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Abstract 
 
This thesis examines whether Swedish quoted firms exhibit any asymmetries in 
macroeconomic risk exposure towards exchange rate risks and interest rate risks across bear 
and bull markets. Empirical research suggests that events in the stock market influence the 
real economy and that stock prices tend to lead real economic activity, and thus could 
bearish and bullish market give rise to conditional risk exposure. Since Sweden is regarded as 
a small and open economy, it is expected that Swedish firms should be particularly sensitive 
to movements in macroeconomic variables. The differences in the macroeconomic 
environment across bear and bull markets are expected to induce a firm behaviour aiming at 
minimizing risk and potential losses. The investigation stretches from January 2005 through 
April 2009. The macroeconomic exposure is quantified through multivariate linear regression 
analysis applying market value as a proxy for the true value of the firm. The asymmetry 
hypothesis is accommodated in the empirical analysis in the form of a dummy variable 
regression, where the time series sample is partitioned according to the sign of the long term 
trend in the market. The cross-section is divided along industry lines to explore differences 
in exposure behaviour depending on characteristics of firm operations.  
 
The principal conclusions of this thesis are that the major factors affecting Swedish firms 
during the investigated period are the domestic short term interest rate and the bilateral 
exchange rates between the Swedish krona and the Japanese yen, the U.S. dollar and the 
Euro. Identified asymmetries across bear and bull markets are most prominent in these 
variables. The direction and magnitude of obtained risk exposures in each market state 
deviates from the expected, and no clear economic rationale is identified to explain the 
behaviour. Further, similar risk exposures are identified across industries. This thesis does 
not supply conclusive evidence, but rather a suggestion that there is a potential asymmetry 
regarding risk exposure across bear and bull markets. 
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 1. Introduction 
A gradual reduction of trade restrictions and a rapid development of science and technology 
have contributed to a growing scale of cross-border trade of commodities and services, an 
increasing flow of international capital and mutual integration of the world’s economies 
(Shangquan, 2000). The phenomenon is commonly referred to as economic globalization; an 
increasing interdependence between economies through trade, treaties and integration of 
financial systems and factor markets. Globalization offers both risks and opportunities. The 
challenge will be to ensure that a firm can reap the benefits of globalization, while 
minimizing the risks incurred by the expanding macroeconomic contingency. 
 
The profitability and value of a firm can be substantially affected in multifold ways by 
movements in the macroeconomic contingency. Movements in macroeconomic variables 
can influence the size of cash flows and cost of capital as well as aggregated demand and the 
competitive position of a firm (Andrén, 2001). Particularly firms in small and open 
economies, that are dependent on imports and exports, would be expected to be sensitive to 
these movements. The economic globalization affects all firms, not only those involved in 
international trade. Any firm operating in a domestic market whose profits rely on imports 
or exports, or who is competing with such a firm, is potentially exposed to movements in 
macroeconomic variables. The interconnectedness between economies thus incurs new 
demands on firms to consider the connection between the development of the firm and 
changes in the macroeconomic environment. The development of the world economy has 
become a source of uncertainty, and hence a risk factor that needs to be considered. This 
raises the issue of how a firm should manage the increased uncertainty and avoid or 
minimize the potential losses associated with changes in the macroeconomic environment. A 
prerequisite for managing risk is knowledge about the nature of a firm’s exposure. If the 
nature of a firm’s exposure is inaccurate, the cost associated with hedging might not be 
worthwhile. 
 
Several authors have contributed empirical research on the estimation of firms’ economic 
exposures. Although economic exposure refers to the sensitivity of the value of a firm to 
movements in any environmental contingency, it has most frequently been addressed in the 
context of partial exposures to changes in foreign exchange rates (Adler and Dumas, 1984; 
Jorion, 1990; Muller and Verschoor, 2006). Other macroeconomic contingencies, e.g. interest 
rates, inflation rates and commodity prices, have not attracted the same amount of attention, 
but may potentially have significant impact on a firm’s value. Andrén (2001) and Oxelheim 
and Wihlborg (2008) among others argue that partial exposure approach provide biased 
estimates, and that a more comprehensive approach provide a more accurate measure of the 
exposure. Further, a weakness of many previous studies is the underlying assumption that 
the exposure to macroeconomic movements is symmetric. Andrén (2001), Koutmos and 
Martin (2003) and Carter et al (2006) argue that there are several arguments suggesting that 
the assumption of symmetric exposure may be inaccurate. It is reasonable to assume that 
properties of the movement in macro variables, differences in risk perception and risk 
management give rise to asymmetric exposure to market movements. Previous works (e.g. 
Miller and Reuer, 1998b; Marston, 2001; He and Ng, 1998) identified differences in exposure 
based on differences in corporate structure, industry belonging and geographical domicile. In 
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 this thesis, another source of asymmetry is considered, namely the asymmetry across bear 
and bull markets.  
 
Bear and bull market states delineates substantial periods of declining respectively increasing 
market returns in a business cycle. The development of the market is expected to reflect the 
general state of the macroeconomy as well as investor sentiments and fundamental 
performance of firms. Black et al (2003) argue that the relationship between market 
development and the real economy goes both ways. Not only is fundamental value of 
economic activities reflected in the market development, but events in the stock market 
influences the real economy and stock prices tend to lead real economic activity. Market 
development would thus provide macroeconomic contingencies with different properties 
depending on market state. Prior research by Maheu and McCurdy (2000) enforces this 
argument. They found that bull markets exhibit increasing returns coupled with low 
volatility, while bear markets have declining returns and high volatility. Since, high volatility 
implies a high degree of uncertainty the macroeconomic environment is expected to be 
riskier in times of bearish markets. The long term trend and the increased volatility in the 
market are expected to induce a firm behaviour aiming at minimizing risk and potential 
losses. This thesis hypothesises that this behaviour gives rise to asymmetries in the sensitivity 
to macroeconomic movements conditional on market state. 
 
The potential asymmetries and their sources are important to consider in order to obtain an 
accurate view of the firm’s exposure. Several sources of exposure asymmetries have been 
suggested. Andrén (2001) argued that an asymmetric risk perception causes managers to give 
excess attention to hedging downside risk, while upside risk is left unmanaged. Booth (1996) 
suggested that the payoff of hedging strategies is a source of asymmetry, since hedging 
strategies are designed to reduce downside risk while exploiting upside opportunities. 
Further, Marston (1990) suggested that a firm’s ability to pass through changes in costs, due 
to adverse macroeconomic movements, in the firm’s pricing-to-market strategy is a source of 
exposure asymmetry. Christophe (1997) argued that firms that expand their operations 
during favourable macroeconomic circumstances tend to maintain their investment even 
after the macroeconomic contingency has reverted. The hysteretic behaviour gives rise to an 
asymmetric competitive effect and thus asymmetric exposure.  
 
This thesis examines whether Swedish firms experience asymmetric exposures to interest 
rates and foreign exchange rates across bear and bull market states. Further, the thesis aims 
at quantifying the macroeconomic risk exposure regarding selected variables with 
multivariate linear regression analysis, applying market values as proxies for the true value of 
firms. The asymmetry hypothesis is accommodated in the empirical analysis in the form of a 
dummy variable regression, where the time series sample is partitioned according to the sign 
of the long term trend in the market. The thesis targets Swedish firms quoted on the OMX 
Stockholm stock market and their macroeconomic exposure from January 2005 through 
April 2009. 
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 2. Macroeconomic environment 
The macroeconomic environment of the firm refers to the context wherein firms conduct 
their economic activities. It is a complex composition of different types of interdependent 
macroeconomic variables, beyond the control of any firm, that affect a firm’s operations and 
its financial metrics. Factors such as aggregated demand, trade, inflation rates, interest rates, 
international dependence and fiscal and monetary policy commonly affect a firm. Oxelheim 
and Wihlborg (2008) illustrate the interconnectedness between uncertainty of 
macroeconomic disturbances and cash flow effects on the firm, see Figure 1.  
 
 
 
Figure 1. Graphical representation of the relationship between sources of uncertainty and cash flow 
effect on the firm. Source: Oxelheim and Wihlborg, 2008 
 
 
The origin of macroeconomic disruptions can be both domestic and foreign. Since no firm, 
or economy, is completely isolated, they react to forces from outside the defined system 
(Ramsey, 1996). Thus all firms, even purely domestic, will act in a globally contingent 
macroeconomic environment.  Further, Oxelheim and Wihlborg (2008) make a distinction 
between disturbances generated by policy and non-policy sources. This distinction is made 
on basis of persistence of the disturbance. The persistent disturbances shift the 
macroeconomic framework, while a mean reverting disturbance only temporarily affects the 
macroeconomic environment. The original disturbance may induce policy changes, reaction 
policies, in order to control e.g. price levels or inflation, and thus further altering the 
environment. The macroeconomic reaction policies promote stability through preventing or 
moderating fluctuations (Allsopp and Vines, 2000). The policies can be monetary, fiscal or 
industry level policies. The determination of how a particular disturbance influences 
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 exchange rates, inflation rates, interest rates and relative prices depends on the nature of e.g. 
exchange rate regimes, money supply, market infrastructure and growth targets defined in 
the domestic market. Uncertainty about such rules or regimes is one aspect of the political 
dimension, see section 2.2.5. Market variables that have a general effect on firms are e.g. 
exchange rates, inflation rates, interest rates and relative prices, as they reflect changes in 
general properties of an economy, such as GDP, aggregated demand and other 
macroeconomic variables. (Oxelheim and Wihlborg, 2008) 
 
Understanding the economic structure is a fundamental building block of economic analysis, 
complemented with detailed information about macroeconomic policies on a local level. The 
reason for conducting thorough analysis of the macroeconomic environment is that 
macroeconomic fluctuations can create a difficult operating environment for the firm; an 
environment over which the firm has no or little control. However, the firm can still react to 
economic conditions in ways that minimize its uncertainty and impact on firm performance, 
as long as it understands the constraints it is facing. In the context of exposure analysis the 
macroeconomic environment provide the framework wherein the firm is conducting its 
economic activities, and thus pinpoints potential sources of exposure. Two concepts are 
fundamental for the analysis of the macroeconomic environment, from the perspective of 
the firm; Risk and exposure. 
 
 
2.1. Macroeconomic risk 
The use of the term risk to refers to the uncertainty regarding environmental variables that 
reduce the predictability of a firm’s performance. Risk is commonly conceived as reflecting 
variation, likelihoods and subjective values in the distribution of possible outcomes. It is 
usually measured by the variance of the probability distribution of possible outcomes 
associated with a particular alternative (March and Shapira, 1987). Oxelheim and Wihlborg 
(2005) define risk as “a measure of timing and magnitude of unanticipated changes”. This 
risk definition implies that all changes that deviate from the expected, beneficial as well as 
adverse, constitute risks. Anticipated changes do not constitute risks since they do not have 
any inherent uncertainty and thus can be planned for and completely diversified. The origin 
of risk would thus be the non-diversifiable uncertainty coupled with firm operations and the 
macroeconomic environment. Risk is present to various extents in all macroeconomic 
contingencies and on all levels. The classification of risks is derived from the source of the 
uncertainty and the aggregation level.  
 
Oxelheim and Wihlborg (1987) distinguish between macroeconomic risks and firm and 
industry specific risks. Macroeconomic risks refer to likelihood and magnitude of 
unanticipated changes in environmental factors that affect all firms in a business context 
indiscriminately, e.g. financial risk, currency risk and country risk. These risks should be 
related to an international context when analysed. Firm and industry specific risks refer to 
likelihood and magnitude of unanticipated changes in firm and industry-specific prices and 
demand conditions. Uncertainty about demand for a firm’s produce or competitive 
advantage relative to competitors is typically firm specific risk. The nature of firm and 
industry specific risks depends on e.g. the character of operations, corporate structure and 
international dispersion of operations.  
 
There are complications with theoretic conceptions of risk when they are taken as 
descriptions of the underlying choice behaviour. The perceived risk might not be coherent 
with the theoretical definition. The ways in which individual decision makers define risk may 
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 differ from the theoretical risk conceptions and that different individuals will perceive the 
same risk in different ways (Kahneman and Tversky, 1979). March and Shapira (1987) argued 
that risk is perceived in terms of adverse outcomes rather than in terms of the dispersion of 
outcomes. There are suggestions that decision-makers tend to ignore unlikely or remote 
events, regardless of their consequences. These arguments imply that risk perception is 
asymmetrical. The issue of asymmetric risk perception and its consequences for the 
macroeconomic exposure of a firm will be investigated further in section 2.3.  
 
 
2.2. Macroeconomic exposure 
The modelling of macroeconomic variables and risks in itself is not worth much unless it can 
be translated into the impact on financial metrics, such as cash flows or net income. 
Exposure is the extent to which a macroeconomic variable affects a firm. All 
macroeconomic contingencies may have a potential effect on a firm’s operations and the 
firm may simultaneously be exposed to several macroeconomic factors. Indeed many of 
them are interconnected, and that the exposure to one variable will implicitly imply exposure 
to others. The exposure can be either direct or indirect in character. Even though a specific 
firm does not directly operate in a foreign market, a local firm supplying a major exporter 
will be exposed to macroeconomic disturbances of foreign origin. Hence, all firms are 
exposed to the shocks and disturbances of a global marketplace (Oxelheim and Wihlborg, 
2005; Grambovas and McLeay, 2006). In which way and to what extent a firm is exposes to 
different macroeconomic contingencies depend on their operating profiles and firm-specific 
variables. 
 
Dumas and Adler (1984) states that exposure should be defined in terms of what one has at 
risk, i.e. exposure is the sensitivity toward both anticipated and unanticipated changes. 
Oxelheim and Wihlborg (2005) on the other hand argues that exposure should be measured 
in terms of risk exposure, i.e. the effect of unanticipated macro variable movements. They 
argue that the firms are able to plan for and hedge their operations against anticipated 
changes in macroeconomic variables, and thus would anticipated movements not be a source 
of exposure. The use of the term exposure will henceforth refer to risk exposure, as defined 
by Oxelheim and Wihlborg (ibid). Prominent sources of exposure to the firm’s financial 
metrics that are central for the inquiry are highlighted below.  
 
 
2.2.1. Exchange rate exposure 
Empirical research on macroeconomic exposure is to a large extent focused on exchange rate 
exposure, due to the relatively high volatility compared to other macroeconomic variables. 
Exchange rate exposure is the sensitivity of a firm towards unanticipated changes in the 
monetary value of foreign currencies. Shapiro (2005) divides exchange rate exposure into 
two subsets: Operating exposure and accounting exposure. Accounting exposure is 
concerned with the effect of unexpected exchange rate movements on the accounting value 
of assets and liabilities. The operating exposure of a firm is the extent to which a firm’s 
value, defined as the expected value of future cash flows, changes with exchange rate 
movements. This is a more general and relevant measure of exchange rate exposure than 
accounting measures, but also more complex. Within these two categories there are several 
subsets of conceptions e.g. transaction, translation and economic exposure. It is hard to 
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 identify all, or even a small part of the individual components of economic exposure. Below 
there is a brief review of transaction exposure, translation exposure and economic exposure.  
 
Transaction exposure originates from when a firm, operating in a foreign market, enters 
financial agreements at a fixed price denominated in foreign currency with a later settle date. 
The exposure arises in the time gap between the entering of the contract and the settle date. 
The uncertainty of future exchange rate movements imposes a risk of changes in the future 
cash flows denominated in domestic currency and thereby the value of the contract (Eiteman 
et al, 2007). Usually transaction exposures appear in connection with receivables and 
payables stated in a foreign currency. The concept must not necessarily be used in 
contractual situations, even though it is the most common origin (Oxelheim and Wihlborg, 
1987). 
 
Multinational firms with export and import, and firms which import part of their inputs are 
all exposed to translation exposure. It arises in the financial statements due to translation of 
assets and liabilities from foreign subsidiaries, stated in foreign currency, into the parent 
firm’s reporting currency when consolidating financial statements. Assets and liabilities held 
in domestic currency are not exposed to translation exposure. A change in exchange rate 
could result in either a beneficial or adverse affect on the parent firm’s net value. The 
translation exposure arises in the time space between translation dates. (Eiteman et al, 2007) 
There is in general no immediate affect on the cash flows of a firm but in the long run or in 
connection with asset and liabilities liquidations there could be an impact on a firm’s cash 
flows due to changes in exchange rates. (Oxelheim and Wihlborg, 1987)  
 
Economic exposure aims to focus on cash flows effects from changes in exchange rates, 
which influences a firm’s business health. It is done by obtaining an estimate of the 
sensitivity of a firm’s future expected cash flows to changes in exchange rates. Changes in 
expected future cash flows will affect the value of a firm, since the value is based on the 
present value of future cash flows (Oxelheim and Wihlborg, 1987). An integrated part of 
economic exposure is the competitive exposure. It delineates how a firm’s cash flows are 
affected by the changes in a firm’s competitive position, due to exchange rates movements. 
In other words, how a firm can gain or loose competitive advantage by changes in exchange 
rates. Competitive exposure analysis tends to look at a firm’s competitive situation and 
sensitivity towards unexpected exchange rate movements in the long-run perspective 
(Eiteman et al, 2007). The economic exposure is not just the sensitivity of a firm’s future 
cash flows in relation to unpredicted changes in exchange rates, it is also about the sensitivity 
to other macroeconomic variables that can affect a firm. 
 
 
2.2.2. Interest rate exposure 
The stock-market prices and interest rates have a recognized correlation which is interesting 
to consider when analyzing macroeconomic exposure. Interest rates are not less volatile than 
many exchange rates and should thus represent an equally important source of risk (Bartram, 
2002). It has however not been studied to the same extent as exchange rate exposure. 
Oxelheim and Wihlborg (2008) also emphasize the importance of analyzing interest rate 
exposure.  
 
Interest rate movements, both domestic and foreign, affect a firm’s economic value and cash 
flow in various ways Firstly; interest rates affect the cost of capital thus altering the discount 
factor of future cash flows and thereby affecting the valuation of a firm. Secondly, firms’ 
customer demand tend fluctuate when costs of obtaining credit and holding debt change. 
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 Further, effects on other macroeconomic variables that correlate with interest rates, e.g. 
aggregated demand, might have impact on financial metrics. (Oxelheim and Wihlborg, 2008) 
 
There is a distinction between short-and long-term interest rates exposure since the duration 
of a loan has different effects on a firm. Long-term interest rates typically have impact on 
investment activities. According to Bartram (2002), long-term interest rate changes constitute 
a positive significant exposure against industries such as industrial machinery, construction, 
agriculture and forestry, and a negative exposure for firms in the financial industry. Short-
term interest rates are more related to the liquidity of a firm, due to the fact that many firms 
choose to finance current assets with more controllable short-term funds. Bartram (ibid) 
further argues that the spread between short-and long-term interest rates works as an 
indicator of the business cycle development. 
 
 
2.2.3. Inflation rate exposure 
Price-level instability is a consequence of changes in the inflation rate. Real fluctuations 
could affect the purchasing power of the currency in a positive way, a relatively low inflation, 
or negatively if a relatively high inflation. In addition, the inflation rate is reflected in foreign 
exchange rates. Any disparity in two countries inflation rates will equal the change in the 
exchange rate of their currencies, i.e. the uncovered interest rate parity. The inflation is 
though, in most cases, considered in the interest rates. (Kohn, 2004; Oxelheim and 
Wihlborg, 2005)  
 
 
2.2.4. Commodity price exposure 
Commodity prices are other variables of interest to consider in order to reflect the 
macroeconomic exposure of a firm. Changes in commodity prices pose an uncertainty about 
future costs. The price variable has different impact on different firms depending on how 
commodity intensive the firm is, volatility of the particular commodity price, the 
denominated currency and how suitable the commodity is to hedging (Horcher, 2005). 
Typically commodity price exposures are firm and industry specific, even though they may 
affect variables on the aggregate level. 
 
 
2.2.5. Political risk 
Another unknown, in terms of risks of global economic integration and world economic 
growth, is the political risks. Political risk is a general environmental uncertainty that affect 
the business context across industries. It is associated with policies and political regimes, and 
reflects threats and opportunities associated with potential or actual changes. Government 
and institutions can use policy instrument to stabilize an economy, and the policy changes 
are reflected in other macroeconomic variables. Even though policies do not change, a firm 
must consider a government’s or a institution’s commitment to enforce existing policies. 
Policies generally do not have a set time path and are in no way static; rather policies are 
cyclical and develop sequentially over time (Persson and Tabellini, 1990). Prominent political 
uncertainties with impact on firms are unanticipated fiscal and monetary reforms, price 
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 controls, changes in trade barriers, changes regulation and barriers to earnings repatriation 
(Miller, 1992).  
 
In a globalized world the macroeconomic environment is expanding and a firm’s risk 
environment not only includes those policy risks associated with the country of domicile, but 
also foreign and international policy risks. Firms with international dispersion of operations 
are particularly exposed to policy uncertainty in foreign countries. Multilateral organisations 
also set policies that countries and firms have to relate to. These are typically international 
co-operation and trade organisations, e.g. the EU and the EMU incur considerable 
harmonisation of policies and apply constraints on the enactment of national policies (Issing, 
2002). Moreover, different political institutions may aggregate conflicting interests and thus 
shape different policy outcomes. The outcomes of these interactions are difficult to assess 
and may potentially have destabilizing political and economic consequences.  
 
Substantial political instability in a country or region can potentially result in e.g. trade 
disruptions of trade and the possibility of increased macro prices. Meanwhile, stability in the 
macroeconomic environment means that firms can plan for the future with a high degree of 
certainty. This is expected to promote investment. When assessing a firm’s risk environment, 
the political risk should be taken into account since it can affect the performance of a firm.  
 
 
2.3. Asymmetric exposure 
An underlying assumption in early studies regarding macroeconomic exposure (e.g. Adler 
and Dumas, 1984; Jorion, 1990) is that the exposure is symmetrical. This fundamental 
assumption has been challenged in later studies. Miller and Reuer (1998a), Andrén (2001), 
Koutmos and Martin (2003), Carter et al (2006) among other identified sources of 
asymmetry for macroeconomic exposure. The main arguments motivating asymmetric 
exposures can be categorised into four conceptual groups: (i) asymmetric attention to 
macroeconomic changes, (ii) asymmetry due to hedging activities, (iii) hysteresis and (iv) 
pricing flexibility. 
 
 
2.3.1. Asymmetric attention to macroeconomic changes 
Managerial and investor risk perceptions and the anticipated asymmetric attention are a 
plausible reason for asymmetric exposure. Fundamental for this argument is the perception 
of risk. The definition of risk utilized in exposure analysis is based on the unanticipated 
effect of the dispersion of different outcomes, see section 2.1. However, this theoretical 
definition of risk may not be coherent with the risk perception which managers and investors 
are acting on. March and Shapira (1987) argued that managers perceive risk in terms of 
adverse outcomes rather than in terms of the dispersion of outcomes. Their empirical 
findings suggest an asymmetry in attention paid by managers to positive respectively negative 
changes. An asymmetry in risk perception among managers would be mirrored by the 
managerial response to perceived risks. Macroeconomic changes with adverse effects on firm 
value would hence be expected to be managed, while beneficial changes are left unmanaged. 
The result would be a larger exposure to beneficial changes than to adverse ones. A similar 
behaviour is to be expected from external investors. An asymmetric risk perception among 
investors, where only adverse outcomes are regarded as risks, motivate the hypothesis that 
 8 
 adverse changes can be expected to be reflected in the stock price to a larger extent than 
beneficial ones (Andrén, 2001).  
 
Working along the lines of the assumption that market value in some sense reflects the true 
value of a firm, i.e. the efficient market hypothesis, Andrén (2001) provides some further 
insights. As the value of a firm is based on forecasts that return a probability distribution of 
potential future cash flow. Given the inherent uncertainty in valuation, it is reasonable to 
assume that issues that are expected to have large impact on firm profitability are given 
excessive attention. Further, it can be expected that that large changes in macro variables 
attracts more attention than small. The attention asymmetry in the valuation can thus be 
expected to be reflected in the stock price. Muller and Verschoor (2006) argue that the 
difficulty of assessing the impact of changes, regarding magnitude and direction on firm 
value, leads to mispricing. The result would be larger market value exposure to large 
macroeconomic changes than to small ones, since investors pay excess attention to more 
influential changes. 
 
 
2.3.2. Asymmetries due to hedging activities 
One major argument in favour of the asymmetry hypothesis is that companies may take on 
asymmetric hedging strategies to control their macroeconomic exposures. These hedging 
strategies may be of financial or operational character. Hedging strategies are designed to 
reduce the downside risk, while exploiting the upside opportunities through increasing the 
macroeconomic exposure (Booth, 1996). Whereas forwards and futures eliminate both 
financial losses and gains due to risk, real and financial options provide protection against 
downside risk while simultaneously allowing exploitation of upside risk. Put options enables 
abandonment of the exposure, in the face of a downside risk. On the contrary, exercising call 
options enables further expansion to exploit beneficial changes and to increase exposure. 
Firms utilizing options would thus be more exposed to beneficial than adverse changes. The 
asymmetric behaviour due to hedging activities may affect both sign and magnitude of the 
impact on stock returns. The asymmetric pay-off resulting from the use of options has a 
non-linear impact on cash flows and thus on firm value. Similar asymmetric responses may 
be observed for operational hedging strategies. (Andrén, 2001; Miller and Reuer, 1998a) 
 
 
2.3.3. Hysteresis 
Hysteresis is the phenomenon in which the response of a system is not only a function of its 
current state, but also dependent on prior states. It is used to characterize a lagging effect in a 
system. Hysteretic behaviour in this context denotes a persistent effect due to temporary 
fluctuations, i.e. the effect remains after cause is removed. 
 
Hysteretic behaviour occurs e.g. when a firm enters a new market due to the depreciation of 
the domestic currency and the resulting asymmetric competitive advantage, and remain in 
the new market even after the domestic currency has appreciated again (Baldwin and 
Krugman, 1989). Hysteresis would thus be related to the existence of high market entry costs 
and to the higher costs of reducing capital than increasing it, i.e. the irreversibility of 
investment argument (Dixit, 1989; Pindyck, 1991; Christophe, 1997). The fact that both old 
and new firms tend to remain in the new market even after the domestic currency has 
reverted result in a negative impact on firm value. As a result, stock returns are expected to 
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 react asymmetrically to currency depreciations and appreciations (Andrén, 2001; Dias and 
Shackleton, 2005).  
 
In the context of exchange rate exposure, hysteretic behaviour is strongly dependent on the 
magnitude of the currency fluctuations (Muller and Verschoor, 2006). Small currency 
depreciations may not lead firms to extend their operations to new markets, while large 
appreciation movements in the domestic currency may cause new entrants to leave the new 
markets. The asymmetric impact of currency movements on firm value due to hysteresis is 
thus dependent on the magnitude of these exchange rate movements. 
 
Andrén (2001) argues that hysteresis effects can be applied to inflation and interest rate 
changes as well. If sales prices tend to increase with inflation or if sales volumes increase 
with real interest rate decreases, firms could be expected to enter the market or expand their 
operations. The increased competition induces a downward pressure on sales prices and thus 
on potential profits of existing firms. If entry or expansion carries sunk costs, reversals of 
inflation or interest rates would lead to entrants exiting the new market. However, the 
irreversibility of investment argument creates an asymmetry regarding entries relative to exits. 
The asymmetry results in an increased exposure to adverse movements in macro prices 
relative to beneficial ones. 
 
 
2.3.4. Asymmetries due to asymmetric pricing-to-market behaviour 
Pricing-to-market behaviour of companies has been quoted as a further potential reason for 
asymmetric stock price reactions to exchange rate movements (Knetter, 1994, Bodnar et al, 
2002). Bodnar et al (2002) argues that since pricing directly affects profitability, the exposure 
of a firm’s profits to exchange rates should be governed by many of the same firm and 
industry characteristics that determine pricing behaviour. This argument can be extrapolated 
to other macroeconomic variables. 
 
Because of the costs associated with changing prices, a firm may allow its mark-up to absorb 
the effect of small changes. This leads to a small, even negligible, pass-through effect. Large 
changes on the other hand may cause the firm to deviate from this policy and pass-through 
part of the change into the market prices. Krugman (1986) argued that a firm could not 
change its prices too often, since price variations may destroy the firm’s reputation. This 
means that only in the case of larger exchange rate and cost changes, up or down, will the 
firm pass through the changes. In terms of exposure, this means that exposure would be 
smaller to large changes than to small ones. The overall response to macroeconomic changes 
depends on the character of the company, importer or exporter, and the pricing-to-market 
strategy that any specific company is employing. Further, Bodnar et al (2002) suggests that 
the magnitude of the pass-through effects depends on the elasticity of substitution between 
domestic and foreign produce, market share objectives and trade and production constraints. 
The resulting pass-through effect is the origin of the asymmetric exposure.  
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 3. Methods 
3.1. Regression analysis 
Adler and Dumas (1984) proposed regression analysis as a tool to investigate the relationship 
between macroeconomic risk variables and firm value. Since then, regression analysis has 
been a frequently utilized tool in exposure analysis. Linear regression analysis provides a 
statistical tool for modelling and analysis of numerical data. The linear regression models 
attempt to model the relationship between variables by fitting a linear equation to observed 
data. A regression approach to quantifying exposure enforces the notion of exposure as a 
statistical property. The regression coefficients mirror the exposure to individual explanatory 
variables. The regression coefficient concept provides a comprehensive measure that 
summarises the various ways that the explanatory variables can affect firm exposure. The 
method does not reveal any causation, only a quantitative measure of the exposure. 
 
Corporate exposure to macroeconomic factors can be analysed from different perspectives. 
The internal perspective takes the viewpoint of the firm and its managers, while the external 
perspective looks upon exposure in a way that conforms to the interest of shareholders and 
analysts. Oxelheim and Wihlborg (1995) stated that most exposure used by firms is based on 
accounting information and that the approach is inappropriate from an economic point of 
view, since it fails to account for influences from variables that are not readily observed in 
accounting data. Further, they state that this approach disregards the fact that exchange rates, 
interest rates and inflation are often not independent. These variables are simultaneously 
influenced by changes in macroeconomic conditions and policies. They argue that cash flows 
are suitable for measuring economic exposure in regression analysis. Adler and Dumas 
(1984) suggested that the stock market value could be used in regression of the effect of 
exchange rate exposure on the entire company, the market value approach. The approach 
suggests that the market value of the firm is the present value of its expected future cash 
flows. This approach relies on the assumption that the market is efficient and market values 
reflect the future stream of cash flows. A change in underlying macroeconomic factors that 
affect a firm’s cash flow would thus be reflected in the stock market value. The market value 
approach utilizes the market value as a proxy for the future cash flows. Andrén (2001) argues 
that utilizing market value to regress exposure carries an inherent weakness; the market value 
reflects the stock market’s perception of the firms’ risk exposures and not the firms’ actual 
exposures. If market risk perception is inaccurate, estimated exposure may deviate from the 
conceptional true exposure. 
 
In this thesis multiple regression analysis, using time-series inputs, is utilized to estimate the 
exposure coefficients in the bear and bull market states ex post. The exposure coefficients are 
regressed on firm market value as the dependent variable and exchange rates and interest 
rates as explanatory variables. Although the underlying assumptions are somewhat flawed 
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 (Oxelheim and Wihlborg, 1995), the approach has merits. The data is readily available and as 
a proxy it reflects the stream of expected future cash flows.  
 
The evaluation of the linear regression model is performed with the method of ordinary least 
squares, henceforth abbreviated OLS. The OLS methods provide the means to solve over 
determined systems. The method is subjected to a Gauss-Markov regime and hence the 
conditional assumptions regarding the inherent properties of regression residual associated 
with the regime. Data handling, regression and statistical inference are performed in Matlab 
2006b. 
 
 
3.2. Data selection 
3.2.1. Time frame 
The thesis aims at investigating contemporary risk exposure of the sample firms. In order to 
mirror contemporary exposure are major policy regime shifts, which give rise to 
comprehensive structural changes, avoided. The implementation of the third step of the 
EMU and the initial adoption of the Euro in 1999, and the consecutive full adoption and 
introduction of bills and coins in 2002 provided a discrete and persistent change in the 
macroeconomic environment (Bartram and Karolyi, 2006). This structural change set a lower 
boundary for the time frame. In order to mirror contemporary exposure to different market 
states, the recent business cycle is emphasized. The lower bound is contracted to allow for 
consolidation of the structural changes incurred by the introduction of the Euro. The 
investigated time frame is set to 2005-01-01 to 2009-04-30. The set time frame captures both 
bullish and bearish market states. A daily sampling frequency is applied to obtain an adequate 
number of observations in both bearish and bullish market states.  
 
 
3.2.2. Sample selection 
The investigated sample targets firms located in Sweden. Sweden is set as geographical 
domicile constraint based on anticipated characteristics of the economy. Sweden is 
characterized as a small and open economy. It is expected that such an economy should be 
particularly sensitive to unanticipated fluctuations in macroeconomic variables. The sample is 
collected from the OMXS all-share. Quotation yields readily available data and observable 
market values. Alternative lists, e.g. First North, are dismissed due to the fact that 
infrequently traded and illiquid shares may give biased results with the applied sampling 
frequency (Scholes and Williams, 1977). The inclusion criteria for individual firm 
encompasses: quotation and survival. The firms included in the sample should have been 
quoted on the OMX Stockholm stock market during the entire time frame 2005-01-01 to 
2009-04-30. Firms introduced on the stock market after 2005-01-01 and firms taken off 
during the time frame has been excluded. The sample selection yields a cross section of 219 
firms. Included firms are presented in appendix I. A daily sampling rate is applied for the 
time period 2004-12-30 to 2009-04-30 based on a five day week. All share values are end-of 
day mid-prices and expressed in nominal terms. Data is retrieved from Thompson 
Datastream. 
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 The selected sample of firms is geographically constrained, but stretches cross industries and 
displays a multitude of sizes and corporate structures. Miller and Reuer (1998b), Marston 
(2001) and He and Ng (1998) identified differences in exchange rate exposure for firms 
based on differences in corporate structure, industry belonging and geographical location. 
Bartram (2002) argued for the presence of differences in interest rate exposure between 
financial and non-financial institutions. In order to explore differences across industries are 
the sample decomposed into seven industry subsets, see Table 1and Appendix I. 
 
Table 1. Summary information concerning sample firms. 2005:1 – 2009:4, daily logarithmic change. 
 
Number of 
firms in sample
Sample mean of 
 daily return 
Sample standard deviation of 
daily returns 
 
  Bear Bull Bear Bull 
Energy 4 -0.0027 0.0028 0.0384 0.0317 
Retail 33 -0.0027 0.0016 0.0401 0.0438 
Finance 40 -0.0024 0.0016 0.0291 0.0321 
Healthcare 23 -0.0018 0.0019 0.0326 0.0315 
Information technology 47 -0.0024 0.0016 0.0357 0.0328 
Manufacturing 60 -0.0023 0.0019 0.0296 0.0263 
Materials 12 -0.0031 0.0018 0.0327 0.0292 
Total 219 -0.0024 0.0018 0.0333 0.0327 
 
 
3.2.3. Macro variables 
Most studies focuses on a single macroeconomic variable, e.g. exchange rate (Jorion, 1990; 
Miller and Reuer, 1998b; Koutmos and Martin, 2003) or interest rate (Bartram, 2002; 
Staikouras, 2003), and determine partial exposures to the explanatory variable. Andrén 
(2001), however, argues that partial exposures are biased, in the sense that the magnitude of 
the exposure is increased and the share of significant positive exposures increase. The partial 
exposure coefficients would capture correlation with omitted variables and thus be inflated. 
Andrén (2001) argue that there are only two valid reasons for utilizing a single explanatory 
variable: (i) macro prices are not correlated or (ii) macro prices are perfectly correlated. In the 
first case, an addition of a further variable will not affect the exposure coefficient of the first 
variable, and in the latter case perfect multi-collinearity will occur and the exposure to the 
first variable will also capture the exposure to other perfectly correlated variables. In all other 
instances will a more comprehensive approach be preferable. Oxelheim and Wihlborg 
(2008), however, argue that the significant effects on the firm’s performance can be captured 
by the analysis of a limited number of significant variables. In this thesis the market values 
are regressed on a selection of interest rates and exchange rates to give a comprehensive 
measure of the exposure. Macro prices such as commodity prices are excluded. The firms are 
expected to exhibit widely different exposures to commodity prices depending on firm and 
industry characteristics (Miller and Reuer, 1998b). This would lead to different model 
specifications for each firm and disable cross-sectional comparisons of exposure. Andrén 
(2001) argues that differences in model specification expose the inquiry to subjectivity in 
selection of explanatory variables. Inflation rate is omitted as explanatory variable for two 
reasons: firstly, appropriate data with daily frequency is not available and, secondly, the 
relative volatility compared to exchange and interest rates is low. Jorion (1990) argues that 
the low relative volatility makes it a marginal source of uncertainty. 
  
The choice of included exchange rates is based on international trade volumes as of 2009-02 
reported by Statistics Sweden (SCB, 2009). Largest trade volumes are transferred between 
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 the domestic market to the Euro-zone, Norway, Denmark, United Kingdom, United States, 
China, Russia and Japan. The gravity model of international trade (Tinbergen, 1962) provides 
the fundamental reasoning for inclusion of exchange rates. The proximity in the spatial 
dimension results in frequent trade with Denmark and Norway, where invoices are 
denominated in both producer currency price (PCP) and in local currency price (LCP). 
Further, the relative proximity in the spatial dimension and the size of the different 
economies within a broader definition of a European market, results in trade denominated in 
Euro, British pound and the Russian ruble (Wilander, 2004). The Euro also acts as a vehicle 
currency in international trade (Goldberg and Tille, 2008). The size of the U.S. and Japanese 
economies attracts significant trade denominated in both PCP and LCP. Further, the US 
dollar is a frequent vehicle currency in international trade (ibid). East Asian economies are 
soft pegs to the dollar with considerable influence from the Japanese yen (Qiao, 2007). Trade 
volumes, and thus exposure, with East Asian countries is thus dependent on the JPY/USD 
exchange rate. The exposure to the Chinese reminibe (RNB) can be assumed to be 
negligible, since most trade with China is invoiced in vehicle currencies (Dobson and 
Masson, 2009). The assumed likely exposures would thus be towards the following bilateral 
exchange rates: SEK/EUR, SEK/NOK, SEK/DKK, SEK/GBP, SEK/USD, SEK/RUB 
and SEK/JPY.  
 
Theoretical models of exchange rate exposure typically posit relationships in terms of real 
exchange rates. However, since the Swedish central bank Sveriges Riksbank targets inflation 
to be 2±1% per annum, the daily change in inflation and thus the impact of inflation on daily 
exchange rates movements will be miniscule. Based on this argument will the daily nominal 
and real exchange rate returns be virtually congruent. Consequently, the readily available 
nominal rates will be used. The included nominal bilateral exchange rates in the regression 
are presented in Table 2. A daily sampling rate is applied for the time period 2004-12-31 to 
2009-04-30 based on a five day week. The utilized bilateral exchange rates are of beginning-
of-day character. Data is sourced from Thompson Datastream. 
 
Table 2. Utilized bilateral exchange rates and their denominations. 
Currency Variable Abbreviation Proxy 
Euro FXSEK/EUR EUR Bilateral; SEK / EUR 
Norwegian krona FXSEKNOK NOK Bilateral; 100 SEK / 100 NOK 
Danish krona FXSEK/DKK DKK Bilateral; 100 SEK / 100 DKK 
British pound FXSEK/GBP  GBP Bilateral; SEK / GBP 
US dollar FXSEK/USD USD Bilateral; SEK / USD 
Russian ruble FXSEK/RUB RUB Bilateral; SEK / RUB 
Japanese yen FXSEK/JPY JPY Bilateral; SEK / JPY 
 
 
In order to account for the effect of interest rates on the macroeconomic exposure of the 
firm, a wide selection of interest rates is considered. Both short term and long term interest 
rates may be sources of exposure, depending on the character of the produce. These effects 
motivate a broader selection of interest rates to mirror the exposure. Interest rates in markets 
where the companies offset their produce will affect demand and are thus of interest. To get 
a comprehensive measure of this effect, the interest rate exposure must be considered, both 
short and long term, for different geographical markets. 
 
Apart from the domestic market, interest rates for major economies within separate 
geographical markets are used as proxies for the entire market. Introduction of proxies limits 
the number of explanatory variables and maintain a lucid view of the exposure, while it is 
assumed to give an approximate measure of the interest rate exposure of the target 
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 geographical market. The European central bank short term and long term interest rates are 
used as a proxy for markets located in and associated with the European market. US short 
term and long term interest rates are used as proxies for the American markets and Japanese 
short term and long term interest rates are used as proxies for the Asian markets. A daily 
sampling rate is applied for the time period 2005-01-01 to 2009-04-30 based on a five day 
week. Obtained interest rate data is of beginning-of-day character. Data is sourced from the 
Swedish central bank Sveriges Riksbank, and published by Reuters. 
 
Table 3. Utilized interest rate proxies. 
Market  Duration Variable Abbreviation Proxy 
Domestic Short term rS,S RSS Swedish 90-day Treasury-bill 
 Long term rS,L RSL Swedish government bond, 10 years 
Europe Short term rE,S RES Euro area euro market interest rate, 90 days 
 Long term rE,L REL International Euro area government bond, 10 years 
America Short term rU,S RUS US euro market interest rate, 90-days  
 Long term rU,L RUL International US government bond, 10 years 
Asia Short term rJ,S RJS Japan euro market interest rate, 90-days 
 Long term rJ,L RJL International Japanese government bond, 10 years 
 
 
Table 4. Summary information of utilized macro prices across bear and bull markets. 
 Sample mean of  
daily return 
Sample standard deviation of 
daily return 
Min-Max spread of  
daily return 
 bear bull bear bull bear bull 
REL -5.1·10-4 1.5·10-4 0.012 0.012 (-0.051, 0.039) (-0.060, 0.051) 
RSL -6.2·10-4 1.1·10-4 0.012 0.013 (-0.072, 0.071) (-0.094, 0.056) 
RUL -8.2·10-4 1.0·10-4 0.020 0.018 (-0.100, 0.073) (-0.175, 0.137) 
RJL -4.1·10-4 2.7·10-4 0.020 0.015 (-0.050, 0.067) (-0.046, 0.049) 
RES 1.7·10-4 -8.4·10-4 0.010 0.028 (-0.047, 0.033) (-0.202, 0.197) 
RSS -1.2·10-5 -2.6·10-3 0.010 0.038 (-0.091, 0.059) (-0.360, 0.295) 
RUS -7.0·10-4 -6.1·10-4 0.054 0.056 (-0.384, 0.371) (-0.414, 0.342) 
RJS 4.5·10-3 8.7·10-4 † 0.095 0.486† (-0.642, 0.405) (-1.79, 1. 38) † 
EUR 1,8·10-4 1.3·10-4 0.004 0.005 (-0.015, 0.029) (-0.029, 0.025) 
DKK 1,8·10-4 1.2·10-4 0.004 0.005 (-0.014, 0.025) (-0.029, 0.025) 
NOK -1,8·10-4 1.9·10-4 0.004 0.005 (-0.025, 0.028) (-0.030, 0.023) 
GBP -2,6·10-4 7.8·10-5 0.007 0.007 (-0.036, 0.037) (-0.042, 0.029) 
JPY 8,2·10-4 -1.9·10-4 0.012 0.010 (-0.059, 0.063) (-0.058, 0.063) 
USD 2,5·10-4 1.1·10-4 0.009 0.009 (-0.047, 0.047) (-0.041, 0.045) 
RUB 1,7·10-4 -9.2·10-5 0.006 0.008 (-0.028, 0.033) (-0.041, 0.039) 
 
REL: International Euro area government bond, 10 years; RSL: Swedish government bond, 10 years; RUL: International US 
government bond, 10 years; RJL: International Japanese government bond, 10 years; RES: Euro area euro market interest rate, 
90 days; RSS: US euro market interest rate, 90-days; RUSS: US 90-day T-bill; RJS: Japan euro market interest rate, 90-days; EUR: 
Swedish krona/Euro area Euro; DKK: Swedish krona/Danish krona; NOK: Swedish krona/Norwegian krona; GBP: Swedish 
krona/British pound; JPY: Swedish krona/Japanese yen; USD: Swedish krona/US dollar; RUB: Swedish krona/Russian ruble. 
 
† The deviating result is due to numeric character of Japanese close to zero level interest rates in the bull market 
series. Min-max range (-33.23, 32. 82) before removal of zero level data. 
 
3.2.4. Market state 
In order to carry out the task of investigating asymmetries across bear and bull markets, a 
formal definition of market states is required. Fabozzi and Francis (1977) stated that no 
sacrosanct definition of bull and bear market conditions exists. Ever since, no generally 
acknowledged formal definition has been agreed upon. However, by general consensus, bear 
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 and bull markets are delineated as a period of rising markets respectively a period of 
declining markets. Fabozzi and Francis (1977) suggested three alternative definitions of bull 
and bear market conditions. The first definition is based on long term market trends. The 
sampled months were classified into two mutually exclusive and exhaustive subsets, bear and 
bull markets. This placed most months when the market rose in the bullish category. 
However, months with a rising market amidst adjacent bearish months were classified as part 
of the bearish subset. The second definition divided all months into two groups, up-state and 
down-state markets, ignoring trends in the market and views every month independently. 
The third definition added a neutral subset to the second definition, where the market is 
essentially directionless. 
 
The applied definition of bearish and bullish periods is derived along the lines of the first 
approach suggested by Fabozzi and Francis (1977). The distinguished periods belong to 
either of the mutually exclusive and exhaustive market state subset depending on the long 
term trend. The market state switches at discrete points in the time domain, where the long-
term trend shifts sign. Short-term opposing trends, less than 25 observations, with a net 
change of less than 10% is assumed to belong to the long-term trend subset. 
 
In order to establish the market state, a proxy for the overall market movement is needed. 
The OMXS all-share index is used as source data to establish whether the market is in a bear 
or bull state at any arbitrary time. Data is retrieved from Thompson Datastream. A daily 
sampling rate is applied for the time period 2004-12-31 to 2009-04-30 based on a five day 
week. The market development of the OMXS all-share during the given time frame is 
divided into five subsequent long term market trends, see Table 5. The bullish market state 
subset encompasses 668 observations in three separated intervals and the bearish market 
state subset encompasses 462 observations in two separated intervals. 
 
Table 5. Identified bear and bull periods during the defined time frame. 
Lower bound Upper bound Market state 
2005-01-01 2006-04-04 Bull 
2006-04-05 2006-07-19 Bear 
2006-07-20 2007-06-04 Bull 
2007-06-05 2008-11-09 Bear 
2008-11-10 2009-04-30 Bull 
 
Figure 2. Graphical representation of set bear and bull market periods. 
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 3.3. Regression model formulation and implementation 
The regression model formulation defines macroeconomic risk exposure as the effect of 
unexpected macro price movements on the firm value. The observable variables are 
endogenously determined. Based on the stock price, R, as a proxy for development of cash 
flows, i.e. the market value approach, is the exposure coefficients regressed on bilateral 
exchange rates, FXj, and interest rates, rj, for a firm i by equation 1. Since unit-root and 
stationarity tests indicate that level data for neither the dependent variable nor the 
explanatory variables are stationary, stationary first order logarithmic differential are 
introduced for the dependent variable as well as the explanatory variables. 
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where R*i,t=ln(Ri,t)–ln(Et-1[Ri,t]), FX*j,t=ln(FXj,t)–ln(Et-1[Xj,t]), r*j,t=ln(rj,t)–ln(Et-1[rj,t]), β1,i is the 
regression intercept, βi,j are the regression coefficients, Dt are dichotomous dummy variables 
representing different market states (see below), n and m the number of exchange rates 
respectively interest rates and εi,t an unobservable error term. Considering the short sampling 
interval it is reasonable to assume that, for an arbitrary macroeconomic variable X, the 
current value is an adequate approximation of tomorrows value and can thus be assumed 
that Et-1[Xt]=Xt-1. The differentials, Xt -Xt-1, represent the unanticipated effect of the 
macroeconomic variables on the value of the firm.  
 
The dummy variable is introduced to distinguish between the bull and bear market states. 
The dummy variables are constructed in accordance with the definitions of the market state 
subsets defined in section 3.2.4. The overall market movement subsets are modelled into a 
common dummy variable.  
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where ΔMR is the estimated long term trend in market return as defined in section 3.2.4. The 
specification of discrete switch points of the market state allows the market return to exhibit 
short term decreases and increases without recategorize the current market state. The issue 
of non-synchronous data is resolved through matching the beginning-of-day data for the 
explanatory variables with quoted end-of-day market values from the prior day. 
 
Inherent properties of the data set may cause inaccurate estimation of regression coefficients 
and their distributions. Some issues pose reasons for modification of the model, including 
explanatory variables. The issue of multicollinearity imposes restrictions on the model 
formulation. Through the bivariate correlation matrix are problematic correlations identified, 
see Table 6. The exchange rate between the Swedish krona and the Danish krona 
(SEK/DKK) is near perfectly correlated (0,997) with the exchange rate between the Swedish 
krona and the Euro (SEK/EUR), due to the locked aspect ratio of the bilateral exchange rate 
between the Danish krona and the Euro. The near perfect collinearity leads to unreliable 
regression parameter estimates. The SEK/DKK exchange rate is excluded from the 
regression and the Danish market considered as a part of the European market. The 
exposure to the SEK/DKK exchange rate is thus reflected by the exposure coefficients for 
the SEK/EUR exchange rate.  
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 In order to reduce the impact of outliers are extreme outliers eliminated in the return of 
dependent and explanatory variables prior to OLS regression. Numerical data with abnormal 
values are identified graphically. This operation mainly concerns the Japanese short term 
interest rate data series and 10 observations are omitted.  
 
Table 6. Bivariate correlation matrix for macro prices 2005:1 – 2009:4, daily logarithmic changes. 
 rE,L rS,L rU,L rJ,L rE,S rS,S rU,S rJ,S EUR DKK NOK GBP JPY USD RUB
rE,L 1 0,752 0,423 0,209 -0,026 0,109 0,011 0,010 -0,210 -0,208 -0,079 -0,100 -0,213 -0,080 -0,063
rS,L  1 0,373 0,277 0,017 0,090 0,000 -0,026 -0,253 -0,249 -0,081 -0,147 -0,292 -0,137 -0,109
rU,L   1 0,094 0,064 0,070 -0,022 0,014 -0,088 -0,088 -0,001 -0,025 -0,088 -0,036 0,016
rJ,L    1 0,039 0,058 0,001 -0,009 -0,136 -0,135 -0,001 0,010 -0,207 -0,023 -0,047
rE,S     1 0,137 0,068 -0,006 -0,021 -0,024 0,093 0,044 -0,035 -0,014 -0,049
rS,S      1 -0,030 -0,002 -0,074 -0,073 -0,005 0,057 -0,072 -0,036 -0,087
rU,S       1 0,004 -0,043 -0,043 0,030 0,076 0,019 -0,001 0,001
rJ,S        1 0,001 -0,001 -0,007 0,005 0,039 0,033 0,022
EUR         1 0,997 0,434 0,622 0,703 0,669 0,688
DKK          1 0,435 0,619 0,704 0,669 0,687
NOK           1 0,319 0,254 0,287 0,286
GBP            1 0,476 0,603 0,552
JPY             1 0,775 0,672
USD              1 0,836
RUB               1 
 
rE,L: International Euro area government bond, 10 years; rS,L: Swedish government bond, 10 years; rU,L: International US 
government bond, 10 years; rJ,L: International Japanese government bond, 10 years; rE,S: Euro area euro market interest rate, 90 
days; rS,S: US euro market interest rate, 90-days; rU,S: US 90-day T-bill; rJ,S: Japan euro market interest rate, 90-days; EUR: 
Swedish krona/Euro area Euro; DKK: Swedish krona/Danish krona; NOK: Swedish krona/Norwegian krona; GBP: Swedish 
krona/British pound; JPY: Swedish krona/Japanese yen; USD: Swedish krona/US dollar; RUB: Swedish krona/Russian ruble. 
 
 
The implicit assumption made in equation 1 is that of constant variance. This assumption is 
often rejected for time series with short sampling intervals (Verbeek, 2004). Presence of 
heteroskedasticity is a violation of the Gauss-Markov assumptions and provides inaccurate 
standard errors. The phenomenon does not cause the OLS estimator to be biased, but has 
profound effects on statistical inference. Autocorrelation has similar effect on statistical 
inference, as long as the assumption that E{ε|X}=0 is upheld. The problem is mitigated pre-
emptively through the introduction of Newey-West heteroskedasticity and autocorrelation 
consistent estimator (HAC) of the covariance matrix as suggested by Newey and West 
(1987). The Newey-West covariance estimator is given by equation 3. 
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where X is the explanatory variable matrix with dimensions (T× k) and Ωˆ  is  
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The Bartlett weight function, wl, is defined by equation 5 and is dependent on the truncation 
lag, q. The truncation lag is an integer representing the number of autocorrelations used in 
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 evaluating the dynamics of the OLS residuals, ut. Following Newey and West (1994) is the 
truncation lag set by equation 6. 
 
1
1 +−= q
lwl  (5)
( ) ⎟⎠⎞⎜⎝⎛= 9
2
1004floor Tq  (6)
 
The floor operator is the built in Matlab function to round obtained value down to closest 
integer. The standard errors are obtained from the square root of the diagonal elements in 
the estimated covariance matrix.  
 
 
3.4. Statistical inference 
3.4.1. Diagnostics 
Inherent properties of the investigated data set and regression model may incur implications 
on model implementation and statistical inference. The inherent properties may be of such 
nature that they violate the Gauss-Markov assumptions and render the obtained OLS 
estimator non-BLUE. Thus, the inherent properties of the data set must be tested for and 
considered in the linear model formulation in order to ensure that the OLS estimator is 
BLUE. 
 
The expected presence of heteroskedasticity in the residuals and the resulting violation of 
Gauss-Markov assumptions of conditional constant variance, V{ε|X}=σ2, motivate a test for 
time varying heteroskedasticity. The presence of time varying heteroskedasticity is tested for 
with White’s test. The cross-product terms are omitted in the auxiliary regression, due to the 
high dimensionality and the presence of collinearity in the cross-products of the regressors. 
In order to detect potential autocorrelation and provide diagnostics of the model, the 
Durbin-Watson test statistic is utilized. Further, due to limitations in the Durbin-Watson 
test, the test result is validated with the Ljung-Box Q-statistic. The effects of 
heteroskedasticity and autocorrelation regarding inferences are mitigated through the Newey-
West HAC estimator. 
 
The presence on multicollinearity is diagnosed through the cross correlation matrix; see 
Table 6, and the variance inflation factor (VIF). Near-multicollinearity makes the parameter 
estimation sensitive to model misspecifications (Hill and Adkins, 2001), and thus are the 
collinearity of data of interest for the interpretation of the results. 
 
The normality of the residuals is tested with a Jarque-Bera test. Normality is essential since 
traditional hypothesis tests assume normality of the residual, i.e. ut ~N(μ,σ2). The normality 
test investigates whether asymptotic normality is a property of the limiting distribution. 
Violation of the normality assumption of the residual leads to invalid inferential statements 
and inaccurate conclusions (Jarque and Bera, 1987). 
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 3.4.2. Significance of exposure coefficients  
The significance of the obtained exposure coefficients needs to be statistically confirmed. In 
order to establish whether the exposure in bear and bull market states are statistically 
significant, respectively if there exist a significant difference between the market states, are 
the obtained regression coefficients tested with Student’s t-test. The test variable, γ, is tested 
on the 5% level with a two-tailed test. 
 
H0:    γ1=γ 2=…=γn = 0 
H1:    γ 1 ,γ 2 , …  ,γ n  ≠ 0 
(7)
 
The test variable is constructed differently for the different tests. The test variable of 
exposure in bear market takes the form γk=βk- for the bear market coefficient belonging to 
each explanatory variable k. The test variable for bull market significance takes the form 
γk=βk-+βk+ for the bear and bull market coefficients belonging to each explanatory variable k. 
The standard error of the bull market exposure coefficient is derived from the variance 
identity and the Newey-West estimate of the covariance matrix. The significance of the 
difference is tested with the test variable γk=βk+ for the bull market coefficient belonging to 
each explanatory variable k. An ordinary testing strategy is applied; the null hypothesis is 
rejected if the test variable, γk, realizes a value that is very unlikely if the null hypothesis is 
true. The null hypothesis is rejected if the probability of observing a value of the test statistic 
that is equal or larger than the critical value at a given significance level (Verbeek, 2004). 
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 4. Result and discussion 
A main concern in the interpretation of the linear regression coefficients is that correlation 
not necessarily implies causality. The obtained regression coefficient merely implies that 
there is correlation between the target explanatory variable and the dependent variable. The 
regression model can further only be interpreted under the ceteris paribus condition, i.e. the 
change in the dependent variable due to a change in an explanatory variable can only be 
studied under the condition that all other explanatory variables are held constant. In reality 
many of the variables are expected to co-vary. Further, it is important to point out that the 
acquired measures of exposure encompass existing hedging practices in the individual firms, 
i.e. only residual exposure can be captured. The true exposure of the operations, i.e. without 
hedging practises, toward changes in the macroeconomic contingency cannot be evaluated 
without access to detailed internal data. The acquired exposure is thus conditional on the 
hedging activities.  
 
Summary results of performed regressions are presented on industry level in order to allow 
for comparison across industry lines. In order to maintain a lucid view of differences in 
exposure between industries the most prominent exposure variables for each industry are 
singled out. Full results are available in Appendix II. The principal results are the significant 
differences in exposure across bear and bull markets, see Table 7, but magnitude, spread and 
distribution of significant exposures in bear and bull market are presented for each industry 
to allow for interpretation of results, see section 4.1.2.  
 
 
4.1. Empirical findings 
4.1.1. Exposure asymmetries 
The obtained total and industry specific frequencies of exposure asymmetries are presented 
in Table 7. The presented data represents the share of firms within a target sample that 
exhibit a statistically significant difference at the 5% level in exposure between bear and bull 
market states. The empirical findings in this thesis indicate presence of exposure asymmetries 
among the sample firms to all included explanatory variables across market states, even 
though to various extent. Prominent explanatory variables featuring exposure asymmetries 
are the Swedish short term interest rate (RSS), the SEK/EUR, SEK/USD and SEK/JPY 
exchange rates, see Table 7. 
 
The Swedish short-term interest rate (RSS) exhibits exposure asymmetry in a large share of 
the sample firms across industry lines, see Table 7. Disregarding the energy industry, due to 
few firms, the share of firms that exhibit asymmetry within each industry is within the range 
41.7% to 62.5%. The obtained correlation is mainly significantly positive in the bear market, 
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 while mainly insignificant in bull market with a spread around a conditional mean of zero, see 
Table 8 to 14. The reason for the significant difference is probably a high degree of 
correlation in the latter bear period between the decline in the stock market and the 
sequential lowering of interest rates by the Swedish central bank Sveriges Riksbank to 
mitigate an anticipated recession. The large share of significant positive exposure in bear 
markets is unexpected, since it is not coherent with the theoretical anticipated effects. A 
negative exposure is expected in especially bear markets; as lower interest rates are expected 
to stimulate consumption, increase investment rate, reduce costs of credits and lower the 
discount rate in valuation. Two potential reasons for response are proposed. Firstly, there 
exists a lag in the effects of the interest rate changes that the model fails to account for. 
Secondly, investor sentiment dominates the market response during bear markets to such an 
extent that real positive effects on cash flows are submerged. Bartram (2002) found that no 
industries were significantly exposed to short-term interest rate which is a contradiction to 
obtained results. In addition, obtained result exhibit a small share of significant exposure 
towards long-term interest rates. This result is also contradictory to what Bartram (ibid) 
found.  
Table 7. An industry overview of cumulative share (%) of significant exposure differences across 
bear and bull market states at the 5% level (α= 0.05). 
 REL RSL RUL RJL RES RSS RUS RJS EUR NOK GBP JPY USD RUB 
Consumer  9.1 9.1 - 6.1 9.1 54.5 3.0 3.0 12.1 6.1 9.1 15.2 9.1 9.1 
Energy 25.0 - - - - 100.0 - 25.0 - - - - 25.0 - 
Finance 5.0 5.0 2.5 17.5 2.5 62.5 2.5 5.0 12.5 2.5 5.0 10.0 10.0 7.5 
IT 4.3 4.3 2.1 10.6 12.8 51.1 8.5 8.5 23.4 14.9 6.4 6.4 10.6 8.5 
Healthcare 4.3 - 8.7 21.7 - 47.8 4.3 4.3 21.7 4.3 13.0 13.0 8.7 13.0 
Industrial 3.3 6.7 - 3.3 6.7 53.3 3.3 - 13.3 1.7 3.3 10.0 11.7 5.0 
Materials  8.3 8.3 8.3 - - 41.7 - 8.3 8.3 - - 8.3 - 8.3 
Total 5.0 5.5 2.3 10.0 6.4 54.3 3.7 4.6 15.5 5.5 6.0 10.0 10.0 8.2 
 
REL: International Euro area government bond, 10 years; RSL: Swedish government bond, 10 years; RUL: International US 
government bond, 10 years; RJL: International Japanese government bond, 10 years; RES: Euro area euro market interest 
rate, 90 days; RSS: US euro market interest rate, 90-days; RUSS: US 90-day T-bill; RJS: Japan euro market interest rate, 90-
days; EUR: Swedish krona/Euro area Euro; DKK: Swedish krona/Danish krona; NOK: Swedish krona/Norwegian krona; 
GBP: Swedish krona/British pound; JPY: Swedish krona/Japanese yen; USD: Swedish krona/US dollar; RUB: Swedish 
krona/Russian ruble. 
 
 
Compared to the Swedish short term interest rate (RSS), the asymmetric exposure in the 
SEK/EUR exchange rate is not as widespread among the industries, but still it exhibits 
frequent asymmetries. The exposure distribution across industries is rather intriguing, since 
most firms experience large negative exposures in bull markets. A depreciation of the 
Swedish krona is expected to have a positive effect in terms of increasing exports in the 
short run, thus higher sales and thereby higher market value. The obtained results show that 
most industries are negatively exposed in bull markets. The rationale for this behaviour is not 
clear, but Grambovas and McLeay (2006) presents evidence that despite the expected 
outcome, currency depreciation will have a negative effect on the stock market both in the 
short and the long-run. Grambovas and McLeay (ibid) show that a depreciating currency 
reduces the demand of the particular currency, which results in a negative effect in a firm’s 
market value.  
 
Many industries share a significant asymmetric exposure to USD. The USD also has a 
considerable share of negative exposure, like the EUR, but in bear markets. Once again this 
type of negative exposure is unexpected. The explanation to this behaviour follows the same 
line of thought as the exposure towards the SEK/EUR. 
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There is a more modest share of asymmetric exposure to JPY. However, in contrast to EUR 
and USD, the sign of the exposure is less coherent. As mentioned above, a depreciating 
currency would affect the value of a firm negatively. Dominguez and Tesar (2006) argue that 
the coefficient sign does not have to be consistent, nor related to firm size, industry 
affiliations or international involvement. 
 
Considering the exposure across market states, a conclusion can be made regarding whether 
we have found theoretical evidence of asymmetry in our study or not. Obtained results 
indicate that an asymmetry exists between our two markets states. It is however difficult to 
interpret how, why, and where it exists. Without further investigation of the phenomenon 
through a targeted in depth analysis, only educated assumptions regarding the underlying 
rationale can be provided. The best option would be to look at a firm’s hedging activities in 
different market states. Managers perceive risk in terms of adverse outcomes rather than in 
terms of the dispersion of outcomes. It is likely that managers are more inclined to hedge 
against macro risks in a bearish market, with the purpose of minimize possible losses. This 
would explain why for example our sample is so negatively exposed to EUR in bull markets, 
but not in bear markets. 
 
 
4.1.2. Industry results 
The macroeconomic exposure is expected to exhibit differences across industry lines, based 
on international dispersion, export ratio and character of the produce. In order to allow for 
comparison between industries are obtained results broken down to industry level.  
 
 
 
Consumer  
 
In the consumer industry (n=33), the largest share of significant exposure comes from RSS 
and is expressed as positive in bear markets (51.5%). Compared to the other variables the 
positive mean coefficient in bear is high and the min-max spread relatively low. The second 
most common variable is EUR which has a negative share of 39.4% in bull markets and has 
a large negative coefficient in that state. The JPY demonstrates shares of notable negative 
exposure in both bear-and bull markets of respectively but the coefficients in both market 
states are rather low. Though, the spreads are considerable. Asymmetries are occurring 
across the whole range of explanatory variables, although to different extent. This is assumed 
to depend on the diverse character of firms, their produce and their international dispersion. 
 
Table 8. Share of firms (%) with significant exposure at the 5% level in bear- and bull market states, 
mean exposure and spread for firms within the consumer industry. 
 
Significant positive  
exposure (%) 
Significant negative  
exposure (%) 
Mean daily   
return 
Min-Max spread of 
 daily return 
  Bear Bull Bear Bull Bear Bull Bear Bull 
RSS 51.5 - - 6.1 0.313 -0.030 (-0.150, 0.626) (-0.173, 0.154) 
EUR 3.0 - 3.0 39.4 -0.087 -0.660 (-2.257, 3.003) (-2.522, 0.612) 
JPY - 3.0 9.1 6.1 -0.134 0.001 (-0.573, 0.393) (-1.130, 0.532) 
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 Energy 
 
The energy industry (n=4) sample is too small to draw any statistically conclusive inferences 
about the industry. The industry has a frequent exposure asymmetry in the short term 
Swedish interest rate, see Table 7, a property it shares with the other examined industries. The 
underlying reason is probably linked to the high correlation between plummeting economy 
during late bear market states and the central bank response of lowering interest rates to 
stimulate the economy. The prominent exposures towards the European long term interest 
rate (REL) and the US dollar (USD) are expected. The sample firms are involved in oil 
exploration and extraction which is investment intensive and the exploration costs and 
revenues from the produce dependent on the USD denominated oil price.  
 
Table 9. Share of firms (%) with significant exposure at the 5% level in bear- and bull market states, 
mean exposure and spread for firms within the energy industry. 
 
Significant positive 
Exposure (%) 
Significant negative 
Exposure (%) 
Mean daily  
return 
Min-Maxspread of  
daily return 
  Bear Bull Bear Bull Bear Bull Bear Bull 
REL - 25.0 - - -0.110 0.190 (-0.496, 0.164) (0.029, 0.544) 
RSS 75.0 - - - 0.569 -0.025 (0.304, 0.809) (-0.062, 0.017) 
RJS - 25.0 25.0 50.0 -0.030 0.000 (-0.032, -0.027) (0.000,0.000) 
USD - - 50.0 50.0 -0.989 -0.368 (-2.139, 0.023) (-0.823, 0.126) 
 
 
 
Finance 
 
For the financial industry (n=40), the RSS demonstrates the highest share of exposure as 
positive in bear markets with a high coefficient. In bull markets a small fraction of the 
industry experiences negative exposure but the coefficient is negligibly small. In bull markets 
45% of the industry is negatively exposed to EUR with a high bull coefficient. The EUR 
min-max spread is relatively wide in both market states. RJL shows positive exposure in both 
bear-and bull markets but with negligible coefficients. The USD has both positive and 
negative exposure in bear-and bull markets, but the largest share of firms shows negative 
exposure in bull markets. The common significant exposure among financial institutions 
towards interest rates that was observed by Choi and Elyasiani (1997) among others is not 
present. It is expected that institutions that derive their revenues from financial operations 
and holds considerable financial assets would be exposed to interest rates to a larger extent. 
It is further expected that asymmetries would be more frequent over the whole range of 
explanatory variables, since financial derivatives to hedge downside risk of financial assets are 
readily available and the knowledge in place. 
 
Table 10. Share of firms (%) with significant exposure at the 5% level in bear- and bull market states, 
mean exposure and spread for firms within the finance industry. 
 
Significant positive 
exposure (%) 
Significant negative 
exposure (%) 
Mean daily 
return 
Min-Max spread of  
 daily return 
 Bear Bull Bear Bull Bear Bull Bear Bull 
RJL 15.0 17.5 2.5 - 0.068 0.034 (-0.172, 0.205) (-0.335, 0.326) 
RSS 65.0 - - 10.0 0.325 -0.015 (-0.505, 0.678) (-0.102, 0.066) 
EUR - - 5.0 45.0 -0.047 -0.608 (-1.724, 1.350) (-2.293, 0.657) 
JPY 2.5 - 5.0 - -0.144 0.069 (-0.491, 0.582) (-0.522, 0.763) 
USD 2.5 2.5 5.0 15.0 -0.276 -0.162 (-1.082, 0.900) (-1.498, 0.570) 
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 IT and Telecom 
 
In the IT and telecom industry (n=47) exposure asymmetries frequently occur towards the 
the Swedish short term interest rate (RSS), Japanese long term interest rate (RJL), the short 
term European interest rate (RES), the Norwegian Krona (NOK), the Euro (EUR) and the 
US dollar (USD), see Table 7. The IT industry is largely based on services and electronics. 
Spatial proximity is known to enhance the magnitude of trade with services. The prominent 
exposures are thus expected. 
 
RSS has the highest share of positive exposure in bear markets but also demonstrates 
positive and negative exposure in bull markets. The exposure coefficient is only considerable 
in bear markets where it has a large spread. EUR in bull markets exposes a great share of 
negative exposure and a large coefficient compared to the other variables. RJL show 
significant positive exposure in both bear- and bull markets but the coefficients are low. 
USD has a large negative coefficient in bear markets with a wide spread. NOK exhibit 
positive exposure in mainly bull markets with a coefficient of 0.206. Finally, RES has positive 
exposure in especially bull markets but the coefficient is close to zero. The exposure towards 
the interest rates can be viewed upon as a response to changes in demand. The exposure 
towards the NOK and the EUR is probably due to the fact that large parts of the IT industry 
is based on services and that the spatial proximity of Norway and the Euro area promotes 
service transactions and has impact on the magnitude of trade. The exposure towards the 
USD is a response to the magnitude of the US economy within this industry.  
 
Table 11. Share of firms (%) with significant exposure at the 5% level in bear- and bull market states, 
mean exposure and spread for firms within the IT and Telecom industry. 
 
Significant positive 
exposure (%) 
Significant negative 
exposure (%) 
Mean daily 
return 
Min-Max spread of   
daily return 
  Bear Bull Bear Bull Bear Bull Bear Bull 
RJL 19.1 10.6 - - 0.089 0.045 (-0.141, 0.277) (-0.226, 0.210)
RES 2.1 10.6 8.5 - -0.144 0.029 (-0.638, 0.602) (-0.051, 0.338)
RSS 51.1 4.3 - 8.5 0.295 -0.014 (-0.333, 0.745) (-0.105, 0.130)
EUR 4.3 - 2.1 34.0 0.076 -0.567 (-2.459, 1.922) (-1.362, 0.805)
NOK 2.1 14.9 8.5 - -0.094 0.206 (-1.371, 0.741) (-0.572, 0.903)
USD - 6.4 10.6 4.3 -0.542 0.109 (-3.461, 0.337) 
 
(-0.553, 1.293)
 
 
Healthcare 
 
The healthcare industry (n=23) exhibits most frequent exposure towards RSS. The main RSS 
exposure is positive in bear markets but also both negative and positive in bull markets. 
Though, the only considerable coefficient is found in bear markets (0.276) with a rather small 
spread. For EUR, negative and positive shares of exposure occur in both bear- and bull 
markets with the biggest fraction of negative exposure in bull markets. Also, the largest mean 
coefficient is found in bull markets together with a noticeably wide spread.. RJL shows a 
high positive exposure in bear markets with a coefficient of 0.102. RJL in bull is negligible 
due to low mean coefficient. GBP shows notably positive exposure in both bear- and bull 
markets with a rather high coefficient. Notable exposure against JPY is found to be both 
negative in bear markets. Considerable negative and positive exposure is detected for RUB in 
bear markets which also show a wide min-max spread. 
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 Healthcare revenues are largely based on institutional spending, such as insurance companies 
and national social security systems. The development of healthcare stock prices is thus 
expected to depend on policy making. Asymmetries are expected to be found as 
governments and insurance companies tries to reduce spending under economically 
unfavourable conditions. 
 
Table 12. Share of firms (%) with significant exposure at the 5% level in bear- and bull market states, 
mean exposure and spread for firms within the Healthcare industry. 
 
Significant positive 
 exposure (%) 
Significant negative 
exposure (%) 
Mean daily 
return 
Min-Max spread of   
daily return 
 Bear Bull Bear Bull Bear Bull Bear Bull 
RJL 30.4 4.3 - 8.7 0.102 0.030 (-0.060, 0.244) (-0.235, 0.293) 
RSS 43.5 4.3 - 8.7 0.276 -0.015 (-0.124, 0.644) (-0.116, 0.053) 
EUR 13.0 4.3 4.3 30.4 0.196 -0.412 (-1.939, 1.790) (-1.192, 1.741) 
GBP 13.0 13.0 - 4.3 0.233 0.005 (-0.407, 0.712) (-0.680, 0.784) 
JPY - 4.3 8.7 - -0.108 0.030 (-0.615, 0.266) (-0.424, 0.493) 
RUB 4.3 4.3 4.3 - -0.139 0.009 (-1.529, 1.401) (-0.584, 0.729) 
 
 
 
Industrial 
 
The industrial industry (n=60) to a large extent exhibits significant negative exposure to EUR 
in bull markets. The RSS displays a positive exposure towards a large share of the industry in 
bear markets with a mean coeffienct of 0.326. JPY mainly has a negative exposure in bear 
markets. Though with a relatively small coefficient compared with the other exchange rates. 
USD also has a negative coefficient in bear markets with a higher coefficient magnitude (-
0.348) and wider min-max spread. Asymmetries and exposures are most frequent towards 
exchange rates. This can be viewed upon as an expression of the export dependence of 
Swedish industrial firms. 
 
Table 13. Share of firms (%) with significant exposure at the 5% level in bear- and bull market states, 
mean exposure and spread for firms within the Industrial industry. 
 
Significant positive 
exposure (%) 
Significant negative 
exposure (%) 
Mean daily  
return 
Min-Max spread of  
daily return 
  Bear Bull Bear Bull Bear Bull Bear Bull 
RSS 55.0 1.7 - 5.0 0.326 -0.020 (-0.019, 0.845) (-0.440, 0.053) 
EUR 1.7 - 3.3 60.0 0.083 -0.789 (-2.846, 2.091) (-1.786, 0.281) 
JPY - 3.3 11.7 1.7 -0.163 0.060 (-0.641, 0.309) (-0.334, 0.523) 
USD - - 11.7 - -0.348 -0.027 (-1.528, 0.713) (-0.485, 0.383) 
 
 
 
Materials  
 
The materials industry (n=12) only experiences significant positive exposure from RSS, with 
a share of 75% in bear markets. The coefficient amounts to 0.303 and has a spread between 
0.125 and 0.556. The small sample of firms in this industry should be considered as it might 
not be representative for a whole industry. 
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 Table 14. Share of firms (%) with significant exposure at the 5% level in bear- and bull market states, 
mean exposure and spread for firms within the Materials industry. 
 
Significant positive 
exposure (%) 
Significant negative 
 exposure (%) 
Mean daily  
return 
Min-Max spread of   
daily return 
  Bear Bull Bear Bull Bear Bull Bear Bull 
RSS 75.0 - - - 0.303 -0.009 (0.125, 0.556) (-0.073, 0.043) 
 
 
Summary 
 
From the results presented, for each industry, there are no clear considerably large 
differences in coefficient magnitudes and min-max spreads. All industries show a large share 
of positive significant exposure in bear markets to RSS. The coefficients across the industries 
in bear markets are very similar; around 0.300. The same goes for EUR, where almost all 
industries (excluding materials and energy) show an extensive share of significant negative 
exposure in bull markets. The EUR coefficients are nearly in the same range in all industries. 
All industries except energy and materials show mainly positive exposure to JPY in both bull 
and bear with a slightly various distribution. The bear coefficient is the only one showing any 
substantial magnitude and is very alike for all industries. USD is negatively exposing the 
industrial-, IT-, energy- and finance industries. The exposure occurs in both market states. 
The sizes of USD coefficients actually show some differences across industries but there is 
no clear characteristic that could explain these variations. 
 
 
4.2. Concerning data selection 
The selection of explanatory variables is made on basis of the magnitude of Swedish imports 
and exports during the examined time frame, as reported by Statistics Sweden (SCB, 2009). 
The selected variables are expected to mirror common exposure for all firms in the target 
sample, and thus can all firms, regardless of industry and firm specific characteristics, be 
analysed with the same standardized model. The standardized model allow for comparable 
results. However, a drawback with this approach is that variables that might have significant 
impact on individual companies are omitted. An omitted variable bias for the parameter 
estimates is thus expected for all companies that does not exhibit a high degree of 
diversification in its operations. Particularly, volatile commodity prices, e.g. energy, will have 
big impact on commodity intensive firms. Omitting these variables will have effect on 
goodness-of-fit and incur a bias in the parameter estimates, as the effect is mirrored in other 
variables.  
 
Further, there are concerns regarding the applicability of the market value approach. The use 
of market values as proxies for the true value of the firm relies on the much criticized 
assumption that markets are efficient (Malkiel, 2003).  Coakley and Fuertes (2006) found that 
there exists a short-run asymmetry in the valuation ratios across bear and bull markets, whilst 
long-run valuation-ratios are consistent with fundamentals. The short-run valuation ratios are 
higher in bull markets than in bear markets, since stock prices become decoupled from 
fundamentals in bull markets due to market sentiment and returns to fundamentals during 
bear markets. Their findings put strain on the efficiency assumption. 
Further, the argument expressed by Andrén (2001), that the market value reflects the stock 
market’s perception of the firms’ risk exposures and not the firms’ actual exposures, are 
likely to affect the suitability of market value as a proxy. If market risk perception is 
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 inaccurate, estimated exposure may deviate from the conception of true real exposure. 
Especially in the bear periods are deviations expected. The recent financial disruption is 
expected to spill over to the broader economy through investor and management sentiment, 
and have adverse consequences on the real economic activities. Furthermore, an economic 
downturn tends to generate even greater uncertainty about asset values, which could initiate 
an adverse feedback loop in which the disruption restrains economic activity. The feedback 
loop could lead to greater uncertainty and increased financial disruption, causing a further 
deterioration in macroeconomic activity. This phenomenon is generally referred to as the 
financial accelerator (Bernanke et al, 1999). Under these circumstances it is questionable if 
the quoted market values are a valid mirror of the true value. 
 
Oxelheim and Wihlborg (2005) argue that market movements in contrast to real cash flows 
incur excessive noise. The daily sampling frequency applied in this thesis is expected to 
contribute to the level of noise in the regression. Aït-Sahalia and Mykland (2003) states that 
the problem of noise is most serious in high-frequency data since the volatility of true price 
usually shrinks with the time interval, while the volatility of noise components does not. 
Further, the high sampling frequency is expected to render the regression sensitive to 
periodicity of investor sentiment and noise trading. The sensitivity would decrease goodness-
of-fit, increase standard errors and decrease validity of parameter estimates. 
 
 
4.3. Concerning data handling 
An important feature of the regression data is the level dependence of the return. An 
absolute change will yield a greater return for lower underlying levels than for greater ones. 
This feature will have some undesirable effects, which need to be considered. These effects 
are of particular interest when investigating the Japanese interest rates. The interest rates are 
virtually zero for a long time period (2005:1 – 2006:3). Small absolute changes from the zero 
level will yield large returns. The numerical handling of zero values in the source data and 
transformation to logarithmic changes has undesirable effects. Since the natural logarithm is 
undefined for the value zero is the floating-point relative accuracy (2.22·10-16) added to all 
values, and thus will small changes in the magnitude of fractions of a percent yield returns of 
abnormal magnitude. The result is extreme outliers in the distribution whenever the interest 
rate moves from or towards the zero level. This property challenges the robustness of the 
model. The least square estimator is known to be efficient under normality; however Hogg 
(1979) argue that the parameter estimate is sensitive to long-tailed distributions. The most 
severe effects are quenched through removing extreme outliers in the regression, but the 
period still appears to be volatile. Removing or weighting outliers provide a better fit, which 
displays increased goodness-of-fit. However, eliminating outliers may suppress some of the 
more important movements. The alternative to removing outliers is to weight outliers in a 
robust regression. Suitable methodologies could be iteratively weighted least squares or least 
median square methods (Huber and Ronchetti, 2009). These methodologies are however 
coupled with a considerable subjectivity regarding weighting algorithms and tuning 
constants. The approach further involves a trade-off between robustness and reflecting 
information embedded in outliers. Removing outliers is regarded as favourable compared to 
the subjectivity of the alternative. 
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 4.4. Concerning model formulation 
In this thesis is an unknown relation between the dependent variable and a selection of 
explanatory variables approximated with a linear relation. The fundamental assumption 
underlying this approach is that the exposure to individual variables is linear in nature or 
rather that the deviations due to non-linearities are negligible. This assumption might be 
inaccurate. Bartram (2002) stated that the relationship between the value of a firm and the 
interest rate is of non-linear character. In essence this represents a model misspecification 
and applying OLS to such a misspecified model should lead to biases and poor goodness-of-
fit. Misspecifications of non-linearities are likely inevitable, since exact relationships between 
variables are unknown. Applying ordinary misspecifcation tests such as the Ramsey-RESET 
test is complex and of limited use due to the high dimensionality of the problem. The 
goodness-of-fit is in the range 0,007 to 0,173 with mean 0.060 and median 0.056. It is an 
adequate level considering the dimensionality and the type of investigation.  
 
Another potential weakness in the model formulation regards the earlier criticized 
assumption concerning symmetrical exposure partially remains, since bear and bull markets 
are assumed to have symmetric exposure within the market state subset. The recent financial 
turbulence is expected to challenge this assumption, and be a source of uncertainty in the 
regression. The instability in the financial market and the poor performance of the world’s 
economies has induced several changes in policies worldwide to stimulate economies and 
mitigate the anticipated depression. Booth (1996) argues that such interventions are trigger 
points that give rise to persistent structural breaks in the macro economic contingency, and 
that in itself is a source of asymmetry. This argument challenges the underlying assumption 
that the exposure in each market state behaves symmetrically. Accounting for all shifts in 
policies deviates from the fundamental inquiry to investigate asymmetries across bear and 
bull markets, but it highlights the importance of an appropriate definition of transition 
points. 
 
The definition of discrete points where the market switches state divides the data set in to 
piecewise linear intervals of exposure. The division of the data is conditional on the 
development of the OMXS all-share index. This specification is coherent with the argument 
proposed by Black et al (2003), that the development of the stock market tends to lead real 
economic activity. However, following the argument above the determined break points 
might not be coherent with de facto structural changes in the data set. Changes in exchange 
rate, interest rate and inflation rate regimes are ever occurring. Distance in the time domain 
increases the likelihood of structural breaks in the examined period that are not considered in 
the regression. Structural breaks that are unaccounted for pose less of a problem if they are 
quickly mean reverting, however if they are persistent a hysteretic effect occurs that generates 
a considerable error if they are unaccounted for. The presence of unaccounted for structural 
breaks can yield misspecification in distribution of returns, parameter instability and poor 
goodness-of-fit. The presence of false peaks, representing readjustment of the stock market 
value, in the market index might indicate on important points to consider for policy shifts. 
Chauvet (1999) observed that the presence of false peaks indicated on the entry into a low 
growth phase. Further, the model fails to account for the transition period around the 
discrete switching points, thus generating deviations that further diminish the goodness-of-
fit. It can be argued that the model is overly simplistic in this sense. An alternative approach 
is the construction of a more advanced model, e.g. a Markov-switching model, and model 
the process in greater detail. Such an approach could in greater detail account for non-
linearities, conditional means and variance. However, the issue of accurately determining 
transition points would remain and the lucid view of the exposure would be diminished. 
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4.5. Concerning inferences 
The model residuals are as anticipated unambiguously as heteroskedastic in all instances 
according to obtained results from White’s test. There are however some issues with the test. 
The presence of outliers is expected to have unfavourable effect on the test. It is expected 
that the presence of outliers have implications because the test involve squaring the residuals, 
which makes outliers to have a more serious effect in the auxiliary regression than in the 
main regression. Further, the applied White’s heteroskedasticity test still display highly 
correlated variables in the auxiliary regression, even though the cross products has been 
omitted. This is expected to have a serious effect on the accuracy of the auxiliary regression, 
and thus on the test statistic. The presence of heteroskedasticity in all samples increases the 
importance of the HAC estimator for reliable inferences.  
 
The Durbin-Watson statistics indicate that there should not be considerable problems with 
autocorrelation. Unfortunately the Ljung-Box Q-statistics does not reinforce this view. The 
residuals are essentially random for limited amounts of lags, but for an increasing amount of 
regressions the null regarding randomness must be rejected as the number of investigated 
lags increases. The autocorrelation consistency thus relies entirely on the Newey-West HAC 
estimator and the contemporaneous view taken might not be valid. 
  
Obtained residual sets are skewed in various extent and highly leptokurtic. The Jarque-Bera 
tests of normality of the residuals show that none of the residual sets can be assumed to 
belong to the normal distribution on the 5% significance level. The statistical hypothesis tests 
rely to a large extent on the assumption that the tested entity is normally distributed, or 
asymptotically normally distributed through the central limit theorem, to draw conclusive 
inferences. Jarque and Bera (1987) argue that violation of this assumption leads to inaccurate 
inferences, and thus questionable validity of conclusions. 
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 5. Conclusions 
The results presented in this thesis originate from a comprehensive study of asymmetric 
exchange rate and interest rate risk exposure of Swedish firms across bear and bull markets. 
The macroeconomic risk exposure is analysed through multivariate linear regression analysis, 
applying market values as proxies for the true value of firms. The asymmetry hypothesis is 
accommodated in the empirical analysis in the form of a dummy variable regression, where 
the time series sample is partitioned according to the sign of the long term trend in the 
market.  
 
The acquired measures of risk exposure encompass existing hedging practices in the 
individual firms, i.e. only residual exposure can be captured. The acquired exposure is thus 
conditional on the hedging activities. A large share of the investigated firms were found to 
exhibit significant risk exposure asymmetries in the exposure to the domestic short term 
interest rate and the bilateral exchange rates between the Swedish krona and the Japanese 
yen, the U.S. dollar and the Euro. Identified asymmetries across bear and bull markets are 
most prominent in these variables. The direction and magnitude of obtained risk exposures 
in each market state deviates from the expected, and no clear economic rationale is identified 
to explain the behaviour. Further, similar risk exposures are identified across industries.  
 
The applied contemporaneous view relies heavily on the Newey-West HAC estimator for 
appropriate inferences. There are indications that there are lagged exposures that the model 
fails to account for. Further, differences in short-run valuation ratios between bear and bull 
markets, and effects of the recent financial disruption are likely to reduce the applicability of 
quoted market values as proxies for the true value of the firm. The high sampling frequency 
is also likely to incur excess noise that might have a confounding effect on obtained results.  
 
This thesis does not supply conclusive evidence, but rather a suggestion that there is a 
potential asymmetry in the exposure across bear and bull markets. 
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 6. Further research 
To further improve and develop the knowledge concerning asymmetries across market states 
are a number of topics and suggestions proposed.   
 
• It is of importance to establish one or several formal definitions of bear and bull 
markets that is coherent with contemporary research. The use of several definitions 
enables the study of the dispersion of outcomes depending on applied definition. 
This approach would greatly improve robustness. A more systematic definition of 
switch points and their properties would also be beneficial to the validity of the 
investigation. 
 
• Instead of using stock price as a proxy for the true value, revenues and/or profits 
could be utilized. This would reduce the effect of investor sentiment, as stock prices 
are built on speculations of a firms future performance, and possibly yield a more 
robust and accurate result. 
 
• Reduce the sampling rate. A reduction of sampling rate would decrease the amount 
of noise and smooth data. This would yield more well behaved data. It would result 
in a certain loss of information, but it would reduce noise and effects of investor 
sentiment. Further, the issue of lagged responses could be dealt with while 
maintaining a lucid view.  
 
• Increase the number of relevant independent variables with e.g. inflation rates in 
order to improve the goodness-of-fit and provide a more comprehensive view of 
the exposure of firms and industries. 
 
• Make a more thorough investigation about Industry particularities, to be able to 
draw conclusions about industry specifics. In order to do so is probably 
customization of the exposure regression necessary. Are some variables are more 
prominent than others and do they differ across industries? 
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 Appendix I: The firms included in the sample 
 
Consumer            (33) Castellum Elos Novacast Technologies Intoi 
A-Com Dagon Feelgood Svenska OEM International Jeeves 
Academedia Din Bostad Sverige Getinge Opcon Know IT 
Autoliv Fabege Karo Bio PEAB    Lagercrantz 
Axfood Fast Partner Meda Poolia LBI International 
Betsson Fastighets Balder Medivir Proffice Micronic Laser Systems 
Bilia  Geveko Ortivus Rederi Transatlantic Millicom 
Björn Borg Havsfrun Investment Oxigene Rejlerkoncernen Mobyson 
Borås Wafveri Heba Probi SAAB  Modul 1 Data  
BRIO HQ  Q-Med Sandvik MSC      
Clas Ohlson Hufvudstaden Raysearch Laboratories SAS     MultiQ International 
Elanders Industrivärlden Sectra Scania Net Insight 
Electrolux Investor   Vitrolife Seco Tools Nolato 
Eniro  Kinnevik   Securitas Note 
Fenix Outdoor  Klövern Industrial                       (60) Semcon Novotek 
Hennes & Mauritz Kungsleden ABB  Sintercast Orc Software 
JM     Latour Investment Acap Invest Skanska Partnertech 
Kabe Husvagnar Ledstiernan  Addtech SKF   Phonera 
Mekonomen Lundbergföretagen ÅF  Studsvik Precise Biometrics 
Metro Luxonen Alfa Laval Svedbergs Prevas 
Midelfart Sonesson Neonet Assa Abloy Sweco Pricer 
MTG Nordea Bank  Atlas Copco Transcom Proact IT Group 
NetOnNet Nordnet Securities Bank  B&B Tools Trelleborg Readsoft 
New Wave Group Novestra Beijer Alma Tricorona Sensys Traffic 
Nilorngruppen Öresund Investment Bong Ljungdahl Uniflex Sigma 
Nobia Ratos BTS Group    VBG Group Softronic 
NSP Holding  SAGAX     Cardo Volvo Technology Nexus 
Oriflame  SAK I     Cision Xano Industri Tele2       
Retail and Brands SEB   Consilium  TeliaSonera 
Skistar Skanditek CTT Systems IT  & Tele                 (47) TietoEnator 
Swedish Match Svenska Handelsbanken Duroc Acando  
Material                    (12) Ticket Travel Svolder Fagerhult Addnode 
Unibet Group Swedbank G&L Beijer Anotot Group Bergs Timber 
Venue Retail Group Traction Gunnebo Aspiro Billerud 
 Wallenstam Haldex Audiodev Boliden 
Energy                   (4)  Hexagon Axis Höganäs 
Concordia Maritime Health                       (23) HL Display Beijer Electronics Holmen 
Lundin Petroleum   Active Biotech Intellecta Connecta Lundin Mining 
PA Resources  Artimplant Intrum Justitia Cybercom Group Profilgruppen 
West Siberian   AstraZeneca Itab Shop Concept Digital Vision Rörvik Timber 
 Biogaia Lammhults Design Group Doro Rottneros 
Finance                (40) Bioinvent Malmbergs Elektriska Elektronikgruppen SCA   
Affärsstrategerna Biolin Midway Holdings Enea SSAB        
Atrium Ljungberg Biophausia Morphic Technologies Ericsson StoraEnso 
Avanza Bank Holding Biotage Munters Fingerprint Cards  
Brinova Fastigheter Diamyd Medical NCC  HiQ International  
Bure Equity Elekta Nibe Industrier IFS  
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 Appendix II: Complete industry specific results 
 
 
 
 
Complete sample 
 
Cumulative share (%) of significant exposure differences across bear and bull market states at the 1, 5 and 10% level 
(α=0.01, 0.05, 0.10) for complete sample 
 REL RSL RUL RJL RES RSS RUS RJS EUR NOK GBP JPY USD RUB
α=0.01 0.5 1.4 - 1.4 1.4 31.1 1.8 0.5 4.6 0.9 1.8 2.3 2.3 1.8 
α=0.05 5.0 5.5 2.3 10.0 6.4 54.3 3.7 4.6 15.5 5.5 5.9 10.0 10.0 8.2 
α=0.10 10.0 11.4 5.0 14.2 12.3 64.8 8.2 8.2 22.4 10.5 14.6 15.5 14.2 12.3 
 
 
Share of significant of exposure coefficients (%) at the 5% level (α=0.05) for complete sample 
 Significant positive exposure Insignificant exposure Significant negative exposure 
 bear bull bear bull bear bull 
REL 1.8 1.4 95.9 95.0 2.3 3.7 
RSL 3.7 8.2 92.7 91.3 3.7 0.5 
RUL - 1.4 88.6 83.1 11.4 15.5 
RJL 23.3 13.7 76.3 85.4 0.5 0.9 
RES 0.5 15.5 95.4 84.0 4.1 0.5 
RSS 53.4 1.8 46.6 90.9 - 7.3 
RUS 1.8 1.4 86.8 82.6 11.4 16.0 
RJS 0.5 11.4 95.4 83.1 4.1 5.5 
EUR 3.7 0.5 93.2 53.9 3.2 45.7 
NOK 2.3 11.9 95.4 88.1 2.3 - 
GBP 9.6 4.6 90.4 93.6 - 1.8 
YEN 0.5 2.7 90.9 95.4 8.7 1.8 
USD 0.5 2.3 87.2 93.2 12.3 4.6 
RUB 5.0 9.6 93.2 87.2 1.8 3.2 
 
 
 
Materials 
 
Cumulative share (%) of significant exposure differences across bear and bull market states at the 1, 5 and 10% level 
(α=0.01, 0.05, 0.10) for materials industry 
 REL RSL RUL RJL RES RSS RUS RJS EUR NOK GBP JPY USD RUB 
α=0.01 - - - - - 25.0 - - - - - 8.3 - - 
α=0.05 8.3 8.3 8.3 - - 41.7 - 8.3 8.3 - - 8.3 - 8.3 
α=0.10 16.7 25.0 8.3 - - 58.3 8.3 8.3 16.7 - - 25.0 - 16.7 
 
 
 
 2 
 Share of significant of exposure coefficients (%) at the 5% level (α=0.05) for materials industry 
 Significant positive exposure Insignificant exposure Significant negative exposure 
 bear bull bear bull bear bull 
REL - 25.0 100.0 75.0 - - 
RSL - - 100.0 100.0 - - 
RUL - - 75.0 75.0 25.0 25.0 
RJL 50.0 75.0 50.0 25.0 - - 
RES - 25.0 100.0 75.0 - - 
RSS 75.0 - 25.0 100.0 - - 
RUS - - 50.0 75.0 50.0 25.0 
RJS - 25.0 75.0 25.0 25.0 50.0 
EUR - - 100.0 50.0 - 50.0 
NOK - 50.0 100.0 50.0 - - 
GBP - - 100.0 100.0 - - 
YEN - - 100.0 100.0 - - 
USD - - 50.0 50.0 50.0 50.0 
RUB - 25.0 100.0 75.0 - - 
 
 
 
Consumer 
 
Cumulative share (%) of significant exposure differences across bear and bull market states at the 1, 5 and 10% level 
(α=0.01, 0.05, 0.10) for consumer industry 
 REL RSL RUL RJL RES RSS RUS RJS EUR NOK GBP JPY USD RUB 
α=0.01 3.0 3.0 - - 6.1 27.3 - - 3.0 3.0 - 3.0 3.0 3.0 
α=0.05 9.1 9.1 - 6.1 9.1 54.5 3.0 3.0 12.1 6.1 9.1 15.2 9.1 9.1 
α=0.10 12.1 18.2 6.1 15.2 18.2 63.6 6.1 6.1 12.1 9.1 15.2 24.2 9.1 15.2 
 
 
Share of significant of exposure coefficients (%) at the 5% level (α=0.05) for consumer industry 
 Significant positive exposure Insignificant exposure Significant negative exposure 
 bear bull bear bull bear bull 
REL 3.0 3.0 97.0 90.9 - 6.1 
RSL 6.1 12.1 90.9 87.9 3.0 - 
RUL - 3.0 93.9 87.9 6.1 9.1 
RJL 21.2 12.1 78.8 87.9 - - 
RES - 12.1 90.9 87.9 9.1 - 
RSS 51.5 - 48.5 93.9 - 6.1 
RUS - 6.1 93.9 78.8 6.1 15.2 
RJS - 12.1 97.0 84.8 3.0 3.0 
EUR 3.0 - 93.9 60.6 3.0 39.4 
NOK 6.1 12.1 90.9 87.9 3.0 - 
GBP 6.1 9.1 93.9 90.9 - - 
YEN - 3.0 90.9 90.9 9.1 6.1 
USD - 3.0 81.8 97.0 18.2 - 
RUB 15.2 12.1 84.8 78.8 - 9.1 
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 IT and Telecom 
 
Cumulative share (%) of significant exposure differences across bear and bull market states at the 1, 5 and 10% level 
(α=0.01, 0.05, 0.10) for IT and telecom industry 
 REL RSL RUL RJL RES RSS RUS RJS EUR NOK GBP JPY USD RUB
α=0.01 - 2.1 - - - 25.5 4.3 2.1 8.5 2.1 - - 2.1 2.1 
α=0.05 4.3 4.3 2.1 10.6 12.8 51.1 8.5 8.5 23.4 14.9 6.4 6.4 10.6 8.5 
α=0.10 8.5 12.8 4.3 17.0 19.1 55.3 14.9 8.5 31.9 17.0 17.0 8.5 19.1 17.0 
 
Share of significant of exposure coefficients (%) at the 5% level (α=0.05) for IT and telecom industry 
 Significant positive exposure Insignificant exposure Significant negative exposure 
 bear bull bear bull bear bull 
REL 4.3 - 95.7 93.6 - 6.4 
RSL 2.1 6.4 91.5 91.5 6.4 2.1 
RUL - - 83.0 80.9 17.0 19.1 
RJL 19.1 10.6 80.9 89.4 - - 
RES 2.1 10.6 89.4 89.4 8.5 - 
RSS 51.1 4.3 48.9 87.2 - 8.5 
RUS 6.4 - 74.5 87.2 19.1 12.8 
RJS 2.1 6.4 91.5 87.2 6.4 6.4 
EUR 4.3 - 93.6 66.0 2.1 34.0 
NOK 2.1 14.9 89.4 85.1 8.5 - 
GBP 12.8 2.1 87.2 93.6 - 4.3 
YEN - 4.3 93.6 93.6 6.4 2.1 
USD - 6.4 89.4 89.4 10.6 4.3 
RUB 4.3 8.5 93.6 87.2 2.1 4.3 
 
 
 
Industrial 
 
Share of significant of exposure coefficients (%) at the 5% level (α=0.05) for industrial industry 
 Significant positive exposure Insignificant exposure Significant negative exposure 
 bear bull bear bull bear bull 
REL 1.7 1.7 98.3 96.7 - 1.7 
RSL 3.3 5.0 91.7 95.0 5.0 - 
RUL - 1.7 91.7 80.0 8.3 18.3 
RJL 26.7 15.0 73.3 85.0 - - 
RES - 18.3 96.7 80.0 3.3 1.7 
RSS 55.0 1.7 45.0 93.3 - 5.0 
RUS - 1.7 88.3 81.7 11.7 16.7 
RJS - 13.3 100.0 83.3 - 3.3 
EUR 1.7 - 95.0 40.0 3.3 60.0 
NOK 3.3 8.3 96.7 91.7 - - 
GBP 8.3 1.7 91.7 96.7 - 1.7 
YEN - 3.3 88.3 95.0 11.7 1.7 
USD - - 88.3 100.0 11.7 - 
RUB 3.3 5.0 95.0 93.3 1.7 1.7 
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 Share of significant of exposure coefficients (%) at the 5% level (α=0.05) for industrial industry 
 REL RSL RUL RJL RES RSS RUS RJS EUR NOK GBP JPY USD RUB
α=0.01 - 1.7 - - 1.7 26.7 - - 3.3 - 3.3 3.3 3.3 1.7 
α=0.05 3.3 6.7 - 3.3 6.7 53.3 3.3 - 13.3 1.7 3.3 10.0 11.7 5.0 
α=0.10 6.7 8.3 1.7 8.3 13.3 66.7 6.7 5.0 23.3 5.0 10.0 13.3 16.7 5.0 
 
 
 
Healthcare 
 
Share of significant of exposure coefficients (%) at the 5% level (α=0.05) for healthcare industry 
 REL RSL RUL RJL RES RSS RUS RJS EUR NOK GBP JPY USD RUB
α=0.01 - - - 8.7 - 30.4 4.3 - 13.0 - 4.3 4.3 - 4.3 
α=0.05 4.3 - 8.7 21.7 - 47.8 4.3 4.3 21.7 4.3 13.0 13.0 8.7 13.0 
α=0.10 4.3 - 8.7 26.1 13.0 56.5 4.3 13.0 30.4 13.0 26.1 17.4 8.7 13.0 
 
 
Share of significant of exposure coefficients (%) at the 5% level (α=0.05) for healthcare industry 
 Significant positive exposure Insignificant exposure Significant negative exposure 
 bear bull bear bull bear bull 
REL - - 95.7 100.0 4.3 - 
RSL - 17.4 100.0 82.6 - - 
RUL - - 91.3 95.7 8.7 4.3 
RJL 30.4 4.3 69.6 87.0 - 8.7 
RES - 13.0 100.0 87.0 - - 
RSS 43.5 4.3 56.5 87.0 - 8.7 
RUS - - 95.7 87.0 4.3 13.0 
RJS - 17.4 95.7 78.3 4.3 4.3 
EUR 13.0 4.3 82.6 65.2 4.3 30.4 
NOK - 8.7 100.0 91.3 - - 
GBP 13.0 13.0 87.0 82.6 - 4.3 
YEN - 4.3 91.3 95.7 8.7 - 
USD - - 91.3 100.0 8.7 - 
RUB 4.3 4.3 91.3 95.7 4.3 - 
 
 
 
Finance 
 
Share of significant of exposure coefficients (%) at the 5% level (α=0.05) for financial industry 
 REL RSL RUL RJL RES RSS RUS RJS EUR NOK GBP JPY USD RUB 
α=0.01 - - - 2.5 - 45.0 2.5 - - - 5.0 - - - 
α=0.05 5.0 5.0 2.5 17.5 2.5 62.5 2.5 5.0 12.5 2.5 5.0 10.0 10.0 7.5 
α=0.10 15.0 7.5 10.0 17.5 2.5 77.5 5.0 5.0 17.5 15.0 15.0 20.0 15.0 12.5 
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 Share of significant of exposure coefficients (%) at the 5% level (α=0.05) for financial industry 
 Significant positive exposure Insignificant exposure Significant negative exposure 
 bear bull bear bull bear bull 
REL - - 95.0 95.0 5.0 5.0 
RSL 7.5 7.5 90.0 92.5 2.5 - 
RUL - - 82.5 80.0 17.5 20.0 
RJL 15.0 17.5 82.5 82.5 2.5 - 
RES - 17.5 100.0 82.5 - - 
RSS 65.0 - 35.0 90.0 - 10.0 
RUS 2.5 - 92.5 80.0 5.0 20.0 
RJS - 10.0 95.0 82.5 5.0 7.5 
EUR - - 95.0 55.0 5.0 45.0 
NOK - 10.0 100.0 90.0 - - 
GBP 12.5 5.0 87.5 95.0 - - 
YEN 2.5 - 92.5 100.0 5.0 - 
USD 2.5 2.5 92.5 82.5 5.0 15.0 
RUB 2.5 17.5 95.0 80.0 2.5 2.5 
 
 
 
Energy 
 
Share of significant of exposure coefficients (%) at the 5% level (α=0.05) for energy industry 
 REL RSL RUL RJL RES RSS RUS RJS EUR NOK GBP JPY USD RUB
α=0.01 - - - - - 50.0 - - - - - - - - 
α=0.05 25.0 - - - - 100.0 - 25.0 - - - - 25.0 - 
α=0.10 25.0 - - - - 100.0 25.0 25.0 - - - - 25.0 - 
 
Share of significant of exposure coefficients (%) at the 5% level (α=0.05) for energy industry 
 Significant positive exposure Insignificant exposure Significant negative exposure 
 bear bull bear bull bear bull 
REL - 25.0 100.0 75.0 - - 
RSL - - 100.0 100.0 - - 
RUL - - 75.0 75.0 25.0 25.0 
RJL 50.0 75.0 50.0 25.0 - - 
RES - 25.0 100.0 75.0 - - 
RSS 75.0 - 25.0 100.0 - - 
RUS - - 50.0 75.0 50.0 25.0 
RJS - 25.0 75.0 25.0 25.0 50.0 
EUR - - 100.0 50.0 - 50.0 
NOK - 50.0 100.0 50.0 - - 
GBP - - 100.0 100.0 - - 
YEN - - 100.0 100.0 - - 
USD - - 50.0 50.0 50.0 50.0 
RUB - 25.0 100.0 75.0 - - 
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