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THE GENERALISED CAUCHY DERIVATIVE AS A
PRINCIPAL VALUE OF THE GRU¨NWALD-LETNIKOV
FRACTIONAL DERIVATIVE FOR DIVERGENT
EXPANSIONS
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Abstract
It has recently been proven that the generalised Cauchy fractional de-
rivative (also known as the Riemann-Liouville fractional derivative) is equal
to the Gru¨nwald-Letnikov derivative. However, we observe that there are
“Gru¨nwald non-differentiable” functions for which the latter derivative is
not convergent, while the Riemann-Liouville derivative is. In this paper, we
show that the Riemann-Liovuille derivative can be considered a “principal
value” of the Gru¨nwald-Letnikov derivative, requiring specific relative rates
of approach for the limits ∆x→ 0 and N →∞ (where N is the upper limit
of the infinite summation) in the Gru¨nwald derivative – i.e. instead of vary-
ing ∆x and N independently, the two must satisfy a relation and be varied
as a single limit. We proceed to calculate this relation for several func-
tions and orders, finding that several possible such relations are possible
for a given function, also placing requirements on the “handedness” of the
fractional derivative. It is further shown that for functions with a Taylor
expansion, the relation ∆x = x/N always produces the correct principal
value.
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1. Introduction
The Gru¨nwald-Letnikov fractional derivative is a classical fractional de-
rivative that arises from the generalisation of the limit form of the nth order
derivative, by replacing the finite summation with an infinite summation,
and can be written as (among other equivalent definitions):
DRf(x) = lim
h→0
h−R
∞∑
k=0
(
R
k
)
(−1)kf(x− kh) (1.1)
The equivalence of this derivative to the standard Riemann-Liouville
derivative has been a matter of considerable mathematical debate and dis-
cussion in the past. It was conjectured in [1] that these two classical frac-
tional derivatives are, in fact, equal. This was discussed, e.g. in [3], before
eventually being proven in [4].
However, it is easy to find examples of functions for which the Gru¨nwald-
Letnikov derivative isn’t well-defined (or at least not uniquely defined) –
for example, finite-degree non-constant polynomials. For the simplest ex-
ample, consider the half-derivative, D1/2 of f(x) = x. Here, the Gru¨nwald
derivative is calculated as:
D1/2x = lim
h→0
h−1/2
∞∑
k=0
(
1/2
k
)
(−1)k(x− kh)
= h−1/2
[
x
∞∑
k=0
(
1/2
k
)
(−1)k − h
∞∑
k=0
(
1/2
k
)
k(−1)k
]
=
√
h
2
∞∑
k=0
(
−1/2
k
)
(−1)k
(1.2)
Where in the last step we used the fact that
∑∞
k=0
(
1/2
k
)
k(−1)k = 0
for k = 0, then transformed the limits of the summation. The resulting sum
in Eq. (1.2) is clearly outside the interval of convergence of the binomial
series (one may informally regard it as the binomial series for (1− 1)−1/2).
Meanwhile, the Riemann-Liouville derivative of a power function is simply:
DRxm =
Γ(m+ 1)
Γ(m−R+ 1)x
m−R (1.3)
Which for m = 1, R = 1/2 evaluates to 2√
pi
√
x. This breaking of the
proven equivalence may seem problematic, but it is important to note that
the divergence was not of the Gru¨nwald-Letnikov derivative per se, but
only of the infinite sum. This divergent value is then multiplied by h, that
approaches zero, yielding an undefined answer.
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Noting that an infinite sum is simply the limit of the partial sum, i.e.∑∞
k=0 = limN→∞
∑N
k=0 We are thus led to ask if we vary N and h together
in a specific way, we can recover the Riemann-Liouville fractional derivative
as a “principal value” of the Gru¨nwald derivative.
1.1. Standard results and lemmas. This section contains standard re-
sults pertaining to hypergeometric and related special functions, and gen-
eralised Newtonian binomial coefficients and summations involving them,
included here for reference in later proofs. They can be found in most
elementary textbooks on the subject, e.g. [2].
Standard Result 1.1. A “generalised Pascal rule” for fractional R:
N∑
k=0
(
R
k
)
(−1)k = (−1)N
(
R− 1
N
)
Standard Result 1.2.
m∑
j=0
(
m
j
)
(−q)j
R− j =
2F1 (−m,−R; 1−R; q)
R
Standard Result 1.3.
m∑
j=0
(
m
j
)
(−1)j
R− j = R
−1
(
m−R
m
)−1
Standard Result 1.4. For all R,
Γ(1 +R)Γ(1−R) = piR
sin(piR)
Standard Result 1.5. As N →∞,
(−1)N
(
R
N
)
∼ −sin(piR)
pi
Γ(R + 1)N−R−1
Standard Result 1.6. As m→∞,(
m
R
)
∼ −sin(piR)
pi
Γ(−R)mR
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Lemma 1.7. As N →∞, for integer j
N∑
k=0
(
R
k
)
(−1)kkj ∼ (−1)N R
R− j
(
R− 1
N
)
N j
P r o o f. The actual value of the summation in Lemma (1.7) in general
is a jth order polynomial in N , but the lower-order terms vanish for large
N . This can be proven fairly easily via induction in j – observing that the
case j = 0 is simply Standard Result 1.1,
N∑
k=0
(−1)k
(
R
k
)
kj+1 =
N∑
k=0
(−1)k Γ(R+ 1)
Γ(R − k + 1)Γ(k)k
j
= −R
N∑
k=0
(−1)k−1
(
R− 1
k − 1
)
kj
= −R
N−1∑
k=−1
(−1)k
(
R− 1
k
)
(k + 1)j
= −R
N−1∑
k=0
(−1)k
(
R− 1
k
)
kj −Rj
N∑
k=−1
(−1)k
(
R− 1
k
)
kj−1 − ...
= −R
[
(−1)N−1 R− 1
R− 1− j
(
R− 2
N − 1
)
(N − 1)j
]
− (...) (N − 1)j−1 − ...
= (−1)N R(R− 1)
R− 1− j
Γ(R− 1)
Γ(N)Γ(R −N)
(
N j − jN j−1 + ...
)
− ...
= (−1)N R
R− 1− j
Γ(R)
Γ(N + 1)Γ(R −N)N
(
N j − jN j−1 + ...
)
− ...
∼ (−1)N R
R− (j + 1)
(
R− 1
N
)
N j+1
Completing our proof. ✷
2. The half-derivative of a linear function
We approach our goal of obtaining the relative rates of h → 0 and
N →∞ for the fractional derivative of a general power function by first con-
sidering the half-derivative of a simple linear function f(x) = x (the result
will clearly also apply to a general f(x) = ax+ b, since the half-derivative
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of a constant converges). Substituting into Eq. (1.1) and expanding:
D1/2x = lim
h→0, N→∞
x√
h
N∑
k=0
(
1/2
k
)
(−1)k −
√
h
N∑
k=0
k
(
1/2
k
)
(−1)k
We apply Standard Result 1.1 and Lemma 1.7 respectively to the two
sums and simplify to obtain the closed form expression:
D1/2x =
x√
h
(−1)N
(
−1/2
N
)
+
√
h
2
(−1)N
(
−3/2
N
)
(2.1)
Recall from Standard Result 1.5 that for large N :
(−1)N
(
−1/2
N
)
∼ 1√
pi
N−1/2
(−1)N
(
−3/2
N
)
∼ 2√
pi
N1/2
Thus, we may simplify (2.1) in the limit as N →∞ as:
D1/2x =
x√
h
1√
pi
N−1/2 +
√
h
2
2√
pi
N1/2 (2.2)
Which must be equal in the limit to the Riemann-Liouville derivative,
which can be calculated from Eq. (1.3):
2√
pi
√
x =
x√
h
1√
pi
N−1/2 +
√
h√
pi
N1/2 (2.3)
This can be regarded as an equation in h, and its solution is:
h = x/N (2.4)
In other words, the half-derivative should be evaluated with h varying
as x/N , which indeed approaches 0 as N →∞. This was an extraordinarily
simple solution – in a sense, the simplest possible combination of the relative
rates of the two limits. As it turns out, the solution will not be so simple
for the general Gru¨nwald-Letnikov derivative DR of any power function,
however it will continue to take the form h = qx/N for a constant q.
3. The general fractional derivative of a linear function
We will repeat the process we demonstrated in Sec 2 to obtain the
relation between h and N for a slightly more complicated derivative – the
Rth derivative of f(x) = x. We start by applying Eq. (1.1) to the function,
then applying Standard Result 1.1 and Lemma 1.7:
DRx = h−R
[
x
N∑
k=0
(
R
k
)
(−1)k − h
N∑
k=0
k
(
R
k
)
(−1)k
]
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DRx = h−R(−1)N
(
R− 1
N
)[
x− R
R− 1Nh
]
(3.1)
From Standard Result 1.5, we have:
(−1)N
(
R− 1
N
)
∼ sin(piR)
pi
Γ(R)N−R
Equating the (3.1) to the definition of the Riemann-Liouville derivative
in (1.3), it is determined that the principal value is achieved under the
condition:
1
Γ(2−R)x
1−R =
sin(piR)
pi
Γ(R)(Nh)−R
[
x− R
R− 1Nh
]
(3.2)
This may be algebraically manipulated into an equation in Nh/x:
R
R− 1(Nh/x)
1−R − (Nh/x)−R + pi/ sin(piR)
Γ(2−R)Γ(R) = 0 (3.3)
In other words, Nh/x must, indeed as we suspected, be a constant.
Letting q = Nh/x, our condition for achieving the principal value of the
Gru¨nwald-Letnikov fractional derivative of f(x) = x is:
h = qx/N (3.4)
Where q depends on R as a root of the “characteristic polynomial”
derived as a simplification of Eq. (3.3) (via Standard Result 1.4):
qR −Rq + (R− 1) = 0 (3.5)
Some special cases of this result are immediately obvious:
• q = 1 is always a solution, implying the relation h = x/N yields the
principal value for DRx for all R.
• Setting R = 1 allows q = 0, i.e. the limit in N is taken before the
limit in h. This is indeed the typical approach taken to take an
integer-order derivative of f(x) = x.
• As an example, consider R = 1/3. While q = 1 is still a solution,
of course, so is q = −8. This is in fact the value of q required for
the principal value of the reverse Gru¨nwald-Letnikov derivative.
N.B. We’re referring to Eq. (3.5) as a “polynomial” for convenience
even though the order of the “polynomial” is fractional. For rational R,
the equation can indeed be transformed into a polynomial.
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4. The general fractional derivative of a power function
This section considers the general fractional derivative of a power func-
tion, DRxm where we consider only integer m to avoid having to use New-
ton’s binomial theorem (which would introduce a new limit). We substitute
the function into Eq. (1.1) and apply the binomial theorem:
DRxm = lim
h→0, N→∞
h−R
N∑
k=0
(
R
k
)
(−1)k
m∑
j=0
(
m
j
)
xm−j(−kh)j
We evaluate this sum via much of the same means as with the linear
function in 3. Reordering the summations,
DRxm = h−R
m∑
j=0
(−1)j
(
m
j
)
xm−jhj
N∑
k=0
(
R
k
)
(−1)kkj
The summation in k is given by Lemma 1.7, simplifying our expression
to:
DRxm = h−R
m∑
j=0
(−1)j
(
m
j
)
xm−jhj(−1)N R
R− j
(
R− 1
N
)
N j
= h−R(−1)N
(
R− 1
N
)
xm
m∑
j=0
(−1)j
(
m
j
)
(Nh/x)j
R
R− j
∼ sin(piR)
pi
Γ(R+ 1)(Nh/x)−Rxm−R
m∑
j=0
(−1)j
(
m
j
)
(Nh/x)j
1
R− j
Where we used Standard Result 1.5. Substituting q = Nh/x, equating
to the Riemann-Liouville derivative in Eq. (1.3) and simplifying:
q−R
m∑
j=0
(
m
j
)
(−q)j
R− j =
pi
sin(piR)
(
m
R
)
(4.1)
Or in terms of hypergeometric functions via Lemma 1.2:
q−R2F1(−m,−R; 1−R; q) =
piR
sin(piR)
(
m
R
)
(4.2)
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Eqs. (4.1) and (4.2) are thus two alternative forms of the characteristic
polynomial for DRxm, whose solution defines the relation between h and
N via Eq. (3.4).
One may verify that q = 1 is still a solution to this characteristic equa-
tion. From Standard Result 1.3, we have for q = 1:
q−R
m∑
j=0
(
m
j
)
(−1)j
R− j = R
−1
(
m−R
m
)−1
And indeed, by Standard Result 1.4,
R−1
(
m−R
m
)−1
=
piR
sin(piR)
(
m
R
)
As a result, setting h = x/N returns the principal value of the Gru¨nwald-
Letnikov derivative not only for the power function DRxm, but for any
polynomial function, and thus for any function with a Taylor expansion.
5. Conclusion
We have shown that the Riemann-Liouville derivative can be recovered
as a principal value of the Gru¨nwald-Letnikov derivative by setting h =
qx/N where q is a root of the function’s “characteristic polynomial”, defined
for power functions via Eq. (4.2). In addition, it was demonstrated that
the root q = 1, i.e. h = x/N , works for any fractional derivative of any
power function, and by extension any polynomial or function with a Taylor
expansion.
Our analysis reveals not only what rate the limit h→ 0 must be taken,
but also which-handed Gru¨nwald derivative to choose in order to recover
the principal value. For instance, the reverse derivative is an alternative
form of the Gru¨nwald derivative can be shown to be equivalent to it barring
a transformation of h → −h. However, we have shown that the principal
value of the derivative requires specific rates and directions of approach for
h. For example, h = x/N is the only solution while evaluating D1/2x – since
N is a positive infinity, evaluating the principal value requires h to have the
same sign as x. On the other hand, D1/3x, as we saw in Sec 3, allows for
both-handed derivatives to exist as solutions, h = x/N and h = −8x/N .
Similarly, it might be possible for h to have a complex argument, depending
on the characteristic polynomial.
Future research may focus on finding the characteristic polynomial of
a general polynomial function – while we have established that h = x/N is
a universal solution, other rates of approach clearly must exist.
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