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RESUMO
Neste trabalho e´ proposto um ﬁltro para atenuac¸a˜o de ru´ıdo em v´ıdeos,
em tempo real, baseado na fusa˜o de uma modiﬁcac¸a˜o do ﬁltro de Kal-
man e do ﬁltro bilateral, de forma a aproveitar caracter´ısticas espaci-
ais e temporais das imagens, preservando contornos e caracter´ısticas
essenciais a` visa˜o humana e computacional. O algoritmo proposto,
chamado STMKF, mante´m as caracter´ısticas do ﬁltro de Kalman ori-
ginal para regio˜es onde na˜o ha´ movimento e aplica o ﬁltro bilateral nas
regio˜es onde ocorre movimento, fazendo o ﬁltro de Kalman convergir
mais ra´pido para os novos valores adquiridos. Os resultados experi-
mentais mostraram que o ﬁltro e´ competitivo em relac¸a˜o aos demais,
principalmente onde o fundo da imagem e´ estaciona´rio. A avaliac¸a˜o de
desempenho em CPUs e GPUs mostrou sua viabilidade em tempo real,
com a ﬁltragem de aproximadamente 30 frames FullHD por segundo
em um Intel i7 e mais de 1000 FPS para um video 480p em GPU.
Palavras-chave: Filtro de Kalman. Filtro de Kalman Modiﬁcado.
Reduc¸a˜o de Ru´ıdo. Ru´ıdo Gaussiano. Shot Noise. Video Denoising.
Multicore Video Denoising. GPU Video Denoising

ABSTRACT
In this work is proposed a ﬁlter to minimize noise in videos, in real-time,
based on the fusion of a modiﬁed Kalman Filter and a bilateral ﬁlter,
taking advantage of statial and temporal characteristics of the images,
preserving contours and essential features for human and computer
vision. The proposed algorithm, called STMKF, maintains the original
Kalman ﬁlter characteristics in motionless regions and it applies the
bilateral ﬁlter in regions with motion, which make the Kalman ﬁlter
converge faster for the new acquired values. The experimental results
show that the proposed ﬁlter is competitive in relation to others, mainly
in videos with more static backgrounds. The performance evaluation
in CPUs and GPUs shows that STMKF is viable in real time, ﬁltering
approximately 30 FullHD frames per second in a Intel i7 and over 1000
FPS of a 480p video on a GPU.
Keywords: Kalman Filter. Modiﬁed Kalman Filter. Noise reduction.
Gaussian Noise. Shot Noise. Spatio-temporal noise reduction. Video
Denoising. Multicore Video Denoising. GPU Video Denoising.
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1 INTRODUC¸A˜O
O presente trabalho visa desenvolver um ﬁltro de ru´ıdos gaus-
siano (gaussian noise) e de disparo (shot noise) em v´ıdeos, que seja
via´vel de ser processado em tempo real e que seja capaz de preservar
detalhes das imagens que se fazem importantes na visa˜o computacional.
1.1 MOTIVAC¸A˜O
A busca pela reproduc¸a˜o cada vez mais aprimorada de imagens
leva pesquisadores a investigar te´cnicas sempre mais soﬁsticadas para
sua captura e tratamento. No campo da Visa˜o Computacional, a qua-
lidade das imagens implica diretamente sobre os resultados do processo
de visa˜o, tornando assim as te´cnicas de captura e restaurac¸a˜o impor-
tantes.
1.2 CONTEXTUALIZAC¸A˜O DO PROBLEMA
O desejo de perpetuar uma imagem no tempo surgiu a muitos
anos atra´s. Para chegar ao que temos hoje, em termos de captura de
imagens, e´ necessa´rio visitar a histo´ria e entender alguns princ´ıpios.
O primeiro conceito importante para a fotograﬁa se refere a de-
ﬁnic¸a˜o de “caˆmara escura”. Chamada tambe´m de “caixa escura”, ela
possui um orif´ıcio em uma de suas paredes e na superf´ıcie oposta e´ pro-
jetado o objeto exposto a frente do orif´ıcio, sob luz, de forma invertida.
Os seus princ´ıpios o´ticos ja´ eram conhecidos por Aristo´teles. Posteri-
ormente o uso da caˆmara escura passou a ser um aux´ılio ao desenho e
a pintura (KODAK, 2014a).
Na tentativa de melhorar a qualidade da imagem projetada na
caixa preta, o tamanho do orif´ıcio era reduzido. No entanto, a quanti-
dade de luz que adentrava pelo orif´ıcio era proporcionalmente menor,
fazendo com que a imagem projetada escurecesse, tornando-a quase
imposs´ıvel de reconhecer. Em 1550, o f´ısico Girolamo Cadano propoˆs
o uso de uma lente biconvexa junto ao orif´ıcio, permitindo assim uma
imagem n´ıtida e clara (KODAK, 2014a).
Em 1826 o franceˆs Joseph Nice´phore Nie´pce conseguiu fazer uma
gravura sobre uma placa de estanho utilizando um derivado do petro´leo
fotossens´ıvel em sua cobertura e uma caˆmara escura, sendo esta consi-
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derada a primeira fotograﬁa (KODAK, 2014b).
Desde a primeira fotograﬁa de Nie´pce houve diversas evoluc¸o˜es,
como reduc¸a˜o do tamanho das caˆmeras e fotograﬁas coloridas. Somente
em 1975 o engenheiro ele´trico da Kodak, Steve Sasson, desenvolveu a
primeira caˆmera digital da histo´ria, atrave´s da unia˜o de equipamentos
analo´gicos e digitais, com uma resoluc¸a˜o de 100x100 p´ıxeis. No entanto,
muito antes da criac¸a˜o da caˆmera digital, logo apo´s Morse e Vail de-
senvolverem o tele´grafo ele´trico, inventores iniciaram suas explorac¸o˜es
quanto ao envio e gravac¸o˜es de imagens (RICHARDS, 2013).
Em meados do se´culo XX deu-se in´ıcio a chamada corrida espa-
cial, que tinha por ﬁnalidade, aparentemente, a expansa˜o dos conhe-
cimentos humanos para ale´m dos limites da Terra. A partir de enta˜o,
com a aquisic¸a˜o de imagens no espac¸o, sob condic¸o˜es adversas, e seu
valor inestima´vel, fez-se necessa´rio um processamento posterior a sua
aquisic¸a˜o, com a ﬁnalidade de obter qualidade melhor nas imagens,
culminando em um impulso nas pesquisas de restaurac¸a˜o de imagens
(ZAMPOLO, 2003).
Nos dias atuais, com o avanc¸o da tecnologia e o surgimento de
roboˆs autoˆnomos, a restaurac¸a˜o de imagens faz-se importante a me-
dida que os meios visuais sa˜o de importaˆncia para a navegac¸a˜o destes
roboˆs. Imagens com baixos n´ıveis de ru´ıdo tendem a fornecer resultados
melhores em algoritmos de interpretac¸a˜o de imagens.
A melhoria da qualidade das imagens tambe´m faz-se necessa´ria
a` apreciac¸a˜o humana. Visto que caˆmeras de alta qualidade sa˜o de custo
elevado, a restaurac¸a˜o de imagens adquiridas com dispositivos de baixo
custo se torna interessante.
Um dos principais fatores que degradam as imagens e´ o ru´ıdo.
Ru´ıdo e´ uma deturpac¸a˜o sobre um sinal, geralmente indesejada. O
ru´ıdo em uma imagem e´ uma variac¸a˜o nos valores dos p´ıxeis que pode
ocorrer durante o processo de captura, transmissa˜o ou compactac¸a˜o,
por exemplo. Apesar de indeseja´vel, diﬁcilmente o ru´ıdo pode ser evi-
tado, o que torna a reduc¸a˜o de ru´ıdos importante para visa˜o computa-
cional.
A literatura apresenta va´rias te´cnicas de reduc¸a˜o de ru´ıdo. Uma
das te´cnicas utilizadas e´ o ﬁltro de Kalman (KALMAN, 1960), que utiliza
medic¸o˜es com incertezas realizadas ao longo do tempo e faz o resultado
se aproximar dos valores reais da grandeza medida. Considerando a
importaˆncia do tratamento de ru´ıdos, este trabalho propo˜e um ﬁltro de
Kalman modiﬁcado, que considera caracter´ısticas temporais e espaciais




O objetivo geral deste trabalho e´ reduzir ru´ıdos gaussiano e shot
noise em v´ıdeos, de modo a preservar os detalhes e bordas, essenciais
a visa˜o computacional e/ou para apreciac¸a˜o humana, e em tempo real,
ou seja, com um tempo de execuc¸a˜o ta˜o pequeno quanto o tempo entre
a captura de um quadro e a captura do quadro seguinte.
1.3.2 Objetivos Espec´ıﬁcos
Para alcanc¸ar o objetivo geral deste trabalho, os seguintes obje-
tivos espec´ıﬁcos foram deﬁnidos:
• Reduzir ru´ıdos de aquisic¸a˜o que atrapalham o processo de visa˜o
computacional: desenvolver um me´todo de reduc¸a˜o de ru´ıdo gaus-
siano e de disparo, aﬁm de que algoritmos de visa˜o computacional
possam explorar de forma eﬁciente as imagens adquiridas;
• Manter caracter´ısticas essenciais a visa˜o computacional: bordas
e detalhes de imagens sa˜o importantes para algoritmos de visa˜o
computacional. Muitos dos me´todos de reduc¸a˜o de ru´ıdo tambe´m
removem detalhes e borram as bordas;
• Tempo de computac¸a˜o adequado para ser utilizado em navegac¸a˜o
robo´tica, transmisso˜es “ao vivo” e video-chamadas.
1.4 ORGANIZAC¸A˜O DO TEXTO
Esta dissertac¸a˜o esta´ organizada como segue: O primeiro cap´ıtulo
e´ esta introduc¸a˜o. No segundo cap´ıtulo sa˜o descritos alguns conceitos
e deﬁnic¸o˜es essenciais ao compreendimento do trabalho. O terceiro
cap´ıtulo apresenta uma revisa˜o bibliogra´ﬁca. No quarto cap´ıtulo e´
apresentado o algoritmo proposto. O quinto cap´ıtulo exibe os resul-
tados experimentais. No sexto cap´ıtulo sa˜o apresentadas as concluso˜es




2 CONCEITOS E DEFINIC¸O˜ES
Neste cap´ıtulo sera˜o apresentados os conceitos e deﬁnic¸o˜es que
constituem a base teo´rica desta pesquisa.
2.1 IMAGEM DIGITAL
Segundo (CONCI; AZEVEDO; LETA, 2008), “uma imagem pode ser
considerada uma representac¸a˜o visual de objetos, podendo ser adquirida
(fotos, ﬁlmes, cenas, etc.) ou gerada (pinturas, desenhos, esculturas,
etc.)”. Uma imagem digital e´...
...uma representac¸a˜o de uma imagem em uma
regia˜o discreta, limitada atrave´s de um conjunto
ﬁnito de valores inteiros que representam seus
pontos. As imagens digitais podem ser unidi-
mensionais, bidimensionais ou tridimensionais.
Podem ser bina´rias, monocroma´ticas, multiban-
das ou coloridas, quanto ao conteu´do de cada um
de seus pontos. Tambe´m podem ser vetoriais ou
matriciais quanto a` forma de descric¸a˜o (CONCI;
AZEVEDO; LETA, 2008).
Comumente uma imagem digital e´ representada por uma matriz
bidimensional, onde cada elemento representa um ponto (conhecido
como p´ıxel) (PEDRINI; SCHWARTZ, 2008).
Em uma imagem digital em tons de cinza (gray scale), os valores
associados aos p´ıxeis variam entre um mı´nimo e um ma´ximo (PEDRINI;
SCHWARTZ, 2008) de acordo com uma escala. E´ comum representar
uma imagem gray scale utilizando 8 bits por p´ıxel, no entanto este
valor pode variar de acordo com a aplicac¸a˜o. Em uma imagem gray
scale de 8 bits o valor do p´ıxel pode variar entre 256 tons de cinza,
sendo 0 o tom mais escuro (preto) e 255 o tom mais claro (branco).
Em imagens multibandas ou multiespectrais, os valores associ-
ados a cada p´ıxel sa˜o valores vetoriais. Ou seja, cada p´ıxel possui
mais de um valor associado, onde cada valor pode seguir uma escala
diferente e cada valor pode representar uma grandeza diferente. Uma
imagem colorida e´ uma imagem multiespectral ou multibanda onde a
cor e´ deﬁnida pelas grandezas luminaˆncia, matiz e saturac¸a˜o. Dado
que a maioria das cores vis´ıveis ao ser humano pode ser representada
pela combinac¸a˜o das cores prima´rias vermelha, verde e azul, uma re-
presentac¸a˜o comum e´ o RGB (Vermelho, Verde e Azul em ingleˆs: Red,
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Green and Blue) (PEDRINI; SCHWARTZ, 2008). E´ comum o uso de 256
tons para cada componente do RGB.
2.2 VI´DEO DIGITAL
Um v´ıdeo e´ basicamente uma sequeˆncia de imagens. Enta˜o, um
v´ıdeo digital e´ uma sequeˆncia dinaˆmica de imagens, onde o conteu´do
imageado evolui ao longo do tempo, geralmente contendo objetos em
movimento e/ou transformac¸o˜es. Desta forma ha´ mais informac¸a˜o con-
tida em um v´ıdeo do que em uma imagem esta´tica (BOVIK, 2009).
Considerando que uma imagem digital e´ basicamente um sinal
multidimensional e que um v´ıdeo digital e´ uma sequeˆncia de imagens
digitais, pode-se dizer que um v´ıdeo e´ tambe´m um sinal multidimensi-
onal, com a adic¸a˜o de mais uma dimensa˜o: o tempo (BOVIK, 2010). A
Figura 1 mostra uma sequeˆncia de imagens dispostas ao longo de duas
dimenso˜es espaciais e do tempo.






Cada imagem disposta em sequeˆncia formando um v´ıdeo e´ cha-
mada de frame ou quadro. Tipicamente um v´ıdeo possui em torno de
30 frames por segundo, podendo variar de acordo com a aplicac¸a˜o.
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2.3 RUI´DO EM IMAGENS
Ru´ıdo e´ uma deturpac¸a˜o de um sinal, geralmente indeseja´vel, que
se faz presente em diversas a´reas da cieˆncia. O ru´ıdo em imagens pode
ser tratado como uma variac¸a˜o (randoˆmica ou na˜o) no brilho ou na cor,
que na˜o esta´ presente no objeto imageado (FAROOQUE; SOHANKAR,
2013). As principais fontes de ru´ıdo em imagens sa˜o erros durante o
processo de captura, compressa˜o e/ou transmissa˜o.
O ru´ıdo pode ser representado conforme a Equac¸a˜o 2.1, onde zi
representa o valor observado, vi representa o valor real e ri representa
o valor do ru´ıdo, para cada p´ıxel i (BUADES; COLL; MOREL, 2005).
zi = vi + ri (2.1)
Os principais tipos de ru´ıdo em imagens sa˜o: gaussiano, salt-
and-pepper, de shot noise, de quantizac¸a˜o e perio´dicos.
2.3.1 Ru´ıdo Gaussiano (Gaussian Noise):
O ru´ıdo Gaussiano e´ ocasionado por ﬂutuac¸o˜es randoˆmicas na
leitura do sinal e e´ um dos ru´ıdos mais comuns na captura de ima-
gens. Pode ser modelado atrave´s de uma distribuic¸a˜o normal (BARDU,
2013), onde o ru´ıdo e´ independente para cada p´ıxel e independente da
intensidade do sinal (FAROOQUE; SOHANKAR, 2013). Cada p´ıxel da
imagem e´ modiﬁcado do seu valor original por um valor (geralmente)
pequeno (MYTHILE; KAVITHA, 2011). A Figura 2 e´ um exemplo de
ru´ıdo gaussiano sobre uma imagem.
Figura 2 – Ru´ıdo Gaussiano.
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2.3.2 Salt-and-Pepper Noise
Tambe´m conhecido por impulse noise, spike noise, ru´ıdo randoˆ-
mico ou ru´ıdo independente, salt-and-pepper noise e´ geralmente cau-
sado por erros de conversa˜o de sinal analo´gico para digital, erros de
transmissa˜o, p´ıxeis mortos, entre outros. Este ru´ıdo pode ser visuali-
zado como pontos pretos e/ou brancos na imagem, o que deu o nome
ao tipo de ru´ıdo. Geralmente se apresenta em pequenas quantidades
(MYTHILE; KAVITHA, 2011) (FAROOQUE; SOHANKAR, 2013).
A Figura 3 e´ um exemplo de ru´ıdo do tipo salt-and-pepper sobre
uma imagem.
Figura 3 – Imagem com 5% de Ru´ıdo do tipo Salt-and-Pepper.
Fonte: recorte da ﬁgura da web1
2.3.3 Ru´ıdo de Disparo (Shot Noise)
O ru´ıdo de disparo ou ru´ıdo de Poisson e´ tipicamente causado
pela variac¸a˜o da quantidade de fo´tons contados pelo sensor para um
n´ıvel de exposic¸a˜o, e´ independente em cada p´ıxel e possui valor quadra´-
tico me´dio proporcional a` raiz quadrada da intensidade da imagem. Ou
seja, quanto maior a intensidade do valor medido pelo sensor, maior o
tamanho do ru´ıdo. No entanto, como a intensidade do ru´ıdo cresce
com a raiz quadrada da intensidade do sinal, a proporc¸a˜o entre os dois
aumenta, tornando-o menos percept´ıvel. Assim, o ru´ıdo de disparo
e´ mais percept´ıvel em baixas intensidade (imagens mais escuras). O
1Dispon´ıvel em: <http://www.ﬁt.vutbr.cz/∼vasicek/imagedb/> Acesso em
mai. 2016
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ru´ıdo de disparo na˜o difere muito do ru´ıdo gaussiano e e´ um dos ru´ıdos
mais comuns em caˆmeras digitais(GARG; KUMAR, 2012).
2.3.4 Ru´ıdo de Quantizac¸a˜o (Quantization Noise)
O ru´ıdo de quantizac¸a˜o e´ causado pela quantizac¸a˜o dos p´ıxeis de
uma imagem para um nu´mero discreto de n´ıveis (MYTHILE; KAVITHA,
2011; FAROOQUE; SOHANKAR, 2013). Ou seja, ocorre quando se repre-
senta uma imagem como um nu´mero restrito de cores. Assim, a cor de
cada p´ıxel e´ representada pela cor mais pro´xima entre as dispon´ıveis.
Seu surgimento e´ comum na compactac¸a˜o de certos tipos de imagens.
A Figura 4 mostra o ru´ıdo de quantizac¸a˜o devido a reduc¸a˜o de
n´ıveis de intensidade (discretizac¸a˜o) em uma imagem.
Figura 4 – Ru´ıdo de quantizac¸a˜o.
2.3.5 Ru´ıdos Perio´dicos
Quando a imagem e´ submetida a uma perturbac¸a˜o perio´dica, na˜o
aleato´ria, diz-se que e´ um ru´ıdo perio´dico. O resultado e´ a formac¸a˜o de
linhas sobre a imagem. A Figura 5 mostra um exemplo de uma imagem
com ru´ıdo perio´dico.
2Dispon´ıvel em: <http://img-service.com/overview/pics/chap8/clown.html>
Acesso em out. 2014
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Figura 5 – Ru´ıdo perio´dico.
Fonte: imagem da web2
2.4 FILTROS PARA RUI´DOS EM IMAGENS E VI´DEOS
No campo de processamento de sinais, ﬁltros sa˜o utilizados para
remover componentes indesejados ou caracter´ısticas do sinal. Neste
trabalho, no entanto, um ﬁltro e´ considerado um processo no qual o
ru´ıdo e´ removido (denoising), resultando em uma imagem com valores
mais pro´ximos dos valores reais, referentes ao objeto imageado.
Apesar de indesejado, tanto em processos de visa˜o computacional
quanto para a apreciac¸a˜o humana, ru´ıdo em imagens diﬁcilmente pode
ser evitado. Assim, me´todos de reduc¸a˜o de ru´ıdo em imagens se tornam
importantes.
Para cada tipo de ru´ıdo ha´ abordagens mais apropriadas para
a sua soluc¸a˜o (MYTHILE; KAVITHA, 2011). Este trabalho visa reduzir
ru´ıdo gaussiano e ru´ıdo de disparo, que sa˜o os tipos mais comuns de
ru´ıdo no momento da captura (BARDU, 2013; GARG; KUMAR, 2012).
Va´rios outros trabalhos tratam da remoc¸a˜o de ru´ıdos em imagens e
v´ıdeos, e sera˜o apresentados na sec¸a˜o de trabalhos correlatos.
O processo de remoc¸a˜o de ru´ıdos em imagens esta´ticas ocorre
sobre o domı´nio do espac¸o. Ou seja, o valor de um determinado p´ıxel
e´ corrigido de acordo com o seu valor e o valor de seus vizinhos. No
processo de denoising de v´ıdeos, a remoc¸a˜o de ru´ıdos ocorre sobre o
domı´nio do espac¸o, ou sobre o domı´nio do tempo, ou ainda no domı´nio
do espac¸o e do tempo. Portanto, o valor de um determinado p´ıxel pode
ser corrigido de acordo com o seu valor e o de seus vizinhos no frame
atual, assim como nos frames passados e/ou futuros.
A seguir sa˜o apresentados alguns ﬁltros mais comuns importantes
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para ru´ıdos em imagens esta´ticas. Os ﬁltros para v´ıdeos sera˜o tratados
no Cap´ıtulo 3 - Trabalhos Relacionados.
2.4.1 Filtro de suavizac¸a˜o linear (Linear Smoothing): Blur
Os ﬁltros do tipo blur fazem uma me´dia entre p´ıxeis vizinhos.
Como resultado, o p´ıxel que possu´ıa um valor elevado de ru´ıdo passa
a ter seu ru´ıdo distribu´ıdo entre os vizinhos, reduzindo o seu valor ab-
soluto. No entanto, os p´ıxeis que diferem de seus vizinhos por guardar
detalhes da imagem, tambe´m passam a ter seu valor distribu´ıdo com os
vizinhos, causando um borramento na imagem e, consequentemente, a
perda de detalhes.
A me´dia com os vizinhos pode ser simples, onde todos os p´ıxeis
possuem o mesmo peso, ou de me´dia ponderada, onde os p´ıxeis recebem
pesos distintos, de acordo com algum padra˜o (kernel), como no caso do
blur gaussiano, onde os pesos seguem uma distribuic¸a˜o gaussiana em
func¸a˜o da distaˆncia em relac¸a˜o ao p´ıxel de refereˆncia. A Figura 6 exibe
um blur gaussiano aplicado sobre uma imagem.
Figura 6 – Blur gaussiano aplicado sobre a imagem Lena.
2.4.2 Filtro Adaptativo (Adaptive Filter)
Conhecido tambe´m como o Filtro de Wiener, e´ um tipo de ﬁl-
tro linear, que se adapta a variaˆncia local da imagem. Nas regio˜es da
imagem onde a variaˆncia e´ elevada (regio˜es de borda) o ﬁltro faz uma
suavizac¸a˜o de baixa intensidade e nas regio˜es onde a variaˆncia e´ redu-
zida (regio˜es mais distante das bordas) o ﬁltro faz uma suavizac¸a˜o mais
rebuscada. Assim, Wiener consegue resultados melhores que os ﬁltros
de suavizac¸a˜o linear, pore´m seu custo computacional e´ maior.
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2.4.3 Filtro de Mediana (Median Filter)
O ﬁltro de mediana e´ um ﬁltro na˜o linear que, em vez de fazer
a me´dia entre os p´ıxeis da vizinhanc¸a, como no caso do blur, utiliza a
mediana entre os p´ıxeis vizinhos. Ou seja, os valores dos p´ıxeis vizinhos
sa˜o ordenados em ordem crescente e e´ escolhido o valor do meio em vez
do valor me´dio. E´ bastante efetivo contra o ru´ıdo salt-and-pepper e
tende a borrar pouco as bordas (CONCI; AZEVEDO; LETA, 2008).
2.4.4 Difusa˜o Anisotro´pica
Perona e Malik (1990) sugerem uma nova deﬁnic¸a˜o de escala
espacial atrave´s da difusa˜o anisotro´pica, um processo de difusa˜o base-
ado na equac¸a˜o parcial diferencial na˜o linear. A difusa˜o anisotro´pica
tornou-se uma ferramenta muito u´til na suavizac¸a˜o de imagens, de-
tecc¸a˜o de bordas, segmentac¸a˜o e aprimoramento de imagens. A ﬁltra-
gem atrave´s do processo de difusa˜o anisotro´pica consegue suavizar o
ru´ıdo preservando os limites das regio˜es e pequenas estruturas dentro
da imagem, quando seus paraˆmetros sa˜o determinados corretamente.
Tsiotsios e Petrou (2013) propo˜em em seu trabalho um crite´rio de pa-
rada automa´tica para o algoritmo de difusa˜o anisotro´pica, que leva em
considerac¸a˜o a qualidade das bordas preservadas ao inve´s de somente
os n´ıveis de suavizac¸a˜o alcanc¸ados. A Figura 7, ao centro, mostra o
resultado da difusa˜o anisotro´pica aplicada sobre uma imagem.
2.4.5 Non-Local Means
Buades, Coll e Morel (2005) apresentam um algoritmo para redu-
c¸a˜o de ru´ıdos em imagens baseado em me´todos na˜o-locais (non-local
means). Este me´todo na˜o so´ compara o valor de um p´ıxel em si, mas
a conﬁgurac¸a˜o geome´trica de sua vizinhanc¸a, o que permite ao ﬁltro
um resultado mais robusto. No entanto, a analise da conﬁgurac¸a˜o
geome´trica exige muitas operac¸o˜es, fazendo com que a complexidade
do algoritmo seja da ordem de 21609 × N2, onde N2 e´ o nu´mero de
p´ıxeis da imagem.
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2.4.6 Me´todo Misto Adaptativo
Liu, Fu e Zhang (2011) propo˜em um me´todo misto adaptativo
para a restaurac¸a˜o de imagens. Num primeiro momento a imagem
e´ decomposta em dois componentes: uma estrutura geome´trica e um
padra˜o de oscilac¸a˜o. Em seguida, para restaurar a parte da estrutura e´
utilizada uma equac¸a˜o de difusa˜o bidirecional, e para a parte oscilante
e´ aplicado um ﬁltro de me´todos na˜o-locais. Desta forma o ﬁltro misto
se propo˜e a reunir vantagens de outros ﬁltros. A Figura 7, a` direita,
mostra o resultado do me´todo.
Figura 7 – A` Esquerda imagem com ruido. Ao centro, resultado da
difusa˜o anisotro´pica aplicada sobre a imagem. A` direita, resultado dos
me´todos misto adaptativo.
Fonte: Liu, Fu e Zhang (2011)3
2.5 FILTRO BILATERAL
O ﬁltro bilateral e´ um ﬁltro de imagens que atua no domı´nio
do espac¸o, proposto por Tomasi e Manduchi (1998). Ele e´ um ﬁltro de
suavizac¸a˜o (smoothing) na˜o linear, que preserva as bordas e borra (blur)
as demais regio˜es. Para isto, cada p´ıxel da imagem e´ substitu´ıdo por
uma me´dia ponderada dos p´ıxeis vizinhos, considerando a proximidade
geome´trica e sua similaridade fotome´trica. Uma implementac¸a˜o com
complexidade O(n), onde n e´ o nu´mero de p´ıxeis de uma imagem, e´
proposta por Chaudhury (2013).
O resultado do Filtro Bilateral depende basicamente da escolha
de treˆs paraˆmetros: d, que e´ o diaˆmetro no qual sa˜o considerados os
3Dispon´ıvel em: <http://opticalengineering.spiedigitallibrary.org/article.aspx?
articleid=1157734> Acesso em out. 2014
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p´ıxeis vizinhos; σc, que e´ o fator de propagac¸a˜o fotome´trica, ou seja,
e´ o fator que determina o peso da cor no ca´lculo e σs, que e´ o fator
de propagac¸a˜o geome´trica, isto e´, o fator que determina o quanto a
proximidade do p´ıxel interfere no ca´lculo. A escolha destes paraˆmetros
depende da aplicac¸a˜o do ﬁltro. Segundo descrito em OpenCV (2016),
para uma simpliﬁcac¸a˜o, σc e σs podem assumir o mesmo valor.
Figura 8 – Filtro Bilateral aplicado sobre uma imagem. A esquerda,
imagem original. Ao centro, ﬁltro Bilateral aplicado com d = 6, σc =
100 e σs = 100. A direita, ﬁltro Bilateral aplicado com d = 50, σc = 50
e σs = 50
Apesar do Filtro Bilateral ser computacionalmente eﬁciente, os
seus resultados sa˜o insatisfato´rios quando utilizado para remoc¸a˜o de
ru´ıdos em v´ıdeos. Por se tratar de um ﬁltro que somente atua no
domı´nio do espac¸o (um ﬁltro espacial), o processo de reduc¸a˜o de ru´ıdos
e´ aplicado a cada frame, individualmente, sem levar em conta os fra-
mes anteriores e/ou posteriores. Isto resulta na oscilac¸a˜o do brilho em
pequenas a´reas, conhecido como local ﬂickering artifacts (DUFAUX et
al., 2016), que e´ desagrada´vel aos olhos.
2.6 FILTRO DE KALMAN
O ﬁltro de Kalman, desenvolvido por Rudolf Kalman (KALMAN,
1960), utiliza medic¸o˜es com incertezas realizadas ao longo do tempo e
faz o resultado se aproximar dos valores reais da grandeza medida.
O ﬁltro de Kalman e´ muito usado em diversas a´reas que depen-
dem de estimac¸a˜o, como sistemas de orientac¸a˜o e navegac¸a˜o, visa˜o por
computador, processamento de sinais e econometria (MathWorks, 2016).
A Figura 9 mostra o ﬁltro de Kalman aplicado sobre um sinal referente
a posic¸a˜o ao longo do tempo. Pode-se observar que o valor estimado
pelo ﬁltro de Kalman (linha cont´ınua) esta´ mais pro´ximo ao valor real
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(linha tracejada) do que o valor lido (linha tracejada e pontilhada).
Figura 9 – Filtro de Kalman aplicado (linha cont´ınua) sobre um valor
lido (linha tracejada e pontilhada) e sua comparac¸a˜o com o valor real
(linha tracejada).
Aplicando o mesmo conceito, p´ıxel a p´ıxel ao longo do tempo,
em uma imagem podemos aproximar o valor do p´ıxel ao valor real,
reduzindo o erro.
O Filtro de Kalman e´ desenvolvido em duas fases: predic¸a˜o e
correc¸a˜o. Na fase de predic¸a˜o o ﬁltro faz uma estimativa do pro´ximo
estado x−k (Equac¸a˜o 2.2), assim como a estimativa da covariaˆncia do
erro P−k (Equac¸a˜o 2.3). Na fase de correc¸a˜o ele computa o ganho de
Kalman Kk (Equac¸a˜o 2.4) e utilizando os valores lidos zk faz uma
atualizac¸a˜o (update) do valor estimado para o estado xk (Equac¸a˜o 2.5)
e para a covariaˆncia do erro Pk (Equac¸a˜o 2.6). Estas duas fases sa˜o
executadas para cada nova aquisic¸a˜o de dados.










k +Kk(zk −Hx−k ) (2.5)
Pk = (I −KkH)P−k (2.6)
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As varia´veis A, B eH sa˜o matrizes, no entanto, considerando que
o valor de cada p´ıxel e´ uma grandeza unidimensional, estas varia´veis
assumem um valor nume´rico. Para este problema, podemos considerar
A, B e H como constantes de valor 1. uk representa um sinal de
controle. Como nesta aplicac¸a˜o na˜o ha´ sinal de controle, uk recebe o
valor 0. Desta forma, as Equac¸o˜es 2.2, 2.3, 2.4, 2.5 e 2.6 podem
ser reescritas, respectivamente, de forma simpliﬁcada, pelas Equac¸o˜es
2.7, 2.8, 2.9, 2.10 e 2.11.
x−k = xk−1 (2.7)









k +Kk(zk − x−k ) (2.10)
Pk = (I −Kk)P−k (2.11)
Q e R sa˜o valores constantes e a escolha destes valores interfere
na rigidez do ﬁltro. Fixando Q, se aumentarmos R, ﬂutuac¸o˜es de zk
interferem menos em xk. Diminuindo R, ﬂutuac¸o˜es de zk interferem
mais em xk. Da mesma forma, ﬁxando R e aumentando Q, ﬂutuac¸o˜es
de zk interferem mais em xk, e reduzindo Q, ﬂutuac¸o˜es em zk interferem
menos em xk.
A Figura 10 ilustra o resultado do ﬁltro aplicado a capturas
realizadas com uma caˆmera de baixo custo. A captura foi realizada em
ambiente com baixa intensidade luminosa, onde o ru´ıdo se torna mais
evidente.
No entanto, o ﬁltro de Kalman tem como consequeˆncia uma
resisteˆncia a uma mudanc¸a abrupta de n´ıvel do valor lido. O gra´ﬁco da
Figura 11 ilustra o resultado do ﬁltro aplicado a um sinal que possu´ıa
como valor real 0 e no instante t = 10s passou a ter valor 10, formando
uma espe´cie de degrau no gra´ﬁco. Os valores lidos oscilam pro´ximo
aos valores reais. O valor estimado pelo ﬁltro ate´ o instante t = 9s e´
mais pro´ximo do valor real do que o valor lido. A partir do instante
t = 10, quando ocorre uma mudanc¸a abrupta, o valor estimado demora
a convergir para pro´ximo de 10.
A Figura 12 mostra esta mesma questa˜o em uma ﬁgura cap-
turada, onde o Filtro de Kalman e´ aplicado. Nota-se a formac¸a˜o de
borramentos (fantasmas) quando ocorre movimento. Quando um ob-
jeto se movimenta em uma sequeˆncia de imagens, o valor do p´ıxel sofre
uma variac¸a˜o abrupta, para cima ou para baixo, similar a` apresentada
pela Figura 11. Os fantasmas formados sa˜o devido a` resisteˆncia que o
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Figura 10 – Filtro de Kalman aplicado a uma sequeˆncia de imagens
adquiridas por uma caˆmera de baixo custo em um ambiente de pouca
luz. No topo, ﬁgura adquirida. Na base, ﬁltro de Kalman aplicado.
ﬁltro oferece a convergir para o novo valor do p´ıxel.
2.7 ME´TRICAS DE QUALIDADE EM IMAGEM
A eﬁca´cia de um ﬁltro de ru´ıdo em imagem e´ avaliado comu-
mente atrave´s da Relac¸a˜o de Sinal-Ru´ıdo de Pico (Peak Signal to Noise
Ratio - PSNR). O PSNR e´ calculado atrave´s da Equac¸a˜o 2.12, onde
m e´ o valor ma´ximo de um p´ıxel e MSE e´ o erro quadra´tico me´dio
(Mean Square Error), calculado atrave´s da Equac¸a˜o 2.13 (MAHMOUD;
FAHEEM; SARHAN, 2008). O PSNR de uma sequeˆncia de imagens
(v´ıdeo) e´ a me´dia dos PSNRs de cada frame da sequeˆncia. Quanto
mais elevado o PSNR, maior a semelhanc¸a entre a imagem original
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Figura 11 – Filtro de Kalman aplicado (linha cont´ınua) sobre um valor
lido (linha tracejada e pontilhada) e sua comparac¸a˜o com o valor real
(linha tracejada).
sem ru´ıdo e a imagem ﬁltrada.












x(i, j)− x�(i, j)
�2
(2.13)
Na Equac¸a˜o 2.13, M e N representam a largura e a altura da
imagem. x(i, j) representa o valor do p´ıxel da imagem original e x�(i, j)
representa o valor do p´ıxel corrigido, numa posic¸a˜o i, j da imagem.
Apesar do PSNR ser largamente utilizado, o PSNR difere da
qualidade da imagem percebida (WANG; BOVIK, 2009). Outro me´todo
comum de avaliac¸a˜o do resultado e´ atrave´s da similaridade estrutural
(structural similarity - SSIM) (WANG; BOVIK; SIMONCELLI, 2004). O
SSIM e´ apontado como um indicador melhor da qualidade da imagem
percebida pelo ser humano (WANG; BOVIK, 2009) e pode ser calculado
atrave´s da equac¸a˜o 2.14, a seguir
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Figura 12 – No topo, um frame da sequeˆncia Garden. Na base, o
borramento ocorrido devido ao ﬁltro de Kalman aplicado aos objetos
em movimento da sequeˆncia.
SSIM(x, y) =









quando x e y sa˜o fragmentos de imagens (image patches) extra´ıdos da
janela local da imagem original e da imagem distorcida (HAN; CHEN,
2012). µ, σ2 e σxy representam respectivamente a me´dia, a variaˆncia
e a correlac¸a˜o cruzada (cross-correlation) computados para a janela
local. c1 = (k1G)
2 e c2 = (k2G)
2 sa˜o duas varia´veis para estabilizar
a divisa˜o por um denominador fraco, k1 = 0.01, k2 = 0.03 e G =
2# bits por pixel = 255. O SSIM de um frame de video e´ calculado a
partir da me´dia dos SSIM locais e o SSIM ﬁnal de um v´ıdeo e´ a me´dia
entre o SSIM dos frames da sequeˆncia completa (HAN; CHEN, 2012).
Quanto mais o SSIM se aproxima de 1, maior a semelhanc¸a entre a
imagem original sem ru´ıdo e a imagem ﬁltrada.
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A Figura 13, extra´ıda de Wang e Bovik (2009), ilustra o quanto
as duas me´tricas se aproximam da percepc¸a˜o humana. A imagem (a) e´ a
imagem original, e as me´tricas sa˜o computadas entre as demais imagens
e esta. O MSE, e logo o PSNR, sa˜o ideˆnticos para diversas imagens,
enquanto que as imagens apresentam diferenc¸as dra´sticas quanto a sua
qualidade visual [imagens (b)-(g)]. Por outro lado, algumas imagens
visualmente ideˆnticas [imagens (h)-(l)] apresentam valores de PSNR e
SSIM bem destoantes entre si. Assim, apesar de me´tricas usuais, elas
podem divergir do resultado observado.
Figura 13 – Me´tricas de qualidade de imagens e suas diferenc¸as em










MSE=873, SSIM=0.399 MSE=577, SSIM=0.551
(a)                                          (b)                                     (c)                                       (d)
 









(i)                                           (j)                                    (k)                                       (l)
Fonte: Wang e Bovik (2009) .
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2.8 TEMPO REAL
O conceito de tempo real pode assumir diversas roupagens, de
acordo com a a´rea a qual esta´ associada. Para este trabalho, assumem-
se as restric¸o˜es de tempo da a´rea de processamento de sinais digitais:
um sistema de processamento de sinais digitais de tempo real demanda
que o tempo para se processar um sinal seja menor que o per´ıodo de
amostragem, de modo que o processamento seja conclu´ıdo antes de uma
nova amostra (KUO; LEE; TIAN, 2006). Ou seja, o tempo adequado para
processar um frame (o sinal) e´ o tempo entre a capturas de um quadro
e de outro.
A partir deste conceito de tempo real, podemos elencar duas
restric¸o˜es:
Considerando aplicac¸o˜es de v´ıdeo atuais, como transmisso˜es ao
vivo, e´ comum utilizar em torno de 30 frames por segundo (FPS). Neste
caso, pode-se assumir que um ﬁltro de reduc¸a˜o de ru´ıdos e´ poss´ıvel de
ser executado em tempo real se conseguir processar mais de 30 FPS.
Por outro lado, em aplicac¸o˜es como caˆmeras de vigilaˆncia, e´ comum o
uso de taxas menores, pro´ximo de 4 FPS. Assim sendo, a considerac¸a˜o
sobre o que e´ tempo real ou na˜o depende da aplicac¸a˜o.
A outra restric¸a˜o a observar e´ que, dentro deste conceito de
tempo real, se dispo˜e somente de frames ja´ amostrados (os passados
e o atual) para computar o frame atual.
Transmisso˜es televisivas, video-chamadas, monitoramento de am-
bientes e navegac¸a˜o robo´tica podem ser tomados como exemplo de





Este cap´ıtulo apresenta o estado atual em que se encontram as
pesquisas relacionadas a remoc¸a˜o de ru´ıdos em v´ıdeos. A ana´lise do
estado da arte e´ realizado segundo o me´todo de revisa˜o sistema´tica de
literatura deﬁnido por Kitchenham (2004).
3.1 DEFINIC¸A˜O DA REVISA˜O DA LITERATURA
Uma revisa˜o sistema´tica da literatura tem por objetivo identiﬁ-
car, avaliar e interpretar todas as pesquisas relevantes a uma a´rea ou
questa˜o de pesquisa (KITCHENHAM, 2004). Para nortear esta revisa˜o
sistema´tica a seguinte questa˜o foi levantada: Como remover ru´ıdos em
v´ıdeos em tempo real?
As buscas foram realizadas via web nas bases IEEE Xplore1,
Springer2, Scopus3, Science Direct4, Spie Digital Library5 e Google
Scholar6.
Os termos de busca utilizados foram real-time e video denoi-
sing. A Tabela 1 mostra estes termos juntamente com outros termos
sinoˆnimos, cujos tambe´m foram utilizados nas buscas.
Tabela 1 – Termos de busca e seus sinoˆnimos de busca.
Termos Sinoˆnimos
Real time real-time, fast
Video denoising
spatio-temporal denoising, video ﬁlter,
noise ﬁlter, spatio-temporal ﬁlter
Foram considerados principalmente trabalhos que tratam de
remoc¸a˜o de ru´ıdos em v´ıdeos. Trabalhos focados em remoc¸a˜o de ru´ıdo
em imagens tambe´m foram analisados, mas de uma forma menos apro-
fundada.
Foram exclu´ıdos da pesquisa os trabalhos cuja remoc¸a˜o de ru´ıdos








3.2 EXECUC¸A˜O DA BUSCA
As buscas foram realizadas em 4 fases: Fase 1: Aplicac¸a˜o das
strings de busca, Fase 2: Ana´lise de t´ıtulos e palavras-chave, Fase
3: Leitura do Abstract e Fase 4: Identiﬁcac¸a˜o de contribuic¸o˜es. A
Tabela 2 mostra a quantidade de trabalhos remanescentes apo´s cada
uma das fases, para cada uma das bases de dados pesquisadas.
Tabela 2 – Trabalhos remanescentes a cada fase da revisa˜o sistema´tica.
Bases Fase 1 Fase 2 Fase 3 Fase 4
IEEE Xplore 16 8 5 3
Springer 53 10 6 3
Scopus 70 11 6 4
Science Direct 18 5 3 1
Spie Digital Library 25 8 4 2
Google Scholar 764 27 10 6
Apo´s esta etapa, foram exclu´ıdos os trabalhos duplicados. Foi
feita tambe´m uma breve ana´lise dos trabalhos referenciados pelos tra-
balhos remanescentes, aﬁm de evitar a perda de algum trabalho impor-
tante da a´rea. Os trabalhos relacionados selecionados esta˜o descritos a
seguir.
3.3 TRABALHOS RELACIONADOS
De uma forma geral, os me´todos de remoc¸a˜o de ru´ıdos em v´ıdeo
podem ser divididos em treˆs grupos principais: me´todos baseados em
transformadas (PIZURICA; ZLOKOLICA; PHILIPS, 2004; SELESNICK; LI,
2003; MAHMOUD; FAHEEM; SARHAN, 2008; RAHMAN; AHMAD; SWAMY,
2007; ZLOKOLICA; PIZURICA; PHILIPS, 2006), me´todos que utilizam
algoritmos de detecc¸a˜o de movimento e/ou block matching (corres-
pondeˆncia entre blocos de imagem) (DABOV et al., 2006; DABOV; FOI;
EGIAZARIAN, 2007; LI; ZHENG, 2009; LI; ZHANG; DAI, 2011) e me´todos
que combinam ﬁltros nos domı´nios temporais e espaciais (TOMASI;
MANDUCHI, 1998; ZLOKOLICA; PHILIPS; VILLE, 2002; ZUO et al., 2013;
CHAN et al., 2005; CHEN et al., 2008; HONG-ZHI; LING; SHU-LIANG, 2013).
A maioria dos ﬁltros podem ser deﬁnidos como pertencentes a pelo me-
nos um destes treˆs grupos, mas muitas vezes mesclam te´cnicas de mais
de um grupo, pertencendo, assim, a mais de um grupo. A Figura 14
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ilustra os treˆs grupos.








Filtros Espaciais e 
Temporais
3.3.1 Me´todos Baseados em Transformadas
As transformadas, de uma forma geral, possuem diversas aplica-
c¸o˜es em processamento e ana´lise de imagens. Elas resultam na alterac¸a˜o
da representac¸a˜o inicial de uma imagem (PEDRINI; SCHWARTZ, 2008).
Ou seja, as imagens sa˜o convertidas para um outro domı´nio, como o
da frequeˆncia, por exemplo, sobre o qual e´ feito algum processamento
ou ana´lise. No caso da aplicac¸a˜o de transformadas para remoc¸a˜o de
ru´ıdos, as transformadas wavelet sa˜o bastante comuns. As transfor-
madas wavelets sa˜o aplicadas sobre as imagens com ru´ıdos, seguido
da recuperac¸a˜o dos coeﬁcientes do sinal original e uma transformada
inversa para retornar ao domı´nio original da imagem.
Pizurica, Zlokolica e Philips (2004) desenvolveram um ﬁltro ba-
seado em Transformadas Wavelet 2D, que faz uma ﬁltragem no domı´nio
do espac¸o, seguido de um ﬁltro no domı´nio do tempo, baseado na de-
tecc¸a˜o do movimento. Neste ﬁltro, a detecc¸a˜o de movimento e o ﬁltro
temporal sa˜o aplicados sobre os frames que ja´ foram ﬁltrados espacial-
mente.
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Rahman, Ahmad e Swamy (2007) propuseram uma func¸a˜o de
densidade de probabilidade conjunta dos coeﬁcientes de v´ıdeo wavelet
para quaisquer dois quadros vizinhos utilizando a distribuic¸a˜o gaus-
siana bivaria´vel. Os paraˆmetros da func¸a˜o de densidade que mede a
correlac¸a˜o entre os coeﬁcientes da transformada de wavelet de dois fra-
mes e´ usada como uma medida do movimento que ha´ entre dois frames.
Esta func¸a˜o de densidade e´ enta˜o utilizada para ﬁltragem espacial dos
coeﬁcientes wavelet ruidosos, por um estimador bivariado de ma´ximo
a posteriori (bivariate maximum a posteriori estimator). Os coeﬁci-
entes ﬁltrados espacialmente sa˜o enta˜o passados a um ﬁltro de me´dia
temporal para remoc¸a˜o adicional de ru´ıdo.
Selesnick e Li (2003) apresentam o design e a aplicac¸a˜o das trans-
formadas complexas wavelet 3-D dual-tree na˜o separa´veis para ﬁltragem
de v´ıdeo. A decomposic¸a˜o de v´ıdeos baseado em movimento em multi-
escala e´ alcanc¸ada com esta transformac¸a˜o que isola em sua sub-banda
o movimento ao longo de diferentes direc¸o˜es. Ale´m disso, e´ explorada a
remoc¸a˜o de ru´ıdos utilizando transformadas 2-D e 3-D dual-tree, onde
a transformada 2-D e´ aplicada a cada frame individualmente.
O algoritmo WRSTF (Wavelet Domain Recursive Temporal Fil-
tering) e´ proposto por Zlokolica, Pizurica e Philips (2006) como um
me´todo de remoc¸a˜o de ru´ıdos baseado em ﬁltragem de banda wavelet
na˜o dizimada7. No me´todo proposto, a estimativa do movimento e a ﬁl-
tragem adaptativa recursiva temporal e´ realizada em um loop fechado,
seguido de um ﬁltro adaptativo espacial intra-frame. O algoritmo e´
implementado em treˆs passos: estimativa do movimento, compensac¸a˜o
do movimento e o esquema de ﬁltragem adaptativo espacial. Toda a
computac¸a˜o ocorre no domı´nio das wavelets.
O processo de remoc¸a˜o de ru´ıdo atrave´s de transformadas pode
ter uma complexidade computacional elevada associada. As transfor-
madas mais simples tendem a ser somente espaciais, necessitando de
uma ﬁltragem temporal complementar e/ou a identiﬁcac¸a˜o da direc¸a˜o
do movimento.
3.3.2 Me´todos Baseados em Algoritmos de Detecc¸a˜o de Mo-
vimento e Block Matching
Algoritmos de block matching buscam blocos de imagem simila-
res dentro de uma mesma imagem ou de uma sequeˆncia de imagens. E´
7Traduc¸a˜o pro´pria para: video denoising method based on nondecimated wavelet
band ﬁltering.
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comum o uso de algoritmos de block matching para executar ﬁltragem
de ru´ıdo em imagens e v´ıdeos e sua utilizac¸a˜o e´ bastante variada. Existe
um grande nu´mero de algoritmos de block matching e a complexidade
dos algoritmos tambe´m e´ bastante variada. Os algoritmos de detecc¸a˜o
de movimento (motion detection) tentam estimar a direc¸a˜o do movi-
mento em uma sequeˆncia de imagens. Uma forma de fazer a detecc¸a˜o
de movimento e´ a localizac¸a˜o dos blocos (block matching) de imagem
ao longo de frames subsequentes.
Dabov et al. (2006) propuseram o BM3D (Block-matching 3D
Denoising) que faz a reduc¸a˜o de ru´ıdos atrave´s do processamento de
blocos similares dentro de uma imagem. Atrave´s de block matching o
algoritmo encontra blocos ideˆnticos a um bloco de refereˆncia, os arma-
zena em uma estrutura de dados 3D e faz a reconstruc¸a˜o dos blocos
encontrados atrave´s de uma me´dia ponderada. A Figura 15 ilustra o
matching entre o blocos similares, onde o bloco vermelho (R) e´ o bloco
de refereˆncia e os azuis os similares. A Figura 16 mostra os resultados
deste ﬁltro quando aplicado sobre imagens com ru´ıdo.
Figura 15 – Blocos de refereˆncia, em vermelho, e blocos similares en-
contrados (block-matching).
Fonte: imagem da web8
O algoritmo Video Block-matching 3D Denoising (VBM3D), pro-
posto por Dabov, Foi e Egiazarian (2007), estende o algoritmo BM3D
para sequeˆncias de imagens (v´ıdeos), encontrando blocos na˜o somente
no espac¸o, mas tambe´m no tempo, nos frames anteriores e seguintes.
Li e Zheng (2009) e Li, Zhang e Dai (2011) descrevem a reduc¸a˜o
de ru´ıdos em v´ıdeos de forma similar ao VBM3D, trabalhando com os
8Dispon´ıvel em: <http://www.cs.tut.ﬁ/∼foi/BM-3D-PRESENT/den3d-slide
04.html> Acesso em out. 2014
9Dispon´ıvel em: <http://www.cs.tut.ﬁ/∼foi/BM-3D-PRESENT/den3d-slide
37.html> Acesso em out. 2014
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Figura 16 – Fragmentos de imagens com ru´ıdo gaussiano (σ = 50) e o
resultado do ﬁltro baseado em block-matching.
Fonte: imagem da web9
blocos, por sua vez, em 3D (3D-Patch) e os armazena em uma estrutura
4D.
Estes trabalhos, ao lado de outros, compo˜em o estado da arte
em reduc¸a˜o de ru´ıdos em v´ıdeos. No entanto, sua complexidade com-
putacional torna-os proibitivos para aplicac¸o˜es em tempo real.
3.3.3 Me´todos que Combinam Filtros nos Domı´nios Tempo-
rais e Espaciais
Me´todos que combinam ﬁltros espaciais e temporais tendem a ser
algoritmos de complexidade computacional mais reduzida, em relac¸a˜o
aos outros dois grupos. Esta caracter´ıstica e´ fundamental para aplica-
c¸o˜es em tempo real.
Um ﬁltro na˜o linear que ordena os p´ıxeis dentro de uma janela
3D, considerando suas diferenc¸as com o valor do p´ıxel central, e´ pro-
posto por Zlokolica, Philips e Ville (2002). O pro´ximo passo do ﬁltro
e´ fazer uma me´dia dos p´ıxeis na janela, e uma ponderac¸a˜o de acordo
com sua posic¸a˜o no ordenamento. Este ﬁltro e´ uma extensa˜o do ﬁltro
KNN (K-Nearest Neighbour) proposto por Mitchell e Mashkit (1992)
e descrito inicialmente por Davis e Rosenfeld (1978). Uma das vanta-
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gens deste ﬁltro e´ sua independeˆncia em relac¸a˜o ao tipo de ru´ıdo (ru´ıdo
Gaussiano e impulse noise, ou alguma combinac¸a˜o dos dois)
O algoritmo Spatiotemporal Varying Filter (STVF) e´ proposto
por Chan et al. (2005) e gera o melhor valor candidato para substituir o
valor com ru´ıdo do p´ıxel atual explorando a correc¸a˜o dos p´ıxeis vizinhos
dentro de uma pequena regia˜o, utilizando pesos o´timos para eles. O
STVF e´ capaz de gerar resultados o´timos, no sentido de minimizar o
erro do me´todo dos mı´nimos quadrados. Ale´m disto, o STVF rete´m a
nitidez das bordas em limites de objetos e reduz a variaˆncia do ru´ıdo
nas a´reas lisas.
Hong-Zhi, Ling e Shu-Liang (2013) utilizam va´rios me´todos para
remoc¸a˜o de ru´ıdos. A te´cnica consiste em detectar regio˜es sem e com
movimento. Sobre as regio˜es onde na˜o ocorre movimento e´ aplicado
um ﬁltro de Kalman bilateral temporal. Nas regio˜es onde ocorre mo-
vimento e´ aplicado um ﬁltro espacial bilateral adaptativo de me´todos
na˜o-locais (spatial bilateral adaptive Nonlocal means - ANL). Assim,
o ﬁltro consegue remover os fantasmas nas regio˜es com movimento,
oriundas do ﬁltro de Kalman, com bons valores de PSNR. De forma
similar, Zuo et al. (2013) aplicam o ﬁltro de Kalman a`s regio˜es onde
na˜o ocorre movimento. Pore´m, nas regio˜es com movimento e´ aplicado
um ﬁltro bilateral. A imagem resultante e´ gerada a partir de uma pon-
derac¸a˜o entre os dois ﬁltros. Tanto Hong-Zhi, Ling e Shu-Liang (2013)
quanto Zuo et al. (2013) fazem uso de algoritmo de block matching
para detectar/estimar o movimento e para realizar a ponderac¸a˜o entre
as te´cnicas.
O stmkf, que e´ proposto a seguir, se utiliza dos ﬁltros blur, bila-
teral e Kalman, para gerar o frame ﬁltrado. Ele na˜o faz uso de te´cnicas
mais apuradas de detecc¸a˜o de movimento, assim como de compensac¸a˜o
de movimento, devido a alta complexidade dos algoritmos deste tipo.
A complexidade computacional de cada um dos passos do ﬁltro e´ O(n),
onde n e´ o nu´mero de p´ıxeis de cada frame, fazendo o algoritmo poss´ıvel
de ser executado em tempo real.
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4 SPATIO-TEMPORAL MODIFIED KALMAN FILTER
- STMKF
O algoritmo proposto Spatio-temporal Modiﬁed Kalman Filter -
stmkf e´ uma fusa˜o entre o ﬁltro bilateral, que opera no domı´nio do
espac¸o, e do ﬁltro de Kalman, que opera p´ıxel a p´ıxel no domı´nio do
tempo. A seguir sa˜o apresentados o algoritmo proposto e sua imple-
mentac¸a˜o.
4.1 FILTRO PROPOSTO
O desenvolvimento do stmkf se baseia em treˆs pontos principais,
apresentados nas Subsec¸o˜es 4.1.1, 4.1.2 e 4.1.3.
4.1.1 Convergeˆncia Otimizada do Filtro de Kalman para
Regio˜es com Movimento
Como visto anteriormente, o ﬁltro de Kalman, quando aplicado
em v´ıdeos, pode demorar a convergir para o devido valor em regio˜es
onde ocorre movimento. O ﬁltro de Kalman se baseia na covariaˆncia
do erro Pk para calcular Kk e estimar os valores, de forma que o valor
lido recebe maior peso ou o valor estimado recebe maior peso.
Quando ocorre uma mudanc¸a no cena´rio, que e´ quando ocorre
o surgimento dos fantasmas, a conﬁanc¸a Pk, nos valores zk lidos, pre-
cisa levar em conta tambe´m esta mudanc¸a de cena´rio. Analisando a
Equac¸a˜o 2.8, vemos que a projec¸a˜o da covariaˆncia Pk e´ constitu´ıda
de duas componentes: a covariaˆncia no instante anterior P−k e Q.
Considerando-se uma projec¸a˜o, e´ necessa´rio manter o componente re-
ferente ao instante anterior P−k . Por outro lado, a componente Q e´
um paraˆmetro que diz respeito a certeza que se tem em P−k e pode ser
reescrita conforme a Equac¸a˜o 4.1:
P−k = Pk−1 +Δ
2Q (4.1)
ondeΔ e´ a diferenc¸a entre a me´dia dos vizinhos do p´ıxel, nos instantes k
e k−1, descrita pela Equac¸a˜o 4.2. Em outras palavras, Δ e´ a diferenc¸a
entre dois frames com blur consecutivos.
Δ = bk − bk−1 (4.2)
52
Considerando o ru´ıdo Gaussiano e o ru´ıdo de disparo, o ru´ıdo
possui dimensa˜o igual a 1 p´ıxel, e´ independente dos vizinhos e unifor-
memente distribu´ıdo. Assim, numa condic¸a˜o onde na˜o ocorre nenhuma
alterac¸a˜o no cena´rio, o Δ tende a se manter pequeno. Quando o cena´rio
e´ modiﬁcado, va´rios p´ıxeis sofrem alterac¸a˜o e a me´dia dos vizinhos so-
fre uma alterac¸a˜o grande, fazendo assim com que Δ assuma um valor
mais elevado. Desta forma, o ﬁltro proposto tende a manter as propri-
edades do ﬁltro de Kalman nas regio˜es onde na˜o ocorrem alterac¸o˜es, e
passa a assumir valores mais pro´ximos de zk nos p´ıxeis onde ocorreu
movimento.
Resultados experimentais mostraram que a utilizac¸a˜o de Δ2 na
Equac¸a˜o 4.1 traz resultados melhores do que utilizar somente Δ. Isto
ocorre por que torna as diferenc¸as entre dois frames consecutivos mais
expressivas, reduzindo a conﬁanc¸a Pk em regio˜es de movimento, en-
quanto que as similaridades (Δ → 0), se mante´m menos expressivas,
mantendo a conﬁanc¸a Pk em regio˜es sem movimento. Por outro lado,
a utilizac¸a˜o de expoentes maiores que 2 em Δ na˜o apresentaram van-
tagens nos experimentos.
A Figura 17 mostra um mapa de Kk do frame 20 de Salesman.
Pode-se observar que os valores de Kk sa˜o mais elevados (mais brancos)
nas regio˜es onde ha´ movimento na imagem. Ou seja, nas regio˜es onde
ocorre movimento zk recebe um peso maior, enquanto que nas regio˜es
onde ocorre menos movimento ha´ uma resisteˆncia maior para o ru´ıdo.
Figura 17 – Mapa de Kk do frame 20 da sequeˆncia Salesman.
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4.1.2 Ponderac¸a˜o entre o Filtro de Kalman e o Filtro Bilateral
Fazendo com que o ﬁltro proposto seja menos intenso nas regio˜es
com movimento (para convergir mais rapidamente a zk) o ru´ıdo passa
a ser, tambe´m, mais evidente nestas regio˜es. Seguindo a ideia de Zuo
et al. (2013) podemos aplicar uma ﬁltragem espacial nas regio˜es onde
ocorre movimento.
Zuo et al. (2013) sugerem uma ponderac¸a˜o entre o frame obtido a
partir do ﬁltro de Kalman e de um ﬁltro bilateral, com um peso baseado
em uma distribuic¸a˜o Gaussiana conforme o movimento, medido atrave´s
de algoritmos de detecc¸a˜o de movimento. Visto que um algoritmo de
detecc¸a˜o de movimento e´ computacionalmente custoso e que Kk ja´ e´
um ponderador entre zk e x
−
k , Kk pode tambe´m fazer a ponderac¸a˜o
entre o frame oriundo do ﬁltro de Kalman xk e o frame oriundo do
ﬁltro bilateral xb, conforme a Equac¸a˜o 4.3.
Xk = [I −Kk].xk +Kk.xb (4.3)
Considerando o ﬁltro com as alterac¸o˜es propostas nesta Sec¸a˜o e
na anterior (4.1.1), o resultado obtido pelo ﬁltro depende da escolha
dos paraˆmetros Q e R. As ﬁguras 18 e 19 mostram os valores de PSNR
e SSIM, respectivamente, para a sequeˆncia Salesman, para diversos
valores de Q e R. Pode-se notar pelo gra´ﬁco que existem valores de Q
e R que maximizam o PSNR e o SSIM. No entanto, os mesmos pares
Q e R na˜o maximizam simultaneamente o PSNR e o SSIM. Da mesma
forma, um mesmo par de valores Q e R, tal que o PSNR seja ma´ximo
para uma sequeˆncia de imagens, na˜o necessariamente sera´ o ma´ximo
para outra sequeˆncia de imagem.
Os ﬁltros apresentados na Sec¸a˜o 2.4 e o ﬁltro bilateral foram
testados para desempenhar a ﬁltragem espacial. No entanto, o ﬁltro
bilateral, em conjunto com o ﬁltro de Kalman, apresentou os melhores
resultados, motivando a escolha do bilateral para compor o stmkf.
4.1.3 Automatizac¸a˜o da escolha do paraˆmetro R
De fato, a Equac¸a˜o 4.1 faz o Filtro de Kalman convergir mais
ra´pido. No entanto, ainda faz-se necessa´ria a escolha dos paraˆmetros
Q e R. Para simpliﬁcar, a escolha de R pode ser automatizada pela
Equac¸a˜o 4.4.
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Figura 18 – PSNR para a sequeˆncia Salesman em termos de Q e R.
Figura 19 – SSIM para a sequeˆncia Salesman em termos de Q e R.
R = 1 +R(R+Kk)
−1 (4.4)
Assim, R se ajusta as diferentes regio˜es, com e sem movimento,
baseado em Kk.
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4.2 VISA˜O GERAL DO ALGORITMO STMKF
A Figura 20 mostra o diagrama das principais operac¸o˜es exe-
cutadas pelo stmkf a cada frame. A partir de cada novo frame com
ru´ıdo (Zk) que e´ servido de entrada no algoritmo, sa˜o computadas cinco
operac¸o˜es principais:
Blur Filter : e´ computada a me´dia da vizinhanc¸a, com o ﬁltro blur. O
frame com blur atual bk e´ passado para computarΔ e armazenado
para ser utilizado no pro´ximo instante k + 1;
Delta: a partir do frame com blur do instante atual bk e do frame com
blur do instante anterior bk−1 e´ computado Δ.
Filtro Bilateral: e´ computado o Filtro Bilateral a partir do frame
com ru´ıdo zk;
Filtro de Kalman: e´ computado o Filtro de Kalman, com as devidas
modiﬁcac¸o˜es, utilizando como entrada o frame com ru´ıdo zk, Δ
e o frame resultante do instante anterior Xk−1.
Ponderac¸a˜o (Weighting): a partir dos resultados do Filtro Bilateral
xb e do Filtro de Kalmam modiﬁcado xk, utilizando a constante
de Kalman Kk como peso, e´ computado o frame resultante Xk.
O stmkf na˜o utiliza algoritmos de detecc¸a˜o de movimento por
causa da alta complexidade computacional desta famı´lia de algoritmos.
A complexidade computacional de cada passo do stmkf e´ O(n), onde
n e´ o nu´mero de p´ıxels de um frame. Assim, a complexidade do stmkf
e´ tambe´m O(n) para cada frame.
4.3 ALGORITMO SEQUENCIAL
O Algoritmo 1 apresenta o pseudoco´digo do stmkf. O pro-
cesso principal (stmkf-main) inicializa todas as matrizes utilizadas
por stmkf e chama a func¸a˜o (stmkf-core) para cada novo frame.
As varia´veis Q, x, x−, previousBlured, K, P e P− sa˜o matrizes bi-
dimensionais com as mesmas dimenso˜es de um frame do v´ıdeo a ser
processado. Todas as operac¸o˜es entre as matrizes ocorrem elemento a
elemento.
A matriz Q e´ inicializada com o valor q fornecido pelo usua´rio
(linha 2), as matrizes x e previousBlured sa˜o inicializadas com 0, a
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matrizK e´ inicializada com 0.5 e as matrizes P−, P eR sa˜o inicializadas
com 1.
Apo´s a inicializac¸a˜o, stmkf-main pega o pro´ximo frame
(frameIN) do v´ıdeo a ser ﬁltrado (linha 6). O frame e´ utilizado como
entrada dos ﬁltros blur e bilateral (linhas 8 e 9). O resultado dos ﬁl-
tros blur e Bilateral sa˜o armazenados, respectivamente, em duas novas
matrizes: blured e bf . Por ﬁm, o frame original (frameIN), blured e
bf sa˜o repassados como paraˆmetros de entrada para a func¸a˜o princi-
pal stmkf-core, que computa o stmkf em si, e ira´ retornar o frame
resultante, com ru´ıdo atenuado. Este frame e´ armazenado na matriz
frameOUT , que pode ser gravado como arquivo ou exibido na tela.
Este processo e´ repetido a cada frame do v´ıdeo de entrada.
O algoritmo stmkf foi implementado em C++, com aux´ılio da
biblioteca Open Source Computer Vision Library (OpenCV) (PULLI et
al., 2012) para processar as operac¸o˜es com matrizes descritas no Algo-
ritmo 1. OpenCV e´ uma biblioteca que possui abstrac¸o˜es altamente
otimizadas e func¸o˜es que facilitam o desenvolvimento de aplicac¸o˜es de
visa˜o computacional em tempo real. Ale´m das func¸o˜es de computac¸a˜o
de matrizes, OpenCV tambe´m inclui implementac¸o˜es eﬁcientes dos ﬁl-
tros blur e bilateral. Estas implementac¸o˜es foram utilizadas para cal-
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Algorithm 1 Sequential Algorithm
Global: Matrices previousBlured, R, K, x−, x, P−, P, Q
1: procedure stmkf-main(video, q)
2: Q← q
3: x, previousBlured← 0
4: K ← 0.5
5: P−, P, R← 1
6: frameIN ← getFrame(video)
7: repeat
8: blured← blur-filter(frameIN)
9: bf ← bilateral-filter(frameIN)
10: frameOUT ← stmkf-core(frameIN, blured, bf)
11: frameIN ← getFrame(video)
12: until frameIN = NULL
13: end procedure
14: function stmkf-core(frame, blured, bf)
15: Δ← previousBlured - blured
16: previousBlured← blured
17: R← 1 +R/(R+K)
18: x− ← x
19: P− ← P +Δ2 ·Q
20: K ← P−/(P− +R)
21: x← x− +K · (frame− x−)
22: x← (1−K) · x+K · bf




cular as matrizes de blured e bf na implementac¸a˜o do stmkf.
4.4 ALGORITMO PARALELO (MT-STMKF)
Para explorar o ma´ximo dos processadores multicore atuais foi
implementada uma versa˜o paralela do stmkf (mt-stmkf). Foi ado-
tada uma estrate´gia simples de repartir virtualmente a imagem em t
blocos, onde t representa o nu´mero de threads dispon´ıveis. Enta˜o, cada
uma das threads, em paralelo, executam o stmkf-core sobre o seu
respectivo bloco. A Figura 21 mostra um exemplo da estrate´gia de pa-
ralelizac¸a˜o proposta utilizando 4 threads, onde o frame e´ dividido em
4 partes.
Figura 21 – Ilustrac¸a˜o da abordagem paralela adotada em mt-stmkf.
Este exemplo considera 4 threads, cada uma encarregada de ﬁltrar 1/4
de cada frame.
Para desenvolver a paralelizac¸a˜o foi utilizada a Interface de Pro-
gramac¸a˜o de Aplicativo (Application Programming Interface - API)
chamada Open Multi-Processing (OpenMP) (OpenMP Architecture Review
Board, 2013). O OpenMP permite adicionar diretivas espec´ıﬁcas para
o compilador (compiler diretives), no co´digo original, para determinar
partes do co´digo que devem ser executadas em paralelo (regia˜o para-
lela).
O OpenMP segue um modelo fork-join: a execuc¸a˜o inicia com
uma thread principal (execuc¸a˜o sequencial). Em tempo de execuc¸a˜o,
quando a thread atinge uma regia˜o paralela, o OpenMP cria um con-
junto de novas threads que executara˜o o co´digo da regia˜o em paralelo.
Enta˜o, todas as threads sincronizam ao ﬁnal da regia˜o paralela e a th-
read principal reassume a execuc¸a˜o sequencial do restante do algoritmo.
O OpenMP permite uma implementac¸a˜o da estrate´gia de para-
lelizac¸a˜o descrita acima. Foram adicionadas diretivas de compilador
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#pragma omp parallel for private(i,j), onde i e j sa˜o varia´veis que
operam sobre dois lac¸os for aninhados, sobre a altura e a largura da
imagem, respectivamente, de forma que o stmkf-core e´ executado
em uma regia˜o paralela. Cada bloco da imagem e´ associado a uma
thread que executa o stmkf-core, utilizando seu bloco da imagem
como entrada. A mesma estrate´gia poderia ser aplicada ao ﬁltro blur e
bilateral. No entanto, o OpenCV ja´ implementa paralelismo para estes
ﬁltros e este retrabalho na˜o se faz necessa´rio.
Para fazer uso da paralelizac¸a˜o atrave´s do OpenMP, ao compi-
lar, ale´m das ﬂags do pro´prio OpenCV, foram adicionadas as seguintes
ﬂags de compilac¸a˜o: -fopenmp -O3. A primeira ﬂag ativa o pro´prio
OpenMP, enquanto que a segunda ﬂag habilita otimizac¸o˜es no co´digo
que favorecem o paralelismo.
4.5 IMPLEMENTAC¸A˜O PARA GPU (GPU-STMKF)
As Unidades de Processamento Gra´ﬁco (Graphics Processing
Unit - GPU) sa˜o processadores de muitos nu´cleos (manycore) otimiza-
dos para computac¸a˜o paralela. O seu design e´ focado em processamento
de grande volume de dados por um grande nu´mero de threads. O de-
sign orientado a taxa de vaza˜o (throughput-oriented) prioriza a vaza˜o
(throughput) de um grande nu´mero de threads em relac¸a˜o a threads in-
dividuais, onde o tempo de execuc¸a˜o sera´ potencialmente maior (KIRK;
HWU, 2010).
O desenvolvimento para GPUs requer um linguagem de pro-
gramac¸a˜o paralela espec´ıﬁca, como o CUDA (Compute Uniﬁed Device
Architecture), que e´ espec´ıﬁca para GPUs NVIDIA, e OpenCL (Open
Computing Language), que esta´ dispon´ıvel para uma vasta gama de
processadores e GPUs. No entanto, o desenvolvimento com CUDA ou
OpenCL na˜o e´ trivial, visto que e´ necessa´ria a atenc¸a˜o a detalhes como
sincronizac¸a˜o, transfereˆncia de dados entre GPU e memo´ria principal e
compartilhamento de memo´ria. Convenientemente, o OpenCV dispo-
nibiliza mo´dulos para facilitar a utilizac¸a˜o de GPUs, provendo um con-
trole explicito sobre a transfereˆncia de dados entre a memo´ria principal
(dita memo´ria da CPU) e a memo´ria da GPU. Apesar da necessidade
de algum co´digo adicional para fazer uso da GPU, esta abordagem e´
igualmente ﬂex´ıvel e permite uma computac¸a˜o mais eﬁciente.
Os recursos dispon´ıveis no OpenCV foram utilizados para o de-
senvolvimento da versa˜o para GPU do stmkf (gpu-stmkf). O gpu-
stmkf e´ basicamente uma implementac¸a˜o da func¸a˜o stmkf-core para
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GPU. Aqui tambe´m na˜o se fez necessa´ria a implementac¸a˜o dos ﬁltros
blur e Bilateral para GPU por ja´ estarem dispon´ıveis no OpenCV. No
entanto, alguns passos adicionais sa˜o necessa´rios, a cada novo frame,
para ﬁltrar, no gpu-stmkf:
1. Transferir o frame da memo´ria principal para a memo´ria da GPU.
Este processo e´ conhecido como upload ;
2. Processar o blur, Bilateral e o stmkf-core na GPU;
3. Transferir o frame resultante da memo´ria da GPU de volta para
a memo´ria principal. Este processo e´ conhecido como download.
Em uma primeira implementac¸a˜o do gpu-stmkf, as transfereˆn-
cias entre a memo´ria principal e a GPU e a computac¸a˜o na GPU foram
executadas totalmente de forma s´ıncrona. Ou seja, o frame zk+1 so-
mente e´ transferido para a GPU quando o download do frame Xk for
completado.
Para esconder os tempos das transfereˆncias, foi desenvolvida uma
segunda versa˜o do gpu-stmkf, onde elas ocorrem de forma ass´ıncrona,
atrave´s de CUDA streams. Assim e´ poss´ıvel transferir zk+1 para a GPU
simultaneamente ao processamento de Xk e a transfereˆncia de Xk−1 da
GPU para a memo´ria principal.
A Figura 22 ilustra a diferenc¸a entre as duas implementac¸o˜es
para GPU, onde cada seta representa a transfereˆncia de um frame entre
a memo´ria principal e a GPU. No topo, a primeira implementac¸a˜o, sem
streams. Na base, a segunda implementac¸a˜o, com streams.
4.6 SOBRE AS IMPLEMENTAC¸O˜ES DESENVOLVIDAS
O algoritmo foi modelado, a partir do Filtro de Kalman e Bila-
teral, para reduzir o ru´ıdo em v´ıdeos de maneira eﬁcaz, e desenvolvido,
em suas verso˜es sequencial, paralela e para GPU, para explorar a capa-
cidade dos processadores modernos e alcanc¸ar velocidade de ﬁltragem
compat´ıvel com aplicac¸o˜es de tempo real. Os co´digos de cada uma das
verso˜es esta´ dispon´ıvel, sob os termos da licenc¸a GNU General Public
License, em https://github.com/sergiogenilson/STMKF. Para veriﬁcar
se esta´ de acordo com os objetivos estipulados, experimentos foram re-
alizados, conforme segue.
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Para mostrar as qualidades do stmkf, neste trabalho, considera-
se a avaliac¸a˜o do ﬁltro em termos da qualidade dos v´ıdeos resultantes
(eﬁca´cia) e a velocidade de ﬁltragem (desempenho), nas sec¸o˜es que
seguem, respectivamente.
5.1 EFICA´CIA DO STMKF
Para mensurar a eﬁca´cia do stmkf utilizou-se as me´tricas PSNR
e SSIM, descritas na Sec¸a˜o 2.7. A ana´lise da qualidade do v´ıdeo resul-
tante foi decomposta em treˆs partes: comparac¸a˜o com os ﬁltros de
Kalman e do ﬁltro Bilateral, que compo˜em o stmkf; a ana´lise vi-
sual dos resultados; e a comparac¸a˜o com os demais ﬁltros, descritos
no Cap´ıtulo 3.
De uma forma geral, a ana´lise da qualidade de um ﬁltro requer
que se tenha a imagem sem ru´ıdos, a` qual sera´ comparada a imagem
resultante do ﬁltro. As me´tricas PSNR e SSIM tem isto como requisito.
A inspec¸a˜o visual, por ser subjetiva, na˜o tem a necessidade da imagem
original sem ru´ıdos, mas teˆ-la para comparac¸a˜o e´ interessante. A forma
convencional de se obter este par de imagens se faz pela utilizac¸a˜o
de uma imagem originalmente sem ru´ıdos, a` qual e´ aplicada o ru´ıdo
desejado, seguido do processo de ﬁltragem.
Para o estudo da eﬁca´sia do stmkf aplicou-se, aos v´ıdeos de
refereˆncia, ru´ıdo gaussiano. O ru´ıdo gaussiano e´ o mais utilizado nos
trabalhos correlatos e o seu uso facilita nos comparativos com os demais.
No entanto, o stmkf e´ aplica´vel a qualquer tipo de ru´ıdo que satisfac¸a
as condic¸o˜es para o uso do Δ (o ru´ıdo possui dimensa˜o igual a 1 p´ıxel,
independente dos vizinhos e uniformemente distribu´ıdo), como o ru´ıdo
de disparo.
5.1.1 Comparac¸a˜o do STMKF com os ﬁltros que o compo˜em
A Figura 23 e a Figura 24 apresentam os valores de PSNR
e SSIM, respectivamente, para o stmkf, comparado com o Filtro de
Kalman e o Filtro Bilateral, para cada frame da sequeˆncia Salesman.
A` sequeˆncia original adicionou-se um ru´ıdo Gaussiano de me´dia 0 e
desvio padra˜o σ = 10. Em seguida aplicou-se o ﬁltro. O stmkf supera
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Figura 23 – PSNR para cada um dos frames da sequeˆncia Salesman
com ru´ıdo (σ = 10). PSNR Me´dio= 34,98
os resultados dos ﬁltros Bilateral e de Kalman, mostrando que a fusa˜o
das duas te´cnicas traz resultados melhores. E´ interessante notar que,
pela me´trica PSNR, o Filtro de Kalman, por si so´, estraga a imagem
resultante. No entanto, as suas modiﬁcac¸o˜es e a combinac¸a˜o com o
ﬁltro Bilateral traz resultados melhores em relac¸a˜o aos ﬁltros originais.
5.1.2 Ana´lise visual dos resultados
Para uma ana´lise visual dos resultados do stmkf, a Figura 25
mostra o resultado do STMKF para o 25o frame da sequeˆncia Salesman,
com σ = 10. No topo, o frame original, o frame com ru´ıdo e o frame
resultante do Filtro Bilateral. Na base, o frame resultante do Filtro
de Kalman, o frame resultante do stmkf e o mapa Kk . O mapa
Kk mostra que o paraˆmetro Kk varia de acordo com as regio˜es com
(mais claras) e sem (mais escuras) movimento. Nas regio˜es mais claras,
o Filtro Bilateral recebe um peso maior. Nas regio˜es mais escuras, o
Filtro de Kalman recebe um peso maior.
E´ observa´vel na Figura 25 que o stmkf consegue reunir as qua-
lidades do ﬁltro Bilateral e do ﬁltro de Kalman, deixando as superf´ıcies
uniformes da imagem mais homogeˆneas e mantendo a qualidade das
bordas, mesmo nos objetos em movimento.
Um fator visualmente importante ao se ﬁltrar uma imagem,
65
Figura 24 – SSIM para cada um dos frames da sequeˆncia Salesman com
ru´ıdo (σ = 10). SSIM Me´dio = 0.930
Figura 25 – Resultados do stmkf para a sequeˆncia Salesman com ru´ıdo
Gaussiano com desvio padra˜o σ = 10. Topo: frame original, frame com
ru´ıdo e frame com ﬁltro bilateral. Base: frame com o ﬁltro de Kalman,
frame com STMKF e o mapa de Kk
tanto para visa˜o humana quanto para a visa˜o computacional, e´ a qua-
lidade das bordas na imagem. O ru´ıdo tende a deteriorar as bordas.
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A Figura 26 mostra o detector de bordas Canny aplicados sobre um
frame original da sequeˆncia Salesman, ao lado de um frame ruidoso e
outro com o stmkf aplicado. Pode-se observar que o stmkf fez com
que as bordas do frame ﬁltrado se aproximassem das bordas detectadas
no frame original.
Figura 26 – Comparac¸a˜o da detecc¸a˜o de bordas Canny. Topo: frame
original, frame com ru´ıdo e frame ﬁltrado pelo stmkf. Base: Canny do
frame original, Canny do frame com ru´ıdo e Canny do frame ﬁltrado
pelo stmkf
5.1.3 Comparativo do STMKF com os demais ﬁltros
Para um comparativo com os demais ﬁltros apresentados no
Cap´ıtulo 3, o stmkf foi aplicado sobre diversos v´ıdeos comuns na lite-
ratura e dispon´ıveis em diversos reposito´rios.
A Tabela 3 mostra os resultados em termos de PSNR. A cada
sequeˆncia original adicionou-se um ru´ıdo Gaussiano de me´dia 0 e desvio
padra˜o σ = 10 ou σ = 20. Os resultados sa˜o comparados com os algo-
ritmos 3D Rational (COCCHIA; CARRATO; RAMPONI, 1997), 3D KNN
(ZLOKOLICA; PHILIPS; VILLE, 2002), Pizurica (PIZURICA; ZLOKOLICA;
PHILIPS, 2004) e IFSM (RAHMAN; AHMAD; SWAMY, 2007). Pode-se
observar que o stmkf supera os demais ﬁltros para as sequeˆncias Sa-
lesman e Football. Nas sequeˆncias Tenis e Coastguard o stmkf ﬁca
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atra´s apenas do IFSM.
Tabela 3 – Resultados em PSNR comparados com outros algoritmos.
Dados para 3D KNN, Pizurica e IFSM foram extra´ıdos de Rahman,
Ahmad e Swamy (2007).
Sequeˆncia σ 3D Rational 3D KNN Pizurica IFSM STMKF
Tenis 10 29.86 29.14 30.76 32.05 31.15
Salesman 10 31.65 32.13 34.11 34.41 35.24
Coastguard 20 27.23 26.62 27.42 28.40 27.55
Football 20 26.39 24.95 26.62 27.06 27.78
A Figura 27 tambe´m mostra os resultados em termos de PSNR,
no entanto, a cada sequeˆncia adicionou-se ru´ıdo Gaussiano de me´dia 0 e
desvio padra˜o σ de modo que o PSNR dos frames ruidosos fosse 24 e 28
(Input PSNR [dB]). Os resultados sa˜o comparados com os algoritmos
STA (BOULANGER; KERVRANN; BOUTHEMY, 2007), VBM3D (DABOV;
FOI; EGIAZARIAN, 2007), K-SVD (PROTTER; ELAD, 2009), 3D-Patch
(LI; ZHENG, 2009), ST-GSM (VARGHESE; WANG, 2010) e DNLM (HAN;
CHEN, 2012). Estes ﬁltros compo˜em o estado da arte em qualidade
e observa-se que os resultados do stmkf esta˜o pro´ximos aos demais
resultados, mas na˜o os supera. Os valores exatos que compo˜em o gra´ﬁco
da Figura 27 podem ser encontrados na Tabela 7 do Apeˆndice A.
A Figura 28 mostra os resultados experimentais em termos de
SSIM. A cada sequeˆncia original adicionou-se um ru´ıdo Gaussiano de
me´dia 0 e desvio padra˜o σ = 10, 15 e 20. Os resultados do stmkf sa˜o
comparados com os algoritmos WRSTF (ZLOKOLICA; PIZURICA; PHI-
LIPS, 2006), SEQWT (PIZURICA; ZLOKOLICA; PHILIPS, 2003), 3DWTF
(SELESNICK; LI, 2003), IFSM (RAHMAN; AHMAD; SWAMY, 2007),
3DSWCDT (RUSANOVSKYY; EGIAZARIAN, 2005), VBM3D (DABOV;
FOI; EGIAZARIAN, 2007), ST-GSM (VARGHESE; WANG, 2010) e DNLM
(HAN; CHEN, 2012). Por esta me´trica observa-se que o stmkf se equi-
para a alguns ﬁltros, vence em alguns casos e perde em outros. Os
valores exatos que compo˜em o gra´ﬁco da Figura 28 podem ser encon-
trados na Tabela 8 do Apeˆndice A.
De uma forma geral, o stmkf e´ competitivo com diversos outros
ﬁltros encontrados na literatura para ambas as me´tricas, especialmente
para v´ıdeos com a imagem de fundo esta´ticas. A sequeˆncia Salesman
e´ um exemplo de caso onde o stmkf se sobressai em relac¸a˜o relac¸a˜o a
maioria dos ﬁltros, ﬁcando bastante pro´ximo aos ﬁltros que representam
o estado da arte, na me´trica SSIM. Pela me´trica PSNR, o stmkf se
distancia um pouco dos resultados dos ﬁltros do estado da arte, mas
ainda com resultados satisfato´rios.
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Figura 27 – Resultados em termos de PSNR comparados com outros
trabalhos. Dados dos algoritmos STA, VBM3D, K-SVD, 3D-Pach,
















































































Para v´ıdeos onde ha´ movimento em muitas regio˜es, como o caso
da sequeˆncia Garden, o stmkf e´ superados pelos demais ﬁltros. O prin-
cipal motivo deste fato sa˜o as te´cnicas de detecc¸a˜o e/ou compensac¸a˜o
de movimento. Como mencionado anteriormente, estas te´cnicas au-
mentam a complexidade do algoritmo ao mesmo tempo que melhoram
os resultados. No entanto, o resultado depende de qua˜o bem estas
te´cnicas podem estimar o movimento. A sequeˆncia Football, por exem-
plo, possui muitas a´reas com movimento e o stmkf consegue resultados
melhores que os ﬁltros 3D KNN, Pizurica e IFSM. Neste caso espec´ıﬁco,
o movimento na˜o pode ser predito com facilidade, diﬁcultando sua es-
timativa e/ou compensac¸a˜o destas outras te´cnicas.
Os resultados se apresentam diferentes nas duas me´tricas devido
as caracter´ısticas das me´tricas discutidas na Sec¸a˜o 2.7. Assim, a qua-
lidade do v´ıdeo observado pode divergir da qualidade mensurada pelas
me´tricas.
E´ importante notar que a qualidade dos resultados obtidos com
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Figura 28 – Resultados em termos de SSIM comparados com outros
trabalhos. Dados dos algoritmos WRSTF, SEQWT, 3DWTF, IFSM,

































































































































o stmkf depende da escolha adequada do paraˆmetro Q. Um valor para
Q que maximize o PSNR na˜o necessariamente maximiza o SSIM. De
forma ana´loga, um valor de Q que maximize os resultados para uma
sequeˆncia espec´ıﬁca na˜o necessariamente maximiza os resultados para
outra sequeˆncia.
O propo´sito do stmkf na˜o e´ prover somente o melhor resultado,
mas sim ser um ﬁltro eﬁcaz dentro das restric¸o˜es de tempo. A avaliac¸a˜o
da performance temporal e´ realizada na Sec¸a˜o a seguir.
5.2 AVALIAC¸A˜O DO DESEMPENHO
Nesta sec¸a˜o sera´ avaliada a performance das implementac¸o˜es pa-
ralelas do stmkf em processadores multicore e GPUs. Inicialmente
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sera˜o descritas as plataformas e as resoluc¸o˜es de v´ıdeos utilizadas nos
experimentos. Em seguida, sera˜o discutidos os resultados obtidos com
o mt-stmkf (em multicores) e o gpu-stmkf (em GPUs).
5.2.1 Plataformas e Resoluc¸o˜es dos Vı´deos
O desempenho das implementac¸o˜es do stmkf foram avaliadas
em quatro plataformas. Estes processadores representam treˆs diferen-
tes classes: processadores de propo´sito geral (Intel i7), processadores
embarcados (ARM Cortex-A7) e processadores manycores (GPUs). Os
processadores ARM sa˜o comumente encontrados em sistemas embarca-
dos. No contexto de processamento de imagens em tempo real, sistemas
embarcados tem se tornado muito relevantes, com diversas aplicac¸o˜es,
incluindo dispositivos porta´teis, caˆmeras inteligentes e robo´tica (JUNG;
SUKHATME, 2004; WOLF; OZER; LV, 2002). A Tabela 4 apresenta as
principais especiﬁcac¸o˜es de cada um dos processadores considerados.
Tabela 4 – Especiﬁcac¸a˜o das plataformas paralelas.
Tipo Modelo Cores Clock Memo´ria SO
CPU
Intel Core i7-4710MQ 4 + HT 2.5 GHz 16 GB Ubuntu 15.04
ARM Cortex-A7 4 900 MHz 1 GB Raspbian 7
GPU
NVIDIA Tesla K40 2, 880 745 MHz 12 GB Ubuntu 14.04.3
NVIDIA GeForce GTX 850M 640 876 MHz 2 GB Ubuntu 15.04
Considerando que o processador Intel i7 possui Hyper-Threading
Technology (HT), para este processador, nos experimentos foram uti-
lizados ate´ 8 threads (um para cada nu´cleo virtual). Para o processa-
dor ARM Cortex-A7, no entanto, o nu´mero de threads foi limitado ao
nu´mero de nu´cleos f´ısicos (4 nu´cleos). Para as GPUs, foram utilizados
todos os nu´cleos dispon´ıveis.
Para avaliar o desempenho destas plataformas foram utilizados
diversos v´ıdeos. Como o objetivo desta Sec¸a˜o e´ avaliar a velocidade
do stmkf, a principal caracter´ıstica a ser observada e´ o tamanho do
v´ıdeo. Assim, foram produzidos cinco v´ıdeos nas dimenso˜es comumente
encontradas atualmente. A Tabela 5 apresenta as resoluc¸o˜es dos v´ıdeos
utilizados nos experimentos.
Todos os resultados apresentados nas pro´ximas subsec¸o˜es foram
computados baseados nos tempos me´dios calculados a partir de 30
execuc¸o˜es e apresentam um n´ıvel de conﬁanc¸a estat´ıstica de 95% na
distribuic¸a˜o t de Student e um erro relativo ma´ximo de 0,7%.
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Tabela 5 – Especiﬁcac¸a˜o das resoluc¸o˜es dos v´ıdeos.
Resoluc¸a˜o Dimenso˜es (px) Nu´mero de p´ıxeis
240p 240× 360 86.400
480p 480× 720 345.600 ou ∼0.3MP
720p ou HD 720× 1.280 921.600 ou ∼0.9MP
1080p ou FullHD 1.080× 1.920 2.073.600 ou ∼2MP
4k 2.160× 3.840 8.294.400 ou ∼8MP
5.2.2 Resultados para Versa˜o Sequencial
O algoritmo proposto foi implementado em C++ e utiliza o
OpenCV, como descrito anteriormente. Utilizando o computador com
o Intel i7 e destinando-se apenas uma thread ao stmkf, para remover
o ru´ıdo de Salesman com 352 x 288 e 50 frames sa˜o necessa´rios aproxi-
madamente 220 milissegundos. O algoritmo VBM3D, que possui uma
implementac¸a˜o em Matlab fornecida pelo autor atrave´s do seu website,
tambe´m foi executado na mesma ma´quina para a mesma sequeˆncia, e
foram necessa´rios 11.1 segundos para remover o ru´ıdo (50,4 vezes mais
lento).
Embora a comparac¸a˜o entre os tempos dos algoritmos utilizando
linguagens e/ou ma´quinas diferentes na˜o seja, nem de perto, a ideal,
ha´ uma grande diﬁculdade de se conseguir os demais algoritmos, pois a
maioria dos autores na˜o os disponibiliza. Assim, a Tabela 6 mostra um
comparativo do tempo de execuc¸a˜o, por frame, de va´rios algoritmos. Os
tempos listados na primeira sec¸a˜o da Tabela sa˜o os tempos anunciados
pelos pro´prios autores dos respectivos algoritmos. Cada autor utilizou
uma ma´quina diferente e linguagens de programac¸a˜o diferentes. Na se-
gunda sec¸a˜o da Tabela, esta˜o listados os tempos apresentados por outro
autor. Na terceira sec¸a˜o, os tempos obtidos por co´digos disponibiliza-
dos pelos autores, executados no Intel i7. Para ﬁns de comparac¸a˜o, o
stmkf foi executado em uma u´nica thread do processador Intel i7 e em
uma u´nica thread no processador ARM Cortex-A7.
Visto que, mesmo no processador ARM Cortex-A7, cujo foco
e´ economia de energia em detrimento ao desempenho, o stmkf e´ 7×
mais ra´pido que os tempos anunciados pelos demais autores, e´ poss´ıvel
se extrair da Tabela 6 um indicativo de que o stmkf seja efetivamente
mais ra´pido do que os demais. Comparando o desempenho dos algo-
ritmos IFSM, VBM3D e stmkf sob o Intel i7, o stmkf se mostrou
55.5× mais ra´pido que o VBM3D e 15.25× mais ra´pido que o IFSM.
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No entanto, devido as diferenc¸as de linguagens e sistemas operacionais,
isto na˜o pode ser tomado como uma verdade absoluta.
Tabela 6 – Tempo de processamento para diversos algoritmos, fornecido







ST-GSM 120s 352× 288 MATLAB, Intel 2.4GHz
STA 60s 384× 228 8x3 GHz
3D-Patch 1s 352× 288 MATLAB/C
WRSTF 0.7s 352× 288 C++, Linux, Athlon64, 2.4GHz
K-SVD 5-120s 360× 280 MATLAB, Pentium, 2.4GHz
VBM3D 0.7s 352× 288 MATLAB/C, Core solo, 1.8GHz
DNLM 200s 176× 144 MATLAB, Intel 2x2GHz
SEQWT1 0.814s 352× 288 C++, Athlon64, 2.4GHz
WRSTF1 0.866s 352× 288 C++, Athlon64, 2.4GHz
IFSM2 0.061s 352× 240 MATLAB, i7-4710mq, 2.5GHz
VBM3D3 0.222s 352× 288 MATLAB, i7-4710mq, 2.5GHz
STMFK
0.004s 352× 288 C++, Linux, i7-4710mq, 2.5GHz
0.1s 352× 288 C++, Linux, ARM Cortex-A7, 900MHz
A Figura 29 mostra o tempo requerido pelo stmkf para proces-
sar um frame, utilizando uma thread do Intel i7, para os diversos v´ıdeos
da Tabela 5. Pode se observar que o tempo aumenta linearmente com
o nu´mero de p´ıxels, conforme o esperado para um algoritmo com com-
plexidade O(n).
5.2.3 Resultados para Processadores Multicore
O desempenho do mt-stmkf foi analisado nos dois processadores
multicore apresentados na Subsec¸a˜o 5.2.1 (Intel i7 e ARM Cortex-A7).
Para avaliar o desempenho foram avaliadas as me´tricas speedup e frame
rate.
A me´trica frame rate e´ a frequeˆncia com a qual um algoritmo
processa quadros (frames) consecutivos e e´ expressado em frames por
segundo (FPS).
1Resultados disponibilizados por Zlokolica, Pizurica e Philips (2006)
2Co´digo fonte dispon´ıvel em http://teacher.buet.ac.bd/mahbubur/resources/
TCSVT_prog.rar
3Co´digo fonte dispon´ıvel em http://www.cs.tut.fi/~foi/GCF-BM3D/index.html
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Figura 29 – Tempo necessa´rio para processar um frame, para diversas
resoluc¸o˜es



























A me´trica speedup, por outro lado, representa a raza˜o entre o
tempo de execuc¸a˜o da versa˜o sequencial e a versa˜o multicore, com um
nu´mero espec´ıﬁco de threads. E´ importante salientar que o ma´ximo spe-
edup obtido por uma soluc¸a˜o paralela e´ limitado a` porc¸a˜o do co´digo que
efetivamente pode ser paralelizado. Ou seja, no melhor caso, quando
100% do co´digo sequencial e´ paralelizado, o speedup cresce linearmente
com o nu´mero de nu´cleos f´ısicos. No entanto, uma escalabilidade linear
e´ diﬁcilmente alcanc¸ada, visto que a maioria das soluc¸o˜es paralelas con-
tam com porc¸o˜es de co´digo sequencial.
A Figura 30 apresenta o speedup da versa˜o paralela do ﬁltro
Bilateral e do stmkf-core ao ﬁltrar um v´ıdeo 4K em um processador
Intel i7. E´ apresentado, tambe´m, o speedup do mt-stmkf como um
todo.
Como pode ser observado, o ﬁltro Bilateral, que e´ paralelizado
pelo OpenCV, apresenta escalabilidade pior do que a implementac¸a˜o do
stmkf-core. O mt-stmkf, que inclui a versa˜o paralela do Bilateral
e do stmkf-core, apresenta uma escalabilidade um pouco inferior ao
Bilateral e o stmkf-core individualmente. Este comportamento e´
esperado e as principais razo˜es sa˜o treˆs:
1. mt-stmkf possui dependeˆncias (como o ﬁltro Bilateral e o blur,
por exemplo) que precisam ser computadas antes do stmkf-
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Figura 30 – Escalabilidade do mt-stmkf versus as verso˜es paralelas
do ﬁltro Bilateral e stmkf-core para um video com resoluc¸a˜o 4K no
processador Intel i7.
















2. existem porc¸o˜es do mt-stmkf que na˜o podem ser paralelizadas;
3. a implementac¸a˜o do ﬁltro blur em paralelo, pelo OpenCV, na˜o
traz ganhos de desempenho em relac¸a˜o a versa˜o sequencial.
A Figura 31 apresenta o speedup e a Figura 32 apresenta o FPS,
ambos obtidos pelo mt-stmkf variando-se o nu´mero de threads e a
resoluc¸a˜o dos v´ıdeos, nos processadores Intel i7 e ARM Cortex-A7.
Na˜o foram inclu´ıdos os v´ıdeos com resoluc¸a˜o 240p nos resultados do
Intel i7 devido a pouca computac¸a˜o exigida para este processador. De
forma ana´loga, os resultados para os v´ıdeos com resoluc¸a˜o 4K na˜o esta˜o
inclu´ıdos, devido a grande quantidade de computac¸a˜o exigida, para os
processadores ARM Cortex-A7.
De uma forma geral, o mt-stmkf apresentou um speedup signi-
ﬁcante quando aumenta-se o nu´mero de threads. O mt-stmkf atingiu
um speedup de 2.9× utilizando oito threads no processador Intel i7.
De forma similar, o mt-stmkf atingiu um speedup de 2.3× utilizando
quatro threads no processador ARM Cortex-A7.
Apesar dos dois processadores apresentarem speedups signiﬁca-
tivos e similares, ha´ uma considera´vel diferenc¸a no que diz respeito ao
FPS, devido aos diferentes propo´sitos de cada processador. Com o Intel
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Figura 31 – Speedup do mt-stmkf em processadores multicore, vari-
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Núm. de threads
Figura 32 – FPS do mt-stmkf em processadores multicore, variando
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i7, o mt-stmkf atingiu um ma´ximo de 138 FPS para v´ıdeos 480p e um
ma´ximo de 7.8 FPS para v´ıdeos 4K. Ja´ no ARM Cortex-A7, cujo foco e´
mais voltado ao consumo de energia do que desempenho, o mt-stmkf
atingiu 18 FPS para v´ıdeos 240p e 1.3 FPS para v´ıdeos 1080p.
5.2.4 Resultados para GPUs
O desempenho da implementac¸a˜o do stmkf para GPU (gpu-
stmkf) foi avaliada nas duas GPUs apresentadas na Subsec¸a˜o 5.2.1
(GeForce GTX e Tesla K40). De uma forma geral, sa˜o conhecidas
pela sua elevada capacidade de processamento de imagens em tempo
real (SEILLER; SINGHAL; PARK, 2010; PAUWELS et al., 2012). Assim,
espera-se um ganho de desempenho considera´vel comparado a proces-
sadores multicore.
A Figura 33 apresenta o resultado obtido por ambas as GPUs,
para diversas resoluc¸o˜es de v´ıdeos. Conforme exposto na Sec¸a˜o 4.5,
a primeira implementac¸a˜o de gpu-stmkf (chamada de No-S na Fi-
gura 33) faz transfereˆncias s´ıncronas de dados entre a memo´ria prin-
cipal e a GPU. A desvantagem desta abordagem e´ que um quadro
somente pode ser transferido para ser processado quando o quadro an-
terior ja´ tiver retornado da GPU. A segunda implementac¸a˜o de gpu-
stmkf (chamada de S na Figura 33) e´ uma melhoria do primeiro, onde
as transfereˆncias de dados entre o hospedeiro e a GPU ocorrem simul-
taneamente com os processamentos na GPU, atrave´s de transfereˆncias
de dados ass´ıncronas utilizando CUDA Streams.
O gpu-stmkf com CUDA Streams (S), como se espera, resulta
em um desempenho superior, em relac¸a˜o a versa˜o s´ıncrona (No-S), em
ambas as GPUs. Usando a resoluc¸a˜o 480p como exemplo, o FPS subiu
de 279 para 1.044 na Tesla K40 e de 229 para 398 na GeForce GTX.
Ou seja, houve um aumento de desempenho de 3, 7× e 1, 7× na Tesla
K40 e na GeForce GTX, respectivamente. Ao aumentar a resoluc¸a˜o,
no entanto, e´ poss´ıvel observar que o ganho de desempenho do gpu-
stmkf com CUDA Streams reduz. Na resoluc¸a˜o de v´ıdeo ma´xima (4K)
e´ observado um ganho de desempenho de 1, 8× e 1, 2× na Tesla K40 e
na GeForce GTX, respectivamente.
Vale observar que o ganho de desempenho do gpu-stmkf com
CUDA Streams e´ signiﬁcativamente maior na Tesla K40 para todos os
v´ıdeos testados. Isto se deve ao fato de que a Tesla K40 possui um
poder de processamento1 aproximadamente 4× maior que a GeForce
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GTX. Em outras palavras, cada frame necessita aproximadamente
4× menos tempo para ser computado por gpu-stmkf na Tesla K40
do que na GeForce GTX. Devido a isto, para a versa˜o s´ıncrona do
gpu-stmkf (No-S), a raza˜o entre o tempo gasto nas transfereˆncias de
dados entre o hospedeiro e a GPU e o tempo gasto na computac¸a˜o, na
GPU, e´ muito maior na Tesla K40 do que na GeForce GTX. Assim,
os benef´ıcios da transfereˆncia de dados ass´ıncrona com CUDA Streams
sa˜o mais expressivos na Tesla K40.
Considerando ambas as abordagens, qualidade e velocidade, o
stmkf se posiciona de forma satisfato´ria entre as duas. Apesar da
diﬁculdade imposta pela na˜o disponibilizac¸a˜o dos demais algoritmos
para uma avaliac¸a˜o mais precisa, a Figura 34 mostra a distribuic¸a˜o dos
ﬁltros relacionando a qualidade e a velocidade, de forma meramente
ilustrativa, mostra onde o stmkf se posiciona em relac¸a˜o aos demais.
O stmkf cumpre assim os seus objetivos, apresentando-se ra´pido
ao cumprir as limitac¸o˜es temporais e eﬁcaz ao oferecer qualidade nos
v´ıdeos resultantes pro´xima aos ﬁltros que compo˜em o estado da arte.
1O poder de processamento de uma GPU e´ comumente medido pelo nu´mero de
operac¸o˜es em ponto ﬂutuante que podem ser computadas em um segundo (Floating-
point Operations Per Second - FLOPS).
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Este trabalho apresentou um ﬁltro para reduc¸a˜o de ru´ıdos em
tempo real, com resultados qualitativos satisfato´rios. O ﬁltro stmkf
desenvolvido mostrou-se competitivo em relac¸a˜o aos me´todos atuais de
ﬁltragem, em relac¸a˜o a qualidade da imagem resultante e mostrou-se
mais ra´pido que os demais ﬁltros.
O stmkf demonstrou ser capaz de reduzir o ru´ıdo gaussiano e de
disparo em v´ıdeo que atrapalham a visa˜o computacional e que tambe´m
degradam a experieˆncia do ser humano ao assistir um v´ıdeo, mantendo
tambe´m as bordas e detalhes da imagem, especialmente em v´ıdeos com
pouco movimento. Com a ponderac¸a˜o entre o Filtro Bilateral (que
predomina sobre regio˜es com movimento) e o Filtro de Kalman (que
predomina em regio˜es sem movimento), e dos aprimoramentos no ﬁltro
de Kalman para v´ıdeos, o stmkf mostrou-se um ﬁltro mais elaborado
em relac¸a˜o as duas te´cnicas.
Com a capacidade de ﬁltrar mais de 180 frames por segundo
(FPS) de um v´ıdeo FullHD (1080p) em GPU ou entre 29 e 30 FPS de
um v´ıdeo FullHD em uma CPU de notebook, o stmkf se demonstrou
via´vel em tempo real. O uso de processadores multi-nucleados e GPUs,
atrave´s de APIs de programac¸a˜o paralela, como o OpenMP e o CUDA,
aumenta enormemente o desempenho do ﬁltro.
Os resultados do stmkf se degradam com o aumento da quan-
tidade de movimento no v´ıdeo, afastando o stmkf dos resultados do
conjunto de ﬁltros que formam o estado da arte em remoc¸a˜o de ru´ıdo
em v´ıdeos. No entanto, os resultados esta˜o pro´ximos dos demais ﬁltros
de tempo real. O stmkf e´ adequado para v´ıdeos em que o background
e´ esta´tico e os seus resultados sa˜o mais expressivos sempre que houver
pouco movimento.
A indisponibilidade dos algoritmos dos outros autores diﬁculta
a comparac¸a˜o entre algoritmos deste geˆnero. Vale notar, tambe´m, que
na˜o ha´ na literatura uma padronizac¸a˜o nos v´ıdeos a serem utilizados
em experimentos deste tipo. Os v´ıdeos referenciados pela literatura
esta˜o espalhados por diversos reposito´rios e com qualidade inapropri-
ada. Muitas vezes (quase sempre), a cada reposito´rio em que um de-
terminado v´ıdeo e´ encontrado, um ru´ıdo diferente (em intensidade ou
tipo) o contamina. Ou seja, mesmo se utilizando um v´ıdeo que supos-
tamente e´ o mesmo, os resultados obtidos atrave´s das me´tricas sera˜o
distintos.
De uma maneira geral, pode-se aﬁrmar que o algoritmo proposto
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atende de forma satisfato´ria uma ampla quantidade de v´ıdeos, especi-
almente em certos tipos de transmisso˜es ao vivo (fundo esta´tico, como
telejornais, por exemplo), em v´ıdeo-confereˆncias, robo´tica e monitora-
mento de ambientes.
6.1 TRABALHOS FUTUROS
Algumas poss´ıveis melhorias podem ser elencadas para o stmkf:
Melhoria na estimativa de Δ: neste trabalho foi utilizado a dife-
renc¸a entre dois frames consecutivos com blur para calcular Δ. E´
muito prova´vel que existam valores melhores para Δ. Apesar de
potencialmente degradar a velocidade do ﬁltro, uma possibilidade
e´ o uso de algoritmos de detecc¸a˜o de movimento para calcular Δ.
Matrizes como varia´veis do ﬁltro de Kalman: o ﬁltro de Kalman
e´ deveras complexo e neste trabalho fora utilizado de forma sim-
pliﬁcada. As simpliﬁcac¸o˜es feitas no ﬁltro de Kalman podem
reduzir a qualidade do resultado que este pode apresentar. A
versa˜o do ﬁltro de Kalman utilizado neste trabalho assume que
suas varia´veis e paraˆmetros sejam valores nume´ricos. No entanto,
a utilizac¸a˜o de sua forma matricial pode melhorar os resultados.
A complexidade do algoritmo tambe´m deve aumentar.
Escolha automatizada de Q: a escolha adequada de Q, de forma
automatizada, ainda e´ um problema em aberto no stmkf. O va-
lor de Q ainda precisa ser escolhido pelo usua´rio e depende prin-
cipalmente da quantidade de movimento no v´ıdeo. E´ poss´ıvel que
exista alguma func¸a˜o f(Kk) capaz de propiciar valores aceita´veis
para Q.
Avaliac¸a˜o do desempenho em many-cores: o stmkf foi testado
em processadores multi-cores e em GPUs. E´ de interesse a ava-
liac¸a˜o do desempenho em many-cores de baixo consumo de ener-
gia como o Mellanox TILE-Gx72 e o Kalray MPPA-256.
Divisa˜o de tarefas para processadores multi-core: a versa˜o mul-
ti-core mt-stmkf divide cada frame do v´ıdeo de forma que um
bloco e´ destinado a cada thread. Abordagens distintas podem
resultar em um algoritmo mais ra´pido, ja´ que pode otimizar o
acesso de cada thread a memo´ria.
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APEˆNDICE A -- Resultados Complementares
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Tabela 7 – Resultados em termos de PSNR comparados com outros
trabalhos. Dados dos algoritmos STA, VBM3D, K-SVD, 3D-Pach,













































28 35.13 38.79 37.91 39.26 37.93 35.22 35.24
24 32.60 36.07 35.59 36.35 35.17 32.73 32.74
Garden 28 31.33 32.51 32.13 - - 31.28 25.44
MissA 28 39.39 41.64 40.49 40.23 41.43 39.70 37.63
Suzie
28 37.07 38.16 37.96 38.40 38.36 37.22 34.11
24 35.11 36.24 35.95 36.32 36.21 35.25 31.53
Trevor
28 36.68 38.17 38.10 38.31 37.17 36.46 34.33
24 34.79 35.82 35.97 35.81 34.68 34.51 31.42
Foreman
28 34.94 37.27 37.86 36.88 36.85 36.19 32.41
24 32.90 35.19 35.86 34.55 34.37 34.06 29.87
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Tabela 8 – Resultados em termos de SSIM comparados com outros
trabalhos. Dados dos algoritmos WRSTF, SEQWT, 3DWTF, IFSM,















































10 0.914 - - 0.886 0.932 0.935 0.937 0.946 0.885
15 0.877 - - 0.836 0.907 0.917 0.917 0.929 0.829
20 0.841 - - 0.793 0.884 0.903 0.901 0.913 0.794
Salesman
10 0.932 0.900 0.923 0.904 0.955 0.960 0.960 0.931 0.955
15 0.901 0.846 0.903 0.851 0.930 0.945 0.941 0.889 0.935
20 0.868 0.796 0.882 0.801 0.905 0.925 0.923 0.849 0.916
MissA
10 0.905 - - 0.904 0.946 0.947 0.952 0.964 0.937
15 0.877 - - 0.857 0.928 0.939 0.943 0.951 0.899
20 0.846 - - 0.812 0.909 0.933 0.936 0.939 0.854
Tennis
10 0.897 0.842 0.856 0.855 0.894 0.901 0.894 0.856 0.849
15 0.839 0.722 0.793 0.776 0.834 0.847 0.841 0.795 0.793
20 0.790 0.716 0.740 0.709 0.709 0.800 0.797 0.758 0.735
Garden
10 0.953 0.941 0.909 0.927 0.959 0.962 0.950 0.947 0.901
15 0.922 0.893 0.872 0.882 0.931 0.940 0.925 0.906 0.857
20 0.889 0.842 0.840 0.837 0.900 0.916 0.900 0.865 0.804
Football
10 - - - 0.884 0.911 0.923 0.913 0.891 0.885
15 - - - 0.813 0.851 0.874 0.865 0.838 0.830
20 - - - 0.749 0.801 0.822 0.820 0.795 0.773
