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Abstract: Color retinal images play an important role in supporting a medical diagnosis. However, some retinal images are unsuitable for diagnosis due to the non-uniform 
illumination. In order to solve this problem, we propose a method for improving non-uniform illumination that can enhance the image quality of a color fundus photograph suitable 
for reliable visual diagnosis. Firstly, a hidden anatomical structure in dark regions of the retinal images is revealed by improving the image luminosity with gamma correction. 
Secondly, multi-scale tone manipulation is then used to adjust the image contrast in the lightness channel of L*a*b* color space. Finally, color balance is adjusted by specifying 
the image brightness based on Hubbard’s specification. The performance of the applied method has been evaluated against the data from the DIARETDB1 dataset. The results 
obtained show that the proposed algorithm performs well for correcting the non-uniform illumination of color retinal images. 
 





According to the World Health Organization, eye 
diseases such as age-related macular degeneration (AMD), 
cataract, and glaucoma are the main cause of blindness in the 
elderly worldwide [1, 2]. Most current diagnostic systems are 
based on color retinal photography. However, the image may 
be unsatisfactory for diagnosis due to their low quality 
caused by camera properties, non-uniform illumination, and 
the experience of photographers [3]. Consequently, image 
enhancement algorithms are widely used to improve the 
image quality to provide better visibility of retinal anatomical 
structures. 
Histogram equalization (HE) is a common contrast 
enhancement technique which utilizes the cumulative 
distribution function (CDF) of the input image for stretching 
the dynamic range of intensity levels. The main drawback of 
HE is that it tends to shift the mean intensity value to the 
middle of the dynamic range. In some cases, HE provides the 
results over enhancement or unnatural appearance. To 
overcome the mentioned drawback, various methods 
including BPHEME [4], BPDHE [5], and BPDFHE [6] are 
proposed to preserve image brightness. However, those 
algorithms are not appropriate when the input image is 
underexposed or overexposed because they provide output 
images with a mean brightness close to the input and some 
results in a manner unsuitable for human perception. 
Recently, image enhancement based on luminosity and 
contrast adjustment (LCA) [7], which augments HE, has been 
designed for a color retinal image. The first part of LCA 
creates a luminance gain matrix by correcting the gamma 
value of the value channel, V, in the hue-saturation-value 
(HSV) color space, and it uses the gain value to enhance the 
intensity of R, G, and B channels. In the second part, the 
contrast is improved by converting the enhanced image to the 
L*a*b color space and applying  CLAHE [8] to adjust the local 
contrast of the luminance L with the number of tiles and clip 
limit equal to 8×8 and 0.01, respectively. LCA could handle 
the contrast enhancement, but neglects the color balance.  
In 2016, Dai et al. [9] proposed retinal fundus image 
enhancement by using normalized convolution and noise 
removal (NCNR). The original image is used to extract the 
information in the background image by employing a 
normalized convolution filter [10].  The difference between 
the original image and the background image is then 
multiplied by a contrast factor and recombined with the 
original image in order to increase the image contrast. 
Finally, the fourth order PDEs [11] and a relaxed median 
filter [12] are applied to reduce noise in the image. Although 
this technique enhances detailed information by increasing 
the image contrast, especially in the vessel areas, the color 
balance of the output image is not proper for human 
perception and the NCNR method is time consuming. 
The contrast enhancement methods, as described above, 
usually provide results in unnatural looks and unpleasing 
color balance. Motivated and inspired by the findings 
published in [13], Hubbard et al. analyzed brightness, 
contrast, and color balance of digital images compared to 
film retinal images in the AREDS reading center for the 
AMD screening. They divided 256 intensity levels into 16 
scales, and defined the brightness at the peaks of each color 
channel to 12/16, 6/16, and 2/16 for red (R), green (G), and 
blue (B), respectively. Results in the color balance yielded at 
the band ratios of G/R = 0.5 and B/R = 0.17.  
In this paper, we propose an improvement of the 
previously discussed methods to increase the visibility of a 
hidden anatomical structure in dark regions for non-uniform 
illumination retinal images. Gamma correction is firstly used 
to improve image luminosity. The image contrast is then 
enhanced by applying multi-scale tone manipulation, and 
finally, color balance is adjusted by specifying the image 
brightness based on Hubbard’s model. 
The performance of the proposed method was evaluated 
by using the publicly available datasets, the Diabetic 
Retinopathy Database (DIARETDB1) [14]. The 
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DIARETDB1 dataset, acquired by Kauppi et al. [14], 
consists of 89 color retinal images. The images were taken 
with a 50° ﬁeld of view with the size of 1500×1152 pixels 
and stored in a 24-bit PNG format.  
The results demonstrate that the proposed algorithm 
performs well in non-uniform illumination image 
enhancement. Images processed by our method have better 
visual quality and are better suited to human visual 
perception than those processed by NCNR and LCA. This 
will allow ophthalmologists to more visually and accurately 
diagnose the disease. 
The paper proceeds as follows: the proposed method is 
described in Section 2, our experimental results appear in 
Section 3, and conclusions in Section 4. 
 
2 CONTRAST AND COLOR BALANCE ENHANCEMENT 
 
The proposed method consists of three modules (see Fig. 
1): the Luminosity enhancement module, the Contrast and 
tone enhancement module, and the Color balance adjustment 
module. The luminosity enhancement module employs 
gamma correction for boosting up the visibility of anatomical 
details that were obscure in dark regions. In the second 
module, the Multi-scale tone manipulation is employed to 
improve the image contrast and tone. The color balance 
adjustment in the last module is performed to specify the 
brightness of red, green, and blue channel based on the 
Hubbard specification. A detailed description of each module 
is presented in the following subsections. 
 
 
Figure 1 Framework of the proposed method. 
 
2.1  Luminosity Enhancement Module   
 
From our observation in the DIARETDB1 datasets, most 
images have some dark regions caused by uneven luminance. 
Those regions obscure the anatomical structures in the ocular 
fundus, and make the details necessary to make a diagnosis 
undetectable. To improve those dark regions of the image, 
the luminosity of the image needs to be enhanced. Mei et al. 
introduced a luminance gain matrix [7], which was derived 
from the gamma correction of the value channel in the HSV 
color space. The gain matrix showed good improvement in 
luminosity. The gain G(x,y) could be rewritten in the simple 
form as:  
1
2.2








  =                                                  (1) 
 
where v refers to the luminance values from HSV, that is,
( , ) max( ( , ), ( , ), ( , ))v x y r x y g x y b x y=  and r(x,y), g(x,y), and 
b(x,y) are intensity values at the coordinate (x, y) from the R, 
G, and B channels, respectively. The parameter m is the 
maximum value of v. 
In particular, from our investigation in the DIARETDB1 
dataset, the average dynamic range of red, green, and blue 
channels are [0 – 222], [0 – 157], and [0 – 78], respectively. 
Due to the dynamic range of the blue channel being narrow 
and its maximum intensity value being low, hence, the 
formula of ( , ) max( ( , ), ( , ), ( , ))v x y r x y g x y b x y=  could be 
changed to ( , ) max( ( , ), ( , ))v x y r x y g x y=  to reduce the 
computational time. Additionally, the parameter m might be 
estimated from the maximum intensity of the red channel as 
m = max(r(x,y)); in this case, the parameters v and m can be 
a parallel approximation. 
The enhanced luminosity RGB', from the input image, 
RGB, can be obtained by multiplying pixel by pixel as in the 
following: 
 
( , ) ( , ) ( , ).RGB R Bx y xG y G x y′ = ⋅                                       (2) 
 
 
Figure 2 Results from each enhancement module: (a) Input images from the file 
Image007.png (left column) and Image027.png (right column); (b) Luminosity 
Enhancement; (c) Contrast and tone Enhancement; (d) Color balance adjustment. 
 
The second row of Fig. 2 shows the enhanced luminosity 
as seen in the images; visibility is improved in the dark areas. 
The next step is to enhance the image contrast and tone to 
provide a better visibility of the retinal anatomical structures.  
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2.2  Contrast and Tone Enhancement Module 
 
Multi-scale tone manipulation is effectively used for 
improving the contrast and tone of images. In this module, 
the image is converted to the L*a*b* color space, while 
lightness, the L component, is decomposed with different 
scales [15]. In our scheme, the decomposed image consists 
of a smooth base layer (l1) and two detail layers (d0 and d1). 
Each layer is processed separately and recombined to 
generate the final result [15]. 
Farbman et al. [15] introduced a smooth layer, l1, which 
can be obtained by using the WLS filter. When varying the 
parameter values of the WLS filter, the image tone is not 
smooth enough, especially, around the optic disk areas, and 
it results in an unnatural look as shown in Fig. 3(b). Hence, 
the WLS is replaced with the optic transfer function of 
Deeley et al. [16], and named as DOTF. The smoother 
lightness versions l0 and l1 can be defined as: 
 
1
0 { { } },F ll DO FF T
− ⋅=                                                      (3) 
1
1 0{ { } },l lFF DOTF
− ⋅=                                                    (4) 
 
where F and F-1 denote the Fourier transform and its inverse, 
and the formula of DOTF described in [16] is given as: 
 
(1 3 0 07 )exp (20 9 2 1 ) . .
uDOTF
. . ΦΦ −
  
= −   −   
,                  (5) 
 
where u denotes the spatial frequency and Φ is the pupil 
diameter approximated to 4 mm. 
 
 
Figure 3 Comparison of results with a different filter: (a) Input image from the file 
Image008.png; (b) Output by using WLS; (c) Output by using OTF. 
 
The lightness channel l and two smoother lightness 
versions l0 and l1 are then used to generate two detail layers, 
d0 and d1, expressed in the form: 
 
0 0 0( ,  )d S l lδ= − ,                                                           (6) 
1 1 0 1( ,  )d S l lδ= − ,                                                           (7) 
 
where S is a sigmoid curve which is defined as S(a, x) = 
1/(1+exp(−ax)). δ0 and δ1 are boosting factors for the d0 and 
d1 layers.  
The base layer l1 and two detail layers, d0 and d1 were then 
recomposed to form the enhanced lightness, l', which can be 
formulated as:  
 
2 1 0 1( , ) ,l S l d dµ δ η µ−′ = + ⋅ + +                                        (8) 
 
where η denotes the exposure of the base layer, δ2 refers to 
the boosting factors for the base layer, and µ is the mean of 
the lightness range. We utilized parameters in agreement 
with those reported by Farbman et al. [15]. The parameters 
were δ0 = 1, δ1 = 40, and δ2 = 1, η = 1.0 and µ = 56.  
In the last step of this module, the contrast and tone of the 
enhanced image, RGB'', are obtained by replacing the L 
component by l' and converting L*a*b* back to the RGB 
color space. 
Fig. 4 shows the base layer and two detail layers 
corresponding to the image in Fig. 2 DOTF takes less 
processing time than WLS and gives a more natural look as 
shown in Fig. 3(c). The contrast and tone of the enhanced 
images in the third row of Fig. 2 have a better contrast when 
compared to the luminosity enhanced images in the second 
row. The next module is to adjust the image color balance.  
 
 
Figure 4 Corresponding base layer and two detail layers of the image in Fig. 2: 
(a) Base layer l1, (b) and (c) Detail layers d0 and d1. 
 
2.3  Color Balance Adjustment Module 
 
The findings by Hubbard et al. [13] lead to the main 
motivation for adjusting the color balance of color retinal 
images. The experimental results in the AREDS2 reading 
center confirm that a colored image with Hubbard’s model 
parameters shows a greater contrast of drusen and pigment 
abnormalities compared to the normal retinal pigment 
epithelium. They specified the color balance with the color 
brightness of R, G, and B to 192, 96, and 32, respectively, 
which resulted in color ratios of G/R = 0.5 and B/R = 0.17. 
In this module, we use the specified brightness vector, sbb 
= [192, 96, 32] from Hubbard’s model to adjust the color 
balance of the enhanced result, RGB", as processed in the above 
mentioned module. The color offset of the image RGB" is 
adjusted by the difference between the brightness vector and the 
mean vector, μ, of the RGB" image, that is μ = mean(RGB").  
The color balance for the final output image of RGB''' is 
formulated as: 
 
( , ) ( , ) ( ),bRGB x y RGB x y sb µ′′′ ′′= + −                                (9) 
 
The fourth row of Fig. 2 shows the results of the color 
balance adjusting module which give a greater contrast of the 
foreground compared to the background.  
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3 EXPERIMENTAL RESULTS 
 
In this section, the output results from our method are 
compared with NCNR [9] and LCA [7] by using the images 
from the DIARETDB1 dataset. 
To evaluate the performance of our method, various 
quantitative metrics including measuring colorfulness (M(3)) 
[17],  visual saliency-based index (VSI) [18], and lightness 
order error (LOE) [19] are used to measure image quality. 
M(3) [17] is a colorfulness metric which is fitted to the 
perceptual data collected from a psychophysical experiment 
and it has a simple expression based on the opponent color. 
VSI [18] measures the image quality in consistent with the 
human visual system or subjective evaluations. The method 
uses the visual saliency map as a feature to measure the 
image’s local quality. LOE [19] measures the lightness order 
error between the original and output image to assess 
naturalness preservation. The smaller the LOE values, the 
better that naturalness is preserved. However, color image 
assessment is difficult to evaluate by using only quantitative 
measurements. To determine if an image has good quality 
requires both quantitative and visual assessment. For the 
visual assessment, we visually inspected the output image to 
see if it retains a pleasing natural look and if lesions of the 
ocular diseases can be easily discriminated. 
 
3.1 Visual Assessment  
 
Visual assessments are shown in Fig. 5 with the images 
taking from DIARETDB1 where the first column represents 
the original images, and the output images consist of the 
proposed method in the second column, NCNR in the third 
column, and LCA in the fourth column. The output images, 
by employing the NCNR and LCA methods, generated dark 
color areas, especially for the blood vessel, macular, and the 




Figure 5 Results of different methods for the images: image008.png, image019.png, image029.png, image047.png, and image054.png from DIARETDB1: (a) Input images and 
output images, (b) the proposed method, (c) NCNR and (d) LCA. 
 
Although the proposed method cannot perform image 
contrast as well as VCEA and LCA, our proposed method 
produces a pleasing visual appearance and maintains the 
color balance better than the other methods. The output 
results from the proposed method could reveal the hidden 
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anatomical structures from the dark regions and may help 
ophthalmologists to improve their diagnostic accuracy.   
Compared with the other methods, the proposed method 
enhances the contrast and tone of anatomical details. 
Additionally, it also produces a natural look with a proper 
color balance as specified by the reading center [13]. 
 
3.2 Quantitative Assessment  
 
Tab. 1 shows all quantitative metric values, where each 
row corresponds to the enhancement methods and each 
column corresponds to the quantitative metrics in the form of 
an average and standard deviation value (Mean ± SD), 
calculated from 89 images from DIARETDB1. Illustrated are 
the mean and standard deviation of the color ratios, M(3), VSI, 
and LOE. From the experimental results in the column two 
and three of Tab. 1, the average green-to-red, and blue-to-red 
ratio of the output image from the proposed method were 
0.50±0.00, 0.17±0.00, which meets the color balance 
specification from the Hubbard model. The proposed method 
gave the highest quantitative scores for M(3) (97.11±1.73) and 
VSI (0.9574±0.0149). These highest scores imply that the 
proposed method yields better colorfulness and visual 
perception. The experimental results in the last column of 
Tab. 1 show that the proposed method scored the lowest for 
LOE (97.39±35.15), and therefore can well preserve the 
naturalness.  
 
Table 1 Performance of various methods on DIARETDB1 
Method G/R B/R M(3) VSI LOE 
Our method 0.50 ± 0.00 0.17 ± 0.00 97.11 ± 1.73 0.9574 ± 0.0149 97.39 ± 35.15 
NCNR 0.39 ± 0.06 0.09 ± 0.05 72.23 ± 19.27 0.9539 ± 0.0100 134.77 ± 29.17 




In this paper, a new automatic image enhancement 
method is proposed to improve contrast and color balance for 
the non-uniform illumination retinal image. Our proposed 
method was tested on the DIARETDB1 dataset. The 
quantitative and visual assessment results demonstrate that 
the output images obtained by the proposed method give 
natural look and therefore are better suited for human visual 
perception in comparison to other methods. In terms of 
diagnoses made by ophthalmologists, the enhanced images 
obtained by our method could be used to assist 




Figure 6 Example of a hard exudate detection: (a) Enhanced image of the 
image005.png; (b) Segmented result; (c) Hard exudate ground truth. 
 
5 FUTURE WORK 
 
Due to the output images derived from our proposed 
method they are standardized in color as shown in Fig. 5, 
hence, color features such as the color ratios: G/R and B/R 
could be used to automatically detect the presence of 
abnormal lesions such as hard exudate, hemorrhage, and 
small red blood dot. Fig. 6 shows an example of hard exudate 
detection by thresholding only the G/R color ratio feature. 
Fig. 6(b) depicts the hard exudate segment as a result from 
the enhanced input image in Fig. 6(a). To increase the 
accuracy of the detection, the optic disk area should be 
removed from the retinal color image before detection and an 
effective SVM classification should be applied to classify the 
hard exudate instead of using the threshold; the classification 
results are shown in Fig. 6(c). 
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