I . Introduction. - The following is an attempt to define propagating modes of a macro-homogeneous elastic continuum -in contradistinction t o (( local )) modes. The aim is to arrive a t a dispersion relation for such modes, o(k), using a labeling by a wavevector k, as for plane waves. It is my contention that a distinction between propagating modes and local modes is meaningful for excitations of cr low )) frequencies, where the former are a vast majority. Thus I a m aiming at a theory which, while valid a t low frequencies, may lead t o divergences a t higher frequency. But I want no restrictions of the properties of the medium -i. e., no assumption of ((weak scattering )) by impurities, o r low concentration of scattering sites.
Precisely what constitutes low frequencies is better left unsaid at this stage, but I presume that my method breaks down when the wavelength is of the order of the size of the grains o r cavities of the medium, as modes of this wavelength will not propagate. Except for the case of homogeneous media, planewave like modes will not be strictly stationary, because there is no translation-invariance o r invariance under any group of related transformations. One must therefore expect a complex dispersion relation o ( k ) which I prefer to express as a complex function of the real variables k(k,, k,, k,).
The literature on wave propagation these days is dominated by such problems as the bandstructure of random alloys, where the wave equation is of the Schrodinger type. Progress is based on the use of the resolvent [I] and of the coherent potential approximation (CPA) [2] , which gives the (( best )) approximation in terms of composition only, i. e., neglecting specific effects of structure. My reasons for not using this method here are several. Firstly, it is unnatural.
The classical wave equation requires a transformation involving the square root of the mass-density, for the method to apply, and this makes the problem look harder than its quantum-mechanical counterpart, where in reality it is much easier. Secondly, for many classical problems the CPA is totally inadequate and while proposals for generalisation have not been lacking [3], difficulties and ambiguities abound. 1 attribute at least part of these difficulties to the fact that in the resolvent method the contribution of propagating and 1ocal.modes to the density of states is inseparable. I imagine that these two types of modes depend quite differently on local groupings of scatterers, and I think that this causes difficulties with almost any attempt to improve on the CPA. Thirdly, by (( falling back >> on a method based directly on the wave equation, such as the one to be outlined presently, one may lose some advantages in formal calculations, but regains insight into what is going on, which is useful when it comes to making approximations. Fourthly, this paper deals exclusively with propagating modes, so that the local modes, which I hope to have eliminated correctly, do not need to be calculated separately.
With these apologies, I will let the equations speak for themselves. 
Eq. (4) will also hold in the interior of V if and only if the values of CO, pa, o2 and k are suitably related and the amplitude û; is along one of the possible polarisation vectors for these values. Ultimately, only this situation is of importance, but the following derivation is general.
2.2 GREEN'S THEOREM. -Let Gi,(x, x') be the radiative Green's function of (3), satisfying For example, for an isotropic medium, c&,, = A0 dij a, , + po(dip djq + diq djP) , (7) one has where
, K: = o2 pO/pO , Im K 6 0. is now used with where uP(xf) is the solution of (1) and (2), ui(xt) the solution of (3) and (4). With substitution from (1) and (3), and using (2) and (4), this gives 2.3 GAUSS' THEOREM. -AS an essential step in my method, the first integral in (13) is now transformed using Gauss' theorem, (15) and define
which is equal to the expression in the first integrand because Cijpq and c:, , are symmetric in p, q. One has pi, = p,, because Cijpq and c:, , are symmetric in i, j. Application of (14) introduces a more singular kernal, Excluding a small volume v with surface a around the point x' = x, and using the normal on a and C away from the singular point, one has
These transformations bring eq. (1 3) into the form and $1, while in the integrals Gi, is replaced by Sikl and SIij by T;,,,, defined by From eq. (lo), it follows that G, S and Tare symmetric in all their indices, and that G and T are even in ( x -x'), while S is odd.
In the resulting equation, the limit v + 0 can be taken. The first integral becomes the principal value, and the integral over a can be done. Defining one has
The components of T are constants depending on CO, p0 and w in a known manner.
Next the limit V -t oo is required, uniformly to all sides, as for a sphere. For real o the integral over C does not go to zero and, indeed, may diverge in the limit, on account of the term in pij. Using the fact that a wave-like field is imposed at C, I resolve this dilemma by defining a constant pij such that
The term thus subtracted can also be written as With this one can take the limit V + 03, obtaining 
it suffices to multiply eq. (25) with cp. Finally, in order to express everything in terms of wave amplitudes, 1 define
Y With this, the integral equation takes the form As a consequence one has, using eq. 
. 2 PROGRAM FOR CALCULATING ~( k ) .
-The problem of finding the frequency w for a given k can now be formulated as follows. C O , p0 and Go are chosen in such a way that they satisfy the wave equation for a given o :
and that C0 reflects the symmetry of the medium. As Jjij and o appear implicitly in all quantities, some iterative method is probably required.
SELF-CONSISTENT APPROXIMATIONS.
-AS the exact solution o ( k ) is independent of the auxiliary parameters CO, their values are thus far chosen only for mathematical convenience. If, however, one makes approximations, the error will in general depend on C O . The reason C0 was introduced to begin with was to use it to optimize a given approximation. As these are inevitably made in the integral, it seems a good idea to select C0 such that p^ij(x) fluctuates around zero. From the condition one has according to eq. (39) and then, of course
Such a choice is called rr self-consistent )). In the language of multiple scattering theory this is equivalent to the vanishing of the average T-matrix which there, too, defines the effective Hamiltonian. As before, the implicit equations can best be solved by an iterative procedure, starting with any CO, calculating the corresponding approximate C*, p*, taking these as new C O , etc. One may not think much of this approximation, which avoids all the hard work, but its analogue in the resolvent formalism for the quantum mechanical wave equation is the coherent potential approximation (CPA) (single site approximation), which is about all one has thus far used. The analogy is seen by taking the space average of eq. (29) : neglecting the integral is equivalent to replacing the average of cp(x) times a factor involving p(xf) or u(x') in a different point x' by the product of the averages, which gives zero on account of the form of the second factor. The same truncation, used in eq. (36), gives All improvements on this contain the correlation between the properties in different points of the medium and thus go beyond the CPA. This extremely simple form of the CPA is the basis of my earlier statement that the classical wave equation is much easier to handle than Schrodinger's equation.
3 . 5 SELF-CONSISTENT IMBEDDING. -It has been shown [4] that the dispersion function of a heterogeneous wave equation is a proximity property, i. e., depends only on the form of the wave operator in small neighborhoods.
Eq. (29) is well suited to yield approximate solutions based on this property. To this end I consider an equation just like (29), but with the medium C(x), p(x) replaced by a uniform medium, except in a small volume 8 , where it is left unchanged. I aim to take as this medium the effective medium, but considering CO, as some zero-order approximation to it, I imbed first in the medium CO, which is also used to definep, cp, S a n d T. One could e. g. take C0 = C*', = p*O. Thus one has, using a label Q and omitting the indices, and therefore, from eq. (29) Due to the imbedding, this is only an approximate value. All of this must be done as a function of o, at least for a ' s in the vicinity of the expected solution w(k). With this first )) approximation for C* and p*, one can solve the eigenvalue equation of (40) to find the first approximation to o .
Next, one takes these approximate values of C*, p* as new C0 and and repeats the entire calculation. One expects a smaller error, because one imbeds in a medium more like the effective medium. On also redetermines w, etc. When this iteration procedure converges, one obtains an approximation to C*, p* corresponding to an estimated value < p^ > = 0.
The errors due to imbedding depend on the size the static case. And, of course, imbedding calculations of Q, and in the limit Q -+ co the theory becomes are greatly simplified. It is unfortunate though inesexact.
capable that strong fluctuations in the density will 3 . 6 LONG WAVELENGTH OR SMALL DENSITY CONTRAST. -The whole theory would be much simpler without the second term in the integral of eq. (29), containing ui(x). This term is small of the order of cc grain )> diameter-to wavelength ratio compared to the leading part of the first term, and is obviously unimportant when p(x) is nearly constant, whatever be the wavelength or variations of C(x). For the case that one wants to treat this term as a perturbation, I will briefly discuss the simplified equation obtained by dropping it. One obtains now an equation for p(x) only. C* follows from eq. (39) and p* is the space-average of p(x), i. e. p*'. Introducing a tensor q(x) by = q(x) so , The only difference is that T and r (and therefore 9) obtained in reference [S] are the long-wavelength and zero frequency limit of !? and r of eq. (56).
As a consequence of this similarity in form one can, beside imbedding methods, also use an approximation based on the calculation of 2-and 3-point correlation functions that was developed in reference [5] for cause serious discrepancies between this approximation and reality.
4. Epilogue. -I hope to have shown that it pays to transform the wave equation before going ahead with approximation methods. The transformations used contain the following essential ingredients. 1) With boundary conditions as for a plane wave displacement field, the wave equation is written as an integral equation. 2) A more singular kernel is obtained by partial integration and differentiation. This seemingly enhances the short-range contributions, thus favoring the use of the proximity property. 3) As a consequence, the integral becomes the principal value, after yielding a finite contribution at the singular point. The importance of this lies in the fact that the CPA is now obtained by neglecting the integral. 4) Taking the limit for an infinite volume produces a term proportional to the mean stress. This term disappears when the model-medium is chosen self-consistently, but plays an important role in the convergence of iteration methods. 5) As a last but decisive step the equation is written as an integral equation for the stress instead of the strain. This changes completely any result based on averaging procedures and also yields, in a very natural way, a self-consistent imbedding approximation based on the proximity property.
In the extensive literature on the classical random wave equation [6] the points 2)-5) have, to my knowledge, never been emphasized. Still, they seem to simplify the use of statistical methods, although the correlation functions are of an entirely different type than usual. To what extent these transformations are also useful for a Schrodinger-type wave equation remains to be investigated.
