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Abstract 
3D reconstruction model attracted all kinds of attention in recent years. In this paper, we propose a mechanism to 
reconstruct 3 D model through the delicate corresponding points using 3 D patches. The values of the NCC reference 
image between spot and visual images to estimate the best corresponding points, therefore, better camera parameters. 
A more realistic 3 D model can use this mechanism reconstruction. 
© 2011 Published by Elsevier Ltd. 
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1. INTRODUCTION
The recent developments of image processing and computer vision technology and advanced digital
equipment and geographic information system (GIS) technology allows us to be more effective in 3 d 
reconstruction model [1], [2], [3]. These network modeling and augmented reality city more feasible. In 
this paper, we propose a mechanism to reconstruct 3 d model by image sequences. The expected 
reprojection error images to his calculation. The information [6] PMVS used to sub-sample and fine 3 d 
point. Refined 3D coordinate, camera parameters and corresponding points are used to reduce reprojection 
mistakes. A can calculate better camera parameters using SBA [4]. We adopt a similar concept is 
introduced; patch Furukawa Ponce [7] and implement it use more feasible method. 
2. IMPLEMENTATION DETAILS
The process of our implementation can be divided into four steps: initialization, sub-sampling,
refinement, and bundle adjustment. We will discuss them in the following subsections. 
2.1. Initialization 
For getting more accurate 3D models, we took a sequence of images around the object which is to be 
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reconstructed.  And we calculate the expected reprojection error for refining the 3D models.  As shown in 
Fig. 1, the distance between feature points and the epipolar line can be found and the reprojection error, Er, 
is defined as 
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where N is the number of corresponding points and d is the distance between the feature points and the 
epipolar lines [5]. In order to obtain more reliable corresponding points, we build image pyramids for all 
input images. And then we use level L = [ ]2log rE of the pyramids to run PMVS (Y. Furukawa et al.).  
Through this process, we can get all the 3D points and a set of images in which the points is visible. 
 
Figure. 1. The definition of expected reprojection error ( the distance between feature points and the epipolar line.) 
As shown in Fig. 2, we can see the relationship among the 3D points, image projection points, and a set 
of images V.  For example, point 1 is visible in image C1 and C2 whereas point 3 is visible in image C2 
and C3. 
 
Figure. 2. 3D points in space, the projection points in the images, and the relationship between the image sequence. 
2.2. Feature Point Sub-sampling 
We use the information to  construct the 3D points’ projection in images and sub-sample these points.  
Refer to Fig. 3, the images are divided into 10 x 10 blocks and we randomly select, at most, İ feature 
points in each block so that the feature points that sub-sampling is about 10% to 20% of the original 
points.   These points are used in the refinement step. 
2.3. Corresponding Points Refinement 
In the previous step, we used the expected reprojection error to construct image pyramid. And then, we 
calculate the initial value by using the top-level image and PMVS. Since the top-level image has the 
epipolar line epipolar line 
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lowest resolution, the induced error has to be removed or reduced.   This is the main purpose of the 
refinement step.  Refer  to Fig. 4, every corresponding point in the images has a corresponding point in the 
reference image. 
 
Fig. 3. Sub-sampling, the image is divided into 10×10 blocks and sampling is done in every block 
 
Figure 4. The relationship between patch and image sequence. 
Note the reference image is chosen as the front view of the specified object. For each camera Angle 
different, 3 D points observed in each image the plane is also different. We can calculate the Angle 
between the normal vector of the 3 D point and between the 3 D points and projection points. Therefore, 
we can get the image of the normal vector and close to parallel. These images are the reference image of 3 
d point.   
We use a 7×7 window on all correspondences in the reference image which is taken in front of the 
objects. Then we draw the lines between the 49 pixels and the center of the camera. Though the PMVS 
can make 3D points’ coordinates and normal, they may not be correct. In order to get a better normal, we 
can rotate the normal’s yaw and pitch and test the resulting normal.  Note that the Yaw and pitch are 
defined as: 
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As shown in Fig. 5(a), we rotate the normal’s yaw and pitch for every 0.5q in the interval of [-10q, 10q] 
in our experiments.  In addition to rotate the normal, we also change the depth of it, as shown in Fig. 5(b). 
If the distance between the 3D points and the camera center is D, we can change the depth from 0.97*D to 
Image 10x10 blocks
block 
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1.03*D, using a increment of 0.01*D. 
 
(a) 
 
(b) 
Figure 5. (a) Yaw and pitch rotation of the normal, (b) 3D point depth. 
. For example, when the angle between the two vectors reaches 90 degrees, the projection of the patch 
will be degenerated, as shown in Fig. 6(a). This will cause some errors. In order to avoid such error, we 
restrict the angle between the normal and the vector from camera center to 3D points to 45 degrees, as 
shown in Fig. 6(b).   
 
Figure 6. (a) The angle between two vectors near 90 degrees.. (b) The:45 degree restriction. 
We repeat these processes for all levels of the image pyramids. And then we compare the translated 
projection points between different levels of the image pyramids. If the translated error is larger than Er, 
the point after refinement is not good enough and we can remove it, refer to Fig. 7. 
2.4. Bundle Adjustment 
After refining and filtering, we can get better corresponding points.  Then, we can use the Sparse 
Bundle Adjustment (SBA) to calculate more accurate camera parameters.  Recall that SBA is usually used 
to optimize the camera parameters since it can produce highly accurate corresponding points and then 
these highly accurate points can be used to calibrate the camera parameters.   
where ijx  denotes the detected image point, ( ),i jQ a b ,  denotes the reprojection of point i that 
projects onto image j, d(x,y) denotes the inhomogeneous Euclidean distance between x and y. Note that 
SBA implements Levenberg-Marquardt algorithm. It can make the results converge quickly. Finally, the 
3D point coordinates, camera parameters and the corresponding points after refinement are used to 
minimize the reprojection error to get better camera parameters.  Better camera parameters will product 
better 3D model. If the result is not good enough, we can use the parameters just generated as the initial 
value and repeat the experiment processes until obtaining better results. 
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Figure 7. Remove unreasonable points based on the displacement of corresponding points between image pyramid levels. 
      
3. EXPERIMENTS 
The patch associated with the largest NCC value is chosen as the results after refinements.  In the 
experiments, we used two objects, a skull and a toy warrior, to test our mechanism.  We took twenty four 
images for each object at different angles and the camera parameters were taken from Y. Furukawa and J. 
Ponce [6], [7].  Fig. 8 shows some of the original images, the top ones are the skull and the bottom ones 
are the toy warrior.  
As shown in Fig. 9, a 7x7 patch in the reference image is used to refine the correspondence.   In Fig. 10, 
the patch corresponding to the maximal NCC value is projected onto the visible images.   Sometimes, the 
number of the pixels after projection may be less than the number of pixels in the reference images.   
 
Figure 8. Samples of the original images. Top: skull, bottom: toy warrior. 
 
Figure 9. The patch in the reference image 
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Figure 10.   Maximal NCC value is projected onto the visible images. 
For each 3D points, different angle or translate of the normal will make different plane equation. So, 
they will make different projection patches in the visible images.  
One can compare the results before refinement as well as that after refinement.   We present the results 
of the first object, the skull, in Fig. 11 through Fig. 12. Fig. 11 shows the corresponding feature points on 
the reference image.   Fig. 12 shows the corresponding feature points before refinement.   
 
Figure 11. The corresponding features on the reference image (skull). 
 
Figure 12. The corresponding features before refinement (skull). 
4. CONCLUSION 
We proposed a refinement mechanism for getting better corresponding points to compute better 
camera parameters.  The experimental results show that the model accuracies have been improved. 
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