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INTRODUCTION 
Let L = L(Z) be a free Lie algebra on a set Z over a non-trivial com- 
mutative ring K. We consider the elements of Z as indeterminates and 
assign to each of them degree one. In this manner we obtain an N- 
gradation of L to which we refer as the total gradation. One can equip L 
with another gradation which is called multigradation. To obtain the 
homogeneous components of L for this gradation one has to specify the 
weight of that component which is a map Z + N which takes a non-zero 
value for only finitely many z E Z. See [2, Chap. 23 for precise definition of 
these two gradations. 
In 1937 E. Witt [8] derived explicit formulae for the ranks of the 
homogeneous components of L for the two gradations mentioned above. 
Our main objective is to extend his results to the Lie algebra L(X, Y), 
where Z = Xu Y, Xn Y = 0, which is obtained from L(Z) by factoring 
out the ideal generated by all elements [x, x’] with x, x’ E X. Again we 
have the total gradation and the multigradation on L(X, Y). For both of 
these gradations we derive formulae for the ranks of the homogeneous 
components of L(X, Y). In the case X= /zr we have L(X, Y) = L(Z) and so 
our results generalize those of Witt. 
We shall now summarize the contents of each section. Section 1 deals 
with free magmas and Hall sets. We introduce the notion of an ideal of a 
Hall set and prove an important lemma (Lemma (1.6)). Section 2 applies 
this lemma to the free Lie algebra L(Z). In Section 3 we determine an 
explicit basis of the kernel of the canonical map L(Z) -+ L(X, Y) and find 
the universal enveloping algebra A(X, Y) of L(X, Y). Sections 4 and 5 are 
devoted to the Poincart series of .4(X, Y), each of them giving a different 
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expression for this series. In Section 6, using the two expressions for the 
Poincart series of ,4(X, Y), we obtain the formulae for the ranks of the 
homogeneous components of L(X, Y) for the two gradations mentioned 
above. 
In the last section we make connection with combinatorial group theory. 
Let F(X, Y) be the free product of a free abelian group on X and a free 
group on Y. Then one can show that the graded Lie algebra over Z 
associated with the lower central series of F(X, Y) is isomorphic to L(X, Y) 
(with K= Z). The proofs in this last section are omitted since they are easy 
modifications of known proofs as presented in Bourbaki [2, Chap. 2, 
Sect. 51. These results generalize the well-known result of Magnus [S] (see 
also [6], or [2]) which asserts that the Lie algebra associated with the 
lower central series of the free group F(Z) on 2 is isomorphic to the free 
Lie algebra L(Z) (with K = Z). For more recent work on related problems 
see papers of J. Labute [3,4]. In particular, Labute obtains a 
generalization of the first Witt formula to Lie algebras defined by one 
relation. 
1. FREE MAGMAS 
Let Z be a set and M= M(Z) a free magma on Z (see [2] or [7]). Thus 
A4 is a disjoint union of 
M” = M”(Z), n2 1, 
where M1 = Z and, for n 1 1, M” is a disjoint union of the sets 
MkXA4”-k, l<k<n-1. 
The product uu= u .u of two elements u, DE A4 is defined to be the 
ordered pair (u, u) E M. In that sense we write 
uu = (u, u). 
If u E M” we say that u has length n and write Z(U) = n. Every w E M” with 
n 3 2 has a unique factorization 
Then l(w) = l(u) + l(u). 
w = uz), u, VEM. 
If Xc Z then the inclusion map X -+ Z induces an injective morphism of 
magmas M(X) + M(Z). Consequently we shall view M(X) as a submagma 
of M(Z). 
481/111/l-18 
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DEFINITION ( 1.1). For w E A4 we define a finite subset F(w) c M recur- 
sively as follows: 
(i) if WEZ then F(w)= {w}; 
(ii) if W=UU then F(w)= (w} uF(u)uF(u). 
For w E A4 we define the support of w to be the set 
Supp(w) := F(w) n 2. 
Clearly these functions have the following properties: 
(i) Supp(w) is the smallest set Xc Z such that w E M(X); 
(ii) Supp( uv) = Supp( U) u Supp( u); 
(iii) if u~F(u) then F(u) cF(u). 
We fix a total order d on Z. By [2, Proposition 11, Chap. 2, Sect. 21 
there exists a Hall set H = H(Z) c M such that the total order of H extends 
the order < of Z. We shall write d for this extended total order. 
For the convenience of the reader we state here the defining properties of 
H. Thus H is a totally ordered set such that 
(i) ZcHcM; 
(ii) HnM*= {zz’:z,z’~Z,~<~‘}; 
(iii) an element u E M”, with n 3 3, belongs to H if and only if it has 
the form u = a(k), where a, h, c and bc are in H, b <a < bc, and b < c; 
(iv) ifu,uEHandI(u)<I(u)thenu<u. 
If Xc Z then H(X) := Hn M(X) is a Hall set of X. 
Next we introduce a partial order 4 on H x H. As usual, (u, u) 4 (u’, o’) 
means that (u, u) 4 (u’, u’) and (u, O) # (u’, u’). 
DEFINITION ( 1.2). For (u, u) and (u’, u’) in H x H we write 
(u, u) < (u’, u’) if either QUO) < Z(u’u’) or l(uu) = Qu’u’) and min(u, u) > 
min(u’, u’). 
We now define an important function G from H x H into the set of finite 
subsets of H. 
DEFINITION (1.3). For U, u E H we define G(u, u) recursively to be a 
finite subset of H n M(Supp(uu)): 
(i) if u > u then G(u, u) = G(u, u); 
(ii) if u = u then G(u, u) = @; 
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(iii) if uu E H then G(u, a) = (uv); 
(iv) otherwise u = V’Y” where v’, u” E H, u < u’ < v”, and we set 
G(u, u) = ( u G(s, 0) u ( u WV’, 0). 
SEG(U.U’) IE G(u,u”) 
Note that the cases (i)-(iv) are mutually exclusive and exhaustive. In the 
case (iv) we have (u, v’) < (u, v) since ~(uu’) < I( uu), and for each s E G(u, u’) 
we have (s, u”) < (a, u) because Z(su”) = Z(U), s > U, and v” > U. Similarly we 
have (u, u”) < (u, u) and for each t E G(u, 0”) we have (v’, t) < (u, v). 
In order to fully justify the above definition one uses the obvious fact 
that for every finite subset XC Z the set H(X) is well-ordered, in fact its 
order is isomorphic to that of positive integers (if X# a). 
It is clear from Definition (1.3) that G(u, u) = G(u, U) for all U, UEH and 
that w E G(u, u) implies that j(w) = I(uu). 
DEFINITION (1.4). A subset S c H is said to be an ideal of H if 
Let us now fix a subset XC Z and set Y = Z\X. We also assume that 
x<y for all xEXand YE Y. 
DEFINITION (1,5). We set 
H(X, Y) = {us H: F(u) n M*(X) = O}. 
The following lemma is crucial. 
LEMMA (1.6). The set S = H\ H(X, Y) is an ideal of H. 
Proof: We have to show that 
UEH 8~ u~S=>G(u,u)cS. (1.7) 
Without any loss of generality we may assume (and we do) that Z is a 
finite set. Indeed it suffices to replace 2 with Supp(u, u) and S with 
S n H(Z). 
Assume that (1.7) is valid for all pairs (u’, u’) E H x S such that 
(u’, u’) 4 (4 0). 
If u = u then G(u, u) = @ and (1.7) holds. 
Now let u < u. If uu E H then it follows from Definition (1.5) that uu E S 
and since G(u, u) = (uv}, (1.7) holds. Now assume that uu$ H. Then we 
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have v = u’v”, where VI, VI’ E H and u < v’ < VI’. Consequently G(u, v) is given 
by the formula of Definition (1.3) (iv). Since VES, it follows from 
Definition (1.5) that one of the following cases occurs: 
(4 v = xx’, where x, x’ E X and x < x’; 
(b) v = v’v”, where v’ E S, v” E H, and v’ < v”; 
(c) v = v’v”, where v’ E H, v” E S, and v’ < v”. 
Case (a). Since uv$ H and u < v = xx’, it follows that u < x and 
consequently u E X. By Definition (1.3) we have 
G(u, v) = ( u 
SE G(u, x) 
GW))u( u 
tcG(u, c’) 
W) 
= G(ux, x’) u G(x, ux’) 
= {x’(ux), x(ux’)}. 
Since u E X, it is obvious that G(u, v) c S. 
Case (b). Since ~(uv’) < l(uv) we have (u, v’) < (u, v) and the induction 
hypothesis gives G(u, v’) c S. For SE G(u, u’) we have I(v”s) = I(W), and 
since s > u and 0” > U, we conclude that (o”, s) < (u, v). Then by induction 
hypothesis, G(s, u”) = G(u”, s) c S. Now let t E G(u, v”). Then Qtv’) = l(uu) 
and since t > u and u’ > U, we conclude that (t, u’) < (u, v). Hence by induc- 
tion hypothesis we have G(v’, t) = G(t, v’) c S. The formula in Definition 
(1.3)(iv) now implies that G(u, v) c S. 
Case (c). The argument in this case is similar to the argument in 
Case (b). 
Finally let u > u. If vu E H then also VU E S and since G(u, u) = {vu}, we 
conclude that (1.7) holds. If vu&H then u = Z/U”, where u’, U” E H and 
u < u’ < u”. By Definition (1.3) we have 
G(u, v) = G(v, u) 
= ( u G(s,u”))u(~~~~,,)G(u’, 2)). s E G(u, u’) 
Since Qu’u) < l(uv) and I(u”v) < I(uu), we have (u’, v) < (u, v) and 
(u”, u) < (u, v). Hence by induction hypothesis we have 
and 
G(u, u’) = G(u’, u) c S, 
G(v, u”) = G(u”, v) c S. 
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Since U” > U’ > Y and for s E G(v, u’) and t E G(v, u”) we have /(z/s) = 
E(u’t) = l(uv), and s > u, t > v, it follows that (u”, s) < (u, v) and 
(u’, t) < (u, v). Hence the induction hypothesis gives that 
and 
G(s, u”) = G(u”, s) c S, 
G(u’, t) c S. 
The above formula for G(u, v) implies now that G(u, v) c S. 
2. FREE LIE ALGEBRAS 
Let us fix a non-trivial commutative ring K and let L = L(Z) be the free 
Lie algebra on 2 over K. The inclusion map 2 -+ L extends uniquely to a 
magma morphism Y: M + L, i.e., for U, u E M we have 
In the next section we shall generalize the following classical result. 
THEOREM (2.1). L is a free K-module and Y(H) is a basis of L. 
Our main goal in this section is to prove the following result. 
THEOREM (2.2). Let S be an ideal of H and Z the submodule of L 
generated by Y(S). Then I is an ideal of L. 
For any subset UC L let (U) denote the submodule of L generated 
by U. 
Theorem (2.2) is an immediate consequence of the following lemma. 
LEMMA (2.3). If u, v E H then 
C y(u)> Y(v)1 E ( W’(G(u, v))). (2.4) 
ProoJ: Without any loss of generality we may assume that 2 is a finite 
set. 
Assume that (2.4) is valid for all pairs (u’, v’) E H x H such that 
(u’, u’) i (u, u). 
Clearly (2.4) holds if u = v. Since G(u, v) = G( v, u), we may assume that 
u < v. 
If UvE H then G(u, v)= { uv an since [Y(U), Y(v)] = Y(zJv), (2.4) holds } d 
in this case. 
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Assume now that MU 4 H. Then we have v = v’v”, where v’, v” E H and 
u < v’ < v”. We have 
CVU), V’(v)1 = c Vf.4), c Vv’), V~“)II 
= [ Y(uv’), Y(v”)] + [ Y(v’), Y(uv”)]. 
Since I(uv’) < I(uv) and Quv”) < l(uv), we have (u, v’) < (u, v) and (u, v”) < 
(u, u). By the induction hypothesis we have 
‘f’tuv’) E ( ytG(u, 0’1) >, 
and 
Y(uv”) E ( Y(G(u, v”))). 
In view of Definition (1.3) (iv), it remains to show that 
s E G(u, v’) =a Y(sv”) E ( Y(G(u, v))), 
and 
(2.5) 
t E G(u, v”) a Y(v’t) E ( Y(G(u, v))). (2.6) 
For s E G(u, v’) we have I(sv”) = I(uv), s > U, and since also v” > U, we 
conclude that (s, v”) < (u, u). Hence the induction hypothesis implies that 
Y(u(sv”) E (Y(G(s, 0”))) c ( Y(G(u, v))). Hence (2.5) is valid. One proves 
(2.6) by a similar argument. 
3. THE LIE ALGEBRA L(X, Y) 
Recall that XC Z, Y = Z\X, and that x < y for all x E X and y E Y. 
We define L(X, Y) to be the quotient of L = L(Z) modulo the ideal 
generated by all elements [x, x’] with X, x’ E X. We denote by 1 the 
canonical map L + L(X, Y), and set 11/ = ;10 Y. The next theorem is the 
promised generalization of Theorem (2.1). 
THEOREM (3.1). L(X, Y) is a free K-module and $(H(X, Y)) is a basis of 
L(X Y). 
ProoJ Let S= H\H(X, Y). By Lemma (1.6), S is an ideal of H. Let 
I= ( Y(S)), i.e., I is the submodule of L generated by Y(S). It is clear from 
Definition (1.5) that Y(S) c Ker 2, and consequently we have ZC Ker II. By 
Theorem (2.2), I is in fact an ideal of L. Since Ker A is generated by all 
elements Y(xx’), where x, x’ E X and x <x’ and since xx’ E S, it follows 
that Z= Ker ;1. 
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Now the assertion of Theorem (3.1) follows from Theorem (2.1). 
Next we shall describe the universal enveloping algebra of L(X, Y). Let 
A = A(Z) be the universal enveloping algebra of L and let 0: L + A be the 
canonical map. Recall that cr is injective, that A is a free associative algebra 
on Z over K, and that o(L) is a direct module summand of A; see [2, 
Chap. II, 3, Theoreme 1-j. 
Let A(X, Y) be the quotient of A modulo the ideal generated by all 
elements xx’ - x’x with x, x’ E X, and let a: A + A(X, Y) be the canonical 
map. Since Ker 1 c Ker(a 0 a), there exists a unique Lie algebra morphism 
z: L(X, Y)+A(X, Y) such that zo~=aoa. 
THEOREM (3.2). The pair (A(X, Y), T) is a universal enveloping algebra 
of L(X, Y), T is injective, and z( L(X, Y)) is a direct module summand of 
AU’, 0 
Proof Let B be any associative algebra over K (with identity) and let 
p: L(X, Y) + B be a Lie algebra morphism. Since (A, 0) is a universal 
enveloping algebra of L, there exists a unique algebra morphism y : A + B 
such that y 0 r~ = /I 0 1 (see Fig. 1). 
FIGURE 1 
It follows that y(xx’- x’x) = 0 for all x, x’ E X and consequently there 
exists a unique algebra morphism 6: A(X, Y) + B such that y = 6 0 a. We 
have 
and since 1 is surjective we conclude that fi= 602. Since zo1= aoo, 
t(L(X, Y)) generates A(X, Y) and consequently the morphism 6 satisling 
fl = 6 0 z is unique. 
This proves the first assertion of the theorem. The remaining two asser- 
tions follow from the first and the fact (see Theorem (3.1)) that L(X, Y) is a 
free K-module; see [ 1, Sect. 2, Theoreme 1, and Corollaire 31. 
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From the definition of A(X, Y) it is easy to deduce the following descrip- 
tion of that algebra. 
THEOREM (3.3). Let B (resp. C) be the subalgebra of A(X, Y) generated 
by Y (resp. X). Then B is a free associative algebra on Y over K, C is a free 
commutative and associative algebra on X over K, and A(X, Y) is the free 
product over K of the subalgebras B and C. 
We omit the easy proof of this theorem. We shall write A(X, Y) = B * C, 
where B * C denotes the free product over K of B and C. 
4. THE POINCARB SERIES OF L(X, Y) 
Let N be the set of non-negative integers, Z a set, and fV(‘) the additive 
monoid of all maps ~1: Z-+ FV such that a(i) = 0 for all but finitely many 
i E I. 
Let U be an N “i-graded K-module 
u= @ U”, (4.1) 
3LE N(” 
such that each homogeneous component U” is free of finite rank, say d(u). 
Then we define the Poincare series of U to be the formal power series 
where 
f(T)= 1 d(a) T", 
I E N”’ 
(4.2) 
T” = n T;ci), (4.3) 
isl 
and the T, are commuting independent indeterminates over Z. 
Now assume that in fact U is an associative N”‘-graded algebra over K 
with identity satisfying the above-mentioned condition on U. In particular 
we have 
U”Vc u*+fi, a, p E N (‘). (4.4) 
Let V be also an associative NcJ’-graded algebra over K with identity 
having a Poincare series 
g(S)= 1 0) SB, 
BE N(J) 
(4.5) 
where S,, jE J, is a new set of indeterminates. 
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PROPOSTIION (4.6). Let U and V be us above and let f( T) and g(S) be 
their PoincurP series given by (4.2) and (4.5), respectively. Furthermore, 
assume that d(0) = e(0) = 1 and that In J= 0. Then the free product U * V 
(of associative algebras with identity) over K inherits N (*” J)-gradution from 
U and V, and it has a Poincure series h( T, S) given by 
MT> S) =ftT) g(S) 
1 
l-(f(T)-l)(g(S)-l)- 
Proof: Fix an integer m 2 1. Consider the submodule W, of U * V 
which is direct sum of all submodules 
u”op U”1 . . . vBmp 
2 (4.7) 
where aO,a ,,..., a,EN(‘), /3,, . . . . /jrn~tWtJ), a;#0 for 1 <i<m- 1, and 
pi#O for 1 djdm. 
Since the module (4.7) is free of rank 
it follows that the Poincare series of W,,, is given by 
f(T)* (f(T)- I)“-’ (g(S)- 1)“‘. 
Since 
where W, = U, we obtain that 
h(T, S)=f+ 5 f’(f- l)‘+’ (g- 1)” 
m=l 
=f.[ 
1+ f (f-l)“(g-l)“+ f (f-1)“-‘(g-u” 
??I=1 m=l 1 
=fg. 5 (f-l)“(g-1)” 
lH=O 
fg 
=1-(f-l)(g-1)’ 
where we write f = f ( T) and g = g(S). 
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PROPOSITION (4.7). The PoincarP series p( T, S) of the algebra A(X, Y) is 
given by 
p(T, S)= 
1 
n,..(l-T,)-C.,.,S.,’ 
(4.8) 
where T,, x E X, and S,, y E Y, are commuting independent indeterminates 
over H. 
Proof The Poincare series f(T) of the subalgebra C of ,4(X, Y) 
generated by X, and considered as a Ncx’-graded algebra, is given by 
f(T)= ’ I-Lcx (1 - L)’ (4.9) 
The Poincare series g(S) of the subalgebra of A(X, Y) generated by Y, 
and considered as a N ( ‘j-graded algebra, is given by 
g(S) = 
1 
l-C.wYsy' 
(4.10) 
(For the latter formula see, for instance, [2, Chap. 2, Sect. 3, Proof of 
Thtoreme 21.) 
Since A(X, Y) = C * B by Theorem (3.3), the formula (4.8) follows from 
Proposition (4.6) by using the expressions (4.9) and (4.10) for f(T) and 
g(S), respectively. 
5. ANOTHER EXPREWON FOR p(T,S) 
We start by defining a map M + Ncz) which we denote by w t+ W. 
DEFINITION (5.1). For w E M let WE Ncz) be defined recursively as 
follows: 
(i) if w E Z then W(z) = 0 for z # w and W(w) = 1; 
(ii) if w=uv then W=U+O. 
DEFINITION (5.2). For c1 E NcX) and j? E N ( ‘) let 
wqx, Y)= {UEH(X, Y):Ul X=a,iiI r=p> 
and let LayB be the direct summand of L(X, Y) whose basis is 
$(H”,W Y)). 
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It is clear that 
UK Y)= 0 0 L”%K Y) (5.3) 
as WI(X) BE WI(Y) 
is an IV(~) x N’Y’-gradation of the Lie algebra L(X, Y). 
Let C(CI, /I) be the rank of L”vB(X, Y), i.e., the cardinality of HqB(X, Y). 
By using the Poincare-Birkoff-Witt theorem and proceeding as in the 
proof of Theo&me 2 [2, Chap. 2, Sect. 31 one obtains the following result. 
PROPOSITION (5.4). The Poincart series p( T, S) of A(X, Y) is given by 
P(T, S)= 
1 
n, flp (1 - ~“SP)“‘“JW (5.5) 
where the product is over all CI E N (*I and p E N “) such that IdI + I/? > 0. 
6. COEFFICIENTS c(a, /?) 
Our goal in this section is to obtain an explicit formula for the rank 
C(CL, B) of the free K-module L”,“(X, Y). 
For u E NV) we define 
lul= c 4x), 
xt x (6.1) 
cc! = n (u(x)!) 
VEX 
and if d 3 1 is an integer we write d 1 c( if d 1 a(x) for every x E X. 
Similar notations will be used for elements p E N”‘. The notation dl CI, /? 
means that d ( a and dl /I. 
THEOREM (6.1). ForcrEN(x),j?EN(Y), with I~l+lj3I>l wehaue 
c(uyp)= 
1 IBI 
WI px IpI +a(x) 
(IPIP)! 
W-4 ! 
. n ((181 +dx)WY 
.yex (181/O (4x)/O 
(6.2) 
where p is the Miibius function and ihe term 
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in the case /I = 0 should he interpreted as 0 unless there is an x0 such that 
a(x) = 0 for x # x0, in which case this term should he interpreted as l/a(x,). 
Proof: Without any loss of generality we may assume that Z is finite. If 
X has cardinality m and Y cardinality n we shall write 
x= {XI, .‘., x,}, y= {Yl, . . ..Y.}. 
Furthermore, let 
I= { 1, . . . . m}, J= { 1, . . . . n}, 
and let us agree to write T; for T,, and S, for S,. 
From Propositions (4.7) and (5.4) we obtain the identity 
(6.3) 
;= I j= I 1.0 
where the product on the right-hand side is over all CI E N’ and all BE NJ 
such that lcll + IpI >O. 
We have 
= c (IBI+~Y IPI”-’ 
cc! /I! I/?I!“-’ ( rI l 
lb?!, 
i 181 +cr(i) . T”SP’ > 
Since 
we obtain 
IPI”-’ 
‘ni(l/?I +rz(i)) T”SB. (6.4) 
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Note that when fl= 0 we have a # 0 and the quotient 
IBlrn-’ 
ITi (I D I + a(i)) 
is zero unless precisely one a(i) # 0 in which case this quotient should be 
interpreted as equal to l/cc(i). 
On the other hand, we have 
da, PI -log n (1 - T”sB)“‘“.P’ = 1 k Tkl,‘$kP 
1.P kPI 
From (6.3), (6.4), and (6.5) we infer that 
The formula (6.2) follows from (6.6) by Mobius inversion; see the proof 
of Lemma 1 in [2, Chap. 2, Sect. 31. 
Assume that 2 is a finite set and let us continue to use the notation 
introduced in the proof of the previous theorem. Define also 
where tl~ N’ and BE NJ. 
THEOREM (6.7). For r > 0 and s > 0 we have 
d(r,s)=---& 1 (l~)n”‘~ 
k,r.sp ( (msr;Lr)‘k)’ (6.8) 
Proof By replacing all indeterminates Ti with the same indeterminate 
T and all the Sj with the same S, we obtain from (6.3) the identity 
(1 _ T)“-nS= n (1 - TrSs)d(r*s). (6.9) 
r, .s 
r+s> 1 
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We have 
-log ( nS > ns 1 l-(1-T)” =,t;,T”.(l-T)“’ 
= ,,J ----!&. n” (,‘r’ ‘) T’S”, 
r>O 
and consequently 
-log((l-T)“-nS)=m c ;Tr+ c m.n” Ts”. 
i-2 I .S>, ms+r 
r>O 
On the other hand, by applying -log to the right-hand side of (6.9) we 
obtain 
-log n (1 - T’s”)“C”)= c d(r, s) 1 i TrkFk 
r, s r+ss 1 k>l 
?+A31 
=J.$, (k;5id(z)) T’S”- 
By comparing the coefficients of Ts” in the last two formulas we obtain 
1 ~d(~,~)=~.n~.(msr+r), s>O. 
klr,.s 
The formula (6.8) follows from here by Mobius inversion. 
In the case when X=0 the formulae (6.2) and (6.8) reduce to the 
classical Witt formulae 
and 
d(s) = f c p(k) nslk, 
,413 
respectively. 
The case when X is a singleton set deserves a special mention since then 
L(X, Y) = L(Z) is the free Lie algebra of Z over K. In that case the formula 
(6.8) takes the simplified form 
WITT’S FORMULAE 277 
Finally, if X and Y are arbitrary finite sets then for r= 1 the formula 
(6.8) gives 
d(l,s)=m.n”. 
7. THE GROUP F’(X, Y) 
Recall that Z is a disjoint union of X and Y. 
The algebra A(X, Y) has an N-gradation 
A(X, Y)= @ A”(X, Y), 
PI20 
where A”(X, Y) is the submodule of A(X, Y) whose basis consists of all 
monomials in Z of total degree n. In particular, A”(X, Y) = K. 
We shall denote by R(X, Y) the completion of ,4(X, Y), i.e., the algebra 
which may be identified with the algebra of formal power series in 2 over 
K where only the variables in X commute one with another. The elements 
in a(X, Y) can be written as infinite sums 
C 4, a, E A”(X, Y). (7.1) 
?I>0 
Such an element is invertible in a(X, Y) if and only if a, is invertible in K. 
All elements (7.1) with a, = 1 form a subgroup r of the group of units of 
&r, Y). 
Let afl(X, Y) be the submodule of A(X, Y) consisting of all elements 
(7.1) with ai = 0 for 0 < i < n. Then we obtain a filtration 
20(X, Y) 3 2(X, Y) 3 2(X, Y) 3 . . . , 
The canonical maps 
(7.2) 
A”(X, Y) -+ 2(X, Y)/Al”f ‘(X, Y) 
are isomorphisms of K-modules. Using these isomorphisms we can identify 
,4(X, Y) with the graded algebra associated with the filtration (7.2). 
We denote by r, the subgroup 1 + A^“(X, Y) of K This gives a central 
filtration 
of r, 
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Now let F(X, Y) be the free product of a free abelian group on X and a 
free group on Y. 
THEOREM (7.3). The unique homomorphism g : F(X, Y) -+ r such that 
g(z) = 1 + z for all z E Z is injective. 
THEOREM (7.4). Assume that the canonical morphism Z + K is injective. 
Let g: F(X, Y) --+ r be the homomorphism defined by g(z) = 1 + z for z E Z. 
Then g ~ ‘(r,,), n > 1, is the lower central series of F(X, Y). 
THEOREM (7.5). Let K = Z and for each z E Z let c(z) be the canonical 
image of z in F(X, Y)/[F(X, Y), F(X, Y)]. Let g be the graded Lie algebra 
over Z associated with the lower central series of F(X, Y). Then the unique 
Lie algebra homomorphism L(X, Y) + g which extends c is an isomorphism. 
We omit the proofs of these theorems since they are easy modifications 
of the proofs of ThCortmes 1, 2, and 3 of [2, Chap. 2, Sect. 51. 
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