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Introduction
L’étude des phénomènes transitoires en physique atomique remonte aux tra-
vaux précurseurs de Rabi sur la dynamique d’un système atomique excité de
manière cohérente [1]. Les oscillations purement quantiques, dites de Rabi, ont
joué un rôle essentiel dans la compréhension des phénomènes optiques résonnants.
Cependant, les études résolues en temps n’ont connu un grand développement que
depuis l’apparition de sources de rayonnement cohérent dans les années 50 (créa-
tion du maser [2, 3]) et surtout avec l’apparition des sources lasers [4]. Dans le
cadre semi-classique (matière quantifiée, champ classique), les phénomènes op-
tiques induits par des impulsions lumineuses font intervenir des superpositions
particulières entre états quantiques de la matière, donnant lieu aux phénomènes
de transitoires cohérents. On peut citer le passage adiabatique rapide [5], la nu-
tation optique [6], la précession optique [7] ou l’écho de photons [8]. Ces études
n’ont toujours pas fini de révéler de nouveaux effets. Pour preuve, récemment et
de façon surprenante il a été montré qu’il est possible de réaliser un transfert
complet de population à l’aide de sauts non-adiabatiques [9, 10].
Parallèlement à ces études portant sur un atome unique, les phénomènes tran-
sitoires résultant de la propagation d’impulsions lumineuses dans un milieu opti-
quement épais conduisent à des résultats spectaculaires tels que le ralentissement
ou le stockage de la lumière [11, 12] ainsi que l’effet Kerr géant [13]. Ces études
sont le prolongement d’investigations plus anciennes sur le comportement d’im-
pulsions courtes se propageant dans des milieux épais et résonnants. Un résultat
important connu sous le nom de théorème de McCall et Hahn [14,15] joue un rôle
central pour comprendre la déformation d’une impulsion au cours de sa propaga-
tion dans un milieu optiquement épais. Ce théorème stipule que le profil temporel
de l’impulsion est déformé de sorte que son aire algébrique (intégrale du champ
électrique) sature au cours de la propagation. En régime de couplage fort cela
permet de comprendre des phénomènes tels que la transparence auto-induite ou
la fragmentation d’impulsions [16]. En régime de couplage faible cette contrainte
impose une déformation à l’impulsion en lui octroyant une structure fortement
oscillante au cours du temps [17,18].
Les travaux menés au cours de cette thèse entrent dans le cadre d’un large pro-
jet tentant de transposer au cas tout quantique –lumière et matière quantifiées-
l’étude de ces effets transitoires bien connus en théorie semi-classique. La situation
devient alors très vite complexe. En effet, quand quelques photons interagissent
avec un atome, deux sérieuses limitations apparaissent. Premièrement, le régime
de champ fort est difficile sinon impossible à atteindre dans le vide. En effet, la
manière la plus simple pour l’atteindre consiste à focaliser le rayonnement quan-
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tique sur l’atome. Cependant, après focalisation, la polarisation de la lumière est
très fortement dispersée (spatialement) et le couplage effectif avec l’atome de-
vient faible [19, 20]. Deuxièmement, le rayonnement diffusé n’étant pas directif
(rayonnement du dipôle), un couplage spatio-temporel s’établit et l’étude pure-
ment temporelle des phénomènes est alors difficile à mener. En semi-classique, ces
problèmes ne sont pas limitants. En effet, le nombre de photons constituant une
impulsion est toujours suffisamment élevé pour que l’on puisse atteindre aisément
le régime de champ fort dans le domaine optique. Deuxièmement, en travaillant
sur un échantillon d’atomes et non pas sur un seul, le rayonnement résultant de
l’interférence des différents émetteurs est toujours directif (rayonnement cohérent
vers l’avant). De ce fait, l’aspect temporel ne souffre d’aucun couplage direction-
nel et les phénomènes transitoires sont alors bien isolés. En tout quantique, cette
dernière méthode n’est pas transposable car elle conduit à l’apparition d’un nou-
veau phénomène inexistant en semi-classique : l’intrication du champ avec les
atomes et des atomes entre eux. De ce fait, il faut traiter l’ensemble atomes plus
champ comme un seul système et le problème ne pourra donc jamais se ramener
à celui d’un seul atome couplé au champ quantique.
Pour circonscrire la première difficulté et atteindre le régime de champ fort,
une possibilité est de confiner le champ électromagnétique dans une cavité aug-
mentant son intensité. C’est la technique la plus courante mise en place notam-
ment au LKB à Paris. Il a alors été possible de visualiser les oscillations de Rabi
quantiques [21] par exemple ainsi que la décohérence progressive de chats de
Schrödinger [22]. Ces travaux ont été récompensés par le prix Nobel 2012 décerné
à S. Haroche et D. Wineland. Une autre méthode de confinement –partiel– est
basée sur l’utilisation de guide d’onde unidimensionnel. Le champ est alors limité
aux modes axiaux du guide et le régime de couplage fort peut être obtenu avec un
atome placé au sein du guide. Cette configuration a aussi l’avantage de permettre
d’étudier la dynamique du système en distinguant les champs réfléchi et transmis.
C’est ce cas-ci que nous retiendrons pour étudier la déformation d’un paquet à
un photon résonnant se propageant dans un guide d’onde contenant un ou deux
atomes (chapitre 3) ainsi que le cas d’une impulsion multimodes non-résonnante
(chapitre 4). Enfin, une dernière méthode, développée dans le chapitre 2 consiste
à utiliser une cavité optique en configuration micro-maser : l’atome traverse trans-
versalement une cavité optique remplie d’un champ monomode et son couplage
est transitoire. Dans cette situation, le profil de l’impulsion est remplacé par le
profil transverse du champ confiné dans la cavité.
La deuxième difficulté –incontournable– nous amène à restreindre nos études
dans un premier temps à certaines situations réalistes. Nous avons traité dans
cette thèse uniquement le cas de un ou deux atomes interagissant avec le champ.
Des tentatives théoriques [23, 24] ont été développées pour traiter ce problème
dans le cas particulier de régime de champ faible mais le cas général (combinant
milieu épais et régime de champ fort) est encore hors de portée.
Ce manuscrit est organisé de la façon suivante :
Dans le chapitre un, nous donnerons les éléments de base permettant de
comprendre l’interaction entre un système à deux niveaux et un champ élec-
tromagnétique. En régime semi-classique, on décrira la possibilité de réaliser des
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transitions non-adiabatiques à l’aide d’impulsions non-résonnantes en régime de
couplage fort ainsi que la propagation d’impulsions lumineuses dans un ensemble
atomique, conduisant au théorème de McCall et Hahn. En régime tout quantique,
on introduira aussi le modèle de Jaynes-Cummings décrivant l’interaction entre
un champ quantique monomode et un système à deux niveaux.
Dans le chapitre deux, nous étudierons la dynamique d’un atome traversant
une cavité micro-maser monomode non-résonnante. Dans cette situation, il n’y
a pas d’impulsion mais un couplage transitoire, dépendant du profil du mode
de la cavité, entre l’atome et le champ. Cette configuration a déjà fait l’objet
de plusieurs études [25–29] qui ont montré que lorsque l’énergie cinétique de
l’atome est du même ordre de grandeur que l’énergie d’interaction, il est nécessaire
de traiter quantiquement le mouvement du centre de masse de l’atome. Nous
verrons qu’il est possible de réaliser des transitions optiques non-adiabatiques
significatives lors de la traversée de la cavité et que ces dernières dépendent du
profil transverse du champ contenu dans le micro-maser. Notre étude se focalisera
sur le régime dit intermédiaire, où l’énergie cinétique de l’atome est du même ordre
de grandeur que l’énergie d’interaction et nous relierons les effets opto-mécaniques
et les transitions non-adiabatiques.
Dans le chapitre trois, nous étudierons la diffusion d’un paquet d’onde à un
photon par un puis deux atomes à deux niveaux contenus dans un guide d’onde
unidimensionnel. Cette configuration a l’avantage de confiner le champ aux modes
axiaux du guide et d’obtenir ainsi un régime de couplage fort entre un photon
unique et un atome. Cette situation a déjà été étudiée précédemment [30–32], mais
ces études ont toutes été faites dans l’approximation de l’onde tournante (rwa).
Cette approximation néglige les effets des photons virtuels qui sont pourtant
indispensables à un traitement correct de l’interaction. La nécessité de prendre
en compte ces contributions hors-rwa a été établie lors des travaux sur la super-
radiance [33–35]. Cette approximation ne sera alors pas réalisée dans ce chapitre et
nous montrerons que la nature, réelle ou virtuelle, des photons influe grandement
sur la dynamique du système. Nous verrons alors que la dynamique des champs
peut être comprise à l’aide des états de Dicke retardés, utilisés dans les théories
de super-radiance. Nous montrerons qu’il existe un théorème équivalent à celui
de McCall et Hahn contraignant la forme du champ lors de sa propagation.
Dans le dernier chapitre nous développerons une méthode générale pour trai-
ter l’interaction entre un champ quantique multimodes non-résonnant et un sys-
tème atomique à deux niveaux contenu dans un guide d’onde. L’originalité de
cette méthode repose sur la définition de nouveaux états adiabatiques globaux,
similaires à ceux utilisés dans les modèles semi-classiques. Afin de déterminer
ces nouveaux états adiabatiques, nous définirons les états du flux électromagné-
tique en nous basant sur la quantification du vecteur de Poynting. Dans le cas
semi-classique, les états adiabatiques sont constitués de séries de deux branches
couplées entre elles. Dans le cas tout quantique, nous montrerons que chacune de
ces branches se décompose en une famille de branches formant une bande. Nous
distinguerons alors les couplages intra-bandes et inter-bandes et étudierons leur
rôle respectif. Cette méthode sera par la suite illustrée dans le cas où le champ
est composé de deux modes. Nous étudierons la convergence de ce modèle vers
4 Introduction
le modèle semi-classique lorsque le champ est composé d’états cohérents à grand
nombre de photons.Nous étudierons ensuite la situation où le champ comporte
peu de photons et ne peut donc plus être assimilé à un champ classique.
Chapitre 1
Système à deux niveaux
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1.1 Modèle semi-classique
Dans ce chapitre nous présenterons les bases théoriques permettant d’étudier
l’interaction de systèmes à deux niveaux avec des champs classiques et quantiques.
L’approche semi-classique consiste à traiter l’atome quantiquement en le consi-
dérant, dans notre cas, composé de deux états discrets mais de conserver une
description classique pour le champ électromagnétique.
Nous présenterons dans un premier temps le modèle semi-classique. Nous dé-
crirons la base adiabatique qui permet de comprendre aisément la dynamique
des populations. Nous verrons alors qu’il est possible de réaliser des sauts non-
adiabatiques conduisant à des transferts significatifs de populations. Toujours
avec un modèle semi-classique, nous présenterons ensuite la propagation d’une
impulsion dans un ensemble atomique.
Dans un second temps nous présenterons le modèle de Jaynes-Cummings. Ce
modèle permet un traitement tout quantique de l’interaction entre un champ élec-
tromagnétique monomode et un système à deux niveaux. Nous verrons comment
s’exprime la base adiabatique dans ce modèle. Afin d’avoir un exemple d’utilisa-
tion de l’hamiltonien de Jaynes-Cumming, nous traiterons finalement le cas des
oscillations de Rabi.
1.1.1 Atome à deux niveaux
On considère un atome à deux niveaux, |a〉 et |b〉, d’énergie 0 et ~ω0 respec-
tivement. L’atome interagit avec un champ classique monomode d’expression :
Ec(t) = (t)e−iωct + cc (1.1)
avec (t) l’amplitude du champ et cc désigne le complexe conjugé. Pour un champ
réel on a alors Ec(t) = 2(t) cos(ωct). Le désaccord fréquentiel entre le champ et
la transition atomique est ∆ = ω0 − ωc.
Dans l’approximation dipolaire, l’hamiltonien du système est donné par :
Hˆ = ~ω0σˆ†σˆ − dˆEc(t) (1.2)
où dˆ = d(σˆ† + σˆ) est l’opérateur dipolaire électrique. d = 〈b|dˆ|a〉 est l’élément de
matrice de la transition dipolaire. σ = |a〉 〈b| (σ†) est l’opérateur de désexcitation
(excitation) de l’atome. L’hamiltonien (1.2) est donné dans la jauge de Göppert-
Mayer. Dans la jauge de Coulomb, le terme d’interaction −dˆEc(t) est remplacé
par Apˆ où A est le potentiel vecteur.
Le terme d’interaction −dˆEc(t) s’écrit alors :
− dˆEc(t) = −~Ω(t)2 (e
−iωct + e−iωct)(σˆ† + σˆ) (1.3)
où Ω(t) = d(t)~ est la fréquence de Rabi.
Dans ces conditions l’hamiltonien du système s’écrit :
Hˆ = ~ω0σˆ†σˆ − ~Ω(t)2 (e
−iωct + e−iωct)(σˆ† + σˆ). (1.4)
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Cet hamiltonien peut être réécrit pour faire explicitement apparaître le désac-
cord ∆ :
Hˆ = ~ωcσˆ†σˆ + ~∆σˆ†σˆ − ~Ω(t)2 (e
−iωct + e−iωct)(σˆ† + σˆ). (1.5)
Cette dernière forme de l’hamiltonien permet de passer de la représentation
de Schrödinger (S) vers la représentation d’interaction (I). Le changement de
représentation est effectué grâce à la transformation unitaire Uˆ0 = e−iHˆ0t/~ avec
Hˆ0 = ~ωcσˆ†σˆ. Les observables, dont l’hamiltonien, se transforment selon OˆI =
Uˆ †0OˆSUˆ0. La fonction d’onde devient |ψ〉I = Uˆ †0 |ψ〉S. Les indices I et S indiquent
quelle représentation est utilisée.
Ici, le passage en représentation d’interaction revient à se mettre dans un
repère tournant avec le champ à une fréquence ωc.
On obtient alors l’hamiltonien en représentation d’interaction :
Hˆ(I) = ~∆σˆ†σˆ − ~Ω(t)2 (e
−iωct + e−iωct)(σˆ†e−iωct + σˆe+iωct)
= ~∆σˆ†σˆ − ~Ω(t)2 (σˆ
† + σˆ + σˆ†e−2iωct + σˆe+2iωct).
(1.6)
Cette dernière forme fait apparaître deux termes avec une fréquence double ±2ωc.
Ces deux termes sont fortement oscillants et peuvent alors être négligés lorsque
l’on moyenne sur une période optique . Il s’agit de l’approximation de l’onde
tournante (ou séculaire, ou rwa pour Rotating Wave Approximation en anglais).
Cette approximation sera couramment utilisée dans ce manuscrit, sauf dans le
chapitre 3 où le traitement correct du problème l’interdit.
On a finalement l’hamiltonien suivant :
Hˆ(I) = ~∆σˆ†σˆ − ~Ω(t)2 (σˆ
† + σˆ). (1.7)
La fonction d’onde générale du système, en représentation d’interaction, s’écrit
alors :
|ψ〉I (t) = Aa(t) |a〉+ Ab(t)e−i∆t |b〉 (1.8)
où Aa,b(t) sont les amplitudes de probabilité de trouver l’atome dans l’état |a〉
et |b〉 à l’instant t respectivement, avec la condition de normalisation |Aa(t)|2 +
|Aa(t)|2 = 1.
L’évolution de système est décrite par l’équation de Schrödinger dépendante
du temps : i~d |ψ〉S (t)dt = H
(S) |ψ〉S (t). En substituant |ψ〉s (t) par Uˆ0 |ψ〉I (t), on
a :
i~
(
dUˆ0
dt |ψ〉I (t) + Uˆ0
d |ψ〉I (t)
dt
)
= Hˆ(S)Uˆ0 |ψ〉I (t)
⇔ i~Uˆ0 d |ψ〉I (t)dt = (Hˆ
(S) − Hˆ0)Uˆ0 |ψ〉I (t)
⇔ i~d |ψ〉I (t)dt = Uˆ
†
0(Hˆ(S) − Hˆ0)Uˆ0 |ψ〉I (t).
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On obtient donc l’équation de Schrödinger dans la représentation d’interaction :
i~
d |ψ〉I (t)
dt = Hˆ
(I) |ψ〉I (t) (1.9)
avec Hˆ(I) = Uˆ †0(Hˆ(S) − Hˆ0)Uˆ0 = ~∆σˆ†σˆ − ~Ω(t)2 (σˆ† + σˆ).
À partir de maintenant, et dans toute la suite de ce chapitre, nous resterons
en représentation d’interaction. Par souci de clarté l’indice I sera donc omis.
En appliquant l’équation (1.9) sur la fonction d’onde (1.8), on obtient le sys-
tème d’équations différentielles couplées sur les amplitudes de probabilité suivant :
∂tAa(t) =
iΩ(t)
2 e
−i∆tAb(t) (1.10a)
∂tAb(t) =
iΩ(t)
2 e
i∆tAa(t). (1.10b)
1.1.2 Base adiabatique
Une méthode efficace permettant de résoudre le système est de se placer dans
la base adiabatique. La base adiabatique est définie comme étant celle qui diago-
nalise l’hamiltonien (1.7). Cette diagonalisation ne pose pas de problème parti-
culier et on obtient les états adiabatiques suivants :
|+〉 = cos θ(t) |b〉 − sin θ(t) |a〉 (1.11a)
|−〉 = sin θ(t) |b〉+ cos θ(t) |a〉 . (1.11b)
L’énergie des états adiabatiques est donnée par :
E±(t) =
1
2
(
~∆±
√
(~∆)2 + (~Ω(t))2
)
(1.12)
où θ(t) est défini par tan(2θ(t)) = Ω(t)∆ avec 0 ≤ θ(t) ≤ pi2 . La base adiabatique
correspond à une rotation de la base atomique, dont l’angle de rotation, θ(t),
dépend de l’interaction. Ces nouveaux états sont une superposition des états de
l’atome pendant l’interaction. Quand ∆ 6= 0 et sans interaction on a Ω(t) = 0,
soit θ(t) = 0, les états adiabatiques coïncident alors avec les états atomiques :
|+〉Ω=0 = |b〉
|−〉Ω=0 = |a〉 .
1.1.3 Cas résonnant : oscillations de Rabi
On considère ici la situation où le le champ et la transition atomique sont
résonnants (∆ = 0). Dans ce cas là, les états adiabatiques sont donnés par :
|+〉 = 1√
2
(|b〉 − |a〉)
|−〉 = 1√
2
(|b〉+ |a〉)
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et l’énergie de ces états : E±(t) = ±~Ω(t)2 . En dehors de l’interaction, les deux états
adiabatiques sont dégénérés : E±(|t|  τ) = 0. Cela signifie que si l’atome est ini-
tialement dans l’état |b〉 ou |a〉, il est automatique dans une superposition d’états
adiabatiques 1√2(|+〉 ± |−〉). Au cours de l’interaction, les énergies adiabatiques
ne sont plus dégénérées. Le schéma énergétique est représenté sur la figure 1.1
dans le cas où l’amplitude du champ est prise gaussienne : (t) = 1
τ
√
pi
e−(t/τ)
2 , où
τ est la durée de l’impulsion et
∫∞
−∞ (t)dt = 1.
-4 -2 0 2 4
|->
|+>
|a>
T=t/
|b>
Figure 1.1 – Niveaux énergétiques des états adiabatiques lorsque le champ est
résonnant avec la transition atomique, dans la représentation d’interaction. L’en-
veloppe du champ est gaussienne : (t) = 1
τ
√
pi
e−(t/τ)
2 avec
∫∞
−∞ (t)dt = 1. Avant
et après l’interaction, lorsque (t) = 0, les états adiabatiques sont dégénérés et
confondus avec les états atomiques. Durant l’interaction, lorsque (t) 6= 0, les
états adiabatiques sont séparés de ~Ω(t).
La fonction d’onde, dans la base adiabatique, est simplement donnée par :
|ψ〉 (t) = A+(t) |+〉+ A−(t) |−〉 . (1.15)
Dans le cas résonnant, l’hamiltonien (1.7) devient :
Hˆ(I) = −~Ω(t)2 (σˆ
† + σˆ). (1.16)
L’évolution du système est obtenue en utilisant l’équation de Schrödinger, on
obtient :
∂tA+(t) = i
Ω(t)
2 A+(t) (1.17a)
∂tA−(t) = −iΩ(t)2 A−(t). (1.17b)
Soit :
A±(t) = A±(t→ −∞)e±i
∫ t
−∞
Ω(t′)
2 dt
′
. (1.18)
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Si l’atome est initialement dans l’état fondamental |a〉, on a A±(t→ −∞) =
∓ 1√2 . L’amplitude de probabilité d’être dans l’état excité à l’instant t est donnée
par :
Ab(t) =
1√
2
(A+(t) + A−(t))
= 1√
2
(
− 1√
2
e
i
∫ t
−∞
Ω(t′)
2 dt
′
+ 1√
2
e
−i
∫ t
−∞
Ω(t′)
2 dt
′
)
= −i sin
(∫ t
−∞
Ω(t′)
2 dt
′
)
.
La probabilité d’être dans l’état excité est donc de :
Pb(t) = |Ab(t)|2 = sin2
(∫ t
−∞
Ω(t′)
2 dt
′
)
. (1.19)
La population possède donc un comportement oscillatoire dans un premier
temps. Ces oscillations sont les oscillations bien connues de Rabi. Aux temps
longs (t τ), la population dans l’état excité sature à une valeur déterminée par
l’aire de l’impulsion
∫∞
−∞Ω(t′)dt′.
De cette façon, une impulsion dite pi conduira à un transfert complet de popu-
lation. Une impulsion d’aire zéro laissera par contre la population inchangée après
interaction, tandis qu’une impulsion d’aire pi2 projettera la moitié de la population
dans l’état excité.
Le cas d’une impulsion d’aire 15pi est représenté sur la figure 1.2. L’atome
est initialement dans l’état fondamental. Pendant l’interaction, la population ef-
fectue des oscillations de Rabi entre les états atomiques. Après l’interaction, la
population sature à 1, ce qui correspond à une impulsion d’aire pi (modulo 2pi).
1.1.4 Cas non-résonnant : transitions non-adiabatiques
Dans le cas où le champ et la transition atomique ne sont pas résonnants,
les états adiabatiques sont donnés par les relations (1.11). Les énergies des états
adiabatiques sont représentées sur la figure 1.3. Cette fois les états adiabatiques
ne sont pas dégénérés. En dehors de l’interaction ((t) = 0) ils restent séparés
d’une valeur ~∆. L’état |+〉 est alors confondu avec l’état atomique excité |b〉 et
l’état |−〉 avec l’état fondamental |a〉. Pendant l’interaction, les états adiabatiques
sont une superposition des états atomiques et sont séparés de ~
√
∆2 + Ω(t)2. La
fonction d’onde dans cette base s’écrit :
|ψ〉 (t) = A+(t) |+〉 (t) + A−(t) |−〉 (t). (1.20)
Les états adiabatiques dépendent du temps à travers θ(t), leurs dérivés valent :
∂t(|+〉) = −∂t(θ(t)) |−〉 (1.21a)
∂t(|−〉) = ∂t(θ(t)) |+〉 . (1.21b)
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Figure 1.2 – Évolution temporelle du système dans le cas résonnant. (a) L’en-
veloppe du champ est gaussienne : (t) = 1
τ
√
pi
e−(t/τ)
2 avec
∫∞
−∞ (t)dt = 1. (b)
Dynamique des populations adiabatique (trait plein noir) et atomique (pointillés
rouges). L’aire de l’impulsion
∫∞
−∞Ω(t′)dt′ vaut 15pi. Dans le cas résonnant l’évo-
lution est adiabatique, la population dans l’état |+〉 reste constante. L’atome est
initialement dans l’état |a〉. La population dans l’état |b〉 oscille lors du passage
de l’impulsion, puis sature à 1.
En appliquant l’équation (1.9) sur la fonction d’onde (1.20), on obtient le sys-
tème d’évolution des amplitudes de probabilité d’être dans les états adiabatiques
suivants :
∂tA+(t) = −iE+(t)~ A+(t)−
V (t)
2 A−(t) (1.22a)
∂tA−(t) = −iE−(t)~ A−(t) +
V (t)
2 A+(t). (1.22b)
Contrairement au cas précédant, les états adiabatiques sont cette fois couplés
entre eux à travers le couplage V (t) = 2∂t(θ(t)), ce qui va induire des transitions.
Si l’on reprend l’impulsion gaussienne utilisée dans le cas résonnant, le cou-
plage V (t) reste faible et les transitions non-adiabatiques sont négligeables. Consi-
dérons alors l’enveloppe suivante :
(t) = 1√
pi
(
e−(
t+t0
τ
) − e−( t−t0τ )
)
. (1.23)
Cette enveloppe est une double gaussienne dont la seconde gaussienne est in-
versée de sorte que son aire totale soit nulle. Le couplage non-adiabatique V (t)
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Figure 1.3 – Niveaux énergétiques des états adiabatiques lorsque le champ est
non-résonnant avec la transition atomique, dans la représentation d’interaction.
L’enveloppe du champ est une double gaussienne : (t) = 1√
pi
(
e−(
t+t0
τ
) − e−( t−t0τ )
)
d’aire totale nulle. Avant et après l’interaction, lorsque (t) = 0, les états adiaba-
tiques sont séparés de ~∆ et |+〉 (|t|  τ) = |b〉, |−〉 (|t|  τ) = |a〉. Durant l’in-
teraction, lorsque (t) 6= 0, les états adiabatiques sont séparés de ~
√
∆2 + Ω2(t).
s’exprime :
V (t) = Ω0/∆∂t(t)(Ω0/∆(t))2 + 1
. (1.24)
L’enveloppe (t) ainsi que le couplage V (t) sont représentés sur la figure 1.4.
Le terme de couplage présente un minimum à t = 0 : V (t = 0) = 2Ω0∆
(
∂t(t)
)
t=0
et
retombe à 0 à t = ±t1. Les temps ±t1 correspondent aux instants où la dérivée du
champ s’annule, soit lorsque l’amplitude du champ est maximale. Cela correspond
aussi à la séparation maximale entre les états adiabatiques. Le terme de couplage
non-adiabatique présente deux autre maxima non-négligeables à t = ±t2.
Le pic à t = 0 du terme de couplage non-adiabatique peut être caractérisé par
son aire Ana et sa largeur δT , qui peut être approximée à δT ' Ana/V (t = 0).
Son aire est donnée part :
Ana =
∫ t1
−t1
V (t)dt = 2 tan−1(Ω0∆ (t1)). (1.25)
Dans la limite d’un couplage infini Ω0∆ →∞, on a :
Ana → pi
δT → 0.
Le terme de couplage non-adiabatique se comporte alors comme une impulsion
delta d’aire pi. Autour de t = 0 (sur une largeur de quelques δT ), la séparation
entre les états adiabatiques est minimum et vaut environ ~∆ et l’impulsion peut
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Figure 1.4 – Enveloppe du champ et couplage non-adiabatique. L’enveloppe du
champ est une double gaussienne : (t) = 1√
pi
(
e−(
t+t0
τ
) − e−( t−t0τ )
)
. Le terme de
couplage présente un extremum principal à T = 0, redevient nul à T = ±T1 et
possède deux maxima à T = ±T2.
être approximée résonnante dans la limite Ω0∆ →∞. On retrouve alors, localement,
la situation du paragraphe précédent.
Cette situation est représentée sur la figure 1.5. Le champ utilisé est celui
de la figure 1.4. La population adiabatique effectue un transfert de population
presque complet à t = 0, qui correspond à une impulsion d’aire pi. Cependant, les
deux autres maxima du terme de couplage à t = ±t2 produisent des transferts de
population non-négligeables. Ces transferts expliquent le fait que la population
finale n’est pas complètement inversée. À T = −T2, une partie de la population est
transférée dans l’état |+〉. Cette population modifie le saut en t = 0 et pour finir
un autre transfert de population est effectué en t = t2. Afin d’avoir un transfert
de population complet, il faut limiter ces phénomènes et avoir une évolution
adiabatique sur les ailes de l’impulsion.
Cet exemple montre clairement l’importance des transitions non-adiabatiques.
On a montré, dans le paragraphe précédent que, sans celles-ci, une impulsion
d’aire nulle laisse le système atomique inchangé. L’utilisation d’un champ au profil
temporel spécifique permet cependant de réaliser des transitions non-adiabatiques
capables d’inverser complètement la population du système.
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Figure 1.5 – Dynamique des populations adiabatique (trait plein noir) et ato-
mique (pointillés rouges). L’atome est initialement dans l’état |a〉 qui correspond
à l’état adiabatique |−〉 avant l’interaction. La population adiabatique réalise un
transfert de population à T = 0, lorsque le couplage V (T ) est sur son extremum.
À T = ±T2, la population adiabatique effectue de légers sauts, dus aux deux
maxima de V (t) (voir figure 1.4). La population atomique |b〉 oscille (oscillations
de Rabi) au cours de l’interaction et sature à 0.8. Les paramètres sont ∆τ = 1 et
Ωτ = 20pi.
1.2 Ensemble atomique
On considère dans cette partie la propagation d’une impulsion résonnante
dans un milieu atomique. Le champ est défini de la sorte :
E(z, t) = if(z, t)e−i(ω0t−k0z) + cc (1.26)
où i et f(z, t) sont l’amplitude et l’enveloppe du champ, cc signifie le complexe
conjugué. À l’entrée du milieu le champ a une enveloppe gaussienne de largeur
temporelle τ :
f(z = 0, t) = 1
τ
√
pi
e−(t/τ)
2
. (1.27)
La fonction d’onde du système s’écrit :
|ψ〉 (t) = Aa(z, t) |a〉+ Ab(z, t)e−iω0t |b〉 . (1.28)
On obtient à l’aide de l’équation de Schrödinger, l’évolution des amplitudes :
∂tAa(t) = iΘ0τ−1f(z, t)Ab(z, t) (1.29a)
∂tAb(t) = iΘ0τ−1f(z, t)Aa(z, t) + ikvzAb(t), (1.29b)
où Θ0 = diτ~ et −kvz est le décalage Doppler. L’équation de propagation est
donnée par [36] :
df(z, t)
dz/L
= iedispΘ0
< A∗aAb > . (1.30)
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Figure 1.6 – Figure extraite de Delagnes et al [36]. Comportement temporel
de l’impulsion transmise pour ∆D = 0.6 GHz, τ = 100 fs, Θ0 = 0.01 et (a)
α0L = 100, edisp = 0.006 (b) α0L = 16500, edisp = 1. Le champ incident est
représenté en pointillés, et le champ transmis en trait plein. (a) le champ est très
faiblement déformé mais possède une longue queue négative qui permet d’avoir
une aire totale nulle. (b) le champ est fortement déformé et possède plusieurs
oscillations. L’aire totale est nulle.
Le coefficient edisp = Nd
2ω0
2c0~ Lτ caractérise la dispersion du milieu, avec N la
densité atomique et L la longueur de l’échantillon. Afin de prendre en compte
la largeur Doppler, due au déplacement des centres de masse atomique dans
l’échantillon, la cohérence optique A∗aAb est moyennée :
< A∗aAb >=
∫ ∞
−∞
A∗bAbg(∆)d∆ (1.31)
avec g(δ) = 12pi∆d e
− 14pi ( ∆∆d )
2
la distribution Doppler et ∆d la largeur Doppler. L’aire
de l’impulsion est définie par :
Θ(z) = Θ0
∫ ∞
−∞
f(z, t)dt/τ. (1.32)
À partir des équations (1.29) et (1.30) on obtient l’équation d’évolution de
l’aire de l’impulsion [36] :
d2Θ(z)
dz = −
α0
2 sin(2Θ(z)) (1.33)
dont la solution est :
tan(Θ(z)) = tan Θ0e−α0z/2 (1.34)
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où α0L = edisp∆dτ est l’épaisseur optique du milieu.
Lorsque le milieu est optiquement dense (α0L 1), l’aire de l’impulsion sature
et on a tan(Θ(s)) ' 0 pour z > α−10 . Dans ces conditions, l’aire de l’impulsion
sature à Θ(z > α−10 ) = ppi où p est un entier.
Dans un régime de couplage faible, on a tan Θ(z) ' Θ(z) zα
−1
0−→ 0, l’aire
algébrique de l’impulsion devient nulle. Le profil de l’impulsion est alors déformé,
faisant apparaître des parties négatives. Cette distorsion est représentée sur la
figure 1.6. On observe que le champ est modifié et possède soit (a) quand edisp =
0.006  1, une faible distorsion avec une faible partie négative sur les temps
longs, soit (b) quand edisp = 1, un caractère fortement oscillatoire.
L’équation (1.32) permet de relier l’aire de l’impulsion à la composante de
Fourier résonnante de l’impulsion :
Θ(z) = Θ0f˜(z, ω = ω0) (1.35)
où f˜(z, ω) =
∫∞
−∞ f(z, t)ei(ω−ω0)tdt. On en déduit que lorsque l’aire de l’impulsion
devient nulle, la fréquence résonnante de l’impulsion est complètement absorbée.
1.3 Modèle de Jaynes-Cummings
1.3.1 Hamiltonien de Jaynes-Cummings
On considère dans cette partie un atome à deux niveaux soumis à un champ
monomode. La situation est la même que dans la partie 1.1, sauf que cette fois
le champ est traité quantiquement. L’hamiltonien du système se décompose en
trois parties correspondant à l’atome, au champ et à l’interaction :
Hˆ = Hˆatome + Hˆchamp + Hˆinter (1.36)
avec
Hˆatome = ~ω0σˆ†σˆ (1.37a)
Hˆchamp = ~ωcaˆ†aˆ (1.37b)
Hˆinter = −dˆEˆ. (1.37c)
Les opérateurs aˆ† et aˆ sont les opérateurs de création et d’annihilation de photons
dans le mode ωc du champ. dˆ = d(σˆ + σˆ†) est l’opérateur dipolaire électrique et
Eˆ = E0(t)(aˆ + aˆ†) est l’opérateur du champ avec E0 =
√
~ωc
20V , V étant le vo-
lume du mode. (t) est une enveloppe temporelle réelle permettant de prendre en
compte un couplage transitoire entre l’atome et le champ monomode. σˆ = |a〉 〈b|
et σˆ† = |b〉 〈a| sont les opérateurs de désexcitation et d’excitation de l’atome.
L’hamiltonien d’interaction peut alors s’écrire :
Hˆinter = −~g(t)(aˆ+ aˆ†)(σˆ + σˆ†) (1.38)
avec g(t) = E0d~ (t).
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Dans l’expression (1.38), les termes aˆσˆ† et aˆ†σˆ correspondent aux processus
d’excitation de l’atome par absorption d’un photon, et d’émission d’un photon
par désexcitation de l’atome. Les termes restants, aˆσˆ et aˆ†σˆ†, correspondent à des
processus hors résonance, d’absorption de photon par désexcitation de l’atome et
d’émission de photon par excitation de l’atome. Ces deux derniers termes seront
négligés par la suite. Cela correspond à faire l’approximation rwa de la partie 1.1.
Nous verrons dans le chapitre 3 une situation où ces termes hors-rwa ne peuvent
pas être négligés.
L’hamiltonien 1.38 se simplifie alors en :
Hˆinter = −~g(t)(aˆσˆ† + aˆ†σˆ), (1.39)
ce qui amène à l’hamiltonien total du système :
Hˆ = ~ω0σˆ†σˆ + ~ωcaˆ†aˆ− ~g(t)(aˆσˆ† + aˆ†σˆ), (1.40)
avec ∆ = ω0 − ωc.
De la même façon que pour le cas semi-classique étudié précédemment, il est
utile de passer en représentation d’interaction. Pour cela on réécrit l’hamilto-
nien (1.40) :
Hˆ = ~ωc(σˆ†σˆ + aˆ†aˆ) + ~∆σˆ†σˆ − ~g(t)(aˆσˆ† + aˆ†σˆ). (1.41)
La procédure générale pour passer en représentation d’interaction est détaillée
dans la partie 1.1. On prend cette fois Hˆ0 = ~ωc(σˆ†σˆ + aˆ†aˆ). On obtient alors
pour l’hamiltonien en représentation d’interaction :
Hˆ(I) = ~∆σˆ†σˆ − ~g(t)(aˆσˆ† + aˆ†σˆ). (1.42)
On peut noter ici, que si l’on avait conservé les termes hors-rwa, on aurait :
Uˆ †0 aˆσˆUˆ0 = aˆσˆe−2iωct
Uˆ †0 aˆ
†σˆ†Uˆ0 = aˆ†σˆ†e2iωct.
On retrouve dans ces expressions, le fait que ces termes ont une fréquence
double ±2ωc.
La fonction d’onde générale du système, en représentation Schrödinger, est
donnée par :
|ψ〉S (t) =
∞∑
n=0
Aa,n+1(t)e−i(n+1)ωct |a, n+ 1〉+ Ab,ne−i(ω0+nωc)t |b, n〉 (1.43)
où |a, n+ 1〉 = |a〉⊗|n+ 1〉 et |b, n〉 = |b〉⊗|n〉 correspondent aux états où l’atome
est dans le fondamental avec n+ 1 photons dans le champ et l’état où l’atome est
excité avec n photons dans le champ, respectivement. |n〉 est un état de Fock, ou
état nombre de photon, qui contient n photons dans le mode du champ. L’action
des opérateurs du champ sur ces états est définie de la sorte :
aˆ |n〉 = √n |n− 1〉
aˆ† |n〉 = √n+ 1 |n+ 1〉 .
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On a alors Hˆchamp |n〉 = n(~ωc) |n〉, où ~ωc est l’énergie d’un seul photon.
En représentation d’interaction, on a :
|ψ〉I (t) = Uˆ †0 |ψ〉S (t) =
∞∑
n=0
Aa,n+1(t) |a, n+ 1〉+ Ab,n(t)e−i∆t |b, n〉 . (1.44)
Comme précédemment, on se placera systématiquement par la suite en repré-
sentation d’interaction, et les indices S et I seront alors omis.
1.3.2 Base adiabatique
De la même manière que pour le modèle semi-classique, la dynamique du
système peut se comprendre plus facilement dans la base adiabatique pour le
modèle quantique. Dans l’approximation rwa, l’hamiltonien Hˆ ne couple que
les états |a, n+ 1〉 et |b, n〉. On peut alors restreindre l’étude à l’espace vectoriel
{|a, n+ 1〉 , |b, n〉}. Dans cet espace, l’hamiltonien s’exprime :
Hˆn = −~g(t)
√
n+ 1
(
|b, n〉 〈a, n+ 1|+ |a, n+ 1〉 〈b, n|
)
+ ~∆ |b, n〉 〈b, n| . (1.45)
Les états adiabatiques, notés |±, n〉 sont alors ceux qui diagonalisent cet hamil-
tonien. La procédure est similaire à celle utilisée dans le modèle semi-classique,
on obtient :
|+, n〉 = cos θn(t) |b, n〉 − sin θn(t) |a, n+ 1〉 (1.46a)
|−, n〉 = sin θn(t) |b, n〉+ cos θn(t) |a, n+ 1〉 (1.46b)
et
E±,n =
1
2
(
~∆±
√
(~∆)2 + (2g(t)
√
n+ 1)2
)
(1.47)
avec θn(t) défini tel que tan(2θn(t)) = 2g(t)
√
n+1
∆ .
1.3.3 Évolution du système
L’évolution des amplitudes de probabilités des états adiabatiques s’obtient
à partir de l’équation de Schrödinger en représentation d’interaction, réduite à
l’espace {|a, n+ 1〉 , |b, n〉}. On obtient un système similaire au cas semi-classique :
∂A+,n(t) = −iE+,n(t)~ A+,n(t)− ∂t(θn(t))A−,n(t) (1.48a)
∂A−,n(t) = −iE−,n(t)~ A−,n(t) + ∂t(θn(t))A+,n(t). (1.48b)
Les états adiabatiques |±, n〉 sont couplés entre eux à travers ∂t(θn(t)) mais
pas avec les autres états adiabatiques |±, n′ 6= n〉. Chaque famille de branches
adiabatiques évolue alors séparément.
Cette structure en branches indépendantes a une conséquence sur les obser-
vables. En effet, la population dans l’état excité de l’atome s’exprime :
Pb(t) =
∞∑
n=0
|〈b| 〈n|ψ(t)〉|2 . (1.49)
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Cette population est donnée comme la somme des populations de chaque paire
de branches adiabatiques, évoluant indépendamment les unes des autres au cours
de l’interaction.
1.3.4 Oscillations de Rabi quantiques
On considère un couplage constant ((t) = ), l’atome est initialement dans son
état fondamental |a〉 et le champ est dans un état cohérent |α〉, dit de Glauber [37],
tel que :
|α〉 = e− |α|
2
2
∞∑
n=0
αn√
n!
|n〉 . (1.50)
Le champ |α〉 est une superposition cohérente d’états nombres |n〉, avec un nombre
moyen de photons |α|2.
On a alors :
|ψ(t = 0)〉 = |a〉 ⊗ |α〉 = e− |α|
2
2
∞∑
n=0
αn√
n!
|a, n〉 . (1.51)
En utilisant les relations (1.46) on obtient l’expression de la fonction d’onde ini-
tiale dans la base adiabatique :
|ψ〉 (t = 0) = e− |α|
2
2
∞∑
n=0
α2n√
n!
(− sin θn |+, n〉+ cos θn |−, n〉) . (1.52)
Le système à l’instant t est alors décrit par :
|ψ〉 (t) = e−iHˆt/~ |ψ〉 (0)
= e−
|α|2
2
∞∑
n=0
αn√
n!
(
− sin θne−iE+,nt/~ |+, n〉+ cos θne−iE−,nt/~ |−, n〉 .
)
La population dans l’état excité est donnée par :
Pb(t) =
∞∑
n=0
| 〈b, n|ψ(t)〉 |2
=
∞∑
n=0
e−|α|
2 |α|n
n! 2cos
2 θn sin2 θn(1− cos(
√
∆2 + (2g
√
n+ 1)2t)).
Cette population est une somme de termes oscillants. Chacun de ces termes
correspond à une oscillation de Rabi dans un champ contenant n photons. La
population dans l’état excité est représentée sur la figure 1.7 pour un champ
contenant un nombre moyenne de photons |α|2 = 20. On observe alors un dé-
but d’oscillations de Rabi qui disparaissent très rapidement (collapse) et réappa-
raissent plus tard (revival). Ce comportement est dû au déphasage des différentes
composantes oscillantes de la probabilité Pb(t). La réapparition des oscillations
correspond au moment où ces composantes se remettent en phase. Ce compor-
tement est dû au caractère discret du champ électromagnétique, il s’agit d’une
signature de la nature quantique du champ.
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Figure 1.7 – Dynamique de la population dans l’état excité |b〉 de l’atome. Le
champ contient en moyenne 20 photons et 2g∆ = 10. L’atome est initialement
dans l’état fondamental |a〉. Les collapses et revivals de la population sont une
signature de la nature quantique du champ.
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2.1 Introduction
La réalisation d’excitations transitoires est habituellement effectuée à l’aide
d’une impulsion lumineuse se propageant vers un atome immobile. Il est toutefois
possible d’utiliser une configuration différente, qui inverse les rôles de l’atome et
du champ. Dans cette situation, le champ est contenu dans une cavité micro-maser
qui est traversée transversalement par un atome. Ce n’est alors plus le champ qui
possède un caractère transitoire, mais directement le terme de couplage. L’atome
est transitoirement excité au cours de sa traversée de la cavité, et complètement
découplé du champ en dehors. Cette configuration permet par ailleurs d’obtenir
un régime de couplage fort entre l’atome et le champ, condition difficilement réa-
lisable dans le cas d’un atome libre dans l’espace en trois dimensions interagissant
avec une impulsion lumineuse.
Historiquement, le maser a été l’ancêtre du laser pour émettre un faisceau
micro-onde cohérent. La cavité est alors traversée par un jet d’atomes excités qui
amplifient le champ de la cavité en déposant un photon, lorsqu’ils se désexcitent
par émission stimulée. Meschede et Whalter [38] ont réalisé le premier micro-
maser traversé par un seul atome à la fois, et ont ainsi démontré l’intérêt de
cette configuration pour étudier l’interaction entre un système à deux niveaux
et un champ monomode. Cette configuration a alors été utilisée pour sonder le
champ de la cavité à l’aide d’un atome unique [39–43] ou encore pour réaliser
des portes logiques quantique [44]. Par la suite, Scully, Meyer et Whalther [25]
ont montré que lorsque l’énergie cinétique de l’atome incident est de l’ordre de
l’énergie d’interaction, la quantification du mouvement du centre de masse est né-
cessaire et donne lieu à un nouveau type d’émission stimulée. Afin de différencier
ce mécanisme du processus habituel d’émission stimulée, le terme maser est alors
remplacé par mazer (microwave amplification via z-motion-induced emission of
radiation), où z est la direction transverse de la cavité selon laquelle le mouvement
de l’atome est quantifié. La théorie complète du mazer, dans le cas résonnant, a
été détaillée dans une série de trois papiers [26–28] où les modes mesa, sech2 et
sinusoïdaux ont été utilisés pour le champ électromagnétique. Le cas d’un mode
sinusoïdal a été raffiné par Retamal et al [45]. Bastin et Solano [46] ont proposé
une méthode numérique permettant de traiter des modes de formes arbitraires.
Löﬄer et al [47] ont alors montré que ce mécanisme peut servir de filtre de vi-
tesses, permettant d’obtenir un jet d’atomes avec une faible dispersion en vitesse.
Le concept a été généralisé dans le cas de transition à deux photons [48], d’atomes
à trois niveaux [49] et lorsque l’atome traverse deux cavités [50]. Ces précédentes
études ont toutes été réalisées dans le cas où la transition atomique est résonnante
avec le champ monomode contenu dans la cavité. La généralisation au cas non-
résonnant, pour un profil mesa, a été réalisée par Bastin et Martin [29], où il a été
montré que l’atome peut être accéléré ou ralenti en fonction du désaccord. Gillot
et Bouchène [10] ont montré que dans ce dernier cas, l’évolution de l’atome au
cours de sa traversée peut être non-adiabatique. Ces transitions non-adiabatiques
peuvent alors entraîner une inversion totale de la population atomique.
Dans cette partie, nous étudierons la situation d’un atome à deux niveaux,
traversant une cavité monomode non-résonnante dans le régime où l’énergie ci-
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nétique de l’atome est du même ordre de grandeur que l’énergie d’interaction.
Le mouvement du centre de masse de l’atome est quantifié afin de correctement
traiter les couplages opto-mécaniques induits par l’interaction. Nous montrerons
que la possibilité d’effectuer des transitions non-adiabatiques est fortement dé-
pendante du profil du mode du champ électromagnétique. Nous verrons qu’en
fonction de l’énergie cinétique de l’atome, différents régimes peuvent être obte-
nus. L’atome pourra alors être totalement réfléchi par la cavité, ou suivre une
trajectoire classique. Nous nous focaliserons sur le régime intermédiaire, où les
transitions non-adiabatiques propagent le système atomique dans une superposi-
tion d’états. Nous verrons qu’il est alors possible de réaliser un interféromètre de
type Ramsey.
2.2 Modèle
On considère un atome à deux niveaux, noté |a〉 et |b〉 d’énergies propres 0
et ~ω0 respectivement, se déplaçant dans la direction +z vers une cavité micro-
mazer, représenté sur le schéma 2.1. La cavité ne contient qu’un seul mode, de
Figure 2.1 – Schéma d’un atome à deux niveaux traversant un micro-mazer
fréquence ωc, désaccordé de δ = ω0 − ωc par rapport à la transition atomique.
Le déplacement du centre de masse de l’atome est traité quantiquement, afin de
prendre en compte la variation d’énergie cinétique induite par l’émission ou l’ab-
sorption de photons. Dans ces conditions, l’hamiltonien du système se décompose
en trois parties :
Hˆ = Hˆatome + Hˆcav + Hˆint (2.1)
avec
Hˆatome =
pˆ2
2M + ~ω0 |b〉 〈b| (2.2a)
Hˆcav = ~ωcaˆ†aˆ (2.2b)
Hˆint = ~gu(z)(|a〉 〈b|+ |b〉 〈a|)(aˆ+ aˆ†) (2.2c)
les hamiltoniens de l’atome, du champ contenu dans la cavité et de l’interaction
respectivement. pˆ est l’opérateur impulsion du centre de masse, m, de l’atome le
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long de l’axe z, aˆ et aˆ† sont les opérateurs annihilation et création de photons dans
le mode de la cavité. g est le paramètre de couplage entre l’atome et le champ et
u(z) est le profil transverse de ce champ à l’intérieur de la cavité de dimension
caractéristique L. Les fréquences ω0 et ωc étant les plus élevées du système, on
peut réaliser l’approximation rwa et simplifier l’hamiltonien d’interaction :
Hˆint
RWA' ~gu(z)
(
|a〉 〈b| aˆ† + |b〉 〈a| aˆ
)
. (2.3)
L’étude de la dynamique du système en terme d’évolutions adiabatiques et de
transitions non-adiabatiques est simplifiée en se plaçant en représentation d’in-
teraction. Pour cela on sépare l’hamiltonien (2.1) en une partie, Hˆ0, contenant les
descriptions du champ seul et des degrés de liberté interne de l’atome, et une se-
conde partie, Hˆ1, contenant les termes de couplages ainsi que les degrés de liberté
externes de l’atome (impulsion du centre de masse). On a alors :
Hˆ = Hˆ0 + Hˆ1
avec
Hˆ0 = ~ωc
(
|b〉 〈b|+ aˆ†aˆ
)
(2.4a)
Hˆ1 =
pˆ2
2M + ~δ |b〉 〈b|+ ~gu(z)
(
|a〉 〈b| aˆ† + |b〉 〈a| aˆ
)
. (2.4b)
Le changement de représentation est alors effectué grâce à la transformation
unitaire Uˆ0 = e−iHˆ0t/~. La fonction d’onde devient |ψ〉I = Uˆ †0 |ψ〉S et les obser-
vables se transforment selon OˆI = Uˆ †0OˆSUˆ0. Les indices I et S indiquent quelle
représentation est utilisée. L’équation de Schrödinger devient dans la nouvelle
représentation :
i~
d |ψ〉I
dt = H
(I)
int |ψ〉I (2.5)
avec l’hamiltonien en représentation interaction :
Hˆ
(I)
int = Hˆ1 =
pˆ2
2M + ~δ |b〉 〈b|+ ~gu(z)
(
|a〉 〈b| aˆ† + |b〉 〈a| aˆ
)
. (2.6)
Les indices I seront par la suite omis.
La fonction d’onde générale du système s’écrit :
|ψ(t)〉 =
∞∑
n=0
∫ ∞
−∞
[
ψan+1(z, t) |a, n+ 1〉+ ψbn(z, t) |b, n〉
]
|z〉 dz (2.7)
où ψan+1(z, t) = 〈a, n+ 1| 〈z|ψ(t)〉 est l’amplitude de probabilité que l’atome, à
la position z, soit dans l’état fondamental avec n + 1 photons dans la cavité
(|a, n+ 1〉 = |a〉 ⊗ |n+ 1〉) et ψbn(z, t) = 〈b, n| 〈z|ψ(t)〉 celle que l’atome, à la
position z, soit excité avec n photons dans la cavité. L’état où l’atome est dans le
fondamental avec zéro photon dans la cavité (|a, 0〉) n’est pas possible dans (2.7),
conformément aux conditions initiales utilisées par la suite.
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2.3 Base adiabatique
La base adiabatique permet de suivre de manière simple la dynamique du
système, en différenciant les évolutions adiabatiques où le système, après inter-
action avec la cavité retrouve son état initial, et celles non-adiabatiques où des
transferts permanents de population peuvent s’effectuer. Les états propres ins-
tantanés de la base adiabatique sont ceux qui diagonalisent l’hamiltonien d’in-
teraction correspondant aux degrés de libertés internes du système Hˆ ′(z) =
~δ |b〉 〈b| + ~gu(z)(|a〉 〈b| aˆ† + |b〉 〈a| aˆ) lorsque l’atome est à la position z. Ce
sont des superpositions des états de la base sans couplage |a, n+ 1〉 et |b, n〉 et ils
sont définis par :
|+, n〉 (z) = cos(θn(z)) |b, n〉+ sin(θn(z)) |a, n+ 1〉 (2.8a)
|−, n〉 (z) = − sin(θn(z)) |b, n〉+ cos(θn(z)) |a, n+ 1〉 (2.8b)
avec
Hˆ ′(z) |±, n〉 (z) = E±(z) |±, n〉 (z) (2.9a)
E±(z) =
1
2
(
~δ ±
√
(~δ)2 + (2~gu(z)
√
n+ 1)2
)
. (2.9b)
E±(z) est l’énergie des états adiabatiques dépendant de la position z de l’atome.
θn(z) est l’angle de rotation entre la base sans couplage et la base adiabatique,
défini par :
tan(2θn(z)) =
2g
√
n+ 1
δ
u(z). (2.10)
En dehors de la cavité, lorsque |z|  L2 , la base adiabatique se confond avec la
base non couplée :
|+, n〉 (z → ±∞) = |b, n〉 (2.11a)
|−, n〉 (z → ±∞) = |a, n+ 1〉 . (2.11b)
La situation résonnante (δ = 0) doit faire l’objet d’une attention particulière.
Dans ce cas, on a quelque soit z :
θn =
pi
4
|+, n〉 = 1√
2
(|b, n〉+ |a, n+ 1〉)
|−, n〉 = 1√
2
(− |b, n〉+ |a, n+ 1〉)
et E±(z) = ±~g
√
n+ 1u(z).
La fonction d’onde (2.7) peut être réécrite dans la base adiabatique :
|ψ(t)〉 =
∞∑
n=0
∫ ∞
−∞
[
ψ+n (t, z) |+, n〉 (z) + ψ−n (t, z) |−, n〉 (z)
]
|z〉 dz (2.12)
avec ψ±n (t, z) =
(
〈±, n| 〈z|
)
|ψ(t)〉.
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La fonction d’onde exprimée dans ce système va nous permettre de suivre les
populations |ψ±n (t, z → ∞)|2 des états adiabatiques et ainsi d’étudier l’influence
des couplages opto-mécaniques sur les transitions non-adiabatiques vues dans le
chapitre 1.
2.4 Évolution du système : différents régimes
L’évolution des amplitudes dans la base adiabatique est obtenue en appliquant
l’équation de Schrödinger sur la fonction d’onde (2.12) avec l’Hamiltonien (2.6).
On obtient :
i~∂tψ±n (z, t) =
[−~2
2M
∂2
∂z2
+ V±(z)
]
ψ±n (z, t)± Wˆ (z)ψ∓n (z, t) (2.13)
avec
V±(z) = E±(z) +
~2
2M
(
∂θn(z)
∂z
)2
(2.14a)
Wˆ = ~
2
2M
(
2∂θn(z)
∂z
∂
∂z
+ ∂
2θn(z)
∂z2
)
. (2.14b)
Le premier terme (entre crochets) de l’équation (2.13) correspond à l’évolution
adiabatique des amplitudes, tandis que le second correspond aux couplages non-
adiabatiques.
2.4.1 Cas résonnant
Dans le cas résonnant (δ = 0), le terme de couplage non-adiabatique Wˆ est
nul (∂
2θn(z)
∂z2
= ∂θn(z)
∂z
= 0) et V±(z) = E±(z). L’interaction se réduit alors à un
simple problème de diffusion de particules sur des potentiels et l’équation (2.13)
se simplifie en :
i~∂tψ±n (z, t) =
[−~2
2m
∂2
∂z2
+ V±(z)
]
ψ±n (z, t). (2.15)
La composante ψ+n (z, t) est diffusée par la barrière de potentiel V+(z), tandis que
la composante ψ−n (z, t) rencontre un puits de potentiel V−(z).
En fonction de l’énergie cinétique initiale Ecin de l’atome et des maxima V 0±
de ces potentiels, trois régimes de diffusion peuvent être séparés.
Régime chaud (classique)
Le régime chaud, lorsque Ecin  V 0+, est représenté schématiquement sur la
figure 2.2. Dans ce cas, les composantes ψ±n (z, t) se propagent sur les potentiels
V±(z). Au cours de leur propagation, l’angle θn(z) évolue alors que les populations
adiabatiques restent les mêmes. Dans ce cas, les atomes suivent une trajectoire
classique à vitesse constante qui ne nécessite pas un traitement quantique du
centre de masse.
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Figure 2.2 – Énergies des états adiabatiques lors de la traversée de la cavité en
x = 0, dans le cas résonnant (δ = 0) et dans le régime chaud (Ecin  V+(0)).
Régime froid
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Figure 2.3 – Énergies des états adiabatiques lors de la traversée de la cavité en
x = 0, dans le cas résonnant (δ = 0) et dans le régime froid (Ecin  V+(0))
Le régime froid, lorsque Ecin  V 0+, est représenté schématiquement sur la
figure 2.3. Dans ce cas, la composante ψ+n (z, t) ne peut pas traverser la barrière
de potentiel V+(z) et est réfléchie. La composante ψ−n (z, t) peut se propager dans
le puits de potentiel V−(z). Scully et al [25] ont montré que cette situation conduit
à un nouveau type d’émission induite par la cavité.
Régime intermédiaire
Finalement, le régime intermédiaire, où Ecin et V 0+ sont du même ordre de
grandeur est représenté schématiquement sur la figure 2.4. Dans ce cas, les deux
composantes ψ±n (z, t) se propagent mais à des vitesses différentes. Contrairement
au cas du régime chaud, cette différence est significative dans le régime intermé-
diaire.
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Figure 2.4 – Énergies des états adiabatiques lors de la traversée de la cavité en
x = 0, dans le cas résonnant (δ = 0) et dans le régime intermédiaire (Ecin &
V+(0))
Dans les cas des régimes froid et intermédiaire, la modification de leur énergie
cinétique induite par les potentiels n’est plus négligeable, et un traitement correct,
quantique, du mouvement du centre de masse de l’atome est indispensable.
2.4.2 Cas non-résonnant
En dehors du cas résonnant (δ 6= 0), le schéma simple de diffusion de parti-
cules par des potentiels n’est plus valable. En effet le terme Wˆ de couplage non-
adiabatique n’est plus nul et peut entraîner des transferts de population entre
les différents états adiabatiques |±, n〉. La probabilité d’effectuer une transition
non-adiabatique est fonction des première et seconde dérivées spatiales de θn(z)
et dépend donc très fortement de la forme u(z) du mode de la cavité. Une consé-
quence importante est que les transitions non-adiabatiques vont être localisées
aux endroits où u(z) subit de fortes variations spatiales. Le schéma précédent de
diffusion de particules par des potentiels reste alors toujours utilisable en dehors
de ces zones.
Une autre différence avec le cas résonnant est que l’énergie cinétique de l’atome
est modifiée lors des transitions entre ses états fondamental et excité. En effet,
l’atome absorbe ou émet un photon non-résonnant. La différence d’énergie est
alors prise ou ajoutée à l’énergie cinétique de l’atome. Pour un désaccord δ positif
(négatif), l’énergie cinétique de l’atome est diminuée (augmentée) d’une valeur
~δ. Si cette variation n’est pas négligeable par rapport à l’énergie cinétique (cas
des régimes froid et intermédiaire), le traitement quantique du centre de masse
de l’atome est nécessaire.
En dehors de la cavité (|z|  L2 ), la base adiabatique coïncide avec la base
sans couplage, et le système d’équations d’évolution se simplifie :
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i~∂tψbn(z, t) =
[−~2
2m
∂2
∂z2
+ ~δ
]
ψbn(z, t) (2.16a)
i~∂tψan(z, t) =
[−~2
2m
∂2
∂z2
]
ψan(z, t). (2.16b)
Les équations (2.16) décrivent alors une situation de propagation de particules
libres.
2.5 Évolution indépendante du temps
L’hamiltonien (2.6) étant indépendant du temps, on peut séparer les parties
temporelle et spatiale de ψ±n (z, t) :
ψ±n (z, t) = e−i
Ecin
~ tφ±n (z). (2.17)
En insérant (2.17) dans l’équation d’évolution (2.13), on obtient :
− ~
2
2m
∂2
∂z2
(
φ+n (z)
φ−n (z)
)
=
(
Ecin − V+(z) −Ŵ (z)
Ŵ (z) Ecin − V−(z)
)(
φ+n (z)
φ−n (z)
)
(2.18)
dans la cavité, et
− ~
2
2m
∂2
∂z2
(
φbn(z)
φan(z)
)
=
(
Ecin − ~δ 0
0 Ecin
)(
φbn(z)
φan(z)
)
(2.19)
en dehors, avec ψa,bn (z, t) = e−i
Ecin
~ tφa,bn (z). Le système d’équations (2.19) nous
permet d’établir les formes asymptotiques (lorsque |z|  L2 ) des solutions :φ
b
n(z) = Anb eikbz + rnb e−ikbz
φan(z) = An+1a eikaz + rn+1a e−ikaz
pour z  −L2 (2.20)
et φ
b
n(z) = tnb eikbz
φan(z) = tn+1a eikaz
pour z  L2 (2.21)
avec 
ka = k =
√
2mEcin
~2
kb =
√
2m(Ecin − ~δ)
~2
=
√
k2 − k2δ
kδ =
√
2mδ
~
(2.22)
où Aji , r
j
i , et t
j
i sont les amplitudes de probabilité de trouver respectivement un
atome incident, réfléchi et transmis, dans son état i (i = a, b) avec le champ dans
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l’état j. Ces coefficients sont reliés par les matrices de transmisssion t et réflexion
r : (
tn+1a
tnb
)
= t
(
An+1a
Anb
)
et
(
rn+1a
rnb
)
= r
(
An+1a
Anb
)
. (2.23)
Cette méthode, valable quel que soit le régime d’interaction, jette les bases
des méthodes numériques utilisées pour calculer les paquets transmis et réflé-
chi. Cependant, elle ne permet pas de faire ressortir les phénomènes physiques
sous-jacents. Nous développerons alors, dans les parties suivantes, des approches
permettant de comprendre les processus mis en jeu dans les régimes chaud et
intermédiaire.
2.6 Régimes chaud et intermédiaire
Dans le cas du régime intermédiaire ou du régime chaud, plusieurs approxi-
mations peuvent être réalisées pour simplifier le modèle. On peut tout d’abord
négliger les réflexions à l’intérieur de la cavité. Cette approximation est raison-
nable lorsque la longueur d’onde de De Broglie λDB = hp est petite devant les
variations spatiales du mode électromagnétique u(z) de la cavité. Un ordre de
grandeur possible, dans le régime intermédiaire, pour λDB, est le micromètre tan-
dis que les variations du profil u(z) sont typiquement de l’ordre du millimètre.
On a alors :
φ±n (z) = φ˜±n (z)e
i
∫ z
−∞ k
±
n (z′)dz′
k±n (z) =
√
2m
~2
(Ecin − V±(z)).
(2.24)
On peut ensuite réaliser l’approximation de l’enveloppe lentement variable.
En effet, on a :
λDB  L. (2.25)
Si l’on considère alors que les variations spatiales sont de l’ordre de grandeur de
la cavité, ∂zφ±n (z) ∼ φ±n (z)/L, on a
|∂zφ˜±n (z)|  |k±n φ˜±n (z)|. (2.26)
De même,
|∂2z φ˜±n (z)|  |k±n ∂zφ˜±n (z)|. (2.27)
On peut alors négliger le terme ∂2
∂z2 devant k
∂
∂z
. On obtient finalement :
∂2
∂z2
φ±n (z) =
(
∂2φ˜±n (z)
∂z2
+ i∂k ±n (z)
∂z
φ˜±n (z) + 2ik±n (z)
∂φ˜±n (z)
∂z
− k±n 2(z)φ˜±n (z)
)
e
i
∫ z
−∞ k
±
n (z′)dz′
'
(
2ik±n (z)
∂φ˜±n (z)
∂z
− k±n 2(z)φ˜±n (z)
)
e
i
∫ z
−∞ k
±
n (z′)dz′
= 2ik±n (z)
∂φ±n (z)
∂z
+ k±n
2(z)φ±n (z)
(2.28)
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où on a aussi négligé le terme ∂k±n(z)
∂z
en supposant les variations du potentiel
suffisamment lentes. Avec ces approximations, les potentiels adiabatiques et le
terme de couplage non-adiabatique deviennent :
V±(z) = E±(z)
Ŵ = ~
2
2m
(
2∂θn(z)
∂z
∂
∂z
) (2.29)
et le système d’équations (2.18) devient :
∂
∂z
(
φ+n (z)
φ−n (z)
)
=
 ik
+
n (z)
∂θn(z)
∂z
(
k−n (z)
k+n (z)
)
−∂θn(z)
∂z
(
k+n (z)
k−n (z)
)
ik−n (z)

(
φ+n (z)
φ−n (z)
)
. (2.30)
Les termes de couplage non-adiabatique dans (2.30) sont asymétriques et
semblent favoriser une transition par rapport à l’autre. Cet effet reste cepen-
dant très faible, étant donné que le rapport k
±
n (z)
k∓n (z)
est différent de 1 seulement
dans les régions où ∂θn(z)
∂z
tend vers 0. Ce rapport est représenté sur la figure 2.5
ainsi que ∂θn(z)
∂z
. Sur cette figure, κ est la racine carrée du rapport de l’énergie ciné-
tique sur l’énergie d’interaction. Dans le régime intermédiaire (κ = 1), le rapport
k±n (z)
k∓n (z)
vaut au minimum 0.9, mais tend toujours vers 1 au niveau des transitions
non-adiabatiques (extrema de ∂θn(z)
∂z
). Ces positions correspondent aux endroits
où l’écart entre les niveaux adiabatiques est minimum. La différence entre k+n (z)
et k−n (z) est alors aussi minimale. Lorsque l’on se rapproche du régime classique
(κ = 10), le rapport k
±
n (z)
k∓n (z)
tend à valoir 1 quelle que soit la position. Des simula-
tions numériques avec k
±
n (z)
k∓n (z)
fixé à 1 ou laissé à sa vraie valeur, n’ont pas mis en
évidence de différences significatives.
2.7 Régime chaud : influence de la forme de u(z)
Dans le régime chaud, on a k
+
n (z)
k−n (z)
' 1. Le système (2.30) devient alors :
∂
∂T
(
ψ+n (T )
ψ−n (T )
)
=
(−i
~ E+(T )
∂θn(z)
∂T
−∂θn(T )
∂T
−i
~ E−(T )
)(
ψ+n (T )
ψ−n (T )
)
(2.31)
où T = z
v
et ψ±n (T ) = φ±n e−i
2Ecin
~ T . On retrouve ici les mêmes équations d’évo-
lution que si l’on avait traité dès le début le centre de masse classiquement. Ces
équations sont équivalentes au système (1.22) traité dans le chapitre 1 où une im-
pulsion non-résonnante était envoyée sur un atome à deux niveaux. De la même
manière, la possibilité de réaliser des transitions non-adiabatiques significatives
va dépendre du profil de champ. Il est important de remarquer que dans le régime
chaud, classique, l’énergie cinétique n’intervient qu’à travers la modification de
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Figure 2.5 – Rapport k
+
n (z)
k−n (z)
(trait plein noir) et ∂θn(z)
∂z
(pointillés rouges). Le
rapport est tracé pour différents régimes, allant du cas intermédiaire (κ = 1) vers
le cas chaud (κ = 10). Le terme ∂θn(z)
∂z
est le même quel que soit le régime.
la durée de l’impulsion ressentie par l’atome. On considère le mode électroma-
gnétique transverse fondamental TEM00 :
<{TEM00(x, z)} = L
w(x)e
− z2
w(x)2 cos(φ00(x, z)) (2.32)
avec
φ00(x, z) = kx− arctan x
xR
+ kz
2
2R(x)
R(x) = x(1 + (xR
x
)2)
w(x) = L
√
(1 + ( x
xR
)2)
xR =
kL
2
(2.33)
où L est le waist et R(x) le rayon de courbure. La taille du waist est choisie telle
que L/λc = 1, avec λc la longueur d’onde du mode dans la cavité.
Traversée en x = 0
Lorsque l’atome traverse au centre (x = 0) le TEM00 correspond au profil
gaussien habituel. Dans ce cas, le terme de couplage ∂θn
∂z
est faible. Cette situation
est représentée sur le schéma 2.6. L’atome initialement dans son état fondamental
évolue adiabatiquement sur la branche |−, n〉 et ressort de la cavité dans son état
initial.
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Figure 2.6 – Schéma du champ et des niveaux énergétiques correspondants lors
de la traversée de la cavité en x = 0. (a) Le champ est gaussien, le couplage
non-adiabatique est faible. (b) L’atome évolue adiabatiquement et ressort de la
cavité dans son état initial.
Traversée en x 6= 0
Sur le schéma 2.7, nous avons repris les mêmes conditions initiales pour
l’atome, mais cette fois la traversée de la cavité se fait en dehors du centre (x 6= 0).
Le profil est alors modulé, faisant apparaître deux endroits (flèches rouges, lorsque
u(z) change de signe) où des transitions non-adiabatiques sont possibles et où
le couplage ∂θn
∂z
non-adiabatique est non-nul. L’atome réalise un premier saut
non-adiabatique qui le projette sur un superposition d’états adiabatiques. Il se
propage ensuite dans cette superposition et réalise enfin un second transfert non-
adiabatique. L’atome ressort alors de la cavité dans une superposition d’états,
différente de son état initial.
field
coupling parameter
(a) (b)
Figure 2.7 – Schéma du champ est des niveaux énergétiques correspondant lors
de la traversée de la cavité en x 6= 0. (a) Le profil gaussien du champ est modulé,
faisant apparaître deux positions où le couplage non-adiabatique ∂θn
∂z
est non-nul.
(b) L’atome peut réaliser des transitions non-adiabatiques (flèches rouges), et
ressort dans la cavité dans un superposition d’états différente de son état initial.
La position de ces transitions dépend fortement de l’endroit où l’atome tra-
verse la cavité. Cette sensibilité est illustrée sur la figure 2.8, où est représentée
la population dans l’état excité de l’atome à la sortie de la cavité, en fonction du
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Figure 2.8 – Population excitée à la sortie de la cavité, en fonction du point de
traversé de l’atome.
point de traversée de la cavité. Les oscillations rapides sont dues aux variations
périodiques des intensités de couplages non-adiabatiques. Les variations abruptes
(flèches rouges sur la figure) correspondent aux situations où les deux transitions
non-adiabatiques se rapprochent suffisamment pour s’annuler. Plus précisément,
les deux modulations du champ électrique, de signe opposées, créant les tran-
sitions se produisent au même point, laissant finalement le champ inchangé et
l’évolution adiabatique. Les détails des oscillations autour d’une de ces variations
abruptes sont représentés sur la figure 2.9.
La disparition abrupte des transitions non-adiabatiques est illustrée sur la
figure 2.10 où on a représenté la forme du champ, l’intensité de couplage non-
adiabatique et la population dans l’état excité à la sortie de la cavité pour plu-
sieurs points de traversée. Pour x/L = 1.261, le champ est fortement modulé et
donne lieu à deux transitions non-adiabatiques. La population de l’atome, initia-
lement dans l’état fondamental réalise un saut non-adiabatique sur chacune de
ces transitions et la population atomique est quasiment inversée à la sortie de la
cavité. Lorsque le point de traversée est modifié (x/L = 1.275 puis 1.280), les deux
modulations du champ se rapprochent l’une de l’autre, ainsi que la position des
sauts non-adiabatiques associés. On atteint finalement un point (x/L = 1.300)
où les deux modulations se font au même endroit et s’annulent mutuellement.
La population atomique n’a alors plus la possibilité de réaliser des transitions
non-adiabatiques et évolue adiabatiquement.
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Figure 2.9 – Population excitée à la sortie de la cavité, en fonction du point
de traversé de l’atome. Détails de la figure 2.8 autour de la variation abrupte à
x/L ' 1.275.
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Figure 2.10 – (a) Évolution de la modulation du champ pour différents points de
traversée de la cavité. (b) intensité du terme de couplage non-adiabatique associé
à ces différents points. (c) Population dans l’état excité à la sortie de la cavité
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2.8 Régime intermédiaire
2.8.1 Interprétation temporelle
Dans le régime intermédiaire, on ne peut plus faire l’approximation précédente,
k+n (z)
k−n (z)
' 1 et on n’a plus T = z
v
= mz~k . Afin de conserver une interprétation tem-
porelle de la dynamique, on définit un temps associé au déplacement de l’atome
dans la cavité en fonction des branches adiabatiques :
t±n =
∫ z
z0
m
~k±n (z′)
dz′ ⇔ dt±n =
m
~k±n (z)
dz (2.34)
t±n (z) représente la durée nécessaire pour qu’une composante se propageant adia-
batiquement sur les branches |±, n〉 atteigne le point z. Contrairement à la situa-
tion classique (régime chaud), la dynamique fait ici intervenir deux temps, chacun
associé à la propagation sur une branche adiabatique spécifique. Le système (2.30)
peut alors être réécrit en fonction de t±n (z) :
 ∂∂t+n φ+n (z)
∂
∂t−n
φ−n (z)
 =
2i~ (Ecin − E+(z)) ∂θn(z)∂t−n
−∂θn(z)
∂t+n
2i
~ (Ecin − E−(z))
(φ+n (z)
φ−n (z)
)
. (2.35)
Pour chaque composante φ±n (z) le terme de couplage non-adiabatique est en
∂θn(z)
∂t∓n
et fait intervenir un temps différent. Ce décalage est la conséquence des différentes
vitesses de propagation v±n = ~k
±
n
m
des composantes ψ±n (z) associées aux branches
adiabatiques |±, n〉 (z). Par exemple, si la composante ψ−n (z) effectue une transi-
tion à l’instant t0 et à la position z0, il est peu probable que la composante ψ+n (z)
qui se propage simultanément atteigne la même position au même moment. Cet
effet a pour conséquence de séparer partiellement le paquet initial en un train de
plusieurs paquets.
2.8.2 Discussion
On a représenté sur la figure 2.11 la population dans l’état excité de l’atome
en sortie de la cavité. L’atome est initialement dans son état fondamental. Les
paramètres adimensionnés en abscisse et en ordonnée représentent respectivement
la racine carrée de l’énergie d’interaction maximale (prise en u(z = 0)) et celle
de l’énergie cinétique initiale de l’atome, avec :
k0 =
√
2mg
√
n+ 1
~
k =
√
2mEcin
~
.
On définit de la même façon : kδ =
√
2mδ
~2 . Le rapport κ =
k
k0
permet de savoir dans
quel régime on se trouve. Pour κ 1, on est dans le régime chaud et pour κ 1
dans le régime froid. La limite κ = 0.83 sur la figure 2.11 correspond à la limite
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Figure 2.11 – Population excitée en sortie de la cavité en fonction de l’énergie
cinétique incidente (ordonnée) et de l’énergie d’interaction (abscisse). La cavité
est traversée en x/L = 2.623 et κδ = kδk0 = 0.14.
du régime froid (Ecin = E+(0)), où l’énergie cinétique de l’atome est trop faible
devant l’énergie d’interaction pour qu’il puisse se propager sur la branche |+, n〉.
La cavité est traversée en x/L = 2.623, ce qui correspond dans le régime chaud
à un transfert complet de population à l’aide de deux sauts non-adiabatiques,
chacun transférant la moitié de la population.
La figure 2.11 présente un schéma complexe d’interférences. Nous allons consi-
dérer deux situations particulières pour le comprendre. La première (en rouge sur
la figure), où pour une cavité donnée (k0L = 2000 fixé) l’atome a une énergie
cinétique croissante. La deuxième (en vert sur la figure), où l’atome a une vitesse
croissante, mais la cavité est modifiée de sorte que le 2g
√
n+ 1τ , avec τ = L
v
, le
temps de passage classique reste constant.
Cas k0l constant
La section tracée en rouge sur la figure 2.11 est représentée sur la figure 2.12.
Cette figure représente la population excitée après avoir traversé la cavité pour un
atome ayant une vitesse initiale de plus en plus grande. L’énergie d’interaction est
fixée tel que k0L = 2000 et l’énergie cinétique varie de sorte que kL ∈ [1660, 8000].
Le désaccord entre le champ et la transition atomique est tel que kδL = 282.
On observe deux types de structures sur cette figure. Tout d’abord les oscilla-
tions rapides, qui sont des oscillations de Rabi, obtenues par variation du temps
de passage de l’atome. En effet, plus l’atome va lentement plus ce temps est long,
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Figure 2.12 – Population excitée en sortie de cavité (z  L/2). L’énergie d’inter-
action est fixée à k0L = 2000 et la vitesse de l’atome varie de la limite du régime
froid (κ = 0.83) vers le régime chaud (κ = 5). Le champ contient 20 photons. Le
désaccord entre la transition atomique et le champ est telle que κδ = kδk0 = 0.14
et donc le nombre d’oscillations de Rabi effectuées durant l’interaction augmente.
Il en résulte des oscillations de plus en plus serrées dans la population excitée
finale.
La seconde structure est la modulation qui apparaît pour κ < 3. Dans ces
conditions, le système se trouve en régime intermédiaire et cette modulation est
le signe du couplage opto-mécanique. En effet, contrairement à la situation sur
la figure 2.10, la modulation n’est pas due à la disparition des transitions non-
adiabatiques, leurs positions restant les mêmes tant que le profil u(z) est maintenu
inchangé. La figure 2.13 montre l’évolution de la population adiabatique dans les
cas où la population excitée en sortie de cavité est de 0.99 (κ = 2.12) et de 0.70
(κ = 2.29) respectivement. Les deux sauts non-adiabatiques sont bien présents.
Cependant, dans le cas κ = 2.29 (pointillés rouges), le premier saut ne transfère
pas la moitié de la population mais les trois quarts, le deuxième saut ne peut
alors pas conduire à une inversion totale de population. Cette modification des
intensités des transitions non-adiabatiques explique la modulation du contraste
pour κ < 3. On notera aussi la présence de transitions à z/L = ±2.7, dues aux
ailes du profil u(z).
Cas 2g
√
n+ 1τ et δτ constants
La section tracée en vert sur la figure 2.11 est représentée sur la figure 2.14.
Cette figure représente la population excitée après avoir traversé la cavité pour
un atome ayant une vitesse initiale de plus en plus grande et une énergie d’inter-
action ajustée telle que 2g
√
n+ 1τ soit constant. τ est le temps de passage si l’on
considère que la vitesse de l’atome n’est pas modifiée au cours de l’interaction. La
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Figure 2.13 – Population excitée au cours de la traversée de la cavité. La si-
tuation est celle de la figure 2.12 pour les points κ = 2.12 (trait plein noir) et
κ = 2.29 (pointillés rouges). La vitesse initiale de l’atome est croissante, l’énergie
d’interaction est fixée telle que k0L = 2000 et le rapport κδ = kδk0 vaut 0.14
quantité δτ est maintenue constante afin d’avoir la même intensité de couplage
non-adiabatique lorsque la vitesse augmente.
Dans le cas classique (régime chaud), on s’attend alors à avoir toujours la
même population dans l’état excité en sortie de la cavité, dépendante de la valeur
de 2g
√
n+ 1τ et de δτ . En effet, dans ce cas-là, l’intensité des transitions non-
adiabatiques reste la même quelle que soit la vitesse de l’atome.
On observe cependant sur la figure 2.14, quand on baisse l’énergie cinétique de
l’atome, un résultat différent avec une modulation de la population excitée lorsque
κ < 3. Cette modulation est due aux termes de couplages opto-mécaniques qui
modifient la vitesse de l’atome au cours de la traversée. Lorsque κ > 3, on retrouve
le cas du régime chaud, où la population dans l’état excité ne varie plus.
2.8.3 Modèle simplifié : schéma d’interférence
Nous allons dans cette partie considérer un modèle simplifié capable d’expli-
quer qualitativement les résultats précédents. La dynamique des populations peut
idéalement être vue comme le résultat d’un interféromètre de type Ramsey. En
effet, on peut supposer, pour simplifier, que chaque transition non-adiabatique
réalise un transfert entre les états adiabatiques de la moitié de la population.
Dans ce cas, le premier saut non-adiabatique joue le rôle de la lame séparatrice
tandis que le second celui de la recombinatrice. Dans le régime chaud, lorsque
δτ et 2g
√
n+ 1τ sont maintenus constants, le résultat de cette interférence est
constant quelle que soit la valeur de l’énergie cinétique de l’atome. On observe
une modulation de ce résultat dans le régime intermédiaire qui traduit l’appa-
rition d’une nouvelle phase, absente dans le régime chaud, due à la présence de
différents temps dans les sauts non-adiabatiques en fonction de la branche sur
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Figure 2.14 – Population excitée en sortie de cavité (z  L/2). La vitesse initiale
de l’atome est croissante et l’énergie d’interaction est continuellement ajusté telle
que 2g
√
n+ 1τ = 87 et le rapport κδ = kδk0 est fixé 0.14
laquelle se propage l’atome. En effet, la phase accumulée dans ce cas est :
∆φQ =
∫ t+2
t+1
2E+
~
dt+ −
∫ t−2
t−1
2E−
~
dt−
=
∫ z2
z1
~(k+n )2
2m
2m
~k+
dz −
∫ z2
z1
~(k−)2
2m
2m
~k−n
dz
=
∫ z2
z1
(k+n − k−n )dz
avec
k±n =
√
k2 − m
~
(
(δ)±
√
(δ)2 + 4(g
√
n+ 1u(z))2
)
.
Dans cette situation, la population dans l’état excité à la sortie de la cavité est
simplement donnée par Pb(t) = cos2(∆φQ/2). On a représenté cette population
sur les figures 2.15 et 2.16 en reprenant les conditions des figures 2.12 et 2.14
respectivement. On retrouve le résultat qualitatif de la figure 2.14. Les différences
sont dues à la simplification du modèle. En effet, dans ce dernier, on considère
que le terme de couplage non-adiabatique revient à deux impulsions d’aire pi2 .
Ce cas est idéal et ne prend pas en compte les effets dus aux ailes du profil
u(z), qui réalise de légers mais non-négligeables transferts de populations. Cela
explique que le modèle simplifié ne donne pas excatement la bonne saturation
sur la figure 2.16. Les modulations à κ < 3 sur la figure 2.12 sont dues à la
modification des couplages non-adiabatiques, qui ne correspondent alors plus à
des impulsions pi2 . Il est alors normal de ne pas les reproduire dans le cadre du
modèle simplifié.
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Figure 2.15 – Population excitée en sortie de cavité (z  L/2) en utilisant le
modèle simplifié. L’énergie d’interaction est fixée à k0L = 2000 et la vitesse de
l’atome varie de la limite du régime froid (κ = 0.83) vers le régime chaud (κ = 5).
Le champs contient 20 photons. Le désaccord entre la transition atomique et le
champ est tel que κδ = kδk0 = 0.14
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Figure 2.16 – Population excitée en sortie de cavité (z  L/2) en utilisant le
modèle simplifé. La vitesse initiale de l’atome est croissante et l’énergie d’inter-
action est continuellement ajustée telle que 2g
√
n+ 1τ = 87. Le rapport κδ = kδk0
vaut 0.14
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2.9 Conclusion
Nous avons étudié dans cette partie l’interaction d’un atome à deux niveaux
lors de la traversée d’un micro-mazer. Nous nous sommes particulièrement in-
téressés aux sauts non-adiabatiques. Afin de traiter correctement l’influence des
couplages opto-mécaniques lorsque l’énergie cinétique de l’atome est du même
ordre de grandeur que l’énergie d’interaction, nous avons quantifié le mouvement
du centre de masse de l’atome.
Nous avons alors distingué trois cas, le régime chaud lorsque l’énergie cinétique
est beaucoup plus grande que celle d’interaction, le régime intermédiaire lorsque
ces deux énergies sont du même ordre de grandeur et le régime froid, lorsque
l’énergie cinétique est plus faible que l’énergie d’interaction.
Nous avons alors montré que lorsque l’atome traverse la cavité en dehors de
son centre, les modulations du profil du champ permettent de réaliser deux sauts
non-adiabatiques. Le système se comporte dans ce cas comme un interféromètre
atomique.
Dans le cas du régime chaud, nous avons vu que l’interférence est due à la pro-
pagation sur des branches adiabatiques d’énergies différentes. Nous avons montré
que dans cette limite on retrouve les résultats d’un modèle ne quantifiant pas le
centre de masse de l’atome.
Dans les régimes intermédiaire et froid, la situation se complexifie et fait
apparaître deux temps en fonction de la branche adiabatique considérée. Les
transitions non-adiabatiques dans un sens (|±, n〉 vers |∓, n〉) se produisent alors
à un temps différent que celle dans le sens inverse (|∓, n〉 vers |±, n〉). Nous avons
montré que le déphasage accumulé pendant l’interaction est alors différent de
celui dans le régime chaud.
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3.1 Introduction
La compréhension et la maîtrise des interactions entre la lumière et la matière
sont particulièrement importantes dans le domaine de l’information quantique où
l’on souhaite stocker de l’information dans des qubits (quantum bits) et la trans-
mettre entre eux. Souvent, on réalise des qubits grâce à des systèmes atomiques à
deux niveaux et la transmission est réalisée par échange de photons. Une condi-
tion nécessaire à la réalisation de tels systèmes est la possibilité d’atteindre des
régimes de couplage fort entre un photon unique et un atome. Ces régimes ont
pu être expérimentalement atteints pour la première fois à l’aide de cavités en
électrodynamique quantique [51, 52]. Dans le cas d’un atome libre dans l’espace
en trois dimensions, l’intensité du couplage est limitée par la faible proportion de
lumière qui est effectivement couplée à l’atome. En effet, suite à la focalisation
du faisceau sur l’atome, la polarisation spatiale est fortement dispersée, rédui-
sant ainsi le couplage effectif avec le moment dipolaire de l’atome. Cependant,
certains résultats ont pu être obtenus, tel que la réalisation d’un miroir à un seul
atome [53,54] ou une excitation parfaite de l’atome à l’aide d’un photon incident
dont le profil temporel correspond à celui de l’émission spontanée, retourné dans
le temps [55].
Une autre possibilité d’obtenir un couplage fort entre l’atome et le champ
est de confiner ce dernier. Cela peut être obtenu en utilisant un guide d’onde
unidimensionnel où seuls les modes axiaux du guide sont conservés [32,56,57].
L’étude de la diffusion de photons par deux atomes à deux niveaux dans un
guide d’onde unidimensionnel, a déjà fait l’objet de plusieurs études [30–32]. Les
cas d’atomes à trois niveaux [58] ou de chaîne atomique [59–64] ont aussi été trai-
tés. Cependant, toutes ces précédentes études ont été réalisées pour des régimes
où l’approximation rwa est valable, et seul l’aspect spectral a été exploré. Les
contributions hors-rwa sont néanmoins cruciales pour un traitement correct de
l’interaction et la compréhension du rôle des photons virtuels sur la dynamique du
système. Ces effets sont bien connus dans le domaine de la super-radiance depuis
les travaux de Friedberg, Hartmann et Manassah [33, 34], Milloni et Knight [35]
qui ont poursuivi le travail pionnier de Dicke [65]. L’influence des photons vir-
tuels sur l’émission collective spontanée d’un nuage dense d’atome, a récemment
reçu beaucoup d’intérêt [66, 67]. Ce problème est particulièrement riche en nou-
veaux effets quantiques tels que le décalage de Lamb collectif, l’encodage collectif,
l’intrication et l’émission directive de photons [23, 68–70]. L’échange de photons
virtuels est associé à un décalage des niveaux atomiques, capable de modifier la
dynamique de large système.
Nous présentons dans cette partie une étude détaillée de la diffusion d’un pa-
quet d’onde à un photon par un ou ou deux atomes dans un guide d’onde infini
sans perte. L’approximation rwa n’est pas utilisée, ce qui nous permet de prendre
en compte l’effet des photons virtuels. Nous montrerons que la dynamique du sys-
tème dépend clairement de la nature des photons échangés par les atomes (réelle
ou virtuelle) et nous clarifierons le rôle de chacun. Nous verrons que le champ
peut être compris grâce aux états de Dicke retardés, intervenant habituellement
dans les théories de super-radiance, et nous retrouverons le résultat important
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de la réflexion systématique de la fréquence résonnante de paquet d’onde, même
en présence des termes hors-rwa. Nous présenterons aussi une approche tempo-
relle du phénomène, permettant de relier la réflexion de la fréquence centrale de
l’impulsion avec la déformation de son aire algébrique.
Nous verrons dans un premier temps comment l’interaction avec un atome
unique contraint la forme temporelle de l’impulsion transmise ainsi que sa partie
spectrale.
Nous mettrons ensuite en évidence les processus d’échanges de photons qui
apparaissent, lorsqu’il y a cette fois-ci deux atomes dans le guide d’onde. Le rôle
de chacun de ces processus ainsi que la nature, réelle ou virtuelle, des photons
mis en jeux seront décrits.
3.2 Interaction d’un photon unique avec un atome
unique dans un guide d’onde
3.2.1 Formalisme
On considère un système à deux niveaux, notés |a〉 et |b〉, d’énergie propre 0
et ~ω0 respectivement, en interaction avec une impulsion contenant un photon
unique et se propageant selon la direction +z d’un guide d’onde infini sans perte.
La fréquence centrale du paquet d’onde est résonnante avec la transition atomique
du système. La section transverse du guide d’onde est inférieur à λ0 = 2picω0 . De
cette façon l’atome ne peut émettre que selon les directions longitudinales du
guide et reste uniforme au cours de sa propagation.
L’Hamiltonien du système peut alors être écrit comme :
Hˆ = Hˆatome + Hˆchamp + Hˆinter (3.1)
avec
Hˆatome = ~ω0 |b〉 〈b|
Hˆchamp =
N∑
l=−N
l 6=0
~ωlaˆ†l aˆl
Hˆinter =
N∑
l=−N
l 6=0
gl
(
aˆ†l |a〉 〈b|+ aˆl |b〉 〈a|
)
.
Dans ces expressions, l représente le mode du champ électromagnétique avec la
fréquence ωl = ω0 + (|l| − l0)δ0 et le vecteur d’onde ~kl = l|l| ωlc ~ez où l0 est le mode
central (résonnant) et δ0 l’écart entre modes. N est le nombre total de modes
discrétisés autorisés dans le guide d’onde. aˆl et aˆ†l sont les opérateurs annihilation
et de création associés au mode l. Le signe de l correspond à la direction de
propagation. Le couplage entre l’atome et le champ est donné par gl = g0
√
ω0
ωl
√
δ0
avec g0 =
√
ω0
0~cAdab où A est la section transverse du guide et dab le moment
dipolaire de l’atome. La limite continue est obtenue en faisant tendre δ0 → 0
et N → ∞ tout en maintenant Nδ0, la bande passante du guide, constant. La
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fréquence centrale ω0 étant la plus élevée du système, l’approximation de l’onde
tournante (rwa) a été réalisée, nous permettant ainsi d’omettre les termes non-
résonnants dans l’hamiltonien d’interaction.
Initialement, l’atome est dans l’état fondamental |a〉 et le champ ne contient
qu’un seul photon. La fonction d’onde du sytème total ne contient alors qu’un
état d’excitation peut être écrite de la sorte :
|ψ〉 (t) = Ab(t)e−iω0t |b, 0〉+
N∑
l=−N
l 6=0
Aa,l(t) |a, 1l〉 (3.2)
où |a, 1l〉 = |a〉 ⊗ |1l〉 représente l’état avec un photon dans le mode l et l’atome
dans le fondamental, et |b, 0〉 représente l’atome dans l’état excité et aucun photon
dans le champ. |Ab(t)|2 est alors la probabilité que l’atome soit dans l’état excité
à l’instant t, et |Aa,l|2 celle qu’il soit dans l’état fondamental avec un photon dans
le mode l. Ces coefficients respectent la condition de normalisation : |Ab(t)|2 +∑N
l=−N
l 6=0
|Aa,l|2 = 1.
Initialement, le photon se propage dans la direction des z positifs, on a donc :
Aa,l(−∞) = 0 pour l < 0.
3.2.2 Évolution temporelle
L’évolution du système est gouvernée par l’équation de Schrödinger dépen-
dante du temps : i~d |ψ〉 (t)dt = Hˆ |ψ〉 (t). On obtient alors les équations d’évolu-
tion pour les amplitudes de probabilités :
∂tAa,l(t) = −igle−iδltAb(t) (3.3a)
∂tAb(t) = −i
N∑
l=−N
l 6=0
glAa,l(t)eiδlt (3.3b)
avec δl = ω0 − ωl.
Le système d’équation (3.3) peut être résolu formellement. Pour cela, on in-
tègre formellement l’équation (3.3a) :
Aa,l(t) = Aa,l(−∞)− igl
∫ t
−∞
Ab(t′)e−iglt
′
dt′ (3.4)
et on l’injecte dans l’équation (3.3b) :
∂tAb(t) = −i
N∑
l=−N
l 6=0
glAa,l(−∞)eiδlt −
∫ t
−∞
N∑
l=−N
l 6=0
g2l Ab(t′)e−iδl(t
′−t)dt′. (3.5)
La largeur spectrale ∆ de l’impulsion étant bien plus petite que la bande pas-
sante de guide d’onde, on peut utiliser la technique standard d’élimination du
continuum [71] et remplacer Ab(t′) par Ab(t) dans l’équation (3.5).
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On a de plus :
<
( ∫ t
−∞
N∑
l=−N
l 6=0
g2l e
−iδl(t′−t)dt′
)
= pig20. (3.6)
La partie imaginaire de
∫ t
−∞
∑
l g
2
l e
−iδl(t′−t)dt′ correspond au décalage de Lamb de
l’état excité de l’atome. Ce décalage peut être ignoré en le ré-intégrant dans la
définition du niveau d’énergie de l’état excité.
On obtient finalement l’équation d’évolution pour l’amplitude de probabilité
d’être dans l’état excité :
∂tAb(t) = −ΓAb(t)− i
N∑
l=−N
l 6=0
glAa,l(−∞)eiδlt (3.7)
avec Γ = 2pig20 correspondant à la relaxation de l’état excité.
L’amplitude de population dans l’état excité de l’atome met donc deux termes
en compétition. Un premier terme source, −i∑Nl=−N
l 6=0
glAa,l(−∞)eiδlt, qui tend à
peupler l’état excité par absorption du photon incident et un second terme de
dissipation, −ΓAb(t), qui tend à ramener l’atome dans l’état fondamental en
émettant un photon dans le continuum de modes du guide d’onde.
Le facteur déterminant de cette compétition est le paramètre de couplage g0.
Le terme source est proportionnel à g0 tandis que le terme de dissipation l’est à g20.
Le terme source est donc le terme dominant lorsque le couplage est faible, l’atome
peut alors être peuplé dans l’état excité sur une durée relativement grande. Dans
le cas d’un couplage fort, la relaxation domine la dynamique et l’atome ne peut
être excité que de manière transitoire.
3.2.3 Champ électrique effectif
La grandeur permettant de suivre l’évolution temporelle de l’impulsion est
l’intensité moyenne du champ :
I(t, z) = 〈ψ(t)| Eˆ(−)(z)Eˆ(+)(z) |ψ(t)〉 = |Eˆ(+)(z) |ψ(t)〉 |2 (3.8)
où Eˆ(±)(z) = ±i∑Nl=−N
l 6=0
laˆle
±i l|l|
ωl
c
z sont les opérateurs du champ électrique de
fréquences positives et négatives respectivement, avec l le champ électrique du
vide du mode l. On associe un champ électrique effectif classique associé à cette
intensité tel que :
I(t, z) = |Eeff (t, z)|2.
En utilisant la définition (3.2) de la fonction d’onde, on obtient l’expression du
champ effectif en fonction des amplitudes de population :
Eeff (t, z) =
N∑
l=1
l
(
Aa,l(t)e−iωl(t−
z
c
) + Aa,−l(t)e−iωl(t+
z
c
)
)
. (3.9)
Le champ effectif dans le régime classique se présente alors comme la somme de
deux champs. Le premier terme de l’équation (3.9) se propage vers les z positifs
et correspond à la somme du champ incident et du champ transmis. Le second
terme se propage vers les z négatifs et correspond donc au champ réfléchi.
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3.2.4 Aire du pulse
Dans cette partie, nous nous intéressons au comportement du champ effec-
tif. Nous montrerons que les déformations temporelles de l’impulsion incidente
peuvent être comprises à partir du comportement de l’aire de l’impulsion. Pour
cela nous commencerons par déterminer l’expression du champ effectif (3.9) en
fonction de ∂tAb(t).
Nous ferons à partir de maintenant l’hypothèse que, dans le régime rwa, le
terme de couplage gl et le champ du vide l ne dépendent plus de la fréquence
ωl mais uniquement de ω0. Cette hypothèse est raisonnable à condition que ω0
soit la fréquence la plus haute du système, supérieure à la bande-passante Nδ0
du guide, à la largeur spectrale de l’impulsion ∆ et à la fréquence caractéristique
de la relaxation Γ : ω0  Nδ0  Γ,∆.
Nous avons alors :
gl ' g = g0
√
δ0
l = .
En injectant l’expression (3.4) dans (3.9) et à l’aide de l’approximation δ0
∑N
l=1 e
−iδl(t−t′) '
2piδ(t′ − t), on obtient :
Eeff (t, z) =inc(t, z)e−iω0(t−
z
c
)h0(−z)
+ refl(t, z)e−iω0(t+
z
c
)h0(−z)
+ trans(t, z)e−iω0(t−
z
c
)h0(0z)
(3.10)
avec :
inc = 
N∑
l=1
Aa,l(−∞)eiδl(t− zc )
refl = −iΓ
g
Ab(t+
z
c
)
trans = inc(t, z)− iΓ
g
Ab(t− z
c
).
(3.11)
h0(z) est la fonction de Heaviside, définie tel que :
h0(z) =

1 si z > 0
0 si z < 0
1
2 si z = 0.
L’étape suivante consiste à substituer Ab(t) par sa dérivée ∂tAb(t) grâce à la
relation (3.7) où gl est remplacé par g :
∂tAb(t) = − 1ΓAb(t)− i
g
Γ
N∑
l=−N
l 6=0
Aa,l(−∞)eiδlt. (3.12)
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On obtient ainsi l’expression des champs incident, réfléchi et transmis :
inc = 
N∑
l=1
Aa,l(−∞)eiδl(t− zc )
refl = −inc(t+ z
c
) + i 
g
∂tAb(t+
z
c
)
trans = i

g
∂tAb(t− z
c
).
(3.13)
L’aire de l’impulsion est définie comme :
Sα =
∫ ∞
−∞
αdt = c−1
∫ ∞
−∞
αdz
avec α = inc, refl, trans.
Étant donné que l’atome est initialement dans l’état fondamental, on aAb(−∞) =
0 et donc :
Strans = i

g
Ab(∞). (3.14)
Dans la relation (3.7) décrivant l’évolution de la population, le terme source
devient nul pour les temps longs. Il ne reste alors que le terme dissipatif qui
ramène inéluctablement la population dans l’état fondamental, quel que soit le
régime de couplage. On a alors Ab(∞) = 0, et donc :
Strans = 0. (3.15)
Ce résultat explique la distorsion subie par l’impulsion lors de son interac-
tion avec l’atome. L’impulsion transmise est déformée, jusqu’à ce que son aire
algébrique soit nulle.
3.2.5 Simulations numériques
Ce résultat important est illustré sur la figure 3.1 où est représentée l’impulsion
transmise en fonction du temps retardé ∆(t− z
c
).
Nous avons utilisé dans ces simulations un continuum de N = 500 modes,
avec un écart relatif entre modes de δ0∆ = 0.1. La largeur spectrale ∆ est définie
pour une impulsion Gaussienne avec Aa,l(−∞) = 1√∑
l
e−2(δl/∆)2
e−(δl/∆)
2 (l > 0).
Le champ est représenté pour des valeurs croissantes du rapport g0∆1/2 =
√
Γ/2pi.
Le champ, initialement Gaussien, est d’autant plus déformé que l’intensité de
couplage est élevée. En effet, afin de respecter la condition d’aire nulle (3.15),
l’atome émet vers l’avant un champ d’aire négative qui vient compenser l’aire du
champ incident. Il est important de noter que, même dans le cas d’un régime de
couplage très faible ( g0∆1/2 = 0.01) où le champ n’est quasiment pas déformé, l’aire
de l’impulsion transmise est quand même nulle. On peut en effet voir, dans l’encart
de la figure 3.1, l’apparition d’une longue traînée négative, tendant lentement vers
zéro, permettant de compenser la partie positive sur les temps longs.
La présence de cette traînée dans le cas d’un couplage très faible met en évi-
dence la sensibilité du phénomène. La condition d’aire nulle est ainsi un outil
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Figure 3.1 – Figure extraire de Derouault et al. [72]. Profil temporel du champ
transmis trans(t−z/c) pour différentes valeurs g0/∆ 12 (g0 est la valeur du couplage
et ∆ la largeur spectrale de l’impulsion incidente). L’impulsion gaussienne initiale
se déforme de sorte que son aire algébrique soit nulle (pour toutes les courbes).
L’encart fait apparaître une traînée négative pour g0/∆
1
2 = 0.01 permettant
d’obtenir une aire nulle. Les autres paramètres sont N = 500 et δ0/∆ = 0.01.
puissant permettant de détecter de légers effets pouvant facilement passer in-
aperçus.
La figure 3.2 représente la dépendance spatiale des impulsions incidente, réflé-
chie et transmise pour deux intensités de couplage. Dans les deux cas l’impulsion,
initialement Gaussienne, est déformée et présente une partie négative annulant
son aire. On observe aussi que lorsque le couplage augmente, l’intensité de l’im-
pulsion transmisse diminue et l’impulsion incidente est réfléchie sans déformation
autre qu’une inversion du signe du champ électrique. L’atome se comporte alors
comme un miroir. On retrouve ici un important résultat présent dans de précé-
dentes études [53, 54].
En effet, on voit à partir de la relation (3.4) que Aa,l(∞) = Aa,l(−∞) =
−Aa,−l(−∞). L’interaction inverse le signe du paquet d’onde et joue donc le rôle
d’un déphaseur pi.
La contrainte d’aire nulle a d’importantes conséquences pour des impulsions de
formes complexes. En effet, si l’impulsion incidente possède déjà une aire nulle,
sa déformation sera faible voire inexistante, comparée à celle d’une impulsion
d’aire non nulle. C’est ce qui est représenté sur la figure 3.3. Les deux amplitudes
initiales (en pointillé sur la figure) sont : (a) inc(t, 0) = 0e−(t/τ)
2 sin t10τ et (b)
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Figure 3.2 – Figure extraire de Derouault et al. [72]. Dépendance spatiale du
champ électrique pour deux valeurs de g0/∆
1
2 . L’impulsion transmise obéit à la
contrainte de l’aire du pulse. (b) Le champ réfléchi est inversé sans déformation.
inc(t, 0) = 0e−(t/τ)
2 sin2 t10τ . La première est d’aire nulle et n’est quasiment pas
modifiée par l’interaction (trait plein sur la figure) tandis que la seconde, d’aire
non-nulle, l’est fortement.
Une importante analogie avec le régime semi-classique peut être faite, où il
existe aussi une contrainte sur l’aire de l’impulsion au cours de sa propagation
dans un milieu optique dense [14,15,36](théorème de McHall et Hahn). Ce théo-
rème stipule que l’aire de l’impulsion converge au cours de sa propagation dans le
milieu. Dans le cas d’un couplage faible, l’aire converge vers zéro, et la distorsion
du champ est due à l’absorption de photons résonnants [73,74].
Cependant, la comparaison ne peut pas être poussée plus loin. Pour des ré-
gimes de couplage plus fort, l’aire du pulse ne converge plus vers zéro et de
nouveaux phénomènes apparaissent tels que de la transparence auto-induite et la
propagation de solitons [7,75]. Dans notre cas, la contrainte d’aire nulle est valide
quelle que soit l’intensité de couplage (dans la limite de la rwa).
D’autre part, dans le cas de l’optique semi-classique, la distorsion entraîne de
fortes oscillations du profil temporel du champ. Cet effet est dû à la présence de
nombreux atomes distribués spatialement. Chaque partie de l’échantillon rayonne
alors un champ opposé au champ incident, provoquant un effet de cascades dont
résultent les fortes oscillations observées. Dans notre cas, la distorsion du champ
n’est due qu’à l’interaction avec un seul atome et cet effet de cascade est inexis-
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Figure 3.3 – Figure extraire de Derouault et al. [72]. Dépendance temporelle
pour l’intensité I(t−z/c) pour des impulsions d’amplitudes initiales (a) inc(t, 0) =
0e
−(t/τ)2 sin(t/10τ) et (b) inc(t, 0) = 0e−(t/τ)
2 sin2(t/10τ). Les courbes en traits
pointillés et pleins représentent respectivement les impulsions initiale et trans-
mise. Les paramètres sont g0/∆
1
2 = 0.3,N = 500 et δ0/∆ = 0.01.
tant.
3.3 Interaction d’un photon unique avec deux
atomes dans un guide d’onde
3.3.1 Modèle théorique
On considère ici deux atomes identiques interagissant avec un paquet d’onde
à un photon se propageant dans la direction +z d’un guide d’onde infini sans
perte (figure 3.4(a)). La section transverse du guide d est supposée plus petite
que la longueur d’onde résonnant des atome λ0 et la distance inter-atomique l :
d  λ0, l. Un conséquence importante de cette condition est que l’interaction
électrostatique dipôle-dipôle entre les atomes est inhibée dans le guide d’onde,
et pourra donc être négligée par la suite [76, 77]. De plus, les atomes ne peuvent
rayonner que dans les directions longitudinales et le champ reste uniforme au
cours de sa propagation [30,58]. Le confinement de champ permet aussi d’obtenir
un régime de couplage fort entre le photon et les atomes.
Les deux atomes sont notés j = 1, 2 et sont chacun modélisé par un système à
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(a)
(b)
Figure 3.4 – (a) Configuration des atomes et du photon incident dans le guide
d’onde. La dimension transverse du guide est d. Les atomes sont dans leur état
fondamental et sont séparés par une distance l. La transition atomique est λ0.
(b) Schéma des niveaux atomes+champs impliqués dans l’interaction. La nature
rwa ou hors-rwa des couplages est précisée.
deux niveaux (état fondamental |aj〉 et état excité |bj〉 d’énergie propre 0 et ~ω0
respectivement). Dans notre formalisme, l’hamiltonien peut être séparé en trois
termes : Hˆ = Hˆatomes + Hˆchamp + Hˆinter, avec :
Hˆatomes =
2∑
j=1
~ω0 |bj〉 〈bj| (3.16a)
Hˆchamp =
∫ ∞
−∞
~ωkaˆ†kz aˆkzdkz (3.16b)
Hˆinter =
2∑
j=1
∫ ∞
−∞
~gk
(
aˆ†kze
−ikzzj + aˆkzeikzzj
) (
σˆj + σˆ†j
)
(3.16c)
les hamiltoniens des atomes libres, du champ libre et de l’interaction respective-
ment. aˆkz (aˆ
†
kz
) est l’opérateur annihilation (création) du mode kz avec ωz = c|kz|
et la relation habituelle de commutation bosonique [aˆkz , aˆ
†
k′z ] = δ(kz − k′z). zj est
la position de l’atome j avec z2 − z1 = l la distance inter-atomique. σj = |aj〉 〈bj|
(σˆ†j) est l’opérateur de désexcitation (d’excitation) de l’atome j. Dans la jauge
de Coulomb le terme de couplage s’écrit gk = ω0dab√4pi0~ωkA avec dab le moment di-
polaire de l’atome et A la section transverse du guide d’onde. Il est important
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de noter que le terme de couplage gk diverge dans l’infrarouge et ne décroit que
lentement dans l’ultra-violet. Dans ces conditions, il est impossible de négliger
ces fréquences et l’approximation rwa ne peut pas être réalisée.
Initialement, les deux atomes sont dans leur état fondamental et le champ
contient un photon. Au second ordre de l’hamiltonien, la fonction d’onde du
système complet, |ψ〉 (t) s’écrit :
|ψ〉 (t) =
∫ ∞
−∞
αkz(t)e−iωkt |a1, a2, 1kz〉 dkz
+
2∑
j=1
βj(t)e−iω0t |aj′ 6=j, bj, 0〉
+
∫ ∞
−∞
γkz(t)e−i(2ω0+ωk)t |b1, b2, 1kz〉 dkz
+
2∑
j=1
∫ ∞
−∞
dkz
∫ ∞
−∞
dk′zηj,kz ,k′z(t)e
−i(ωk+ωk′+ω0)t |aj′ 6=j, bj, 1kz , 1k′z〉 .
(3.17)
Les deux premiers termes représentent des états avec un nombre d’excitation
égal à un. L’état |a1, a2, 1kz〉 correspond à un photon dans le mode kz et les deux
atomes dans leur niveau fondamental. |aj′ 6=j, bj, 0〉 correspond à l’atome j excité,
l’atome j′ dans son fondamental et aucun photon dans le champ. Les deux derniers
termes de la fonction d’onde (3.17) correspondent à un nombre d’excitation de
trois. Le troisième terme correspond à un état où les deux atomes sont excités et
un photon dans le champ. Le quatrième terme correspond à un atome excité et
deux photons dans le champ.
Ces deux derniers états sont obtenus au second ordre de l’hamiltonien d’inter-
action et sont nécessaires pour un traitement correct des photons virtuels et du
décalage de Lamb collectif [66, 67]. Ces états sont schématiquement représentés
sur la figure 3.4(b).
L’évolution du système est gouvernée par l’équation de Schrödinger dépen-
dante du temps i~d |ψ〉 (t)dt = Hˆ |ψ〉 (t) avec pour conditions initiales :
βj(t→ −∞) = 0
ηj,kz ,k′z(t→ −∞) = 0
γj,j′,kz(t→ −∞) = 0
αkz(t→ −∞) = 0 si kz < 0
αkz(t→ −∞) =
√√√√ c
∆
√
1
2pie
−(ωk−ω0∆ )2 si kz > 0
(3.18)
où ∆ est la largeur spectrale du paquet d’onde incident. On obtient alors le
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système d’équations suivant pour les amplitudes :
i∂tαkz(t) =
2∑
j=1
{
gk[βj(t)e−i(ω0−ωk)te−ikzzj ]
+
[
2
∫ ∞
−∞
gk′ηj,kz ,k′z(t)e
−i(ω0+ωk′ )teik
′
zzjdk′z
]} (3.19a)
i∂tβj(t) =
∫ ∞
−∞
gk
{
[αkz(t)ei(ω0−ωk)teikzzj ]
+ [γkz(t)e−i(ω0+ωk)teikzzj′ ]
}
dkz (j′ 6= j)
(3.19b)
i∂tγkz(t) =gk
2∑
j=1
βj(t)ei(ω0+ωk)te−ikzzj′
+ 2
2∑
j=1
∫ ∞
−∞
gk′ηj,kz ,k′z(t)e
i(ω0−ωk′ )te−k
′
zzj′dk′z
(3.19c)
i∂tηj,kz ,k′z(t) =
1
2
{
gk′ [αkz(t)ei(ω0+ωk′ )te−ik
′
zzj ]
+ gk′ [γkz(t)e−i(ω0−ωk′ )te−ik
′
zzj′ ] + (kz ↔ kz′)
}
(j′ 6= j).
(3.19d)
Ces équations montrent que les états avec un nombre d’excitation de un
(|a1, a2, 1kz〉 et |aj′ 6=j, bj, 0〉) sont couplés par des termes rwa (opérateurs aˆ†kz σˆj
et aˆkz σˆ
†
j) tandis que les états avec un nombre d’excitation de trois (|b1, b2, 1kz〉
et |aj′ 6=j, bj, 1kz , 1kz′ 〉) sont couplés à |aj′ 6=j, bj, 0〉 et |a1, a2, 1kz〉, respectivement,
par les termes hors-rwa de l’hamiltonien (opérateurs aˆkz σˆj et aˆ
†
kz
σˆ†j). Finalement
dans (3.19c) et (3.19d) les états avec un nombre d’excitation de trois sont couplés
entre eux par les termes rwa, ces derniers conservant le nombre d’excitation.
3.3.2 Couplage entre atomes
Le système d’équation (3.19) peut être grandement simplifié grâce au conti-
nuum de modes. Nous montrons dans l’annexe A.1 que lorsque la condition
ω0,
c
l
 Γ,∆ est vérifiée, nous pouvons réaliser une approximation markovienne [71,
78] permettant d’obtenir l’équation fondamentale d’évolution des amplitudes βj(t) :
∂tβj(t) = S0,j(t)− Γβj(t)−Mβj′ 6=j(t) (3.20)
où Γ = 2pi
c
g2kωk
ω0
est un terme de relaxation (indépendant de la pulsation ωl) iden-
tique au cas à un atome et S0,j(t) = −i
√
Γ
2pi
∫∞
−∞
√
cω0
ωk
αkz(t→ −∞)ei(ω0−ωk)teikzzjdkz
est un terme source dû au photon incident. L’équation (3.20) possède un troisième
terme, qui correspond au couplage effectif entre les deux atomes à travers le conti-
nuum de modes du champ. Ce terme fait intervenir un paramètre M qui est la
somme de quatre contributions M = ∑4i=1Mi, chacune représentant un chemin
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quantique différent comme il sera expliqué plus loin.
M1 =
Γω0
2pi
∫ ∞
0
∫ ∞
0
ei(ω0−ω)τeikzl
ω
dωdτ (3.21a)
M2 =
Γω0
2pi
∫ ∞
0
∫ ∞
0
e−i(ω0+ω)τeikzl
ω
dωdτ (3.21b)
M3 = M1(l↔ −l)
= Γω02pi
∫ ∞
0
∫ ∞
0
ei(ω0−ω)τe−ikzl
ω
dωdτ
(3.21c)
M4 = M2(l↔ −l)
= Γω02pi
∫ ∞
0
∫ ∞
0
e−i(ω0+ω)τe−ikzl
ω
dωdτ.
(3.21d)
À l’aide des relations mathématiques suivantes,
∫ ∞
0
ei(ω−ω0)TdT = piδ(ω − ω0) + iPv
( 1
ω − ω0
)
(3.22a)∫ ∞
0
ei(ω+ω0)TdT = piδ(ω + ω0) + iPv
( 1
ω + ω0
)
(3.22b)
où Pv désigne la valeur principale de Cauchy, on obtient :
M1 =
Γeik0l
2 + i
Γω0
2pi Pv
∫ ∞
0
eiω
l
c
ω0 − ω
dω
ω
 (3.23a)
M2 = −iΓω02pi
∫ ∞
0
eiω
l
c
ω0 + ω
dω
ω
(3.23b)
M3 =
Γe−ik0l
2 + i
Γω0
2pi Pv
∫ ∞
0
e−iω
l
c
ω0 − ω
dω
ω
 (3.23c)
M4 = −iΓω02pi
∫ ∞
0
e−iω
l
c
ω0 + ω
dω
ω
. (3.23d)
avec k0 = ω0l . Les intégrales apparaissant dans (3.23) peuvent être évaluées à
l’aide des fonctions Cosinus intégral (Ci) et Sinus intégral (Si) définies par :
Ci(x) = −
∫ ∞
x
cos(t)
t
dt et Si(x) =
∫ x
0
sin(t)
t
dt. (3.24)
Pour des arguments réels, ces fonctions sont respectivement paire et impaire et
ont pour valeurs asymptotiques :
Ci(x 1) = 0 Si(x 1) = pi2
Ci(0) =∞ Si(0) = 0.
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On obtient alors :
M1 =
Γ
2pie
iω0l/c + Γ2
[
eiω0l/c
(
Si(ω0l/c) +
pi
2 + iCi(ω0l/c)
)
−G+
]
(3.25a)
M2 =
Γ
2pi
[
e−iω0l/c
(
Si(ω0l/c)− pi2 − iCi(ω0l/c)
)
+G+
]
(3.25b)
M3 =
Γ
2 e
−iω0l/c + Γ2pi
[
−eiω0l/c
(
Si(ω0l/c) +
pi
2 − iCi(ω0l/c)
)
−G−
]
(3.25c)
M4 =
Γ
2pi
[
−eiω0l/c
(
Si(ω0l/c)− pi2 + iCi(ω0l/c)
)
+G−
]
. (3.25d)
G± est une constante donnée par G± = ±pi2 + iCi(l/c→ 0) dont la partie
imaginaire diverge ( est une coupure infrarouge artificielle). Ce dernier résultat
n’est pas surprenant étant donné que le couplage entre l’atome et le photon est
selon gk ∝ ω−1/2k et diverge dans l’infrarouge. Cependant, seule la somme de ces
quatre contributions intervient dans (3.20) et converge vers :
M =
4∑
i=1
= Γeik0l. (3.26)
Le terme de couplage est dépendant de la distance inter-atomique à travers le
terme de phase eik0l. Ainsi le couplage entre atomes est périodique et ne décroit
pas avec la distance inter-atomique, contrairement au cas de l’atome libre en trois
dimensions. Cela est dû au fait que dans notre situation (un guide d’onde unidi-
mensionnel) les photons qui se propagent sont confinés selon l’axe du guide lais-
sant inchangé le flux d’énergie entre les atomes. Dans le cas de l’espace libre où les
vecteurs d’onde autre que longitudinaux sont autorisés, la probabilité d’échange
de photons entre les atomes diminue en fonction de 1/l pour l’émission isotrope
et 1/l2 et 1/l3 pour l’émission anisotrope [33–35].
La divergence infra-rouge est elle aussi spécifique au cas unidimensionnel où
la densité est proportionnelle à la fréquence ωk. Dans le cas 3D, la densité est
proportionnelle à ω2k et compense ainsi la contribution de g2k proportionnelle à 1ωk .
Dans ce dernier cas, on a alors une divergence ultra-violette [66–68,79,80].
3.3.3 Chemins quantiques
La dynamique du champ et des atomes peut être comprise à partir de l’équa-
tion (3.20) en terme d’échanges de photons. Les différents chemins quantiques
possibles dans l’équation (3.20) sont représentés sur la figure 3.5, qui met en
évidence les processus d’émission et d’absorption de photons associés. Sur ces
figures, pour davantage de clarté, nous avons seulement considéré l’évolution de
l’état excité du premier atome. Le premier terme dans l’équation (3.20) (terme
source) est représenté en (a) et correspond à l’absorption du photon par l’atome
initialement dans son état fondamental, conduisant ainsi au peuplement de l’état
excité. Le second terme est représenté sur (b) et correspond à la relaxation de
l’état excité de l’atome induite par la présence du continuum de mode dans le
guide d’onde. Les photons sont alors émis dans les deux directions du guide (ré-
flexion et transmission). Ces deux premiers chemins sont aussi valables dans la
situation décrite en 3.2 où un seul atome est présent dans le guide.
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Incident photon            Atom 1                          Atom 2
(a)
(b)
(c)(M ) (M )1 3
(d)(M2) (M4)
Figure 3.5 – Chemins quantiques conduisant à la modification de l’amplitude
β1 de l’état excité du premier atome. Ces chemins sont associés à (a) absorption
du photon incident, (b) relaxation de l’atome 1 avec émission d’un photon vers
l’avant ou vers l’arrière, (c) relaxation de l’atome 2 avec émission d’un photon
vers l’arrière (M1) ou l’avant (M3) et qui interagit ensuite avec l’atome 1 (terme
rwa), (d) excitation de l’atome 2 avec émission d’un photon vers l’arrière (M2)
ou l’avant (M4) et qui interagit ensuite avec l’atome 2 (terme hors-rwa). Des
schémas similaires existent pour l’amplitude β2 du second atome.
Les termes restants correspondent à des échanges de photons entre les deux
atomes. Le cas (c) représente la relaxation de l’état excité du deuxième atome par
émission de photon et correspond à un processus rwa. Le photon émis dans la
direction arrière interagit alors avec le premier atome, modifiant l’amplitude de
son état excité. Ce photon est associé au chemin M1. Le photon émis vers l’avant
correspond, quant à lui, au chemin M3. Le cas (d) correspond aux échanges dus
aux termes hors-rwa. Le cheminM4 correspond à la situation où le premier atome
effectue une transition depuis son état fondamental vers l’excité en émettant un
photon (aˆ†kz σˆ†). Le photon émis vers l’avant est alors absorbé par le second atome,
qui effectue une transition de son état excité vers le fondamental (aˆkz σˆ). Le chemin
M2 est similaire au M4, sauf que le second atome absorbe le photon émis vers
l’arrière. Il est important de voir que pour les contributions M3 et M2, même si
le photon se propage dans la direction opposée à celle de l’atome qui l’absorbe, il
peut toujours interagir avec ce dernier, état donné que le couplage diverge avec
les grandes longueurs d’onde.
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3.3.4 Photons réels et virtuels
Le terme de couplage associé aux contributions Mi peut aussi être associé à
la nature réelle ou virtuelle des photons impliqués dans le processus. Selon la
définition communément admise, les photons réels sont ceux issus des processus
physiques résonnants ne modifiant par l’énergie sans couplage du système (c’est à
dire l’énergie des atomes plus champ sans interaction), tandis que les photons vir-
tuels sont ceux créés par des processus ne conservant pas cette énergie [81]. Dans
notre cas, les photons réels proviennent des processus résonnants des termes rwa
(M1 et M3). Ils conservent en effet l’énergie sans couplage durant l’ensemble du
processus. Les photons virtuels correspondent alors aux processus non-résonnants
rwa (M1 et M3) ainsi qu’à tous les échanges hors-rwa (M2 et M4), ces derniers
ne conservant clairement pas l’énergie sans couplage dans les états intermédiaires
du système (états ayant un nombre d’excitation de trois). Chacun de ces pho-
tons influe sur la dynamique du système, mais de manière différente comme nous
allons le voir. Nous nous baserons sur les relations (3.23) pour comprendre ces dif-
férentes contributions. Nous voyons tout d’abord que la contribution des photons
réels provient de la fonction de Dirac (contribution résonnante) des termes M1
(Γe−ik0l2 ) et M3 (
Γeik0l
2 ). Leur somme donne la partie réelle du couplage Γ cos(k0l)
dans l’équation (3.20). Les photons virtuels proviennent des termes restants et
conduisent à la partie imaginaire pure iΓ sin(k0l) du couplage. Ainsi, la partie
réelle modifie la population des atomes (c’est à dire correspond aux transitions
atomiques) tandis que la partie virtuelle induit des décalages des niveaux ato-
miques.
3.3.5 Importance des termes hors-rwa
Les expressions (3.25) montrent clairement que les contributions hors-rwa
peuvent être aussi importantes que celles rwa bien qu’on ait supposé l’inégalité
Γ  ω0 pour utiliser l’approximation adiabatique. Afin d’assurer l’importance
des termes hors-rwa et de déterminer dans quelles situations l’approximation
rwa est valable, nous considérons plusieurs situations :
Si l’approximation rwa était effectuée, le terme de couplage entre atomes se
simplifierait en Mrwa = M1 +M3 et vaudrait :
Mrwa = Γ cos(ω0l/c) + i
Γ
pi
[
sin(ω0l/c)
(
Si(ω0l/c) +
pi
2
)
+ cos(ω0l/c) Ci(ω0l/c)− Ci(l/c→ 0)
]
.
(3.27)
Seulement la partie réelle de (3.27) est correcte par rapport au terme M
calculé précédemment tandis que la partie imaginaire diverge. Les contributions
hors-rwa sont donc nécessaires pour la convergence du paramètre de couplage,
sans avoir à ajouter de coupures de fréquence artificielles. Cependant, ce n’est
pas le seul apport des termes hors-rwa. En effet, ces derniers rajoutent aussi une
partie imaginaire supplémentaire à travers M2 et M4, Γpi [sin(ω0l/c)(− Si(ω0l/c) +
pi
2 )−cos(ω0l/c)], ce qui donne le bon décalage en fréquence, Γ sin(ω0l/c), dansM .
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Une autre situation intéressante est le cas où ω0l/c 1. On a alors Ci(ω0l/c) ≈
0 et Si(ω0l/c) ≈ pi/2. L’approximation rwa donne alors le bon résultat si on in-
troduit une coupure infra-rouge  tel que   l/c. Dans ce cas Ci(l/c) ≈ 0 et
Mrwa ≈M = Γeiω0l/c.
Comme vu précédemment, le modèle correct n’a pas besoin de coupure infra-
rouge et peut donner une interprétation physique à la situation où ωl/c  1.
En effet, ils est possible de séparer dans ce cas les contributions non-résonnantes
de (3.23a) et (3.23c) en deux parties. La première correspondant aux photons
quasi-résonnants compris dans un domaine δ  l/c autour de ω0 (avec ω0  δ)
et une seconde contenant les photons restants. Dans cette situation, si l’on regarde
les contributions M1 et M3, nous avons :
i
Γω0
2pi Pv
∫ ω0+δ/2
ω0−δ/2
eiωl/c
ω0 − ω
dω
ω
≈ Γe
ik0l
2 pour M1
i
Γω0
2pi Pv
∫ ω0+δ/2
ω0−δ/2
e−iωl/c
ω0 − ω
dω
ω
≈ −Γe
−ik0l
2 pour M3.
La somme de ces contributions donne la partie imaginaire Γ sin(k0l) du couplage.
Cela signifie que seul les photons quasi-résonnants participent au couplage entre
atomes. Le rôle des photons restants (fortement non-résonnants dans M1 et M3)
est d’annihiler la contribution des photons hors-rwa (M2 et M4). Ce résultat
résout le problème du caractère non-causal de ces photons. En effet, selon la rela-
tion d’incertitude temps-énergie, les photons hors-rwa ne peuvent être présents
que sur une durée (ω + ω0)−1 ≤ ω−10 et ainsi ne peuvent pas se propager sur une
distance supérieure à λ0 = c/ω0 selon le principe de causalité (propagation à une
vitesse c finie). Cependant, la divergence infra-rouge du terme de couplage amène
à une interaction efficace entre les atomes séparés d’une distance l > λ0, violant
ainsi le principe de causalité. Ces contributions doivent donc être nécessairement
compensées dans l’expression de quantités physiques mesurables afin de respecter
le principe de causalité.
Une autre situation fréquemment rencontrée est celle où l’approximation rwa
est utilisée et la dépendance du couplage gω est négligée (gω(ω) = gω(ω0), ap-
proximation utilisée dans la partie 3.2). Dans ce cas, les mêmes calculs mènent
à la substitution de 1
ω
par 1
ω0
dans les intégrales (3.21a), (3.21c), (3.25a) et
(3.25c). On obtient alors la nouvelle expression du paramètre de couplage entre
atomes :
Mrwagcts = Γ cos(ω0l/c) + i
Γ
c
[
sin(ω0l/c)
(
Si(ω0l/c) +
pi
2
)
+ cos(ω0l/c) Ci(ω0l/c)
]
(3.28)
Cette expression correspond à Mrwa sans les termes divergents. Cependant, à
part pour la situation où ω0l/c  1, ce modèle ne permet pas de retrouver le
paramètre de couplage correct M = Γeiω0l/c.
Finalement, une autre méthode utilisée par plusieurs auteurs [82] est d’ef-
fectuer l’approximation rwa mais en étendant le domaine d’intégration aux fré-
quences négatives dans les intégrales (3.25a) et (3.25a), ce qui permet de retrouver
le bon paramètre de couplage entre atomes. Cette procédure a été utilisée dans de
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précédents papiers [83] afin de préserver le principe de causalité dans les processus
de photodétection et trouve sa justification ici.
3.3.6 Signal photo-électrique
La grandeur pertinente pour suivre l’évolution du champ est l’intensité moyenne
mesurée par un photodétecteur situé à une distance z du premier atome. On sup-
pose que le photodétecteur est suffisamment rapide pour résoudre les variations
temporelles du champ. Dans la théorie de Glauber de la photodétection (où l’ap-
proximation rwa est faite pour le détecteur) le signal de photodétection est donné
par :
I(t, z) = s 〈ψ(t)|Aˆ(−)(z)Aˆ(+)(z)|ψ(t)〉 (3.29)
où s est une constante (s = 1 par souci de simplicité) et Aˆ(±) sont les opérateurs
propagatif et contra-propagatif respectivement. Il sont donnés par :
Aˆ(±) =
∫ ∞
−∞
B(ωk)
k
ωk
aˆkze
±ikzzdkz
avec k le champ du vide du mode k et B(ωk) l’acceptance spectrale du détecteur
tel que :
B(ωk) =
{
1 si ω1 < ωk < ω2
0 sinon
où ω2,1 = ω0 ± ∆02 et ∆0 = ω2 − ω1 est la bande passante du détecteur. Afin
d’assurer que le photodétecteur collecte l’ensemble des photons, sa bande pas-
sante vérifie la condition : ∆0  ∆,Γ. On suppose aussi que les conditions
|z − zj|  cΓ−1, c∆−1 de sorte que les processus d’émissions soient terminés
avant l’entrée dans le photodétecteur. À l’aide des définitions précédentes et de
l’expression (3.17) de la fonction d’onde, on obtient l’expression suivante pour
l’intensité :
I(t, z) = I1 + I2 + I3
avec
I1(t, z) = |Aeff (t, z)|2
=
∣∣∣∣∣
∫ ∞
−∞
k
ωk
B(ωk)αkz(t)e−iωk(t−sign(kz)z/c)dkz
∣∣∣∣∣
2 (3.30a)
I2(t, z) =
∣∣∣∣∣
∫ ∞
−∞
k
ωk
B(ωk)γkz(t)e−iωk(t−sign(kz)z/c)dkz
∣∣∣∣∣
2
(3.30b)
I3(t, z) = 2
2∑
j=1
∫ ∞
−∞
dkz
∣∣∣∣∣
∫ ∞
−∞
k′
ωk′
B(ωk′)ηj,kz ,k′z(t)e
−iωk′ (t−sign(k′z)z/c)dk′z
∣∣∣∣∣
2
. (3.30c)
I1 représente l’intensité due au champ incident et au champ rayonné par les
atomes lors des processus rwa. Cette intensité est similaire à celle obtenue dans le
régime classique à partir d’un potentiel vecteur effectif Aeff . I2 et I3 sont associés
aux champs rayonnés au cours de processus hors-rwa, et sont donc exclusivement
dus aux photons virtuels. On montre dans l’annexe A.2 que I2 ≈ I3 ≈ 0 dès que
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|z|  c/ω1 et z < 0 (détecteur à gauche du premier atome) ou |z − l|  c/ω1 et
z > 0 (détecteur à droite). Ces conditions sont automatiquement remplies dans
notre cas, grâce à la condition précédente |z−zj|  cΓ−1, c∆−1. La disparition des
termes I2 et I3 est due au fait que les photons virtuels, issus des processus hors-
rwa, restent localisés dans un domaine de l’ordre de leur longueur d’onde autour
de l’atome. Comme c/ω1 correspond à la longueur d’onde maximum acceptée par
le détecteur, aucun de ces photons ne peut agir sur le détecteur lorsque celui-
ci est positionné à une distance supérieure. Dans le régime de champ proche,
lorsque le détecteur est placé à une distance plus faible que c/ω1, la théorie de la
photodétection doit être modifiée pour prendre en compte les processus hors-rwa
qui apparaissent alors dans le détecteur [83,84].
Le champ effectif Aeff qui apparaît dans la relation (3.30) peut être relié
aux amplitudes βj des états excités. On montre dans l’annexe A.3 que ce champ
effectif peut être décomposé en trois parties :
Aeff (t, z) =h(−z)Ainc(t− z/c)e−iω0(t−z/c)
+ h(−z)Arefl(t+ z/c)e−iω0(t+z/c)
+ h(z − l)Atrans(t− z/c)e−iω0(t−z/c)
(3.31)
avec
Ainc(t− z/c) =
∫ ∞
0
B(ωk)
k
ωk
αkz(−∞)e−i(ωk−ω0)(t−z/c)dkz (3.32a)
Atrans(t− z/c) = Ainc(t− z/c)− igkk
c
2pi
ω0
2∑
j=1
e−i
ω0
c
zjβj(t− (z − zj)/c) (3.32b)
Arefl(t+ z/c) = −igkk
c
2pi
ω0
2∑
j=1
ei
ω0
c
zjβj(t+ (z − zj)/c). (3.32c)
Ainc, Atrans et Arefl sont respectivement les champs incident transmis et ré-
fléchi et h(z) est la fonction de Heaviside.
Une autre grandeur intéressante est la distribution spectrale de l’intensité
I˜α(ω) = |A˜α(ω)|2 (α = inc, refl, trans). Ces distributions sont reliées aux champs
par une simple transformée de Fourier :
A˜α(ω) =
∫ ∞
−∞
Aα(τ)ei(ω−ω0)τdτ. (3.33)
3.3.7 Champs transmis et réfléchi - Théorème de l’aire
On considère dans cette partie la situation où le photon est collectivement
diffusé par les deux atomes. Nous nous concentrerons particulièrement sur l’as-
pect temporel des champs transmis et réfléchi. Nous montrerons que le théorème
établi précédemment pour un atome (partie 3.2) stipulant que l’aire algébrique
du champ transmis tends vers zéro quelque soit les valeurs du couplage Γ et de
la largeur de l’impulsion initiale ∆ reste valable. Les champs transmis et réfléchi
sont donnés par les relations (3.32b) et (3.32c), et pour z = zj = 1, 2, nous avons :
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Atrans(t− zj/c) = Ainc(t− zj/c)− igkk
c
2pi
ω0
2∑
j′=1
e−i
ω0
c
zjβj′(t− (z − zj′)/c)
(3.34a)
Arefl(t+ zj/c) = −igkk
c
2pi
ω0
2∑
j′=1
ei
ω0
c
zj′βj′(t+ (z − zj′)/c). (3.34b)
En introduisant la constante G0,j = gkωkk e
ik0zj (indépendante de ωk) et en se
plaçant dans l’approximation markovienne, βj(t± l/c) ≈ βj(t) et Ainc(t− l/c) ≈
Ainc(t), on trouve que les variations ∂tβj(t) des amplitudes d’être dans les états
excités donnés par (3.20) sont directement reliées aux champs se propageant dans
le guide :
i∂tβ1(t) = G0,1(Ainc(t) + Arefl(t)) (3.35a)
i∂tβ2(t) = G0,2Atrans(t). (3.35b)
Seuls les champs causaux se propageant, évalués à la position de l’atome, modi-
fient sa population dans l’état excité. Ceci est une conséquence de la compensation
des photons virtuels issus des processus hors-rwa par ceux issus des processus
rwa mais situés à l’extérieur d’une étroite bande passante autour de la résonance,
comme vu dans la partie 3.3.5.
L’aire de l’impulsion est définie telle que Sα =
∫∞
−∞Aα(τ = t − z/c)dτ , avec
(α = inc, trans, refl). On obtient, pour le champ transmis et en intégrant l’équa-
tion (3.35b) :
Strans = iG0,2(β2(t→∞)− β2(t→ −∞)). (3.36)
Les valeurs asymptotiques de βj(t) peuvent être déduites de l’équation (3.20).
La présence du terme de relaxation impose βj(t → ∞) = 0, l’atome retourne
irrémédiablement dans son état fondamental sur les temps longs. Puisque qu’ini-
tialement on a βj(t → −∞) = 0, on obtient Strans = 0. De la même façon, on a∫∞
−∞(Ainc + Arefl)(τ = t − z/c)dτ = 0. Ces résultats conduisent à deux résultats
importants :
Strans =
∫ ∞
−∞
Atrans(τ = t− z/c)dτ = 0 (3.37a)
Srefl =
∫ ∞
−∞
Arefl(τ = t− z/c)dτ = −
∫ ∞
−∞
Ainc(τ = t− z/c)dτ = −Sinc.
(3.37b)
Ces résultats sont valides quelle que soit la valeur du couplage Γ, de la largeur
spectrale initiale ∆ ou de la distance inter-atomique l. Le théorème de l’aire
peut être retrouvé dans le domaine spectral à partir du spectre à résonance. Les
équations (3.37) signifient alors que la fréquence centrale de l’impulsion incidente
(résonnante avec la transition atomique) est toujours réfléchie. De plus, les atomes
rayonnent dans les deux directions du guide mais l’interférence, pour la fréquence
résonnante, est toujours destructive vers l’avant et constructive vers l’arrière.
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Figure 3.6 – Comportement temporel de (a) la partie réelle et (b) la partie
imaginaire du champ transmis pour différente valeur du ratio Γ/∆. La distance
inter-atomique est telle que k0l = pi4 . L’aire de l’impulsion transmise est nulle pour
toutes les valeurs du couplage. (c) Spectres correspondants aux champs transmis.
Le spectre du champ incident est représenté en pointillés gris. La fréquence cen-
trale n’est jamais transmise.
Une remarque importante est que le théorème de l’aire n’est vrai que lorsque
les relations (3.35) sont vérifiées. C’est ici le cas, car les photons virtuels hors-
rwa compensent ceux issus des processus rwa fortement hors-résonnants. C’est
pour cela que le théorème de l’aire existe aussi dans un modèle rwa qui exclut
arbitrairement les fréquences loin de la résonance atomique [59–63].
En dehors de la fréquence de résonance, les photons virtuels conduisent à des
effets différents. Ces résultats sont illustrés sur la figure 3.6 où sont représentés
les profils temporels et spectraux de l’impulsion transmise pour des valeurs de
couplage relatif Γ∆ croissantes et une valeur fixée de la distance inter-atomique l.
Dans tous les cas, les parties imaginaire et réelle du champ présentent à la fois une
partie positive et une négative permettant d’avoir une aire totale nulle. La défor-
mation de l’impulsion est d’autant plus prononcée que la valeur du couplage est
intense. Cette déformation est accompagnée par une diminution de l’intensité de
l’impulsion transmisse. Ce résultat est en accord avec l’équation (3.35b). Lorsque
Γ croit, G0,2 décroit et Atrans(t− l/c) = −iG−10,2∂tβ2(t) tend vers zéro. De la même
manière, on obtient que Arefl(t) ' −Ainc(t) pour une valeur élevée du paramètre
Γ
∆ . On a représenté sur la figure 3.6(c) le spectre du champ transmis pour les
mêmes valeurs de couplage. On observe que la fréquence centrale n’est jamais
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transmise et est donc réfléchie. Les spectres présentent un creux à la résonance,
dont la largeur augmente avec l’intensité de couplage. Ces spectres possèdent une
autre caractéristique : leur déformation est asymétrique contrairement au cas où
un seul atome est impliqué. Cette particularité est une conséquence de la pré-
sence des photons virtuels et sera expliqué dans le paragraphe 3.3.8. La distance
inter-atomique est choisie de sorte que l’interaction implique simultanément des
photons réels et virtuels (k0l = pi4 ).
3.3.8 Solutions exactes pour les populations et le champ
Afin d’obtenir les expressions des champs transmis et réfléchi, nous avons
besoin de l’expression des populations βj. Cela peut être réalisé en résolvant
l’équation (3.20). Pour cela, nous introduisons ici les états super-radiant |β+〉 et
sub-radiant |β−〉 de Dicke :
|β±〉 = |b1, a2, 0〉 ± |a1, b2, 0〉√2 (3.38)
avec les amplitudes : β± = (β1 ± β2)/
√
2. Dans cette nouvelle représentation,
les états de Dicke sont découplés et nous obtenons alors à partir de (3.20) les
équations d’évolution de leur amplitude :
∂tβ±(t) = S0,1(t)(
1± eik0l√
2
)− Γ(1± eik0l)β±(t). (3.39)
Nous obtenons la solution exacte pour les états de Dicke en intégrant (3.39) :
β±(t) =
1± eik0l√
2
∫ t
−∞
S0,1(t′)e−Γ(1±e
ik0l)(t−t′)dt′. (3.40)
Les états de Dicke sont donc décalés par rapport à la résonance de ±Γ sin(k0l)
respectivement, et retournent à leur état fondamental avec un taux de relaxation
de Γ(1 ± cos(k0l)). Ces états sont peuplés depuis leur fondamental par le terme
source S0,1(t)(1 ± eik0l)/
√
2. Ainsi, en fonction de la valeur du facteur de phase
k0l, la dynamique des atomes et les profils des champs de rayonnés peuvent être
significativement modifiés.
Le champ rayonné vers l’avant est donné par ART = Atrans − Ainc et celui
vers l’arrière par ARR = Arefl. Nous obtenons leurs expressions à partir des
relations (3.32) :
ARR = −iA0β(retardé)R (τ) (3.41a)
ART = −iA0β(retardé)T (τ). (3.41b)
Avec τ = t− z/c le temps retardé et A0 = 2
√
2pigkk/(cω0) une constante. Nous
avons introduit ici les états retardés de Dicke :
|β(retardé)T 〉 =
|b1, a2, 0〉+ |a1, b2, 0〉 e−ik0l√
2
(3.42a)
|β(retardé)R 〉 =
|b1, a2, 0〉+ |a1, b2, 0〉 e+ik0l√
2
. (3.42b)
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Pour k0l = 0, pi ces états sont les mêmes que les états de Dicke précédemment
définis, mais pour d’autres valeurs du facteur de phase ils sont différents. Les états
retardés de Dicke ne forment pas une nouvelle base et le facteur de phase permet
de prendre en compte le délai entre les deux atomes lorsque qu’un photon est
émis. De plus, les champs rayonnés dans les directions de transmission (indice T )
et de réflexion (indice R) proviennent de l’interférence entre les champs rayonnés
par chaque atome (∝ βj) avec le facteur de phase correspondant (e±ik0l). Les
amplitudes des champs transmis peuvent être facilement déduites à partir des
amplitudes des états de Dicke (3.40) et des définitions ci-dessus. Nous pouvons de
plus séparer, dans les champs rayonnés (états retardés de Dicke), les contributions
provenant des états super- et sub-radiants. Nous avons alors :
ARR = A(+)RR + A
(−)
RR (3.43a)
ART = A(+)RT + A
(−)
RT (3.43b)
avec
A
(±)
RR(t) = −i
A0
2 (t)(1± e
ik0l)β±(t) (3.44a)
A
(±)
RT (t) = −i
A0
2 (t)(1± e
−ik0l)β±(t) (3.44b)
qui correspondent aux contributions des états super- et sub-radiants rayonnés
dans les deux directions. Ces amplitudes peuvent être réécrites en utilisant l’équa-
tion (3.40) :
ARR(t) = −2Γeik0lAinc(t) ∗
[
cos2(k0l/2)R+ − sin2(k0l/2)R−
]
(t) (3.45a)
ART (t) = −2Γeik0lAinc(t) ∗
[
cos2(k0l/2)R+ + sin2(k0l/2)R−
]
(t) (3.45b)
où ∗ représente le produit de convolution et avec R±(k0l, t) = h(t)e−Γ(1±eik0l) deux
fonctions réponses effectives, correspondant aux deux états de Dicke (h(t) est la
fonction de Heaviside). Même si les deux états de Dicke sont impliqués avec le
même poids, le facteur de phase n’est pas le même pour le champ transmis et
celui réfléchi. Cette différence est importante pour comprendre le comportement
spectral pour différentes valeurs de ce facteur de phase. Les spectres des champs
rayonnés peuvent être déduits des expressions (3.45) :
A˜RR(ω) = −2Γeik0lA˜inc(ω)
[
cos2(k0l/2)R˜+ − sin2(k0l/2)R˜−
]
(ω) (3.46a)
A˜RT (ω) = −2Γeik0lA˜inc(ω)
[
cos2(k0l/2)R˜+ + sin2(k0l/2)R˜−
]
(ω) (3.46b)
où R˜±(k0l, ω) =
[
Γ(1 ± cos(k0l)) − i(ω − (ω0 ± Γ sin(k0l)))
]−1
. Il apparaît aussi
ici deux fonctions de réponses spectrales qui impliquent une subtile superposition
des champs rayonnés par les états de Dicke. Cependant, quels que soient les
paramètres Γ et k0l, on obtient toujours A˜RR(ω0) = A˜RT (ω0) = −A˜inc(ω0), ce qui
permet d’assurer la validité du théorème de l’aire. La fréquence centrale est en
effet systématiquement réfléchie.
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3.3.9 Discussion
Afin de mettre en évidence la dépendance entre le profil du champ et la nature
des photons échangés (réelle ou virtuelle), on étudie par la suite l’influence de la
distance inter-atomique l. En effet, même si le photodétecteur est sensible aux
photons qui se propagent et non à ceux qui sont échangés entre les atomes, ces
derniers influent grandement sur la dynamique, et donc sur les champs rayonnés.
On représente sur les figures 3.7, 3.8 et 3.9 plusieurs grandeurs en fonction de
différents facteurs de phase k0l et pour un couplage fixé à Γ∆ = 0.25. Nous avons
choisit trois facteurs de phase différents : k0l = pi sur la figure 3.7, k0l = pi/2 sur
la figure 3.8 et k0l = pi/4 sur la figure 3.9. Dans le premier cas, seuls les photons
réels contribuent à l’interaction tandis que dans le second ce sont les photons
virtuels. Les deux types de photons contribuent dans le troisième cas. Sur chaque
figure, nous avons représenté en (a) le comportement temporel des populations
|βj(t)|2 des états excités ainsi que celui des états de Dicke |β±(t)|2. En (b) sont
représentés les champs rayonnés vers l’avant (ART ) et l’arrière (ARR), et en (c) les
spectres correspondants. Nous avons rajouté sur chacune de ces figures un schéma
représentant les niveaux d’énergie dans la base de Dicke, avec les différents termes
de relaxation, de couplage avec le photon incident (terme source) ainsi que les
décalages du niveau des états.
Pour k0l = pi (figure 3.7), on a β+ = 0, β1 = −β2 = β−/
√
2 et β(retardé)T =
β
(retardé)
R = β−. Les amplitudes rayonnées sont alors : ART = A
(−)
RT = ARR =
A
(−)
RR = −iA0β− et on a aussi A˜RR(ω) = A˜RT (ω) = −2ΓA˜inc(ω)R˜−(pi, ω) avec
R˜−(pi, ω) =
[
2Γ− i(ω−ω0)
]−1
. Cette situation est résumée sur le schéma rajouté
sur la figure. Seul un des états de Dicke est peuplé (β−), la situation est alors
équivalente à celle d’un super-atome en interaction avec le photon incident. Seuls
des photons réels sont échangés entre les deux atomes, il n’y a donc pas de décalage
des niveaux d’énergie des états de Dicke. De plus, le couplage entre atomes fait
apparaître un nouveau terme de couplage Γ conduisant ainsi à une relaxation
totale du super-atome avec un taux de 2Γ, qui est alors le double de celle impliquée
dans le cas d’un atome unique. Malgré le fait que les atomes soient spatialement
séparés et que l’impulsion atteigne d’abord le premier atome, l’interaction produit
exactement la même excitation sur les deux atomes. Cela s’explique par l’étendue
spatiale de l’impulsion (c∆−1  l dans l’approximation markovienne). Les deux
atomes sont donc excités simultanément. Les champs rayonnés reproduisent le
comportement des populations et sont réels. On remarque aussi que les champs
rayonnés vers l’avant et vers l’arrière sont identiques. Cette caractéristique est
due aux relations (3.41) et (3.42) où l’on voit que les seuls cas où ARR = ART
sont les situations avec k0l  1 ou k0l = pi correspondant aux échanges de
photons uniquement réels. De plus, le système atomique se comporte ici comme
un atome unique qui, une fois excité, ne fait pas la différence entre les directions
d’émission. En (c), les spectres rayonnés dans les deux directions sont identiques
pour les même raisons que les champs rayonnés. À la fréquence de résonance,
le champ rayonné correspond exactement au champ incident (à une inversion
de signe près). Cela explique pourquoi la fréquence centrale n’est pas transmise,
étant donné que le champ transmis correspond à la somme du champ incident
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Figure 3.7 – Nous avons représenté en (a) l’évolution temporelle des populations
des états excités |βj(t)|2 et des états de Dicke |β±(t)|2. En (b), les champs rayonnés
vers l’arrière ARR et vers l’avant ART . Les spectres correspondants (|A˜RR|2 et
|A˜RT |2 = I˜refl) sont représentés en (c) ainsi que l’impulsion incidente (|I˜inc|2) et
transmise (|I˜trans|2). Le couplage est tel que Γ∆ = 0.25. L’encart décrit les niveaux
d’énergie dans la base des états de Dicke ainsi que les couplages associés. Le
facteur de phase est fixé à k0l = pi
et de celui rayonné vers l’avant. La situation où k0l  1 conduit à une situation
symétrique avec β− = 0 et β+ 6= 0.
Pour k0l = pi/2 (figure 3.8), on a β+ = −β∗−, β1 = i
√
2=(β+),β2 =
√
2<(β+).
Les amplitudes rayonnées vers l’arrière et l’avant sont ARR =
√
2A0(<(β+) +
=(β+)) et ART =
√
2A0(<(β+)−=(β+)). Où < et = désignent les parties réelle et
imaginaire respectivement. Les deux états de Dicke, |β+〉 et |β−〉, sont peuplés et
participent aux processus d’émissions. Le système atomique n’est plus équivalent
à un super-atome. Comme représenté sur le schéma inséré à la figure, les deux
états de Dicke jouent un rôle symétrique. Ils possèdent le même taux de relaxa-
tion Γ et ont tous les deux leur niveau excité décalé de Γ, mais en un sens opposé.
Le couplage avec le photon incident est le même au facteur de phase eipi2 près.
La relaxation est associée ici à celle d’un atome unique, tandis que les décalages
des niveaux d’énergies est une conséquence directe de la présence d’échanges de
photons virtuels entre les deux atomes. Comme les deux états de Dicke agissent
de façon symétrique, le comportement de leur population est le même. Cepen-
dant, les populations des atomes qui résultent de l’interférence entre les états de
Dicke sont cette fois très différentes. L’effet de ces interférences est constructif
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Figure 3.8 – Nous avons représenté (a) l’évolution temporelle des populations,
des états excités |βj(t)|2 et des états de Dicke |β±(t)|2. En (b), les champs rayonnés
vers l’arrière ARR et vers l’avant ART . En (c), les spectres correspondants (|A˜RR|2
et |A˜RT |2 = I˜refl) ainsi que l’impulsion incidente (|I˜inc|2) et transmise (|I˜trans|2).
Le couplage est tel que Γ∆ = 0.25. L’encart décrit les niveaux d’énergie dans la
base des états de Dicke ainsi que les couplages associés. Le facteur de phase est
fixé à k0l = pi2
pour le premier atome, qui atteint un population maximum de 0.65, alors qu’il
est destructif pour le second atome conduisant à une population bien plus faible.
Les champs rayonnés dans les deux directions sont réels. Ils possèdent une partie
négative importante permettant de satisfaire le théorème de l’aire. En effet, le
champ rayonné vers l’avant possède forcement une partie négative, nécessaire à
la compensation du champ incident positif. Dans la direction arrière, le signe du
champ est inversé, conformément à l’équation (3.37b). Contrairement à la situa-
tion k0l = pi où seuls des photons réels sont échangés, la situation k0l = pi/2 (où
des photons virtuels sont échangés) présente des champs rayonnés différents selon
la direction de propagation. Les spectres de ces champs permettent de comprendre
davantage la différence entre les deux directions de propagation. En effet, dans
la direction vers l’avant, le spectre possède une structure à deux pics, avec des
maxima localisés à ω−ω0∆ = 0.25, ce qui correspond aux décalages ±Γ des niveaux
d’énergie des états de Dicke (on a Γ∆ = 0.25). La forme symétrique des ces pics
est due aux rôles symétriques joués par les deux états de Dicke dans la situation
k0l = pi/2. Le champ rayonné vers l’arrière ne possède pas de structure en pics bien
que les deux pics centrés à ω0±Γ jouent un rôle. Cela peut être expliqué à partir
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des relations (3.46). Le champ rayonné provient d’une interférence subtile entre
les champs rayonnés par les états de Dicke. En effet, pour k0l = pi2 , nous avons
A˜RR(ω) = −iΓA˜inc(ω)(R˜+− R˜−)(pi2 , ω) et A˜RT (ω) = −ΓA˜inc(ω)(R˜+ + R˜−)(pi2 , ω).
Les deux fonctions de réponses sont respectivement centrées autours de ω0 ± Γ,
avec des profils de type dispersion et absorption pour les parties réelle et ima-
ginaire respectivement. Comme les largeurs de ces réponses sont du même ordre
de grandeur que le décalage (Γ), les champs rayonnés par les états de Dicke
se superposent de sorte que l’effet de lissage se produit sur les pics et qu’une
courbe lisse est obtenue pour le champ réfléchi. Pour le champ transmis, les pics
sont combinés à un profil d’absorption. Enfin, on a (R˜+ + R˜−)(pi2 , ω) = 1/Γ et
(R˜+ − R˜−)(pi2 , ω) = −i/Γ et donc A˜RR(ω0) = A˜RT (ω0) = −A˜inc(ω0). À la réso-
nance, le spectre du champ rayonné vers l’avant est donc l’exact opposé de celui
du champ incident, annulant ainsi la transmission de la fréquence centrale.
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Figure 3.9 – Nous avons représenté (a) l’évolution temporelle des populations
des états excités |βj(t)|2 et des états de Dicke |β±(t)|2. En (b), les champs rayon-
nés vers l’arrière ARR et vers l’avant ART . En (c), les spectres correspondants
(|A˜RR|2 et |A˜RT |2 = I˜refl) ainsi que les impulsions incidente (|I˜inc|2) et transmise
(|I˜trans|2). Le couplage est tel que Γ∆ = 0.25. L’encart décrit les niveaux d’énergie
dans la base des états de Dicke ainsi que les couplages associés. Le facteur de
phase est fixé à k0l = pi4
Pour k0l = pi/4 (figure 3.9) tous les états sont peuplés (β± 6= 0, β1,2 6=
0) de manières différentes. Il n’y a pas de relation remarquable entre eux. Les
populations (a) montrent un comportement transitoire et l’état de Dicke |β+〉 est
davantage peuplé que |β−〉. En effet, selon ce qui est représenté sur le schéma, les
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états de Dicke |β±〉 ont un terme source d’amplitude (2±
√
2)S0,1 et un terme de
relaxation 2±
√
2
2 Γ respectivement. La valeur supérieure du terme source pour |β+〉
conduit à une population plus importante que pour l’état |β−〉 et une relaxation
plus importante induit un signal temporel plus étroit pour |β−〉. Les champs
rayonnés (b) possèdent une caractéristique intéressante, étant donné que leurs
parties imaginaires sont non-nulles cette fois-ci. Ces parties présentent alors un
comportement oscillant permettant de maintenir l’aire totale strictement nulle.
Les spectres, dans (c), permettent de confirmer les caractéristiques présentes sur le
schéma en (a). L’implication simultanée d’échanges de photons réels et virtuels,
conduit à des profils asymétriques contrastant avec les situations précédentes
(échanges de photons purement réels ou purement virtuels). Le spectre du champ
rayonné vers l’avant possède toujours deux pics, placés de façon quasi-symétrique
par rapport à la fréquence centrale, mais qui ont cette fois des amplitudes et des
largeurs spectrales différentes. Le pic décalé vers le rouge est plus important, de
sorte que le champ transmis est équivalent au champ incident et que le champ
réfléchi est nul autour de cette fréquence (la valeur exacte est donnée plus loin).
Cet effet est spectaculaire car le champ est complètement réfléchi à la résonance,
ce qui conduit à une variation très abrupte dans la région entre la résonance et le
pic décalé vers le rouge. Le caractère asymétrique du spectre peut être compris à
partir du schéma inséré dans la figure 3.9. Les deux états sont décalés de manière
symétrique par rapport à la fréquence centrale et se trouvent à ω = ω0 ± Γ/
√
2,
mais leur terme source et leur terme de relaxation sont différents. Cela conduit à
une différence dans l’intensité et la largeur des pics ainsi qu’une légère différence
sur leur position (−0.188 et +0.15 pour les pics décalés vers le bleu et le rouge
respectivement au lieu des valeurs attendues ±Γ/√2 = ±0.175). Le creux dans
le spectre du champ réfléchi peut être compris à partir des équations (3.46). En
effet, on a trouvé que pour k0l 6= pi[pi] ou pi/2[pi], l’ampitude A˜RR tend vers zéro
pour une fréquence telle que ω−ω0 = Γ tan(k0l). Ici, k0l = pi/4 et donc le décalage
est exactement Γ en accord avec la figure 3.9 pour laquelle le spectre réfléchi est
nul pour ω0−ω∆ ≈ 0.25.
3.3.10 Équivalence de jauges
Nous nous intéressons dans cette partie, à l’interprétation physique de l’échange
photons entre les deux atomes en utilisant la jauge de Coulomb et celle de
Goëppert-Mayer. On montrera que les termes de couplage associés aux diffé-
rents chemins quantiques possèdent des contributions indépendantes de la jauge
utilisée et auxquelles on peut attribuer un sens physique à l’aide de la relation
d’incertitude temps-énergie. On démontrera aussi que les termes restants, dépen-
dants de la jauge utilisée, se compensent lorsque l’on se place dans des conditions
physiquement réalisables.
On reprend pour cela l’hamiltonien précédant (3.16) :
Hˆ = Hˆatome + Hˆchamp + Hˆinter (3.47)
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avec
Hˆatomes =
2∑
j=1
~ω0 |bj〉 〈bj| (3.48a)
Hˆchamp =
∫ ∞
−∞
~ωkaˆ†kz aˆkzdkz. (3.48b)
Les hamiltoniens des atomes et du champ ne dépendent pas de la jauge utilisée
contrairement à l’hamiltonien d’interaction. Ce dernier s’écrit alors :
Hˆinter =
2∑
j=1
∫ ∞
−∞
~gk
(˜
iaˆ†kze
−ikzzj + i˜∗aˆkzeikzzj
) (
σˆj + σˆ†j
)
(3.49)
où i˜ est un paramètre dépendant de la jauge utilisée. Pour la jauge de Coulomb,
on a :
i˜ = 1
gk = g0
√
ω0
ωk
,
(3.50)
et pour celle de Goëppert-Mayer :
i˜ = −i
gk = g0
√
ωk
ω0
.
(3.51)
La fonction d’onde du système est donnée par la relation (3.17) :
|ψ〉 (t) =
∫ ∞
−∞
αkz(t)e−iωkt |a1, a2, 1kz〉 dkz
+
2∑
j=1
βj(t)e−iω0t |aj′ 6=j, bj, 0〉
+
∫ ∞
−∞
γkz(t)e−i(2ω0+ωk)t |b1, b2, 1kz〉 dkz
+
2∑
j=1
∫ ∞
−∞
dkz
∫ ∞
−∞
dk′zηj,kz ,k′z(t)e
−i(ωk+ωk′+ω0)t |aj′ 6=j, bj, 1kz , 1k′z〉 .
(3.52)
On considère cette fois qu’un des deux atomes est initialement dans l’état
excité tandis que le deuxième est dans son état fondamental. Il n’y a initialement
aucun photon dans le champ. De la même façon que dans la partie 3.3.2, on
obtient l’équation fondamentale des amplitudes des états excités :
∂tβj(t) = −Γβj(t)− βj′ 6=j(t)
∫ t
−∞
M¯(t− t′)dt′. (3.53)
Le premier terme correspond à la relaxation de l’atome tandis que le second
représente le couplage entre les deux atomes. Il n’y a, cette fois, pas de terme
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source, étant donné que le champ ne contient initialement aucun photon. M¯(t−t′)
est une fonction mémoire qui est la somme de quatre termes M¯ = ∑4i=1 M¯i :
M¯1(t− t′) =
∫ ∞
0
g2ωe
iωl/cei(ω0−ωk)(t−t
′)dt′ (3.54a)
M¯2(t− t′) =
∫ ∞
0
g2ωe
iωl/ce−i(ω0+ωk)(t−t
′)dt′ (3.54b)
M¯3(t− t′) =
∫ ∞
0
g2ωe
−iωl/cei(ω0−ωk)(t−t
′)dt′ (3.54c)
M¯4(t− t′) =
∫ ∞
0
g2ωe
−iωl/ce−i(ω0+ωk)(t−t
′)dt′ (3.54d)
avec gω = gk/
√
c. On a :
M =
∫ t
−∞
M¯(t− t′)dt′ = Γeiω0l/c (3.55)
et on obtient :
∂tβj(t) = −Γβj(t)− Γeiω0l/cβj′ 6=j(t). (3.56)
Le terme de couplage entre les deux atomes est indépendant de la jauge uti-
lisée. Cependant, chacune des contributions Mi =
∫ t
−∞ M¯idt
′ correspondant à un
chemin quantique particulier, dépend de la jauge utilisée et diverge même pour
celle de Coulomb. Ces contributions sont données par :
M1 = pig2ω(ω0)eiω0l/c + iPv
∫ ∞
0
g2ω(ω)
eiωl/c
ω0 − ωdω (3.57a)
M2 = −i
∫ ∞
0
g2ω(ω)
eiωl/c
ω0 + ω
dω (3.57b)
M3 = pig2ω(ω0)e−iω0l/c + iPv
∫ ∞
0
g2ω(ω)
e−iωl/c
ω0 − ωdω (3.57c)
M4 = −i
∫ ∞
0
g2ω(ω)
e−iωl/c
ω0 + ω
dω. (3.57d)
On peut évaluer les intégrales apparaissant dans (3.57) :
iPv
∫ ∞
0
g2ω(ω)
e±iωl/c
ω0 − ωdω = g
2
ω(ω0)
[
± e±iωl/c
(
Si(ω0l/c) +
pi
2 ± iCi(ω0l/c)
)
−G±
]
(3.58a)
−i
∫ ∞
0
g2ω(ω)
e±iωl/c
ω0 + ω
dω = g2ω(ω0)
[
± e∓iωl/c
(
Si(ω0l/c)− pi2 ± iCi(ω0l/c)
)
+G±
]
.
(3.58b)
Ci et Si sont les fonctions cosinus et sinus intégrales (définitions (3.24)). G±
est une constante dépendante de la jauge utilisée avec :
G± =

∓c/l jauge de Goëppert-Mayer
±pi2 + iCi(→ 0) jauge de Coulomb.
(3.59)
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Dans la jauge de Coulomb, ces intégrales divergent à cause du comportement
infra-rouge (gω ∝ 1√ω ). Les différents éléments de couplage peuvent être réécrits
à l’aide des relations (3.58) et (3.57) :
M1 = pig2ω(ω0)eiω0l/c + g2ω(ω0)
[
eiωl/c
(
Si(ω0l/c) +
pi
2 + iCi(ω0l/c)
)
−G+
]
(3.60a)
M2 = g2ω(ω0)
[
e−iωl/c
(
Si(ω0l/c)− pi2 − iCi(ω0l/c)
)
+G+
]
(3.60b)
M3 = pig2ω(ω0)e−iω0l/c + g2ω(ω0)
[
− e−iωl/c
(
Si(ω0l/c) +
pi
2 − iCi(ω0l/c)
)
−G−
]
(3.60c)
M4 = g2ω(ω0)
[
− eiωl/c
(
Si(ω0l/c)− pi2 + iCi(ω0l/c)
)
+G−
]
. (3.60d)
Chaque terme de couplage Mi est la somme d’un terme ne dépendant pas de la
jauge utilisée et d’une constante qui, elle, en dépend. Cependant, une interpré-
tation est possible, en se basant sur le fait que les parties indépendantes de la
jauge sont identiques à celles prises pour les termes de couplage, si gω(ω) était
constant :
(Mi)G±=0 = (Mi)gω(ω)=gω(ω0) ; i = 1, 3 (3.61a)
(Mi)G±=0 = (Mi)gω(ω)=gω(−ω0) = −(Mi)gω(ω)=gω(ω0) ; i = 2, 4. (3.61b)
Pour les contributions rwa (M1 et M3) les termes de couplages indépendants
de la jauge sont obtenus en prenant le paramètre de couplage constant pour
toutes les fréquences et égal à celui associé à la fréquence centrale ω0. Pour les
contributions hors-rwa (M2 et M4) la même égalité est valable au signe moins
près.
Certaines situations concrètes peuvent alors être expliquées à partir de cette
propriété. Lorsque ω0l/c  1 (soit l  λ0), les contributions hors-rwa dispa-
raissent et donc (Mi)G±=0 = (Mi)gω(ω)=gω(−ω0) = 0 (i = 2, 4). Pour les contribu-
tions rwa, on a :
(M3)G±=0 = (M3)gω(ω)=gω(ω0) = 0
(M1)G±=0 = (M1)gω(ω)=gω(ω0) = Γeiω0l/c.
Seul l’échange de photons, représenté sur la figure 3.5 (c), où un photon est émis
directement vers son voisin, subsiste. Ce comportement peut être compris grâce à
la relation d’incertitude temps-énergie. En effet, un photon n’existe que pendant
une durée |ω−ω0|−1 (processus rwa associés àM1 etM3) ou |ω+ω0|−1 (processus
hors-rwa associés à M2 et M4). Mis à part les photons résonnants (ω = ω0) cette
durée de vie est limitée dans le temps. Tous les autres photons ne peuvent alors
se propager que sur une distance de l’ordre de c|ω−ω0|−1 (photons rwa) ou c|ω+
ω0|−1 (photons hors-rwa). Étant donné que l’on a |ω+ω0|−1 ≤ ω−10 , on s’attend à
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ce que les photons hors-rwa ne peuvent être échangés si la distance inter-atomique
l est plus grande que λ0 = c/ω0 (i.e (Mi)G±=0 = (Mi)gω(ω)=gω(−ω0) = 0 (i = 2, 4))
et que seulement les photons rwa proches de la résonance, |ω − ω0|−1 < l/c
sont impliqués dans l’interaction. Dans ce dernier cas, les photons proches de la
résonance apportent une contribution opposée à celle des photons non-résonnants.
En effet, dans (3.60c), si l’on ne tient pas compte de G−, le premier terme est
annulé par le second. On a donc (M3)G±=0 = (M3)gω(ω)=gω(ω0) = 0.
Ce résultat est en accord avec ce que l’on peut déduire de la figure 3.5b où
l’on voit que le photon émis par le processus M3 s’éloigne du second atome. On
s’attend alors à ce que la contribution de ce photon soit nulle si la distance entre les
atomes est supérieure à λ (extension vers l’arrière du champ électrique associé à ce
photon). Pour obtenir une contribution significative, on doit avoir c|ω0−ω|−1 > l
et donc |ω−ω0|  ω0 lorsque ω0l/c 1. Les fréquences participant à l’interaction
sont alors telles que ω ≈ ω0 et les photons impliqués ont une extension spatiale
de l’ordre de λ ≈ λ0  l. Ces photons ne peuvent pas alors atteindre le second
atome, la contribution de M3 est donc nulle.
Lorsque la dépendance en fréquence du terme de couplage gω(ω) est prise
en compte, l’interprétation à partir de la relation d’incertitude temps-énergie
n’est plus valable. En effet, le temps de vie du photon ne représente alors plus
qu’une valeur moyenne, et le taux d’échange entre les atomes ne dépend plus
seulement de ce temps de vie, mais aussi de la valeur du couplage gω. Ce dernier
paramètre peut atteindre de fortes valeurs et même diverger lorsque ω → 0 (jauge
de Coulomb) ou ω →∞ (jauge de Goëppert-Mayer). Cela conduit à l’apparition
des constantes G± qui présentent une partie divergente dans le cas de la jauge
de Coulomb. Cependant, puisque ces termes dépendant de la jauge s’annulent
entre eux lorsque l’on prend la somme des quatre contributions, nous pouvons
considérer que l’interprétation en terme de la relation d’incertitude temps-énergie
est valable dans un sens effectif.
Un autre résultat intéressant peut être obtenu à condition de regrouper dif-
féremment les contributions Mi. En effet, pour i = 1, 2 les termes dépendant
de la jauge sont opposés (ainsi que pour i = 3, 4). La quantité (M1 + M2) est
donc indépendante de la jauge utilisée et correspond à une situation réalisable.
En effet si on rajoute une éventuelle diode optique dans le guide qui ne permet
que la propagation des photons vers l’arrière (kz < 0), le couplage se réduit à
(M1 + M2) et est nécessairement indépendant de la jauge. De plus, en utilisant
les équations (3.60a) et (3.60b), nous obtenons :
(M1 +M2) = g2ω(ω0)[cos(ω0l/c)(2 Si(ω0l/c) + pi) + i sin(ω0l/c)(2pi + Ci(ω0l/c))].
(3.62)
Lorsque ω0l/c 1, on a Si(ω0l/c) ≈ pi/2 et Ci(ω0l/c) ≈ 0. On obtient finalement
(M1 +M2) = Γeiω0l/c qui est exactement la même valeur que dans la situation où
les deux directions du guide sont possibles.
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3.4 Conclusion
Nous avons étudié dans cette partie, la diffusion d’une impulsion multimodes
contenant un photon unique par un ou deux atomes confinés dans un guide d’onde
unidimensionnel. Afin de traiter correctement les effets dus au photons virtuels,
l’approximation rwa n’a pas été réalisée.
Nous avons, dans un premier temps, considéré la situation où un seul atome
interagit avec le photon incident. Nous avons alors démontré un important théo-
rème régissant le profil temporel de l’impulsion transmise. Le champ transmis
est déformé par l’interaction de sorte que l’aire algébrique de son amplitude soit
strictement nulle. Ce théorème est valable quel que soit le régime de couplage
et a pour corollaire le fait que la fréquence résonnante de l’impulsion incidente
est systématiquement réfléchie. Nous avons aussi montré que dans le cas d’un
régime de couplage fort, l’intensité du paquet d’onde transmis diminue drasti-
quement (mais son aire est toujours nulle) et l’impulsion est totalement réfléchie
sans déformation, exception faite du changement de signe. On retrouve ici un
comportement connus de miroir atomique [53,54].
Dans un second temps, nous avons étudié la situation où deux atomes sont
contenus dans le guide d’onde. Nous avons montré que les champs rayonnés par
le système sont directement reliés aux états super- et sub-radiants retardés de
Dicke. Dans ce cas, le traitement correct des photons virtuels est crucial. En
effet, l’échange de photons virtuels entre les atomes conduit à une modification
des niveaux d’énergies des états retardés de Dicke et, de ce fait, à une déformation
des spectres rayonnés. L’échange de photons réels, quant à lui, modifie le taux
de relaxation de ces états. Nous avons montré que le théorème de l’aire contraint
toujours la déformation du champs transmis.
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4.1 Introduction
Les configurations étudiées dans les chapitres précédents ont révélé l’intérêt
d’un traitement tout quantique du champ et de l’atome pour étudier leur in-
teraction. Nous nous sommes jusqu’à présent limités à un champ ne contenant
qu’un seul mode quantifié (chapitre 2), ou plusieurs modes mais un seul pho-
ton (chapitre 3) et nous avons vu que ces situations étaient déjà riches en effets
remarquables. La question de l’interaction avec des champs non-classiques mul-
timodes se pose alors. Un grand nombre d’études sur les champs multimodes a
été réalisé dans le cadre de l’information quantique [85–88] mais peu d’entre elles
ont concerné l’interaction avec des systèmes atomiques en régime arbitrairement
intense. Cela est dû à la complexité des calculs dans ces configurations.
Une des premières études de l’interaction entre une impulsion multimodes et
un atome à deux niveaux a été réalisée par Seke [89] dans le cas où l’impulsion a
une bande passante très étroite. L’interaction avec un champ non-classique a été
d’abord étudiée avec des états comprimés à deux modes. Gou [90], Joshi et al [91]
puis Abdel-Hafez [92] ont étudié l’effet de ces états de champs comprimés sur les
oscillations de Rabi. Par la suite, Blow et al [93] ont développé une méthode
basée sur un traitement continu des modes du champ électromagnétique en une
dimension, en utilisant le vecteur de Poynting plutôt que l’énergie du champ. Des
méthodes à base de transformations unitaires de l’hamiltonien, permettant de
déterminer les états atome plus champ dans le cas multimodes, ont été proposées
par Lo [94] et Li [95]. Treps et al [96] ont montré, à l’aide d’une approche multi-
modes, que le bruit induit par la nature quantique du champ dans un signal de
photodétection peut être réduit en utilisant des états comprimés. La probabilité
d’exciter un atome dans l’espace en trois dimensions par une impulsion multi-
modes contenant un seul photon a été étudiée par Wang [97] en utilisant une
équation d’Heisenberg-Langevin. La diffusion d’une impulsion de quelques pho-
tons par un atome dans un guide d’onde a été étudiée par Domokos [30]. Cette
dernière étude a permis de mettre en avant le caractère fortement non-linéaire de
cette interaction.
Dans ce chapitre, nous allons développer une méthode permettant d’étudier
l’interaction entre un champ quantique multimodes et un système atomique à
deux niveaux placé dans un guide d’onde.
Cette méthode permet de se concentrer sur les aspects temporels de l’in-
teraction. Elle permet en particulier de suivre les modifications de l’enveloppe
temporelle d’une impulsion incidente, induites par l’interaction. Cette méthode
s’appuie sur la définition d’états de flux du champ électromagnétique à partir du
vecteur de Poynting exprimé en seconde quantification. Ces états permettent de
définir des états adiabatiques globaux, similaires à ceux utilisés dans les modèles
semi-classiques.
Afin d’illustrer cette méthode, celle-ci sera appliquée dans une situation où le
champ est composé de deux modes. Nous mettrons tout d’abord en évidence la
convergence de ce modèle vers la situation semi-classique en utilisant des états
cohérents à grand nombre de photons et en comparant directement les résul-
tats avec un modèle semi-classique. Nous utiliserons ensuite un champ quantique
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contenant seulement quelques photons, afin de déterminer la dynamique de ces
nouveaux états adiabatiques.
4.2 Modèle théorique
4.2.1 Hamiltonien
Le système étudié est composé d’un atome à deux niveaux et d’un champ
multimodes. L’atome et le champ sont contenus dans un guide d’onde dont la
section transverse est inférieure à λ20 où λ0 est la transition entre les deux niveaux
de l’atome. De cette façon, le système est réduit à une seule dimension et le
champ est composé d’un continuum de modes confinés dans l’axe du guide, noté
z. L’atome ne peut alors rayonner que suivant la direction ±z et le champ reste
uniforme au cours de sa propagation le long de cet axe.
Par simplicité, notre méthode s’appuie sur une discrétisation des modes du
champ électromagnétique. La limite continue peut être obtenue en faisant tendre
l’écart entre modes vers zéro, δ → 0, le nombre de mode vers l’infini, Nm → ∞,
tout en maintenant le produit δNm constant.
L’interaction entre un atome unique à deux niveaux et un champ monomode
est décrite par le modèle de Jaynes-Cummings. L’extension de ce modèle à N
modes est immédiate et conduit à l’hamiltonien suivant :
Hˆ = ~ω0σˆ†σ +
Nm∑
l=−Nm
l 6=0
~ωlaˆ†l aˆl +
Nm∑
l=−Nm
l 6=0
~gl(aˆl + aˆ†l )(σˆ + σˆ†). (4.1)
Cet hamiltonien est composé de trois termes représentant respectivement,
l’atome, le champ et l’interaction. σ (σ†) est l’opérateur de désexcitation (d’ex-
citation) de l’atome, al (a†l ), l’opérateur d’annihilation (de création) d’un photon
dans le mode l, ωL la fréquence centrale du champ et gl le couplage entre l’atome
et le champ dependant de la fréquence ωl. Les modes avec l > 0 (l < 0) corres-
pondent à une propagation vers l’avant (l’arrière).
Le terme d’interaction peut être simplifié à l’aide de l’approximation de l’onde
tournante. Cette approximation permet de négliger les termes σˆaˆl et σˆ†aˆ†l . En
effet, ces termes oscillent à des fréquences ωl+ω0  ωl−ω0. Ces oscillations sont
alors moyennées sur le temps caractéristique ω−10 , ce qui permet de négliger les
termes associés. Le couplage gl peut alors être considéré comme constant, gl ' g0.
Nous avons alors :
Nm∑
l=−Nm
l 6=0
~gl(aˆl + aˆ†l )(σˆ + σˆ†)
RWA'
Nm∑
l=−Nm
l 6=0
~g0(aˆlσˆ† + aˆ†l σˆ).
La comparaison de cet hamiltonien avec celui du cas semi-classique peut être
directement effectuée à condition de passer de la représentation de Schrödinger
à celle d’interaction. Pour cela, l’hamiltonien doit être réécrit comme une somme
d’un premier hamiltonien, Hˆ0, contenant la description des systèmes séparés et
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d’un deuxième, Hˆint, contenant l’interaction.
Hˆ =
∑
l
~ωlaˆ†l aˆl + ~ωLσˆ†σˆ︸ ︷︷ ︸
Hˆ0
+ ~∆σˆ†σˆ +
∑
l
~g0(aˆ†l σˆ + aˆlσˆ†)︸ ︷︷ ︸
Hˆint
(4.2)
où ∆ = ω0 − ωL.
Le changement de représentations est alors effectué grâce à la transformation
unitaire Uˆ0 = e−iHˆ0t/~. La fonction d’onde devient |ψ〉I = Uˆ †0 |ψ〉S et les obser-
vables se transforment selon OˆI = Uˆ †0OˆSUˆ0. Les indices I et S indiquent quelle
représentation est utilisée. L’équation de Schrödinger devient :
i~
d |ψ〉I
dt = H
(I)
int |ψ〉I (4.3)
avec l’hamiltonien en représentation interaction :
Hˆ
(I)
int = ~∆σˆ†σˆ + ~g0
√
Nm
(
bˆ†σˆ + bˆσˆ†
)
. (4.4)
Où on a introduit dans (4.4) les opérateurs de création et annihilation réduits, bˆ
et bˆ†, définis tel que : 
bˆ = 1√
Nm
∑
l
aˆle
−i∆lt
bˆ† = 1√
Nm
∑
l
aˆ†l e
i∆lt
(4.5)
avec ∆l = ωl − ωL.
L’opérateur bˆ peut être relié à l’opérateur du champ électrique Eˆ = i∑l aˆle−iωlt
bˆ = −i

√
Nm
eiωLtEˆ (4.6)
avec  =
√
~ω0
20V .
L’hamiltonien (4.4) peut être utilisé pour obtenir l’équivalent semi-classique
en effectuant la correspondance :
aˆl → αl
où les αl sont les coordonnées normales du mode l du champ. Nous avons alors
alors :
bˆ = 2√
Nm
∑
l
αle
−i∆lt,
ce qui nous amène à l’hamiltonien semi-classique :
Hˆscint = ~∆σˆ†σˆ + ~g0(ξ(t)σˆ† + ξ∗(t)σˆ) (4.7)
avec ξ(t) = ∑l αle−i∆lt et ξ + ξ∗ le champ classique.
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4.2.2 États de flux
Construction des états de flux
L’hamiltonien du système construit, nous devons déterminer une base perti-
nente pour l’utiliser. Définissons l’opérateur flux Fˆ :
Fˆ = bˆ†bˆ
= 1
Nm
∑
l
∑
l′
aˆ†l aˆl′e
i(ωl−ωl′ )t.
La mesure du flux électromagnétique classique se fait grâce au vecteur de Poynting
~S = ~E∧ ~B
µ0
. L’opérateur flux défini ci-dessus correspond à la version de ce vecteur
en seconde quantification. En effet, pris dans l’ordre normal, nous avons (cf.
demonstation B.5) :
: Sˆ := 2c30Nmbˆ†bˆ ∝ Fˆ . (4.8)
Nous pouvons alors définir les états de flux, états propres de Fˆ tel que :
Fˆ |m〉 = m |m〉 (4.9)
où m est le quanta de flux.
D’autre part, les opérateurs bˆ et bˆ† respectent la relation de commutation
habituelle des bosons :
[bˆ, bˆ†] = 1. (4.10)
Cette relation impose que le quanta de fluxm est un entier positif (cf. annexe B.6)
et définit l’action des opérateurs bˆ et bˆ† sur l’état de flux :
bˆ† |m〉 = (m+ 1) |m+ 1〉 (4.11a)
bˆ |m〉 = m |m− 1〉 if m > 1 (4.11b)
bˆ |0〉 = 0. (4.11c)
On peut déterminer une relation de récurrence à partir des équations (4.11) pour
construire l’état de flux |m〉 :
|m〉 = (bˆ
†)m√
m!
|0〉 . (4.12)
Le champ peut aussi être caractérisé par son nombre de photons via l’opéra-
teur nombre Nˆ = ∑l aˆ†l aˆl. Les états propres de Nˆ sont les états nombres, définis
dans la base de Fock tel que :
Nˆ
(⊗
l
|nl〉l
)
=
∑
l
nl
(⊗
l
|nl〉l
)
(4.13)
où |nl〉l représente un état avec nl photons dans le mode l et
⊗
l est le produit
tensoriel sur l’ensemble des modes.
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Ces deux opérateurs mesurent deux quantités différentes du champ, mais sont
liés par la relation suivante :
Fˆ = Nˆ + 1
Nm
∑
l,l′
l 6=l′
aˆ†l aˆl′e
i(ωl−ωl′ )t. (4.14)
De plus, ces deux opérateurs commutent : [Nˆ , Fˆ ] = 0 (cf annexe B.7). Il est
alors possible de définir une base commune. Définissons |m,n, {p}〉, états propres
de Fˆ et Nˆ tel que :  Fˆ |m,n, {p}〉 = m |m,n, {p}〉Nˆ |m,n, {p}〉 = n |m,n, {p}〉 (4.15)
où m est le quanta de flux, n le nombre de photons et {p} un ensemble d’indices
décrivant la dégénérescence de ces états.
Il est alors possible d’écrire une relation de récurrence pour ces états, similaire
à (4.12) :
|m,n, {p}〉 = (bˆ
†)m√
m!
|0, n−m, {p}〉 . (4.16)
L’état fondamental ne contient que n −m photons et non n, car chaque ap-
plication de bˆ† augmente à la fois le nombre de photon et celui de quanta de flux
de un.
La relation (4.16) implique que l’application de bˆ† ne modifie par la dégénéres-
cence {p}. Cette propriété est due au fait que l’application des opérateurs bˆ et bˆ†
sur les états |m,n, {p}〉 préserve l’orthogonalité entre les différents {p} possibles.
Cette propriété est démontrée en annexe B.8.
Finalement, la base de projection utile est réduite à l’ensemble des états
|0, n, {p}〉, où les différents n à prendre en compte sont déterminés par les condi-
tions initiales.
État de flux nul
Étant donné que le problème de la construction des états de flux est réduit à
la détermination des états de flux fondamentaux, avec m = 0, il convient de leur
porter une attention particulière. Ces états sont définis par la relation suivante :
bˆ |0, n, {p}〉 = 0. (4.17)
Ces états correspondent à une situation où le flux est nul mais peuvent être
différents de l’état du vide de photon. L’état de vide de photon ne signifie pas
m = 0 mais revient à mettre tous les nl à zéro dans la relation (4.13).
Afin d’illustrer cette différence, prenons la situation d’un champ composé de
deux modes et ne contenant qu’un seul photon. La fonction d’onde de ce système
s’écrit : |φ〉 = C1 |1〉1 ⊗ |0〉2 + C2 |0〉1 ⊗ |1〉2 où C1 et C2 sont deux nombres
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complexes tel que |C1|2 + |C2|2 = 1. On a :
b |φ〉 = 1√
2
(a1e−i∆1t + a2e−i∆2t)(C1 |1〉1 ⊗ |0〉2 + C2 |0〉1 ⊗ |1〉2)
= 1√
2
(C1e−i∆1t + C2e−i∆2t) |0〉1 ⊗ |0〉2
= 0.
(4.18)
Nous obtenons donc une solution, C1 = −C2ei(∆1−∆2)t, où le flux est bien nul
mais le nombre de photon est lui différent de zéro. Cette opération est réalisable
quel que soit le nombre de photons. L’état fondamental du flux peut alors être
composé d’un grand nombre de photons comme d’aucun.
Dégénérescence des états de flux
L’exemple précédent a la particularité de ne pas être dégénéré, il y a une
unique façon de relier C1 et C2. Cette particularité est due au fait que le champ
ne contient que deux modes. On peut généraliser la fonction d’onde précédente
dans le cas d’un champ à Nm modes. Par souci de clarté mais sans perte de
généralité, on se limite au cas où le champ ne contient qu’un seul photon :
|φ〉 =
Nm∑
i=1
Ci |0〉1 · · · |1〉i · · · |0〉Nm
où on a toujours ∑i |Ci|2 = 1 et |0〉1 · · · |1〉i · · · |0〉Nm correspond à un état avec
un photon dans le mode i et zéro dans tous les autres. Dans ces conditions, la
relation (4.17) ne permet plus d’obtenir une relation unique entre les coefficients
Ci.
Dans le cas général, si l’on note n le nombre de photons, Nm le nombre de
modes et
(
a
b
)
= a!
b!(a−b)! le coefficient binomial, il existe
(
n+Nm−1
n
)
coefficients Ci
à déterminer. Chaque coefficient Ci décrit une manière différente de répartir les
n photons dans les Nm modes. Or, la relation (4.17) ne fournit que
(
n+Nm−2
n−1
)
équations indépendantes.
Le nombre de dégénérescence de l’état de flux nul est alors donné par :(
n+Nm − 1
n
)
−
(
n+Nm − 2
n− 1
)
=
(
n+Nm − 2
n
)
.
Cette dégénérescence correspond aux différentes façons d’arranger les n photons
dans les Nm modes, c’est-à-dire aux différents champs possibles, respectant la
condition (4.17).
Dans le cas où le champ est composé de deux modes, on retrouve bien
(
n+Nm−2
n
)
=(
n
n
)
= 1, l’état n’est pas dégénéré.
En prenant en compte cette dégénérescence, le nombre de possibilités pour
l’état de flux nul augmente considérablement avec le nombre de modes et de
photons.
Cependant, étant donné que les opérateurs bˆ et bˆ† ne permettent pas de passer
d’un état dégénéré à un autre, seul les états dégénérés initialement occupés sont
à considérer. Il suffit ainsi de choisir les conditions initiales afin être dans un état
dégénéré donné pour restreindre la base à considérer.
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4.2.3 Base adiabatique
Dans un modèle semi-classique, la base adiabatique est celle dans laquelle l’ha-
miltonien d’interaction (4.4) est diagonal. Les états propres et énergies propres du
système évoluent alors au cours de l’interaction. Cette représentation permet de
distinguer facilement les couplages adiabatiques et non-adiabatiques difficilement
identifiables dans la base sans couplage (|atome〉 ⊗ |champ〉).
Nous nous proposons ici d’établir une base adiabatique reprenant cette défi-
nition, mais adaptée au traitement du champ en seconde quantification.
Pour cela, nous utilisons une superposition d’états génériques :
|φ〉 = |a〉 ⊗ |u〉+ |b〉 ⊗ |v〉 (4.19)
où |u〉 et |v〉 sont des états du champ.
Nous introduisons ici l’opérateur nombre d’excitation Nˆexc = Nˆ + σˆ†σˆ. Le
nombre d’excitation correspond au nombre de photon si l’atome est dans l’état
fondamental et au nombre de photon plus un, si l’atome est dans l’état excité.
Ainsi :
Nˆexc |g〉 = 0
Nˆexc |b〉 = 1 |b〉
Nˆexc |m,n, {p}〉 = n |m,n, {p}〉 .
(4.20)
De plus, nous pouvons montrer que l’opérateur nombre d’excitation commute
avec l’hamiltonien d’interaction donné en (4.4) (cf. annexe B.1) :[
Nˆexc, Hint
]
= 0. (4.21)
L’équation (4.21) signifie que le nombre d’excitation est conservé au cours de
l’interaction. On en déduit que si l’état |u〉 dans (4.19) contient n photons, l’état
|v〉 doit en contenir n − 1. Ainsi, les états |a〉 ⊗ |u〉 et |b〉 ⊗ |v〉 contiennent tous
les deux n quanta d’excitation.
En résolvant l’équation de Schrödinger indépendante du temps, Hˆint |φ〉 =
E |φ〉, nous pouvons obtenir l’action des opérateurs bˆ et bˆ† sur les états du champ :
bˆ |u〉 = E − ~∆
~g0
|v〉
bˆ† |v〉 = E
~g0
|u〉
(4.22)
et par suite, l’action de l’opérateur flux Fˆ = bˆbˆ† :
Fˆ |u〉 = E(E − ~∆)
~g0
|u〉
Fˆ |v〉 =
(
E(E − ~∆)
~g0
− 1
)
|v〉 .
(4.23)
Les états |u〉 et |v〉 sont donc des états propres de l’opérateur flux Fˆ , auquel on
associe le quanta de flux m :
m = E(E − ~∆)
~g0
. (4.24)
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L’état |u〉 contient m quanta de flux, et l’état |v〉, m− 1. Nous pouvons alors les
identifier avec les états construits dans la section précédente :
|u〉 ∝ |m,n, {p}〉
|v〉 ∝ |m− 1, n− 1, {p}〉 . (4.25)
À partir de (4.24), nous obtenons l’expression de l’énergie des états adiabatiques :
E±,m =
~
2 (∆± Ωm) (4.26)
avec
Ωm =
√
∆2 + κ2m (4.27a)
κm = 2g0
√
m (4.27b)
où κm et Ωm sont les fréquences simple et généralisée de Rabi.
Grâce à l’identification (4.25), nous pouvons exprimer les états adiabatiques
sous la forme :
|±,m, n, {p}〉 = α± |g〉 ⊗ |m,n, {p}〉+ β± |e〉 ⊗ |m− 1, n− 1, {p}〉 . (4.28)
En utilisant de nouveau l’équation de Schrödinger indépendante du temps,
Hˆint |±,m, n, {p}〉 = E±,m |±,m, n, {p}〉, nous déterminons les coefficients α± et
β±, à partir desquels on obtient l’expression des états adiabatiques (démonstration
en annexe B.2) :
{ |+,m, n, {p}〉 = cos θm |b〉 |m− 1, n− 1, {p}〉 + sin θm |a〉 |m,n, {p}〉
|−,m, n, {p}〉 = − sin θm |b〉 |m− 1, n− 1, {p}〉 + cos θm |a〉 |m,n, {p}〉
(4.29)
avec
θm =

1
2 arctan
2g0
√
m
∆ si ∆ 6= 0
pi
4 si ∆ = 0.
(4.30)
La base adiabatique correspond à une rotation de la base sans couplage d’un
angle θm. Ci dessous, quelques relations utiles :
cos(2θm) =
∆
Ωm
sin(2θm) =
κm
Ωm
cos(θm) =
√
Ωm + ∆
2Ωm
sin(θm) =
√
Ωm −∆
2Ωm
.
La fonction d’onde du système s’écrit alors dans la base adiabatique :
|ψ〉 = ∑
m,n,{p}
(
A+,m,n,{p} |+,m, n, {p}〉+ A−,m,n,{p} |,m, n, {p}〉
)
(4.31)
avec
∑
m,n,{p}
|A+,m,n,{p}|2 + |A−,m,n,{p}|2 = 1.
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4.2.4 Équations d’évolutions
Dans cette section, nous souhaitons suivre au cours du temps l’évolution des
amplitudes de probabilités A±,m,n,{p} définies dans la relation (4.31).
Nous avons vu dans la section 4.2.2 que la dégénérescence {p} peut être sélec-
tionnée par les conditions initiales, et que seules les dégénérescences initialement
occupées jouent un rôle au cours de l’interaction. Nous pouvons alors supposer
sans perte de généralité qu’une seule dégénérescence est initialement sélection-
née, ce qui nous permet d’abandonner à partir de maintenant l’indice {p} dans
les notations.
En insérant la fonction d’onde (4.31) dans l’équation (4.3), nous obtenons un
système d’équations différentielles sur les amplitudes de probabilité.
∂tA+,m,n = −iE+,m~ A+,m,n −
∑
m′,n′
〈+,m, n| ∂t
(
|+,m′, n′〉
)
A+,m′,n′
− ∑
m′,n′
〈+,m, n| ∂t
(
|−,m′, n′〉
)
A−,m′,n′
∂tA−,m,n = −iE−,m~ A−,m,n −
∑
m′,n′
〈−,m, n| ∂t
(
|+,m′, n′〉
)
A+,m′,n′
− ∑
m′,n′
〈−,m, n| ∂t
(
|−,m′, n′〉
)
A−,m′,n′
(4.32)
Théorème adiabatique
Les éléments de couplage peuvent être réécrits à l’aide du théorème adiaba-
tique (démonstration en annexe B.3) :
〈±,m, n| ∂t
(
|±,m′, n′〉
)
=
〈±,m, n|∂t
(
Hˆint
)
|±,m′, n′〉
E±,m′ − E±,m . (4.33)
La relation précédente exprime les éléments de couplage en fonction des élé-
ments de matrice de la dérivée de l’hamiltonien d’interaction. Or, on peut montrer
que le nombre d’excitation commute avec la dérivée de l’hamiltonien d’interaction
(cf. annexe B.4) :
[Nˆexc, ∂t(Hˆint)] = 0. (4.34)
Cela signifie que seul les couplages entre états ayant le même nombre d’exci-
tation sont non-nuls. Dans le cas des états adiabatiques, ce nombre correspond
au nombre de photons n :
Nˆexc |±,m, n〉 = n |±,m, n〉 .
On obtient donc :
〈±,m, n| ∂t
(
|±,m′, n′〉
)
= 〈±,m, n| ∂t
(
|±,m′, n〉
)
δn,n′
où δn,n′ est le symbole de Kronecker.
94 Chapitre 4. Impulsions multimodes : états de flux
Nous pouvons alors appliquer le théorème adiabatique pour réécrire les élé-
ments de couplage :
〈+,m, n| ∂t
(
|+,m′, n〉
)
=
m′ 6=m
g0
4(Ωm′ − Ωm)
√(Ωm′ + ∆)(Ωm −∆)
ΩmΩm′
〈m,n|∂tbˆ†|m′ − 1, n+ 1〉
+
√
(Ωm + ∆)(Ωm′ −∆)
ΩmΩm′
〈m− 1, n+ 1|∂tbˆ|m′, n〉

〈−,m, n| ∂t
(
|−,m′, n〉
)
=
m′ 6=m
−g0
4(Ωm′ − Ωm)
√(Ωm −∆)(Ωm′ + ∆)
ΩmΩm′
〈m,n|∂tbˆ†|m′ − 1, n+ 1〉
+
√
(Ωm′ −∆)(Ωm + ∆)
ΩmΩm′
〈m− 1, n+ 1|∂tbˆ|m′, n〉

〈+,m, n| ∂t
(
|−,m′, n〉
)
= −g04(Ωm′ + Ωm)
−
√
(Ωm −∆)(Ωm′ −∆)
ΩmΩm′
〈m,n|∂tbˆ†|m′ − 1, n+ 1〉
+
√
(Ωm′ + ∆)(Ωm + ∆)
ΩmΩm′
〈m− 1, n+ 1|∂tbˆ|m′, n〉

〈−,m, n| ∂t
(
|+,m′, n〉
)
= g04(Ωm′ + Ωm)
√(Ωm + ∆)(Ωm′ + ∆)
ΩmΩm′
〈m,n|∂tbˆ†|m′ − 1, n+ 1〉
−
√
(Ωm′ −∆)(Ωm −∆)
ΩmΩm′
〈m− 1, n+ 1|∂tbˆ|m′, n〉
.
(4.35)
Les deux premiers termes de couplage ci-dessus doivent être traités séparément
dans le cas m = m′. En utilisant la relation (4.16) nous obtenons :
〈m,n| ∂t
(
|m,n〉
)
= 1√
m!
〈m,n| ∂t
(
(bˆ†)m |0, n−m〉
)
= m 〈0, n−m|bˆ ∂t
(
bˆ†
)
|0, n−m〉+ 〈0, n−m| ∂t
(
|0, n−m〉
)
.
Dans cette expression le premier terme est nul car [bˆ, ∂tbˆ†] = 0 (cf. annexe B.9)
et bˆ |0, n−m〉 = 0. Nous obtenons finalement :
〈m,n| ∂t
(
|m,n〉
)
= 〈0, n−m| ∂t
(
|0, N −m〉
)
(4.36)
et donc :
〈+,m, n| ∂t
(
|+,m, n〉
)
= 〈−,m, n| ∂t
(
|−,m, n〉
)
= 〈0, n−m| ∂t
(
|0, n−m〉
)
.
(4.37)
Réduction des éléments de couplage
Afin de déterminer les éléments de matrice de bˆ et bˆ† intervenant dans (4.35),
réécrivons les termes de couplage.
〈m− 1, n− 1|∂tbˆ|m′, n〉 =
√√√√(m− 1
m′
)
〈m−m′ − 1, n−m′ − 1|∂tbˆ|0, n−m′〉 .
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D’autre part :
〈m−m′ − 2, n−m′ − 2|[bˆ, ∂tbˆ]|0, n−m′〉 = 0 car [bˆ, ∂tbˆ] = 0
=
√
m−m′ − 1 〈m−m′ − 1, n−m′ − 1|∂tbˆ|0, n−m′〉 .
La seule possibilité dans cette dernière expression pour que le dernier terme soit
non-nul est d’avoir m′ = m − 1. De la même manière, 〈m,n|∂tbˆ†|m′ − 1, n− 1〉
ne peut être non-nul que si m′ = m+ 1. On obtient finalement :
〈m− 1, n− 1|∂tbˆ|m′, n〉 = 〈0, n−m|∂tbˆ|0, n−m+ 1〉 δm′,m−1 (4.38a)
〈m,n|∂tbˆ†|m′ − 1, n− 1〉 = 〈0, N −m|∂tb†|0, N −m− 1〉 δm′,m+1. (4.38b)
Le problème est ici aussi réduit à la détermination des états fondamentaux de
flux (m = 0). Les équations d’évolution (4.32) peuvent être simplifiées :
A˙+,m,n = f1(m,∆)A+,m,n + f ∗2 (m+ 1)A+,m+1,n − f2(m)A+,m−1,n
+ f ∗3 (m+ 1,∆)A−,m+1,N − f3(m,−∆)A−,m−1,N
A˙−,m,n = f1(m,−∆)A−,m,n − f ∗2 (m+ 1)A−,m+1,n + f2(m)A−,m−1,n
− f ∗3 (m+ 1,−∆)A+,m+1,n + f3(m,∆)A+,m−1,n
(4.39)
où les coefficients fi sont donnés par :
f1(m,∆) = − i2(Ωm + ∆)− 〈0, N −m| ∂t
(
|0, N −m〉
)
(4.40a)
f2(m) =
g0
4(Ωm−1 − Ωm)
√√√√(Ωm−1 −∆)(Ωm + ∆)
ΩmΩm−1
〈0, N −m|∂tb|0, N −m+ 1〉
(4.40b)
f3(m,∆) =
g0
4(Ωm−1 + Ωm)
√√√√(Ωm−1 −∆)(Ωm −∆)
ΩmΩm−1
〈0, N −m|∂tb|0, N −m+ 1〉 .
(4.40c)
La situation est ainsi grandement simplifiée grâce aux règles de sélection pour les
couplages. En effet, chaque état est seulement couplé à quatre autres états. Ces
couplages peuvent se distinguer en deux grandes catégories : les premiers, que
nous appellerons intra-bandes, qui correspondent à des couplages entre différents
états de flux, mais sur la même branche adiabatique (+ ou −). Les seconds,
inter-bandes, qui permettent de sauter entres les branches adiabatiques. Ces deux
catégories sont respectivement décrites par les coefficients f2 et f3.
Un autre point important est que le nombre d’excitation est conservé au cours
de l’évolution. Ainsi les branches adiabatiques ayant un nombre d’excitation dif-
férent évoluent séparément. Cet aspect est particulièrement important pour le
traitement numérique qui sera effectué dans les parties suivantes.
4.2.5 Conditions initiales
Nous considèrons la situation où l’atome est initialement dans l’état fonda-
mental et le champ dans une superposition cohérente multimodes. Initialement,
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l’atome et le champ sont deux systèmes séparés, la fonction d’onde peut alors
s’écrire comme un produit tensoriel : |ψ0〉 = |a〉 ⊗ |α〉. L’état du champ |α〉 cor-
respond à une superposition multimode d’états cohérents |αl〉 = e− |α|
2
2 eαa
†
l |0〉l tel
que b |α〉 = α |α〉. Cette fonction d’onde peut aussi se décomposer selon l’expres-
sion (4.31) :
|ψ0〉 =
∑
m,n,{p}
(
A0+,m,n,{p} |+,m, n, {p}〉+ A0−,m,n,{p} |,m, n, {p}〉
)
. (4.41)
Nous pouvons choisir une dégénérescence {p} lors des conditions initiales. En effet,
cette dégénérescence correspond à un choix de phase entre les différents états de
Fock qui composent le champ cohérent conduisant à un flux nul (équation (4.18)).
Les autres possibilités n’interviennent plus, et la somme∑{p} disparaît. En posant
la condition 〈b|ψ0〉 = 0 on obtient :
A0+,m,n = sin(θ′m)Pn,m
A0−,m,n = cos(θ′m)Pn,m
où |Pn,m|2 est la population initiale dans l’état |g〉 ⊗ |m,n〉.
En utilisant la relation b |α〉 = α |α〉, on obtient :
Pn,m =
αm√
m!
〈0, n−m|α〉 (4.42)
De la même manière que pour les termes de couplage, le calcul des conditions ini-
tiales ne nécessite pas l’expression de l’ensemble des états de flux, mais seulement
de l’état fondamental ne contenant aucun quanta de flux (m = 0).
4.3 Situation à deux modes
Dans cette section, nous nous intéresserons à la situation particulière où le
champ ne contient que deux modes. L’étude de cette situation est motivée par la
possibilité offerte par le faible nombre de modes, de pouvoir traiter des champs
contenant un grand nombre de photons. De cette manière, il sera possible de
retrouver les résultats obtenus avec un modèle semi-classique éprouvé, ce qui
représentera un test de validité de la méthode développée ci-dessus.
4.3.1 Construction des états de flux
Les états de flux sont construits par récurrence à partir de l’état de flux nul
(équation (4.16)). Ce dernier est construit à partir de la relation (4.17). L’état ne
contenant aucun quanta de flux et N photons peut se décomposer sur la base de
Fock de la sorte :
|0, N〉 =
N∑
n=0
Bn |N − n, n〉F (4.43)
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où |N − n, n〉F = |N − n〉 ⊗ |n〉 représente un état contenant N − n photons
dans le premier mode et n dans le second. À partir de la relation (4.17) et de la
condition de normalisation ∑Nn=0 |Bn|2=1 nous obtenons :
Bn = (−1)n2−N2 e−inδt
√√√√(N
n
)
(4.44)
où δ = ∆1 −∆2 est le désaccord entre les deux modes.
Il est possible, à partir de ces états, de reconstruire n’importe quel état de
flux |m,N〉 en utilisant (4.16) :
|m,n〉 =
n∑
r=0
Dn,mr |n− r, r〉F
Dn,mr = (−1)re−i(2r−m)
δt
2 2−n2
(
n
m
) 1
2
(
n
r
)− 12 min(r,m)∑
k=max(0,r−(n−m))
(−1)k
(
m
k
)(
n−m
r − k
)
.
4.3.2 Termes de couplage
Nous avons montré dans la section 4.2.4 que les termes de couplage ne dé-
pendent que de l’état de flux fondamental, à travers 〈0, N −m| ∂t
(
|0, N −m〉
)
et
des éléments de matrices 〈0, N −m|∂tb|0, N −m+ 1〉 et 〈0, N −m|∂tb†|0, N −m− 1〉.
En utilisant la décomposition sur la base de Fock obtenue précédemment, nous
obtenons :
〈0, n−m| ∂t
(
|0, n−m〉
)
= 0
〈0, n−m|∂tb|0, n−m+ 1〉 = −iδ
√
n+ 1−m
〈0, n−m|∂tb†|0, n−m− 1〉 = iδ
√
n−m.
(4.45)
Ces couplages sont schématiquement représentés sur la figure 4.1. Les termes de
couplage sont finalement donnés par :
f1(m,∆) = − i2(Ωm + ∆)
f2(m) =
−iκn+1−m
4(Ωm−1 − Ωm)
√√√√(Ωm−1 −∆)(Ωm + ∆)
ΩmΩm−1
f3(m,∆) =
−iκn+1−m
4(Ωm−1 + Ωm)
√√√√(Ωm−1 −∆)(Ωm −∆)
ΩmΩm−1
.
4.3.3 Conditions initiales
Nous avons vu dans la section 4.2.5 que les conditions initiales dépendent de
la projection 〈0, N −m|α〉. Pour deux modes, on a :
|α〉 = e− |α1|
2+|α2|2
2
∞∑
n1,n2=0
αn11 α
n2
1
n1!n2!
|n1, n2〉F . (4.46)
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Base atomique Base adiabatique
Nexc = cst
−f3(m,−∆)
f∗3 (m+ 1,∆)
f∗2 (m+ 1)
−f2(m)
Figure 4.1 – Base nue et adiabatique — Couplage de l’état |+,m, n〉
Nous obtenons alors, à l’instant initial t = 0 :
〈0, n−m|α〉 (t = 0) = e
− |α1|2+|α2|22√
(n−m)!
2−n−m2 (α1 − α2)N−m. (4.47)
Ce terme doit en principe être calculé pour chaque n etm tel que 0 < n <∞ et
0 < m < n. Nous pouvons cependant nous limiter aux états effectivement occupés
initialement et négliger les états ayant une occupation quasi-nulle. Étant donné
que le couplage n’intervient pas entre branches ayant des niveaux d’excitation
différents, les états initialement inoccupés le resteront au cours de l’interaction. La
répartition de la population s’effectue selon une distribution de Poisson, centrée
sur les états ayant un nombre d’excitation, et donc de photon, Nexc = n = |α|2
avec une variation standard σ = |α|.
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4.4 Modèle semi-classique
Dans cette partie nous établirons le modèle semi-classique pour la situation à
deux modes. La principale différence avec la section précédente est que le champ
sera traité comme un champ classique. Nous montrerons, de plus, que le modèle
quantique et le modèle semi-classique convergent lorsque on prend un champs
cohérent avec α 1.
Dans le contexte semi-classique, le champ contient suffisamment de photons
pour que l’interaction avec l’atome ne le modifie pas. Le système peut alors être
décrit par la fonction d’onde générique : |ψ〉 = Ca |a〉 + Cb |b〉 où |a〉 et |b〉 sont
les états fondamental et excité de l’atome et |Ca|2 + |Cb|2 = 1. L’hamiltonien
d’interaction (4.4) est modifié :
Hint = ~∆σ†σ + ~
κsc(t)
2 (σ + σ
†). (4.48)
Les états et énergies adiabatiques deviennent alors :
|+〉 = cos(θ) |b〉+ sin(θ) |e〉 (4.49a)
|−〉 = − sin(θ) |b〉+ cos(θ) |e〉 (4.49b)
E± =
~
2(∆± Ωsc) (4.49c)
avec
cos(θ) =
√
Ωsc + ∆
2Ωsc
sin(θ) =
√
Ωsc −∆
2Ωsc
Ωsc =
√
∆2 + κ2sc
κsc = 4χcos(
δt
2 )
tan(2θ) = κsc∆ .
La fonction d’onde générique du système, dans la base adiabatique, est donnée
par :
|ψ〉 = C+ |+〉+ C− |−〉 (4.50)
où C+ et C− sont les amplitudes de probabilité de se trouver dans la branche
adiabatique |+〉 et |−〉 respectivement, avec |C+|2 + |C−|2 = 1.
En utilisant l’équation de Schrödinger, nous obtenons :
∂tC+ =
−i
2 (∆ + Ωsc)C+ + C+ 〈+| ∂t
(
|+〉
)
+ C− 〈+| ∂t
(
|−〉
)
∂tC− =
−i
2 (∆− Ωsc)C− + C+ 〈−| ∂t
(
|+〉
)
+ C− 〈−| ∂t
(
|+〉
)
.
100 Chapitre 4. Impulsions multimodes : états de flux
Or, à partir de (4.49), nous avons :
∂t
(
|+〉
)
= ∂tθ |−〉
∂t
(
|−〉
)
= −∂tθ |+〉 .
Nous obtenons finalement le système d’équations d’évolution dans la cas semi-
classique :
∂tC+ =
−i
2 (∆ + Ωsc)C+ − ∂t(θ)C−
∂tC− =
−i
2 (∆ + Ωsc)C− + ∂t(θ)C+.
L’intensité des couplages non-adiabatiques est donc donnée par ∂t(θ).
4.5 Discussion
4.5.1 Cas semi-classique
Nous avons représenté sur la figure 4.2 le cas semi-classique, où l’atome est
traité quantiquement, mais où le champ est classique. Le champ est composé
de deux modes séparés de δ = ω1 − ω2. La transition atomique est désaccordée
avec la fréquence centrale ωL = ω1+ω22 de ∆ = ω0 − ωL. Nous avons représenté
sur la figure 4.2a l’intensité du champ au cours de l’interaction. Celle-ci n’est
pas modifiée est reste en cos(δt/2)2. En effet, dans un modèle semi-classique, le
champ contient un nombre suffisamment élevé de photons pour qu’il ne soit pas
modifié par l’interaction avec l’atome.
La population dans l’état adiabatique |+〉 est représentée sur la figure 4.2b.
Nous observons ici une série de sauts non-adiabatiques chaque fois que l’intensité
du champ passe par un minimum. Ces sauts correspondent au moment où le
terme de couplage ∂tθ(t) est maximum. Ces transitions non-adiabatiques sont
suffisamment importantes pour transférer une part importante de la population
(' 0.5) de l’état |−〉 vers l’état |+〉. Le comportement de la population dans la
base sans couplage, la base atomique, est représenté sur la figure 4.2c. L’effet des
sauts adiabatiques est nettement moins compréhensible dans cette base. Entre
chaque saut, lorsque la population adiabatique est constante, l’atome subit des
oscillations de Rabi dont l’amplitude dépend de la répartition sur les branches
adiabatiques. Nous voyons ici l’intérêt de la base adiabatique pour comprendre
le comportement de l’atome au cours de l’interaction avec le champ.
4.5.2 Limite semi-classique
Le modèle quantique développé dans la partie 4.2.1 doit permettre de retrou-
ver les résultats du modèle semi-classique, dans le cas où le champ est dans un
état cohérent avec un grand nombre de photons. Nous avons représenté cette si-
tuation sur la figure 4.3 où le champ est composé de deux champs cohérents sur
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chaque mode avec α1 = α2 = 30. Dans ces conditions, le champ total possède un
nombre moyen de photons égal à 1800. Nous avons représenté sur cette figure, les
cas quantique et semi-classique. Le terme de couplage semi-classique χ est ajusté
de sorte à avoir la même valeur que le terme de couplage quantique : χ = α1+α2√2 g0.
Nous observons sur la figure 4.3a que les deux champs coïncident parfaitement. Le
nombre de photons utilisés dans le cas quantique est donc suffisamment important
pour que le champ ne soit pas modifié par l’interaction avec l’atome. Cependant,
l’évolution des populations adiabatiques sur la figure 4.3b n’est pas la même dans
les deux cas. Le modèle quantique reproduit bien les sauts adiabatiques au ni-
veau des minima de l’intensité, mais l’intensité de ces sauts n’est pas celle du cas
semi-classique. La situation est similaire pour les populations atomiques, repré-
sentées sur la figure 4.3b. Le cas quantique reproduit de manière qualitative celui
semi-classique. Nous observons bien des oscillations de Rabi entre chaque saut
non-adiabatique, mais ces oscillations ne sont pas quantitativement reproduites.
Cette situation s’explique par le caractère fortement non-linéaire de l’interaction.
Le nombre de photons est suffisamment élevé pour que le champ ne soit pas
modifié par l’interaction, mais insuffisamment pour reproduire la dynamique du
système atomique. En effet, lorsque la branche |−〉 semi-classique est peuplée, les
branches |±,m, n〉 correspondant pour le cas quantique sont occupées. Si nous
faisons la somme sur m et n de la population dans les branches |+,m, n〉 nous
obtenons alors une population adiabatique P+ légèrement différente de zéro. La
dynamique étant fortement non-linéaire autour des sauts non-adiabatiques, cet
écart se fait ressentir dès le premier saut, rendant impossible la reproduction
exacte des résultats semi-classiques à l’aide du modèle quantique. Nous avons
représenté sur la figure 4.4 l’évolution des populations dans le cas où le champ
contient 5000 photons en moyenne (α1 = α2 = 50). Nous voyons que la situation
converge très lentement avec le nombre moyen de photons. Le nombre d’états
adiabatiques à prendre en compte dans les simulations numériques augmentant
très rapidement avec le nombre de photons, il nous est impossible d’arriver à une
situation où les deux modèles convergent parfaitement.
4.5.3 Influence du nombre de photon à χ fixé
Nous nous intéressons maintenant à la situation où, pour une valeur fixée du
couplage semi-classique χ, nous faisons varier le nombre de photons. Dans ces
conditions, le terme de couplage quantique g0 est ajusté suivant la relation :
g0 =
√
2
α1 + α2
χ.
Nous avons représenté ces situations sur les figures 4.5 et 4.6, avec respective-
ment 200 (α1 = α2 = 10) et 2 (α1 = α2 = 1) photons en moyenne dans le champ.
Dans les deux cas, le désaccord est de ∆/δ = 3 et le couplage semi-classique
χ/δ = 10. Nous avons alors dans le cas quantique, g0/δ = 0.7 pour la figure 4.5
et g0/δ = 7 pour la figure 4.6. Dans le deuxième cas, la forte valeur du couplage
compense alors le faible nombre de photons.
Nous observons sur la figure 4.5 une situation similaire à celle décrite dans la
partie 4.5.2. Le champ contient un nombre suffisant de photons pour reproduire la
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situation du champ semi-classique et provoquer des transitions non-adiabatiques,
mais pas assez pour reproduire fidèlement l’évolution des populations. Lorsque
nous diminuons le nombre de photons sur la figure 4.6, la situation change ra-
dicalement. En (a), le champ quantique est fortement modifié par rapport à la
situation semi-classique. En effet, le champ ne contient alors que 2 photons en
moyenne et est donc très sensible à l’absorption ou l’émission d’un photon par
l’atome. Nous observons en (c) que les sauts non-adiabatiques ont disparu dans
le cas quantique, la population adiabatique n’évolue pas et reste dans son état
initial. De la même façon, la population dans l’état excité de l’atome en (c) subit
des variations d’amplitude très faibles.
4.5.4 Influence du nombre de photon à g0 fixé
Nous nous intéressons ici à la situation où cette fois, le terme de couplage
quantique g0 est maintenu constant lorsque nous faisons varier le nombre de
photon. Le terme de couplage semi-classique χ est alors ajusté pour avoir un
couplage équivalent dans les deux modèles suivant :
χ = α1 + α2√
2
g0.
Nous repartons pour cela de la figure 4.5 qui contient en moyenne 200 (α1 =
α2 = 10) photons, puis sur la figure 4.7 nous descendons le nombre de photons
moyen à 2 (α1 = α2 = 1). Dans les deux cas, le désaccord est de ∆/δ = 3 et le
couplage quantique g0 est maintenu tel que g0/δ = 0.7 en ajustant la valeur de
χ. Nous avons alors dans le cas semi-classique, χ/δ = 10 pour la figure 4.5 et
χ/δ = 1 pour la figure 4.7.
Les conclusions de la figure 4.5 sont données dans le paragraphe précédent
(4.5.3) : le nombre de photons est suffisamment grand pour obtenir qualitati-
vement les mêmes résultats avec les modèles semi-classique et quantique. La si-
tuation sur la figure 4.7 change complètement, mais différemment que pour la
figure 4.6. Cette fois, le champ quantique sur la figure 4.7a reproduit quasiment
le champ classique malgré un faible nombre de photon. Cela s’explique par la
faible valeur du couplage g0/δ = 0.7. Le champ comporte peu de photons, et cha-
cun de ces photons est faiblement couplé avec l’atome. Le champ est alors très
peu modifié par l’interaction, contrairement à la figure 4.6a où le champ contenait
aussi très peu de photons, mais l’intensité de couplage était dix fois plus élevée.
En (b), nous observons qu’il n’y a plus de saut non-adiabatique, que ce soit
pour la situation semi-classique ou quantique. Pour la situation semi-classique
cela s’explique par la faible valeur du couplage. Il faut atteindre un régime de
couplage fort pour pouvoir réaliser des transitions non-adiabatiques. La popula-
tion atomique correspondante en (c) suit alors les variations d’intensité avec de
légères modifications dues aux faibles variations de la population adiabatique.
Pour la situation quantique la situation est sensiblement la même. La modifica-
tion des oscillations de la population dans l’état excité de l’atome est cependant
nettement plus marquée dans ce cas. Nous retrouvons ici le caractère très sensible
du cas quantique où, pour un faible nombre de photons, la moindre variation du
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nombre du photons (et donc de la population atomique) affecte l’évolution du
système complet.
4.5.5 Influence des couplages inter- et intra-bandes
Contrairement au cas classique qui ne comporte que deux branches adiaba-
tiques, le cas quantique possède des familles de branches |±,m, n〉. Nous avons
alors précédemment fait la distinction entre les couplages intra-bandes (|±,m, n〉
avec |±,m± 1, n± 1〉) et inter-bandes (|±,m, n〉 avec |∓,m± 1, n± 1〉). Nous
nous proposons ici d’étudier l’importance de ces couplages en réalisant pour le
même jeu de paramètres, trois simulations : une première servant de référence où
tous les termes de couplages sont présents, une seconde où les couplages intra-
bandes sont supprimés et une troisième où cette fois les couplages inter-bandes
sont supprimés. Les résultats de ces simulations sont présentés sur la figure 4.8.
En (b), nous observons que les transitions non-adiabatiques ont disparu lorsque
un des deux types de couplage est supprimé. Cela se comprend aisément dans le
cas où ce sont les couplages inter-bandes qui sont supprimés. Dans ce cas, les
transitions entre états adiabatiques sont autorisées, mais seulement à l’intérieur
de leur bande. Initialement seul la branche |−〉 est occupée, il ne peut donc pas
y avoir de transfert sur la branche |+〉.
Dans le cas où ce sont les couplages intra-bandes qui sont supprimés, la situa-
tion est moins évidente, les populations devraient pouvoir effectuer des transitions
non-adiabatiques. Supprimer le terme intra-bande revient à prendre f2(m) = 0
dans les relations (4.40). Cependant, la seule façon de rendre f2(m) nul est d’avoir
∂tb = 0 dans (4.40b), ce qui revient à supprimer les oscillations du champ. Sans
ces oscillations, f3(m,∆) est forcement nul aussi et il n’y a plus de possibilité de
réaliser des transitions non-adiabatiques.
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(a) Intensité du champ classique (trait plein noir) et valeur du couplage (pointillés
rouges).
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(b) Population dans la branche adiabatique |+〉
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(c) Population dans l’état excité |b〉 de l’atome.
Figure 4.2 – Comportement temporel (a) du champ et des populations (b) adia-
batique et (c) atomique. Le système est initialement dans l’état adiabatique |−〉.
Les paramètres de la simulation sont ∆/δ = 3 et χ/δ = 10
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(a) Intensités des champs classique (traits pleins noirs) et quantique (pointillés rouges).
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(b) Populations dans l’état adiabatique |+〉 pour les modèles semi-classique (pointillés
rouges) et quantique (traits pleins noirs). Dans le cas quantique, il s’agit de la somme,
sur m et n, des populations des états |+,m, n〉.
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(c) Populations dans l’état atomique excité |b〉 pour les modèles semi-classique (poin-
tillés rouges) et quantique (traits pleins noirs)
Figure 4.3 – Comportements temporels (a) des champs et des populations (b)
adiabatique et (c) atomique. Le système semi-classique est initialement dans l’état
adiabatique |−〉. Les différents états adiabatiques |±,m, n〉 dans le cas quan-
tique, sont occupés selon la relation (4.47) où les populations initiales des états
atomiques sont celles du cas semi-classique correspondant. Les paramètres de la
simulation semi-classique sont ∆/δ = 3 et χ/δ = 10. Pour la simulation quan-
tique, le désaccord est le même et le couplage g0 est calculé pour avoir la même
intensité de couplage que dans le cas classique, avec g0/δ =
√
2
α1+α2χ/δ = 0.24 et
α1 = α2 = 30.
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(a) Intensités des champs classique (traits pleins noirs) et quantique (pointillés rouges).
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(b) Populations dans l’état adiabatique |+〉 pour les modèles semi-classique (pointillés
rouges) et quantique (traits pleins noirs). Dans le cas quantique, il s’agit de la somme,
sur m et n, des populations des états |+,m, n〉.
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(c) Populations dans l’état atomique excité |b〉 pour les modèles semi-classique (poin-
tillés rouges) et quantique (traits pleins noirs)
Figure 4.4 – Comportements temporels (a) des champs et des populations (b)
adiabatique et (c) atomique. Le système semi-classique est initialement dans l’état
adiabatique |−〉. Les différents états adiabatiques |±,m, n〉 dans le cas quan-
tique, sont occupés selon la relation (4.47) où les populations initiales des états
atomiques sont celles du cas semi-classique correspondant. Les paramètres de la
simulation semi-classique sont ∆/δ = 3 et χ/δ = 10. Pour la simulation quan-
tique, le désaccord est le même et le couplage g0 est calculé pour avoir la même
intensité de couplage que dans le cas classique, avec g0/δ =
√
2
α1+α2χ/δ = 0.14 et
α1 = α2 = 50.
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(a) Intensités des champs classique (traits pleins noirs) et quantique (pointillés rouges).
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(b) Populations dans l’état adiabatique |+〉 pour les modèles semi-classique (pointillés
rouges) et quantique (traits pleins noirs). Dans le cas quantique, il s’agit de la somme,
sur m et n, des populations des états |+,m, n〉.
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(c) Populations dans l’état atomique excité |b〉 pour les modèles semi-classique (poin-
tillés rouges) et quantique (traits pleins noirs)
Figure 4.5 – Comportements temporels (a) des champs et des populations (b)
adiabatique et (c) atomique. Le système semi-classique est initialement dans l’état
adiabatique |−〉. Les différents états adiabatiques |±,m, n〉 dans le cas quan-
tique, sont occupés selon la relation (4.47) où les populations initiales des états
atomiques sont celles du cas semi-classique correspondant. Les paramètres de la
simulation semi-classique sont ∆/δ = 3 et χ/δ = 10. Pour la simulation quan-
tique, le désaccord est le même et le couplage g0 est calculé pour avoir la même
intensité de couplage que dans le cas classique, avec g0/δ =
√
2
α1+α2χ/δ = 0.7 et
α1 = α2 = 10.
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(a) Intensités des champs classique (traits pleins noirs) et quantique (pointillés rouges).
0 2 4 6 8 10 12 14
0,00
0,25
0,50
0,75
1,00
T= t
Po
pu
la
tio
n 
ad
ia
ba
tiq
ue
da
ns
 l'
ét
at
 |+
>
 P+ quantique
 P+ classique
(b) Populations dans l’état adiabatique |+〉 pour les modèles semi-classique (pointillés
rouges) et quantique (traits pleins noirs). Dans le cas quantique, il s’agit de la somme,
sur m et n, des populations des états |+,m, n〉.
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(c) Populations dans l’état atomique excité |b〉 pour les modèles semi-classique (poin-
tillés rouges) et quantique (traits pleins noirs)
Figure 4.6 – Comportements temporels (a) des champs et des populations (b)
adiabatique et (c) atomique. Le système semi-classique est initialement dans l’état
adiabatique |−〉. Les différents états adiabatiques |±,m, n〉 dans le cas quan-
tique, sont occupés selon la relation (4.47) où les populations initiales des états
atomiques sont celles du cas semi-classique correspondant. Les paramètres de la
simulation semi-classique sont ∆/δ = 3 et χ/δ = 10. Pour la simulation quan-
tique, le désaccord est le même et le couplage G0 est calculé pour avoir la même
intensité de couplage que dans le cas classique, avec g0/δ =
√
2
α1+α2χ/δ = 7 et
α1 = α2 = 1.
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(a) Intensités des champs classique (traits pleins noirs) et quantique (pointillés rouges).
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(b) Populations dans l’état adiabatique |+〉 pour les modèles semi-classique (pointillés
rouges) et quantique (traits pleins noirs). Dans le cas quantique, il s’agit de la somme,
sur m et n, des populations des états |+,m, n〉.
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(c) Populations dans l’état atomique excité |b〉 pour les modèles semi-classique (poin-
tillés rouges) et quantique (traits pleins noirs)
Figure 4.7 – Comportements temporels (a) des champs et des populations (b)
adiabatique et (c) atomique. Le système semi-classique est initialement dans l’état
adiabatique |−〉. Les différents états adiabatiques |±,m, n〉 dans le cas quan-
tique, sont occupés selon la relation (4.47) où les populations initiales des états
atomiques sont celles du cas semi-classique correspondant. Les paramètres de la
simulation sont pour le cas quantique ∆/δ = 3, α1 = α2 = 1 et G0/δ = 0.7.
Pour la simulation semi-classique, le désaccord est le même et le couplage χ est
calculé pour avoir la même intensité de couplage que dans le cas quantique, avec
χ/δ = α1+α2√2 g0/δ = 1.
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(a) Intensités des champs quantique dans les cas où (trait plein noir) tous les couplages
sont pris en comptes, (pointillés rouges) seuls les couplages inter-bandes sont conservés
et (pointillés bleus) seuls les couplages intra-bandes sont conservés.
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(b) Somme, sur m et n, des populations des états |+,m, n〉 dans les trois cas.
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(c) Populations dans l’état excité de l’atome dans les trois cas.
Figure 4.8 – Influence des différents termes du couplage sur les comportements
temporels (a) des champs et des populations (b) adiabatique et (c) atomique.
(trait plein noir) tous les couplages sont pris en compte ; (pointillés rouges) seuls
les termes inter-bandes sont conservés, les intra-bandes sont supprimés ; (pointillés
nleus) situation inverse, les inter-bandes sont supprimés et les intra-bandes conser-
vés. Les paramètres des simulations sont ∆/δ = 3, α1 = α2 = 10 et g0/δ = 0.7
(⇔ χ = 10).
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4.6 Conclusion
Nous avons étudié dans cette partie l’interaction entre un atome à deux ni-
veaux dans un guide d’onde contenant un champ arbitraire. Dans le cas semi-
classique cette situation est bien connue et peut être comprise simplement en se
plaçant dans la base adiabatique.
Nous avons alors voulu établir un formalisme permettant d’utiliser une base
adiabatique généralisée, permettant de faire facilement le lien avec la situation
semi-classique. Nous avons pour cela développé une méthode se basant sur les
états de flux du champ. Nous avons alors montré que le flux est quantifié et nous
avons caractérisé ses états. Un résultat important est que la construction de ces
états se fait par récurrence, de manière similaire au états nombre de photons du
champ, et qu’il est donc suffisant dans notre méthode de connaître l’expression
de l’état de flux nul. Ces états de flux nous ont alors permis de construire une
base adiabatique généralisée correspondant à la base classique dans la limite d’un
grand nombre de photons. Dans cette nouvelle base, chaque branche adiabatique
classique se décompose en une série de branches où le quanta de flux et le nombre
de photons changent, mais où le nombre d’excitation reste constant. Ces nouvelles
structures permettent alors de faire la distinction entre des couplages intra-bande
et inter-bande.
Nous avons ensuite appliqué cette méthode au cas où le champ est composé
de deux modes. Nous avons d’abord montré qu’il était possible de converger
vers la situation semi-classique en utilisant des champs cohérents contenant un
grand nombre de photons. La convergence parfaite est cependant difficilement
atteignable à cause de la forte non-linéarité de l’interaction non-adiabatique. Le
nombre de photons à prendre en compte devient alors trop élevé pour pouvoir
être traité numériquement. Nous avons ensuite étudié plusieurs situations mettant
en avant le caractère non-linéaire de l’interaction. Finalement nous avons étudié
le rôle des couplages intra-bandes et inter-bandes dans l’interaction, à l’aide de
simulations où l’un puis l’autre des couplages a été supprimé.

Conclusion
Nous avons développé dans cette thèse une approche temporelle des phéno-
mènes en optique quantique. Le cas modèle est celui de l’interaction entre une
impulsion quantifiée et un système quantique contenant un ou plusieurs atomes.
Le problème général est extrêmement complexe par rapport au cas semi-classique.
Dans ce cas, le problème se réduit à l’étude de la dynamique d’un seul atome sou-
mis à un champ externe, inchangé par l’interaction (milieu optiquement dilué).
Dans notre cas, comme nous l’avons vu, un tel traitement est impossible. En ef-
fet, pour un échantillon quelconque, les dynamiques du champ et des atomes sont
étroitement liées par deux effets : l’intrication qui oblige à prendre en compte
le système dans son ensemble et la modification significative du champ (conte-
nant peu de photons) lors des échanges avec les atomes. Ainsi, le milieu doit être
considéré comme optiquement épais, même s’il ne contient qu’un seul atome, et le
système champ plus atomes doit être traité comme un système quantique unique.
Devant cette complexité, nous avons abordé plusieurs situations originales per-
mettant de simplifier le problème et de mettre en avant les phénomènes physiques
sous-jacents.
Dans le chapitre deux, nous avons étudié le cas d’un atome traversant transver-
salement une cavité optique contenant un champ monomode quantifié. L’atome
ressent au cour de sa traversée un champ transitoire équivalent à une impulsion
lumineuse pour un atome immobile. Dans ce cas, c’est le couplage entre l’atome
et le champ qui est transitoire et non le champ lui même. Afin de prendre en
compte d’éventuels couplages opto-mécaniques, nous avons quantifié la quantité
de mouvement associée à l’atome. Nous avons alors étudié la dynamique du sys-
tème en fonction du désaccord en fréquence entre la transition atomique et le
champ de la cavité, de l’intensité du champ (ou le nombre de photons contenus
dans la cavité) et de l’énergie cinétique de l’atome. Nous avons vu qu’il existe
différents régimes en fonction de ces paramètres. Pour des valeurs suffisamment
élevées de l’énergie cinétique, nous avons retrouvé le comportement semi-classique
de l’interaction. En effet, les modifications de l’énergie cinétique, par l’émission
et l’absorption de photons non-résonnants, sont faibles par rapport à l’énergie
cinétique totale, et le centre de masse peut alors être traité classiquement. Nous
avons alors retrouvé la possibilité d’effectuer des sauts non-adiabatiques entraî-
nant des transferts de population permanents, déjà étudiés sans quantification du
centre de masse atomique [10].
Pour des valeurs d’énergie cinétique faible, ou de l’ordre de l’énergie d’in-
teraction, nous avons montré que le traitement quantique du centre de masse
est indispensable. En effet, les modifications de l’énergie cinétique ne sont plus
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négligeables, et les paquets atomiques se propagent à des vitesses différentes en
fonction de la branche adiabatique qu’ils suivent. Nous avons vu qu’il est possible
d’utiliser ce comportement pour créer un d’interféromètre atomique dans ce ré-
gime. Les lames séparatrice et recombinatrice sont réalisées à l’aide de transitions
non-adiabatiques obtenues par la modulation du champ de la cavité.
Dans le chapitre trois, nous avons considéré la diffusion d’un paquet d’onde
multimode à un seul photon se propageant dans un guide d’onde à une dimension
contenant un ou deux atomes. Nous avons utilisé le cas concret d’un guide d’onde
dont la section transverse est suffisamment réduite pour que le rayonnement et la
propagation des photons ne puissent se faire que selon les deux directions axiales
du guide. Nous avons considéré les cas où un, puis deux atomes résonnants avec
l’impulsion initiale sont présents dans le guide d’onde. Ici, les dynamiques du
champ et des atomes sont intimement liées. Nous avons étudié les caractéris-
tiques spectrales et temporelles des impulsions transmises et réfléchies, ainsi que
la dynamique des atomes.
Dans le cas où un seul atome est présent, les champs rayonnés par ce dernier
dans les deux directions du guide sont identiques. Le champ émis vers l’avant
interfère avec le champ incident et cette interférence a la propriété d’être tota-
lement destructrice pour la fréquence résonnante. La fréquence de résonance est
donc réfléchie, quel que soit le régime de couplage. Dans le domaine temporel, cet
effet se traduit par une forte contrainte sur la forme du champ transmis qui voit
son aire algébrique s’annuler, quel que soit la valeur des paramètres de l’interac-
tion (théorème de l’aire). L’enveloppe du champ subit alors une forte distorsion
temporelle, lui conférant un aspect oscillatoire.
Dans le cas où deux atomes sont présents et séparés d’une distance l arbitraire,
mais grande devant la dimension transverse du guide, le problème n’est correc-
tement traité que si l’échange de photons virtuels entre les atomes est pris en
compte. Cela revient à tenir compte des termes hors-rwa, même si un traitement
perturbatif est toujours valable (approximation adiabatique). Ainsi, le système
émet dans les deux directions du guide des photons dont le spectre est étroitement
centré autour de la fréquence de résonance, mais les deux atomes s’échangent des
photons appartenant à toute la gamme de fréquence. Nous avons distingué dans
ces échanges, les photons réels (issus de processus résonnants) des photons vir-
tuels (issus des processus non-résonnants). L’interférence des photons virtuels
issus des processus rwa non-résonnants et de ceux issus des processus hors-rwa
permet d’assurer une valeur finie du couplage entre les atomes. La contribution
des photons virtuels permet aussi de justifier la validité du théorème de l’aire
pour le cas à deux atomes. Le champ transmis possède toujours un caractère
oscillant. Nous avons montré que les champs rayonnés sont reliés aux états de
Dicke retardés, tandis que la dynamique atomique fait intervenir les états super-
et sub-radiants de Dicke habituels. L’étude du comportement spectral a permis
de faire une corrélation directe entre la nature, réelle ou virtuelle, des photons
échangés et la forme des spectres rayonnés par les atomes.
Finalement, dans le chapitre quatre, nous avons étudié la diffusion d’une
impulsion quantifiée multimodes, éventuellement non-résonnante, dans un état
quantique quelconque, contenant un nombre arbitraire de photons par un atome
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dans un guide d’onde unidimensionnel. Le pendant semi-classique (le champ est
traité classiquement, l’atome quantiquement) de cette situation fait intervenir la
représentation adiabatique de l’atome. Nous avons choisi de rester le plus proche
possible de cette description, tout en traitant quantiquement l’ensemble du sys-
tème. Nous avons alors identifié les états de champ (états du flux d’intensité)
comme ceux étant le plus adaptés pour une description adiabatique globale du
système. Dans cette description, contrairement au cas semi-classique où seule-
ment deux états adiabatiques apparaissent, nous avons obtenu pour chaque état
de flux deux bandes bien séparées et contenant chacune plusieurs états adiaba-
tiques. La dynamique du système fait alors intervenir des transitions entre ces
états où nous avons distingué les transitions intra-bandes et inter-bandes. Dans
la limite classique (champ cohérent contenant un grand nombre de photons), ces
différentes bandes fusionnent pour la valeur de flux moyen, ce qui permet de re-
trouver la forme en double branche classique. Nous avons illustré cette méthode
pour un champ contenant deux modes et nous avons montré numériquement que
la forte non-linéarité des transitions non-adiabatiques peut conduire à un compor-
tement non-classique, même pour des états cohérents contenant un grand nombre
de photons.
Les différentes études que nous avons menées dans cette thèse constituent
une première étape importante pour aborder les phénomènes d’optique quan-
tique sous un aspect temporel. Les différentes configurations étudiées ont révélé
leurs spécificités : rôle du couplage opto-mécanique pour le mazer, l’obligation
de traiter correctement les photons virtuels quand plusieurs atomes interagissent
avec une impulsion ou encore la quasi-obligation de travailler en dimension ré-
duite (guide d’onde) pour pouvoir atteindre un régime de couplage fort. Ces
contraintes ont été bien cernées au cours de cette thèse. Ce travail ouvre la voie
a une deuxième étape : l’étude systématique de l’interaction pour des champs
de formes variées. En particulier, la méthode développée dans le chapitre quatre
pour le traitement d’une impulsion quantifiée multimodes arbitraire devrait ré-
véler des phénomènes nouveaux pour des impulsions à faible nombre de photons
mais de plusieurs modes. Le cas à deux modes est aussi intéressant. Un objectif
à court terme est d’étudier les comportements adiabatique et non-adiabatique
de l’interaction quand le champ d’entrée est dans un état non classique (états
comprimés) ou dans un état cohérent mis en forme (dérive de fréquence). Ce
dernier cas permettrait d’avoir le pendant classique du phénomène de passage
adiabatique.

Annexe A
Annexes du chapitre 3
A.1 Équation fondamentale pour les populations
Le jeu d’équations (3.19) peut être simplifié afin d’obtenir une équation sur
l’amplitude des états excités βj(t). Premièrement, les parties pertinentes des am-
plitudes relatives aux états hautement excités dans (3.19a) et (3.19b) peuvent
être obtenues en intégrant formellement (3.19c) et (3.19d) et en utilisant l’ap-
proximation :
∫ t
−∞
dt′f(t′)ei(ω0+ωk)t′ ≈ f(t)
∫ t
−∞
dt′ei(ω0+ωk)t
′ ≈ f(t)
i(ω0 + ωk)
où f(t) = αkz(t) ou βj(t).
Nous obtenons :
γkz ≈ −
gk
ω0 + ωk
∑
j=1,2
j′ 6=j
βj(t)e−ikzzj′ei(ω0+ωk)t (A.1a)
ηj,kz ,kz′ ≈ −
gk
ω0 + ωk
[αkz(t)ei(ω0+ωk′ )te−ik
′
kzj ]. (A.1b)
En injectant (A.1b) dans (3.19b) nous obtenons l’équation suivante pour
αkz(t) :
i∂tαkz(t) = gk
2∑
j=1
βj(t)e−i(ω0−ωk)te−ikzzj − αkz(t)
∫ 2g2k′
ω0 + ωk′
dk′z. (A.2)
L’ajout des états à deux photons (|aj′ 6=j, bj, 1kz , 1k′z〉) dans la dynamique du sys-
tème, conduit à un décalage des niveaux fondamentaux (facteur 2 dans (A.5)
dû à la somme sur j). Ce décalage correspond au décalage de Lamb habituel
causé dans le vide par des cycle d’absorption/émission de photons virtuels par
les atomes dans leur niveau fondamental.
Nous réécrivons ensuite γkz(t) :
γkz(t) ' −
gk
ω0 + ωk
βj(t)e−ikzzj′e−(ω0+ωk)t − igk
∫ t
−∞
βj′(t′)e−ikzzje−(ω0+ωk)t
′ (A.3)
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où sépare γkz dans (A.1a) en conservant la forme intégrale pour βj′ provenant
de (3.19c)). En insérant cette expression dans (3.19b), nous avons :
i∂tβj(t) =
∫
dkz
{
gk[αkz(t)ei(ω0−ωk)teikzzj ]
+
(
− ig2k
∫ t
−∞
βj′(t′)eikz(zj′−zj)ei(ω0+ωk)(t
′−t)dt′
)}
− βj(t)
∫ g2k
ω0 + ωk
dkz (j′ 6= j).
(A.4)
L’état excité possède aussi un décalage qui est la moitié de celui de l’état
fondamental. En décalant l’énergie totale du système par la valeur de décalage
de l’état fondamental et en intégrant formellement (A.2), nous obtenons :
αkz(t) = αkz(t→ −∞)igke−ikzzl
2∑
j=1
∫ t
−∞
dt′βj(t′)e−i(ω0−ωk)t′ . (A.5)
En utilisant cette expression dans (A.4) et à l’aide de l’élimination adiabatique
du continuum [71] pour le premier terme de l’intégral :
∫
g2kdkz
∫ t
−∞ βj(t′)e−i(ω0−ωk)(t
′−t) ≈
βj(t)
∫ t
−∞
∫
g2kdkze
−i(ω0−ωk)(t′−t)dt′, nous obtenons :
∂tβj(t) = S0,j(t)− (Γ− iδ0)βj(t)− Γω0
∫ t
−∞
βj′(t′)M¯(t′ − t)dt′ (A.6)
avec Γ = 2pig20 (g0 = gk√c
√
ωk/ω0) et
S0,j(t) = −i
√
Γ
2pi
∫ ∞
−∞
√
c
ω0
ωk
αkz(t→ −∞)ei(ω0−ωk)teikzzjdkz.
M¯ = ∑4i=1 M¯i est la fonction mémoire, et les contributions M¯i sont définies par :
M¯1(t′ − t) = 12pi
∫ ∞
0
ei(ω0−ωk)(t−t
′)
ωk
eikzldωk (A.7a)
M¯2(t′ − t) = 12pi
∫ ∞
0
e−i(ω0+ωk)(t−t
′)
ωk
eikzldωk (A.7b)
M¯3(t′ − t) =M¯1(t′ − t, l↔ −l)
1
2pi
∫ ∞
0
ei(ω0−ωk)(t−t
′)
ωk
e−ikzldωk
(A.7c)
M¯4(t′ − t) =M¯2(t′ − t, l↔ −l)
1
2pi
∫ ∞
0
e−i(ω0+ωk)(t−t
′)
ωk
e−ikzldωk,
(A.7d)
où δ0 =
∫ g2k
ω0+ωkdkz + Pv
∫ g2k
ωk−ω0dkz est le décalage résultant de l’état excité et
peut être incorporé dans la définition de la transition ω0. Un cas important est
la situation markovienne où les atomes sont suffisamment proches pour pouvoir
considérer l’interaction (les échanges de photons) comme instantanée devant la
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dynamique atomique. C’est le cas lorsque le temps de vol du photon l/c et la pé-
riode résonnante 2pi
ω0
sont bien inférieurs que le temps caractéristique de variation
des amplitudes de populations βj(t), à savoir Γ−1 et ∆−1. Ces conditions sont
obtenues pour l, λ0  cΓ−1, c∆−1 (mais l < λ0 ou l > λ0 possibles). Dans ce cas
on peut substituer βj(t′) par βj(t) dans (A.6). Nous avons finalement :
∂tβj(t) = S0,j(t)− Γβj(t)−Mβj′ 6=j(t) (A.8)
avec M =
∫ t
−∞ M¯(t− t′) et Mi =
∫ t
−∞ M¯i(t− t′).
A.2 Contributions des termes hors-rwa au si-
gnal photo-éléctrique
Nous considèrons ici l’intensité I2(t, z) =
∣∣∣∣∣ ∫∞−∞ kωkB(ωk)γkz(t)e−iωk(t−sign(kz)z/c)dkz
∣∣∣∣∣
2
.
Nous intègrons formellement l’équation (3.19c) ((A.1a)), et nous l’insèrons dans
l’expression de I2(t, z). En utilisant la technique d’élimination adiabatique du
continuum, Nous obtenons :
I2(t, z) =
∣∣∣∣∣2
2∑
j=1
βj(t)
∫ ∞
0
d(ωk/c)B(ωk)
kgk
ωk(ω0 + ωk)
cos(ωk|z − zj|/c)
∣∣∣∣∣
2
. (A.9)
L’intégration sur ωk peut être faite analytiquement étant donné que kgk est
constant (indépendant de ωk). Nous avons :∫ ∞
0
d(ωk/c)B(ωk)
cos(ωk|z − zj|/c)
ωk(ω0 + ωk)
= f(ω2, ω0, a)− f(ω1, ω0, a) (A.10)
avec :
f(ω, ω0, a) =
1
cω0
(− cos(ω0a) Ci((ω + ω0)a) + Ci(ωa)− sin(ω0a) Si((ω + ω0)a))
(A.11)
et a = |z − zj|/c. Ci et Si sont les fonctions cosinus et sinus intégrales (défini-
tions (3.24)). Pour des arguments réels, ces fonctions sont respectivement paire et
impaire et ont pour valeurs asymptotiques Ci(x 1) = 0 et Si(x 1) = pi2 . Nous
déduisons de ces propriétés que f(ω2, ω0, a) − f(ω1, ω0, a) tend vers zéro lorsque
ω1|z − zj|/c  1 (et donc automatiquement ω2|z − zj|/c  1). La contribution
de I2(t, z) à l’intensité totale est donc nulle.
Nous considèrons maintenant le troisième terme de l’intensité :
I3(t, z) = 2
2∑
j=1
∫ ∞
−∞
dkz
∣∣∣∣∣
∫ ∞
−∞
k′
ωk′
B(ωk′)ηj,kz ,k′z(t)e
−iωk′ (t−sign(k′z)z/c)dk′z
∣∣∣∣∣
2
. (A.12)
En injectant l’expression (A.1b) dans I3(t, z), nous obtenons :
I3(t, z) =
2∑
j=1
∫ ∞
−∞
dkz|Dkz ,j|2 (A.13)
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avec :
Dkz ,j =−
√
2αkz(t)
∫ ω2
ω1
dωk′
gk′k′
cωk′(ω0 + ωk′)
B(ωk′) cos(ωk′(z − zj))
− i
√
2
2
gke
i(ω0+ωk)t
2(ω0 + ωk)
e−ikzzj
∫ ∞
−∞
dk′z
k′
ωk′
B(ωk′)αk′z(t)ei(k
′
zz−ωk′ t).
(A.14)
Si ω2|z − zj|/c  1 le cosinus de la premiere intégrale de (A.14) oscille rapi-
dement, rendant l’intégrale total nulle.
Nous reconnaissons dans le second terme de (A.14) l’expression de Aeff (t, z)
donnée en (3.30a). Il en résulte :
I3(, z) ≈ I1(t, z)
∫ ∞
−∞
g2k
2(ω0 + ωk)2
dkz. (A.15)
À partir de l’expression gk =
√
Γcω0
2piωk et de la relation
∫∞

dx
x(1+x)2 ≈ ln(), on
trouve :
I3(t, z) ≈ 12pi
Γ
ω0
ln(ω0
ωc
)I1(t, z) (A.16)
où ωc est une fréquence de coupure basse. Étant donné la variation lente du terme
logarithmique et la condition Γ/ω0  1, nous avons I3  I1.
Ce dernier résultat conclut la démonstration de I2, I3 ≈ 0 pour ω1|z−zj|/c
1.
A.3 Relation entre les champs et les amplitudes
de populations
Nous nous intéressons ici au champ effectif :
Aeff (t, z) =
∫ ∞
−∞
k
ωk
B(ωk)αkz(t)e−iωk(t−sign(kz)z/c)dkz. (A.17)
Considérons tout d’abord la situation z < 0. L’intégration sur kz peut être
séparée en deux intégrales ayant pour intervalles [0,∞] et [−∞, 0]. Alors :
Aeff (t, z) = A−(t, z)e−iω0(t−z/c) + A+(t, z)e−iω0(t+z/c) (A.18)
avec
A−(t, z) =
∫ ∞
0
B(ωk)
k
ωk
αkz(t)e−i(ωk−ω0)(t−z/c)dkz (A.19a)
A+(t, z) =
∫ ∞
0
B(ωk)
k
ωk
α−kz(t)e−i(ωk−ω0)(t−z/c)dkz. (A.19b)
Nous montrons que le premier terme de (A.18) correspond au paquet incident
si ω1|z|/c 1 tandis que le second correspond au paquet réfléchi si ∆0|z|/c 1.
En effet, en utilisant l’équation (A.5), nous obtenons :
A−(t, z) =
∫ ∞
0
B(ωk)
k
ωk
αkz(t→ −∞)e−i(ωk−ω0)(t−z/c)
− i
∫ ∞
0
B(ωk)
kgk
ωk
e−ikzzj
( 2∑
j′=1
∫ t
−∞
dt′βj′(t′)e−i(ω0−ωk)t
′
ei(ω0−ωk)(t−z/c)
)
dkz.
(A.20)
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Nous allons maintenant montrer que la deuxième intégrale dans (A.20) est nulle
pour ω1|z|/c > 1. Nous réalisons tout d’abord l’intégration sur kz qui fait
apparaître : ∫ ω2
ω1
e−iωkT
ωk
dkz = g(ω2)− g(ω1) (A.21)
avec
g(ω) = Ci(ωT )− i Si(ωT ) (A.22)
et T = t − t′ − (z − zj)/c. Ci et Si sont les fonctions cosinus et sinus intégrales
(définitions (3.24)) La valeur minimum pour T est obtenue lorsque t′ = t et
vaut alors −(z − zj)/c > 0. À partir des valeurs asymptotiques des fonctions Ci
et Si nous trouvons que l’intégrale tend vers zéro tant que ω1|z|/c  1. Ainsi,
l’amplitude de A−(t, z) correspond bien au paquet incident :
A−(t, z) = Ainc(t− z/c). (A.23)
La dernière étape consiste à identifier le second terme de (A.18) au champ
réfléchi, c’est à dire à un champ se propageant avec une dépendance en t + z/c.
Nous utilisons l’équation (A.5) pour α−kz avec les conditions initiales α−kz(t →
−∞) = 0 et en réalisant l’élimination adiabatique du continuum, nous obtenons :
A+(t, z) = −igkk
c
2∑
j=1
βj(t+(z−zj)/c)ei
ω0
c
zj
(
pi
ω0
− iPv
∫
B(ωk)dωk
e−i
ω−ω0
c
(z−zj)
ωk(ωk − ω0)
)
(A.24)
où Pv désigne la valeur principale de Cauchy. L’expression du champ rayonné
peut être davantage simplifié en utilisant la relation :
Pv
∫
B(ωk)dωk
e−i
ω−ω0
c
(z−zj)
ωk(ωk − ω0) = f+(ω2,−ω0,−(z−zj)/c)−f+(ω1,−ω0,−(z−zj)/c)
(A.25)
où la fonction f+ est donnée par :
f+(ω, ω0, a) =
1
ω0
(− cos(ω0a) Ci((ω + ω0)a) + Ci(ωa)− sin(ω0a) Si((ω + ω0)a))
+ i
ω0
(sin(ω0a) Ci((ω + ω0)a) + Si(ωa)− cos(ω0a) Si((ω + ω0)a)).
(A.26)
De plus, pour |z − zj|  c/ω1 (et donc |z − zj|  c/ω2), on a :
P
∫
B(ωk)dωk
e−i
ω
c
(z−zj)
ωk(ωk − ω0) ≈ i
2
ω0
e−i
ω0
c
(z−zj) Si(∆0(z − zj)/2c) (A.27)
avec ∆0 = ω2−ω1. Étant donné ∆0  Γ,∆ c/|z−zj| (et donc ∆0|z−l|/c 1),
il en résulte :
Si(∆0(z − zj)/2c) ≈ −pi2 . (A.28)
Nous obtenons finalement pour l’équation (A.24) :
A+(t, z) = Arefl(t+ z/c) (A.29)
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avec :
Arefl(t+ z/c) = −igkk
c
2pi
ω0
2∑
j=1
βj(t+ (z − zj)/c). (A.30)
Ce champ possède une dépendance en t+ z/c et peut être identifié au champ
réfléchi qui se propage forcément vers les z négatifs.
Pour z > 0, la même démonstration peut être effectuée, avec la différence
qu’il n’y a pas de champ incident pour z > l. Nous séparons de nouveau le champ
effectif en deux parties :
Aeff (t, z) = A−(t, z)e−iω0(t−z/c) + A+(t, z)e−iω0(t+z/c) (A.31)
avec :
A−(t, z) =
∫ ∞
0
B(ωk)
k
ωk
αkz(t)e−i(ωk−ω0)(t−z/c)dkz (A.32a)
A+(t, z) =
∫ ∞
0
B(ωk)
k
ωk
α−kz(t)e−i(ωk−ω0)(t−z/c)dkz. (A.32b)
.
En utilisant l’équation (A.5), nous obtenons :
A+(t, z) =
∫ ∞
0
B(ωk)
k
ωk
α−kz(t→ −∞)e−i(ωk−ω0)(t+z/c)dkz
− i
∫ ∞
0
B(ωk)
kgk
ωk
e−ikzzj
( 2∑
j′=1
∫ t
−∞
dt′βj′(t′)e−i(ω0−ωk)t
′
ei(ω0−ωk)(t+z/c)
)
dkz.
(A.33)
La première intégrale dans (A.33) est nulle car nous avons initialement α−kz(t→
−∞) = 0. L’intégration sur dkz est réalisée en premier et amène à l’intégrale :
∫ ω2
ω1
e−iωkT
ωk
= g(ω2)− g(ω1) (A.34)
où g(ω) est la même fonction que celle utilisée dans le cas z < 0, mais cette fois
T = t − t′ + (z − zj)/c. Le minimum pour T est obtenu lorsque t′ = t et vaut
(z− zj/c > 0). En utilisant les valeurs asymptotiques des fonctions Ci et Si, nous
trouvons que dans le cas où ω1|z− l|/c 1 la contribution de A+(t, z) tend vers
zéro.
Nous montrons maintenant que les vecteurs d’ondes positifs contribuent au
champ transmis, se propageant avec une dépendance en t − z/c. Nous utilisons
l’équation (A.5) pour α−kz et en réalisant l’élimination adiabatique du continuum,
nous obtenons :
A−(t, z) = Ainc(t, z)
− igkk
c
2∑
j=1
βj(t− (z − zj)/c)e−i
ω0
c
zj
(
pi
ω0
− iP
∫
B(ωk)dωk
ei
ω−ω0
c
(z−zj)
ωk(ωk − ω0)
)
.
(A.35)
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Le champ transmis est alors la somme du champ incident et du champ rayonné
qui est donné par le second terme de l’équation (A.35). Ce dernier peut être
simplifié à l’aide de la relation :
PV
∫
B(ωk)dωk
ei
ω−ω0
c
(z−zj)
ωk(ωk − ω0) ≈ −i
2
ω0
Si(∆0(z − zj)/c) (A.36)
Comme nous avons ∆0  Γ,∆  c/|z − zj|, il en résulte Si(∆0(z − zj)/c) ≈ pi2 .
Finalement nous retrouvons :
A−(t, z) = Atrans(t− z/c). (A.37)
Le champ transmis étant relié aux populations à travers la relation :
Atrans(t− z/c) = Ainc(t− z/c)− igkk
c
2pi
ω0
2∑
j=1
e−i
ω0
c
zjβj(t− (z − zj)/c). (A.38)
Nous obtenons donc bien une dépendance en t− z/c, ce qui nous permet d’iden-
tifier ce champ au champ transmis se propageant vers les z positifs.

Annexe B
Annexes du chapitre 4
B.1 Démonstration de
[
Nˆexc, Hint
]
= 0
Démontrons que
[
Nˆexc, Hint
]
= 0, avec
Nˆexc = Nˆ + σˆ†σˆ
Hˆint = ~∆σˆ†σˆ + ~g0
√
Nm
(
bˆ†σˆ + bˆσˆ†
)
.
Alors : [
Nˆexc, Hˆint
]
=
[
Nˆ , Hˆint
]
+
[
σˆ†σˆ, Hˆint
]
.
Or :
[Nˆ , Hˆint] = ~∆[Nˆ , σˆ†σˆ] + ~g0
√
Nm([Nˆ , bˆ†σˆ] + [Nˆ , bˆσˆ†])
= ~g0
√
Nm([Nˆ , bˆ†]σˆ + σˆ†[Nˆ , bˆ])
et
[Nˆ , bˆ†] = 1√
Nm
[
∑
l
aˆ†l aˆl,
∑
l′
aˆ†l′e
i∆l′ t]
= 1√
Nm
∑
l
ei∆lt[aˆ†l aˆl, a
†
l ]
= 1√
Nm
∑
l
ei∆ltaˆ†l
= bˆ†.
Nous avons de même [Nˆ , bˆ†] = −bˆ.
Alors :
[Nˆ , Hˆint] = ~g0
√
Nm(bˆ†σˆ − bˆσˆ†).
De plus : [
σˆ†σˆ, Hˆint
]
= ~g0(bˆ†[σˆ†σˆ, σˆ] + bˆ[σˆ†σˆ, σˆ†])
= ~g0
√
Nm(bˆ†[σˆ†, σˆ]σˆ + bˆσˆ†[σˆ, σˆ†])
= −~g0
√
Nm(bˆ†σˆ − bˆσˆ†).
Finalement Nous obtenons :
[
Nˆexc, Hint
]
= 0
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B.2 Établissement de la base adiabatique
Les états adiabatiques peuvent se décomposer sur la base nue de la façon
suivante :
|±,m, n, {p}〉 = α± |a〉 ⊗ |m,n, {p}〉+ β± |b〉 ⊗ |m− 1, n− 1, {p}〉 (B.1)
Nous déterminons les coefficients α± et β± en résolvant l’équation de Schrödinger
indépendante du temps, Hˆint |±,m, n, {p}〉 = E±,m |±,m, n, {p}〉 avec
Hint = ~∆σˆ†σˆ + ~g0
√
Nm
(
bˆ†σˆ + bˆσˆ†
)
.
Nous obtenons :
(~∆β± + ~g0α±
√
m) |b〉 ⊗ |m− 1, n− 1, {p}〉+ ~g0β±
√
m |a〉 ⊗ |m,n, {p}〉 =
E±α± |a〉 ⊗ |m,n, {p}〉+ E±β± |b〉 ⊗ |m− 1, n− 1, {p}〉
⇒ α±
β±
=
∆ 6=0
~g0
√
m
~∆
2 (1±
√
1 + (2g0
√
m
∆ )2)
.
En posant tan(2θm) = g0
√
m
∆ nous avons :
α+
β+
= sin θmcos θm
et α−
β−
= −cos θmsin θm
soit :
α+ = sin θm β+ = cos θm
α− = cos θm β− = − sin θm.
La transformation de la base nue vers la base adiabatique est finalement donnée
par (4.29){ |+,m, n, {p}〉 = cos θm |b〉 |m− 1, n− 1, {p}〉+ sin θm |a〉 |m,n, {p}〉
|−,m, n, {p}〉 = − sin θm |b〉 |m− 1, n− 1, {p}〉+ cos θm |a〉 |m,n, {p}〉 .
Si ∆ = 0, nous avons θm = pi4 et :
|+,m, n, {p}〉 = 1√
2
(|b〉 |m− 1, n− 1, {p}〉+ |a〉 |m,n, {p}〉)
|−,m, n, {p}〉 = 1√
2
(− |b〉 |m− 1, n− 1, {p}〉+ |a〉 |m,n, {p}〉).
B.3 Démonstration du théorème adiabatique
Nous démontrons ici la relation (4.33) :
〈±,m, n| ∂t
(
|±,m′, n′〉
)
=
〈±,m, n|∂t
(
Hˆint
)
|±,m′, n′〉
E±,m′ − E±,m .
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Partons de l’équation propre des états adiabatiques :
Hˆint |±,m, n〉 = E±,m |±,m, n〉 .
En dérivant cette relation par rapport au temps nous voyons que :
∂t(Hˆint) |±,m, n〉+ Hˆint∂t(|±,m, n〉) = E±,m∂t(|±,m, n〉).
Projetons ensuite sur 〈±,m′, n′| :
〈±,m′, n′| ∂t(Hˆint) |±,m, n〉+ E±,m′ 〈±,m′, n′| ∂t(|±,m, n〉) = E±,m 〈±,m′, n′| ∂t(|±,m, n〉)
⇒ 〈±,m′, n′| ∂t(|±,m, n〉) =
m 6=m′
〈±,m′, n′| ∂t(Hˆint) |±,m, n〉
E±,m − E±,m′
⇔ 〈±,m, n| ∂t(|±,m′, n′〉) =
m′ 6=m
〈±,m, n| ∂t(Hˆint) |±,m′, n′〉
E±,m′ − E±,m .
B.4 Démonstration de [Nˆexc, ∂t(Hˆint)] = 0
Démontrons que [Nˆexc, ∂t(Hˆint)] = 0 avec :
Nˆexc = Nˆ + σˆ†σˆ
∂t(Hˆint) = ~g0
√
m(∂t(bˆ†)σˆ + ∂t(bˆ)σˆ†)
et : 
∂t(bˆ) =
−i√
Nm
∑
l
∆lale−i∆lt
∂t(bˆ†) =
i√
Nm
∑
l
∆la†l ei∆lt.
Nous avons :
[Nˆexc, ∂t(Hˆint)] = [Nˆ , ∂t(Hˆint)] + [σˆ†σˆ, ∂t(Hˆint)]
De la même façon qu’en B.1, nous avons : [σˆ†σˆ, ∂t(Hˆint)] = −~g0
√
Nm(∂t(bˆ†)σˆ −
∂t(bˆ)σˆ†) Ensuite :
[Nˆ , ∂t(Hˆint)] = ~g0
√
Nm([Nˆ , ∂t(bˆ†)σˆ] + [Nˆ , ∂t(bˆ)σˆ†])
= ~g0
√
Nm([Nˆ , ∂t(bˆ†)]σˆ + [Nˆ , ∂t(bˆ)]σˆ†).
Or :
[Nˆ , ∂t(bˆ†)] =
i√
Nm
[
∑
l
aˆ†l aˆl,
∑
l′
∆l′ aˆ†l′ei∆l′ t]
= i√
Nm
∑
l
∆lei∆lt[aˆ†l aˆl, aˆ
†
l ]
= i√
Nm
∑
l
∆lei∆ltaˆ†l
= ∂t(bˆ†).
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De même : [Nˆ , ∂t(bˆ)] = −∂t(bˆ) et donc :
[Nˆ , ∂t(Hˆint)] = ~g0
√
Nm
(
∂t(bˆ†)σˆ − ∂t(bˆ)σˆ†
)
.
Finalement nous trouvons : [Nˆexc, ∂t(Hˆint)] = 0
B.5 Vecteur de Poynting
Le vecteur de Poynting en seconde quantification est donné par [98,99] :
Sˆ = c20
(
Eˆ(−)Bˆ(+) + Bˆ(−)Eˆ(+)
)
(B.2)
où Eˆ(±) et Bˆ(±) sont les parties de fréquences positives et négatives des opérateurs
champ électrique et champ magnétique respectivement. Dans l’approximation
rwa, on a :
Eˆ(+) = i0
∑
l
aˆle
−iωlt (B.3a)
Bˆ(+) = i0
c
∑
l
aˆle
−iωlt. (B.3b)
Nous pouvons alors identifier ces opérateurs à bˆ et bˆ† :
Eˆ(+) = i0
√
Nmbˆe
−iωLt (B.4a)
Bˆ(+) = i0
√
Nm
c
bˆe−iωLt. (B.4b)
Nous injectons alors ces expressions dans (B.2) :
Sˆ = c20
(
Eˆ(−)Bˆ(+) + Bˆ(−)Eˆ(+)
)
= c20Nm
(
20
c
bˆ†bˆ+ 
2
0
c
bˆ†bˆ
)
= 2c30Nmbˆ†bˆ.
Finalement, nous trouvons Sˆ ∝ bˆ†bˆ = Fˆ . L’opérateur flux correspond au vecteur
de Poynting.
B.6 Démonstration m entier positif
Nous démontrons ici que les valeurs propres m de l’opérateur flux Fˆ = bˆ†bˆ
sont des entiers positifs.
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Les valeurs propres m de Fˆ sont positives ou nulles
Prenons un vecteur propre |φm〉 quelconque de Fˆ associé à la valeur propre
m. Nous avons :
||bˆ |φm〉 ||2 ≥ 0
= 〈φm| bˆ†bˆ |φm〉
= 〈φm| Fˆ |φm〉
= m 〈φm|φm〉 .
Comme 〈φm|φm〉 est positif, nous avons nécessairement m ≥ 0.
Vecteurs bˆ |φm〉
Nous avons vu que ||bˆ |φm〉 ||2 = m 〈φm|φm〉. La norme du vecteur bˆ |φm〉 est
donc nulle si m = 0 : bˆ |φ0〉 = 0. Nous obtenons alors :
bˆ†bˆ |φ0〉 = Fˆ |φ0〉 = 0.
Le vecteur |φ0〉 est donc bien un vecteur propre de Fˆ associé à la valeur propre
0. Il s’agit de l’état de flux nul (m = 0).
Si maintenant m est strictement positif, la norme du vecteur bˆ |φm〉 est non-
nulle. Cela donne :
[Fˆ , bˆ] |φm〉 = [bˆ†bˆ, bˆ] |φm〉
= [bˆ†, bˆ]bˆ |φm〉 car [bˆ, bˆ†] = 1
= −bˆ |φm〉
et
[Fˆ , bˆ] |φm〉 = Fˆ bˆ |φm〉 − bˆFˆ |φm〉 .
Nous obtenons en combinant les deux dernières relations :
Fˆ
(
bˆ |φm〉
)
= [Fˆ , bˆ] |φm〉+ bˆFˆ |φm〉
= −bˆ |φm〉+ bˆm |φm〉
= (m− 1)
(
bˆ |φm〉
)
.
Le ket (bˆ |φm〉) est donc un vecteur propre de Fˆ avec la valeur propre m− 1.
Vecteurs bˆ† |φm〉
Nous avons :
[Fˆ , bˆ†] |φm〉 = bˆ† |φm〉
= Fˆ bˆ† |φm〉 − bˆ†Fˆ |φm〉
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alors
Fˆ
(
b† |φm〉
)
= [Fˆ , bˆ†] |φm〉+ bˆ†Fˆ |φm〉
= bˆ† |φm〉+ bˆ†m |φm〉
= (m+ 1)
(
b† |φm〉
)
.
Le ket (b† |φm〉) est donc un vecteur propre de l’opérateur Fˆ avec la valeur propre
m+ 1.
m est un entier positif
Prenons un vecteur propre |φm〉 non-nul de Fˆ associé avec la valeur propre
positive m. Supposons que m n’est pas un entier, nous avons alors :
n < m < n+ 1 (B.5)
où n est un entier positif. Considérons maintenant la suite de vecteurs (bˆ)p |φm〉
avec 0 < p < n. Chacun de ces vecteurs est vecteur propre de l’opérateur Fˆ avec
la valeur propre m − p. Ainsi (bˆ)n |φm〉 est vecteur propre de Fˆ , avec la valeur
propre m−n qui est strictement positive d’après (B.5). De même (bˆ)n+1 |φm〉 doit
être un vecteur propres de Fˆ avec la valeur propre m− n− 1. Or, d’après (B.5)
nous avons m−n− 1 < 0, ce qui est impossible. L’hypothèse que m n’est pas un
entier est donc fausse.
Considérons maintenant quem = n entier positif ou nul. Dans ce cas (bˆ)n |φm〉 =
0. (bˆ)n |φm=n〉 correspond alors à l’état de flux nul.
Nous avons démontré que le spectre de valeurs propres de l’opérateur flux Fˆ
est composé d’entiers positifs ou nuls.
Les vecteurs propres de l’opérateur flux sont finalement |φm〉 = |m〉 avec
Fˆ |m〉 = m |m〉 ou m est un entier positif. On identifie aussi bˆ |φm〉 au ket |m− 1〉
et bˆ† |φm〉 à |m+ 1〉 De plus, ils suivent les relations suivantes :
bˆ |m〉 = m |m− 1〉 (B.6a)
bˆ† |m〉 = (m+ 1) |m+ 1〉 . (B.6b)
Ce qui nous permet d’utiliser la relation de récurrence :
|m〉 =
(
bˆ†
)m
√
m!
|0〉 . (B.7)
B.7 Démonstration [Nˆ , Fˆ ] = 0
L’opérateur flux Fˆ est relié à l’opérateur nombre de photons de la sorte (équa-
tions (4.14)) :
Fˆ = Nˆ + 1
Nm
∑
l,l′
l 6=l′
aˆ†l aˆl′e
i(ωl−ωl′ )t. (B.8)
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Nous avons alors :
[Nˆ , Fˆ ] = [Nˆ , 1
Nm
∑
l,l′
l 6=l′
aˆ†l aˆl′e
i(ωl−ωl′ )t]
= 1
Nm
∑
l,l′,l′′
l′ 6=l′′
ei(ωl′−ωl′′ )t[aˆ†l aˆl, aˆ
†
l′ aˆ
†
l′′ ]
= 1
Nm
∑
l,l′,l′′
l′ 6=l′′
ei(ωl′−ωl′′ )t
(
a†l [al, a
†
l′al′′ ] + [a
†
l , a
†
l′al′′ ]al
)
= 1
Nm
∑
l,l′,l′′
l′ 6=l′′
ei(ωl′−ωl′′ )t
(
a†l [al, a
†
l′ ]al′′ + a
†
l′ [a
†
l , al′′ ]al
)
= 1
Nm
∑
l,l′,l′′
l′ 6=l′′
ei(ωl′−ωl′′ )t
(
a†lal′′δll′ − a†l′alδll′′
)
car [al, a†l′ ] = δll′
= 1
Nm
∑
l′,l′′
l′ 6=l′′
ei(ωl′−ωl′′ )t
(
a†l′al′′ − a†l′al′′
)
︸ ︷︷ ︸
=0
.
Et finalement :
[Nˆ , Fˆ ] = 0 (B.9)
B.8 Orthogonalité des états |m,n, {p}〉
Nous démontrons dans cette annexe que l’application des opérateurs bˆ et bˆ†
maintient l’orthogonalité des états |m,n, p〉.
Opérateur bˆ†
Considérons deux états de flux |m1, n1, {p1}〉 et |m2, n2, {p2}〉 où {p1} et {p2}
sont deux jeux d’indices de dégénérescences diffférents de sorte que :
〈m1, n1, {p1}|m2, n2, {p2}〉 = δm1,m2δn1,n2δ{p1},{p2}. (B.10)
Nous obtenons par application de bˆ† :
bˆ† |m1, n1, {p1}〉 ∝ |m1 + 1, n1 + 1, {p′1}〉
bˆ† |m2, n2, {p2}〉 ∝ |m2 + 1, n2 + 1, {p′2}〉
où les {p′i} (i = 1, 2) peuvent être à priori différents des {p′i}. Alors :
〈m1 + 1, n1 + 1, {p′1}|m2 + 1, n2 + 1, {p′2}〉 ∝ 〈m1, n1, {p1}|bˆbˆ†|m2, n2, {p2}〉
∝ m1 〈m1, n1, {p1}|m2, n2, {p2}〉︸ ︷︷ ︸
δ{p1},{p2}
.
Les deux états obtenus par application de bˆ† sont donc bien orthogonaux.
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Opérateur bˆ
Nous appliquons cette fois l’opérateur bˆ sur les kets |m1, n1, {p1}〉 et |m2, n2, {p2}〉
(avec m1,m2 > 0) :
bˆ |m1, n1, {p1}〉 ∝ |m1 − 1, n1 − 1, {p′1}〉
bˆ |m2, n2, {p2}〉 ∝ |m2 − 1, n2 − 1, {p′2}〉
où les {p′i} (i = 1, 2) peuvent être à priori différents des {p′i}. Alors :
〈m1 − 1, n1 − 1, {p′1}|m2 − 1, n2 − 1, {p′2}〉 ∝ 〈m1, n1, {p1}|bˆ†bˆ|m2, n2, {p2}〉
∝ m2 〈m1, n1, {p1}|m2, n2, {p2}〉︸ ︷︷ ︸
δ{p1},{p2}
.
Les deux états obtenus par application de bˆ sont donc bien orthogonaux.
B.9 Démonstration de [bˆ, ∂tbˆ†] = 0
Nous montrons dans cette annexe la relation : [bˆ, ∂tbˆ†] = 0, avec :
bˆ = 1√
Nm
∑
l
aˆle
−i∆lt
bˆ† = 1√
Nm
∑
l
aˆ†l e
+i∆lt
∂tbˆ
† = i√
Nm
∑
l
∆laˆ†l e+i∆lt.
(B.13a)
(B.13b)
(B.13c)
Alors :
[bˆ, ∂tbˆ†] =
i
Nm
∑
l,l′
e−i(∆l−∆l′ )t∆l′ [al, a†l′ ]
= i
Nm
∑
l,l′
e−i(∆l−∆l′ )t∆l′δll′
= 0.
Nous obtenons bien :
[bˆ, ∂tbˆ†] = 0 (B.14)
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