Introduction
The philosophy of the present paper is that Pólya's theory of enumeration, which was developed in [7] , can be seen as subsumed by Schur-Macdonald's theory of "invariant matrices" (cf. [8] , [6] ). The cornerstone of the last one is the equivalence between the category of finite dimensional K-linear representations of the symmetric group S d and the category of polynomial homogeneous degree d functors on the category of finite-dimensional K-linear spaces (K is a field of characteristic 0). A natural background for generalization of Pólya's theory are the induced monomial representations of S d , which correspond via that equivalence to the so called semi-symmetric powers (cf. [4] ). Both objects are determined by fixing a permutation group W ≤ S d and a one-dimensional K-valued character χ of W. Then the representation ind A substantial part of problems of combinatorial analysis deal with a finite set of objects, often called figures, and the number of figures is usually irrelevant, provided that it is large enough. For convenience, we may suppose that the set of figures coincides with the set N 0 of non-negative integers. The figures form configurations, that is, elements (j 1 , . . . , j d ) of the free monoid M o(N 0 ) generated by N 0 . Let (x i ) i∈N 0 be a family of independent variables. One introduces a homomorphism of monoids (weight function)
, where the target of w is the (commutative) algebra of polynomials in x 0 , x 1 , x 2 , . . . , with rational coefficients, considered to be a monoid with respect to multiplication. In the generic case, one may suppose without loss of generality that w is the canonical homomorphism of the free monoid onto the free commutative monoid, both generated by N 0 : w(i) = x i , i ∈ N 0 ; the other cases can be obtained by an appropriate specialization of variables x i . Under this assumption, the monomial x j 1 . . . x j d is the weight of the configuration (j 1 , . . . , j d ), the weight function w is S d -compatible and induces a bijection between the orbit space S d \N 
. It turns out that there exist bijections of certain orbit subspaces, including the whole orbit space, onto some index sets which arise naturally within the boundaries of the semi-symmetric powers. Given a K-linear space E with basis (v i ) i∈N 0 , we can construct a basis (v 
is a system of distinct representatives of a set of W -orbits in N d 0 and the corresponding orbit subspace depends on the character χ. In particular, if χ is the unit character 1 W , then J(
The formal infinite sum of monomials
is a homogeneous degree d symmetric function in a countable set of variables and it counts the W -orbits in N d 0 provided with weights. By the fundamental theorem on symmetric functions and by Newton's formulae
where p s = 
which turns into Pólya's theorem in case χ = 1 W .
For instance, let W be the whole symmetric group S d and let χ be the alternating character 
Thus, in the present context, the "old" notation show that the set of semi-symmetric powers is stable with respect to the tensor product and the composition of polynomial functors (cf. [6] ). The corresponding canonical isomorphisms of functors yield generalizations of Pólya's product and insertion rules [cf. 7, Ch. 1, n o 27]). In Section 3 we give an interpretation of Theorem 2.1.2 in combinatorial terms.
Basis of a semi-symmetric power
Throughout the rest of the paper we fix a field K of characteristic 0. All linear spaces and linear maps under consideration are assumed to be K-linear. Given a finite group G, by a (linear) representation of G we mean a K-linear representation. Moreover, if a one-dimensional character of G is given, then, by default, it is K-valued. By N 0 we denote the set of non-negative integers. For any finite set S the number of its elements is denoted by |S|.
The results from this section have been announced in [3] .
1.1. Let G be a finite group. We call a G-module any linear representation M of the group G. Any element a of the group ring KG defines a linear endomorphism a: M → M by the formula z → az.
Let M be a G-module. Given a one-dimensional character α of G, we set:
Clearly, M α is the isotypical component of M, afforded by the character α −1 . The following lemma is easily verified and well known (cf. [9, Ch. I, sec. 2, n o 6, Theorem 8]).
1.2. Let M be a linear space and let G be a finite group. Structure of a monomial G-module on M can be defined by the following data: (a) A basis (v i ) i∈I for M; (b) An action of G on the index set I; (c) A family (γ i ) i∈I of maps G → K\{0} such that γ i (gh) = γ hi (g)γ i (h) for i ∈ I and g, h ∈ G. Then the corresponding (monomial) action of G on M is defined by the rule
We write G i for the stabilizer of i ∈ I in the group G and G (i) for a left transversal of G i in G. Note that the restriction of γ i on G i is a one-dimensional character of the group G i .
Let α be a one-dimensional character of the group G. Let I(M, α) be the set of all i ∈ I such that the maps γ i and α −1 coincide on the subgroup G i .
(ii) The complement of I(M, α) in I also is G-stable; let i ∈ I\I(M, α). We have
and the equality a α (v i ) = 0 holds because the product αγ i is not the unit character of the group G i .
We fix a system I * of distinct representatives of all G-orbits in I. Moreover, we set J(M, α) = I * ∩ I(M, α) and J 0 (M, α) = I * \J(M, α). Following [1, Ch. III, sec. 5, n o 4], we obtain a basis for the linear space M consisting of
( 
, is a basis for the factor-space M/ α M.
Proof: (i) The family (1.2.4) is in α M by definition. Lemma 1.2.2, (ii), and Lemma 1.1.1, (i), imply that the family (1.2.5) is contained in α M. Now, set J = J(M, α) and suppose that j∈J k j a α (v j ) = 0 for some k j ∈ K such that k j = 0 for all but a finite number of indices j ∈ J. We have
hence k j = 0 for all j ∈ J, which proves part (i). In addition, we have proved that the elements a α (v j ), j ∈ J(M, α), are linearly independent.
(ii) Lemma 1.1.1, (ii), yields that the elements a α (v j ), j ∈ J(M, α), are in M α and, moreover, that each element of M α has the form a α (z) for some z ∈ M. Since the union of families (1.2.3) -(1.2.5) is a basis for M and since the endomorphism a α annihilates (1.2.4) and (1.2.5), part (ii) holds.
(iii) Lemma 1.1.1 and part (ii) imply (iii).
1.3. Let W ≤ S d be a permutation group and let χ be a one-dimensional character of W. We recall several definitions from [2] . Let E be a linear space with basis (v i ) i∈L . Then the d th tensor power ⊗ d E has a standard structure of a monomial W -module via the rule ′ is defined by the formula
Varying the arguments E and l, we obtain a polynomial homogeneous degree d functor
on the category of (finite-dimensional) linear spaces (cf. [2] , [6] 
The theorem
2.1. Again let W ≤ S d be a permutation group and let χ be a one-dimensional character of W. Let x 0 , x 1 , x 2 , . . . be an infinite sequence of independent variables. We set
where J(n, d, χ) and J(N 
.).
Proof: Let v 0 , . . . , v n be a basis for the linear space E = K n+1 . Given an element x = (x 0 , . . . , x n ) ∈ K n+1 let (x) denote the linear endomorphism of E defined by the diagonal matrix diag(x 0 , . . . , x n ) with respect to that basis. Then, according to (1.3.1) and (1.3.2), the linear endomorphism [χ] d ((x)) of the semi-symmetric power [χ] d (E) is defined by the diagonal matrix diag(x j 1 . . . x j d ) with respect to the basis (v j ) j∈J(n,d,χ) . In particular, the polynomial g n is the trace of the endomorphism [χ] d ((x)). Therefore g n is a symmetric polynomial in the n + 1 variables x 0 , . . . , x n and, moreover, the sequence (g n ) n≥0 is a symmetric function g(x 0 , x 1 , x 2 , . . .) in a countable set of variables, which coincides with the characteristic of the polynomial functor
Let p 1 , . . . , p d be independent variables. We set
where c s (σ) is the number of cycles of length s in the cyclic decomposition of the permutation σ ∈ W. If χ is the unit character, then Z (1 W ; p 1 2.2. Now, we shall prove two statements concerning tensor product and composition of semi-symmetric powers as polynomial functors (cf. [6, Ch. I, Appendix, A7]).
Let W ≤ S d and V ≤ S r be permutation groups and let χ and θ be one-dimensional characters of W and V, respectively. We consider the Cartesian product
The tensor product λ = χ⊗θ is a one-dimensional character of the subgroup W × V ≤ S d × S r . We identify the wreath product S r ∼S d with its natural faithful permutation representation in the symmetric group S dr (cf. [5, Ch. 4, sec. 1, 4.1.18]). Then the wreath product V ∼ W is a permutation subgroup of S r ∼ S d and the tensor product µ = θ ⊗d ⊗χ is a one-dimensional character of V ∼W. (ii) It follows directly from (1.3.1) that the family Π is a morphism of functors. Then part (i) implies that Π is an isomorphism.
Proposition 2.2.1. (i) For any linear space E the formulae
(iii) Since the trace is multiplicative with respect to tensor products, then for each n ∈ N 0 we have g n (χ⊗θ; x 0 , . . . , x n ) = g n (χ; x 0 , . . . , x n )g n (θ; x 0 , . . . , x n ). Therefore,
and Theorem 2.1.2 completes the proof. 3.2. As a consequence of Lemma 3.1.3, we establish a bijection between the index set J(M, α) from Proposition 1.2.6, under the additional condition γ i (g) = 1 for all i ∈ I, g ∈ G, and the set of all α-orbits. Moreover, the equality (3.1.2) and Lemma 3.1.1, (i), yield that τ H (O) is a divisor of |G : H| for any G-orbit O in the set I. Hence the G-orbits O which satisfy the equivalent statements of Lemma 3.1.3, contain the maximum possible number |G : H| of H-orbits. Thus we obtain a combinatorial interpretation of the bases for the isomorphic linear spaces M/ α M ≃ M α in terms of that maximum property. In particular, Proposition 1.3.2 and the main Theorem 2.1.2 can be restated in combinatorial terms.
