The bat algorithm is a recently proposed meta-heuristic algorithm. 
Introduction
Reliability-redundancy optimization problem [1, 2, 7] is an important and complex mathematical programming problem in the field of engineering. It has been a hot topic of researchers and engineers. The goal tries to design an optimal redundancy allocation scheme to achieve the optimal value of the system reliability with the constraint conditions such as cost, volume and weight. So this problem is also called reliability-redundancy allocation problem(RRAP) [23, 25] . Generally the problem can be described as:
Max R s = f(r,n) s.t. g i (r,n)≤ b i , i = 1,…,p
R s is the reliability of the whole system, p is the number of constraints, g i is the ith constraint, b i is the ith upper limit of resource; r=(r 1 ,r 2 ,…,r m ) is the reliability vector of selected components in the system. n=(n 1 , n 2 ,…, n m ) is the redundant amount vector of the selected components in the system, m is the number of types of available redundancy components in the system. f(.) is the objective function for the overall system reliability. The solution vector of reliability-redundancy optimization problem consists of two parts: the choice of component reliability values and their corresponding redundancy level (the number of redundancy).
Reliability-redundancy allocation problem is regarded as NP-hard problem. In the 1970s the traditional parameter optimization techniques appeared to be inadequate in solving complex reliability-redundancy allocation problems. So finding effective optimization algorithm has always been a hot spot in the field. A wide variety of meta-heuristic algorithms emerge. At present, the main metaheuristic algorithms for this problem are: genetic algorithm(GA) [2, 3, 4, 5] immune algorithm(IA) [6, 29] , variable neighborhood search(VNS) [8] , particle swarm optimization(PSO) [9, 10, 11, 19] , harmony search(HS) [12, 13] , ant colony optimization(ACO) [14] , Tabu Search(TS) [15] , imperialist competitive algorithm(ICA) [16] ，improved cuckoo search(ICS) algorithm [18] et al. Recently, some researchers have proposed hybrid meta-heuristic algorithms by combining with two kinds of meta-heuristic methods to solve the reliability-redundancy allocation problem. Safaei et al. [17] proposed particle swarm optimization algorithm based on simulated annealing (APSO). Wang & Li [31] proposed coevolution method based on differential evolution and harmony search(CDEHS). Chen et al. [20] presented method combined simulated annealing with artificial bee colony algorithm (artificial bee colony, ABC) method (SAABC). Kanagaraj et al. [21] put forward CS-GA method combined cuckoo search (CS) algorithm with genetic algorithm (GA).
Bat algorithm [32] is a new developed meta-heuristic optimization method inspired by echolocation behavior of bats. But it has never been applied to solve reliability-redundancy allocation problem. This paper presents an improved bat algorithm(IBA) for reliability redundancy optimization problem. The results show that the improved bat algorithm is not only simple, but also faster in convergence speed and effective in obtaining better optimal solution for solving reliabilityredundancy allocation problem.
Improved Bat Algorithm（IBA）
Bat algorithm is a new meta-heuristic algorithm, which is proposed by Xin-she Yang recently [32] . Bat algorithm simulates echolocation behavior of some bats to solve optimization problems.
For simplicity, the idealized assumptions and rules are as follows [32] : All bats use echolocation to perceive distance, and they can also "know" the different preys and obstacles in some magical way.
Bats fly randomly with speed v i at position x i with a fixed frequency f min , changing wavelength λ and loudness A 0 to search for prey. They can automatically adjust to wavelength (or frequency) of pulse and the rate of pulse emission r (r ∈ [0,1]) according to the proximity of their object. Though the loudness may be varied in many ways, Loudness is assumed to change from the large positive value A 0 down to a small constant value A min . In order to further simplify the algorithm, it is assumed that the frequency f ∈ [0, f max ]. The higher the frequency is, the shorter the wavelength is, and the smaller the propagation distance is. r is the rate of pulse.It can simply be in the range of [0, 1] . If r is 0 means no pulses, and 1 indicates the max rate of pulse emission. The wavelength λ is not used. Because λf is a constant value, changing the frequency f can achieve the desired effect.
Based on the above idealized assumptions, bat algorithm can be described as follows [32] 
Where, t is the time step. β is random vectors subjected to uniformly distributed in the range of [0, 1]. x* is the current global optimum position. Typically f min = 0, f max = 100, the initial frequency of each virtual bat is uniformly distributed random number in the range of [f min , f max ].
In the local search, a random walk approach is applied for generating a new solution, as shown in formula (5) .
Wherein, ε is a random number, it's value is [-1, 1], A t is average pulse loudness of all bats in time step t.
In the process of approximating its prey, the loudness of pulse will gradually decrease, and the rate of emission pulse will increase. Changes of loudness and rate are implemented by using formula (6) and (7).
Among them, the initial value of A is set in accordance with the specific problems. For simplifying the problem, usually A 0 = 1, A min = 0. A min = 0 means that bats stop sounding when closing to the prey. r 0 is the initial rate of pulse emission, r 0 ∈ [0,1]. T is the time step. α and γ are the adjustment coefficients and can take the appropriate value according to the specific problem, usually α=γ=0. 9 .
Some preliminary studies demonstrate that the bat algorithm is a promising meta-heuristic method. But there are some shortcomings such as the low precision, premature convergence, and the results are greatly influenced by the parameters. In order to improve the performance of bat algorithm to solve optimization problems, enhance search capabilities for the solution space so as to obtain better optimal solution, the bat algorithm has been improved and applied to the reliability -redundancy allocation problem. The improved algorithm is called improved bat algorithm(IBA).
For improving the global search ability of the algorithm, the position of each virtual bat is updated by using formula (8) :
Where i 1 , i 2 , i 3 is random numbers, i 1 , i 2 , i 3 ∈ [1, M], M is the population size, d represents the dth elements in solution vector. x t represents the tth generation solution vector. X best is current global optimal solution. λ 1 , λ 2 are adjustment coefficients, λ 1 , λ 2 ∈ (0,1). Usually λ 2 = (1-λ 1 ), can be also set the proper value depending on the specific problem.
In the process of local search, the following selection strategy is used to obtain the local optimal solution:
(1) A new position s d around the current global optimal solution is generated by using random walk, as shown in formula (9) :
Where η is the adjustment coefficient, it's value is usually between 0 and 1. And rnd j is a normal distribution random number, j = 1,2, ..., D, D is the dimension of the solution vector. The item ηrnd j generates a random step, it makes the current optimal solution move at the current position randomly. This can make the algorithm toavoid local optimal area so as to avoid the premature convergence. It can improve global search ability of the IBA algorithm.
(2) The latest position of the ith virtual bat is determined by the strategy shown in Equation (10) .
Updating the global optimal solution by formula (11). x i t+1 if Fitness(x i t+1 ) < Fitness(x best )
x best = (11) x best otherwise Improved bat algorithm is described as follows:
Initialize the bat population x i (i = 1,2, ...,n) Initialize pulse rates r and the loudness A while (t < Max number of iterations) 
Simulations and Comparisons
In the study of reliability-redundancy allocation problem, there are three benchmark problems: series systems, series parallel systems, complex (bridge) system. The optimization algorithms proposed by many researchers are based on these models.
Problem 1(P1): Series system
The structure of series system [26] is shown in Figure 1 :
Figure 1. Series system
The reliability optimization model is: (12) The input parameters for this problem are shown in Table 1 : 
Problem 2(P2): Series Parallel System
The architecture of series parallel system [28] is shown in Figure 2 :
Figure 2. Series-Parallel System
The reliability optimization model is::
The constraints are the same as the problem 1. This problem is nonlinear mixed integer programming problem.
The input parameters are shown in Table 2 : 
P3:Complex (Bridge) System
The structure of complex (bridge) system [24] is shown in Figure 3 : The reliability optimization model is:
The constraints are the same as the problem 1. This problem is nonlinear mixed integer programming problem. The parameters value of this problem are shown in Table 1 .
Simulation Results, Analysis and Discussion
In order to evaluate the performance of the algorithm, the proposed IBA is applied to solve three benchmark reliability-redundancy allocation problems. And the simulation results are compared and analyzed. The following parameters of simulation experiment are used in the IBA: The maximum number of iterations is 1500, population size M = 40, the loudness A = 0.9, rate of pulse emission r = 0.1, λ 1 =0.4, λ 2 =0.6, η=0.1.
To measure the improvement of IBA than BA, BA is also applied to solve the three benchmark reliability-redundancy allocation problems. The parameters are The maximum number of iterations is 15000(If the maximum number of iterations is set to 1500, BA can't get the satisfactory optimal solution. ), population size M = 40, the loudness A = 0.9, rate of pulse emission r = 0.1, the frequency f min = 0, f max = 10. In order to avoid violating the constraints, it is necessary that unfeasible solutions should be adapted to feasible solutions. In this paper, a penalty function is used for handling constraints. Thus the constrained optimization problem is transformed into the unconstrained one. Usually the maximization of f(x) can be converted into the minimization of -f(x).So the reliability-redundancy allocation problem formulated by formula (1) can be described as follows:
Where F (x) is penalty function, f (x) is objective function. g j (x)(j = 1, 2, . . . , p) is the jth constraint, and μ is penalty coefficient, and it is set to 10 15 here. In the reliability-redundancy allocation problem, n i which represents the number of redundancy components is discrete variable. But in the proposed IBA, n i is adjusted by a real number, the handling method transforms n i into the nearest integer.
The IBA and BA are all coded in C++ and the simulations are on the Intel(R) Core(TM) i3-2130 CPU @3.40Ghz 3.40Ghz with 2GB memory.
The IBA and BA all run 50 times independently for each optimization problem. The simulation results and statistical features are listed in table 4-9.
The comparisons of statistical results for P1,P2,P3 and P4 are listed in Table 4 -7,where Best represents the best results, Worst represents the worst result, Mean denotes the mean results and SD denotes standard deviation. It can be seen from Table 4 , for series system(P1),the best, the worst , and mean values of the results obtained by IBA are all higher than those of BA. It can be illustrated that the IBA has made the better optimal solution, and has a stronger capability for searching solution space. The total iterations and the average convergence numbers of IBA are significantly lower than those of BA, which shows that the IBA has faster convergence speed. The Average CPU time of IBA and BA are 0.60656s and 6.42046s, respectively, it is shown that the computational efficiency of IBA is significantly higher than that of BA. The standard deviation(SD) of IBA and BA are 7.4872e-04 and 6.6684e-03 respectively, IBA has a smaller standard deviation, which indicates that IBA has better stability than BA.
As above, for P2 and P3, we can clearly see from Table 5 and Table 6 , the IBA has obtained large improvements on all measurement indexes than BA. In short, the IBA is greatly superior to BA for solving reliability-redundancy allocation problems.
The comparisons between the best solution of the IBA and other result reported in previous literatures for three benchmark problems(P1,P2,P3) are listed in Table  7 -9.
In order to measure the degree of the improvements made by the IBA to the previous best known results, the maximum possible improvement(MPI) index was adopted. And it was described as follows:
Where f IBA represents the best results obtained by IBA, f other represents the best result reported in the previous literatures. It can be seen from Table 7 , for series system(P1), the best results reported by Kuo et al. [26] , Xu etc. [27] , Hikita etc. [28] , Chen [6] , Hsieh [29] and Valian [18] are 0.9275, 0.931677, 0.931363, 0.931678,0.931682340 and 0.931682387 respectively. The best result of the proposed IBA is better than the best results obtained by the above six algorithms. And the corresponding improvements(measured by MPI) are 5.769%, 0.0079%, 0.4653%, 0.0064%, 0.0007% and 0.000001%. The best result obtained by Kanagaraj[21] is 0.931682388, it is the same as the best results obtained by IBA in this paper. It is worth mentioning that, even if the reliability value is obtained in a very little improvement, it is very important for high reliability application system. Table 8 shows that, for series parallel system(P2), the best solutions obtained by Hikita etc. [28] , Hsieh etc. [5] , Chen [6] , Hsieh [29] and Valian [18] are 0.99996875, 0.99997418, 0.99997658,0.999976649 and 0.999976649 respectively. The best solution of the proposed IBA is better than the best results of above five algorithms, the corresponding improvements were 25.28%, 9.5662%, 0.2989%, 0.0043% and 0.0043% respectively. The best result obtained by Wang [31] and Kanagaraj [21] is 0.99997665, it is as good as best results obtained by IBA.
Through the comparison in Table 9 , about complex(bridge) system(P3), it is obvious that the best values got by Hikita etc. [28] , Hsieh etc. [5] , Chen [6] , Coelho [7] and Hsieh [29] are 0.9997894, 0.99987916, 0.99988921, 0.99988957 and 0.9998893505 respectively. The best value of the proposed IBA is better than those obtained by the above five algorithms, the corresponding improvements are improved 47.5973%, 8.6726%, 0.3881%, 0.0634% and 0.2616% respectively. The best result obtained by Valian [18] and Kanagaraj [21] is 0.99988964, it is equal to the best value of the proposed IBA.
Considering the overspeed protection system, Table 11 indicates that the best solutions obtained by Dhingra [30] , Yokota etc. [24] , Chen [6] , Coelho [7] , Hsieh [29] and kanagaraj [21] are 0.99961, 0.999468, 0.999942, 0.999953 ,0.999954675 and 0.999954675 respectively. The best solution of the proposed has got the better solution than the above six algorithms. The corresponding improvements are 88.3795%, 91.4812%, 21.8621%, 3.5745%, 0.011% and 0.011% respectively. The best results obtained by Valian[18] is 0.99995468, it is as good as the best result obtained by proposed IBA.
From the above, the proposed method has led to better or the same result. It is demonstrated that the presented IBA is an excellent algorithm for solving reliability-redundancy allocation problems.
Conclusion
In order to improve the precision and the convergence speed of the bat algorithm, an improved bat algorithm (IBA) was proposed in this paper. In the IBA, the update strategy of position and the strategy of generating local optimal solution are improved. The proposed approach is used to solve three benchmark reliability-redundancy allocation problems. The simulation results show that computational efficiency, convergence rate, precision of the proposed algorithm are all greatly enhanced and it has better stability. Compared with server typical approaches in the previous literatures, the proposed algorithm also meets or exceeds those in the best solution. It is demonstrated that the presented algorithm is effective for reliability-redundancy allocation problems. And it is a promising optimization algorithm.
