: Overview of the proposed method. First, human pose in the input video is estimated. From this, multiple plausible human poses are predicted for a long-term near-future. Finally, the future video based on the predicted poses is generated.
INTRODUCTION
Predicting the immediate-future from observed visual information has wide applications (e.g., robotics, autonomous cars). In particular, when developing a machine that interacts with humans, incorporating future prediction is useful to prevent accidents. Therefore, predicting human behavior is a remarkably important, but also challenging task, since several requirements have to be met. First, since sometimes future is uncertain, there are multiple plausible futures that may occur. Thus, future prediction methods that predict only one future [4, 27] out of a range of plausible events, are not suitable to certain real world situations (e.g., an autonomous car that sees a pedestrian on the road). Also, if the predicted future implies a dangerous situation, it is necessary to handle it appropriately. If we want to avoid a dangerous future, short-term predictions may not provide a time span long enough to handle the situation, and thus, relatively long predictions are desirable (e.g., an autonomous car predicts an accident but cannot stop in time). Furthermore, in case that predictions are interpreted by humans, predictions need to be in an interpretable form, such as natural language sentences or videos. Especially, videos contain a lot of information, and thus, many prior works try to generate videos predicting the future [17, 18] . This paper presents a novel method for video prediction of multiple futures from a given input human video. The predicted future is long-term (about two to four times longer than short-term future prediction [18, 29] ). We also tackle the generation of the video representing the predicted future. Before generating the future videos, our method first predicts future poses from the human present in the input video. There are two reasons for this approach. First, when generating long video from scratch (i.e., without pose information) using 3D convolutional neural networks, objects with complex motion such as humans tend to disappear or collapse [28] . Second, considering applications involving interaction with humans, such as robotics and autonomous cars, prediction of human behavior has higher priority than other objects.
Many existing works tackle the task of predicting future human pose from an input human pose by using Recurrent Neural Networks (RNNs) [10, 12, 27, 29] . However, when predicting long-term poses, training an RNN takes a considerably long time because RNNs training cannot be parallelized. RNNs also suffer from the problem of vanishing gradients, which hampers learning of long data sequences. So, for long-term pose generation, we use unidimensional convolutional neural networks (1D CNN) instead of RNNs. We generate predictions of plausible future poses via generative adversarial learning [11] . However, adversarial learning suffers from mode collapse, in which only a few or a single data are generated. We introduce a latent code [7] representing different behaviors to be able to generate multiple poses. Also, we include a location condition on the generated poses, so human motion is attracted towards different points of the image.
Our contributions are as follows.
• We propose a novel method for future human video prediction. We predict multiple futures by (1) imposing a condition to generate various types of motions, and (2) imposing a condition to generate motions towards various locations in the image.
• In order to handle long-term future prediction of human behavior, we propose a novel approach for generating human pose sequences using unidimensional convolutional networks.
• We provide extensive evaluation of the proposed method to validate our results, and a comparison with state-of-the-art works.
RELATED WORK
In recent years, future video prediction has been approached by methods based on Generative Adversarial Networks (GANs) [11] .
Generative adversarial networks
GAN is a generative model in which a discriminator tries to classify between fake data produced by a generator or real data. The learning finishes when the generator fools completely the discriminator. While the output of GAN is generated from latent noise and cannot be controlled, Conditional GAN (CGAN) [19] includes an input label that conditions the generated data. InfoGAN [7] unsupervisedly models the relationships between the latent code and the generated images by maximizing the mutual information between them. This allows to apply variations to the generated images without requiring an input label. However, these networks suffer from mode collapse, that is, the model ends up generating only a single or a few predominant data.
Automatic video generation
GANs have been mainly used for image and video generation tasks, being the latter more challenging since consecutive frames have to be coherent. Vondrick et al. [28] proposed Video GAN, which generates a foreground video, a background image, and a mask video to merge them. In order to improve coherence in motion and appearance, Ohnishi et al. [21] proposed Flow and Texture GAN, which generates optical flow first and then the appearance of the video in a hierarchical architecture. Instead of generating a video from random latent variables, Mathieu et al. [18] approached the task of generating a video as a continuation of the a video input as a condition. Later, Lee et al. [17] generated multiple future videos from the same input video.
Human pose prediction
Human motion prediction aims to generate plausible future human behavior from a human behavior input such as coordinates or angles of human joints. Although many prior works that approached this task [1, 2, 25, 30] , recent developments in deep learning provided an improvement in the results. Fragkiadaki et al. [10] proposed the Encoder-Recurrent-Decoder model to predict future human poses, which consists of a long short-term memory (LSTM, a kind of RNN) [13] , an encoder and a decoder. Similarly, Bütepage et al. [4] predicted future human poses using an autoencoder-like model. Gui et al. [12] proposed a method for future human pose prediction based on adversarial networks with a gated recurrent unit (GRU, a kind of RNN) [8] . While many previous works employ RNNs, these suffer from the vanishing gradients problem: the longer the path between two elements, the worse forward and backward signal propagation [15, 26] . Also, small errors in the output of the LSTM are propagated, and accumulated when generating long sequences. This makes them unsuitable for learning long-term pose sequences.
Future video generation using human pose
One of the most successful approaches for generating human video is by using a human pose input. Yan et al. [31] generated future video from an input frame and a given sequence of future human poses. Villegas et al. [27] first predicted future human poses as bodyjoint coordinates using an LSTM and then generated video frame by frame based on generated pose. This approach succeeded in generating long-term videos, but cannot generate multiple futures because the output of an LSTM does not vary for the same input. Cai et al. [5] proposed an adversarial network that generates human pose sequences from latent noise and an action class label, and a network that generates video from the generated poses. This model can be extended to generate a future pose given a past pose, but cannot generate a variety of multiple futures. Also, using an action class label is unsuitable for future prediction since the behavior of the human may not follow a specific action pattern. Walker [29] combined an LSTM and a variational autoencoder (VAE) [16] to generate multiple human poses from a pose sequence input, and then generate a video using 3D convolutional neural networks. The VAE allows generating multiple human poses, which are then fed to the LSTM to predict a sequence of future poses. However, this approach is unsuitable for long-term future prediction because errors in the LSTM will be accumulated exponentially.
In this paper, we propose a method for long-term video prediction of multiple futures. In order to generate long-term near-future sequences, we leverage unidimensional convolutional neural networks, which allow generating sequences without suffering from Figure 2 : Overview of our pose estimation network. Human poses in the input video are estimated using OpenPose [6] . Then, an autoencoder network corrects wrongly estimated poses.
the vanishing gradients and error propagation problems. Then, we encourage our network to generate of a variety of multiple futures by using two conditions; a latent code that induces a type of motion, and an attraction point that induces motion towards a location in the image. Figure 1 shows an overview of our method, which consists of three networks that are trained independently. First, our pose estimation network provides the human pose in a given input video. Then, our pose prediction network generates future human pose sequences that are smooth, varied and long. Finally, our video generation network generates future video corresponding to the generated poses. Since the duration of our predicted human poses is comparatively long, and represent a variety of multiple futures, the generated videos show the same characteristics.
METHODOLOGY

Pose estimation network
We show an overview of our pose estimation network in Figure 2 . Our pose estimation network estimates the position of the body joints of the human in the video in image coordinates (xy). Several networks have been proposed in the past [6, 20] ; we use OpenPose [6] , which has been widely utilized in a variety of related applications. However, Openpose sometimes provides wrong estimations (e.g., missing joints). Thus, we introduce an autoencoder network to correct the estimated coordinates. This network consists of an encoder and an decoder, which consist of two fully connected layers each. The network is trained using a dataset with annotations of human joint coordinates (see Section 4.1), by minimizing the mean squared error between estimated coordinates and those of the ground truth.
Pose prediction network
Our pose prediction network takes our estimated poses as input and generates future pose sequences. Our generated pose sequences are smoothly connected to the input poses, they have a long-term duration, and represent a variety of multiple futures. Figure 3 shows an overview of our pose prediction network. It consists of three modules: a pose generator(G p ), a global pose discriminator (D pд ), and a local pose discriminator (D pl ). Let p t ∈ R 2N be the human pose at time step t. Here, N is the number of joints that compose the pose, and p t is a vector containing the xy coordinates of N joints at time step t. The input of G p is a latent noise z, the input poses from a T frames-long video P in = (p 0 , p 1 , ..., p T −1 , a latent code c, and an attraction point a ∈ R 2 (c and a are explained later). The output of G p is a sequence of T ′ future human posesP дen = (p T ,p T +1 , ...,p T +T ′ −1 ) that follow P in .
The structure of the network is based on CGAN [19] ; the input poses are included as a condition to G p , D pд and D pl . However, our method contain two major modifications. First, we use two discriminators, one global and one local. Whereas D pд tries to discriminate if the generated sequence of T ′ poses are real or fake, D pl tries to discriminate a short subsequence of T ′′ poses (T ′′ < T ′ ). The global discriminator pays attention to only the overall flow of the sequence, but since we generate long-term future, it may overlook spontaneous erroneous poses. Introducing a local discriminator that pays attention to short-term details allows our network to generate smoother and more realistic pose sequences. Second, we use unidimensional convolutional neural networks (1D CNNs) in our generator and discriminators. Although many previous works [10, 12, 27, 29] used RNNs (i.e., LSTM and GRU) for predicting future human pose sequences, 1D CNNs have advantages over RNNs. Whereas RNNs need to be trained sequentially (i.e., one instance at a time), CNNs can be trained in parallel, reducing the execution cost. Also, 1D CNNs can model distant time relationships without being as sensitive as RNNs to the problem of vanishing gradients (see Section 2.3). Whereas RNNs need O(t) steps to predict an element separated t frames from the input, 1D CNNs with a stride width of s need only O(log s t) layers. Since the problem of vanishing gradients (see Section 2.3) gets worse with the number of steps/layers, 1D CNNs seem more suitable to model long-term relationships. In image generation with a 2D CNN [22] , an image is regarded as a three-dimensional entity ∈ R H ×W ×3 and convoluted in height and width direction using a two dimensional filter. In our generation task with a 1D CNN, we regard a pose sequence as a two-dimensional entity P ∈ R T ×2N (each row is an individual pose p) and convolute it in the height (time) direction with a onedimensional filter.
CGAN suffers from mode collapse, that is, the generator fails to adequately cover the space of possible predictions and instead generates one or a few prominent modes, ignoring the latent variables. Thus, only modifying the latent noise z is not enough to generate multiple varied pose sequences. To tackle is problem, our method includes two additional inputs to the generator, namely the latent code c and the attraction point a. Both are randomly initialized during training, and then used during testing for pose generation from different combinations of c and a. InfoGAN [7] models the relationship between the latent code c and the generated data G(z, c) in an unsupervised way, by maximizing the mutual information between them. Since human actions can be categorized to some extent (e.g., "walking" or "sitting"), we aimed at establishing a correspondence between such action categories and the latent code, and thus, we represent c as a one-hot vector. The attraction point a represents the xy coordinates of a point in the image space, and used to train G p to generate poses towards the attraction point. This allows our method to generate multiple varied pose sequences depending on a, which in turn is chosen randomly. When generating pixel-based To generate long pose, we use two discriminators and use 1D CNN in generator and discriminators. We generate diverse pose sequences by changing latent code and attraction point randomly.
data (i.e., image or video), applying this kind of constraint explicitly is not intuitive, but for our joint-coordinates generation task is possible.
Training. During training, G p tries to fool both discriminators by generating plausible future pose sequences, while D pд and D pl try to classify whether the pose sequences are real or generated. The objective function for adversarial learning between G p , D pд and D pl is as follows:
(1) P in is the input pose sequence and P дt is ground truth for the future pose sequence.
The objective function to maximize the mutual information between latent code c and generated poses is:
As in [7] , D pд estimates the latent code c from G p (z, c, a). Q(c ′ |G p (z, c, a)) is the distribution learned by D pд from the generated data to latent code and C is the number of categories. Our generator G p is trained to minimize the distance between the generated poses and the attraction point a. More concretely, it minimizes the distance between a and the generated coordinate of the waist joint at future frame t ′ :p T +t ′ ,waist .
In addition, in order to generate smoother pose sequences, we introduce a loss that reduces sudden speed changes between adjacent poses.
(4) In summary, the overall objective function is:
where λs are coefficients to weight the contribution of each loss.
Implementation. In our implementation, T (the length of the input pose sequences) is 16, T ′ (the length of the output pose sequences) is 128 and T ′′ (the length of the input pose sequences to D pl ) is 16. C (the number of categories of the latent code c) is 15. G p consists of seven unidimensional convolutional layers and D pд and D pl consist of three unidimensional convolutional layers and one linear layer. D pд has additional two linear layers to estimate c ′ . All the unidimensional convolutional layers have a kernel size of 4, a stride of 2, and a padding of 1. We set λ c = 10, λ a = 50 and λ dif f = 100. Figure 4 shows an overview of our video generation network. Our video generation network generates future frames with respect to a past frame and our predicted future pose sequence, following an adversarial approach. We use an architecture based on [31] . It generates a single future frame from two inputs, namely the last frame of the input video x T and a generated future pose p t ′ . The final video is obtained by repeating this for all T ′ future frames. Figure 4 : Overview of our video generation network. Each future framex t ′ is generated from the last frame of the input video x T and the heatmap of the generated future pose h t ′ . Input images to the discriminator are masked to show only the area around the predicted poses, so that the discriminator can focus on the human.
Video generation network
Not generating the whole video directly at once [28] but generating each frame individually increases the image quality.
Before being input to the video generation network, the human pose coordinates generated by the pose prediction network p t ′ are transformed into a heatmap h t ′ . Our heatmaps have N channels, in which each channel represents the position of each joint using a Gaussian distribution centered in the predicted xy coordinates. Thus, for a future frame t ′ , the frame generator G f takes the last input RGB frame x T and the predicted future pose h t ′ . Our G f follows the U-Net architecture [23] . Inputs x T and h t ′ are concatenated in the channel direction. G f encodes the image with 3 + N channels and decodes it into the future framex t ′ . Then, our frame discriminator D f takes the input image x T , the generated future pose h t ′ , and either the real future frame x t ′ or the generated future framex t ′ and discriminates whether future frame is real or fake (i.e., generated). Since generating a realistic human is more difficult than generating the background, D f should focus on the foreground human. Therefore, we mask D f input images to show only the area where the human appears, delimited by the outermost joint coordinates (Fig. 4) .
Training. When training our video generation network, instead of using the poses generated by the pose prediction network, we use the poses from the ground truth data. We use three kinds of objective functions, as in [31] . The first one is the adversarial loss:
The second one is the mean absolute error between the pixels in the ground truth video and the generated video:
where M is the total number of pixels in each frame. Lastly, the triplet loss [24] ensures proper continuity among video frames. Triplet loss addresses three images (i.e., an anchor, a positive and a negative) and minimizes the distance between an anchor and a positive and maximizes the distance between an anchor and a negative. In a video, the L2 distance of adjacent frames should be smaller than that of distant frames. Therefore, when the anchor isx t ′ , we setx t ′ +1 as positive andx t ′ +5 as negative. The concrete objective function is:
In summary, the overall objective function is:
Implementation. G f consists of an encoder and a decoder, which are connected with skip connections. The encoder and the decoder consist of eight convolutional layers. The first layer of the encoder and the last layer of decoder have a kernel size of 3, a stride of 1, and a padding of 1. The other layers have a kernel size of 4, a stride of 2, and a padding of 1. We set λ L 1 = 10000 and λ t r i = 1000.
EXPERIMENTS
Evaluating generated video is not straightforward, and normally a single metric is insufficient. In our method, the diversity of the generated futures is an important criterion, but it is not enough and to predict the future of ground truth is also important. In addition, video quality should also be evaluated. Following the evaluation in [17] , we evaluate generated poses and videos from three criteria: realism, diversity and accuracy.
Dataset
We use the Human3.6M [14] dataset to train and evaluate our entire pipeline. Videos in this dataset show 11 actors showing different behavior (e.g., walking, sitting). All frames are annotated with the real and image coordinates of 32 body joint positions accurately measured via motion capture. We use 720 videos corresponding to subjects 1, 5, 6, 7, 8 and 9 as train data and 120 videos of subject number 11 as test data.
We preprocess the videos in the following manner. In order to enlarge actors, videos are cropped by using the outermost poses in the entire sequence, and then resized into 128×128 patches. Since Human3.6M videos have a high frame rate, motion between adjacent frames is small. Therefore, we subsample the video uniformly by taking one every four frames. We apply two kinds of data augmentation. One is horizontal video flipping. The other is padding frames with black pixels, and randomly cropping patches of size 128×128 containing the human. Since our method masks the human of the input image to the discriminator (see Section 3.3), this augmentation is not harmful for our method. We use 14 joints out of the 32 provided: head, neck, right shoulder, right elbow, right wrist, left shoulder, left elbow, left wrist, right waist, right knee, right foot, left waist, left knee and left foot. In all experiments, an input of 16 frames long is used to generate future videos of 128 frames long generated as a continuation of the input.
Comparison with the related work
To the best of our knowledge, there is no other work on long-term multiple future video generation, so we compare the performance of our method with two state-of-the-art works in long-term future Figure 5 : Examples of generated poses and frames. Input frames are marked in green and generated frames are marked in red. Pose sequences generated by [27] contain less motion (in the walking video, the generated person does not move their legs, although they move forward), and the connection between input poses and generated poses is not smooth. The first few video frames generated by [29] are realistic, but the later frames are blurred compared to ours and [27] . Our method and [27] , which generate videos frame by frame, have a lower consistency in the person's clothes color than [29] , which generates an entire video. This could be avoided by employing a dataset with a greater variety of clothes. 
Realism of the generated futures
In this experiment, we evaluate the realism of generated futures via a user study on Amazon Mechanical Turk (AMT). We show workers a pair of future poses or a pair of future videos generated by our proposed method and [27] or [29] , and workers select the one that looks more realistic. 600 pairs of poses/videos each were evaluated by 60 workers. Table 1 shows the experimental results. We outperformed both [27] and [29] in terms of the realism of the generated poses and videos. Table 1 suggests superiority of our pose prediction network, which leverages a unidimensional CNN to predict long-term poses. Compared to [27] , our generated poses were preferred, but for videos there is almost no difference. Both [27] and our method generate long-term future frames from the past frame x T and a future pose p t ′ . The further t ′ gets from T , the harder generating complex poses p t ′ is. Unlike [27] , we generate multiple futures that contain a variety of motions, which makes them harder to generate. Also, users preferred our videos to those of [29] . The first few frames of the videos generated by [29] have a good quality, but rest of the frames tend to be blurry.
Diversity of the generated futures
We evaluated the diversity of the predicted futures by calculating the distance between futures generated from the same input video. The more varied the futures are, the larger the distance. We calculate the distance between two future poses as the mean squared error (MSE) of the image coordinates of their 14 joints. Besides, we calculate the distance between two future videos as the cosine distance of the feature vectors from VGG16 (pretrained by ImageNet [9] ). This distance is calculated as the average of the five cosine distances between the feature vectors of each of the five pooling layers of VGG16. The L2 distance between the pixels of two videos is another possible distance. However, humans tend to recognize two videos different when different objects exist or different movements are performed. Whereas feature vectors of VGG16 are more sensitive to image content, L2 distance is more sensitive to visual attributes such as brightness. Thus, using cosine distance of feature vector of VGG16 is in line with human intuition. Our method is able to generate multiple futures by leveraging a latent code c and an attraction point a. Therefore, we evaluate diversity in four ways: with c and a, with c and without a, without a and with c, without c and a. Also, we compare the results with the multiple futures generated with [29] . Since [27] cannot generate diverse futures, it is not included in this evaluation. Table 2 shows the obtained results. When we disabled both the latent code c and the attraction point a, mode collapse occurs and the average distance between two samples is remarkably small. On the other hand, the greatest distance is obtained when using both c and a. From this, we can conclude that our latent code and attraction point are effective to generate multiple futures.
Accuracy of the generated futures
Since one of the goals of this research is to generate multiple futures, in principle generating futures far from the ground truth future is not a problem. However, it is desirable that some futures among the variety generated are close to the ground truth. Hence, we generate 100 future poses and videos from the same input video, and measure their distance with the ground truth. Similarity between poses is calculated using the MSE of the image coordinates of the joints (the lower the MSE the higher the similarity). Similarity between videos is calculated as the cosine distance of the feature vectors of VGG 16, and the peak signal-to-noise ratio (PSNR). We use the PSNR distance to measure frame differences at the pixel level. We compare the accuracy of the four combinations of adding the latent code c and the attraction point a, and the methods in [27] and [29] . Figure 6 shows the similarity metrics between the ground truth and the video among the generated one hundred with the highest similarity to the ground truth. With respect to the pose accuracy, using c and a allows for a wider variety of generated poses, thus, there is a higher chance that futures resembling the ground truth are generated. The results suggest that our two additional inputs are effective for not only generating multiple futures but also generating accurate futures. With respect to the video accuracy, although our method outperforms [29] in terms of both accuracy of poses and realism of videos, the video accuracy is very similar. The reason is that future videos in [29] reflect better pixel colors in the input video, despite being blurry (and thus, less realistic).
CONCLUSIONS AND FUTURE WORK
In this work, we present a novel method for generating long-term future videos of multiple futures from an input human video using Figure 6 : Comparison of the similarity between the generated futures (poses and videos) and the ground truth. a hierarchical approach: first predicting future human poses and then generating the future video. We propose a novel network to predict long-term future human pose sequences by using unidimensional convolutional neural network in adversarial training. Also, we propose two additional inputs that allow predicting a variety of multiple futures: a latent code and an attraction point. Finally, videos generated with our predicted poses are also long and multiple. Experimental results on the realism, diversity, and accuracy of the generated poses and videos show the superiority of the proposed method over the state-of-the-art.
As our future work, since our method generates videos frame by frame, videos with a higher resolution could be generated by leveraging the latest image generation techniques using GAN [3] . Also, we plan to tackle the limitations of our method; for example, generating videos with moving background, and generating videos different from humans.
