This paper studies the transceiver design of the Gaussian two-pair two-way relay channel (TWRC), where two pairs of users exchange information through a common relay in a pairwise manner. Our main contribution is to show that our scheme can achieve the capacity of the two-pair TWRC to within 1 2 bit per user. In the proof, we develop a hybrid coding scheme involving Gaussian random coding, nested lattice coding, superposition coding, and network-coded decoding. Further, we present a message-reassembling strategy to decouple the coding design for the user-to-relay and relay-to-user links, so as to provide more flexibility to fully exploit the channel randomness. We also show that judicious power allocation among the superimposed codeword components at the relay is needed to approach the channel capacity.
I. INTRODUCTION
Two-way relaying (TWR), in which two users exchange information via a single relay, has attracted much research interest in the past decade. The transmission scheme over a two-way relay channel (TWRC) consists of two links. In the user-to-relay link, the two users transmit signals to the relay; in the relay-to-user link, the relay broadcasts signals to the users. The main idea, termed physical-layer network coding (PNC) [1] , is to allow the relay to decode a linear function of incoming messages, and to allow each user to decode the message from the other user by exploiting the self-message. Compared with conventional relaying, PNC-aided two-way relaying has the potential to double the network throughput [2] . More recent progresses on TWRC and PNC has been reported in [3] , [4] and the references therein.
A natural extension of TWR is multi-pair TWR that supports multiple pairs of users engaged in pair-wise data exchange. Multi-pair TWR finds applications in a variety of communications scenarios. For example, in satellite communications, a satellite can serve as a relay to enable multiple ground stations to exchange information simultaneously. Compared with the single-pair case, the transceiver design for multi-pair TWR is more sophisticated, since the latter needs to carefully deal with the inter-pair interference. It has been shown that the capacity of the two-pair TWRC can be achieved to within 3 2 bits by the so-called divide-and-conquer relay strategy [5] .
This paper studies the transceiver design for the two-pair TWRC in the finite SNR regime. The main contribution of the paper is to show that our scheme can achieve the capacity of the two-pair TWRC to within 1 2 bit per user. This result is much tighter than the state-of-the-art capacity bound developed in [5] . A number of new techniques are employed in the proof of our new bound. To be specific, we put forth a hybrid coding scheme involving Gaussian random coding, nested lattice coding, superposition coding, and network-coded decoding. Also, we present a messagereassembling strategy to decouple the coding design for the user-to-relay and relay-to-user transmissions. This provides more flexibility to exploit the randomness of the user-to-relay and relay-to-user channels. To evaluate the capacity, we use the so-called restricted outer bound as a benchmark. We show that, with a careful design of the power allocation strategy for the codeword components at the relay, every boundary point of the outer bound can be achieved to within 1 2 bit under arbitrary channel conditions.
II. SYSTEM MODEL

A. Channel Model
As illustrated in Fig. 1 , we consider a Gaussian two-pair TWRC with four user nodes and one relay node. The users exchange information in a pairwise manner with the help of the relay. Specifically, users 1 and 2 form a pair, referred to as pair A; users 3 and 4 form the other pair, referred to as pair B. The channel consists of two links, namely, the user-to-relay link and the relay-to-user link. In the user-torelay link, all the users simultaneously transmit signals to the relay; in the relay-to-user link, the relay broadcasts signals to all the users. We assume full duplex transmission, in which each node transmits and receives signals simultaneously at different frequency bands. The rate results presented in this paper directly carry over to the case of half duplexing by including a multiplicative factor of 1 2 . Denote ℐ = {1, 2, 3, 4}, ℐ A = {1, 2}, and ℐ B = {3, 4}. User , ∈ ℐ, has a message ∈ {1, ..., 2 } for transmission, where is the number of channel uses, and is the rate of user . The message is encoded into a codeword x , where x =
[
(1) , ..., ( ) , ..., ( ) ] ∈ ℝ . In the user-to-relay link, the four users transmit signals simultaneously. The received signal at the relay in time slot , ∈ {1, ..., }, is given by
R ∈ ℝ is the received signal, ℎ ∈ ℝ is the channel gain between user and the relay, and
The corresponding vector form of the userto-relay link in (1) is given by
where
, and z R = [
. Upon receiving y R , the relay performs decoding and then re-encodes the decoded messages into a codeword x R , where
Then, in the relay-to-user link, the received signal at user in time slot is
≤ R , ( ) ∈ ℝ is the received signal at user , ∈ ℝ is the channel gain between the relay and user , and ( ) ∈ ℝ is the white Gaussian noise ∼ (0, 2 ). The corresponding vector form of the relay-to-user channel in (3) is given by
where y =
R , ...,
, and z = [
(1) , ..., ( ) ]
. Following the convention in [2] , [5] , we assume perfect channel state information (CSI), i.e., {ℎ , | ∈ ℐ} are perfectly known by the nodes in the network.
With the help of self-message , user ∈ ℐ , ∈ {A, B}, decodes¯based on y , yielding an estimated messageˆ¯, where¯is the complement of in ℐ , ∈ {A, B}. A rate tuple ( 1 , 2 , 3 , 4 ) is said to be achievable if the probability of ∕ = , ∈ ℐ, vanishes as goes to infinity. The capacity region is defined as the closure of all achievable rate tuples.
B. Capacity Outer Bound
In this section, we present an outer bound of the capacity region. This bound is developed based on the well-known cutset theorem [6] .
Proposition 1: An outer bound of the capacity region is given by
, ∈ ℐ (7)
where "log" denotes the logarithm with base 2. We note that the above bound is referred to as the "restricted outer bound" in [5] . We use this bound as the benchmark to analyze the capacity region of the TWRC.
III. TRANSCEIVER DESIGN
In this section, we propose a transmission scheme to establish an inner bound of the capacity region.
A. Preliminaries
From the user symmetry in each user pair, we always assume 1 ≥ 2 and 3 ≥ 4 without losing generality. We will design different coding and power allocation strategies for different channel conditions. Clearly, there are 24 different orders of the four user channels for the user-to-relay link, and the same amount of orders for the relay-to-user link. It will be a formidable task to enumerate all the 24 × 24 possibilities in system design.
To alleviate this burden, we consider an auxilliary two-pair two-way relay system ({ĥ }, {ˆ}, {ˆ2}), where the user-torelay channel coefficients of the equivalent system are denoted by {ĥ }, the relay-to-user channel coefficients denoted by {ˆ}, and the noise powers denoted by {ˆ2}. We say that the new system ({ĥ }, {ˆ}, {ˆ2}) is equivalent to the original system ({ℎ }, { }, { 2 }) if the new system has the same outer bound as the original one in (5) . Then, we have the following proposition.
Proposition 2: For an arbitrary two-pair two-way relay system ({ℎ }, { }, { 2 }), there always exists an equivalent system ({ĥ }, {ˆ}, {ˆ2}) satisfying the following conditions:
. Proof : The proof can be found in [7] . Due to space limitation, we omit the details here. ■ Remark 1: In Proposition 2, condition (i) ensures that the equivalent system ({ĥ }, {ˆ}, {ˆ2}) is always worse than the original system; condition (ii) ensures that the channel coefficients of the equivalent system always satisfy certain orders. Therefore, Proposition 2 allows us to only consider the following situation: ℎ 2 1 1 ≥ ℎ 2 2 2 and ℎ 2 3 3 ≥ ℎ 2 4 4 for the user-to-relay link; for the relay-touser link. This simplifies the subsequent analysis. Let¯2 = 2 2 , ∈ ℐ be the effective noise power seen by user in the relay-to-user link. From Remark 1 in Section III-A, we always have¯2 1 ≥¯2 2 and¯2 3 ≥¯2 4 . Also, due to the symmetry between the two user-pairs, we assume¯2 4 ≥¯2 2 without losing generality. Hence, we only need to consider the following three channel orders:
Due to space limitation, we only analyze the rate gap for the channel order of¯2 3 ≥¯2 4 ≥¯2 1 ≥¯2 2 for the relay-to-user link. The proof for the other two cases can be found in [7] .
B. User-to-Relay Transmission
In the user-to-relay link, users send signals to the relay. Our transmission strategy is that, in each pair, the user with the stronger channel transmits a superposition of a Gaussian codeword and a lattice codeword 1 , and the other user only transmits a lattice codeword. The two users in each pair share a common nested lattice code. For each pair, the relay decodes both the Gaussian codeword and a linear function of the two lattice codewords following the idea of network-coded decoding [2] . The details are as follows.
We first describe the encoding operations at pair A. Recall that 1 ≥ 2 . We split the message 1 of user 1 into 10 and 11 , satisfying 10 ∈ {1, ..., 2 10 } and 11 ∈ {1, ..., 2 11 } with 10 = 2 and 11 = 1 − 2 . Then, following the Construction A method used in [2] of construct a nested lattice code, the message 10 is encoded into x 10 and 2 into x 2 using a common nested lattice codebook 10 with size 2 10 . The message 11 is encoded into a codeword x 11 chosen from a Gaussian codebook of size 2 11 .
Similarly, in pair B, we split the message 3 into 30 and 31 , satisfying 30 ∈ {1, ..., 2 30 } and 31 ∈ {1, ..., 2 31 } with 30 = 4 and 31 = 3 − 4 . Then the message 30 is encoded into x 30 and 4 into x 4 using a common nested lattice codebook 30 with size 2 30 . The message 31 is encoded into a codeword x 31 chosen from a Gaussian codebook of size 2 31 . Users 1 and 3 transmit x 1 and x 3 , respectively:
where x 0 and x 1 are power-constrained by 0 and 1 , with 0 + 1 ≤ 1, ∈ {1, 3}.
1 A Gaussian codeword is a vector with the entries independently and identically drawn from a Gaussian distribution. A lattice codeword is a vector selected from the codebook of a nested lattice code. Users 2 and 4 transmit x 2 and x 4 , power-constrained by 2 2 and 4 4 , with 2 ≤ 1 and 4 ≤ 1, respectively. The power factors 10 , 2 , 30 and 4 are assigned such that the nested lattice codewords of each pair arrive at the relay at the same power level. That is, 10 = ℎ 2 1 10 1 = ℎ 2 2 2 2 30 = ℎ 2 3 30 3 = ℎ 2 4 4 4 , (10) where 10 represents the signal power of x 10 (or x 2 ) received by the relay, and 30 represents that of x 30 (or x 4 ). This ensures that the two lattice codewords in each pair sit in the same fine lattice at the relay, so as to facilitate network-coded decoding. Furthermore, we have
where 11 is the power of x 11 seen at the relay, and 31 is that of x 31 . Upon receiving y R , the relay needs to decode x 11 to obtain 11 , decode x 31 to obtain 31 , decode a combination of x 10 and x 2 to obtain a network-coded message A , and decode a combination of x 30 and x 4 to obtain another network-coded message B . We now consider network-coded decoding. More specifically, for pair A, the relay computes [ℎ 1 x 10 + ℎ 2 x 2 ] mod Λ 10 to to obtain the network-coded message A with rate 10 , where Λ 10 is the shaping lattice of 10 ; for pair B, the relay computes [ℎ 3 x 30 +ℎ 4 x 4 ] mod Λ 30 to obtain the network-coded message B with rate 30 , where Λ 30 is the shaping lattice of 30 . There are in total 4! = 24 decoding orders.
We first consider decoding Gaussian codewords. For example, when the relay decodes Gaussian codeword x 11 to obtain 11 , the un-decoded codewords are treated as interference. Generally, the signal model is given by
where s is the interference. The decoding error probability goes to zero as → ∞, provided 11 ≤ 1 2 log
where s is the power of s. For example, if the relay decodes the network-coded message A , the signal model is given by
where s ′ is the interference. From [2, Theorem 1], the decoding error probability goes to zero as → ∞, provided
where s ′ is the power of s ′ , and [ ] + = max ( , 0).
C. Message Reassembling
In the relay-to-user link, the relay forwards the four decoded messages { A , B , 11 , 31 } to users. In the previous work [5] , these four messages are re-encoded into four Gaussian codewords, and a superposition of these codewords is transmitted. This implies that the rate-splitting pattern of the userto-relay link uniquely determines that of the relay-to-user link. However, due to channel randomness, the rate-splitting pattern that fits the user-to-relay link may not be a good choice for the relay-to-user link. To increase flexibility, we introduce a new message-reassembling strategy at the relay. The main purpose is to decouple the rate pattern design for the user-torelay and relay-to-user links, so as to fully exploit the channel asymmetry.
The message reassembling strategy consists of two operations, namely, message splitting and message concatenating. Message splitting is to split a message into two parts. For example, we can split a binary sequence "1010111100" into "10101" and "11100". Message concatenating is to concatenate two messages into a new message. For example, we can concatenate two binary sequences "10101" and "11111" into a new message "1010111111". The detailed operations of message reassembling depends on the channel conditions of the relay-to-user link, and will be elaborated in the following subsection.
D. Relay-to-User Transmission
We focus on the channel order of¯2 3 ≥¯2 4 ≥¯2 1 ≥¯2 2 . The message reassembling at the relay is to concatenate A and 11 into a single message, denoted by¯A, and concatenate B and 31 into a single message¯B. Then, the relay maps B to a codeword x R1 chosen from a Gaussian codebook of size 2 R1 , and maps¯A to a codeword x R2 chosen from a Gaussian codebook of size 2 R2 , where R1 = 30 + 31 = 3 and R2 = 10 + 11 = 1 . (16) The relay transmits
The encoding operation at the relay is shown in Fig. 2 . The received signal of user is given by
Each user in pair A first decodes x R1 to obtain¯B by treating x R2 as noise. The decoding error probability goes to zero as → ∞, provided R1 ≤
After removing x R1 from the received signal, each user further decodes x R2 with the help of its self-message. With their specific self-message, the sizes of the decoding codebooks of users 1 and 2 are respectively given by 2 2 and 2 1 , where 1 = R2 ≥ 2 . From [2, Theorem 1], the decoding error probability goes to zero as → ∞, provided
) .
(20)
By treating x R2 as noise, users in pair B decode x R1 with the help of their self-message to obtain the partner's message. The decoding error probability goes to zero as → ∞, provided
The decoding operation is shown in Fig. 2 .
We are now ready to present the following proposition. Proposition 3: For the channel order of¯2 3 ≥¯2 4 ≥¯2 1 ≥¯2 2 , an achievable rate tuple for the relay-to-user link is given by Prior to this work, the best known rate gap from the capacity of the two-pair TWRC is 3 2 bits per user reported in [5] .
Theorem 1 reduces the gap to within 1 2 bit per user. Compared with the approach in [5] , a key difference is the introduction of message-reassembling at the relay to decouple the rate splitting pattern in code design for the user-to-relay and relayto-user links. That is, the code design can be adjusted with more flexibility to accommodate the asymmetry of the channel conditions for the user-to-relay and relay-to-user links. Also, as the bound developed in this paper is much tighter than the one in [5] , more advanced power allocation and more intricate analysis techniques are involved in the proof of Theorem 1, as seen in the subsequent section.
V. PROOF OF THEOREM 1 A. Preliminaries
The rate region specified by (5) is a polytope, denoted by ℛ.
is the total number of the vertices of ℛ. Then, a rate tuple in ℛ can be generally represented as
where ∑ =1 = 1 and ≥ 0, ∈ {1, 2, ..., }.
We have the following two propositions. The proofs are straightforward using the technique of rate splitting [6] .
Proposition 4: If the vertices R (1) , R (2) , ..., R ( ) are achievable, then the convex combination R in (23) is also achievable.
Proposition 5: If all the vertices of ℛ are achievable to within bits per dimension, then any rate tuple in ℛ is achievable to within bits per dimension.
With Proposition 5, to prove Theorem 1, it suffices to only consider the achievability of the vertices of ℛ. To further simplify the analysis, we introduce the concept of maximal vertex.
Definition 1: (Maximal vertex): A vertex R ( ) is a maximal vertex if there is no other vertex R ( ′ ) , ′ ∕ = , satisfying R ( ′ ) ≥ R ( ) , where " ≥ " means "entry-wise no less than".
Clearly, if the maximal vertices are achievable to within bits per dimension, then all the vertices are achievable to within bits per dimension. Hence, we only need to consider the achievability of the maximal vertices of the outer bound.
B. Achievability for User-to-Relay Link
We start with the maximal vertices for the user-to-relay link. From Proposition 1, the rates in the user-to-relay link are outer bounded by
Clearly, (24) specifies a four-dimension polytope. The pivoting algorithm [8] can be used to determine the vertices of (24). Among these vertices, six of them are maximal vertices with the rate tuples
We next show that the maximal vertices (U.1)-(U.6) are achievable to within 1 2 bit per dimension. We rewrite
The power parameters ( 10 , 11 , 30 , 31 ) are set as
We start with (U.1). In this case, we have
where the inequality in (27a) follows from (6) and (8), the inequality in (27c) is due to ℎ 2 1 1 ≥ ℎ 2 2 2 , and the inequality in (27d) is due to ℎ 2 3 3 ≥ ℎ 2 4 4 . With the decoding order of
we have the following achievable rates: 
Hence the rate tuple
We now consider (U.2). In this case, we have
With the decoding order of
Therefore, (U.2) is achievable to within 1 2 bit. We now consider (U.3). In this case, we have
With the decoding order of 
Therefore, (U.4) is achievable to within 1 2 bit.
We now consider (U.5). In this case, we have
Therefore, (U.5) is achievable to within 1 2 bit. We now consider (U.6). In this case, we have
Therefore, (U.6) is achievable to within 1 2 bit. This concludes the proof for the user-to-relay link.
Considering all the above six cases, we conclude that the rate gap between the inner and outer bounds is at most 1 2 bit per user in the user-to-relay link.
C. Achievability for Relay-to-User Link
With the first channel order {¯2 3 ≥¯2 4 ≥¯2 1 ≥¯2 2 }, we simplify the outer bound in (5) for the relay-to-user link as: 
We need to prove that these three maximal vertices (D.1)-(D.3) are achievable to within 1 2 bit. We use the achievable rates in Proposition 3 for the proof.
For (D.1), we set R1 = 0 and R2 = R in (22 
where step (52b) from¯2 3 ≥¯2 2 ; step (53b) from¯2 3 ≥¯2 1 ; step (54b) from¯2 3 ≥¯2 4 . For R <¯2 3 , we have R2 = R . Then
