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STATIONARY SOLUTIONS TO A NONLOCAL FOURTH-ORDER
ELLIPTIC OBSTACLE PROBLEM
PHILIPPE LAURENC¸OT AND CHRISTOPHWALKER
ABSTRACT. Existence of stationary solutions to a nonlocal fourth-order elliptic obstacle problem
arising from the modelling of microelectromechanical systems with heterogeneous dielectric prop-
erties is shown. The underlying variational structure of the model is exploited to construct these
solutions as minimizers of a suitably regularized energy, which allows us to weaken considerably
the assumptions on the model used in a previous article.
1. INTRODUCTION
Idealized electrostatically actuated microelectromechanical systems (MEMS) are made up of an
elastic conducting plate which is clamped on its boundary and suspended above a rigid conducting
ground plate. Their dynamics results from the competition between mechanical and electrostatic
forces in which the elastic plate is deformed by a Coulomb force induced by holding the two
plates at different electrostatic potentials. When the electrostatic forces dominate the mechanical
ones, the elastic plate comes into contact with the ground plate, thereby generating a short circuit
and leading to the occurrence of a touchdown singularity in the related mathematical models,
see [5, 6, 9, 12, 18, 19] and the references therein. However, covering the ground plate with a thin
insulating layer prevents a direct contact of the two plates and, from a mathematical point of view,
features a constraint of obstacle-type which hinders the touchdown singularity. Different models
have been developed to take into account the influence of the coating layer deposited on the ground
plate, most of them relying on the so-called small aspect ratio approximation and describing the
state of the MEMS device by the sole deformation of the elastic plate [2, 3, 14, 15, 20]. A more
elaborate model is derived in [13, Section 5], in which the state of the device is not only given by
the deformation of the elastic plate, but also by the electrostatic potential in the region between
the two plates.
To give a more precise account, we restrict ourselves to a two-dimensional setting, neglecting
variations in the transverse horizontal direction, so that the geometry of the device under study
herein is the following, see Figure 1. At rest, the cross-section of the elastic plate isD := (−L,L),
L > 0, and it is clamped at its boundary (x, z) = (±L, 0). The fixed ground plate has the same
shape D and is located at z = −H − d. It is coated with an insulating layer
Ω1 := D × (−H − d,−H)
of thickness d > 0 with a priori non-uniform dielectric permittivity σ1 > 0 and which cannot be
penetrated by the elastic plate. As a consequence, the vertical displacement u : D¯ → R of the
elastic plate actually ranges in [−H,∞) and the contact region {(x,−H) : x ∈ D , u(x) = −H}
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FIGURE 1. Geometry of Ω(u) for a state u ∈ S¯0 with non-empty (and discon-
nected) coincidence set C(u).
between the insulating layer and the elastic plate might be non-empty. We assume also that the
free space
Ω2(u) := {(x, z) ∈ D × R : −H < z < u(x)}
between the upper part of the insulating layer and the elastic plate has uniform permittivity σ2 > 0,
and we denote the electrostatic potential in the device
Ω(u) := {(x, z) ∈ D × R : −H − d < z < u(x)} = Ω1 ∪ Ω2(u) ∪ Σ(u) ,
by ψu, where Σ(u) is the interface
Σ(u) := {(x,−H) : x ∈ D, u(x) > −H} .
According to the model derived in [13, Section 5], equilibrium configurations of the above de-
scribed device are weak solutions u ∈ H2D(D) to the fourth-order obstacle problem
β∂4xu− (τ + α‖∂xu‖2L2(D))∂2xu+ ∂IS¯0(u) ∋ −g(u) in D , (1.1)
where
H2D(D) :=
{
v ∈ H2(D) : v(±L) = ∂xv(±L) = 0
}
,
and ∂IS¯0(u) denotes the subdifferential in H
2
D(D) of the indicator function IS¯0 of the closed
convex subset
S¯0 :=
{
v ∈ H2D(D) : v ≥ −H inD
}
ofH2D(D). We recall that, given v ∈ S¯0, the subdifferential ∂IS¯0(v) is the subset of the dual space
H−2(D) :=
(
H2D(D)
)′
of H2D(D) given by
∂IS¯0(v) :=
{
ξ ∈ H−2(D) : 〈ξ, v − w〉H2
D
≥ 0 , w ∈ S¯0
}
,
where 〈·, ·〉H2
D
denotes the duality pairing between H−2(D) and H2D(D). If v 6∈ S¯0, then
∂IS¯0(v) := ∅. While ∂IS¯0(u) accounts for the non-penetrability of the insulating layer, the fourth-
3and second-order terms in (1.1) represent forces due to plate bending and plate stretching, respec-
tively. These forces are balanced by the electrostatic force g(u) acting on the elastic plate, which
is derived in [13] and involves the electrostatic potential ψu in the device. The latter solves the
transmission problem
div(σ∇ψu) = 0 in Ω(u) , (1.2a)
JψuK = Jσ∂zψuK = 0 on Σ(u) , (1.2b)
ψu = hu on ∂Ω(u) , (1.2c)
in the domain Ω(u), see Figure 1. In (1.2), J·K denotes the jump across the interface Σ(u), the
dielectric permittivity σ is given by
σ(x, z) :=
{
σ1(x, z) for (x, z) ∈ Ω1 ,
σ2 for (x, z) ∈ D × (−H,∞) ,
with
σ1 ∈ C2
(
Ω1
)
, min
Ω1
σ1 > 0 , σ2 ∈ (0,∞) , (1.3a)
and the non-homogeneous Dirichlet boundary conditions hu are given by
hu(x, z) := h(x, z, u(x)) =
{
h1(x, z, u(x)) , (x, z) ∈ Ω1 ,
h2(x, z, u(x)) , (x, z) ∈ Ω2(u) ,
where
h1 : D¯ × [−H − d,−H]× [−H,∞)→ [0,∞) (1.3b)
and
h2 : D¯ × [−H,∞)× [−H,∞)→ [0,∞) (1.3c)
are C2-smooth functions satisfying
h1(x,−H,w) = h2(x,−H,w) , (x,w) ∈ D × [−H,∞) , (1.3d)
σ1(x,−H)∂zh1(x,−H,w) = σ2∂zh2(x,−H,w) , (x,w) ∈ D × [−H,∞) . (1.3e)
We note that (1.3d)-(1.3e) imply that hu satisfies
JhuK = Jσ∂zhuK = 0 on Σ(u) (1.4)
and thus complies with the transmission conditions (1.2b), see [13, Example 5.5] for an example
of functions h1 and h2 satisfying the above assumptions. With these assumptions, the electrostatic
force g(u) is computed in [13, Theorems 1.2 and 1.3]. It has a different expression at contact
points between the plates and at points where the elastic plate is strictly above the insulating layer.
Specifically, introducing the coincidence set
C(u) := {x ∈ D : u(x) = −H}
for u ∈ S¯0, the electrostatic force is given by
g(u)(x) := g(u)(x)− σ2
2
[(
(∂xh2)u
)2
+
(
(∂zh2)u + (∂wh2)u
)2]
(x, u(x))
+ [σ1(∂wh1)u ∂zψu,1] (x,−H − d)
(1.5a)
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for x ∈ D, where
g(u)(x) :=


σ2
2
(
1 + (∂xu(x))
2
) [
∂zψu,2 − (∂zh2)u − (∂wh2)u
]2
(x, u(x)) , x ∈ D \ C(u) ,
σ2
2
[
σ1
σ2
∂zψu,1 − (∂zh2)u − (∂wh2)u
]2
(x,−H) , x ∈ C(u) ,
(1.5b)
and (ψu,1, ψu,2) :=
(
ψu1Ω1 , ψu1Ω2(u)
)
. It is readily seen from (1.5) that g(u) features a nonlinear
and nonlocal dependence on u, the latter being due to the terms involving ψu in (1.5).
The investigation of the solvability of (1.1)-(1.2) is initiated in [13], exploiting the variational
structure underlying the derivation of (1.1)-(1.2) which implies that solutions to (1.1) are critical
points in S¯0 of an energy functional E, which is actually the total energy of the device. Specifically,
E(u) := Em(u) + Ee(u) (1.6a)
consists of the mechanical energy
Em(u) :=
β
2
‖∂2xu‖2L2(D) +
(τ
2
+
α
4
‖∂xu‖2L2(D)
)
‖∂xu‖2L2(D) (1.6b)
and the electrostatic energy
Ee(u) := −1
2
∫
Ω(u)
σ|∇ψu|2 d(x, z) . (1.6c)
Then (1.1) subject to (1.5) is the Euler-Lagrange equation for minimizers of E in S¯0, see [13], and
g(u) defined in (1.5) corresponds to the (directional) derivative ofEe(u) with respect to u, see [13,
Theorem 1.4]. The existence of solutions to (1.1) is established in [13, Section 5] by showing
that the energy functional has at least a minimizer on S¯0. This, however, requires additional
assumptions ensuring that the electrostatic energy Ee(u) does not grow faster than ‖u‖2H1(D) as
well as the coercivity of the energy functional E. More precisely, to guarantee the former (see
(2.2) below) we assume that there are constants mi > 0, i = 1, 2, 3, such that
|∂xh1(x, z, w)| + |∂zh1(x, z, w)| ≤
√
m1 +m2w2 , |∂wh1(x, z, w)| ≤ √m3 , (1.7a)
for (x, z, w) ∈ D¯ × [−H − d,−H]× [−H,∞) and
|∂xh2(x, z, w)| + |∂zh2(x, z, w)| ≤
√
m1 +m2w2
H + w
, |∂wh2(x, z, w)| ≤
√
m3
H + w
, (1.7b)
for (x, z, w) ∈ D¯ × [−H,∞)× [−H,∞). The existence result from [13] then reads:
Proposition 1.1. [13, Theorems 5.1 and 5.3] Let β > 0 and τ, α ≥ 0. Assume that (1.3), (1.7),
(1.8), and (1.9) hold, and that the ground plate and the elastic plate are kept at constant, but
different, electrostatic potentials; that is, there is V > 0 such that
h1(x,−H − d,w) = 0 , (x,w) ∈ D¯ × [−H,∞) , (1.8)
h2(x,w,w) = V , (x,w) ∈ D¯ × [−H,∞) . (1.9)
If
max{α,K} > 0 (1.10)
with
K := β − 4L2 [(d+ 1)max{‖σ1‖L∞(Ω1), σ2} (12m2L2 + 2m3)− τ]+ ,
5then there is at least one solution u ∈ S¯0 to the variational inequality (1.1) in the following sense:
for all w ∈ S¯0,∫
D
{
β∂2xu∂
2
x(w − u) +
[
τ + α‖∂xu‖2L2(D)
]
∂xu∂x(w − u)
}
dx ≥ −
∫
D
g(u)(w − u) dx
where g(u) is given by (1.5) and ψu is the solution to (1.2). Here, we interpret ∂
4
xu for u ∈ S¯0 as
an element of H−2(D) by virtue of
〈∂4xu, φ〉H2
D
:=
∫
D
∂2xu∂
2
xφdx , φ ∈ H2D(D) .
Moreover, this solution can be obtained as a minimizer of E on S¯0.
Obviously, a first step towards a full proof of Proposition 1.1 is to solve the transmission prob-
lem (1.2) for the electrostatic potential ψu with sufficient regularity in order to give a meaning to
the function g along with deriving suitable continuity properties. We refer to Section 2.1 for a
detailed account on this issue (see in particular Lemma 2.1 and Lemma 2.2 where these results are
recalled). A second essential step in the proof of Proposition 1.1 consists of deriving the coerciv-
ity of the energy functional E on S¯0. This property is ensured by assumption (1.10) (along with
(1.7)). In particular, if α > 0, then the mechanical energy Em involves a super-quadratic term
which allows a compensation of the negative contribution from the electrostatic energy Ee.
Remark 1.2. Note that (1.8) implies
∂wh1(x,−H − d,w) = 0 , (x,w) ∈ D¯ × [−H,∞) ,
while (1.9) implies
∂xh2(x,w,w) = 0 , (x,w) ∈ D¯ × [−H,∞) ,
and
∂zh2(x,w,w) + ∂wh2(x,w,w) = 0 , (x,w) ∈ D¯ × [−H,∞) ,
so that the formula (1.5) for g(u) simplifies and becomes g(u) = g(u) in (1.5a). In particular, the
function g(u) is non-negative.
The aim of the present work is to establish the existence of a solution to (1.1) under consider-
ably weaker assumptions. In particular, we shall get rid of the technical and somewhat artificial
assumption (1.10). Since (1.10) is obviously satisfied when α > 0, we shall treat α as zero in
the following computations. Moreover, we no longer need a sign for the function g(u) and can
slightly weaken assumption (1.9). Indeed, we only require that
∂wh1(x,−H − d,w) = 0 , (x,w) ∈ D¯ × [−H,∞) , (1.11a)
and that there is a number K > 0 such that
|∂xh2(x,w,w)| + |∂zh2(x,w,w) + ∂wh2(x,w,w)| ≤ K , (x,w) ∈ D¯ × [−H,∞) . (1.11b)
Clearly, (1.8)-(1.9) imply (1.11). Also note that, due to (1.11a), the last term in the definition of
g(u) in (1.5a) vanishes, i.e. g(u) reduces to
g(u)(x) = g(u)(x)− σ2
2
[(
(∂xh2)u
)2
+
(
(∂zh2)u + (∂wh2)u
)2]
(x, u(x)) . (1.12)
With these assumptions we can now formulate the main result of the present paper.
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Theorem 1.3. Let β > 0, τ ≥ 0, and α = 0. Assume that (1.3), (1.7), and (1.11) hold. Then there
is at least one solution u ∈ S¯0 to the variational inequality (1.1) in the sense of Proposition 1.1.
More precisely, the functional E is bounded from below on S¯0 and has a minimizer on S¯0 which
is a weak solution to (1.1).
Since we no longer impose assumption (1.10) in Theorem 1.3, the boundedness from below
of the functional E is a priori unclear, due to the negative contribution from the electrostatic
energy Ee. We thus shall work with regularized coercive functionals instead (see (2.1) below) and
use comparison principle arguments to derive a priori bounds on minimizers of the regularized
functionals, see Section 2 below. We shall then prove that cluster points of these minimizers
are actually minimizers of the original functional E. The full proof of Theorem 1.3 is given in
Section 2 and relies on an idea introduced previously in a related work [10].
Remark 1.4. Theorem 1.3 remains valid when α > 0 and then only requires the assumptions
(1.3) and (1.7). Indeed, the existence of a minimizer of E on S¯0 is shown as in the proof of [13,
Theorem 5.1] and this minimizer is a weak solution to (1.1) as a consequence of [13, Theorem 5.3].
Finally, we provide an additional property of weak solutions to (1.1) when the potentials applied
on the elastic plate and the ground plate are constant.
Corollary 1.5. Suppose (1.3), (1.8), and (1.9). If the coincidence set C(u) ⊂ D of a solution
u ∈ S¯0 to (1.1) is non-empty, then it is an interval.
2. PROOF OF THEOREM 1.3 AND COROLLARY 1.5
2.1. Auxiliary Results. Let us emphasize that the function g(u) defined in (1.5) involves gradient
traces of the electrostatic potential ψu, the latter solving the transmission problem (1.2) posed on
the non-smooth domain Ω(u) which possesses corners. In addition, Ω2(u) need not be connected,
but may consist of several components with non-Lipschitz boundaries (see Figure 1), so that traces
have first to be given a meaning. While the existence of a unique variational solution ψu ∈ hu +
H10 (Ω(u)) to (1.2) readily follows from the Lax-Milgram theorem, the required further regularity
for ψu in order to make sense of its gradient traces is thus far from being obvious. Moreover, ψu
(and hence g(u)) depends non-locally on u so that continuity properties with respect to the plate
deformation u is non-trivial.
Nevertheless, relying on shape optimization methods and Gamma convergence techniques the
following result regarding the existence to a solution of the transmission problem (1.2) and its
regularity is shown in [13].
Lemma 2.1. Suppose (1.3). For each u ∈ S¯0, there is a unique variational solution ψu ∈ hu +
H10 (Ω(u)) to (1.2). Moreover,
ψu,1 = ψu1Ω1 ∈ H2(Ω1) , ψu,2 = ψu1Ω2(u) ∈ H
2(Ω2(u)) ,
and ψu is a strong solution to the transmission problem (1.2) satisfying σ∂zψu ∈ H1(Ω(u)). Also,
inf
∂Ω(u)
hu ≤ ψu(x, z) ≤ sup
∂Ω(u)
hu , (x, z) ∈ Ω(u) .
Proof. The existence, uniqueness, and regularity of the variational solution ψu to (1.2) follows
from [13, Theorem 1.1], while the upper and lower bounds for ψu are consequences of the weak
maximum principle [16, Chapter 7, Exercice 2.2], since σ ∈ L∞(Ω(u)). 
7The regularity of ψu provided by Lemma 2.1 in particular guarantees that g(u) defined in (1.5)
is meaningful for u ∈ S¯0. As for the continuity of g(u) with respect to u ∈ S¯0 we recall:
Lemma 2.2. Suppose (1.3).
(a) The mapping g : S¯0 → L2(D) is well-defined, continuous, and bounded on bounded sets,
the set S¯0 being endowed with the topology of H
2(D).
(b) Let (uj)j≥1 be a sequence of functions in S¯0 such that uj ⇀ u inH
2(D) for some u ∈ S¯0.
Then
lim
j→∞
‖g(uj)− g(u)‖L2(D) = 0 and lim
j→∞
Ee(uj) = Ee(u) .
Proof. Part (a) follows from [13, Theorem 1.4], from [13, Corollary 3.14 & Lemma 3.16], and the
continuity of the trace operator from H1(Ω1) to Lp(D × {−H}) for all p ∈ [1,∞).
Part (b) follows from [13, Proposition 3.17 & Corollary 3.12]. 
2.2. Minimizers for a Regularized Energy. In the following we let β > 0 and τ ≥ 0 and
assume throughout that (1.3), (1.7), and (1.11) hold. We put
σ¯ := max
{‖σ1‖L∞(Ω1) , σ2} .
In order to prove Theorem 1.3 it suffices to find a minimizer of the energy functional E on S¯0
since any such minimizer satisfies (1.1) according to [13, Theorem 5.3] (note that [13, Theo-
rem 5.3] obviously remains true without imposing [13, Assumption (5.2a)]). However, as men-
tioned previously, the coercivity of the energy functional E is a priori unclear when dropping
assumption (1.10). For this reason we introduce for k ≥ 0 the regularized functional
Ek(u) := E(u) + A
2
‖(u− k)+‖2L2(D) , u ∈ S¯0 , (2.1)
where E(u) is defined in (1.6) and the constant A given by
A := 8(d + 1)σ¯
(
3m2
2
+
m23(d+ 1)σ¯
β
)
with constants mj introduced in (1.7). We shall now prove, for each k > 0, the existence of a
minimizer uk of Ek on S¯0 and subsequently derive an a priori bound on such minimizers, so that
the additional regularizing term drops out in Ek. We first show the coercivity of the functional Ek.
Lemma 2.3. Given k ≥ H , there is a constant c(k) > 0 such that
Ek(u) ≥ β
4
‖∂2xu‖2L2(D) +
A
4
‖(u− k)+‖2L2(D) − c(k) , u ∈ S¯0 .
Proof. Let u ∈ S¯0. The variational characterization of ψu, see [13, Lemma 3.2], readily gives
−Ee(u) = 1
2
∫
Ω(u)
σ|∇ψu|2 d(x, z) ≤ 1
2
∫
Ω(u)
σ|∇hu|2 d(x, z) .
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Thus, invoking (1.3), Young’s inequality, and the definition of Ω(u) we derive
−Ee(u) ≤
∫
Ω(u)
σ
[
(∂xh(x, z, u(x))
2 + (∂wh(x, z, u(x))
2(∂xu)
2
]
d(x, z)
+
1
2
∫
Ω(u)
σ(∂zh(x, z, u(x))
2 d(x, z)
≤ (d+ 1)σ¯
{
3
2
m1|D|+ 3
2
m2‖u‖2L2(D) +m3‖∂xu‖2L2(D)
}
. (2.2)
Next, since u ∈ S¯0 ⊂ H2D(D) implies∫
D
|∂xu|2 dx = −
∫
D
u∂2xudx ≤ ‖u‖L2(D)‖∂2xu‖L2(D)
we deduce from Young’s inequality
−Ee(u) ≤ (d+ 1)σ¯
{
3
2
m1|D|+ 3
2
m2‖u‖2L2(D) +m3‖u‖L2(D)‖∂2xu‖L2(D)
}
≤ (d+ 1)σ¯
{
3
2
m1|D|+
(
3m2
2
+
m23(d+ 1)σ¯
β
)
‖u‖2L2(D)
}
+
β
4
‖∂2xu‖2L2(D) .
Finally, note that
‖u‖2L2(D) =
∫
D
u21[−H,k](u) dx+
∫
D
u21(k,∞)(u) dx
≤ k2
∫
D
1[−H,k](u) dx+ 2
∫
D
(u− k)21(k,∞)(u) dx+ 2k2
∫
D
1(k,∞)(u) dx
≤ 2k2|D|+ 2‖(u− k)+‖2L2(D) .
Hence, taking the previous two inequalities into account, the definition of Ek(u) entails
Ek(u) ≥ β
4
‖∂2xu‖2L2(D) +
A
2
‖(u− k)+‖2L2(D) −
3
2
(d+ 1)σ¯m1|D|
− A
8
(
2‖(u − k)+‖2L2(D) + 2k2|D|
)
≥ β
4
‖∂2xu‖2L2(D) +
A
4
‖(u− k)+‖2L2(D) − c(k)
as claimed. 
The just established coercivity now easily yields the existence of a minimizer of Ek on S¯0.
Proposition 2.4. For each k ≥ H , the functional Ek has at least one minimizer uk ∈ S¯0 on S¯0;
that is,
Ek(uk) = min
S¯0
Ek . (2.3)
Moreover, uk ∈ S¯0 is a weak solution to the variational inequality
β∂4xuk − τ∂2xuk +A(uk − k)+ + ∂IS¯0(uk) ∋ −g(uk) in D . (2.4)
9Proof. Clearly, Em defined in (1.6b) is weakly lower semicontinuous on H
2(D) while Ee is
continuous with respect to the weak topology ofH2(D) due to Lemma 2.2. Thanks to Lemma 2.3,
the direct method of the calculus of variations now easily yields the existence of a minimizer
uk ∈ S¯0 of Ek on S¯0. In particular,
0 ≤ lim inf
s→0+
1
s
(Ek(uk + s(w − uk))− Ek(uk))
for any fixed
w ∈ S0 :=
{
v ∈ H2D(D) : v > −H inD
} ⊂ S¯0 .
It was shown in [13, Theorem 1.4] that (since uk + s(w − uk) ∈ S0 for s ∈ (0, 1))
lim
s→0+
1
s
(
Ee(uk + s(w − uk))−Ee(uk)
)
=
∫
D
g(uk)(w − uk) dx .
From the definition of Ek we then obtain by gathering the two limits that∫
D
{
β∂2xuk ∂
2
x(w − uk) + τ∂xuk ∂x(w − uk) +A(uk − k)+(w − uk)
}
dx
≥ −
∫
D
g(uk)(w − uk) dx
for all w ∈ S0. Since S0 is dense in S¯0, this inequality also holds for any w ∈ S¯0, and we thus
have shown that uk satisfies the variational formulation of (2.4). 
2.3. A Priori Bounds. We shall now show that uk is a priori bounded for k large enough (making
the additional term in Ek superfluous). To this aim we need an a priori bound for the solution to
the fourth-order boundary value problem (2.5) subject to suitable Dirichlet boundary conditions as
stated below. The bound relies on the maximum principle for the fourth order operator β∂4x− τ∂2x
with clamped boundary conditions [4, 8, 11, 17].
Lemma 2.5. LetG0 ≥ 0 and recall that β > 0 and τ ≥ 0. For an interval I := (a, b) ⊂ (−L,L),
let SI ∈ C4([a, b]) denote the unique solution to the boundary-value problem
βS′′′′I − τS′′I = G0 , x ∈ (a, b) , (2.5)
supplemented with one of the boundary conditions:
SI(a) +H = S
′
I(a) = SI(b) +H = S
′
I(b) = 0 if − L < a < b < L , (2.6)
SI(−L) = S′I(−L) = SI(b) +H = S′I(b) = 0 if − L = a < b < L , (2.7)
SI(a) +H = S
′
I(a) = SI(L) = S
′
I(L) = 0 if − L < a < b = L , (2.8)
SI(−L) = S′I(−L) = SI(L) = S′I(L) = 0 if − L = a < b = L . (2.9)
Then, there is κ0 > 0 depending only on G0, β, L, H , and τ (but not on I = (a, b)) such that
|SI(x)| ≤ κ0 , x ∈ [a, b] .
Proof. This result has already been observed in [10, Lemma A.1] and we include its proof only
for the sake of completeness. Note that (2.5) subject to one of the boundary conditions (2.6)-(2.9)
indeed admits a unique solution SI .
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Case 1: −L < a < b < L. Set P (y) := SI(a + (b − a)y) + H for y ∈ [0, 1] and note that P
solves the boundary-value problem
βP ′′′′ − τ(b− a)2P ′′ = (b− a)4G0 , y ∈ (0, 1) ,
P (0) = P ′(0) = P (1) = P ′(1) = 0 .
(2.10)
Since G0 ≥ 0 we deduce that P ≥ 0 in (0, 1) from a version of Boggio’s comparison principle
[4, 8, 11, 17] . Testing (2.10) by P we get
β‖P ′′‖2L2(0,1) + τ(b− a)2‖P ′‖2L2(0,1) = (b− a)4G0
∫ 1
0
P (y) dy .
Since
|P (y)| =
∣∣∣∣
∫ y
0
(y − y∗)P ′′(y∗) dy∗
∣∣∣∣ ≤ ‖P ′′‖L2(0,1) ,
we infer from the above inequalities that
β‖P‖2L∞(0,1) ≤ β‖P ′′‖2L2(0,1) ≤ (b− a)4G0‖P‖L∞(0,1) ≤ 16L4G0‖P‖L∞(0,1) .
Consequently, 0 ≤ P ≤ 16L4G0/β in [0, 1], hence −H ≤ SI ≤ 16L4G0/β −H in [a, b].
Case 2: −L = a < b < L. Define Q(y) := y2(y2 + 2(H − 1)y + 1 − 3H) for y ∈ [0, 1] and
note that Q(0) = Q′(0) = Q(1) +H = Q′(1) = 0. Set P (y) := SI(−L+ (b+L)y)−Q(y) for
y ∈ [0, 1]. Then, due to (2.5) and (2.7), P solves the boundary-value problem
βP ′′′′ − τ(b+ L)2P ′′ = (b+ L)4G0 − βQ′′′′ + τ(b+ L)2Q′′ , y ∈ (0, 1) ,
P (0) = P ′(0) = P (1) = P ′(1) = 0 .
(2.11)
The arguments of Case 1 give
β‖P‖2L∞(0,1) ≤ β‖P ′′‖2L2(0,1)
≤ [(b+ L)4G0 + β‖Q′′′′‖L∞(0,1) + τ(b+ L)2‖Q′′‖L∞(0,1)] ‖P‖L∞(0,1)
≤ [(b+ L)4G0 + 24β + 14τ(H + 1)(b + L)2] ‖P‖L∞(0,1)
≤ [16L4G0 + 24β + 56τ(H + 1)L2] ‖P‖L∞(0,1) ,
since Q′′′′ = 24, |Q′′| ≤ 14(H + 1), and b < L. Therefore,
‖SI‖L∞(−L,b) ≤ ‖P‖L∞(0,1) + ‖Q‖L∞(0,1)
≤ 16L
4G0 + 24β + 56τ(H + 1)L
2
β
+ ‖Q‖L∞(0,1) .
Case 3: −L < a < b = L. Define P (y) := SI(a+ y(L − a)) −Q(1 − y) for y ∈ [0, 1], where
Q is as in Case 2. Arguing as in the previous case we obtain the same bound for ‖SI‖L∞(a,L).
Case 4: −L = a < b = L. Define P (y) := SI(−L + 2Ly) for y ∈ [0, 1]. Then, by (2.5) and
(2.9), P solves the boundary-value problem
βP ′′′′ − 4τL2P ′′ = 16L4G0 , y ∈ (0, 1) ,
P (0) = P ′(0) = P (1) = P ′(1) = 0 .
As in Case 1 we deduce that 0 ≤ SI ≤ 16L4G0/β in [−L,L]. 
The previous lemma now implies the desired a priori bounds on the minimizers uk.
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Proposition 2.6. There is κ0 ≥ H > 0 depending only on K introduced in (1.11b) such that,
for all k ≥ H , the minimizer uk ∈ S¯0 of Ek on S¯0 constructed in Proposition 2.4 satisfies
‖uk‖L∞(D) ≤ κ0.
Proof. Let k ≥ H . We first note that, since g(uk) ≥ 0 in D by (1.5b), it easily follows from
(1.11b) and (1.12) that
g(uk)(x) ≥ −G0 := −σ2K2 , x ∈ D . (2.12)
Next, since uk ∈ C(D¯) with uk(±L) = 0, the set {x ∈ D : uk(x) > −H} is a non-empty open
subset of D. Owing to [1, IX.Proposition 1.8] we can thus write it as a countable union of open
intervals (Ij)j∈J . Consider a fixed j ∈ J and let SIj denote the solution to (2.5) in Ij subject to
the associated boundary conditions on ∂Ij listed in (2.6)-(2.9), which vary according to whether
I¯j ⊂ D or not. Then Lemma 2.5 yields a constant κ0 > H (independent of j ∈ J) such that
‖SIj‖L∞(Ij) ≤ κ0 . (2.13)
Note that, by definition of Ij , the function uk restricted to Ij satisfies the same boundary conditions
on ∂Ij as SIj . Hence, for z := uk − SIj ∈ H2(Ij) we have z = ∂xz = 0 on ∂Ij . Moreover,
if θ ∈ D(Ij), then uk ± δθ ∈ S¯0 for δ > 0 small enough since uk > −H in the support of θ.
Invoking the weak formulation of (2.4) we derive
±δ
∫
Ij
{
β∂2xuk ∂
2
xθ + τ∂xuk ∂xθ +A(uk − k)+θ
}
dx ≥ ∓δ
∫
Ij
g(uk)θ dx ,
hence ∫
Ij
{
β∂2xuk ∂
2
xθ + τ∂xuk ∂xθ +A(uk − k)+θ
}
dx = −
∫
Ij
g(uk)θ dx .
Thus, we conclude that z = uk − SIj ∈ H2(Ij) weakly solves the boundary value problem
β∂4xz − τ∂2xz = −G0 − g(uk)−A(uk − k)+ in Ij , (2.14a)
z = ∂xz = 0 on ∂Ij . (2.14b)
Now, since g(uk)+A(uk−k)+ ∈ L2(Ij) by Lemma 2.2 (a), classical elliptic regularity theory [7]
entails that z = uk − SIj ∈ H4(Ij) is a strong solution to (2.14). Furthermore, it follows from
(2.12) and the non-negativity of A(uk − k)+ that the right-hand side of (2.14a) is a non-positive
function. Boggio’s comparison principle [4, 8, 11, 17] then implies that z = uk − SIj < 0 in Ij .
Consequently, we infer from (2.13) that ‖uk‖L∞(Ij) ≤ κ0. Since κ0 is independent of j ∈ J and
(Ij)j∈J covers {x ∈ D : uk(x) > −H}, the assertion follows. 
2.4. Proof of Theorem 1.3. We are now in a position to finish off the proof of Theorem 1.3.
Indeed, if uk ∈ S¯0 is the minimizer of the functional Ek on S¯0 provided by Proposition 2.4, then
−H ≤ uk ≤ κ0 in D due to Proposition 2.6. Consequently, for k ≥ κ0 we have
E(uk) = Eκ0(uk) = Ek(uk) ≤ Ek(v) = E(v) +
A
2
‖(v − k)+‖2L2(D) , v ∈ S¯0 . (2.15)
Now, since 0 ∈ S¯0 it follows from Lemma 2.3 that, for k ≥ κ0,
β
4
‖∂2xuk‖2L2(D) ≤ Eκ0(uk) + c(κ0) ≤ Eκ0(0) + c(κ0) = E(0) + c(κ0) .
Thus, (uk)k≥κ0 is bounded in H
2(D) so that there is a subsequence (not relabeled) converging
weakly in H2(D) and strongly in H1(D) towards some u∗ ∈ S¯0. Since Em is weakly lower
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semicontinuous onH2(D) and sinceEe is continuous with respect to the weak topology ofH
2(D)
owing to Lemma 2.2 (b), we obtain from (2.15) that
E(u∗) ≤ E(v) , v ∈ S¯0 ,
recalling that the continuous embedding of H1(D) in C(D¯) readily implies that
lim
k→∞
‖(v − k)+‖L2(D) = 0 , v ∈ S¯0 .
Therefore, u∗ ∈ S¯0 minimizes E on S¯0. Now [13, Theorem 5.3] entails that u∗ satisfies the
variational inequality (1.1). Alternatively, one can use the weak convergence in H2(D) and the
strong convergence inH1(D) of (uk)k≥κ0 to u∗ to pass to the limit k →∞ in (2.4), observing that
(g(uk))k≥κ0 converges to g(u) in L2(D) by Lemma 2.2 (b) and that (uk − k)+ = 0 for k ≥ κ0.
This proves Theorem 1.3. 
2.5. Proof of Corollary 1.5. Suppose (1.3), (1.8), and (1.9) and let u ∈ S¯0 be any solution to the
variational inequality (1.1). Note that (1.8) and (1.9) imply g(u) = g(u) in (1.5a). In particular, the
function g(u) is non-negative. Assume now for contradiction that the coincidence set C(u) is not
an interval. Then there are−L < a < b < L with u(a)+H = ∂xu(a) = u(b)+H = ∂xu(b) = 0
and u > −H in I := (a, b). We may then argue as in the proof of Proposition 2.6 to conclude that
z := u+H ∈ H4(I) ∩H2D(I) is a strong solution to the boundary value problem
β∂4xz − τ∂2xz = −g(u) in I , (2.16a)
z = ∂xz = 0 on ∂I . (2.16b)
Another application of a version of Boggio’s comparison principle [4, 8, 11, 17] implies z = u +
H ≤ 0 in I . But this contradicts u > −H in I . 
REFERENCES
[1] H. AMANN AND J. ESCHER, Analysis. III, Birkha¨user Verlag, Basel, 2009.
[2] V. R. AMBATI, A. ASHEIM, J. B. VAN DEN BERG, Y. VAN GENNIP, T. GERASIMOV, A. HLOD, B. PLANQUE´,
M. VAN DER SCHANS, S. VAN DER STELT, M. VARGAS RIVERA, AND E. VONDENHOFF, Some studies on
the deformation of the membrane in an RF MEMS switch, in Proceedings of the 63rd European Study Group
Mathematics with Industry, O. Bokhove, J. Hurink, G. Meinsma, C. Stolk, and M. Vellekoop, eds., CWI Syllabus,
Netherlands, 1 2008, Centrum voor Wiskunde en Informatica, pp. 65–84. http://eprints.ewi.utwente.nl/14950.
[3] D. H. BERNSTEIN AND P. GUIDOTTI, Modeling and analysis of hysteresis phenomena in electrostatic zipper
actuators, in Proceedings of Modeling and Simulation of Microsystems 2001, Hilton Head Island, SC, 2001,
pp. 306–309.
[4] T. BOGGIO, Sulle funzioni di Green d’ordine m, Rend. Circ. Mat. Palermo, 20 (1905), pp. 97–135.
[5] P. ESPOSITO, N. GHOUSSOUB, AND Y. GUO, Mathematical analysis of partial differential equations model-
ing electrostatic MEMS, vol. 20 of Courant Lecture Notes in Mathematics, Courant Institute of Mathematical
Sciences, New York; American Mathematical Society, Providence, RI, 2010.
[6] G. FLORES, G. MERCADO, J. A. PELESKO, AND N. SMYTH, Analysis of the dynamics and touchdown in a
model of electrostatic MEMS, SIAM J. Appl. Math., 67 (2006/07), pp. 434–446 (electronic).
[7] F. GAZZOLA, H.-C. GRUNAU, AND G. SWEERS, Polyharmonic boundary value problems, vol. 1991 of Lecture
Notes in Mathematics, Springer-Verlag, Berlin, 2010.
[8] H.-C. GRUNAU, Positivity, change of sign and buckling eigenvalues in a one-dimensional fourth order model
problem, Adv. Differential Equations, 7 (2002), pp. 177–196.
[9] Y. GUO, Z. PAN, AND M. J. WARD, Touchdown and pull-in voltage behavior of a MEMS device with varying
dielectric properties, SIAM J. Appl. Math., 66 (2005), pp. 309–338 (electronic).
[10] PH. LAURENC¸OT, K. NIK, AND CH. WALKER, Energy minimizers for a MEMS model with heterogeneous di-
electric properties. Preprint, 2020.
13
[11] PH. LAURENC¸OT AND CH. WALKER, Sign-preserving property for some fourth-order elliptic operators in one
dimension or in radial symmetry, J. Anal. Math., 127 (2015), pp. 69–89.
[12] , Some singular equations modeling MEMS, Bull. Amer. Math. Soc. (N.S.), 54 (2017), pp. 437–479.
[13] , Shape derivative of the Dirichlet energy for a transmission problem. arXiv:1901.07257, 2019.
[14] A. E. LINDSAY, J. LEGA, AND K. G. GLASNER, Regularized model of post-touchdown configurations in elec-
trostatic MEMS: Equilibrium analysis, Phys. D, 280-281 (2014), pp. 95–108.
[15] , Regularized model of post-touchdown configurations in electrostatic MEMS: Interface dynamics, IMA J.
Appl. Math., 80 (2015), pp. 1635–1663.
[16] J. NECˇAS, Les me´thodes directes en the´orie des e´quations elliptiques, Masson et Cie, E´diteurs, Paris; Academia,
E´diteurs, Prague, 1967.
[17] M. P. OWEN, Asymptotic first eigenvalue estimates for the biharmonic operator on a rectangle, J. Differential
Equations, 136 (1997), pp. 166–190.
[18] J. A. PELESKO,Mathematical modeling of electrostatic MEMS with tailored dielectric properties, SIAM J. Appl.
Math., 62 (2001/02), pp. 888–908.
[19] J. A. PELESKO AND D. H. BERNSTEIN,Modeling MEMS and NEMS, Chapman & Hall/CRC, Boca Raton, FL,
2003.
[20] Y. YANG, R. ZHANG, AND L. ZHAO, Dynamics of electrostatic microelectromechanical systems actuators, J.
Math. Phys., 53 (2012), pp. 022703, 13.
INSTITUT DE MATHE´MATIQUES DE TOULOUSE, UMR 5219, UNIVERSITE´ DE TOULOUSE, CNRS, F–31062
TOULOUSE CEDEX 9, FRANCE
E-mail address: laurenco@math.univ-toulouse.fr
LEIBNIZ UNIVERSITA¨T HANNOVER, INSTITUT FU¨R ANGEWANDTE MATHEMATIK, WELFENGARTEN 1, D–
30167 HANNOVER, GERMANY
E-mail address: walker@ifam.uni-hannover.de
