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Abstract 
In this paper dance is used as an application area, as well as a metaphor for studying how to build 
digital multimedia libraries that comprise moving images accompanied by sound and other media.  
The use of protocol analysis is suggested as a knowledge acquisition method for eliciting verbal 
descriptions of dance.  Such descriptions may be used to annotate dance videos to facilitate their 
storage and retrieval.  An outline specification of a multimedia storage and retrieval system is 
presented. 
 
Introduction 
 Multimedia systems are designed for the combined use of digitised information 
representing text, sound, and still or video images.  Information encountered in day to day 
interactions in the real world involves a seamless mixture of the different media described above.  
The question is, and here lie the opportunities and challenges, how to describe and subsequently 
represent the knowledge about this combined multimedia information. 
 Low-level descriptions of multimedia information abound, manifesting themselves as 
coding standards and mechanisms; essentially a description in terms of digital data streams and 
their processing.  It is essential that the multimedia community learns from other communities 
that have protocols and methods for describing complex multimedia information:  for instance, 
the community of dance scholars, scholars well versed in describing to humans the rhythmic 
motion and steps comprising a dance at many different levels: levels of movement, spatial 
location, and on to more sophisticated descriptions involving the interaction between history, 
politics and culture, in which some believe dance is rooted. 
 We outline how dance scholars describe a dance and use the knowledge from one such 
scholar to elaborate on how such knowledge can be used to store and archive a dance video on 
conventional multimedia systems like Macromedia Director. 
 
Digital Video Processing 
 Current video coding mechanisms, and the commercially available software that realises, 
say, MPEG or Quicktime files on the screen, offer little more functionality than a VHS video 
recorder or a traditional editing suite.  There is no doubt that incorporation of video players into 
computing platforms is useful, but the real gains are to be had when the computing system is 
more than a communications system, a simple conduit for streams of video data. 
 A literature review shows that progress is being made in developing algorithms for the 
processing of the information contained within digital video.  Many video processing systems use 
segmentation, whereby the data stream is decomposed (sometimes virtually) into parts which are 
bounded by cinematic features such as cuts, pans and zooms.  This process can be carried out 
automatically, and quite successfully, through the use of image analysis algorithms which detect 
sudden changes, between video frames, of image statistics - such as colour histograms and 
texture measures, and camera motion effects.  (Hampapur, Jain and Weymouth 1996 have 
reviewed such techniques).  Indeed, the coincidence of such features with visual information has 
been sufficient for researchers to report the development of systems that, automatically recognise 
film genre (Fischer et al.  1995), and automatically produce video abstracts (‘trailers’) of 
entertainment movies (Pfeiffer et al.  1996). 
 Low-level statistics have been exploited in content-based image retrieval systems (Smith 
and Chang 1996, Jin et al. 1996).  Furthermore, such information has been combined, on the one 
hand, with manually annotated classifications (the Amore systemi), and on the other, with highly 
specialised underlying knowledge bases (Hermes et al.  1995), in the construction of still image 
retrieval systems.  Such techniques have been used for retrieving video (Hirata et al. 1997).  
Further, systems have been produced that recognise highly-specialised action sequences; for 
example, soccer action (Gong et al.  1995), ballet steps (Campbell 1995) and everyday human 
actions, such as somebody sitting down (Bobick 1996).   
 The systems described above have, by-and-large, a primary concern with the digital video 
signal in its raw form.  Mathematical transformations and statistical pattern matching are 
performed in what might be termed a bottom-up approach.  So we ask, what would constitute an 
improved machine-level representation of video data streams: what are the contents of video, 
how can we annotate digital video to facilitate its retrieval and manipulation?  There are 
multifarious video types, belonging to wide-ranging genres, and consequently different answers 
to the questions posed.  Consider, say: (i) Newscasts and educational programmes which 
comprise a ‘head and shoulders’ shot of a presenter, in which still and moving images are used to 
supplement the video’s main message which is carried by the verbal script; (ii) Recordings of 
events, e.g. sport, where verbal commentary can be seen to supplement the information provided 
by the visual channel; and, (iii) Films, which employ cinematic techniques - in addition to moving 
images, sound effects and scripts, to stimulate, thrill and frighten audiences.   
 The communicative effect of video is then some product of the visual and audio content, 
and the cinematic language of cuts, zooms and pans, mediated by the social contexts and 
domains in which it is produced and viewed. 
 
Why Dance? 
 Dance, a series of rhythmical motions and steps, prescribed or improvised, usually to 
music, is an interesting example of motor control, motion perception and gesture recognition. 
The appreciation of dance involves perceiving sequences of gestures, according to a movement 
vocabulary that may be peculiar to a style of dance or that may bear a relation to everyday 
movement. 
 Here might end the viewing experience for the lay audience: however, for dance scholars, 
dance may be analysed at several levels; for example, as a sequence of coded movements and/or 
as an expression of culture.  Adshead (1988) describes an approach which delimits aspects of 
dance analysis at levels ranging from the identification of the physical components of a dance and 
discerning its form, to its interpretation and evaluation. 
 Description may produce choreographic notations, graphical wire-forms, and verbal 
accounts.  The latter use the terminology of an established dance genre, like classical ballet, 
which results in a description in terms of pliés, relevés, attitudes, and so on.  Details of costume, 
soundtrack, settings or location may also be included at the descriptive level.  Notation systems 
use symbols to represent body parts, direction and dynamics of movement, and, in some cases, 
more stylised gestures; there is a similarity with musical scores.  Examples of such systems 
include Labanotation, Benesh and Eshkol-Wachman.  See Hutchinson Guest (1984), for details 
of these and other notation systems used by dance scholars.  In passing, we note that though a 
choreographic notation might provide an exhaustive description of the contents of a dance video, 
its production is labour intensive, i.e. taking 10 or 20 times the length of the dance to produce. 
 
In discerning the form of the dance, the analyst decides how the elemental components, 
such as individual movements and gestures, have been combined.  The resulting structures may 
span the whole dance, or be local to a section, or a single point in time.  At the interpretation 
level the dance is viewed in terms of its genre and its subject matter.  Further, its aesthetic 
qualities and artistic statement are explicated.  These aspects are considered in the evaluation of 
a dance which involves making judgements about its merit or worth. 
 The analyses of dance scholars can form the basis of an indexing, a categorization, or 
indeed a dance retrieval system.  However, since this knowledge is encapsulated in human-to-
human discourses, it must be processed further to be represented on a computer system.  We are 
exploring how to use critical commentary, explanatory notes and gloss provided by dance 
scholars as the basis for indexing (segments of) a dance.  This indexing process, or dance 
annotation, will help us, and we hope others, in articulating the representation requirements for 
rhythmical motions and steps: dance in particular and moving images in general. 
 One of the key assumptions in our work is that when a dance scholar looks at a dance, he 
or she deploys pre-existing knowledge directly for recognizing and retrieving the rhythmical 
motions and steps that may characterise the dance.  We have used techniques of protocol 
analysis, a method pioneered in cognitive psychology by Herbert Simon and his associate Anders 
Ericsson.  Specifically the think-aloud model of verbalization was utilised, wherein a dance 
scholar whilst thinking aloud provided us with both ‘orally encoded information and other kinds 
of thoughts’ (Ericsson and Simon 1993: 228). What interests us in protocol analysis is the claim 
that in order ‘to produce a verbalization from a thought, first lexical items must be selected for 
each relation and entity; second, a syntactical form or order of verbalization must be selected’ 
(ibid.: 229). 
 
Protocol Analysis 
 In our protocol analysis we sought to elicit, in terms of dance analysis, (i) an outline of 
the form of the dance, by way of sections and motifs; (ii) descriptions of the movement 
vocabulary of a dance; and, (iii) an interpretation of the audience-viewer relations that hold 
during a particular section of the dance.  There are various criteria by which a dance can be 
sectioned, or in the case of a dance video segmented.  These include the number of dancers on 
stage, from duets, trios to the company on stage; distinctive movement vocabulary and dynamics, 
some sections may be identified by slow, graceful movement, others by staccato movement; 
sometimes the accompanying musical score can provide cues as to sections.  Additionally, in the 
case of dance for film, cinematic cues such as cuts, pans and zooms, can be used.  Note that a 
motif is a gesture, or possibly a sequence of movements, that is prominent in a particular dance: 
by virtue of, for instance, its innovation, its frequent repetition, or its coincidence with key 
moments in the musical score. 
 We interviewed a dance expert whilst viewing a 25 minute dance video of Beach Birds 
for Camera in her company  (5 interviews, conducted during 8 hours over a period of 2 months). 
Merce Cunningham’sii Beach Birds for Camera is a film version of the earlier Beach Birds, with 
music by John Cage.   
 Some of our results of the protocol analysis of Beach Birds for Camera are presented 
below.  The dance expert characterised the sections of the dance with reference to camera action.  
Table 1, below, shows the analysis for the opening 30 seconds of the dance: we see how in these 
opening 4 shots the dance expert has described the dancer’s bodies and movements, and noted 
the recurring crossed-arms motif.  Further analysis identified the recurrence of two other motifs 
in the dance. 
Table 1- An Excerpt of an Analysis by Shots of Beach Birds for Camera 
Time1 Camera Action (Shot no.):  On-screen Action 
0:00 Still (1.i.a) Arms & torsos only; rocking slightly. Crossed-arms motif. 
0:06 Slow merging 
transition to still 
(1.i.b) New shot shows more torso, and more torsos. Crossed-arms motif. 
0:17 Quicker merge to 
still 
(1.i.c) Shot comprises images of arms crossing over - barely any torso visible 
0:30 Merge (1.ii.a) Group shot. 11 dancers on screen standing with knees together and 
slightly bent, arms spread wing-like. All still then gradual spreading of slight 
movements: hands twitch, arms flap, torsos rotate, then bending legs. 
 
 Next, the expert was asked to describe a particular 240 second long shot in two different 
ways: (i) describing movement vocabulary and spatial elements; and, (ii) from an audience-
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 Note that this is the length of time, in minutes and seconds, from the start of the dance. 
viewer perspective, requiring a degree of interpretation on her part.  Excerpts from the 
transcripts of the resulting commentaries are shown in Table 2, below. 
Table 2: Excerpts of  Transcripts of 2 tape-recorded commentaries of the pas de deux from 
Merce Cunningham’s Beach Birds for Camera with regard to... 
Time2 ...movement vocabulary and spatial 
elements 
... audience-viewer relationships
 
11:59 
 
 
 
 
 
12:14 
 
 
 
 
12:29 
duet or is it a pas de deux 
 
one man, one woman - unison in their dress 
 
vocabulary - stepping - with turnout, pliés, 
inclinations, quick relevés, the attitude penché 
motif, turning, leaning, arms stretching. 
sharing weight, supporting 
the movement dynamic changing - from slow to 
quick; fast, turning 
 
 
Who are the dancers looking at? 
They’re not looking at me; they’re not looking at 
each other 
 
One looks to the side - the other looks to the other 
side 
Facing each other, turning away; but never looking 
at the audience - never looking at the camera 
 
Caring for each other; looking at each other, 
holding each other - aware of where each other is 
all the time 
 
 We note that the movement vocabulary commentary describes the movements as they 
happen through specialist dance terms (underlined in Table 1).  In contrast, the commentary on 
audience-viewer relationships is more concerned with interpreting the gazes and relative 
positions of the dancers, using fuller linguistic phrases but no specialist terms.  We might view 
this contrast in terms of context-free verbalization and the verbalization of complex thoughts. 
 
Using the acquired knowledge to annotate a dance video 
 In this section we discuss ideas as to how elicited knowledge can form the basis of a 
knowledge-rich annotation of dance video. Three different levels of indexing a dance video are 
considered, (i) by segmentation of sections; (ii) by using motifs as micons; and, (iii) by aligning a 
verbal commentary with the video. 
The sections of a dance - an index of dance video segments?  Our analysis of the sections of 
Beach Birds for Camera, with the accompanying textual descriptions, provides, in effect, an 
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 Note that this is the length of time, in minutes and seconds, from the start of the dance. 
electronic table of contents to the dance.  Creating a menu to the sections of the dance based on 
the information shown previously in Table 1, is a straightforward matter.  These textual labels 
can further be used as extended key-word descriptions for indexing and searching. 
Motifs as moving icons - a basis for indexing?  Research in the domain of digital video 
information retrieval has borrowed both conceptually and practically from the more established 
field of textual IR: in the first instance by the attachment of verbal descriptors to video files for 
indexing purposes; and, then by analogy, the notions of video abstracts, key-frames and micons 
(moving icons) have been developed.  Thus representations of video can be image-based rather 
than text-based.  By their nature, the motifs of a dance suggest themselves as good content 
matter for micons - being as they are, evocative of that dance. 
Commentaries of the dance video - a basis for indexing  its contents?  A problem arises when 
it comes to the querying of an image / video database - it is often not practical for the querist to 
enter a still image, and certainly not a video.  And so, descriptions of a verbal / symbolic nature 
will have an important part to play in digital video libraries.  Ready-made content-descriptions of 
a fashion are sometimes available for video in the forms of scripts (cf. The Informedia projectiii, 
Christel et al.  1996; see also Ho-Shing and Chan 1997).  We are exploring the idea of aligning 
transcripts of verbal commentaries of dance with digital dance video, in the absence of a pre-
existing script  
 
Retrieving annotated images - a prototype 
 Work has recently started on building a dance retrieval system that uses the knowledge-
rich annotations described above.  We have been using Macromedia Director 5, on an Apple 
Macintosh, together with its Lingo scripting language for controlling the interactive presentation 
of the video-sequences and accompanying music.   
 The graphical user interface of our retrieval system is presented in Figure 1 below: 
 Figure 1 - A Prototype system for the indexing and retrieval of dance videos 
 
The presentation layout includes ‘buttons’ to view the dance by indexes based on 
sections delimited by camera shots, motifs and key musical moments.  Above the selected video 
clip are a LifeForms animation relating to Beach Birds and an excerpt from a critical review of 
the film. 
 The cast, (a Macromedia term for the set of multimedia objects), created for this 
prototype includes video clips - delineated by camera shots, motifs and by musical cues , textual 
descriptions - including those of motifs and reviews of the dance, and a sound track. 
 The knowledge acquisition session - protocol analysis - has led to the creation of a fact 
base describing a dance from different perspectives.  Once such a fact base is cast in a 
Macromedia script, the navigation through one or more sets of videotapes, or even a library of 
videos, will certainly be more user-oriented. 
Concluding comments 
 It was suggested that dance scholars can provide a verbal description, through protocol 
analysis, of a dance that will be grainier and richer than the description of the physical attributes 
that may be associated with most moving images: optical flow, colour contrast and so on.  Such 
a rich annotation, based on recurrent motifs, on movement vocabulary and on audience 
perception for example, can be used as a basis for storing and retrieving images by means of a 
conventional authoring system like Macromedia Director. 
 The utilisation of the observations of dance scholars for storing and retrieving some or all 
(of the parts) of the dances in a digital library can be regarded as an end in itself which is both 
technologically and aesthetically pleasing.  Furthermore, the special nature of movement in 
dance, rhythmic and step wise, contrived and spontaneous, set to music and comprising 
dialogues, can be used more generically for building digital multimedia libraries comprising 
movements of very different kinds. 
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Endnotes 
                                                
i
 The Amore system, http://gogh.neclab.com/Amore/ 
ii
 Cunningham has also shown a keen interest in working with computing technology.  He uses Life Forms, a system 
for graphically rendering human movement (http://fas.stu.ca/css/lifeforms), both for choreographing and for 
pedagogic purposes.  Further, the Cunningham Dance Foundation has a WWW-presence (http://www.merce.org). 
iii
 http://www.informedia.cs.cmu.edu 
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