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Abstract
Electroencephalography (EEG) based aﬀective computing is a new research ﬁeld that aims to
ﬁnd neural correlates between human emotions and the registered EEG signals. Typically, emo-
tion recognition systems are personalized, i.e. the discrimination models are subject-dependent.
Building subject-independent models is a harder problem due to the high EEG variability be-
tween individuals. In this paper we propose a uniﬁed system for eﬃcient discrimination of
positive and negative emotions in a group of 26 users. The users were exposed to high arousal
aﬀective images and the recorded brain signals diﬀerentiated according to their positive and
negative valence. Major challenge in building subject independent aﬀective models is to iden-
tify the most discriminative features between subjects. The focus of the present study is to
ﬁnd a relevant feature selection approach that extracts features suitable for neurophysiological
interpretation and validation. Spatial (channels) and temporal (brain waves peaks and their
respective latencies) features are extracted from the EEG signals. The feature selection strate-
gies explored (Independent spatial and temporal feature selection, Sequential Feature Selection,
Feature Elimination based on data descriptive statistics) are consistent in selecting parietal and
occipital channels and late waves (P200, P300) as better encoder of the emotion valence state
and less variable across subjects. These results are in line with neurophysiological hypothesis
of visually elicited human emotions - brain activity correlation. The relevance of the selected
features was validated by ﬁve standard and one majority vote classiﬁers.
Keywords: subject independent aﬀective computing, emotion valence recognition, Event Related Po-
tentials (ERPs), feature selection
1 Introduction
Aﬀective neuroscience (AN) is an interdisciplinary research ﬁeld that attempts to ﬁnd neural
correlates between human emotions and the registered brain activity, [2], [3]. Major techniques
Procedia Computer Science
Volume 53, 2015, Pages 375–382
2015 INNS Conference on Big Data
Selection and peer-review under responsibility of the Scientiﬁc Programme Committee of INNS-BigData2015
c© The Authors. Published by Elsevier B.V.
375
for brain imaging are the Electroencephalography (EEG), the Magneto-EncephaloGraphy
(MEG), functional Magneto Resonance Imaging (fMRI) and Positron Emission Tomography
(PET). Among them the EEG modality has attracted more attention because it is a nonin-
vasive, cheap and relatively easy to apply technology [8]. Most of the EEG-based emotion
recognition systems build an individual model for every subject (intra-subject models) [4].
Building inter-subject (subject independent) models is a harder problem due to the high EEG
variability between individuals. In [6] a real-time classiﬁcation of happy/unhappy emotions
elicited by pictures and classical music is proposed. The combination of features extracted
from the Power Spectral Density (PSD) of the EEG signal and the Support Vector machine
(SVM) classiﬁer resulted into 75.62% classiﬁcation accuracy for the intra-subject models and
signiﬁcantly lower (62.12%) accuracy for the inter-subject generalization. Better results are
presented in [1], where the emotion clustering is based on similarities in the EEG-related phase
trajectories. For simulated data with Signal to Noise Ratio (SNR) less than 10 dB (typical
for real EEG measurements) the inter-subject discrimination accuracy achieves 84%. [7] deals
with more challenging discrimination scenario of four emotional states (joy, anger, sadness and
pleasure) with inter-subject recognition accuracy of 82%. Interesting study is published in [10],
where the single-trial inter-subject accuracy of 80% is obtained after feature elimination of 720
features (out of 756 initial features).
The goal of this paper is to identify the relevant patterns encoded in the EEG data that
enable automatic detection of human emotions and its generalization across various subjects
(subject independent aﬀective computing model). The experimental scenario is built on Event
Related Potentials (ERPs). ERPs are transient components in the EEG generated in response
to stimulus (images with intensive emotional content in this study). The discrimination prob-
lem involves high dimensional, multi-channel noisy raw data, from which the spatio-temporal
features are extracted. The paper is organized as follows. Data set and feature extraction are
described in section 2. The feature selection strategies and classiﬁcation models are presented
in section 3. The conclusions are summarized in section 4.
2 Data set and feature extraction
26 female volunteers participated in this study. The brain activity was registered by ERPs
recorded while the volunteers were viewing images eliciting pleasant or unpleasant emotions
selected from the International Aﬀective Picture System (IAPS) repository. A total of 24
high arousal (IAPS rating above 6) images with positive (M=7.29 +/- 0.65) and negative
(M=1.47 +/- 0.24) valence were selected. For each image, signals from 21 channels (Table 1),
positioned according to the 10-20 system were sampled at 1kHz. Each image was presented 3
times in a pseudo-random order and each trial lasted 3500 ms. The raw brain signals were ﬁrst
ﬁltered (band-pass ﬁlter between 0.1 and 30Hz.), eye-movement corrected, baseline compensated
and segmented into epochs using NeuroScan software. The ﬁrst step to reduce the big ERP
variability among subjects was to get averaged signals of all positive and negative trials per
subject. The averaged ERP signals were ﬁltered using a Butterworth ﬁlter of 4th order with
passband [0.5-15] Hz.
Most of the ERP-based aﬀective state detection systems rely on the frequency content of
the signals [6]. The features are measures of the ERP energy in certain frequency bands, such
as Power Spectral Density (PSD) or Spectral Power Asymmetry (SPA). However, recent study
[9] reports evidence about temporal correlates between emotional stimuli processing and the
occurrence of subsequent positive and negative potentials when the stimulus is loaded with
intensive emotions. These waves are associated with speciﬁc time of occurrence (early/late
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waves). Following these assumptions, in this study, temporal features (amplitude and latency)
are extracted from the averaged ERP signals. Starting by the localization of the ﬁrst minimum
after t=0, the features are deﬁned as a sequence of local positive and negative peaks, and
their associated latencies (time of occurrence). For each channel, twelve temporal features are
stored (Table 1) corresponding to the amplitudes of the ﬁrst three local minimums (Amin1,
Amin2, Amin3), the ﬁrst three local maximums (Amax1, Amax2, Amax3), and their respective
latencies (Lmin1, Lmin2, Lmin3, Lmax1, Lmax2, Lmax3). As a result, the initial feature matrix
X has 252 columns (21 channels x12 features) and 52 lines (the ensemble averaged positive and
negative labeled trials of 26 subjects). The feature elimination strategies proposed in section 3
are applied to normalized data set Xnorm = X −mean(X))/std(X).
3 Feature elimination and classiﬁcation
Prior to feature elimination step, classiﬁcation using all spatio-temporal features was performed.
Five standard classiﬁers were tested: Artiﬁcial Neural Networks (ANN), Logistic Regression
(LogReg) Linear Discriminant Analysis (LDA), k-Nearest Neighbors (kNN), Nave Bayes (NB),
Support Vector Machines (SVM) and Decision Trees (DT), the results are summarized in Table
2. Most of the classiﬁers exhibit high accuracy on training data and low accuracy on testing
examples - a typical overﬁlling problem. Discrimination models based on the sparse data matrix
X (high number of attributes and low number of samples) are not able to generalize the learned
valence classes over new subjects. Classiﬁcation did not improve after standard PCA feature
elimination (Table 2). Discrimination models based on 43, 34, 16 or 7 principal components,
corresponding to 99, 95, 75 or 50% of retained data variance, exhibit event worse generalization
properties. PCA decorrelates data by removing 2nd-order dependencies which is insuﬃcient for
data with higher order dependencies (nonlinearities).
Classiﬁcation after spatial and temporal feature selection
Recent study [5] reports on correlation of emotion valence with stronger response in the cen-
tral cortical line and when visual stimulus elicit the emotion stronger response is observed in
the parietal and occipital brain zones. In order to explore these hypotheses individual classiﬁers
are trained for each spatial feature (single channel) with all temporal features per channel. Al-
ternatively, independent classiﬁers for each temporal feature over all channels were also trained.
The performance of 21 spatially distributed classiﬁers based on 12 temporal features, are shown
in Fig. 1, and the performance of 12 classiﬁers, based on 21 replication of the same temporal
feature over all channels, are shown in Fig. 2. The ﬁnal discrimination decision is obtained
by the majority vote of the ensemble of ﬁve classiﬁers (LD, kNN, NB, SVM, DT) - the VOTE
classiﬁer. The following observations can be stated: i) The occipital channel Oz and the pari-
etal channel P7 achieved the best performance (above 80%); ii) The discrimination capacity of
the occipital and parietal channels, particularly the central channels (Oz, Cz, Pz), is higher;
iii) The latencies (Lmin3, Lmax3, Lmin3) are more reliable descriptors; iv) The spatial fea-
tures encode better the class information and are less variable across subjects than temporal
features. These observations are compatible with the hypothesis for human emotions encoding
into electro-physiological correlates, [5].
Classiﬁcation after Sequential Feature Selection
Sequential Feature Selection (SFS) is an iterative procedure that makes an exhaustive search
over all possible combinations of features to ﬁnd the one that maximizes the classiﬁcation per-
formance. Starting from an empty set, SFS increments a new feature elected as the best class
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Table 1: Spatial Features (EEG Channels) and Temporal Features
N EEG Channels
1 Ch 1 (FP1)
2 Ch 2 (FPz)
3 Ch 3 (FP2)
4 Ch 4 (F7)
5 Ch 5 (F3)
6 Ch 6 (Fz)
7 Ch 7 (F4)
8 Ch 8 (F8)
9 Ch 9 (T7)
10 Ch 10 (C3)
11 Ch 11 (Cz)
12 Ch 12 (C4)
13 Ch 13 (T8)
14 Ch 14 (P7)
15 Ch 15 (P3)
16 Ch 16 (Pz)
17 Ch 17 (P4)
18 Ch 18 (P8)
19 Ch 19 (O1)
20 Ch 20 (Oz)
21 Ch 21 (O2)
N Features
1 Amin1
2 Amax1
3 Amin2
4 Amax2
5 Amin3
6 Amax3
7 Lmin1
8 Lmax1
9 Lmin2
10 Lmax2
11 Lmin3
12 Lmax3
Table 2: Classiﬁcation accuracy with all spatio-temporal features (252)
Model ANN LogReg LDA kNN NB SVM DT
Test Acc. 71.20 67.31 71.2 59.60 69.20 50 69.20
Train Acc. 75.60 100 100 100 93 100 96.20
Table 3: Classiﬁcation accuracy with PCA extracted features
Model ANN LogReg LDA kNN NB SVM DT Tbagger
43 Features (99%) 53.9 67.31 65.40 59.6 61.5 57.7 48.1 57.69
34 Features (95%) 61.5 69.23 65.40 57.7 67.3 57.7 53.9 63.46
16 Features (75%) 57.7 71.15 67.3 55.8 65.40 63.5 63.5 69.23
7 Features (50%) 55.8 59.62 61.5 69.2 65.40 71.2 63.5 61.54
predictor at the current iteration. At each iteration, the cost value (cost=1-accuracy) is re-
turned. This process continues until adding more features do not decrease the cost function or
to a predeﬁned number of selected features. The cost function versus the number of selected
features for diﬀerent learning algorithms is shown in Fig. 3. Note that the optimal feature
subspace varies between 5 and 12 (out of 252 features). The elimination of features with low
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Figure 1: 21 spatial classiﬁers (12 temporal
features per channel)
[t!]
Figure 2: 12 classiﬁers (a single temporal
feature over all channels)
inter-subject discrimination properties improved signiﬁcantly the performance of all classiﬁers
as seen in Fig. 4. The VOTE classiﬁcation accuracy (98%) is superior to any related system
reported in the literature. The selected spatio-temporal features are listed in Table 4. The
principal electro-physiological correlates with the emotion valence are spatially located at the
the frontal, occipital and parietal channels. Late waves are less subject dependent features.
These results are consistent with the classiﬁcation after independent spatial and temporal fea-
ture selection.
Classiﬁcation after feature elimination based on data descriptive statistics
SFS identiﬁes the most relevant features across subjects, however it is a computationally
heavy procedure. Matlab implementation of SFS takes a couple of days to ﬁnish. Moreover the
selected features depend on the learning algorithm (Table 4). We propose here an alternative
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Figure 3: Sequential Feature Selection
(SFS) Figure 4: Classiﬁcation with all features or
SFT selected features
Table 4: SFS selected features
LDA kNN NB SVM DT
Ch. Feature Ch. Feature Ch. Feature Ch. Feature Ch. Feature
1 Amin3 4 Amin1 1 Amax2 1 Amax3 1 Amax2
3 Amin1 5 Amin1 2 Lmax2 3 Lmin1 12 Amin2
5 Lmax1 8 Lmin2 3 Amin1 5 Lmax2 14 Amax1
6 Lmin2 10 Amin1 4 Amax3 5 Lmin3 20 Lmax2
6 Lmax2 10 Amax3 9 Amax1 11 Lmax3
11 Amin2 13 Amin2 20 Lmax2 13 Amax1
13 Amin1 14 Lmax2
13 Amax3 20 Amax1
17 Lmax3
20 Lmax2
feature selection based only on data descriptive statistics (the mean and the standard deviation
of the features class distribution).
The features are ranked by the distance between the means or the diﬀerence between the
standard deviations of their class distributions. First, the classiﬁcation is performed with the top
ranked feature and then subsequently a new feature is added with the next best rank. Thus,
instead of exhaustive search among all possible combinations of features from the complete
feature set (the SFS approach), the search is conﬁned only among statistically discriminable
features. The method is independent of the learning algorithm, computationally simple and
scalable.
The results of this iterative classiﬁcation are shown in Fig. 5 and Fig. 6. The discrim-
inative performance (88.46%) of the best classiﬁer, obtained with seven top ranked features
and VOTE classiﬁer, is lower than the SFS-based VOTE classiﬁer. However, it outperforms
the classiﬁcation models with independent spatial and temporal feature selection or PCA. The
more statistically discriminable features (obtained by a prior data distribution test) are also less
variable across subjects. Spatial features with higher importance are located in the parietal-
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Figure 5: Classiﬁcation accuracy versus sequentially incremented ranked features. Features are
ranked by the mean distance of their class distribution over subjects (blue) or the class standard
deviation over subjects (red).
Figure 6: VOTE classiﬁcation accuracy for sequentially incremented ranked features. Features
are ranked by the distance between their class distribution means (blue) or the diﬀerence
between their class distribution dispersion (red).
occipital region of the brain. Dominant temporal features have medium and long latencies.
These results are in line with related electro-physiological models of visually elicited human
emotions [9].
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4 Conclusions
The main contribution of this paper is the robust EEG-based emotion valence recognition sys-
tem validated for high dimensional data of 26 subjects. In order to reduce the high variability of
neural osculations between subjects, selection of most discriminative, less subject speciﬁc fea-
tures is of great importance. Among various alternatives, Sequential Feature Selection (SFS)
provides the most conﬁdent features based on which discrimination models with high general-
ization capacity over new subjects were obtained. However, SFS is a computationally heavy
procedure that may take days to ﬁnish. In contrast, an empirical feature elimination technique
was proposed based on descriptive statistics as a compromise between computational time (it
takes a few minutes) and discrimination performance (lower than with the SFS). Both methods
are consistent in selecting the parietal and occipital channels as better encoders of the class
information and less variable across subjects. Temporal correlation between visual emotional
stimulus and the occurrence of local potentials is more discriminative with respect to late waves
(P200, P300). Emotion valence recognition is an interesting topic, however limited to only two
states. The number of participants in the experiments is also important for revealing stable
cross subject features. In the reviewed references the average number of participants is about
10-15. Publicly available datasets are required to compare diﬀerent techniques.
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