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ABSTRACT: During the scheduled high luminosity upgrade of the LHC, the world’s largest par-
ticle physics accelerator at CERN, the position sensitive silicon detectors installed in the vertex
and tracking part of the CMS experiment will face a more intense radiation environment than the
present system was designed for. To upgrade the tracker to the required performance level, exten-
sive measurements and simulation studies have already been carried out.
A defect model of Synopsys Sentaurus TCAD simulation package for the bulk properties of pro-
ton irradiated devices has been producing simulations closely matching to measurements of silicon
strip detectors. However, the model does not provide the expected behavior due to the fluence in-
creased surface damage. The solution requires an approach that does not affect the accurate bulk
properties produced by the proton model, but only adds to it the required radiation induced prop-
erties close to the surface. These include the observed position dependency of the strip detector’s
charge collection efficiency (CCE).
In this paper a procedure to find a defect model that reproduces the correct CCE loss, along with
other surface properties of a strip detector up to a fluence 1.5×1015 1 MeV neqcm−2 (Φeq), will be
presented. When applied to CCE loss measurements at different fluences, this method may provide
means for the parametrization of the accumulation of oxide charge at the SiO2/Si interface as a
function of dose.
KEYWORDS: Si microstrip and pad detectors; Detector modelling and simulations II; Radiation
damage to detector materials (solid state).
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1. Introduction
The planned upgrade of the LHC accelerator at CERN, namely the high luminosity (HL) phase
of the LHC (HL-LHC scheduled for 2023), will enable the use of maximal physics potential of
the machine. The high integrated luminosity of 3000 fb−1 after 10 years of operation, resulting
in expected fluence above 1×1015 neqcm−2 for strip sensors ∼20 cm from vertex, will expose the
tracking system at HL-LHC to a radiation environment that is beyond the capability of the present
system design. This requires the upgrade of the all-silicon central trackers that will be equipped
with higher granularity as well as radiation hard sensors, which can withstand higher radiation
levels and higher occupancies also in the innermost layers closest to the interaction point. For
the upgrade, comprehensive measurements and simulation studies for silicon sensors of different
designs and materials with sufficient radiation tolerance have been launched.
Complementing measurements, simulations are an integral part of the R&D of novel silicon
radiation detector designs with upgraded radiation hardness. By being able to verify experimental
results, the numerical simulations will also gain predictive power. This can lead to reduced time
and cost budget in detector design and testing.
The simulations in this study were carried out using the Synopsys Sentaurus1 finite-element
Technology Computer-Aided Design (TCAD) software framework. A radiation defect model that
combines experimentally matching surface damage properties with the bulk damage properties of
the proton model [1] is developed and a comparison with corresponding results produced by the
Silvaco Atlas2 simulation tool is made.
1http://www.synopsys.com
2http://www.silvaco.com
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2. Surface damage in silicon strip sensors
At the high radiation environment of the LHC, defects are introduced both in the silicon substrate
(bulk damage) and in the SiO2 passivation layer, that affect the sensor performance through the
interface with the silicon bulk (surface damage). Bulk damage degrades detector operation by
introducing deep acceptor and donor type trap levels [2]. Surface damage consists of a positively
charged layer accumulated inside the oxide and interface traps may be created close to the interface
with silicon bulk [3]. These are approximated in the simulation by placing a fixed charge at the
interface. High oxide charge densities Qf are detrimental to the detector performance since the
electron layer generated under the SiO2/Si interface can cause very high electric fields near the p+
strips in p-on-n sensors and loss of position resolution in n-on-p sensors by providing a conduction
channel between the strips.
Important strip sensor surface characteristics include the interstrip capacitance Cint, interstrip
resistance Rint, position dependency of the charge collection efficiency CCE(x) and electric field
distribution between strips E(x). Cint and Rint are defined as the capacitance or resistance of an
individual strip to its adjacent neighbours and they contribute to strip noise and strip isolation, re-
spectively. Understanding the dependencies of CCE(x) will lead to more complete interpretation of
the degradation of the CCE with fluence. High E(x) can induce detector breakdown or avalanches
that can result in non-Gaussian noise events.
A radiation damage model tuned from the PTI-model [4] for proton irradiation at T = -20◦C
is able to reproduce accurately the effects of bulk damage in silicon for fluence range 1014 ∼
1.5× 1015 neqcm−2 [1]. The proton model does not reproduce the measured Rint, Cint and CCE(x),
for expected high accumulated surface charges Qf due to strip shortening. Hence, the following
work has been done to overcome this shortcoming.
3. Simulated device structures
Within the HPK campaign [5] two main device structures have been produced and hence sim-
ulated: diodes and segmented sensors. To enable comparison with measurements, the structures
have been simulated following the real device features as close as possible.
A diode structure was used to find a matching transient current shape between the defect model
under development and the proton model. This was done for simplicity and minimized simulation
time since at this point only bulk properties were under investigation, as will be presented in the
following sections. Presented on the left side of figure 1 is the front surface of the simulated
1× 10× 300 µm3 p-on-n diode. The thickness of the oxide on the front surface was 750 nm and
the Al layers on the front and backplanes were 500 nm thick. Bulk doping was 3.4× 1012 cm−3
and the heavily doped boron and phosphorus implantations on the front and backplane, respectively,
had the peak concentrations 5×1018 cm−3 with decay to the bulk doping level within 1.0 µm depth
using error function.
For the actual surface characteristics simulations a 5-strip structure was chosen to avoid any
non-uniformities from border effects on the mesh formation at the center part of the device. Pic-
tured on the right side of figure 1 are the second and centermost strips of a 5-strip n-on-p sensor
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Figure 1. Simulated structures. (left) DC-coupled p-on-n diode with via-structure and (right) part of the
n-on-p 5-strip sensor front surface with double p-stop strip isolation structure (not to scale). Colors: p+/n+
doping (blue/red), bulk doping (green), oxide (brown) and Al (gray). The aluminum layer is repeated at the
backplane where the reverse bias voltage is applied.
Table 1. Three-level defect model included in the non-uniform 3-level model. EC,V are the conduction and
valence band energies, σ e,h are the electron and hole capture cross sections, η is the current introduction rate
and Φ is the fluence.
Defect Energy [eV] σ e [cm2] σ h [cm2] η [cm−1] Concentration [cm−3]
Acceptor Ec−0.525 10−14 10−14 − 1.189×Φ+6.454×1013
Donor Ev +0.48 10−14 10−14 − 5.598×Φ-3.959×1014
Shallow acceptor Ec−0.40 8×10−15 2×10−14 40 40×Φ
with isolation between strips provided by a double p-stop implantation. The strip sensor configura-
tion is region number 5 from the MSSD structure used in the HPK campaign, i.e. pitch is 120 µm,
strip width is 41 µm, implant width is 28 µm and the strip length is 3.049 cm. The p-stop widths
are 4 µm and the spacing between p-stops is 6 µm, while peak doping of 1× 1016 cm−3 decays
to the bulk doping level within 1.5 µm, having equal depth with n+ strip implants. The aluminum
thicknesses and peak doping values for bulk and implants were as within the diode, while the front
surface oxide thickness was set to 250 nm. For the 200 µm active thickness n-on-p sensor (200P)
the total bulk thickness was 320 µm while the ∼200 µm active area thickness was produced by a
deep diffusion doping profile, as in real HPK sensors. Each strip had a biasing electrode at zero
potential as well as AC-coupled charge collecting contacts. The reverse bias voltage was provided
by the backplane contact.
4. Non-uniform three level defect model
As a first approach to find a defect model that will reproduce the expected surface properties
after proton irradiation [6], [7], a shallow acceptor trap level, shown in table 1, is added to the
proton model defects to provide increased negative space charge. Even though this results in good
agreement with measured Rint and Cint, the uniform distribution throughout the silicon bulk leads to
unphysical suppression of the transient current and thus, to CCE values not matching to measure-
ment. This suggests that a distribution in a limited region only is required for the shallow acceptor
traps.
4.1 From uniform to non-uniform defect concentration
Presented in figure 2 are two methods to construct a silicon bulk for the simulation, namely a
solid substrate and a combination of two slabs. Separate regions give the opportunity to introduce
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Figure 2. Silicon bulk constructed by two methods (not to scale): (left) solid 300 µm bulk, (right) 5 µm +
295 µm slabs, corresponding to a bulk thickness of 300 µm.
Figure 3. (left) Variation of the thickness of the region 1 in figure 2 to find a transient current shape that
matches the one in the proton model (red curve: proton model in both regions) in n-type diode structure at
Φeq = 5×1014 cm−2. (center) Corresponding CV , IV and (right) E(z) curves for 3-level model within 2 µm
depth.
different defect concentrations into particular parts of the Si bulk, which would not be possible with
a bulk constructed of only one region. When the change to the two region bulk structure was made,
it was checked that the interface between the regions did not affect any of the simulated electrical
properties of the device. Next the 3-level model in table 1 is introduced to the region 1, close to
the detector surface and the original proton model to the region 2 that forms the rest of the silicon
bulk. Then the region 1 thickness is varied to preserve the bulk properties produced by the proton
model. The left side of figure 3 shows the thickness variation process for finding the transient signal
shape equal to the proton model. 3-level model within 2 µm depth produces matching transient
current, leakage current-voltage (IV ) and capacitance-voltage (CV ) curves, as well as electric field
distribution E(z) (presented also in figure 3) in the silicon bulk.
The implementation of the non-uniform defect concentration in the silicon bulk can be justified
by the experimentally observed non-uniformity of the oxide concentration, that can indicate the
existance of a higher number of traps and silicon impurities near the surface of an irradiated detector
[8].
4.2 Surface properties simulation results
When the 3-level model is applied to the region 1 with 2 µm thickness in a 200P (pitch = 120
µm) strip-sensor, the expected high Rint is reached already at V = 0 for Φeq = 5× 1014 cm−2 and
Qf = 5× 1011 cm−2. Also the geometrical value of Cint up to Qf = 1.5× 1012 cm−2 at Φeq =
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Figure 4. Electron density for Φeq = 1.5× 1015 cm−2 and Qf = 1.2× 1012 cm−2 in a 5-strip 200P, pitch =
120 µm detector structure. The cut was made at 50 nm below oxide between the n+ strips. Positions of the
double p-stops can be observed in the center of the plot, where both concentrations reach their respective
minima.
1.5× 1015 cm−2 is reproduced. The effect of shallow acceptor traps results in O(5) difference in
electron density at the interstrip region, illustrated in figure 4.
The average cluster CCE loss between the strips measured with the Silicon Beam Telescope
(SiBT) [9] was determined to be 30± 2% [10] (comparison of the collected charge after charge
injection in the middle of the pitch and at the center of the strip) in 200 µm active thickness
float zone and magnetic-Czochralski sensors with p-stop and p-spray isolations (FZ200P/Y and
MCz200P/Y, respectively) at Φeq = (1.4± 0.1)× 1015 cm−2. To reproduce this with simulation
a procedure presented on the left side of figure 5 was applied. On the right side of figure 5 the
collected charge of an irradiated detector is a measure of efficiency relative to the non-irradiated
detector. The CCE loss is defined as the ratio of the difference in the collected cluster charge when
the charge injection is made at the center of the strip and in the middle of the pitch, to the collected
cluster charge when the injection position is at the center of the strip. For the cluster charge the
sum of the collected charges at the two strips closest to the position of the charge injection was
used. When Qf is used as an iteration parameter, the simulation produces ∼31% cluster CCE loss
at Qf = 1.58×1012 cm−2 (solid green curve on the right side of figure 5). Furthermore, the strips
remain isolated throughout the scanned Qf range up to the high value 2×1012 cm−2. Shorted strips
would result in equal collected charge at the centermost and its neighbour strip at all investigated
charge injection positions.
5. Conclusions
By combining a non-uniform concentration of 3-level defect model with the proton model in
Synopsys Sentaurus simulations, it is possible to reproduce both bulk and surface damage de-
pendent properties of irradiated silicon strip detectors at fluences up to Φeq = 1.5× 1015 cm−2.
Also the measured position dependency of CCE was succesfully reproduced at a fixed fluence of
Φeq = 1.5×1015 cm−2. The CCE loss results showed here are strictly tuned for the aforementioned
fluence. However, we know that the three levels are necessary also for low fluence although the
parametrization used here need to be studied further and tuned in detail.
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Figure 5. (left) Principle of CCE(x) simulation in a 5-strip 200P, pitch = 120 µm structure. The minimum
ionizing particle (MIP) injection position is varied towards the center strip. (right) Non-uniform 3-level
defect model produced CCE(x) in the same structure with p-stop doping Np = 1× 1016 cm−3. The cluster
charge is calculated as the sum of signals collected at the two strips. Strips remain isolated for all values of
Qf in the scan.
The effect of the non-uniform 3-level model to the CCE(x) leads to the interpretation that
the acceptor traps remove both inversion layer and signal electrons, i.e. the better the radiation
damage induced strip isolation, the higher the CCE loss between the strips. On the other hand, if
the shallow acceptor concentration is kept constant and Qf is increased, more traps are filled leading
to increased charge sharing and decreased CCE loss between the strips.
Similarly to Synopsys Sentaurus non-uniform 3-level model presented in this paper, the Sil-
vaco Atlas 5-trap model is able to suppress the electron accumulation layer formation also at higher
values of Qf [11], [12], [13]. Thus, the qualitative match between the two defect models is apparent.
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