Abstract-Deeply rooted in classical social choice and voting theory, statistical ranking with paired comparison data experienced its renaissance with the wide spread of crowdsourcing technique. As the data quality might be significantly damaged in an uncontrolled crowdsourcing environment, outlier detection and robust ranking have become a hot topic in such data analysis. In this paper, we propose a robust ranking framework based on the principle of Huber's robust statistics, which formulates outlier detection as a LASSO problem to find sparse approximations of the cyclic ranking projection in Hodge decomposition. Moreover, simple yet scalable algorithms are developed based on Linearized Bregman Iteration to achieve an even less biased estimator than LASSO. Statistical consistency of outlier detection is established in both cases which states that when the outliers are strong enough and in Erdös-Rényi random graph sampling settings, outliers can be faithfully detected. Our studies are supported by experiments with both simulated examples and real-world data. The proposed framework provides us a promising tool for robust ranking with large scale crowdsourcing data arising from computer vision, multimedia, machine learning, sociology, etc.
INTRODUCTION
Statistical preference aggregation, in particular ranking or rating from pairwise comparisons, is a classical problem which can be traced back to the 18 th century. This subject area has been widely studied in various fields including the social choice or voting theory in Economics [13] , [43] , Psychology [52] , [44] , Statistics [7] , [35] , [25] , [11] , Computer Vision [22] , [38] , [65] , [66] , [33] , Information Retrieval [8] , [32] , Machine Learning [10] , [41] , and others [50] , [47] , [37] . Recently pairwise ranking methods gain a new surge of rapid growth with the wide spread of crowdsourcing platforms (e.g., MTurk, Innocentive, CrowdFlower, CrowdRank, and Allourideas), which enables low cost data collection with a large number of voters.
Methods for rating/ranking via pairwise comparison in crowdsourcing scenario must address a number of inherent difficulties including: (i) incomplete and imbalanced data; (ii) conflicts of interests or inconsistencies in the data; (iii) online and streaming data; (iv) outlier detection. Among various approaches, recently a Hodge-theoretic approach to statistical ranking [29] , also called HodgeRank here, is able to characterize the intrinsic inconsistency in paired comparison data geometrically while infering a global ranking from incomplete and imbalanced samples, as a generalization of classical Borda Count in voting theory [12] . Such a methodology has been rapidly applied to the crowdsourced assessment for quality of experience (QoE) in multimedia, together with random graph models of sampling design [61] , [59] , which is favored in crowdsourcing studies where individuals provide the ratings in more diverse and less controlled settings than traditional lab environment [16] . Equipped with recent new developments on topological random graph theory in mathematics [30] , [31] , the framework, HodgeRank on Random Graphs, enables us to derive the constraints on sampling complexity to which the random selection must adhere. Instead of pursuing a quadratic number of pairs n 2 ≈ n 2 in a complete paired comparison design for n candidates, Erdös-Rényi random graph designs only need almost linear O(n log n) distinct sample pairs to ensure the graph connectivity for inferring a global ranking score and O(n 3/2 ) pairs to ensure the loop-free clique complex to avoid global inconsistency measured by harmonic ranking. Moreover, it allows an extension to online sampling settings. In [60] , [63] , some online algorithms are proposed based on the classic Robbins-Monro procedure [42] or stochastic gradient method for HodgeRank on random graphs, together with online tracking of topological evolution of paired comparison complex. For every edge independent sampling process, the online algorithm for global rating scores reaches minimax optimal convergence rates hence asymptotically as efficient as a batch algorithm, when dealing with streaming or large-scale data.
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Despite of these charming features, not all the data in crowdsourcing experiments are trustworthy. Due to the lack of supervision when subjects perform experiments in crowdsourcing, they may provide erroneous responses perfunctorily, carelessly, or dishonestly [9] . For example, when the testing time for a single participant lasts too long, the participant may become impatient and may input random decisions. Such random decisions are useless and may deviate significantly from other raters' decisions. Since the inference of global ranking score in HodgeRank depends on a least square problem, it may be fragile against such outliers.
In crowdsourcing study of multimedia [9] , [57] , Transitivity Satisfaction Rate (TSR) is proposed for outlier detection, which checks all the intransitive (circular) triangles such that A B C A where indicates preference. The TSR is defined as the number of transitive judgment triplets divided by the total number of triplets where transitivity may apply. However, TSR can only be applied for complete and balanced paired comparison data. When the paired data are incomplete, i.e., have missing edges, the question remains open of how to detect the noisy pairs.
On the other hand, some ranking methods have been seen robust against sparse and uniform outliers, such as angular embedding [46] , [66] , where [58] has shown that it has the same kind of phase transition in global ranking reconstruction as L1-norm ranking but only approximately recovers the ranking score. Furthermore, there has been a long history in robust statistics [28] which has not been investigated in this scenario.
In this paper, we fill in this gap by presenting a simple scheme starting from a LASSO [53] reformulation of Huber's robust regression [28] . Under this scheme, outlier detection becomes a sparse approximation of cyclic ranking component in the Hodge decomposition of paired comparison data, a characterization of total inconsistency or conflicts of interests. To meet the future challenge of big data analysis in crowdsourcing era, we develop a simple yet efficient and easy-toparallelize algorithm for outlier detection based on Linearized Bregman Iteration (LBI).
Our contributions in this work are highlighted as follows: (A) A Huber-LASSO framework is proposed for outlier detection and global ranking inference, where the outliers are sparse approximation of cyclic ranking projection in Hodge decomposition. (B) Some scalable algorithms are proposed based on Linearized Bregman Iteration which is less biased than LASSO and suitable for large scale analysis. (C) Statistical consistency for outlier detection is established with both Huber-LASSO and Linearized Bregman Iteration. (D) The effectiveness of the proposed methodology is demonstrated on both simulated examples and real-world data. This paper is an extension of our conference paper [62] , which formulates the outlier detection as a LASSO problem. Regularization paths of LASSO could provide us an order on samples tending to be outliers. However, the computational cost of full LASSO path is prohibitive from the applications of large scale crowdsourcing problem. As a departure from the previous work, in this paper, we consider the Linearized Bregman Iteration for outlier detection, which is motivated by some differential equation (or more precisely, inclusion) approach to remove bias in LASSO paths and allows extremely simple and fast implementation for large scale problems.
The remainder of this paper is organized as follows. Section 2 contains a review of related work. Then we systematically introduce the theory and fast algorithms for robust statistical ranking, based on Huber-LASSO and Linearized Bregman Iterations in Section 3. Statistical consistency theory for both cases is established in Section 4. Detailed experiments are presented in Section 5, followed by the conclusions in Section 6.
RELATED WORK

Statistical Ranking
In pairwise ranking aggregation, there is a set of n elements to rank, and one is given outcomes of various pairwise comparisons among these elements; the goal is to aggregate these pairwise comparisons into a global ranking over the elements. Various algorithms have been studied for this problem, including maximum likelihood under a Bradley-Terry model assumption, rank centrality (PageRank/MC3) [34] , [15] , least squares (HodgeRank [29] ) , and a pairwise variant of Borda count [12] among others. These methods have been widely used in surface reconstruction [22] , shape from shading [26] , high dynamic range compression [21] , image matting and fusion [3] , image and video quality assessment [61] , [59] , and various model fitting scenarios [40] , [6] .
If we consider the setting where pairwise comparisons are drawn I.I.D. (i.e., independently and identically distributed) from some fixed but unknown probability distribution, under a "time-reversibility" condition, the rank centrality (PageRank) and HodgeRank algorithms both converge to an optimal ranking [41] . However, PageRank is only able to aggregate the pairwise comparisons into a global ranking over the items. HodgeRank not only provides us a mean to determine a global ranking from paired comparison data under various statistical models (e.g., Uniform, Thurstone-Mosteller, Bradley-Terry, and Angular Transform), but also measures the inconsistency of the global ranking obtained. In particular, it takes a graph theoretic view, which maps paired comparison data to edge flows on a graph, possibly imbalanced (where different pairs may receive different number of comparisons) and incomplete (where every participant may only provide partial comparisons), and then applies combinatorial Hodge Theory to achieve an orthogonal decomposition of such edge flows into three components: gradient flow for global rating (optimal in the L2-norm sense), triangular curl flow for local inconsistency, and harmonic flow for global inconsistency. Such a perspective provides us with a universal geometric description of the structure of paired comparison data, which may help understand various models, in particular the linear models with sparse outliers used in this paper.
As HodgeRank solves the global ranking score via a graph Laplacian linear equation, it benefits greatly from such a structure -not only fast algorithms exist for such problems [48] , but also various random graph models can be exploited [61] , [59] , such as the Erdös-Rényi random graph [18] , random regular graph [56] , preferential attachment random graph [4] , small world random graph [55] , and geometric random graph [39] .
Outlier Detection and Robust Statistics
Outliers are also referred to as abnormalities, discordants, deviants, or anomalies in the computer science and statistics literature. It is typically defined to be data samples which have an unusual deviation from the most common or expected pattern. Outliers are rare events, but once they have occurred, they may lead to a large instability of models estimated from the data. Therefore, outlier detection is a critical task in many fields and has been explored for a long time, especially in statistics [28] . However, there is no universal approach that is applicable in all settings. In this paper, we adopt a statistical linear model for the paired comparison data, namely HodgeRank model [59] , and consider additive sparse outliers as they recently appeared in a variety of different studies [33] , [66] , [58] , [62] .
Various methods have been developed in literature for outlier detection and robust statistics. Among these studies, perhaps the most well-known one is robust regression with Huber's loss [28] , which combines the least squares and the least absolute deviation problems. Recently, [23] discovered that robust regression with Huber's loss is equivalent to a LASSO problem, which leads to a new understanding of outlier detection based on modern variable selection techniques, e.g., [45] .
Linearized Bregman Iteration
Linearized Bregman Iteration (LBI) was firstly introduced in [64] in the literature of variational imaging and compressive sensing. It is well-known that LASSO estimators are always biased [19] . On the other hand, [49] notices that Bregman iteration may reduce bias, also known as contrast loss, in the context of Total Variation image denoising. Now LBI can be viewed as a discretization of differential equations (inclusions) which may produce unbiased estimators under nearly the same model selection consistency conditions as LASSO [36] .
Beyond such a theoretical attraction, LBI is an extremely simple algorithm which combines an iterative gradient descent algorithm together with a soft thresholding. It is different to the well-known iterative soft-thresholding algorithm (ISTA) (e.g., [14] , [5] and references therein) which converges to the biased LASSO solution. To tune the regularization parameter in noisy settings, one needs to run ISTA with many different thresholding parameters and chooses the best among them; in contrast, LBI only runs in a single path and regularization is achieved by early stopping like boosting algorithms [36] , which may save the computational cost greatly and thus suitable for large scale implementation, e.g., distributive computation [67] .
ROBUST HODGERANK
In this section, we systematically introduce the theory and fast algorithms for robust statistical ranking, based on Huber-LASSO and Linearized Bregman Iterations. Specifically, we first start from a basic linear model with different types of noise models, which have been successfully used widely in literature. Second, a Huber-LASSO framework is introduced such that outlier detection becomes sparse cyclic approximation in Hodge Decomposition of pairwise ranking data. Various techniques from robust statistics and LASSO can be used here. Finally we introduce some scalable algorithms using linearized Bregman iterations.
Basic Linear Model
Let ∧ be a set of raters and V = {1, ..., n} be the set of items to be ranked. Paired comparison data is collected as a real-valued function with missing values, ∧ × V × V → R, which is skew-symmetric for each α ∈ ∧, i.e., Y [61] , dichotomous choice {±1} or a k-point Likert scale (k = 3, 4, 5) are often used; while in machine learning [10] and surface reconstruction [66] etc., general real values are assumed.
In this paper, consider the following linear model:
where θ * ∈ R V is some true scaling score on V and z α ij are noise.
Paired comparison data above can be mapped to edge flows on a graph G = (V, E) where the edge set E consists of all pairs of items {i, j} which are comparable in data. Define the gradient operator (finite difference operator) [29] , [61] on graph G by
where the design matrix X = δ 0 and the Gram matrix L 0 = X T X becomes the unnormalized Graph Laplacian. In this way, Xθ * can be viewed as a gradient flow induced by a potential/scaling function θ * : V → R, and the measurement Y is contaminated by noise z. We assume that the graph G is connected such that its graph Laplacian L 0 has rank n − 1. Now we are going to present some noise models z ∼ F z which are often met in practice.
Gaussian-type noise
If z α ij = ε α ij represents independent noise with mean zero and fixed variance, the Gauss-Markov theorem tells us that the unbiased estimator with minimal variance is given by the least squares problem (L2), min i∈V θi=0 i,j,α
whose estimator solves the Graph Laplacian equation
Such an algorithm has been used in [61] , [59] , [60] to derive scaling scores in subjective multimedia assessment.
Gaussian Noise with Outliers
However, not all comparisons are trustworthy and there may be sparse outliers. Putting in a mathematical way, here we consider
where outlier γ α ij has a much larger magnitude than ε α ij and is sparse in the sense that most of its elements are zeroes.
How can one modify least squares problem to achieve a robust estimator against sparse outliers?
Huber-LASSO
To deal with different types of noises, Huber [27] , [28] proposes the following robust regression,
where ρ : R → [0, ∞) is a differentiable convex function with derivative ψ(x) = ρ (x). For fixed number of items n, as the number of paired comparisons m satisfies n/m → 0, a solution of (5) 
Had we known the density of noise dF z (x) = f z (x)dx, the optimal choice of ρ would be decided by ψ(x) = (log f z (x)) such that the asymptotic variance meets the lower bound via the Fisher information, i.e., V (ψ, F z ) = 1/I(F z ). Square loss is hence an optimal choice for Gaussian noise. Note that in high dimensional settings n/m → c > 0, the asymptotic variance gets more complicated [17] , which leaves us a new favorite consideration on random graph designs in paired comparison experiments [61] , [59] . Erdös-Rényi random graphs are almost surely connected as long as m n log n, so n/m → 0. However noise model (4) contains singularities as outliers, hence one can't derive an optimal convex ρ as above. Nevertheless the Huber's loss function ρ λ is a good choice for ρ
It is a strongly convex and smooth function. When
the comparison is regarded as a "good" one with Gaussian noise and L2-norm penalty is used on the residual. Otherwise, it is regarded as a "bad" one contaminated by outliers and L1-norm penalty is applied which is less sensitive to the amount of deviation. So when λ = 0, it reduces to a least absolute deviation (LAD) problem or L1-norm ranking [37] .
Huber's robust regression (5) with ρ λ is equivalent to the following LASSO formulation [62] :
To see this, let (θ lasso ,γ lasso ) be a solution of (6). Here we introduce a new variable γ [28] . Otherwise, an L2-norm is used to attenuate the Gaussian noise. This optimization problem is a partially penalized LASSO [53] , hence called Huber-LASSO (or HLASSO) in this paper.
Standard LASSO packages such as glmnet and quadrupen do not solve HLASSO (6) directly. Fortunately HLASSO can be split into two subproblems with the two groups of variables decoupled, via orthogonal projections of data Y onto the column space of X and its complement. In particular, the outlier γ is involved in a standard LASSO problem, whose design matrix comes from the projection onto the complement of the column space of X.
To see this, let X has a full SVD decomposition
where U 1 is an orthonormal basis of the column space col(X) and U 2 becomes an orthonormal basis for ker(X T ). Then the following result provides a precise statement of the split of HLASSO.
Proposition. The HLASSO solution (θ,γ) can be obtained by the following two problems
Note that
where A † denotes the Moore-Penrose inverse of A. Hence we do not need the full SVD to solve (7) .
Hence the original HLASSO is split into two separate optimization problems: the first in (7) is a standard LASSO problem which detects outliers and the second in (8) is a least squares problem which calculates scores via corrected data Y −γ.
Outliers as Sparse Cyclic Approximation in Hodge Decomposition
The algorithm proposed above admits a neat interpretation from Hodge Decomposition for pairwise ranking on graphs [29] . Such a theory, referred to as HodgeRank, was introduced by [61] , [59] to multimedia QoE assessment. Roughly speaking, it says that all paired comparison data Y on graph G admits the following orthogonal decomposition:
aggregate paired comparisons = global ranking ⊕ harmonic cyclic ⊕ triangular cyclic.
In particular, the latter two subspaces, harmonic and triangular cyclic rankings, are both called cyclic ranking here (i.e., subspace ker(X T )). Note that in (7), the unitary matrix U T 2 is an orthogonal projection onto the subspace of cyclic ranking. Therefore, it enables the following interpretation of outlier detection LASSO via Hodge Decomposition. The outlier γ in (7) is a sparse approximation of the projection of paired comparison data onto cyclic ranking subspace. This leads us to an extension of outlier detection by TSR in complete case to incomplete settings.
Parameter Tuning
A crucial question here is how to choose λ which is equivalent to estimate the variance of ε α ij properly. For this purpose, Huber [28] proposes the concomitant scale estimation, which jointly estimates s and λ via the following way:
where m is the total number of paired comparisons. Note that M σ plays the same role of λ in (5), since for fixed σ, minimization problem (10) is equivalent to minimize (5) with λ = M σ. In practice, [28] suggests to fix M = 1.35 in order to be robust as much as possible and do not lose much statistical efficiency for normally distributed data. Problem (10) becomes a convex optimization problem jointly in θ and σ, hence can be solved efficiently. In LASSO's formulation, Huber's concomitant scale estimation becomes scaledlasso whose consistency is proved in [51] . However, in our applications the concomitant scale estimation (10) only works when outliers are sparse enough. Moreover, cross-validation to find optimal λ, turns out to be highly unstable here. Since every sample is associated with an outlier variable, leaving out samples thus loses all information about the associated outlier variables.
Here we suggest a new cross-validation scheme based on random projections. Note that U 2 is a projection onto the subspace ker(X T ), hence one can exploit subsets of random projections as training and validation sets, respectively. Each random projection will contain information of all the sample and outliers generically. Thanks to the exploitation of Erdös-Rényi random graphs in crowdsoucring experiments [61] , [59] , positions of outliers can be consistently identified with such a random projection based cross-validation.
In practice, although cross-validation works for sparse and large enough outliers, we find it might fail when outliers become dense and small in magnitudes. However, when cross-validation fails, we still find it more informative by looking at the regularization paths of (7) directly. The order that variables γ α ij become nonzero when regularization parameter λ changes from ∞ to small, can faithfully identify the tendency that a measurement Y α ij is contaminated by outliers, even when cross-validation fails. Therefore, we suggest to use regularization paths to inspect the outliers in applications.
Prior knowledge can also be used to tune the regularization parameter. For example, if one would like to drop a certain percentage of outliers, say 5%, then the top 5% variables appeared on regularization paths can be regarded as outliers and dropped. Moreover, the deviation magnitudes sometimes can be used to determine outliers. For example in dichotomous choice, we can just set λ = 1. 
which is reasonable to be selected as an outlier.
HLASSO Algorithm
Based on these development, we have the the following Robust Ranking Algorithm 1 called HLASSO here.
However, HLASSO suffers the following issues.
• Bias: HLASSO gives a biased estimation [20] ,γ andθ.
• Scalability: (7) is prohibitive with large number of samples and ranking items. To remove bias, after correctly identifying the outliers, one can drop those comparisons contaminated by outliers and use the least squares estimation to achieve an unbiased estimation.
Scalable Algorithm: Linearized Bregman Iteration
Here we introduce some new algorithms inspired by certain ordinary differential equations (ODEs) leading to unbiased estimators [36] . The new algorithms are discretization of such ODEs which are easy for parallel implementation and scalable.
Consider the ODE
As the damping paramter κ → ∞, we have
When sign-consistency is reached at certain τ , i.e., p ∈ ∂ γ * 1 , thenṗ S (τ ) = 0 (S = supp(γ * )) and we have
S + ε which implies the optimal estimator isγ S (τ ) = γ * S + ε which is unbiased andθ(τ ) is the subset least square solution after removing outliers.
Linearized Bregman Iteration (LBI) Algorithm 2 is a forward Euler discretization of (11) with step size t and z
The parameter h = κ · t is the step size of gradient decent of θ. So h should not be too large to make the algorithm converge. In fact necessarily h XX T + I ≤ h( XX T + 1) < 2 in Section 4. Remark. The parameter κ is the damping factor of dynamic of γ and θ. As κ → ∞ and t → 0, the algorithm will converge to dynamics (12) which finds unbiased estimators when sign consistency is reached.
Remark. As we shall see in the next section, t k = k t plays a similar role as 1/λ in (6) to control the Algorithm 2: LBI in correspondence to (6) 1 Initialization: Given parameter κ and t, define
2 Iteration:
Stopping: exit when stopping rules are met.
sparsity of γ. Sparsity is large as k = 0 from the empty set, and decreases with possible oscillations as iteration goes. Early stopping regularization is thus required to avoid overfitting. Similar ways of parameter tuning as Huber-LASSO can be applied here to find an early stopping rule τ = k * t. Moreover, one can change the update of θ k from gradient decent in (13a) to exact solution
Algorithm 3: LBI in correspondence to (7) 1 Initialization: Given parameter κ, t, define
Note that I − X(X T X) † X T is the projection matrix U 2 U T 2 which involves sparse matrix X and is thus more efficient than finding U 2 in large scale problems.
STATISTICAL CONSISTENCY OF OUTLIER DETECTION
In this part, we establish the statistical theory for outlier detection by HLASSO and LBI, respectively. As we shall see, the solution path of LBI shares almost the same good properties as that of LASSO, i.e., outlier detection consistency and l 2 -error bounds of minimax optimal rates. They both consistently identify locations of outliers under nearly the same conditions. Such conditions, roughly speaking, require that the matrix U 2 satisfies an incoherence (or irrepresentable) condition and the sparse outliers have large enough magnitudes. However as the limit dynamics of LBI (12) is unbiased, LBI may estimate outlier magnitudes with less bias than HLASSO. Another distinction lies in that LBI exploits early stopping regularization while HLASSO chooses a regularization parameter λ.
Let S = supp(γ * ) andŜ = supp(γ) where supp(x) = {i :
Recall that the number of alternatives n = |V | and the number of paired comparisons m = |E|. Denote the column vectors of Ψ with index in S (S c ) by Ψ S (Ψ S c ) and the number of rows in Ψ by l (l = m − n + 1). Let
Now we havẽ
The following assumptions are for both HLASSO and LBI.
• (C1: Restricted Eigenvalue)
• (C2: Irrepresentability) For some constant η ∈ (0, 1],
The irrepresentable condition is easy to satisfy for large connected Erdös-Rényi random graphs, since Ψ tends to be an orthogonal matrix as n → ∞ and n/m n/(n log n) → 0. Theorem 1 (Consistency of HLASSO): Let
Then with probability greater than
has a unique solutionγ λ satisfying:
• If condition C1 and C2 hold, there are no false positive outliers, i.e.,Ŝ ⊆ S; and
On the contrary if condition C2 fails, then Prob(Ŝ ⊆ S) < 1/2.
• If additionally assume (C3: Large Outlier) γ min := min i∈S |γ * i | > λ l h(η, Ψ, γ * ), there will be no false positive and negative outliers, i.e.,Ŝ = S(γ ) (sign(γ) = sign(γ * )). On the contrary, if condition C3 fails, then Prob(sign(γ) = sign(γ * )) < 1/2.
Remark Condition C1 is necessary for the uniqueness of a sparse outlier γ * whose support is contained in S. C2 and C3 are sufficient to ensure nofalse-positive outliers and no-false-negative outliers, respectively. They are also necessary above.
Remark From the uniform bound one can reach
which is the minimax-optimal rate. Theorem 2 (Consistency of LBI): Given C1 and C2, let
, and
Assume κ is big enough to satisfy B ≤ κη, and step size t is small s.t. h Ψ S Ψ T S < 2. Then with probability at least 1 −
, Algorithm 3 has paths satisfying:
• (No-false-positive) For all k such that t k ≤ τ , the path has no-false-positive, i.e., supp(γ k ) ⊆ S;
• (Sign-consistency) Moreover, if the smallest magnitude γ min is strong enough and κ is big enough to ensure
• (l 2 -bound) For some constant κ and C large enough such that
there is a k * , t k * ≤τ , such that
Remark The theorems show that t k in Algorithm 3 plays the same role of 1/λ in (7),
Therefore, early stopping in LBI plays a role of regularization as tuning λ in LASSO.
EXPERIMENTS
In this section, six examples are exhibited with both simulated and real-world data to illustrate the validity of the analysis above and applications of the methodology proposed. The first two examples are with simulated data while the latter four exploit realworld data in QoE evaluation and sports. Note that one dataset in QoE is collected by crowdsourcing. 
Simulated Study
Experiment I: Synthetic pairwise data
In this experiment, we first create a random total order on n candidates V as the ground-truth and add paired comparison edges (i, j) ∈ E to graph G = (V, E) randomly, with the preference direction following the ground-truth order. To create sparse outliers, a random subset of E is reversed in preference direction. In this way, we simulate a paired comparison graph, possibly incomplete and imbalanced, with outliers.
Here we choose n = |V | = 16, which is consistent with the first two real-world datasets. For convenience, denote the total number of paired comparisons by SN (Sample Number), the number of outliers by ON (Outlier Number), and the outlier percentage by OP = ON/SN. The following will show the proposed LBI could exhibit comparable performance with LASSO for outlier detection.
First, for each pair of (SN,OP), we compute the regularization pathγ λ of LASSO by varying regularization parameter λ from ∞ to 0, which is solved by R-package quadrupen [24] . The order in whicĥ γ λ ij becomes nonzero gives a ranking of the edges according to their tendency to be outliers. Since we have the ground-truth outliers, the ROC curve can be plotted by thresholding the regularization parameter λ at different levels which creates different true positive rates (TPR) and false positive rates (FPR). For example, when SN = 2000 and OP = 5%, the ROC curve can be seen in Fig. 1(a) . With different choices of SN and OP, Area Under the Curve (AUC) are computed with standard deviations over 20 runs and shown in Table 1 to measure the performance of LASSO in outlier detection. Moreover, comparable results returned by LBI can be found in Fig. 1(b) and Table 2 . It can be seen that when samples are large and outliers are sparse, the AUC of both of these two methods are close to 1. This implies that both LASSO and LBI can provide an accurate estimation of outliers (indicated by a small FPR with large TPR). Fig. 2(a) , 2(b) illustrate the regularization path examples of LASSO and LBI.
We note that when OP = 50%, i.e., half of the edges are reverted by outliers, Table 1 and 2 both show a rapid decrease of AUC to about 0.5, which is the performance of random guess. This is as expected, since when more than half of the edges are perturbed, it is impossible to distinguish the signal from noise by any method. A phase transition can be observed in these two tables, that AUC rapidly increases to 1 as long as OP drops below 50% and SN increases.
The simulated example mentioned above tells us that LBI could exhibit similar performance with LASSO in most cases when sample numbers are not large. But when the sample number grows to be large, LASSO paths will be too expensive to compute while LBI still scales up. The following experiment provides such an example.
Experiment II: Image Reconstruction
In some scenarios like image reconstruction, there is a large number of samples (paired comparisons between pixels in images) and every sample contributes to an outlier variable, which makes LASSO difficult to detect outliers effectively. However LBI could provide us a simple yet scalable outlier detection algorithm for large-scale data analysis.
Here we use an simulation example of image reconstruction from [66] . First we use an image as the ground-truth, with an intensity range of [0, 1] over 181 × 162 pixels. Local comparisons are obtained as intensity differences between pixels within a 5 × 5 neighborhood, added with Gaussian noise of σ = 0.05. Furthermore 10% of these measurements are added with random outliers of ±0.5. So there are n = 29, 322 nodes and m = 346, 737 pairwise comparisons. In this example, none of the LASSO packages in this paper can deal with this example; in contrast, LBI takes the advantage of sparsity of X and works well. Fig.  3 shows the results marked by their mean squared errors with respect to the original image where LBI exhibits a significantly smaller error than the least squares (L2).
Real-world Datasets
As there is no ground-truth for outliers in real-world data, one can not exploit ROC and AUC as in simulated data to evaluate outlier detection performance here. In this subsection, we inspect the top p% pairs returned by LASSO/LBI and compare them with the whole data to see if they are reasonably good outliers. Besides, to see the effect of outliers on global ranking scores, we will further show the outcomes of four ranking algorithms, namely L2 (HodgeRank), HLASSO which is biased, LBI which is less biased, and LASSO+L2, a debiased HLASSO which first adopts LASSO for outlier detection followed by subset least square (L2) after dropping outlier contaminated examples. Numerical experimental results fit our theory nicely. Besides, we denote LBI algorithms by LBI (κ, t) for parameter choices. 
PC-VQA Dataset
The first dataset, PC-VQA, collected by [61] , contains 38, 400 paired comparisons of the LIVE dataset [2] (Fig. 4) from 209 random observers. An attractive property of this dataset is that the paired comparison data is complete and balanced. As LIVE includes 10 different reference videos and 15 distorted versions of each reference, for a total of 160 videos, the complete comparisons of this video database requires 10 × 16 2 = 1200 comparisons. Therefore, 38, 400 comparisons correspond to 32 complete rounds.
For simplicity, we randomly take reference 1 as an illustrative example (other reference videos exhibit similar results). Outliers detected by both methods are shown in the paired comparison matrix in Table  3 . This matrix is constructed as follows (Table 4 is constructed in the same way). For each video pair {i, j}, let n ij be the number of comparisons, for which a ij raters agree that the quality of i is better than j (a ji carries the opposite meaning). So a ij + a ji = n ij if no tie occurs. In the PC-VQA dataset, n ij ≡ 32 for all videos. The order of the video ID in Table 3 is arranged from high to low according to the global ranking score calculated by the least squares method (3). It is interesting to see that the outliers picked out are mainly distributed in the lower left corner of this matrix, which implies that the outliers are those preference orders with a large deviation from the global ranking scores by L2. In addition, the earlier a pair is detected as an outlier, the closer it will be to the lower left corner and the larger such a deviation is. Moreover, Fig. 5 further confirms this phenomenon. Here, all the top 5% outliers are reversed preference arrows pointing from lower quality to higher quality videos. More importantly, it is easy to see that outliers returned by these two approaches are almost the same with a few exceptions shown by open/filled blue circles in Table 3 and red/blue lines in Fig.  5 . The reason why the difference occurs lies in the solution accuracy of LASSO, in which more than one pair corresponding to the same λ may jump out together at the same time to become outliers. From this viewpoint, the detection difference between LBI and LASSO frequently happens on the last few pairs.
Table 5(a) shows the outcomes of the four ranking algorithms mentioned above. It is easy to see that removal of the top 5% outliers in both LASSO+L2 and LBI (50, 1/25000) changes the orders of some compet- itive videos, such as V3 and V12. More importantly, both changes are in the same way, which indicates HLASSO is more biased than them and the effect of outliers is mainly within the highly competitive groups.
PC-IQA Dataset
Additionally, to test the detection ability on incomplete and imbalanced data, PC-IQA dataset is taken into consideration. This dataset contains 15 reference images and 15 distorted versions of each reference, for a total of 240 images which come from two publicly available datasets, LIVE [2] and IVC [1] (Fig. 6) . Totally, 186 observers, each of whom performs a varied number of comparisons via Internet, provide 23, 097
paired comparisons for crowdsourced subjective image quality assessment. Table 4 and Fig. 7 show the experimental results on a randomly selected reference (image 10 in Fig.  6 ). Similar observations as above can be made and we note that outliers distributed on this dataset are much sparser than PC-VQA, shown by many zeros in the lower left corner of Table 4 . The outcomes of four ranking algorithms with the top 5% outliers are shown in Table 5 Table 3.   Image ID  1  6  9  12  10  2  16  7  15  11  8  13  14  3  4  5   1  0  11  10  12  11  20  11  15  13  14  16  15  14  17  14  13   6  3  0  5  10  8  11  11  12  10  10  12  13  12  11  14  16   9  3  7  0  5  7  6  3  10  4  5  8  6  5  11  14  17   12  3  2  3  0  6  9  13  7  8  5  8  13  13  13  16 (Table 4) . Therefore, the example shows that under sparse outliers L2 ranking may be less accurate.
Moreover, LASSO+L2 and LBI further suggest that image ID = 2 should be better than image ID = 10, in contrast to L2 and HLASSO algorithms. A further inspection of the dataset confirms that such a suggestion is reasonable. Fig. 8 shows the two images (ID = 2 and ID = 10) from the IVC [1] database. There is a blurring effect in image ID = 2 and a blocking effect in the background of ID = 10. In the dataset, 4 raters agree that the quality of ID = 2 is better than ID = 10, while 7 raters have the opposite opinion. Clearly both LASSO+L2 and LBI choose the preference of the minority, based on aggregate behavior over population after removal of some outliers. Why does this happen? In fact, when a participant compares the quality between ID = 2 and ID = 10, his preference depends on his attention -on the foreground or on the whole image. A rater with foreground attention might be disturbed by the blurring effect, leading to 10 2. On the other hand, a rater with holistic attention may notice the blocking effect in the background, leading to 2 10. Which criterion might be dominant? To explore this question, we further collected more clean data (i.e., 20 more persons provide careful judgments in controlled lab conditions), among which a dominant percentage (80%) agrees with 2 10, consistent with the LASSO+L2/LBI prediction after removal of outliers. This suggests that most observers assess the quality of an image from a global point of view. Another less stable way is to select a subset of clean data without outliers for validation. Such a result suggests that for those highly competitive or confused alternative pairs, a large number of samples are expected to find a good ranking in majority voting; on the other hand, by exploiting intermediate comparisons of good confidence with other alternatives, it is possible to achieve a reliable global ranking with a much smaller number of samples, such as what LASSO+L2/LBI does here. an additional intercept parameter in linear model (1). That is, it is more likely for a team to win when playing at home than away due to the support of fans. A close inspection on regularization paths reveals several outliers, with top thirteen shown in Table  6 and it is interesting to see that outliers selected by LASSO and LBI are the same. Such outliers are unexpected as the strong team is beaten by the weak. For example, an outlier shows that Bucks beats Lakers by 98:79. However Lakers got 57wins/25loses in that season and was ranked 2nd in Western Conference, while Bucks got 35wins/47loses and was ranked 9th in Eastern Conference. This is definitely regarded as an unexpected result at that time.
To compare different ranking algorithms, Table 7 shows global ranking order and scores returned by four algorithms. It is easy to see that LBI (5000, 1/500000) could approach the scores of LASSO+L2 successfully. More importantly, the larger the κ is, the closer LBI approaches LASSO+L2 which is unbiased.
Tennis Match Dataset
The data is provided by Braxton Osting and details on data collection can be found in [37] . The dataset consists of 4, 074 matches during October 9, 2010 to October 5, 2011, played between 218 players each of which played at least 27 matches. At the end of each tennis match, there is a winner and a loser; there are BERDYCH, Tomas (CZE) [7] no ties in this data. Hence the paired comparison data is binary, y ij = −y ji ∈ {±1}. The top eight outliers returned by LASSO and LBI are also the same, as shown in Table 8 . Different rankings returned by four algorithms are shown in Table 9 with LBI (10000, 1/1000000). These outliers are all made up of by the events that high-ranked players are beaten by low-ranked players. For example, NADAL Rafael (ranked 3rd in all four) are beaten by DAVYDENKO Nikolay (ranked [37] [38] [39] [40] in the fifth outlier appeared in LASSO regularization paths. Besides, similar to the NBA dataset, it is easy to see that LBI could also approach the scores of unbiased LASSO+L2 successfully, both of which are different to the biased HLASSO ranking.
CONCLUSIONS
In this paper, we propose a framework of robust ranking with pairwise comparison data on graphs, based 
SUPPLEMENTARY MATERIAL: PROOFS OF THEOREMS
Proof of Theorem 1: The theorem mainly follows the Theorem 1 in [54] by changing the notation from X, β, n, p, γ, λ n to Ψ, γ, l, m, η, λ/l. Note that in [54] , column normalization µ Ψ = 1 is assumed, while in this paper we keep this parameter µ Ψ ≤ 1. Our results here assume Gaussian noise, which can be extended to sub-Gaussian noise in [54] resulting to a slight different λ up to a constant √ 2 as well as a different constant in l ∞ bound.
Proof of Theorem 2: Here we present a selfcontained sketchy proof, leaving the readers to [36] for a full development of the related theory.
(No-false-positive) First consider the LBI restricted on S 
Using concentration inequality, we can bound the last term by B with high probability (at least 1 − 1/(m √ log m)−1/(n √ log n) via a Gaussian tail bound). Now we turn to the LBI restricted on T = S c with γ Also we have Ψ T T P T Ψ ≤ 2σµ Ψ log m/l with high probability (at least 1 − 1/(m √ log m) via a Gaussian tail bound), so when t k ≤τ , the second term is smaller than (1 − B/κη)η. Hence the whole term is less than 1, as desired.
(Sign-consistency) Given no-false-positive beforeτ , to achieve sign consistency, we only need to show (15) can achieve no-false-negtive beforeτ .
Denote Φ k = |γ S |−|γ Next we are going to show Φ k is decreasing at least
whereC min = C min l(1 − h Ψ S Ψ T S /2). With a sufficient fast drop of Φ k , we just need to show Φ k ≤ γ 2 min /(2κ), which is sufficient for no-false-negative, i.e., every outlier in S has been found by γ k .
Multiplyingγ S − γ k S on the both sides of (15), gives
Since for i ∈ S, (p which gives (17) . Now (17) 
The following gives a piecewise bound (l 2 -bound) The proof is similar to that of signconsistency. Using the inequality
whereF (x) = x 2κ +2 √ xs ≥ F (x), soF −1 (x) ≤ F −1 (x). LetL k =F −1 (Φ k ). We get the following bound The result follows from setting τ 2 (C) ≤τ .
