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an59 Statement from the new editor
H. Joseph Newton, Stata Technical Bulletin
This issue marks the beginning of my term as editor of the Stata Technical Bulletin. I approach this task with excitement
and some trepidation. The yeoman work of Sean Becketti and his Associate Editors is a hard act to follow but I will do my best.
I’d like to say a few words about myself and then discuss what I see of the future for the STB. I received my PhD in
statistics at SUNY/Buffalo under the direction of Emanuel Parzen in the area of multiple time series analysis. I came to the
Department of Statistics in 1978 as an assistant professor and am now professor and head of the department (you can check out





















The main thrust of my research activities remain in the area of time series analysis though recently I have spent considerable
effort in space-time processes and computational statistics. I am the President of the Interface Foundation of North America, the
non-proﬁt corporation that organizes the annual Symposium on the Interface of Computing Science and Statistics. I have been
the New Directions in Computing editor of the American Statistician for several years. In 1988 I published a time series text
and software package called TIMESLAB (Wadsworth and Brooks/Cole). Thus computing is something I care very much about.
Since Stata Corporation moved from California to College Station a few years ago, I have been fortunate to get to know
Bill Gould and the other people who have put Stata together, and I can only say that they are true workaholics who are obsessed
with getting things right. When I was asked to become editor of the STB, it was very easy to say yes because of the quality of
the people I will be working with.
I have several goals for the STB, goals that every editor of every publication strives for. First, I’d like to expand the range of
articles while preserving the features that have made the STB useful to its readers. I am particularly interested in time series and
spatial statistics. I’d love to hear from anyone who has written ado ﬁles for time series analysis. Articles on data management,
interesting data sets, and education are always of great interest.
Speaking of education, the movement to using advanced computer interfaces in teaching statistics continues to grow with
leaps and bounds. Using the World Wide Web for instruction will become more and more important. One example of this is
our department at Texas A&M where we have established a computer lab with 25 PCs to be used in all of our undergraduate
instruction (approximately 1,100 students per semester use the lab at least once a week). We use StataQuest and its dialog boxes
and good graphics. I have written a set of ado ﬁles which illustrate many of the concepts in introductory courses. I am hoping
that the STB will be a means for Stata users to communicate work they have done in this area.
In addition to expanding the range of articles, I hope to increase the number of authors. I have been monitoring Statalist
on the Internet and have been very impressed with the care that many correspondents have used in the discussion. I have seen
several discussions that would make excellent reading in the STB. Don’t be surprised if I invite people to submit an expanded
version of something on statalist for publication in the STB.
I welcome any comments or suggestions you or your co-workers, students, and others may have. I will do my best to make
the STB something you ﬁnd useful. If it’s not, please let me know.
an60 STB-25 – STB-30 available in bound format
Patricia Branton, Stata Corporation, stata@stata.com
The ﬁfth year of the Stata Technical Bulletin (issues 25–30) has been reprinted in a bound book called The Stata Technical
Bulletin Reprints, Volume 5. The volume of reprints is available from StataCorp for $25, plus shipping. Or, you may purchase
all ﬁve reprint volumes for $100, plus shipping. Authors of inserts in STB-25 – STB-30 will automatically receive the book at
no charge and need not order.
This book of reprints includes everything that appeared in issues 25–30 of the STB. As a consequence, you do not need
to purchase the reprints if you saved your STBs. However, many subscribers ﬁnd the reprints useful since they are bound in
a volume that is the same size as the Stata manuals. Our primary reason for reprinting the STB, though, is to make it easier
and cheaper for new users to obtain back issues. For those not purchasing the reprints, note that zz6 in this issue provides a
cumulative index for the ﬁfth year of the original STBs.Stata Technical Bulletin 3
svy1 Some basic concepts for design-based analysis of complex survey data
John L. Eltinge, Texas A&M University, FAX 409-845-3144, EMAIL jeltinge@stat.tamu.edu
William M. Sribney, Stata Corporation, FAX 409-696-4601, EMAIL tech support@stata.com
Several articles (svy1–5) in this issue cover “design-based” analyses of complex survey data. Before we launch into the
details of syntax and formulas, it is useful to outline some fundamental concepts and principles. This will lead to brief explanations
of
1. What “complex sample designs” are, and why we use them.
2. How “design-based” analyses of complex survey data differ from “independent, identically distributed (iid) based” analyses,
and why the design-based approach is preferred.
For reasons of space, this discussion will be brief and informal. For more detailed introductions to complex survey data analysis,
see, e.g., Scheaffer et al. (1996), Stuart (1984), and Williams (1978). Advanced treatments and discussion of important special
topics are given by Cochran (1977), S¨ arndal et al. (1992), Skinner et al. (1989), Thompson (1992), and Wolter (1985).
Complex sample designs: Clusters, strata, and selection probabilities
When we carry out a large-scale survey, we often cannot afford to select our interviewed units through simple random
sampling. For example, as part of a hypertension study, suppose we plan to select 2000 persons; we will interview and take
blood-pressure readings on each. If we selected them through simple random sampling from the full U.S. population of 260
million people, our interviewers would have to travel to hundreds of different locations, and our travel costs would be prohibitively
high.
We can reduce these costs substantially by selecting a relatively small number of counties (80, say), and then carrying
out our interviews and examinations exclusively within those selected counties. This strategy is called “cluster sampling,” and
the individual counties are called “clusters” or “primary sampling units” (PSUs). Taking the cost-reduction strategy further, we
can select a few city blocks within each selected county, select a few households within each city block, and then select a few
persons within each household. The resulting extension of cluster sampling is called “multistage sampling,” and the ﬁner-level
selected units are called secondary sampling units (city blocks), tertiary sampling units (households), and elements (individual
interviewed persons), respectively.
Clustering is good because it reduces our interview costs. However, there is also a downside to cluster sampling: a cluster
sample of 2000 persons, say, generally will produce estimators that are less precise than we could obtain from a simple random
sample of 2000 persons. To recover some of this lost precision, we use a reﬁnement known as “stratiﬁcation.” To carry out
stratiﬁcation, we note that the U.S. contains about 3000 counties, and that we can group these counties into 20–40 “strata,” say,
based on population size and socioeconomic factors. We select a few counties within each stratum, and then select city blocks
within counties, and so on, as before. The resulting design is called “stratiﬁed multistage sampling.”
Finally, we need to specify the way in which we will select our counties, city blocks, households, and persons. Under our
stratiﬁed multistage design, one option is to use simple random sampling at each stage; i.e., select a simple random sample of
counties within each stratum, then select a simple random sample of blocks within each selected county, and so on. Because
different counties contain different numbers of people, this design gives some people a higher probability of selection than other
people. Another option is to use random sampling with unequal selection probabilities at some stages; for example, for counties
A and B in stratum 1, we may give county A a higher probability of selection than county B. This again generally gives some
people a higher probability of selection than others. This may be desirable, for example, when we estimate parameters for special
subpopulations, but the unequal selection probabilities will add a further complication to our analyses.
Four essential ideas for design-based analysis
Over the past several decades, the sample survey literature has developed a broad set of methods for the analysis of data
collected through a complex design. Within that literature, four themes are intertwined.
1. Farewell to iid. Due to the combined effects of clustering, stratiﬁcation, and unequal selection probabilities, it generally is
not plausible to view our survey observations as independent and identically distributed. For that reason, it generally is not











2. Design-induced randomness. Development of an alternative analysis method requires us to re-examine the basic concept of
randomness, and its practical impact on our evaluation of bias, precision, and conﬁdence interval coverage. Evaluation of a
design based analysis method is based on the “randomness” of our observations induced by our complex sampling design.4 Stata Technical Bulletin STB-31
3. Accounting for the complex survey design. The design-based approach leads directly to estimation and inference methods
intended to “account for the sample design.” The main features of these methods are “probability weighted” point estimators
and variance estimators that account for stratiﬁcation, clustering, and unequal selection probabilities.
4. How exactly did you get your data? As we carry out a design-based analysis, it is essential to identify clearly the strata
and clusters used in our complex sample design.
Design-based inference
Viewed at a very general level, analysis methods for complex survey data follow the same general strategy as in other
areas of applied statistics. For example, we want a point estimator that is approximately unbiased and that has a relatively small




However, to discuss unbiasedness, variance, and coverage probability under a complex design, we need a clear vision of the
sense in which our observations are “random.”
The design-based approach views our population as ﬁxed and views the “randomness” of our observations as arising only
from the random-selection process of our complex design. Under this approach, our hypertension survey is a snapshot of the
ﬁxed hypertensive status of each of 260 million Americans at a given time, and the “randomness” of our 2000 observations
arises only from the fact that we randomly selected certain counties, city blocks, households, and individuals. Expectations and
variances then are evaluated with respect to the sampling design. For example, an expectation is deﬁned to be the “long-run
average” we would obtain if we used our design to sample many times from the original population.
Note especially that the design-based approach is conceptually different from model-based approaches that are commonly
used in other areas of applied statistics and that also can be used for some survey analyses. Under model-based approaches
(including both iid-based approaches and more sophisticated modeling work), expectations, variances, and coverage probabilities
are evaluated with respect to a speciﬁc model or class of models. In particular, we focus on models (including speciﬁc assumptions
regarding heteroscedasticity of observations and correlation among observations) that we consider appropriate for our data, based
on a mixture of prior experience and diagnostic checking. Thus, the “randomness” considered in a model-based approach is the
randomness associated with the model we believe we have.
By contrast, the “randomness” considered under the design-based approach is restricted to the randomness we are sure
we have: the speciﬁc random process by which we selected our sample units. In this sense, we can describe the design-based
approach as very parsimonious or perhaps even minimalist. As with other minimalist endeavors, the design-based approach has
a powerful intellectual appeal, within reasonable limits.
In practical terms, it is common to view design-based methods as more “robust” (e.g., against model failure), and model-based
methods as potentially more “efﬁcient” (e.g., having smaller reported standard errors); see, e.g., Kott (1991, Section 9). That’s
a good summary, but we shouldn’t push it too far. Good design-based analysts pay careful attention to efﬁciency issues, and
good model-based analysts devote serious effort to robustness issues and model checks. Our own view is that both approaches,
carefully implemented, have appropriate places in the analysis of complex survey data. The
s
v
y commands introduced in
svy2–5 implement design-based methods. In future releases, we plan to provide a broad range of commands to implement both
design-based and model-based methods with appropriate diagnostics. This will allow users to carry out side-by-side analyses and
model checks, and thus obtain a clear view of the merits and limitations of each approach for their particular survey.
What’s wrong with iid-based methods?
In general, it is not appropriate to use iid-based analysis methods with data collected through a complex sample design.
There are two fundamental problems. First, an iid-based point estimator generally will be biased under a complex design. This
bias is of special concern for cases in which there is association between the selection probabilities and the observed values. For
example, in the U.S., older adults tend to have hypertension more often than younger adults. Thus, if our sample design gave
older adults a higher probability of selection than younger adults, then we would have a strong reason for concern regarding
selection bias in a standard iid-based estimator of hypertension prevalence.
Second, variance estimators based on iid assumptions also tend to be biased, primarily because they do not account fully
for changes in variability induced by the use of stratiﬁcation, clustering and unequal selection probabilities. For example, in
heavily clustered designs like our hypertension example, iid-based variance estimators tend to underestimate the true variances.
Consequently, direct application of iid-based analysis methods to clustered-design data may lead to conﬁdence intervals with
coverage rates that are substantially lower than the nominal rate
1
￿
￿; and equivalently, associated hypothesis tests may have
Type I error rates that are substantially higher than their nominal level
￿. The latter coverage- and error-rate problems can be
of serious concern even for cases in which selection bias appears to be relatively minor.
Taken together, these results indicate that if we use an iid-based variance estimator with cluster-survey data, we run a
substantial risk of understating the uncertainty attached to our estimates. This is consistent with what we would expect intuitively.Stata Technical Bulletin 5
For example, recall that in our hypertension example, we avoided simple random sampling of 2000 persons because it would
have been too expensive. Instead, we selected our 2000 persons through a cluster-sample design, which led to tolerable interview
and travel costs. It is not surprising that the less-expensive cluster sample of 2000 persons contains somewhat less information
than a simple random sample of the same size. In an informal sense, if we used iid-based variance estimators with our heavily
clustered hypertension survey data, we would, in essence, be ignoring this loss of information.
Design-based methods
The design-based approach leads to point estimators and variance estimators that differ from those we would use under the
assumption of iid observations. In an informal sense, these design methods give us point estimators that adjust for the effects
of unequal selection probabilities, and variance estimators that account for the losses (or gains) in precision induced by the
sampling design.
Speciﬁcally, design-based point estimators use weighted sums of our observations, where the weight for a given survey
element (e.g., an interviewed person) is inversely proportional to that element’s probability of selection. For example, suppose
that in our hypertension survey, the selection probability for each rural resident was only one-half of the selection probability for
each urban resident. Then our point estimators will give each “rural” observation twice the weight of each “urban” observation.
In addition, design-based variance estimators account for changes in variability associated with stratiﬁcation, clustering, and
unequal selection probabilities. These modiﬁed variance estimators are then used to compute design-based conﬁdence intervals
and test statistics. In this issue of Stata Technical Bulletin, articles svy2 and svy4 give some details regarding computation of
design-based point estimators and variance estimators.
Distinctions between strata and clusters
Analyses of survey data depend heavily on the proper identiﬁcation of the complex design that was used to collect our data.
At a minimum, we need to identify our selection probabilities, our strata, and our primary sampling units. This identiﬁcation
can be complicated by the fact that the survey literature often uses the term “cluster” for a primary sampling unit and by the
fact that some government surveys and some large health studies use the terms “stratum” and “cluster” for groupings that are
very different from those described previously. Consequently, it is useful to note three points regarding the distinction between
a “stratum” and a “cluster” in design-based survey analysis.
1. Each element (e.g., person) in our population belongs to exactly one primary sampling unit (e.g., a county). The set of
primary sampling units (PSUs) is partitioned into one or more strata, so that each PSU belongs to exactly one stratum.
For a given survey design, the resulting “stratum boundaries” are viewed as ﬁxed or predetermined. We will select one or
more PSUs from each of our strata.
2. As noted previously, design-based survey analysts evaluate estimator performance under hypothetical repeated sampling
from the speciﬁed design. Under this concept of “repeated sampling,” the same strata are used each time. Consequently,
there is no “randomness” associated with the particular strata encountered in a given survey dataset.
3. On the other hand, a given survey generally will select only a few PSUs from a large number of PSUs contained in a given
stratum. The set of speciﬁc PSUs included in a speciﬁc survey dataset is a result of the random-sampling process. If we
used the same sample design repeatedly, then we would anticipate selection of a different set of PSUs each time.
To illustrate the distinction between strata and clusters, consider a group of 50 school districts in southeast Texas. The
population of interest covered all school principals in each of these 50 districts. The main questionnaire variables involved the
principals’ interest in a continuing-education program. Three possible designs were as follows; these are simpliﬁed versions of
designs that were considered for a 1990 survey.
Option 1: Stratiﬁed random sampling. Within each of the 50 districts, select two principals through simple random sampling.
Under this design, each of the districts is a separate stratum, each principal is a primary sampling unit, and two PSUsa r e
selected from each stratum. There is no subsampling within a selected PSU. Repeated use of this design would always use
the same 50 strata, but would result in the selection of a new set of principals each time.
Option 2: Simple random sampling of districts. Select ﬁve of the 50 districts through simple random sampling without replacement.
Interview all principals contained in a given selected district. Under this design, there is only one stratum, each of the
districts is a separate primary sampling unit and we select ﬁve of these PSUs. In addition, there is only one stage of sampling,
selection of districts. Each principal is an element within a selected PSU. Repeated use of this design will result in the
selection of different sets of ﬁve districts, and thus in selection of different sets of principals.
Option 3: Stratiﬁed multistage sampling of districts and principals. Group the 50 districts into two strata such that stratum 1
contains the 15 districts with the highest enrollment and stratum 2 contains the remaining 35 districts. Within stratum 1,
select 3 of the 15 districts through simple random sampling without replacement, and similarly select 7 of the 35 districts6 Stata Technical Bulletin STB-31
in stratum 2. Within each of the ten selected districts, select twelve principals through simple random sampling without
replacement. Under this design, we have two strata. We select three PSUs from the ﬁrst stratum and seven PSUs from the
second. The primary sampling units are the school districts, and the secondary sampling units are the individual principals.
Repeated use of this design will always use the same two strata, but will result in the selection of different sets of districts
and of principals within districts.
Closing remarks: Current and future svy commands
The next four articles in this Stata Technical Bulletin outline a set of commands for design-based analysis of survey data.






























p. svy2 presents syntax and computational formulas, and also discusses some special features, e.g., design effects, that
are used heavily in the analysis of complex survey data. svy3 introduces some simple descriptive tools that are useful for initial
exploration of survey datasets, e.g., stratum and PSU counts, and missing-data rates. svy4 covers more complicated analyses



































t for estimation of linear combinations
of parameters and for associated hypothesis tests. [Editor’s note: The ado ﬁles for the commands described in svy2–5 are all
contained the directory svy1.]
In future releases, we plan to present additional
s
v
y commands for estimation of distribution functions and quantiles,
contingency table analyses, missing-data adjustments, auxiliary-data-based estimates of means and totals, and other important
analyses.
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l typed without arguments redisplay previous results. Any of the following options can be






























































































































n restrictions will not produce correct variance estimates for subpopulations in many cases. To compute


















y commands are designed for use with complex survey data. The survey design may or may not be stratiﬁed.
Depending on the original sample design, primary sampling units (PSUs) may consist of clusters of observations (e.g., counties or
city blocks) or the PSUs may be individual observations. Typically, there are sampling weights proportional to the inverse of the







ts—short for “probability weights”.
These commands produce estimates of ﬁnite-population means, totals, ratios, and proportions. Associated variance estimates,
design effects (deff and deft), and misspeciﬁcation effects (meff and meft) are also computed. Estimates for multiple subpopulations












) option will give estimates for a single subpopulation deﬁned by an
expression.














































) requests a ﬁnite population correction for the variance estimates. If the variable speciﬁed has values less than or








h,w h e r e
n




h = total number of PSUs in the population belonging to stratum
h. If the variable speciﬁed has values greater than
or equal to
n




























) speciﬁes that estimates be computed for the single subpopulation deﬁned by the observations for which the
speciﬁed expression is true. Note that observations with missing values for the variable(s) in this expression may have to
be omitted explicitly using an
i






























p requests that deff and deft be computed using









p is not speciﬁed, deff


















l requests that numeric values rather than value labels be used to




























e speciﬁes that only observations with





































e is the default when there are missing values and there are








o). If there are missing values and two or more variables



















































e computation requires memory for a number of variables equal to the number of variables in the varlist









e computation has no such requirements and can be speciﬁed to reduce













e option be done in ﬂoat precision rather than in double precision (the


























































t requests that the design-effect measure deft be displayed. See the following section, Some ﬁne points about deff and deft,








t requests that the meft measure of misspeciﬁcation effects be displayed. See the following section, Misspeciﬁcation effects:
meff and meft, for a discussion of meff and meft.
o
b




e requests that the estimate of the (sub)population size be displayed for each row of estimates. The (sub)population size
estimate equals the sum of the weights for those observations used for the mean/total/ratio estimate.
Setting the strata, psu, fpc, and pweight variables
For our ﬁrst example, we use data from the National Maternal and Infant Health Survey (NMIHS) (Gonzalez et al. 1992,







n. Primary sampling units are mothers; i.e., PSUs are individual






t. We do not include a































































































































































































We can now use the
s
v




























































































































































































































































































































































































































































































































































































a, the settings are remembered and do not have
to be speciﬁed in subsequent use of any of the
s
v













t for a syntax diagram.
Estimates for subpopulations





















































































































































































































































































































































































































































































































































































p option for the computation of deff in this case; see the section Some ﬁne points
about deff and deft which appears later in this article.




























































































































































































































































































































































































































































































































































































































































































































e has the value 0 labeled “nonblack” (i.e., white







l has the value 0 labeled “single” and 1 labeled “married”. Value labels on the
b
y
variables make for better looking and more readable output when producing estimates for subpopulations. See [5d] label in the


















































































































































































































































































































































































































































































































































) option takes an expression—just like the
i





















































































































































































































































































































































































































































































































































































































































































































































































) variables have missing values, the observations with missing values are automatically omitted from the analysis.
















) expression have missing








) option, there is no way for Stata to know what observations, if any, should be omitted. You











=normal) which is missing for 7 observations. We omit them using an
i
f










































































































































































































































































































































































































































































































































Warning about the use of if and in



















































































































































































































































































































































































































































































































p to get subpopulation




































































































































































































































































































































































































































































































































-Stata Technical Bulletin 11
The different variance estimates are due to the way
i
f works in Stata. For all commands in Stata, using
i
f is equivalent
to deleting all observations that do not satisfy the
i




commands compute subpopulation variance estimates in a way that accounts for which sample units were and were not contained
in the subpopulation of interest. Thus, the
s
v
y commands must also have access to those observations not in the subpopulation to
compute the variance estimates. The survey literature refers to these variance estimators as “unconditional” variance estimators.
See, e.g., Cochran (1977, Section 2.13) for a further discussion of these unconditional variance estimators and some alternative
“conditional” variance estimators.
For survey data, there are only a few circumstances that necessitate the use of
i
f. For example, if one suspected laboratory
error for a certain set of measurements, then it might be proper to use
i
f to omit these observations from the analysis. Another
use of
i
f was described in the previous section:
i








) option to omit observations
with missing values.
Options for displaying results: ci deff deft meff meft obs size
We now use data from the Second National Health and Nutrition Examination Survey (NHANES II) (McDowell et al. 1981)




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































f are the default. Note that there is no control over the order in which the
options are displayed; they are always displayed in the order shown here.





































Using svytotal and svyratio
























k is a variable that is 1 if a person has ever had a heart attack and 0 otherwise. We estimate the total numbers
of persons who have had heart attacks by
s
e
















































































































































































































































































































































































































































































































































































l in the way the varlist can be speciﬁed.














































































































































































































































































































































































































































































































































































used only the 8720 observations that had nonmissing values for both variables. In your own datasets, if you encounter substantial
missing-data rates, it is generally a good idea to look into the reasons for the missing-data phenomenon, and to consider the
potential for problems with nonresponse bias in your analysis.
Note that the slash
















































n can be used to estimate means for subpopulations. Consider the following example. In our NHANES










n containing iron levels. Suppose
that we wish to estimate the ratio of total iron levels in females to total number of females in the population. We can do this





n that represents iron levels in females; i.e., the variable equals iron level if the subject is









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































proportions for all of the categories deﬁned by the unique values of the variables in its varlist. It can handle any number of







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Changing the strata, psu, fpc, and pweight variables



































































































































































































































































































































































































































































































































































































































































































































































































































































































Finite population correction (FPC)
A ﬁnite population correction (FPC) accounts for the reduction in variance that occurs when we sample without replacement





) option of the
s
v
y commands computes an FPC
for cases of simple random sampling or stratiﬁed random sampling; i.e., for sample designs that use simple random sampling





) option is not intended for use
with designs that involve subsampling within PSUs.























































































































































































In this dataset, the variable
n
h is the number of PSUs per stratum that were sampled,
N
h is the total number of PSUsp e rs t r a t u m
in the sampling frame (i.e., the population), and
x is our survey item of interest. If we wish to use a ﬁnite population correction
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Including an FPC always reduces the variance estimate. However, when the
N
h are large relative to the
n
h, the reduction in
estimated variance due to the FPC is small.
Rather than having a variable that represents the total number of PSUs per stratum in the sampling frame, we sometimes








h. If we have a variable that represents a sampling rate, we set it the
s a m ew a yt og e ta nFPC. The commands are smart; if the
f
p
c variable is less than or equal to
1, it is interpreted as a sampling
rate; if it is greater than or equal to
n
h, it is interpreted as containing
N
h.
Some ﬁne points about deff and deft
The ratio deff (Kish 1965) is intended to compare the variance obtained under our complex survey design to the variance


















V is the design-based estimate of variance (i.e., this is what the
s
v
y commands compute—the displayed standard error is
the square root of
b








r is an estimate of what the variance would be if a similar survey were conducted using simple









r is an estimate of the variance for a hypothetical simple-random-sampling design in place of the complex design
that we actually used.


























































r,w h e r e
m is the number of sampled elements (i.e., the number of observations
in the dataset) and
c





















































exactly equal. To summarize: deft is exactly the square root of deff when
f
p
c is not set, and it is somewhat smaller than the




The srssubpop option for deff and deft with subpopulations
When there are subpopulations, the
s
v
y commands can compute design effects with respect to one of two different
hypothetical simple random sampling designs. The ﬁrst hypothetical design is one in which simple random sampling is conducted
across the full population. This scheme is the default for deff and deft computed by the
s
v
y commands. The second hypothetical
design is one in which the simple random sampling is conducted entirely within the subpopulation of interest. This second









p option is speciﬁed.
Deciding which scheme is preferable depends on the nature of the subpopulations. If one reasonably can imagine identifying
members of the subpopulations prior to sampling them, then the second scheme is preferable. This case arises primarily when
the subpopulations are strata or groups of strata. Otherwise, one may prefer to use the ﬁrst scheme.






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Because the NHANES II did not stratify on sex, we consider it problematic to consider design effects with respect to simple
random sampling of the female (or male) subpopulation. Consequently, we would prefer to use the ﬁrst scheme here, although
the values of deff differ little between the two schemes in this case.
For other examples (generally involving heavy oversampling or undersampling of speciﬁed subpopulations), the differences




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Since the NMIHS survey was stratiﬁed on race, marital status, age, and birthweight, we consider it plausible to consider design
effects computed with respect to simple random sampling within an individual race group. Consequently, in this case, we would
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Misspeciﬁcation effects: meff and meft
Misspeciﬁcation effects are used to assess biases in variance estimators that are computed under the wrong assumptions.
The survey literature (e.g., Scott and Holt 1982, p. 850; Skinner 1989) deﬁne misspeciﬁcation effects with respect to a general
set of “wrong” variance estimators. The current
s
v
y commands consider only one speciﬁc form: variance estimators computed
under the incorrect assumption that our observed sample was selected through simple random sampling.
The resulting “misspeciﬁcation effect” measure is informative primarily in cases for which an unweighted point estimator
is approximately unbiased for the parameter of interest. See Eltinge and Sribney (1996) for a detailed discussion of extensions
of misspeciﬁcation effects that are appropriate for biased point estimators. An expanded set of misspeciﬁcation effect measures




Note that the deﬁnition of misspeciﬁcation effect is in contrast with the earlier deﬁnition of design effect. For a design
effect, we compare our complex-design-based variance estimate with an estimate of the true variance that we would have obtained













































p is the variance estimate computed with a misspeciﬁed





p is what the
c
i command
used without weights would naively compute.
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































e option is speciﬁed or is the default (as isStata Technical Bulletin 19






































p equals the number of subpopulations.















































































































e option or specify fewer variables in the varlist. Both alternatives are suitable






(which reduces memory requirements in half to

















h (see [4] memory in the reference manual).
These special requirements will be unnecessary in a future release of Stata when fast, memory-efﬁcient, internal versions





y commands use the relatively simple variance estimators outlined below. See, for example, Cochran (1977)
and Wolter (1985) for some methodological background on these variance estimators. In some cases, some authors prefer to
use other variance estimators that, for example, account separately for variance components at different stages of sampling, use
ﬁnite population corrections with some unequal-probability and multistage designs, and include other special design features.
In addition, the current
s
v
y commands use “linearization” based variance estimators for nonlinear functions like sample ratios.




































p commands are essentially based on























h,w h e r e
N
h is the total number of PSUsi ns t r a t u m
h in the population. Let
M
h












































































































































































M for the total number of elements



























M is labeled “Population size” on the output of the commands.
To compute an estimate of the variance of
b















































i20 Stata Technical Bulletin STB-31






























































c variable is set and is greater than or equal to
n













h.I ft h e
f
p
c variable is less than or equal to
1, it is assumed to contain the values of
f
h. As discussed earlier,
nonzero values of
f
h in formula (3) are intended for use only with simple random sampling or stratiﬁed random sampling with
no subsampling within PSUs.
















e option is speciﬁed or is the default, the








































































X be a population ratio that we wish to estimate, where
Y and


































































































































j in our variance formula (3), we get the right hand side of equation (7) below. Simple algebra shows
























































j equal to a
0
=
1 variable. Similarly, estimates for a subpopulation
































































When computing ﬁnite population corrections (i.e., when an
f
p




assume your weights are the weights appropriate for estimation of a population total. For example, the sum of your weights
should equal an estimate of the size of the relevant population. When an
f
p

















































)% conﬁdence interval for a parameter
￿
(e.g.,































computation of univariate conﬁdence intervals and
p-values. However, for some cases, inferences based on the customary
n
￿
LStata Technical Bulletin 21
degrees-of-freedom calculation may be excessively liberal. For example, the resulting conﬁdence intervals may have coverage
rates substantially less than the nominal
1
￿
￿. This problem generally is of greatest practical concern when the population of
interest has a very skewed or heavy-tailed distribution, or is concentrated in a small number of PSUs. In some of these cases,
the user may want to consider constructing conﬁdence intervals based on alternative degrees-of-freedom terms based on the
Satterthwaite (1941, 1946) approximation and modiﬁcations thereof; see, e.g., Cochran (1977, p. 96) and Jang and Eltinge (1995).
deff and deft
















































) is an estimate of





s that would be obtained from a similar hypothetical survey conducted using simple random
sampling (srs) without replacement (wor) with the same number of sample elements
m as in the actual survey. If
￿ is a total











































































) is a ﬁnite population correction. If the user sets an
f
p













0 is used. If





































0,s ot h a t
b
Y is replaced with zero.














































s obtained from a similar survey conducted using simple




























p option is not speciﬁed (i.e., the default),
























j. Note that the sums in (8) are still calculated over all elements
in the sample regardless of whether they belong to the subpopulation. This is because we assume, by default, that the simple










p option is speciﬁed, we assume that the simple random sampling is carried out within subpopulation
S. In this case, we use (8) with the sums restricted to those elements belonging to the subpopulation;
m is replaced with
m
S,
the number of sample elements from the subpopulation;
c
M is replaced with
c
M



























































































the point estimator and variance estimator based on the incorrect assumption that our observations were obtained through simple
random sampling with replacement—in other words, they are the estimators obtained by simply ignoring weights, stratiﬁcation,
and clustering. When
￿ is a mean
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When
























































































































e is the default (which is the case when there are missing






V (both row vectors) are created which contain, respectively, the
mean, total, or ratio estimates and design-based variance
b
V .


























e is the default (which is the case when there are no missing values).
In this case, the mean, total, or ratio estimates and covariance matrix are posted to Stata’s internal areas for holding estimation















































































































































































































































































































r vector of error ﬂags









e option is the default or is speciﬁed explicitly.
S
E
b vector of mean, total, or ratio estimates
S
E














u vector of numbers of sampled PSUs
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[Editor’s note: The ado ﬁle for this command can be found in the directory svy1.]
Description
Sample-survey data are typically stratiﬁed. Within each stratum, there are primary sampling units (PSUs), which may be






s displays a table that describes the strata and PSUs in the dataset.
By default, one row of the table is produced for each stratum. Displayed for each stratum are the number of PSUs, the range and












will display the number of observations in each PSU for every PSU in the dataset.






s will report the number of PSUs that contain at least one observation with complete data
(i.e., no missing values) for all variables in the varlist. These are precisely the PSUs that would be used to compute estimates for
























































t. The variance estimation formulas for these
s
v
y estimation commands require at least two PSUs per stratum. If





























































x’. After locating this stratum, it
can be “collapsed” into an adjacent stratum, and then variance estimates can be computed. See the following examples for an
illustration of the procedure.
For details on the
s
v




















































t command. If an
f
p
















s does not use the
f
p








u speciﬁes that results be displayed for each PSU in the dataset; i.e., a separate line of output is produced for every PSU.




















We use data from the Second National Health and Nutrition Examination Survey (NHANES II) (McDowell et al. 1981) as





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































t. All other PSUs have only a moderate number
of missing values. Obviously, in a case such as this, a data analyst should ﬁrst try to ascertain the reason why these data are
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t data, we must “collapse” strata—that is, merge them













































































































































































































































































































































































































































































































t. This is sufﬁcient to allow
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, maximize options options
￿
























































































These commands share the features of all estimation commands. The commands typed without arguments redisplay previous















































































n restrictions will not produce correct variance estimates for subpopulations in many cases. To compute









[Editor’s note: The ado ﬁles for these commands can be found in the directory svy1.]
Description























t estimates a pseudo-maximum-likelihood probit model (see

















should be a 0/1 variable (or, more precisely, a zero/not zero variable).
The commands allow any or all of the following: probability sampling weights, stratiﬁcation, and clustering. Associated









option will give estimates for a single subpopulation deﬁned by an expression.























o commands. The article svy2
































),w h e r e
W is the Wald test statistic,
k is the
number of terms in the model excluding the constant term,
d









k numerator degrees of freedom and
d denominator degrees of freedom. By
























). See Korn and Graubard (1990) for















e,w h e r e






option requires room for
k
+






















t only) control the maximization process; see [7] maximize in the reference manual.
You should never have to specify them.



















b. Standard errors and











b requests that the
t statistic and
p-value be displayed. The degrees of freedom for the
t statistic are
d
= total number of
sampled PSUs minus the total number of strata (regardless of the number of terms in the model). If no display options are
speciﬁed, then, by default, the
t statistic and
p-value are displayed.28 Stata Technical Bulletin STB-31
c

















t requests that the meft measure of misspeciﬁcation effects be displayed; see svy2 for details.





































We use data from the Second National Health and Nutrition Examination Survey (NHANES II) (McDowell et al. 1981) as






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































t command. See svy5 for details on this command.
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This time we speciﬁed the
o










1’ to model the subpopulation
would not give the same result. All of the discussion in the section Warning about the use of if and in in the article svy2 applies






















t. Also remember that if there are observations with missing




























































































l. In addition, these regression commands use “linearization”-based variance estimators that are natural extensions of








l. For general methodological background on regression and generalized-linear-model
analyses of complex survey data, see, for example, Binder (1983), Cochran (1977), Fuller (1975), Godambe (1991), Kish and
Frankel (1974), S¨ arndal et al. (1992), Shao (1996), and Skinner et al. (1989). The notation and development presented below is
adapted from Binder (1983).
Linear regression
We use here the same notation as in the Methods and Formulas section of the article svy2; that section should be read



























































































0 identically equal to unity, so that
￿
0 is an intercept coefﬁcient. Within a ﬁnite-population context, we can
formally deﬁne the regression coefﬁcient vector




















Y is the vector of outcomes for the full population and
































) collected through a complex sample design, we need to estimate
￿ in a way that accounts





































































































































s is the matrix of explanatory variables for the sample,
Y










































































ts computes for point estimates.
The coefﬁcient estimator
b





















































































































be viewed as a special case of a total estimator.
Our variance estimator for
b











































































































































￿ can be computed using















Logistic regression and probit estimation





















































) be the associated
“log-likelihood” under this model. Then, for our ﬁnite population, we deﬁne the parameter






























































). Then, the “pseudo-maximum-
likelihood” estimator
b
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See Skinner et al. (1989, Section 3.4.4) for a discussion of pseudo-MLEs. Note that the solution
b


















ts produces for point estimates.
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t command; see [5s] test in the reference manual.






c produces estimates for linear combinations of parameters after a
s
v




















































t tests multidimensional linear hypotheses after a
s
v









c computes the point estimate, standard error,
t statistic,
p-value, and conﬁdence interval for the speciﬁed
linear combination. Design effects (deff and deft) and misspeciﬁcation effects (meff and meft) can be optionally displayed; see








t allows you to build up a multidimensional hypothesis consisting of any number of linear equations.






































































),w h e r e
W is the Wald test statistic,
k is the dimension of the hypothesis test, and
d
= total number














































w requests that the labeling syntax for the previous
s
v








































































































































































),w h e r e
k is the number of variables speciﬁed, and
p is the unadjusted
p-value (i.e.,
the
















2 which is assumed
to have a
t distribution with










i option, adjustments are
made for all terms in the model excluding the constant.
The use of svylc when there are no by() subpopulations
We use data from the Second National Health and Nutrition Examination Survey (NHANES II) (McDowell et al. 1981) as our





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































t, or change the conﬁdence level (i.e., nominal coverage rate)
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































e option (which is the default when there are no missing values or only one variable) uses only those
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We redisplay the results using the
o
b


































































































































































































































































































































































































































































































































t, we could not compute the






















































































































c will always tell us if we need to
















e option, only those observations that have




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Complete-case analyses are essentially based on the assumption that the missingness of values within the dataset is
uninformative. Caution is advised in analysis of any dataset involving a substantial amount of missing data.
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The odds ratio 0.987 is an estimate of the ratio of the odds of having high blood pressure for black females over the odds for
our reference category of nonblack males (controlling for height, weight, and age).




























) option which produces estimates for subpopulations.






estimates for differences or any other linear combination of estimates. The only thing one must know is the proper syntax for
referencing the subpopulation estimates. In this and the next two sections, we illustrate the syntax with a series of examples.


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































) option, the syntax for referencing the subpopulation estimates is
[varname
]subpop label


















t command when there are multiple equations; see [5s] test in the reference manual for full details.
Be sure to type the variable names and subpopulation labels exactly as they are displayed in the output. Remember that































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Subpopulations with two or more by() variables























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































So if we want to test the hypothesis that vitamin C levels are the same in white females and black females, we need to
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Testing hypotheses with svytest
Joint hypothesis tests can be performed after
s
v



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































0. See the Korn and Graubard (1990) for a discussion of these three different procedures for
conducting joint hypothesis tests.







t to test hypotheses for which the coefﬁcients are jointly hypothesized







t to test general hypotheses. Let us run the same regression model, only




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































4, we must enter the equations of the



























































































































































































































































































































































As expected, we get the same answer as before. Note that the Bonferroni adjustment procedure is not available for use with







t command can only use the Bonferroni procedure to test whether a group of coefﬁcients are











































c use the same







t with a full equation (i.e., you include an equal
sign and a right-hand side for the equation), or with a list of estimates that you wish to test simultaneously equal to zero. Here





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































0.S e et h eMethods and















































































































t option is42 Stata Technical Bulletin STB-31
speciﬁed, the










































p-values for each of the coefﬁcients corresponding
to the speciﬁed variables. Adjusted














),w h e r e
k is the number of variables speciﬁed,
and
p is the unadjusted
p-value (i.e., the
















2 which is assumed to have a
t distribution with
d degrees of freedom.
See Korn and Graubard (1990) for a detailed description of the Bonferroni adjustment technique and a discussion of the






c saves the following results in the
S macros:
S
1 point estimate of linear combination
S
2 standard error (square root of design-based variance estimate)
S
3 number of strata
S

















F numerator degrees of freedom (i.e., dimension of hypothesis test)
S
2
F denominator degrees of freedom (or
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