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Abstract
A structural matrix algebra R of n× n matrices over a field F has a distributive lattice
Lat(R) of invariant subspaces ⊆ Fn. This and related known results are reproven here in a
fresh way. Further we investigate what happens whenR still operates on Fn but is isomorphic
to a structural matrix algebra of m×m matrices (m /= n). Then m < n and Lat(R) contains
a certain distributive sublattice but needs not itself be distributive. If m is not too small, a
shadow of distributivity is retained in the form of 2-distributivity and subdirect reducibility of
Lat(R).
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1. Introduction
Recall that a Galois connection between two lattices P1 and P2 is a pair of
antitone maps f : P1 → P2 and g : P2 → P1 such that a  g(f (a)) for all a ∈
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P1 and b  f (g(b)) for all b ∈ P2. It is well known that a → g(f (a)) and b →
f (g(b)) are closure operators on P1 and P2, respectively. Moreover the closed
elements of P1 are exactly the elements g(b) (b ∈ P2), and the closed elements
of P2 are exactly the elements f (a) (a ∈ P1). One also has f ◦ g ◦ f = f and
g ◦ f ◦ g = g.
For a field F let Mn(F) andL(F n) be respectively the algebra of n× n matrices
over F and the lattice of subspaces of the vector space Fn. Here we are concerned
with the power setsP1 := P(Mn(F )) andP2 := P(L(F n)). Thus the elementsA
ofP1 are sets of matrices, and the elementsB ofP2 are sets of subspaces. The maps
f and g are defined as follows:
A → Lat(A) := {W ∈L(F n)| ∀A ∈A : A(W) ⊆ W },
B → Alg(B) := {A ∈ Mn(F)| ∀W ∈ B : A(W) ⊆ W }.
One verifies that Lat(A) is a sublattice 1 of L(F n) that contains {0} and Fn. On
the other side Alg(B) is a subalgebra of Mn(F). The closed elements of P1 respec-
tively P2 are also called reflexive. Thus a sublattice L ⊆L(F n) is reflexive iff
L = LatAlg(L) (always L ⊆ LatAlg(L)). Equivalently, L is reflexive iff L =
Lat(A) for some set A of matrices. Similarly, a subalgebra R ⊆ Mn(F) is reflex-
ive iff R = AlgLat(R) (always R ⊆ AlgLat(R)). Equivalently, R is reflexive iff
R = Alg(B) for some setB of subspaces. This particular type of Galois connection
was first studied in [15], although the terminology “reflexive” was first used in [3]
(see also [4]).
In Section 2 we recall some standard facts about transitive relations ρ on fi-
nite sets N . On the one hand such a quasi-ordered set (N, ρ) yields a distribu-
tive lattice L(ρ) which is a sublattice of P(N). On the other hand it underlies
the definition of a structural matrix algebra Mn(F, ρ) which is a subalgebra of
Mn(F).
In Section 3 we tidy up some known results [5,7,9,10,11,15,16] using better
terminology and giving shorter proofs. Namely, if R = Mn(F, ρ) is a structural
matrix algebra then Lat(R) ⊆L(F n) is distributive (Theorem 2). Dually if L ⊆
L(F n) is distributive then Alg(L) ⊆ Mn(F) is a structural matrix algebra (Theo-
rem 3). Both distributive lattices and structural matrix algebras are reflexive (Theo-
rem 4).
In Section 4 we stick to structural matrix algebras but drop the requirement of
distributivity. More specifically the idempotents ofR are used to show the following:
IfR ⊆ End(F n) is a subalgebra isomorphic to someMm(F, ρ)(m /= n allowed) then
Lat(R) ⊆L(F n) contains a distributive sublattice L with L L(ρ) (Theorem
8). The lattice Lat(R) itself need no longer be distributive but may enjoy related
properties such as subdirect reducibility or 2-distributivity (Theorem 9).
1 When speaking of a “sublattice” L of L(Fn) we henceforth assume that {0}, Fn ∈L. Ditto a
sublattice L of a powerset lattice P(N) by definition contains the empty set { } and N .
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2. Preliminaries
Let ρ be a reflexive and transitive relation on the setN . OftenN will be {1, . . . , n}.
We call the pair (N, ρ) a quasi-ordered set or quoset for short. Thus a symmetric
quasi-order is an equivalence relation, and an antisymmetric quasi-order is a par-
tial order. In fact, each quoset gives rise to the partition J := {[i] : i ∈ N} of N
with classes [i] := {j |(i, j) ∈ ρ and (j, i) ∈ ρ}. Defining [i]  [j ] by (i, j) ∈ ρ the
relation  becomes anti-symmetric, so J is partially ordered by , or a poset for
short. Nonisomorphic 2 quosets may obviously induce isomorphic posets. Yet one
can retrieve the quoset (up to isomorphism) from the poset as follows. A labelled
poset is a poset (J ′,) endowed with a map J ′ → N : p → np. Take disjoint sets
[p] of cardinality np and on their union N define a quasi-order ρ by
(i, j) ∈ ρ :⇔ ∃p, q ∈ J ′: p  q and i ∈ [p] and j ∈ [q].
Conversely, each quoset (N, ρ) yields a labelled poset J = {[i] : i ∈ N} in an obvi-
ous way. The two transformations being mutually inverse we shall identify quosets
with labelled posets. The s := |J | numbers np, with multiplicities taken into account,
are the parameters of the quoset.
Quosets (N, ρ) are intimately related to distributive lattices. Namely, say that
S ⊆ N is 3 ρ-hereditary if j ∈ S and (i, j) ∈ ρ imply that i ∈ S. The family
L(ρ) := {S ∈ P(N)| S is ρ-hereditary}
is closed under set union and set intersection. With the powerset lattice P(N) also
the sublattice L(ρ) is distributive and inherits the labelling of (N, ρ); see Example
1. Conversely, given any sublattice L ⊆ P(N), we may label each pair (S, S′) ∈
L×L of covering 4 sets S ≺ S′ with the number |S′ − S|. According to Birkhoff’s
Theorem [1, p. 33] there is a suitable quoset (N, ρ) such thatL L(ρ) as labelled
lattices. Namely, for all i, j ∈ N by definition (i, j) ∈ ρ iff there are join irreducibles
P,Q ∈L with P ⊆ Q and i ∈ P and j ∈ Q.
Let L be a finite distributive lattice of length s. Then its set J of nonzero join
irreducibles has cardinality s. Furthermore there is an admissible 5 permutation p1,
p2, . . . , ps of J in the sense that pi  pj implies i  j . Put another way,
∀i ∈ {2, 3, . . . , s}, {q ∈ J |q < pi} ⊆ {p1, p2, . . . , pi−1}. (1)
For each fixed nonzero x ∈L the admissible permutation can be tweaked so that
x = p1 ∨ p2 ∨ · · · ∨ pk for some k  s.
2 The quosets (N, ρ) and (N ′, ρ′) are isomorphic if there is a bijection f : N → N ′ such that (i, j) ∈
ρ iff (f (i), f (j)) ∈ ρ′ for all i, j ∈ N .
3 Just as well, one could define “ρ-hereditary” by demanding that i ∈ X and (i, j) ∈ ρ imply j ∈ X.
Our definition suits us better here.
4 For elements of a lattice write x ≺ y if x < y but there is no z with x < z < y.
5 The permutations of J that satisfy (1) are also called total (or linear) extensions of the poset (J,);
see [1, p. 16].
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Quosets also underlie the definition of certain matrix algebras. Let F be a field
and ({1, . . . , n}, ρ) a quoset. The corresponding structural matrix algebra is
Mn(F, ρ) := {A ∈ Mn(F) : aij = 0 whenever (i, j) ∈ ρ}.
In other words, for each A in Mn(F, ρ) and each index j the nonzero entries of the
j -th column of A are contained in {aij |(i, j) ∈ ρ}. One verifies that Mn(F, ρ) is in-
deed closed under matrix multiplication since ρ is transitive, and that 1 ∈ Mn(F, ρ)
by the reflexivity of ρ. We may assume that the ρ-classes are {1, 2, . . . , n1}, {n1 +
1, . . . , n1 + n2} and so on. Accordingly, each matrix A ∈ Mn(F, ρ) has s diagonal
blocks Aii ∈ Mni (F ). They determine a partitioning of A into blocks Aij of size
ni × nj (1  i, j  s). Matrices in Mn(F, ρ) multiply blockwise. It will actually be
helpful to use an admissible permutation of the set of ρ-classes to label the rows
and columns of matrices (the order within a ρ-class being irrelevant). The effect is
that all A ∈ Mn(F, ρ) will have upper block-triangular form 6 which means that all
entries below Aii must be zero (1  i  s). Given R := Mn(F, ρ) and a F -vector
space V with fixed basis b1, . . . , bn we shall identifyR with a subalgebra of End(V )
in the obvious way.
Example 1. Consider the 9-element quoset represented by the labelled poset
{p, q, r, t, u} of Fig. 1. Its s = 5 parameters are 1, 2, 1, 3, 2 which sum up to n = 9.
Say N is the union of five disjoint sets [p] := {e1p} up to [u] := {e1u, e2u}. The quoset
(N, ρ) yields the distributive latticeL(ρ) pictured in Fig. 2. The inclusion relations
among the five join irreducibles p¯, . . . , u¯ of the length five lattice L(ρ) match the
order relations of the points p, . . . , u in the poset. For instance q  t and correspond-
ingly q¯ = {e1q, e2q} ⊆ {e1q, e2q, e1p, e1t , e2t , e3t } = t¯ . Observe that each join irreducible of
L(ρ) has a unique lower cover in L(ρ). The labelling of the poset carries over in
an obvious way to a labelling of the edges of the lattice. An admissible permutation
for the indicated x in L(ρ) is p¯, q¯, u¯, t¯ , r¯ . Also q¯, u¯, p¯, r¯, t¯ is admissible but not
p¯, u¯, q¯, r¯, t¯ (why?).
Fig. 1.
6 If ρ is antisymmetric (so s = n) then Mn(F, ρ) is called the incidence algebra [1, p. 138; 14] of the
poset ({1, . . . , n}, ρ) over the field F , and all A ∈ Mn(F, ρ) can be made upper triangular. Conversely, if
all A ∈ Mn(F, ρ) can be made upper triangular then ρ is necessarily antisymmetric. This follows at once
from Theorem 2 and the characterization of triangularizability [13, p. 1].
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Fig. 2.
The structural matrix algebra associated to the quoset (N, ρ) is this:
M9(ρ, F ) =
e1p e
1
q e
2
q e
1
r e
1
t e
2
t e
3
t e
1
u e
2
u
e1p F F F F F
e1q F F F F F F F F
e2q F F F F F F F F
e1r F
e1t F F F
e2t F F F
e3t F F F
e1u F F
e2u F F
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The matrices A,B ∈ M9(F, ρ) multiply blockwise:

A11 0 A13 A14 0
0 A22 A23 A24 A25
0 0 A33 0 0
0 0 0 A44 0
0 0 0 0 A55

 ·


B11 0 B13 B14 0
0 B22 B23 B24 B25
0 0 B33 0 0
0 0 0 B44 0
0 0 0 0 B55


=


C11 0 C13 C14 0
0 C22 C23 C24 C25
0 0 C33 0 0
0 0 0 C44 0
0 0 0 0 C55

 .
For instance C25 = 0 · 0 + A22 · B25 + A23 · 0 + A24 · 0 + A25 · B55.
3. Structural matrix algebras have distributive lattices and vice versa
Throughout this section, V will denote a finite-dimensional vector space over the
field F . In Section 2 we introduced a labelling for (distributive) sublattices L ⊆
P(N). There is another type of lattice which carries a natural labelling. If L is
a (modular) sublattice of L(V ) we label each pair W ≺ W ′ in L by the number
dim(W ′/W).
Definition. A lattice L ⊆L(V ) satisfies the base property if there is a basis B of
V such that B ∩W is a basis of W for every W ∈L.
If L satisfies the base property then one verifies at once that W → B ∩W is an
injective lattice homomorphism  from L to P(B), so L is distributive. In fact L
and (L) are isomorphic as labelled lattices.
Theorem 1. A finite lattice L ⊆L(V ) satisfies the base property if and only if it
is distributive.
Proof. LetL be distributive. It suffices to exhibit a decomposition V = V1 ⊕ · · · ⊕
Vs such that each W ∈L is the sum of all Vi ⊆ W . Then, if B is the union of any
bases of the Vi’s, one has W = 〈W ∩ B〉 for all W ∈L. For each join irreducible
Pi ∈L with lower cover P ∗i ∈L pick any subspace Vi ⊆ Pi with Pi = P ∗i ⊕ Vi .
For each atom Pi ∈L one has P ∗i = {0}, so Pi = Vi . By induction on the height
of W ∈L it follows that W =∑{Vi | Vi ⊆ W } for all W ∈L. In particular V =∑
Vi . To see that this sum is direct fix an admissible permutation P1, P2, . . . , Ps
of J , so Pj ⊆ Pi for all i < j . Notice that Pj ⊆ Pi implies Pj ∩ PiPj whence
by join irreducibility Pj ∩ Pi ⊆ P ∗j . By induction we may assume that
∑
i<j Vi =⊕
i<j Vi . It then follows from
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Vj ∩
∑
i<j
Vi ⊆ Pj ∩
∑
i<j
Pi =
∑
i<j
(Pj ∩ Pi) ⊆ P ∗j
that Vj ∩∑i<j Vi = {0} and whence that∑ij Vi =⊕ij Vi . 
A generalization of Theorem 1 from distributive to acyclic lattices is mentioned
in Section 4.
It is well known [13, p. 25] that the subspaces invariant under all diagonal matrices
are the spans of basis vectors. One can e.g. argue as below.
Example 2. Let εi ∈ M3(F ) be the matrix with (i, i) -component 1 and zeros other-
wise. Let b1, b2, b3 be the canonical base of F 3, so εi(F 3) = 〈bi〉. Let W ∈L(F 3)
be such that ε1(W) ⊆ W yet b1 ∈ W . Then λ1b1 + λ2b2 + λ3b3 ∈ W implies λ1 =
0. From this we get the following. If R ⊆ M3(F ) is any subalgebra containing
ε1, ε2, ε3 then W ∈L(F 3) is in Lat(R) if and only if
(b1 ∈ W or W ⊆ 〈b2, b3〉) and (b2 ∈ W or W ⊆ 〈b1, b3〉)
and (b3 ∈ W or W ⊆ 〈b1, b2〉),
which is logically equivalent to
(b1 ∈ W and b2 ∈ W and b3 ∈ W) or
(b1 ∈ W and b2 ∈ W and W ⊆ 〈b1, b2〉) or
(b1 ∈ W and W ⊆ 〈b1, b3〉 and b3 ∈ W) or · · · or
(W ⊆ 〈b2, b3〉 and W ⊆ 〈b1, b3〉 and W ⊆ 〈b1, b2〉).
This amounts to
W = 〈b1, b2, b3〉 or W = 〈b1, b2〉 or
W = 〈b1, b3〉 or · · · or W = 〈0〉.
So each W ∈ Lat(R) must be of type W = 〈bi | i ∈ I 〉 for some subset I ⊆ {1, 2, 3}.
Example 3. Consider the structural matrix algebra R := M9(F, ρ) of Example 1.
Let it act on a vector space V with base b1 := e1p, . . . , b9 := e2u. For simplicity put
N = {1, . . . , 9} and shift ρ accordingly. A typical matrix A in M9(F, ρ) may sat-
isfy Ab1 = 3b1, Ab2 = 2b2 − b3, . . ., and Ab9 = b2 − 5b3 + 2b8 + b9. Generally,
when j is in a ρ-closed subset S ⊆ N then Abj is in 〈bi | (i, j) ∈ ρ〉, which is in
〈bk| k ∈ S〉. If S is not ρ-closed there are j ∈ S and i ∈ S with (i, j) ∈ ρ. Hence
there is A ∈ Rwith Abj = bi , so A〈bk| k ∈ S〉 ⊆ 〈bk| k ∈ S〉. Summarizing, exactly
the ρ-closed subsets S ⊆ N yield invariant subspaces 〈bk| k ∈ S〉. Of course the
above generalizes to arbitrary structural matrix algebras.
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Theorem 2. If R := Mn(F, ρ) is a structural matrix algebra acting on the vector
space V = 〈b1, . . . , bn〉 then Lat(R) is distributive. More specifically, the labelled
lattice Lat(R) is isomorphic to the labelled lattice L(ρ).
Proof. Let εi ∈ R be the matrix with (i, i)-component 1 and zeros otherwise (1 
i  n). Then, as seen in Example 2, each W ∈ Lat(R) is 〈bi | i ∈ I 〉 for some I ⊆
{1, . . . , n}. Therefore Lat(R) is isomorphic to some sublattice of P({1, . . . , n}),
whence distributive. The second claim follows as in Example 3. 
Theorem 3. If dim (V ) = n andL ⊆L(V ) is a distributive sublattice then Alg(L)
is a structural matrix algebra. More specifically, if L L(ρ) as labelled lattices,
then Alg(L)  Mn(F, ρ).
Proof. Let the nonzero join irreducibles of L be the subspaces P1, . . . , Ps . Let
Bi = {e1i , e2i , . . . , enii } be a set of linearly independent vectors such that P ∗i ⊕ 〈Bi〉 =
Pi . Thus L is labelled with the numbers ni (1  i  s). According to the proof of
Theorem 1 the set B := B1 ∪ · · · ∪ Bs is a base of V such that W = 〈W ∩ B〉 for
all W ∈L. Rather than on {1, . . . , n} define the quasi-order ρ on B, so that the
rows and columns of matrices in Mn(F, ρ) are conveniently indexed by the elements
of B. Thus, put (ehi , e
k
j ) ∈ ρ :⇔ Pi ⊆ Pj . So L(ρ) L (as labelled lattices) by
Birkhoff’s Theorem. Let A ∈ Mn(F, ρ). Because A(ekj ) is the linear combination
corresponding to the entries of the column labelled ekj one has A(e
k
j ) ∈ Pj by the
definition of ρ. It follows that A(Pj ) ⊆ Pj for all join irreducibles Pj ofL, whence
A(W) ⊆ W for all W ∈L, whence A ∈ Alg(L). Conversely, let A ∈ Alg(L) and
ekj ∈ B be arbitrary. Observe that PjW implies Pj ∩W ⊆ P ∗j , whence ekj ∈ W .
This yields the “= Pj ” in the reasoning below:
A(ekj )∈
⋂
{A(W)|W ∈L, ekj ∈ W } ⊆
⋂
{W |W ∈L, ekj ∈ W }
=Pj = 〈ehi | Pi ⊆ Pj , 1  h  ni〉 = 〈ehi | (ehi , ekj ) ∈ ρ〉,
so A ∈ Mn(F, ρ). This proves Alg(L) = Mn(F, ρ). 
Theorem 4. Each structural matrix algebra Mn(F, ρ) ⊆ Mn(F) is reflexive, and
each distributive lattice L ⊆L(F n) is reflexive.
Proof. Let R := Mn(F, ρ). With L(ρ) as mediator between R and L it follows
from Theorem 2 and 3 that LatAlg(L) L and AlgLat(R)  R. Because of finite
dimensions it follows thus fromL ⊆ LatAlg(L) andR ⊆ AlgLat(R) (see Section
1) that L = LatAlg(L) and R = AlgLat(R). 
A little bit of history. The name “base property” is taken from [16]. Theorem 1 is
essentially [7, Theorem 1.1] and a similar argument also appears in the proofs of [10,
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Theorem 4.1] and [5, Theorem 8]. We believe that our version with the admissible
permutation of join irreducible subspaces is the clearest one. Contrary to the claim
in [9, Theorem 2] the subspace ∑i /=j (Pj ∩ Pi) is not contained in P ∗j whenever
Pj ⊆ Pi for some i.
Theorem 2 is part of [15, Theorem 4] because speaking of an algebra “whose
irreducible constituents are inequivalent total matrix algebras” is an awkward way
of saying “structural matrix algebra”. The undefined terms “irreducible” and “in-
equivalent” must be guessed and [15, Theorem 4] relies on a previous theorem more
involved than our short proof of Theorem 2. Notice that any module with a finite
distributive submodule lattice is cyclic; see for example [12, Theorem 3.1].
Theorem 3 parallels [7, Theorem 2.1; 11, Theorem 4.1; 15, Lemma 4] although
the concept of a structural matrix algebra is lacking in these articles. The concept
appears in [11,16] but distributivity is lacking there. Van Wyk and Meyer show that
“a set of subspaces” L satisfies the base property iff Alg(L) is a structural matrix
algebra. Of course this is a corollary of the results in Section 3. The term “structural
matrix algebra” was coined in [16]; it is the natural generalization of the incidence
algebra of a poset–which is a long known concept.
As to Theorem 4, suppose |F | = ∞ and L ⊆L(F n) is a finite sublattice. Then
L is reflexive iff it is distributive [9, Theorem 2]. For the special case char(F ) = 0
this was already shown in [7, Theorem 2.4–2.6].
4. Keeping structural matrix algebras but dropping distributivity
We first relate the structure of our R-module V to the idempotents of R. Let
V be any vector space. With each proper decomposition V = U ⊕ U ′ we associate
the projection ε onto U along U ′, so ε(x + x′) := x for all x + x′ in U ⊕ U ′. It
is well known that ε is idempotent, and so is ε′ := 1 − ε . They are orthogonal in
the sense that εε′ = ε′ε = 0. Conversely each idempotent ε in End(V ) yields the
decomposition V = ε(V )⊕ (1 − ε)(V ). In short, the decompositions V = U ⊕ U ′
correspond bijectively to the decompositions 1 = ε + ε′ with orthogonal idempo-
tents.
Now enter a sublattice L ⊆L(V ). A (linear) decomposition of L is a decom-
position V = U ⊕ U ′ such that W = (W ∩ U)⊕ (W ∩ U ′) for all W ∈L. Let us
argue that the linear decompositions of L correspond to those decompositions 1 =
ε + ε′ whose orthogonal idempotents ε, ε′ are members of Alg(L). (Though this is
surely known, the author cannot pinpoint a reference.) Let V = U ⊕ U ′ be arbitrary
with U = ε(V ) and U ′ = ε′(V ). Because ε|U = id and ε′|U ′ = id we have that
ε(W) ⊇ W ∩ U and ε′(W) ⊇ (W ∩ U ′) (2)
for all W ∈L. Suppose now V = U ⊕ U ′ is a decomposition ofL. Then the inclu-
sions in (2) become identities since e.g.
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ε(W)= ε((W ∩ U)⊕ (W ∩ U ′))
= ε(W ∩ U)+ ε(W ∩ U ′) = (W ∩ U)+ 0.
In particular ε(W) ⊆ W, ε′(W) ⊆ W , so ε and ε′ are in Alg(L). Conversely, sup-
pose that ε, ε′ are in Alg(L). It then follows from ε(W) ⊆ W and (2) that ε(W) =
W ∩ U . Dito ε′(W) = W ∩ U ′. Hence
W = (ε + ε′)W = ε(W)+ ε′(W) = (W ∩ U)⊕ (W ∩ U ′)
for all W ∈L, i.e. V = U ⊕ U ′ is a decomposition of L. This proves the claim.
Each summand U of a decomposition V = U ⊕ U ′ ofL isL-distributive in the
sense that (W1 +W2) ∩ U = (W1 ∩ U)+ (W2 ∩ U) for all W1,W2 ∈L. Indeed,
with ε corresponding to U , it follows from the above that
(W1 +W2) ∩ U = ε(W1 +W2) = ε(W1)+ ε(W2)
= (W1 ∩ U)+ (W2 ∩ U). (3)
Eq. (3) implies that the map W → (W ∩ U,W ∩ U ′) is additive, whence clearly an
injective lattice homomorphism from L to L(U)×L(U ′). In other words, set-
ting L1 := {W ∩ U | W ∈L} and L2 := {W ∩ U ′| W ∈L}, the linear decompo-
sition V = U ⊕ U ′ induces a subdirect decomposition 7 of L with factors L1,L2.
If L,L1,L2 have length d, d1, d2 respectively then 0  d1  dim(U), 0  d2 
dim(U ′), and d = d1 + d2.
Linear respectively subdirect decompositions of L with more than two compo-
nents are defined the obvious way and as above one shows:
Lemma 5. Let V be a vector space andL ⊆L(V ) a sublattice. The linear decom-
positions V = V1 ⊕ · · · ⊕ Vm of L correspond bijectively to the representations
1 = ε1 + · · · + εm with mutually orthogonal idempotents εi ∈ Alg(L). Each linear
decomposition of L induces a subdirect decomposition of L.
We have seen that Theorem 2 is straightforward, and that Theorem 1 (modulo
Birkhoff’s theorem) implies Theorem 3. To see that conversely Theorem 3 (modulo
Lemma 5) yields Theorem 1 let L ⊆L(V ) be a distributive sublattice. Because
Alg(L)  Mn(F, ρ) there is a decomposition 1 = ε1 + · · · + εn with orthogonal
idempotents in Alg(L). If V = 〈b1〉 ⊕ · · · ⊕ 〈bn〉 is the corresponding linear decom-
position ofL thenL has the base property with respect to B := {b1, . . . , bn}. In this
context let us mention [6, Corollary 4.3] which states that whenever L ⊆L(V ) is
a subdirect product of so called acyclic lattices Li (1  i  s) then there is a linear
decomposition V = ⊕{Vi | 1  i  s} of L which induces this subdirect decompo-
sition. Since each distributive lattice is [1, p. 36] a subdirect product of two element
7 See, for instance, [8, Chapter 2.6, 4.4, 4.5].
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lattices (the simplest kind of acyclic lattices), Theorem 1 is also a consequence of [6,
Corollary 4.3].
Corollary 6. Let V be a vector space and L ⊆L(V ) a sublattice with reflexive
closure L := LatAlg(L). Then L and L have the same linear decompositions.
Proof. That follows from Alg(L) = Alg(L) (see Section 1) and Lemma 5. 
We have seen that the summands of a linear decomposition ofL ⊆L(V ) areL-
distributive. Conversely, is each L-distributive U ⊆ V part of some linear decom-
position V = U ⊕ U ′ of L? This is an interesting question which pervades [6]. Of
course the problem is the delicate choice of U ′. The answer is “no” in general but
“yes” for all acyclic latticesL. In particular it works for distributive latticesL. The
latter also follows at once from a theorem of Johnson:
Theorem 7 [7, Theorem 3.1]. If dim(V ) = n and L ⊆L(V ) is a distributive sub-
lattice then the following are equivalent for each U ∈L(V ):
(a) U is L-distributive.
(b) For each P ∈ J (L) there is a P ∈L(V ) with P ⊆ P, P ∩ P ∗ = {0}, such that
U =∑{P : P ∈ J (L)}.
(c) U = ε(V ) for some idempotent ε in Alg(L).
Though the term L-distributive is from Johnson [7], he never talks about lin-
ear decompositions of lattices (and [6] never mentions idempotents for that matter).
Nevertheless we get the right U ′ painlessly from Theorem 7: Say U =∑{P : P ∈
J (L)} is L-distributive. Put P = P ∗ ⊕ P ⊕ P ′ for all P ∈ J (L) (possibly some
P ′ = 0 or P = 0) and set U ′ :=∑{P ′ : P ∈ J (L)}. By the proof of Theorem 1 we
have V = U ⊕ U ′. Let 1 = ε + ε′ be the corresponding sum of orthogonal idem-
potents. Both ε and ε′ are in Alg(L) since ε(P ), ε′(P ) ⊆ P for all P ∈ J (L). So
V = U ⊕ U ′ must be a linear decomposition of L by Lemma 5.
In [11, p. 256] this question has been raised: If R ⊆ Mn(F) is isomorphic to
Mm(F, ρ) for some m /= n, what can be said about Lat(R) ⊆L(F n)?
Theorem 8. Let R ⊆ End(V ) be any subalgebra operating on V = 〈b1, . . . , bn〉,
and assume that R  Mm(F, ρ). Then m  n and Lat(R) contains a distributive
sublattice L L(ρ). In fact, there is a linear decomposition V = ⊕{Vi | 1  i 
m} of Lat(R) such that each W ∈L is of the form W = ⊕{Vi | i ∈ I } for some
I ⊆ {1, . . . , m}.
Proof. By the remarks following Lemma 5, m > n is clearly impossible, so m 
n. Let εi in Mm(F, ρ) be the matrix with (i, i)-component 1 and zeros otherwise;
thus they are orthogonal idempotents with ε1 + ε2 + · · · + εm = 1 . For all sets x ⊆
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{1, . . . , m} put εx :=∑{εi | i ∈ x}. By orthogonality all εx are idempotent. If x ∈
L(ρ), i.e. x is ρ-hereditary, then εx enjoys the additional property that
(∀A ∈ Mm(F, ρ)) Aεx = εxAεx. (4)
Indeed, for fixed x ∈L(ρ) let p1, . . . , ps be an admissible permutation of the join
irreducibles of L(ρ) with say p1 ∨ · · · ∨ pk = x. Permuting the rows and columns
of all matrices A ∈ Mm(F, ρ) accordingly and letting Ak be the upper k × k-minor
of A one concludes
Aεx =
[
Ak ∗
0 ∗
]
·
[
1k 0
0 0
]
=
[
Ak 0
0 0
]
= εxAεx.
In view of the isomorphism Mm(F, ρ)
∼→R and to keep notation simple we identify
each A ∈ Mm(F, ρ) with its image in R. It is well known (see for example [2,
Proposition 3.8.1]) that (4) implies the invariance of the subspace Wx := εx(V ).
Namely, for all v ∈ Wx it follows from v = εx(v) and (4) that Av = Aεx(v) =
εx(Aεx(v)) ∈ Wx for all A ∈ R. Therefore Wx ∈ Lat(R) for all x ∈L(ρ).
Now let V = ⊕{Vi | 1  i  m} be the linear decompositon of L that corre-
sponds to the decomposition 1 = ε1 + · · · + εm (Lemma 5). Then
Wx = εx(V ) =
∑
{εi(V )| i ∈ X} = ⊕{Vi | i ∈ x}
for all x ∈L(ρ), from which it is clear thatL := {Wx | x ∈L(ρ)} is a sublattice of
Lat(R) with L L(ρ). 
How far away from distributivity can Lat(R) itself be? To assess that question we
say a lattice L is 2-distributive if
a ∧ (b ∨ c ∨ d) = (a ∧ (b ∨ c)) ∨ (a ∧ (b ∨ d)) ∨ (a ∧ (c ∨ d))
and the dual equality (with ∧ and ∨ switched) holds for all a, b, c, d in L. We
are only interested in modular lattices here. The class D2 of 2-distributive modular
lattices properly contains the class of distributive lattices and has nice properties. For
instance D2 is a variety, i.e. closed under the operations of taking direct products,
sublattices, and homomorphic images. Furthermore the finite length members ofD2
have neat F -linear representations for all fields F ; see [6]. All lattices of length
2 are in D2 and whence arbitrary subdirect products thereof. But, as opposed to
distributive lattices, “most” members ofD2 are subdirectly irreducible. It was shown
by A. Huhn (see [18] for a streamlined account) that a finite length modular lattice
L is inD2 iff no interval {x ∈L| a  x  b} of length 3 is a complemented subdi-
rectly irreducible lattice. Such length 3 lattices are exactly (up to isomorphism) the
subspace lattices of projective planes [8, 4.8].
Theorem 9. Let dim(V ) = n and R ⊆ End(V ) a subalgebra such that R 
Mm(F, ρ). As usual, let s be the number of ρ-classes.
(a) If m  n+ 2 − s then Lat(R) is subdirectly reducible.
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(b) If m = n− 1 then Lat(R) is 2-distributive.
(c) If m = n− 2 then Lat(R) is 2-distributive or has a subdirect factor isomorphic
to the subspace lattice of a projective plane.
Proof. By Lemma 5 we have a linear decompositon V = V1 ⊕ · · · ⊕ Vm of Lat(R).
It induces a subdirect decomposition of the length d lattice Lat(R) into factors Li
of length di  0 (1  i  m).
As to (a), suppose some dim(Vi) was  s. Then n = dim(V )  s +m− 1, in
contradiction to m  n+ 2 − s. Hence di  dim(Vi) < s for all 1  i  m. From
d  s = length(L(ρ)) (Theorem 8) and d = d1 + · · · + dm follows that at least two
di’s are nonzero, so L is subdirectly reducible.
As to (b), since m = n− 1 there is exactly one j with dim(Vj ) = 2, and
dim(Vi) = 1 for all i /= j . Hence all Li (1  i  m) are 2-distributive and so is
their subdirect product L.
As to (c), suppose m = n− 2. Then w.l.o.g. either dim(V1) = dim(V2) = 2 and
dim(Vi) = 1 otherwise; or dim(V1) = 3 and dim(Vi) = 1 otherwise. In the first case
one argues as in (b) that Lat(R) is 2-distributive. As to the second case, suppose
that L is not 2-distributive, whence d  3. As mentioned earlier L must contain a
projective planeL′ (i.e. its subspace lattice). From the subdirect irreducibility ofL′
follows that L′ is isomorphic to a sublattice of L1, so L′ ⊆L1 ⊆L(F 3). Both
L′ andL1 have length 3, so withL′ alsoL1 is complemented [8, Lemma 4.83]. If
L1 was subdirectly reducible then it would be 2-distributive which, since it contains
L′, is not the case. Thus L1 is a projective plane. (Note that L′L1 is possi-
ble, eg. when L′ L(GF(2)3) and L1 L(GF(4)3). But L′ =L1 =L(F 3)
when |F | is prime.) 
Corollary 10. Let dim(V ) = n and R ⊆ End(V ) be a subalgebra isomorphic to
some incidence algebra Mm(F, ρ) with m  n2 + 1. Then Lat(R) ⊆L(V ) is subdi-
rectly reducible.
Proof. Because “incidence algebra” means s = m the claim follows from Theorem
9(a). 
Example 4. Let F = GF(q). If dim(V ) = 5 and R ⊆ End(V ) is isomorphic to
some M3(F, ρ) then either Lat(R) is 2-distributive or |Lat(R)|  2q2 + 2q + 4.
That follows from Theorem 9(c) and |L(F 3)| = 2q2 + 2q + 4 (see e.g. [17, p. 194]).
So, if q = 7 and |Lat(R)|  115 then Lat(R) is 2-distributive.
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