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Abstract—This paper presents a novel gesture sensing 
system for prosthetic limb control based on a pressure sensor 
array embedded in a wristband. The tendon movement which 
produces pressure change around the wrist can be detected by 
pressure sensors. A microcontroller is used to gather the data 
from the sensors, followed by transmitting the data into a 
computer. A user interface is developed in LabVIEW, which 
presents the value of each sensor and display the waveform in 
real-time.  Moreover, the data pattern of each gesture varies 
from different users due to the non-uniform subtle tendon 
movement. To overcome this challenge, Echo State Network 
(ESN), a supervised learning network, is applied to the data 
for calibrating different users. The results of gesture 
recognition show that the ESN has a good performance in 
multiple dimensional classifications. For experimental data 
collected from six participants, the proposed system classifies 
five gestures with an accuracy of 87.3%.  
Keywords—Echo State Network; Gesture recognition; 
Force-Sensing Resistor; Human-machine interaction.   
I. INTRODUCTION 
Gesture makes up a large part of the body language and 
has become an efficient way for human-computer 
interaction. A large number of devices and approaches have 
been invented to do gesture recognition. Two majority 
categories for recent advances in gesture recognition is 
movement-based method and vision-based method [1]. In 
movement-sensor-based recognition, many sensors such as 
accelerometer, inertial sensor and electromyography (EMG) 
have been used to detect the movement of hand and classify 
the gestures [1-4]. The sensors of this approach have to be 
attached to the user’s body. For vision-based method, the 
depth image or RGB image will be collected from the 
camera for extracting gestures [5]. Movement-based 
method can also be used in the sensing system of the 
prosthesis. In the sensing system of an active limb prosthesis, 
the physical movement detected by the sensors can be 
converted into the electrical signal [6].    
A widely used wearable gesture sensing technique is 
measuring the EMG signal from the skin surface. A voltage 
difference on the electrode can be detected when the muscle 
contracted [7]. The sensor is precisely located on the skin 
and closed to the muscle on the forearm. In [8], Myo 
armband was used to collected EMG signal, the Support 
Vector Machine (SVM) was used to classified the feature 
extracted from the time-domain signal with 86.6% of 
accuracy. Other movement sensors such as accelerometer, 
gyroscope and inertial sensor are considered as good 
candidates in wearable hand gesture sensing. They can also 
be used in subtle finger gesture sensing. In [9], a smartwatch 
was used to detect five finger gestures and the accuracy was 
87%. Four classification methods were used in 
classification, the classifier has the highest accuracy for 
each user is automatically selected. The advantage of this 
system is that the motion sensors are highly integrated. On 
the other hand, much more computation resources were 
consumed.   
In this paper, we propose a movement-sensor-based 
gesture recognition method using Force Sensing Resistors 
(FSR) and Echo State Network (ESN). Fig. 1 illustrates the 
recognition method together with the data collection and 
potential applications form a gesture sensing system. The 
wristband embedded an FSR array which is able to detect 
the tendons movement around the wrist as a result of 
varying gestures [10, 11]. The pressure value can be 
measured and used for reconstructing the gesture. The 
difficult in gesture recognition using this method is that the 
tendons movement is relatively small, and there is no 
specific pattern for different people [12]. One solution to 
this problem is applying a calibration step by ESN learning 
algorithm before using. 
Compared with the existing movement-based methods, 
this prototype using smaller size sensors with less power 
consumption. On the other hand, the wristband minimizes 
the area of on-body attachments, which provides a better 
experience for users. Compared with our previous work 
 
Fig. 1. The conceptual schematic for gesture recognition using resistive 
force sensors and ESN.  
 
using five sensors and SVM [12-14], this prototype is 
upgraded to ten sensors for more accurately modelling the 
tendon movement and enhance the capability of 
distinguishing gestures. With more sensors used, the sensors 
are not required to put on a specific location on hand. 
Furthermore, this prototype applied ESN as the classifier, 
different from the widely used SVM. The reason is that 
considering a gesture will be posted and lasted for a certain 
time, the gesture data can be a time-dependent signal since 
the gesture would not be changed rapidly. Therefore, we 
choose ESN that has superior performance in multi-
dimensional time-dependent signal to upgrade the 
wristband. 
This paper is organized as follow: Section II introduced 
the overall system design. The principal of ESN and how it 
worked in our system is present in Section III.  The 
experimental result, discussion and conclusion are provided 
in Section IV and Section V respectively.          
II. SYSTEM DESIGN AND METHODOLOGY 
A. Hardware Design 
To detect the tendon movement around the wrist, ten 
FSRs are embedded in a wristband as a pressure sensor 
array. The change in pressure can be measured and 
transmitted into the computer via a microcontroller 
(Arduino DUE). The signal converted from changing 
pressure will be classified into different groups according to 
the network and pre-recorded training data[15].  
FSR is a device that decreases in resistance when force 
increases in its active area. With a simple voltage divider 
circuit connected, FSR can be used as a sensor to detect 
pressure change. Fig. 2 shows the circuit where the FSR was 
connected with a 10kΩ resistor in series. When the 
resistance decreases, the voltage distributed on R increase 
so that the signal reading from the input port of the 
microcontroller increase. With ten sensors were used in this 
wristband, the layout of the sensors should avoid bones 
where the tendons movement can hardly be detected.  
B. Software Design 
The microcontroller can read the analogue signal from 
the voltage divider of the FSRs. The data acquisition module 
in Arduino DUE is a 12bit analogue-to-digital converter. 
Therefore, the data received by the computer yields a 
maximum value of 4095 and a minimum value of 0. The 
value from the sensors was read one by one at a sampling 
rate of 27Hz. The gesture sensing and data collection part 
are shown in Fig. 3. A LabVIEW program is used to receive 
the data from the microcontroller as data collection platform 
and user interface. The waveform graph illustrates the 
voltage versus time, and these data are stored for further 
processing.  
III. ECHO STATE NETWORK DESIGN 
ESN is a supervised machine learning model which can 
be classified into Recurrent neural networks (RNNs). This 
learning mechanism is suitable for time sequence prediction 
and classification. As shown in Fig. 4, the structure of ESN 
is composed of three parts: input layer, reservoir layer and 
output layer [16].  The characteristics for ESN are: (I) the 
recurrent and input weights are generated randomly and 
fixed;  (II) training process only changes the weights 
connected to the reservoir and output layer using a linear 
regression algorithm. These make the ESN a fast approach 
in the training process. 
A. Algorithm description 
Assume an ESN with K channels as input (u(n))and x(n) 
denotes the states in the reservoir that compose of N neurons 
(nonlinear node). The dimension of output (y(n)) is L. When 
data fed into the ESN, the state in the reservoir updated for 
every input using the equation  
𝒙(𝑛 + 1) = 𝑓(𝑊𝑖𝑛 × 𝒖(𝑛 + 1)  + 𝑊 × 𝒙(𝑛))   (1) 
where Win is an N×K matrix and W is an N×N matrix which 
represents the weighted connection from the input layer to 
the reservoir, and every neuron in the reservoir respectively. 
Both of them are generated randomly and fixed in the whole 
training process. f is the activation function of the neuron 
where we take the data from the last state of the reservoir 
and new input and apply tanh function. The reservoir state 
and input itself should be stored and used in computing 
output weight for training the network.  
In the training process, the desired target value is 
provided in the output layer.  We assume that the reservoir 
state and input is linearly related to the output in the ideal 
case. After loading the training data set into the ESN, a 
linear relationship between the reservoir state and output 
can be found. Wout is an L×(N+K) matrix which represents 
the output weight. Previous state of neurons in the reservoir 
will also be used to find Wout.  
Fig. 2. Circuit for the sensors. A1 to A10 represent the analogue-to-
digital converter ports on Arduino. 
 
Fig. 3. Data collection using the wristband. The Pressure Sensor Array 
with ten sensors embedded transmit the data into the microcontroller.  
The process of testing is a reverse of the last step in 
training. The output is calculated using a given input and 
known output weight:  
y(n) = 𝑊𝑜𝑢𝑡  × (𝑥(𝑛); 𝑢(𝑛))                    (2)  
y(n) will be an L dimensional data with the same length of 
testing input. The class of the output can be found by 
comparing which is the closest value to the target.  
B. Training and recognition 
The data collected from the sensors will be normalized 
before fed into ESN. We collected data from 5 gesture using 
10 sensors, so there are 10 inputs and 5 outputs. The labels 
of the data were provided in one-of- five form. For each row 
of the label, only one element equal to one and the position 
indicates the gesture.  
In the training process, initially, some data is sent to the 
reservoir. The neurons in the reservoir are set to 0, which 
may lead to the inappropriate output. We need some input 
to make the reservoir warm-up. This step makes sure the 
reservoir works under good condition. The training data set 
is introduced to the ESN where the signal in the input layer 
and target value in the output layer are provided. The first 
50 input value and reservoir states are discarded in this 
experiment. The result of training is the output weight, Wout. 
When new data feed into the trained ESN, the reservoir 
updates the same way in training. From the reservoir state, 
input and output weight, the output will be provided in five 
categories. According to our label method, we need to find 
out where the output has the value closest to 1. We use: 
 𝑦𝑙 = min (|𝑦(𝑛) − 1|)                               (3) 
where yl is calculated by comparing the similarity between 
prediction output and target value for each category. The 
ideal value for yl is 0, so we find the smallest value to 
indicate the category for predicted result. 
C. Performance evaluation 
There are three factors that may affect the performance 
of the ESN: leaking rate, spectrum radius and reservoir size 
[17, 18]. However, it is difficult to analyses its performance 
since the ESN generates coefficient randomly, which means 
the accuracy of recognition is not a constant every time the 
network is initialized. To optimize the ESN, we stored the 
weight generated, then change the leaking rate and radius.  
The leaking rate represents the speed of updating the 
reservoir. For every neuron in the reservoir, the leaking rate 
determined how much the value inherited from the previous 
state. A greater leaking rate yields better performance in 
fast-changing input data.   
The spectrum radius in the ESN is the largest absolute 
value of the eigenvalue for the internal weight W. The 
network has an echo when the spectral radius is smaller than 
1 [18]. To make sure the ESN works as it should, we 
normalized the internal weight: 
𝜆 = max(𝑒𝑖𝑔(𝑊))                                     (4) 
𝑊′ = 𝑊
𝜆
                                                   (5) 
where W’ denotes the internal weight after normalizing, we 
use this as internal weight.  
Because the size of weight depends on the size of the 
reservoir, we cannot analyse the reservoir size by loading 
the stored coefficients.  Generally, the accuracy increases 
when the reservoir has a bigger size, but it will slow down 
the speed of calculation since the reservoir needs to be 
updated for every input value. The size of the reservoir is 
500 in this paper.  
Another factor that should be taken into consideration is 
the regression equation. Ridge regression was applied here: 
𝑊𝑜𝑢𝑡 = (𝑋𝑇𝑋 + 𝑘𝐼)−1𝑋𝑇𝑦                         (6) 
where k is the ridge parameter, I represents the identity 
matrix, X denotes the stored reservoir and input states and y 
is the training labels. Generally, when we keep k within a 
small value (for example 10-6), the output weight fit the 
target better. However, it may also lead to overfitting of the 
classifier, which means a sensitive model may be built 
because of a small number of unexpected error data [19]. To 
evaluate how the ridge parameter affects the performance, 
we test a range of value for k and compare their recognition 
accuracy. When k=10-6, a smooth match can be found, and 
it fits most of the input datasets. 
TABLE I.  ACCURACY FOR GESTURE RECOGNITION 








Fig. 4: Schematic diagram of ESN. 
 
Fig. 5. Input signal change with gestures variations over time. In 
experimental data collection, participants were asked to show five 
gestures in 40 seconds.  
IV. EXPERIMENTAL RESULT 
The data were collected from six participants according 
to the proposed methodology. To imitate the real calibration 
and test process, two sets of data were collected from each 
person: one dataset for training and one for testing. The 
scenario of five gestures recognition was tested in this 
experiment, and the gestures were performed in a different 
order in two datasets for each person, as shown in Fig. 5.  
The accuracy of recognition can be shown in a confusion 
matrix. Fig. 6 shows the result for recognition for all six 
participants. Since the ESN generates two random matrixes 
in the training process, the accuracy for the same dataset 
varies in the tests. To find the accuracy for the recognition, 
we repeated the training process for ten times and found 
their accuracy separately, followed by taking their average 
as the accuracy of recognition. The overall accuracy for all 
six participants is 86.7%. The accuracy of each person is 
shown in Table I.  
From the confusion matrix, we can see that the 
misclassified data mainly appeared at Gesture 3,4 and 5, 
they are shown in the first three gestures in Fig. 5. Because 
of their similarity, some data on gesture 4 and 5 may be 
classified into gesture 3, but most of them can be classified 
into the correct class. 
V. CONCLUSION AND FUTURE WORK 
This paper demonstrates a novel method for gesture 
recognition using a wristband based on pressure sensor 
array which can detect the pressure change caused by 
tendons and muscles movement. To solve the problem that 
the value of the sensors varies from person to person, a 
neural network has been introduced to adapt to different 
users in the calibration step. The proposed device together 
with the data acquisition, machine learning and control, 
forms a wrist-worn gesture sensing system. 
This system can provide us with a  high accuracy in 
gesture recognition. However, the repeatability and variance 
of the recognition can be further improved. One potential 
improvement for this work is to make this system real-time. 
All possible gestures are collected and trained in the 
calibration step before using. Due to the fast computing 
speed, ESN can classify the data and reconstruct the gesture. 
To improve the accuracy, future work of the system can be 
carried out on improving the stability of the pressure sensor 
array by using high-quality sensors or more reasonable 
layout accordingly. Another potential improvement is using 
other methods in classification and proposing a data fusion 
method to increase accuracy [14, 20].  
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