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Nommenclature
α - volume fraction of fluid
U - velocity vector
p - pressure
τ - subgrid stress tensor
νl - kinematic viscosity of water
νv - kinematic viscosity of vapour
ρl - water density
ρv - vapour density
R - mean cavitation nuclei radius
ω = |∇ × U| - vorticity vector
n - number of cavitation nuclei
per unit volume
1 Introduction
In recent years, the interest in limiting the input of energy
and, in particular, noise into the Oceans has been getting in-
creasingly more prominent. This resulted in, amongst oth-
ers, European Union initiatives investigating the potential
of reducing this component of human impact on the envi-
ronment [1, 2]. While of course there are multiple sources
of noise in the Oceans, natural and anthropogenic alike,
shipping as a whole contributes to a large proportion of the
total ambient sound level, particularly in the 10-1000 Hz
frequency range [3, 4].
There exist multiple possible noise generation mechanisms
for a marine propeller. First category may be attributed
solely to unsteady turbulent flow and may contain both
low- and high-frequency components. Most of the promi-
nent mechanisms arise, amongst others, due to the bound-
ary layer interacting with the trailing edge, vortices being
shed, separation and impinging of vortical structures on the
lifting body[5]. The second noise source category is asso-
ciated with the cavitation phenomenon. This has primarily
high-frequency components, due to such events as vortex
cavitation, shock wave formation and cavitation sheet shed-
ding, but may also give rise to low-frequency noise via the
cavity volume fluctuations [6, 7].
This paper presents the preliminary results of a study con-
ducted in order to establish cost-effective measures of clas-
sifying the noise levels from the propeller with the use of
numerical techniques. In more detail, it discusses the influ-
ence of turbulence modelling on the predicted flow field.
This is done by comparing the solutions obtained for a
NACA 0009 hydrofoil case using the k − ω S S T RANS
model, implicit LES and LES with Smagorinsky model.
The entire study has been conducted using open-source
OpenFOAM R© 2.2.2 libraries.
2 Numerical modelling
Cavitation originates from small gas nuclei present in the
liquid [8]. As they are subject to low pressure their sur-
face becomes subject to tensile stress and, depending on
the local conditions and fluid properties, different types of
cavitation may be observed [9]. Given the very small scale
of the typical nuclei, ranging between 2 and 50 µm [10], it
would be computationally prohibitive to attempt to resolve
this behaviour in full detail from an engineering viewpoint.
This gives rise to the use of cavitation models that attempt
to capture the physics of the multiphase flow without re-
solving the intricate detail of this phenomenon.
A wide range of modelling approaches exist, first cate-
gory of which tracks the motion of individual bubbles or
macro particles by solving dedicated equations of motion.
While providing detailed information about the flow these
methods have been reported to be expensive due to a large
amount of additional equations being solved. Moreover,
careful treatment of the interactions between bubbles and
solid surfaces is required which imposes further difficul-
ties in efficient implementation [11, 12]. Another set of
methods, the pressure-based models, allow both liquid and
vapour phases to occupy the same physical space and their
motion is solved using two sets of mass and momentum
equations. The interactions between them are achieved by
introducing appropriate source terms in the Navier-Stokes
equations [9, 13]. The single-fluid (or density based) ap-
proaches, on the other hand, solve a single set of equations
for the entire flow and the phase change needs to be ac-
counted for otherwise. In this work the latter of the meth-
ods is used in conjunction with the volume-of-fluid (VOF)
framework for modelling the cavities.
Irrespective of the underlying assumptions, a cavitation
model must cope with predicting very complex and tran-
sient phenomena in order for a time- and space-accurate
solution to be provided. These may include formation of
re-entrant jets, non-periodic fluctuations of the cavity inter-
face caused large amplitude variations of the angle of at-
tack and loading, and creation of additional regions prone
to cavitation due to three-dimensionality of the flow. More-
over, the turbulent mixing may force more nuclei into the
boundary layer which may alter the form of cavitation
present[9]. Additionally, the bubble volume change will
affect the vorticity distribution and effectively the flow[14].
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From a hydro-acoustic point of view, the use of a cavitation
model greatly reduces the insight into the noise character-
istics that may be obtained. That is because some of the
main sources of cavitation induced noise are vortex cav-
itation, shock wave formation and sheet cavity shedding
which predominantly consist of high frequency compo-
nents [6, 7]. The low frequency noise due to cavity volume
fluctuations, taking the form of a monopole source, may be
computed even with the proposed methods [6, 7, 15, 16].
In combination with the non-cavitating noise components
this will form a significant part of the entire noise spectrum
but detailed information is needed about the unsteady na-
ture of the flow for an accurate solution. For this reason
the methodology considered in this work is based on Large
Eddy Simulation (LES) turbulence modelling technique.
It has been reported that by considering compressibility of
the flow certain advantages could be achieved. These could
include a reduction in the pressure equation instabilities
[17] and being able to at least partially resolve the transient
phenomena associated with bubble collapse. On the other
hand, the speed of sound in water (appox. 1500 ms−1) is
typically much larger than the flow speed considered. This
implies that for a pressure wave passing through the fluid to
be accurately resolved in time a very small time step would
be necessary. In their work Wang and Ostoja-Starzewski
successfully used a weekly compressible flow formulation
which is said to overcome this limitation [18]. In this work,
however, the incompressible flow assumption is used in or-
der for the focus to be placed at other aspects of cavitation
modelling.
2.1 Cavitation modelling
As already mentioned, the role of the cavitation model is to
account for the mass of the fluid being transferred between
the liquid and vapour phases or, in other words, predict the
phase change from liquid to vapour and vice versa. In this
work use is made of the model by Sauer and Schnerr [19]
which aims to provide the required source term values by
approximating the dynamics of individual bubbles present
in the fluid.
The volume fraction of liquid is governed by a typical
scalar transport equation, as shown in (1). The right hand
side is however modified to allow for the mass to be created
(condensation) or destroyed (vaporisation).
∂α
∂t
+ ∇ · (αU) = − m˙
ρ
(1)
It should be mentioned that the pressure equation must also
be modified by introduction of a source term in order to ac-
count for a velocity divergence term induced by the mass
transfer, given by
∇ · U =
(
1
ρv
− 1
ρl
)
m˙ (2)
The fluid properties at any one point in the domain are in-
terpolated in accordance with the immiscible fluid mixture
assumption of the VOF method, as shown in (3). It is ap-
parent from said equation that no fluid volume is being de-
stroyed but rather the mass is being transferred between the
two phases as the volume fraction varies.
ρ = αρv + (1 − α)ρl
µ = αµv + (1 − α)µl (3)
For the system of equations to be closed an expression
needs to be provided for the rate of change of mass, m˙,
term. At this point the assumptions of individual models
start becoming important. In case of Schnerr-Sauer model
the lacking quantity is derived from the equation of motion
of an individual bubble, in its general form known as the
Rayleigh-Plesset equation [8]. For simplicity, the model
derivation neglects the higher-order terms, as well as the
effects of surface tension and viscosity, resulting in
m˙ =
ρl ρv
ρ
(1 − α)α 3
R
√
2
3 (p − pv)
ρl
(4)
where R is modelled based on the specified characteristic
nuclei radius, R0, and their volumetric density, n0.
There have been several reasons for the Schnerr-Sauer
model being used in this study. Firstly, in the presented
form it is appreciably simple and introduces little over-
head to the calculations apart from the need of solving
the additional transport equation. It has also been demon-
strated in a plethora of numerical investigations related to
marine applications that it predicts the extent of cavitation
appreciably well, including the unsteady cavity behaviour
[9, 20, 21]. Moreover, the model is not dependent on any
empirical coefficients, per se. The results it produces are,
however, dependent on the choice of the water quality prop-
erties, namely n0 and R0, which makes it susceptible to pre-
diction errors if these quantities are not chosen correctly.
2.2 Large Eddy simulation
LES is based on solving the filtered Navier-Stokes equa-
tions whereby the motions of large scales are fully resolved
and the ones smaller than the grid resolution remain mod-
elled. Filtering is done by multiplying the quantity in ques-
tion with a convolution operator whose kernel is defined
by the filter width related to the mesh size. Usually the
speed of solution suffers when LES is used over unsteady
RANS due to the increased mesh density required. How-
ever, with VOF multiphase approach a high grid resolution
is necessary irrespective of the turbulence modelling tech-
nique. This implies that the increase in computational ef-
fort required will be significantly smaller and so LES may
seem more appealing than for a non-cavitating flow sim-
ulation [22]. The mass and momentum equations in the
incompressible form are shown in (5), with the overbar de-
noting a filtered quantity. These are solved using the PISO
algorithm with implicit temporal schemes.
∂U
∂t
+ ∇ ·
(
U ⊗ U
)
= −1
ρ
∇p + ν∇2U − ∇ · τ
∇ · U = 0
(5)
In (5) τ is the non-linear subgrid stress tensor which may
be expressed as:
τ = U ⊗ U − U ⊗ U (6)
This may be modelled in a similar fashion to the turbulent
eddy viscosity in RANS models by using the Boussinesq
hypothesis. The latter assumes that the needed tensor may
be described using a product of the fluid strain rate, S, and
an assumed subgrid viscosity, νSGS, yielding
τ − 1
3
τ · I = −νSGSS (7)
where |S| = (2S · S)2. One of the simplest available mod-
els is that by Smagorinsky, according to which the subgrid
viscosity may be defined using the filter width, ∆, and a
constant, CS , as νSGS =
(
CS ∆
)2 |S|.
It needs to be noted that a large proportion of the turbu-
lent kinetic energy spectrum is resolved explicitly in LES
by definition. One may thus be tempted to abandon the
subgrid model in lieu of an implicit modelling technique
(ILES). In doing so one assumes the subgrid stress ten-
sor to be zero and the dissipation is introduced to the flow
through the grid-related discretisation error and the adop-
tion of appropriate convective numerical schemes. Aside
from simplifying the overall numerics this approach has
been reported by Bensow et al. to reduce the problems
associated with sharp fluid property gradients occurring at
the cavity interface, as dictated by (3) [23]. As shown in
the study by Lloyd, non-uniformity of grid in different di-
rections may lead to the different velocity components be-
ing affected to a different degree when an implicit model
is used [24]. This implies an additional level of care to
be taken when undertaking the mesh design, especially for
cases involving complex geometries such as marine pro-
pellers, potentially reducing the practical benefits of using
ILES.
3 Test case
Numerical simulations have been focused on a NACA 0009
hydrofoil with the aim of replicating the conditions used
for the Delft Twist 11 foil first presented by Foeth et al.
[25, 26]. In said study a wing with a span-wise angle of
attack variation symmetric about the mid-span was con-
sidered. Here, however, the geometry has been simplified
to a fixed span-wise pitch distribution in order to allow a
more in-depth study of the sheet cavity behaviour with-
out the added complexity dictated by the complex three-
dimensional flow features reported in the the original ex-
periments.
The foil with chord of 0.15m, angle of attack of 9◦ and span
of 0.1 m was placed in the centre of a domain which was to
resemble the working section of the cavitation tunnel used
by Foeth et al., as depicted in Figure 1. The densities of
both fluids were taken to be 998 kgm−3 and 0.023 kgm−3
for water and vapour, respectively, and their correspond-
ing kinematic viscosities were assumed to be 10−6 kgm−2
and 4.273 · 10−6 kgm−2. The mean nucleation radius was
assumed to be 50 µm with the corresponding distribution
of 108 m−3. Finally, the saturated vapour pressure of the
mixture was taken to be 2970 Pa [26, 27].
The inlet was prescribed a fixed velocity of 6.97 m s−1 and
the simulation was carried out at the cavitation number of
σ = 1.07 which was achieved by using a fixed value of
pressure at the outlet of 29 kPa [26, 27]. Top and bottom
of the numerical cavitation tunnel were treated as slip walls
and cyclic boundary condition was prescribed to the span-
wise boundaries. Convective outlet velocity conditions was
used in order to limit the amount of reflections being prop-
agated into the domain for the LES simulations [24]. The
wing was treated as a no-slip surface. Wall functions were
used in order to limit the cell count required in the bound-
ary layer region, following the approach outlined by Ben-
sow et al. [23, 28]. In order to promote convergence from
the early stages of the simulations the runs were initialised
from a steady-state, non-cavitating flow solution.
Figure 1: Overview of the domain and mesh used for all of
the presented simulations. Height and width chosen so as
to model the working section of the cavitation tunnel used
in experiments by Foeth et al. [25, 26].
Temporal discretisation has been achieved by the use of a
second-order implicit scheme which implied the maximum
Courant number limit of 0.5 needed to maintain stability
for LES simulations. This was kept the same for the RANS
case as to allow better comparison. The volume fraction
was discretised using the van Leer scheme with interface
compression and a hybrid convection scheme was adopted
in which upwinding is applied when required to maintain
stability [24]. The velocity and volume fraction fields were
solved for using the preconditioned bi-conjugate gradient
(PBiCG) solver with the diagonal incomplete lower up-
per (DILU) preconditioner whereas the generalised alge-
braic multi-grid (GAMG) algorithm with the diagonal in-
complete Cholesky (DIC) preconditioner was applied to the
pressure equation.
Spatial discretisation of the domain has been achieved us-
ing a 480x164x80 grid with 5.1 million elements, most of
which were concentrated in and near the boundary layer of
the foil. Special care was taken to assure that the cavities
present will not experience rapid changes in mesh density
as they are formed, shed and convected downstream of the
foil. The mesh was created using a set of in-house Python
libraries combined with the OpenFOAM blockMesh utility.
The first wall-normal cell heigh was ensured to fall within
y+ < 30 everywhere on the surface of the foil except a small
region close to the leading edge. For appropriate span- and
chord-wise resolution of the flow the mesh was designed to
be characterised by x+ < 200 and z+ < 350. The grid had
been subject to a convergence study whereby the relative
change in the predicted steady-state, non-cavitating force
coefficients was investigated and found to be < 2% when
compared to a mesh with 9.0 million cells.
4 Results and discussion
One of the primary low-frequency noise sources due to cav-
itation is the pressure variations induced by the oscillating
cavity interface [10, 15, 29]. This is of particular impor-
tance when one considers the unsteady flow field a pro-
peller operates in as it will force even more severe oscilla-
tions to occur and generate noise. Moreover, the changes in
the volume of the cavities will interfere with the flow past
the wing sections and alter the lift and drag characteristics.
These are of course of high interest from the efficiency es-
timation point of view.
As a result, several aspects of the flow were studied in
the presented investigation in order to provide an insight
into the aspects of cavitation modelling relevant to low-
frequency noise modelling. Firstly, Figure 2 presents the
power spectral density of the lift coefficient recorded dur-
ing the simulation. Figure 3 depicts the power spectral den-
sity of the total cavity volume, including both the attached
and shed elements computed assuming the cavity interface
to be described as α = 0.5. All frequency components
above 1 kHz have been removed as the sampling offset did
not allow for them to be computed accurately. Similarly,
the frequency bands below 4 Hz have been excluded due to
limitations stemming from the total time of the simulations.
As can be seen, there are clear peaks in both spectra for all
cases considered. It is interesting to notice the agreement
between frequency peaks for both spectra for all cases.
This immediately points out the dependence of the pre-
dicted forces on the variations of the cavity structure. How-
ever, the frequencies predicted using RANS, approximately
8 Hz, are significantly lower. This behaviour was expected
as the required level of unsteadiness predicted using this
method could not be achieved without any corrections be-
ing applied to the turbulence model [20]. A satisfactory
agreement is observed between the implicit and explicit
LES simulations, seeing 15.5 and 17.0 Hz, respectively.
It is evident, though, that several higher modes have been
predicted for the solution using the Smagorisnky model,
whereas the implicit LES is primarily dominated by multi-
ples of the primary shedding frequency.
An interesting observation may be made when comparing
the cavity extents just after the point of maximum lift for
both implicit and explicit LES simulations, shown in Fig-
ures 4 and 5, respectively. At this stage the attached sheet
has been cut by the re-entrant jet close to the leading edge
of the foil and starts being convected downstream to form a
cloud. Both figures also show the clouds from the previous
shedding event close to the trailing edge. One may imme-
diately notice that the implicit model predicts a much more
uneven surface of the cavity, inside the sheet and the cloud
alike. Similar behaviour has been observed when Spalart-
Almaras DDES was comapred with implicit LES in a study
by Bensow [20]. Nonetheless, both models predict very
similar extents for the cavity structures.
Figure 2: Power spectral density of the lift coefficient.
Figure 3: Power spectral density of the total cavity volume
(interface assumed at α = 0.5).
Similar observation may be made when one compares the
associated iso-contours of vorticity. Clearly, the explicit
model predicts much coarser and coalesced structures in
the downstream part of the foil. Its counterpart, however,
delivers a solution dominated by a large number of small,
poorly distinguishable vortices . Close to the attached cav-
ity both models appear to agree better by predicting elon-
gated structures piercing through the cavity interface and
likely associated with the re-entrant jet. This behaviour
may be explained by a greater diffusion introduced by the
subgrid model which will be particularly prominent close
to the downstream cavity extent [20, 22].
A closer look at the differences between the computed cav-
ity volumes depending on the chosen α threshold in Figure
6 points out that they are in the order of 10%. This indi-
cates that despite a fine mesh being used the cavity inter-
face remains blurred, which is a major disadvantage of the
volume-of-fluid approach.
Comparison of the relationship between the cavitation cy-
cle (Figure 6) and the predicted lift (Figure 7) for all the
cases reveals several interesting features. Firstly, one may
clearly notice the differences in primary frequencies of all
the signals, as indicated by the frequency analysis. For the
RANS case one may clearly see that the peak value of the
cavity volume corresponds to the maximum lift. This may
be explained by the effective increase in the foil thickness
caused by the presence of the cavity sheet [7, 15]. After
reaching its maximum volume the sheet becomes sheared
off by the re-entrant jet, convected downstream and disin-
tegrated, at which point the minima in the lift curve occur.
It should be pointed out that the drag varies in a similar
fashion and its increase is dominated by the amount of sep-
arated flow in the wake of the cavity.
Figure 4: Iso-surfaces α = 0.5 - light blue, ω = 3000 s−1 -
orange, t = 0.34 s, implicit LES.
Figure 5: Iso-surfaces α = 0.5 - light blue, ω = 3000 s−1 -
orange, t = 0.40 s, LES with Smagorinsky model.
At the first glance the time histories for implicit and ex-
plicit LES simulations reveal a different trend whereby the
peaks of the cavity volume curve correspond to the troughs
of the lift time trace and vice versa. A more in depth anal-
ysis of the flow reveals that the same pattern is observed
but the new part of the sheet starts to form before the shed
cloud has been convected away from the wing surface and
destroyed, as seen in Figures 8 and 9 for RANS and ILES,
respectively. This also implies that the maximum volume
of the cavity and the corresponding peak of the lift curve
are reached while a cloud is still present in the vicinity of
the foil, as seen in Figures 4 and 5. This observation also
explains the higher frequency of shedding observed in the
LES cases and the fact that the total volume of vapour sel-
dom approaches zero for these simulations.
Figure 6: Fragment of the time trace of the precited cavity
volume for two threshold values (α ≤ 0.5 and α ≤ 1).
Figure 7: Fragment of the time trace of the predicted lift
coefficient, frequencies above 1 kHz filtered out.
Figure 8: Isocontours of the α field at mid-span for the
RANS simulation showing the beginning of the sheet cav-
ity formation (t = 0.34 s).
Figure 9: Isocontours of the α field at mid-span for the
ILES simulation showing the beginning of the sheet cavity
formation (t = 0.25 s).
5 Conclusions
It has been demonstrated how three common turbulence
modelling techniques may be applied to model cavitation.
Clear differences have been observed in the behaviour of
all the approaches. Judging from the substantial difference
between the RANS and LES approaches in both the lift and
cavity volume variations one may conclude that the latter
should be used for this purpose whenever possible, which
stands in agreement with findings by other authors [17, 22].
In particular, the slower shedding mechanism of the RANS
simulation has been shown to significantly affect not only
the frequency characteristics but also the time-history and
correlation between the observed cavitation behaviour and
the predicted forces. The analysis has shown that the for-
mation of the cavity sheet in the RANS case is delayed un-
til the shed cloud had collapsed which does not occur when
LES is employed. This may indicate a strong dependence
of the growth of the cavitation sheet on the vortical struc-
tures present in its wake and deserves further study if the
understanding of the entire process is to be increased. The
observed behaviour also pointed out that the snapshots of
the flow remain similar between RANS and LES and so the
discrepancies could not be compared against experimental
data if only the extents of cavitation were compared against
high-speed camera photos. Instead, a more detailed time-
and frequency-based analysis would be required.
Noticeable discrepancies have been observed in the pre-
dicted vortical and cavitation structures for the implicit and
explicit subgrid modelling techniques, although the over-
all trends proved to be in agreement. This illustrates an
important challenge in the field of high-fidelity cavitation
modelling where limited experimental data is available in
the form which would allow direct, in-depth comparison
and validation.It may be expected on the basis of published
results that if accurate noise prediction of the cavitation
behaviour is to be achieved then further work is required
to enable more advanced subgrid modelling techniques to
be used without adversely affecting the predicted cavitation
behaviour. It is therefore evident that said subject remains
open, both from experimental and computational point of
view, and deserves further study.
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