element lies an implicit reversal of the onus of proof: under the precautionary principle it is the responsibility of an activity proponent to establish that the proposed activity will not (or is very unlikely to) result in significant harm. 2. the establishment of an obligation, if the level of harm may be high, for action to prevent or minimise such harm even when the absence of scientific certainty makes it difficult to predict the likelihood of harm occurring, or the level of harm should it occur. The need for control measures increases with both the level of possible harm and the degree of uncertainty.
The Precautionary Principle represents a paradigm shift in decision-making. It allows for five key elements that can prevent irreversible damage to people and nature: 1. Anticipatory Action: There is a duty to take anticipatory action to prevent harm. Government, business, and community groups, as well as the general public, share this responsibility. 2. Right to Know: The community has a right to know complete and accurate information on potential human health and environmental impacts associated with the selection of products, services, operations, or plans. The application of the precautionary principle is hampered by both lack of political will, as well as the wide range of interpretations placed on it. One study identified 14 different formulations of the principle in treaties and nontreaty declarations.
[7] R.B. Stewart (2002) [8] reduced the precautionary principle to four basic versions:
1. Scientific uncertainty should not automatically preclude regulation of activities that pose a potential risk of significant harm (Non-Preclusion PP). 2. Regulatory controls should incorporate a margin of safety; activities should be limited below the level at which no adverse effect has been observed or predicted (Margin of Safety PP). 3. Activities that present an uncertain potential for significant harm should be subject to best technology available requirements to minimize the risk of harm unless the proponent of the activity shows that they present no appreciable risk of harm (BAT PP). 4. Activities that present an uncertain potential for significant harm should be prohibited unless the proponent of the activity shows that it presents no appreciable risk of harm (Prohibitory PP). In deciding how to apply the principle, analysis may use a cost-benefit analysis that factors in both the opportunity cost of not acting, and the option value of waiting for further information before acting. One of the difficulties of the application of the principle in modern policy-making is that there is often an irreducible conflict between different interests, so that the debate necessarily involves politics.
Strong precaution holds that regulation is required whenever there is a possible risk to health, safety, or the environment, even if the supporting evidence is speculative and even if the economic costs of regulation are high.
[9]:1295-96 In 1982, the United Nations World Charter for Nature gave the first international recognition to the strong version of the principle, suggesting that when "potential adverse effects are not fully understood, the activities should not proceed." The widely publicized Wingspread Declaration, from a meeting of environmentalists in 1998, is another example of the strong version.
[10] 'Strong precaution' can also be termed as a "no-regrets" principle, where costs are not considered in preventative action. Weak precaution holds that lack of scientific evidence does not preclude action if damage would otherwise be serious and irreversible.
[11]:1039 Humans practice weak precaution every day, and often incur costs, to avoid hazards that are far from certain: we do not walk in moderately dangerous areas at night, we exercise, we buy smoke detectors, we buckle our seatbelts. [10] According to a publication by the New Zealand Treasury Department, The weak version [of the Precautionary Principle] is the least restrictive and allows preventive measures to be taken in the face of uncertainty, but does not require them (eg, Rio Declaration 1992; United Nations Framework Convention of Climate Change 1992). To satisfy the threshold of harm, there must be some evidence relating to both the likelihood of occurrence and the severity of consequences. Some, but not all, require consideration of the costs of precautionary measures. Weak formulations do not preclude weighing benefits against the costs. Factors other than scientific uncertainty, including economic considerations, may provide legitimate grounds for postponing action. Under weak formulations, the requirement to justify the need for action (the burden of proof) generally falls on those advocating precautionary action. No mention is made of assignment of liability for environmental harm. Strong versions justify or require precautionary measures and some also establish liability for environmental harm, which is effectively a strong form of "polluter pays". For example, the Earth Charter states: "When knowledge is limited apply a precautionary approach …. Place the burden of proof on those who argue that a proposed activity will not cause significant harm, and make the responsible parties liable for environmental harm." Reversal of proof requires those proposing an activity to prove that the product, process or technology is sufficiently "safe" before approval is granted. Requiring proof of "no environmental harm" before any action proceeds implies the public is not prepared to accept any environmental risk, no matter what economic or social benefits may arise (Peterson, 2006) . At the extreme, such a requirement could involve bans and prohibitions on entire classes of potentially threatening activities or substances (Cooney, 2005). Over time, there has been a gradual transformation of the precautionary principle from what appears in the Rio Declaration to a stronger form that arguably acts as restraint on development in the absence of firm evidence that it will do no harm.
[12]
Criticisms
Threshold of plausibility The Wingspread Statement version of the PP takes the form "When an activity raises threats of harm to human health or the environment, precautionary measures should be taken even if some cause and effect relationships are not fully established scientifically". When applying this principle, it is recommended that society establish a minimal threshold of scientific certainty or plausibility before undertaking precautions. Normally, no minimal threshold of plausibility is specified as a "triggering" condition, so that any indication that a proposed product or activity might harm health or the environment is sufficient to invoke the principle. Often the only precaution taken is a ban on the product or activity. [21] In Sancho vs. DOE, Helen Gillmor, Senior District Judge, wrote in a dismissal of Wagner's lawsuit which included a popular [citation needed] worry that the LHC could cause "destruction of the earth" by a black hole:
Injury in fact requires some "credible threat of harm." Cent. Delta Water Agency v. United States, 306 F.3d 938, 950 (9th Cir. 2002). At most, Wagner has alleged that experiments at the Large Hadron Collider (the "Collider") have "potential adverse consequences." Speculative fear of future harm does not constitute an injury in fact sufficient to confer standing. Mayfield, 599 F.3d at 970.
[22]
[edit]Negative consequences of application The Precautionary Principle may cause resentment, since people are more aware of negative changes than they are positive changes (i.e. a ban is more noted than allowing a proposal to proceed). Because of this effect, a technology which brings advantages may be banned by PP because of its potential for negative impacts, leaving the positive benefits unrealized.
[23]
The Hazardous Air Pollutant provisions in the 1990 amendments to the U.S. Clean Air Act are an example of the Precautionary Principle where the onus is now on showing a listed compound is harmless. Under this rule no distinction is made between those air Pollutants that provide a higher or lower risk, so operators tend to choose lessexamined agents that are not on the existing list.
[24]
A California researcher has pointed out the fallacy of extrapolating possible risk of a proposed product or action, without examining equally closely the possible risks of not adopting the proposal. When looking at the proposal, policymakers tend to apply PP to that proposal while assuming the alternative(s) to be risk-free, which places an unfair burden on the proponents of the new product or activity.
[25]
[edit]Internal Inconsistency
The Precautionary Principle, applied to itself as a policy decision, may rule out its own use depending on the precise definition used.
[11]:1039-40 For example, Prohibitory PP as a policy decision would need to demonstrate that no substantial damage would result from the prohibition of products and technologies. For a potential example of this, the uncertain safety and long-term environmental effects of nuclear power led to its disfavor by precautionary groups, which may have resulted in greater carbon emissions through the use of coal power. Michael Crichton wrote: The "precautionary principle," properly applied, forbids the precautionary principle. It is self-contradictory. The precautionary principle therefore cannot be spoken of in terms that are too harsh. [26] [edit]Perspective Critics of the principle argue that it is impractical, since every implementation of a technology carries some risk of negative consequences.
[23] For example, when the arrival of amplified music came on the scene, the risk of electrocution and deafness arose. However, this did not prevent it from becoming an artistic and cultural norm. According to David Deutsch the principle is an expression of blind pessimism and inhibits development of knowledge:
Blind pessimism is a blindly optimistic doctrine. It assumes that unforeseen disastrous consequences cannot follow from existing knowledge too (or, rather, from existing ignorance). Not all shipwrecks happen to record-breaking ships. Not all unforeseen physical disasters need be caused by physics experiments or new technology. But one thing we do know is that protecting ourselves from any disaster, foreseeable or not, or recovering from it once it has happened, requires knowledge; and knowledge has to be created. The harm that can flow from any innovation that does not destroy the growth of knowledge is always finite; the good can be unlimited. There would be no existing ship designs to stick with, nor records to stay within, if no one had ever violated the precautionary principle.
-David Deutsch , The Beginning of Infinity, page 201
A summary of some representative objections to the precautionary principle are described in a Reason article by Ronald Bailey [27] which, using the Wingspread consensus as a starting point, argues the possibilities for misapplication of the principle.
