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Figure 1.1: A logistic IRF (solid curve), a nonparametric IRF (dashed
curve) and an ordered latent class model IRF (step function)
difficulty order is the same for all people who take the test: If P (Xj = 1|θ) <
P (Xi = 1|θ) for a particular trait value, then P (Xj = 1|θ) ≤ P (Xi = 1|θ)
holds for any other trait value.
Ordering persons by means of the test results
The number of items which are correct is often taken as the basis for grading a
(school) test. When the assumptions of UD, LI, and M are justified, the total
score X+ can be used to order the people who took the test. The ordering
on X+ corresponds to the ordering on the latent trait θ, except for random
errors (Grayson, 1988). If the total score is used as an interval level variable,
for example, to compute averages for group comparison, more strict paramet-
ric assumptions on the IRFs are necessary and the fit of these assumptions
needs to be checked first. Such stronger assumptions may also simplify the
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Chapter 1
Introduction
Many people have been tested at least once in their lives. For example, in
school, their abilities in arithmetic, reading, and writing may have been tested.
Personality assessment by means of a test may have taken place during a job
selection procedure. Also, people may have answered to an attitude interview
via the telephone. The use of the test may be of great importance, for example,
when people are selected for a job on the basis of the test result. Given
this importance of a test, its construction should be sound to ensure certain
desirable measurement properties. A lack of quality invalidates the usefulness
of the test, and harms the interests of both the testee and the tester.
Assumptions of item response theory models
The sound construction of tests encompasses not only that the questions and
answers are well formulated, but also that assumptions which are made (either
explicitly or implicitly) in the use of test results are checked on the test data.
The area of statistics which is called item response theory (IRT) deals with
such assumptions for tests. IRT investigates which assumptions are necessary
when using a test in a specific way, and develops statistical methods to check
whether the assumptions are plausible for the group of people which take the
test.
The first central assumption in IRT is that the test should measure only
one ability, personality trait or attitude. This is called the assumption of uni-
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dimensionality (UD). The unidimensional ability, personality trait or attitude,
which is measured by a test, is generally denoted as the latent trait in IRT.
Only if the test is unidimensional, the test result can be used to make state-
ments about the trait level of each person. For example, a reading test may
only result in valid reading grades for each person, when no other latent trait
(like knowledge of the topic of the text) influences the probabilities of respond-
ing correctly to the test items. Multidimensional IRT models also exist, but
the interpretation of their results is more complicated since multidimensional
models do not result in one unique ordering of subjects.
The second central assumption is the assumption of local independence
(LI). This assumption means that the responses to the items are independent
of each other given a fixed location on the latent trait. That is, association
between two items can only be attributed to variation on the latent trait
between people. LI is strongly related to the assumption of unidimensionality,
in that no other ability or property of the people who take the test influences
the response probabilities.
An important aspect of tests which is crucial in IRT, is the relation between
the latent trait which is measured by the test, and the response probabilities
to the items. This relation is expressed by means of the item response function
(IRF). The probability of responding positively to an item j is expressed as
a function of the latent trait θ: P (Xj = 1|θ) = fj(θ), where fj(θ) is the IRF
(Figure 1.1). The distinction between parametric IRT and nonparametric IRT
is in the formulation of the IRF. In parametric IRT, each fj(θ) is a continuous
function such as the logistic function or the normal ogive, with parameters
indicating the location, the slope and the asymptotic values. In nonparametric
IRT, only order restrictions are imposed on IRFs. The main nonparametric
assumption on the shape of the IRF is that it is non-decreasing. This is called
the assumption of monotonicity (M).
A second assumption on the IRFs, which is common in nonparametric IRT,
is the assumption of non-intersection (NI). It states that the IRFs of different
items do not intersect. The difficulty of an item can be expressed as the
population proportion of incorrect responses, 1−P (Xj = 1), because an item
is difficult if many people give an incorrect answer. NI implies that the item
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Measurement errors may occur in the ordering of people. The number
of measurement errors is high, if the items hardly discriminate between low-
ability and high-ability persons, that is, if the IRFs are almost flat. Mokken
(1971) developed a scaling coefficient H, which indicates how well the ordering
of the persons on the latent trait is established. Under the null-model of
(globally) independent items, that is, if the items would not be related to each
other because they do not measure the same latent trait, the value ofH is zero.
If the ordering of the persons is perfect, H = 1. In this case, the covariances
between the items are as large as possible given the marginal frequencies. If
0.3 ≤ H < 0.4, the test is a weak scale. If 0.4 ≤ H < 0.5, the scale is medium,
and H ≥ 0.5 indicates a strong scale (Mokken, 1971, p. 185).
Another concept which deals with the amount of error in test results is
reliability. In classical test theory, Cronbach’s coefficient α is used as a lower
bound estimate of this reliability. It equals zero when the items are not corre-
lated to each other. Its maximal value is one. Although both H and α may be
interpreted as coefficients of internal consistency, they are not identical. Their
behavior has been compared extensively, for example by Molenaar and Sijtsma
(1984). In nonparametric IRT, another method was developed by Sijtsma and
Molenaar (1987) to estimate the reliability of a test. This method requires
that the assumptions of UD, LI, M and NI are fulfilled.
So far, we only discussed dichotomous items, which have two response
options like ‘correct’ and ‘incorrect’, or ‘yes’ and ‘no’. A polytomous item has
more than two response options. This is for example the case in attitude items,
where one can indicate to which degree one agrees with a statement (‘not at
all’, ‘a little ’, ‘fairly’, ‘(almost) completely’). At some places in this thesis,
polytomous items are studied. The use of X+ to order people depends on an
additional property of the test, known as stochastic ordering of the latent trait
by the total score (SOL-X+). SOL-X+ means that P (θ > c|X+) is increasing
in X+, given a fixed value for c. It is guaranteed for dichotomous items,
when UD, LI and M hold. However, for polytomous items some violations of
SOL-X+ may occur. A violation of SOL-X+ usually occurs in the extremes of
the distribution of the total score X+. However, not many people have these
extreme scores, and consequently a violation of SOL-X+ does not affect the
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ordering of most people (Van der Ark, in press).
Model testing in NIRT
The assumptions of UD, LI and M may be checked specifically, in order to
evaluate whether they are justified. For example, the MSP computer program
(Molenaar & Sijtsma, 2000) offers the possibility to check assumption M by
means of the regression of the response probability on the restscore, which is
the total score X+ minus the score on the item of which the response prob-
abilities are investigated. The statistic critj is a weighted sum of the sizes
and significance levels of all decreases in the estimated IRF of item j. If it
is at least the suggested critical value of 80, it can be concluded that M is
violated for item j. The plot of the IRF can be made in a smoother way, by
using splines or kernel smoothing techniques (Ramsay, 1991b, 1991a). A visual
inspection then has to decide whether (local) decreases in the IRF occur.
In Chapter 4 of this thesis, several nonparametric techniques for investi-
gating the assumption of UD are considered. The search option of the MSP
computer program and the program detect (Zhang & Stout, 1998) both clus-
ter items into unidimensional sets. When more than one cluster, each with
more than one item, is formed, the UD is violated. Two other NIRT methods
are based on ordered latent class models, which will be discussed briefly below.
If the fit of a 1-factor latent class factor model is as good as the fit of a 2-factor
model, it is concluded that unidimensionality holds. Similarly, UD is accepted
when posterior predictive checks indicate that a unidimensional ordered latent
class model fits the data.
Ordered latent class models
In this thesis, ordered latent class models are studied within the context of
NIRT. In ordered latent class models, it is assumed that only a restricted
number of trait levels exist. For example, two discrete skill classes may be dis-
cerned, the ‘non-masters’ and the ‘masters’. On a depression scale, one might
consider ordered classes ‘not depressed’, ‘slightly depressed’ and ‘severely de-
pressed’. A dimension indicating the attitude towards abortion may have the
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levels ‘always pro abortion’, ‘in most situations pro abortion’, ‘in most situa-
tions against abortion’, and ‘always against abortion’. People with the same
trait level can be clustered in homogeneous groups. These groups are called
latent classes, which may be considered as a typology of people. The latent
classes are ordered, because the trait levels can be ordered from ‘low’ to ‘high’.
The response probability on an item is assumed to be the same for each
person in a latent class. The IRF can now be plotted as a discrete function
of the class levels (see Figure 1.1). One reason to consider an ordered latent
class model as an NIRT model is that the discontinuous function can be used
to approximate most continuous functions quite well, if the number of latent
classes is large enough. Another reason is that a test with a small number of
items has only a restricted range of values of the total score X+. The ordering
of people who take the short test then is not really more refined than the
ordering by means of ordered latent classes.
The advantage of ordered latent class models, in comparison to continuous
latent trait NIRT models, is that they allow for a full parameterization of the
IRFs, without losing the generality of IRFs which are only order-restricted.
By fitting an ordered latent class model, the opportunity exists to estimate
and check a nonparametric IRT model with statistical methods. The num-
ber of parameters, however, is large. For Q latent classes and J dichotomous
items, Q − 1 class weights and Q × J conditional response probabilities have
to be estimated. For polytomous items each with k response categories, even
Q× J × (k− 1) conditional response probabilities have to be estimated. This
huge parameter space is narrowed down by the order restrictions on the condi-
tional response probabilities, imposed by the assumptions of M and NI. This
limiting effect of order restrictions is both an advantage and a disadvantage
for model estimation and model checking. The advantage is a more directed
search for parameter estimates. The disadvantage is that standard maximum
likelihood estimation and model checking procedures do not work. However, a
complicated Markov chain Monte Carlo method, which is a Bayesian approach,
gives the opportunity to estimate and check ordered latent class models.
Introduction 7
Contents of this thesis
In Chapter 2, Bayesian estimation and model checking of ordered latent class
models is described. In classical statistical theory, a point estimate is made
of each parameter based on the data. It reflects the value of a parameter
which fits best to the data, given some criterion like maximum likelihood or
least squares. In Bayesian estimation, the information on each parameter is
expressed in a distribution. An initial guess on the possible values of a pa-
rameter is expressed in a prior distribution. It is adapted after processing
the data, resulting in a posterior distribution. If the initial guess is vague,
resulting in uninformative priors, the mode of a posterior distribution will
equal a maximum likelihood estimate. That is, although the conceptual dif-
ferences between a classical and a Bayesian approach may be enormous, the
practical differences may be smaller. In ordered latent class models, the order
restrictions on the parameters are quite easily implemented in the Bayesian
estimation algorithm of the posterior distribution. A classical point estimate
may be difficult to obtain under the order restrictions. The Bayesian iterative
algorithm is based on the Gibbs sampler (see e.g. Casella & George, 1992),
which is a Markov chain Monte Carlo (MCMC) algorithm.
The Bayesian estimation algorithm is accompanied by Bayesian model
checking tools such as posterior predictive checks and Bayes factors (Chapter
2). The posterior predictive checks can be used to evaluate models globally,
but also to evaluate the fit of one item. In Chapter 3, the global and specific
misfit of NIRT models is investigated by means of two methods: the Bayesian
ordered latent class approach, and Mokken scale analysis. In Chapter 4, pos-
terior predictive checks of the ordered latent class model are contrasted with
three other ways of detecting violations of UD, the detect algorithm and
statistic, the MSP search algorithm, and latent class factor analysis.
The adequacy of a test for ordering persons may be evaluated by means of
coefficient H. This coefficient is easy to estimate given a sample. However, the
sampling distribution of H is only known asymptotically, and under certain
restrictions. In Chapter 5, the sampling distribution of the scaling coefficient
H is discussed. Several estimation methods are compared, among which esti-
mation methods based on a fitted ordered latent class model. Both classical
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and Bayesian methods are used. The other methods which are discussed are
a naive bootstrap method and the asymptotic variance as derived by Mokken
(1971, p. 166).
Several chapters of this thesis have been published or are submitted for
publication. Chapter 2 appeared as Van Onna (2002), Chapter 3 as Van Onna
(2003). Chapters 4 and 5 have been submitted. This may explain some overlap




Model Selection in Ordered
Latent Class Models for
Polytomous Items
Abstract∗
In a latent class IRT model in which the latent classes are ordered on one
dimension, the class specific response probabilities are subject to inequality
constraints. The number of these inequality constraints increase dramatically
with the number of response categories per item, if assumptions like mono-
tonicity or double monotonicity of the cumulative category response functions
are postulated. A Markov chain Monte Carlo method, the Gibbs sampler, can
sample from the multivariate posterior distribution of the parameters under
the constraints. Bayesian model selection can be done by posterior predictive
checks and Bayes factors. A simulation study is done to evaluate results of the
application of these methods to ordered latent class models in three realistic
situations. Also, an example of the presented methods is given for existing
∗This chapter has been published as: Van Onna, M.J.H. (2002). Bayesian estimation and
model selection in ordered latent class models for polytomous items. Psychometrika, 67,
519-538.
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data with polytomous items. It can be concluded that the Bayesian estimation
procedure can handle the inequality constraints on the parameters very well.
However, the application of Bayesian model selection methods requires more
research.
Keywords Nonparametric IRT; Inequality Constraints; Bayesian Estimation;
Bayesian Model Selection.
2.1 Introduction
Many different models have been developed for the responses to a scale which is
assumed to measure a psychological trait. A general distinction can be made
between parametric item response theory (IRT) models and nonparametric
IRT (NIRT) models. In NIRT models, the relation between the latent trait
and the probability of responding positively to an item (or item step) is not
defined by a particular parametric form. Typically in NIRT, it is assumed that
the item step response functions (ISRF) are nondecreasing in the latent trait.
One of the first publications on NIRT is by Mokken (1971). A review of NIRT
approaches for dichotomous items is given in Sijtsma (1998). Papers on NIRT
models for polytomous items are by Hemker, Sijtsma, Molenaar, and Junker
(1996, 1997). NIRT models which do not assume nondecreasing ISRFs, but
unimodal ISRFs can be found in Post and Snijders (1993) and in Van Schuur
(1993).
This paper focuses on NIRT models in which the latent trait is not contin-
uous. Instead, it is assumed that several latent classes can be distinguished.
The ability or trait level is increasing in the subsequent latent classes. The core
assumption of nondecreasing ISRFs implies constraints on the parameters in
the latent class analysis. Croon (1990, 1991) already introduced such models.
He computed maximum likelihood estimates. However, traditional likelihood
ratio testing is not possible due to the order constraints, which makes the
effective number of estimated parameters in the latent class analysis itself a
random variable and the asymptotic distribution of the log likelihood ratio
unknown. Another problem with the maximum likelihood estimation method
under order constraints is the occurrence of local maxima. Many different
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starting values of the algorithm (Vermunt, 1997) have to be used to ensure
that the estimates are at the global maximum.
The problem of the unknown distribution can be handled by using model-
based bootstrap methods to construct the reference distribution of a test statis-
tic. An example of bootstrap methods for latent class models with constraints
on the parameters can be found in Vermunt (1999). Combined with the prob-
lem of local maxima, the question ‘what exactly is evaluated by the bootstrap
p-value?’ becomes salient. A parameter vector which has a (locally) maximal
likelihood, may result in an extremely low bootstrap p-value. This means that
this parameter vector is not able to describe the data sufficiently. However, it
is not known whether the model itself (more specifically, whether some other
parameter vector in the same parameter space) is incapable of describing the
data sufficiently as well. The reference distribution of the fit statistic may
be different from (e.g. have a larger variance than) the sampling distribution
associated with the maximum likelihood parameter vector.
In the ordered latent class models considered in this paper, the data are
usually sparse. For example, the number of possible response patterns re-
sulting from 6 items with each 3 response categories is 36 = 729. In test
construction applications of IRT models, 2000 subjects is already considered
quite a large sample size. Consequently, some of the response patterns will
have a very low frequency. This sparseness of the data implies that likelihood
ratio- or Pearson χ2− fit statistics cannot be used, since appropriate reference
distributions do not match the theoretical predictions anymore. Results for
bootstrap methods can be found in Bartholomew and Tzamourani (1999) or
Von Davier (1997). Not all bootstrap methods are able to produce the nominal
α-levels.
In general, more local maxima may be expected in sparse data situations
than in situations where the data are abundant. Considering that maximum
likelihood estimation may result in local maxima and bootstrap p-values may
not work properly, a Bayesian alternative to estimation and model selection
is explored in this paper. Hoijtink and Molenaar (1997) and Hoijtink (1998)
presented constrained latent class models, using a Bayesian estimation proce-
dure, the Gibbs sampler, and testing fit aspects of their models by posterior
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predictive p-values. Their approach proved promising for dichotomous items
and it is therefore expanded in this paper to polytomous items. The expansion
increases the number of parameters to be estimated and the number of order
restrictions applied to them strongly. With this increase in complexity of the
ordered latent class models, the need for stable estimation and reliable model
selection becomes more urgent.
In Section 2.2, the ordered latent class models, and the order restrictions in-
volved, will be described. Section 2.3 treats the Bayesian estimation procedure
and evaluates the posterior means as parameter estimates. The accompanying
model selection procedures and a small simulation study of their effectiveness
are given in Section 2.4. An application of the ordered latent class model to
industrial malodour data is presented in Section 2.5. The paper is concluded
by a discussion.
2.2 Ordered Latent Class approach to Nonpara-
metric IRT Models
IRT models describe the relation between item and subject characteristics
by means of the probability distribution of the responses of the subjects to
the items. It is assumed that items belonging to the same scale measure one
latent trait. For some latent traits an interpretation of ordered latent classes is
more suited than a continuous model. For example, the scholastic aptitude of
pupils is probably better indicated by one of several levels of education, than
by interval type scores. Alternatively, an ordered latent class approach with
a larger number of classes can be seen as an approximation of a continuous
latent trait. The sizes of the latent classes (or latent class weights) can either
be estimated from the data, or fixed values. Especially when the ordered
latent classes approach is used as an approximation of a latent trait, fixation
of class weights might be useful because the class weights are more or less
arbitrary and their estimation may induce very large standard errors. This is
especially the case when ISRFs are almost linear: a higher first class weight
can be compensated for by larger class specific response probabilities in that
class. In the models considered in this paper, the latent variable is assumed
Bayesian Estimation and Model Selection 13
to be ordinal in the sense of a (restricted) number of ordered latent classes.
The polytomous items used in the scale are considered to be ordinal as
well. As an example, consider questions like ‘How often do you ...’ with
response categories ‘never’, ‘sometimes’ and ‘always’. In an aptitude scale one
can think of test items that are rewarded with 1 to 5 points. The response
categories are thus ordered from ’low’ to ’high’, to indicate the latent trait
with an increasing degree. Heinen (1993) classifies this kind of model with
both ordinal latent and ordinal manifest variables as latent class analysis with
ordered classes.
In latent class analysis the latent classes are associated with response prob-
abilities pijkq = P (Xj = k|q), which indicate the probabilities of responding
with category k to item j, given latent class q. An ordering of the latent classes
implies constraints on the probabilities pijkq. More precisely, constraints are
laid on the cumulative probabilities pi∗jkq = P (Xj ≥ k|q) = P (Yjk = 1|q).
All subjects responding to item j with response category k, k + 1, ..,Kj have





This implies that pi∗jkq ≤ pi∗jhq if k > h.
MH-model
In order to associate higher scores on an item with higher latent classes, the
cumulative response probabilities should also be non-decreasing with the latent
class number,
pi∗jkq ≤ pi∗jk,q+1. (2.1)
In NIRT models the cumulative response probabilities, the so-called ISRFs,
are nondecreasing functions of the latent trait. The pi∗jkq when considered as
a function of latent class q can easily be recognized as nonparametric ISRFs.
In the framework of IRT, Equation 2.1 is called the assumption of Monotonic-
ity (M). Together with the assumptions of unidimensionality (UD) and local
independence (LI), M forms the core of the Monotone Homogenous ordered
latent class model, further to be denoted as the MH-model.
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In the MH-model for polytomous items, ISRFs of different items may in-
tersect. If this is the case, the relative ‘difficulty’ or ‘popularity’ of two such
item steps depends on the latent class. Thus, a meaningful ordering of the
ISRF-popularities cannot be made.
WDM-model
To obtain a meaningful ordering of the ISRF-popularities, the MH-model can
be restricted further with the assumption that none of the ISRFs intersect. If
this condition is fulfilled, the set of items is called Weakly Double Monotone.
In addition to the constraints implied by the MH-model, for any two item
category combinations jk and ih (j 6= i), it then holds that
pi∗jkq ≤ pi∗ihq for all q, or pi∗jkq ≥ pi∗ihq for all q. (2.2)
The resulting model will be denoted WDM-model in the rest of this paper.
SDM-model
It may be desirable not only to rank order the ISRFs with respect to popularity,
but to rank order with respect to items as well. In that case, one of two items
will always be ‘more difficult’ than the other, irrespective of the response
category under consideration or of the latent class. Note that this can only
be the case when the items have the same number of response categories,
whereas the assumptions of monotonicity and non-intersection can also be
applied to the ISRFs of items with varying numbers of response categories.
The additional assumption of Strong Double Monotonicity fixes not only the
rank order of the ISRFs within each latent class, but also the rank order of
the items within a certain response category. For any two items i and j it
holds under the SDM-model that
pi∗jkq ≤ pi∗ikq for all k, q, or pi∗jkq ≥ pi∗ikq for all k, q. (2.3)
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2.3 Estimation under Inequality Constraints with
the Gibbs sampler
The parameter space is limited by inequality constraints such as Equation 2.1,
2.2, and 2.3. The number of constraints increases with the number of items J ,
the number of response categories K, and the number of latent classes Q. In
general, stronger models are characterized by more constraints. For example,
the number of non-trivial inequality constraints increases from (K−1)(Q−1)J
for the MH-model to (K − 1)2(Q− 1)J(J − 1)/2 for the WDM-model.
Gelfand, Smith, and Lee (1992) consider these constraints as part of the
specification of the prior distribution rather than part of the specification of the
likelihood function. This is only a conceptual distinction, because either way
the constraints are part of the posterior distribution. In the present paper, the
regions of the parameter space where the inequality constraints do not hold,
are assumed to have a zero prior density. However, in the WDM- and SDM-
analyses the exact order constraints are not trivial. The rank ordering of the
relevant ISRFs has many possibilities, each resulting in different ‘forbidden
estimation regions’. In this paper, the rank order best fitting to the data, as
indicated by the popularity of each item step, is used for the WDM-models.
For the SDM-models, the item means determine the rank order of the items.
This item (step) mean method for determining the item step order is also
used by Sijtsma and Hemker (1998). Strictly speaking it means that the prior
includes some data information. However, when assessing the model fit to the
data, this data selected item step rank order is most meaningful to test if there
is not a rank order related to the content of the items.
Since all model constraints are built in the prior density, the likelihood
functions of the constrained models are identical to the likelihood function of














in which zvjk equals 1 if Xj = k for subject v and 0 otherwise. The class
weight for latent class q is indicated by ωq.
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As the numbers Nq of subjects in a latent class q can be modeled by a
multinomial distribution with the class weights ω and the total sample size N
as parameters, a conjugate prior density for them is the Dirichlet distribution
with hyperparameters a1, a2, ..., aQ. Similarly, the numbers of subjects njkq in
latent class q responding with the categories k to item j can be modeled by a
multinomial distribution with parameters pij.q and Nq. Because the response
probabilities of one item given a latent class sum up to unity, for each com-
bination of an item and a latent class, the class specific response probabilities
have a common Dirichlet distribution (with hyperparameters bj.q) as a conju-
gate prior. The hyperparameters of the conjugate prior distributions can be
interpreted as hypothetical numbers of observations. The larger the numbers
a and b are chosen, the more informative the prior density will be.
In the analyses which follow in Sections 2.4 and 2.5, all hyperparameters
are 1, which results in rather uninformative prior densities in the areas of the
parameter space which are admissible by the inequality constraints implied by
the models. As pointed out by Gelman (1996a), this seemingly uninformative
prior might be informative under inequality constraints, and ‘push’ the ISRFs
towards a straight line. This effect is increasing with the number of latent
classes. The number of latent classes, however, is limited to at most 6 in the
models considered in this paper, thus the size of this effect is considered to
be small. To investigate the sensitivity to prior distributions, some results for
informative prior distributions are presented at the end of this section and in
Section 2.4.
As Gelfand et al. (1992) have shown, sampling from a constrained posterior
density can be implemented quite easily by using the Gibbs sampler. Sampling
under order constraints differs from unconstrained sampling in that the con-
straints (and the values of the other parameters) determine an interval [l, h]
from which a sampled value has to be taken. Consider for example a class spe-
cific parameter pijkq. Due to the restriction of Equation 2.1, the sampled value




c=k+1 pijcq, 0) and




c=k+1 pijcq, 1). If F is the (un-
constrained) conditional posterior cumulative distribution function of this pa-
rameter pijkq and U is uniform (0,1) variate, pijkq = F−1{F (l)+U [F (h)−F (l)]}
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is a draw from the truncated conditional posterior density.
In addition to sampling under order constraints, also the technique of data
augmentation (Tanner & Wong, 1987) has to be applied in the Gibbs sampler,
as the Nq and njkq are unobserved numbers of subjects. That means that
the latent data concerning the class membership of the subjects have to be
estimated as well as the parameters. The joint distribution of the parameters
and the latent data given the observed data set then is calculated by iteratively
estimating (1), the distribution of the latent data given sampled values for
the parameter values and the observed data, and (2), the distribution of the
parameters given the observed data and sampled values for the latent data.
After generating some initial values ω(0)q and pi
(0)
jkq, the iterative process of
the Gibbs sampler starts. The steps of the iterative estimation algorithm are
as follows.
Step 1. Sample a class membership for each subject v by drawing a random
sample from the vector of Q classification probabilities





The data augmentation of the unobserved class memberships takes place in
this step. Given the sampled class memberships in iteration t, the numbers
N
(t)
q of subjects assigned to latent class q are known, just as the numbers n
(t)
jkq
of subjects assigned to latent class q with Xj = k.
Step 2. Sample values pi(t)jkq for the class specific response probabilities. This
is done for one class specific response probability after another, in such a way
that an upper boundary value h for each parameter is always determined by
samples from the previous iteration and a lower boundary value l by samples
from the present iteration. The unconstrained conditional posterior density
for parameter pijkq, which is also used in constrained sampling, equals














where the Beta distribution results from dichotomizing the response categories
of item j given a latent class q. This density is truncated, at some upper value
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h and/or some lower value l, depending on the constraints which are imposed.
Since the class specific response probabilities pijkq of each item j and latent
class q have to sum up to 1, the probability of the lowest response category is
not sampled; pij0q = 1−∑Kjk=1 pijkq.
Step 3. Sample values ω(t)q for the class weights which have to sum up to
1. Sampling is done from the posterior conditional density












= Dir(N (t)1 + a1, N
(t)




Several ways to assess convergence are used. A first crude method is to inspect
plots of parameter values, or functions of these, versus iteration number and
see whether convergence has occurred after some burn-in period. A more
sophisticated method (Gelman, Carlin, Stern, & Rubin, 1995; Gelman, 1996b)
is to use a comparison of between and within runs variance,
√
Rˆ. It should be
near 1 for all scalar estimates of interest. Also auto- and crosscorrelations are
considered.
Steps 1 to 3 are repeated Tc times until convergence is attained. Then
the next cycles numbered Tc + 1, ..., Tg can be used as samples from the joint
posterior density. In general, convergence of a Gibbs sampler may fail to
occur when the number of parameters is large compared to the number of
observations. This is the case in most ordered latent class models, but due to
the numerous order constraints the parameter space is quite restricted which
improves the possibility of convergence. However, if the ISRFs are all almost
linear or all have a strong increase at about the same point on the latent
dimension, the class weights may have arbitrary values, and the posterior
marginal distributions of both the class weights and the highly correlated
class specific response probabilities may show very large variances.
Estimation results
In general, lag-1 autocorrelations are high. For example, when a data set of
1000 subjects is generated with a parameter vector obeying the restrictions of
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the MH4-model and fitted by a MH4-model, lag-1 autocorrelations for the class
weights are larger than 0.9. This pattern remains similar as the Gibbs sam-
pler continues for more iterations. In addition to high autocorrelations, cross
correlations are also high between the class weights and some class specific
response probabilities. However, this does not mean that stable estimation is
not possible. It only needs many iterations to deal with the large variances.
Several runs of the Gibbs sampler are similar, and the (univariate) estimates
have similar unimodal posterior distributions. For 5 runs of the Gibbs sam-
pler,
√
Rˆ-values computed over iterations 251 to 500, are all smaller than 1.02.
Absolute differences in posterior means of several runs are on average less than
0.01, when computed on iterations 251 to 1000. This decreases to 0.002 when
iterations 2001 to 12000 are used.
The fixation of class weights was discussed in section 2.2. When fixing all
class weights in this example to the generating values of 0.25, lag-1 autocorre-
lations of the estimated class specific response probabilities decrease somewhat
and the variances of the parameter estimates decrease. The deviation of the
posterior means to the generating values, and the differences between poste-
rior means of several runs decrease systematically. Absolute deviations from
the generating values decrease on average from about 0.035 to 0.026, when
computed on iterations 251 to 1000. Absolute differences in posterior means
of several runs are on average less than 0.007, when computed on iterations
251 to 1000, which is a slight improvement as well.
It can be concluded that the efficiency of the standard estimation algorithm
is relatively low. But despite sparse data, the posterior mean estimates are
stable over several runs when many iterations are used. The efficiency can be
improved by fixing the class weights at either the generating values, or, if these
are unknown, at posterior mean estimates from a standard run. The efficiency
might also be improved by other sampling procedures. The optimalization of
the sampling algorithm is however left as a useful subject for further research.
Several models are estimated with informative priors. Three informative
priors were used for data generated under a SDM-model with three latent
classes. More information on the prior densities can be found in section 2.4.1.
When using informative priors, the result is not surprisingly that the posterior
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mean is closer to the generating values when the informative prior distribution
is ‘correct’, that is, corresponding to the generating values, than when it is
uninformative. Vice versa, posterior means are closer to the generating values
when the prior distribution is uninformative than when the informative prior
distribution is ‘wrong’.
2.4 Bayesian Model Selection
Although the estimate of the posterior density may be interesting in itself,
it is usually desirable to test whether the postulated model fits the data. If
several different models are available, the choice for the optimal model has to
be based on substantive theory and/or parsimony considerations. The ordered
latent class models discussed in this paper vary in two aspects: (1) the number
of latent classes and (2) the level of the measurement model, as reflected by
the subsequently stricter assumptions of the MH-, WDM-, and SDM-model.
In this paper two Bayesian ways of assessing model fit will be discussed:
Posterior predictive p-values and Bayes factors. Posterior predictive p-values
generalize the classical p-value. If they are extreme they indicate a misfit of
the model to the data. However, for selecting the optimal model, Bayes factors
may be more appropriate because they compare the relative likelihood of two
models.
2.4.1 A simulation study
A simulation study was conducted to investigate Bayesian model selection.
The design was not standard as the generating parameters were not fixed at
some parameter values, but a slight variation was introduced by sampling the
parameter values from (informative) generating distributions. This was done
to be able to evaluate small differences in generating parameter vectors. From
two generating distributions parameter vectors were sampled. The parameter
vectors either fulfilled the restrictions of the SDM-model with three latent
classes, or the restrictions of the MH-model with four latent classes. With each
sampled parameter vector then, either one or five data sets were generated.
Three somewhat realistic schemes were designed: Scheme A, B and C (see
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Table 2.1: Overview of the simulation schemes: Number of items J , number
of response categories per item K, number of subjects N and number of
generated data sets per parameter vector nd. The number of latent classes
Q is the digit at the end of the model acronym.
Scheme J K N nd Generating model Fitted models
A 6 3 250 1 SDM3 SDM2, SDM3, SDM4, MH3
B 6 3 1000 1+5 SDM3 SDM2, SDM3, SDM4, MH3
C 6 5 1000 1 MH4 MH3, MH4, MH5, WDM4
Table 2.1). For Schemes A and B, the same generating parameter densities
were used, but in Scheme A samples of size 250 were drawn, and in Scheme
B the sample size was 1000. The generating parameter density fulfilled the
requirements of a SDM-model with three latent classes, and was defined by
the hyperparameters of Dirichlet distributions in Table 2.2. Each of the six
items had response alternatives 1, 2, and 3. The table can be read as follows:
the class weights ω are drawn from a Dir(80, 80, 80) distribution, as seen
in the bottom row. The three response probabilities pij.q to the first item
(j = 1), given the first latent class (q = 1), are drawn from a Dir(120, 60, 20)
distribution, as found in the first three rows of the third column. It can be
inferred that the expected value of e.g. pi131 = 0.1. A plot of the resulting
average generating ISRFs is given in Figure 2.1. The variance around these
mean lines was quite small, as can be inferred from Table 2.2. E.g. the
standard deviation of pi131 = 0.021.
In Scheme C, the generating parameter distribution fulfilled only the re-
quirements of a MH-model with 4 latent classes, the hyperparameters are
given in Table 2.3. For each scheme, five parameter vectors θ=(pi,ω) were
sampled within the inequality restrictions of the measurement model and for
each parameter vector one data set was sampled. Thus, five data sets were
generated for each scheme. To each data set four models were fitted, see Table
2.1. These fitted models were evaluated by six different measures that focus on
a specific aspect of model fit and by Bayes factors. To be able to distinguish
between the effect of sampling a parameter vector and the effect of sampling a
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Table 2.2: Hyperparameters of the generating distribution in Schemes A
and B.
Item Resp. cat. Class 1 Class 2 Class 3
1 1 120 80 60
1 2 60 80 60
1 3 20 40 80
2 1 112 72 52
2 2 60 80 60
2 3 28 48 88
3 1 104 64 44
3 2 60 80 60
3 3 36 56 96
4 1 96 56 36
4 2 60 80 60
4 3 36 56 96
5 1 88 48 28
5 2 60 80 60
5 3 52 72 112
6 1 80 40 20
6 2 60 80 60
6 3 60 80 120
Class weights 80 80 80





























Figure 2.1: Plots of the average generating ISRFs in Schemes A and B.
data set, five additional data sets were sampled for each of the five parameter
vectors in Scheme B, rather than just one data set per parameter vector.
In addition to these analyses, which use rather uninformative prior distri-
butions with Dirichlet hyperparameters equal to 1, the data sets of Scheme A
were also analyzed with three more informative prior distributions, denoted
’slight’, ’blue’ and ’true’, to assess the effect of the prior distribution on fit
statistics. This effect on the fit statistics needs to be discerned from the effect
on the posterior distribution of the parameters, as shown by the results of
Stephens (2000). He reports in a Bayesian analysis of mixture models that
the posterior distribution depends heavily on the prior density used, while es-
timates of the posterior predictive density are less sensitive to changes in the
prior.
The ‘slight’ conjugate informative prior density consisted of Dirichlet dis-
tributions with hyperparameters all equal to 5. In this way the prior tended
towards more central values than the generating values. The ‘blue’ conjugate
informative prior density tended towards the generating distribution by using
the hyperparameters in Table 2.2 divided by a factor 10. The ‘true’ conjugate
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Table 2.3: Hyperparameters of the generating distribution in Scheme C.
Item Resp. cat. Class 1 Class 2 Class 3 Class 4
1 1 100 90 70 20
1 2 26 26 26 26
1 3 26 26 26 26
1 4 28 28 28 28
1 5 20 30 50 100
2 1 100 50 30 20
2 2 28 28 28 28
2 3 26 26 26 26
2 4 26 26 26 26
2 5 20 70 90 100
3 1 110 90 40 20
3 2 24 24 24 24
3 3 24 24 24 24
3 4 22 22 22 22
3 5 20 40 90 110
4 1 140 90 70 20
4 2 14 14 14 14
4 3 12 12 12 12
4 4 14 14 14 14
4 5 20 70 90 140
5 1 120 92 54 20
5 2 20 20 20 20
5 3 20 20 20 20
5 4 20 20 20 20
5 5 20 52 86 120
6 1 164 112 60 6
6 2 10 10 10 10
6 3 10 10 10 10
6 4 10 10 10 10
6 5 6 58 110 164
Class weights 50 50 50 50
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prior density used hyperparameters equal to the values in Table 2.2, that is,
it used the generating values.
2.4.2 Posterior Predictive p-values
The Bayesian p-value is defined (Meng, 1994; Gelman, Meng, & Stern, 1996)
as the probability that a function T (Xrep) of future observations Xrep is larger
than or equal to the observed value of T (X), under the null hypothesisM and
the observed data X,
PB = P [T (Xrep) ≥ T (X) |M,X] .
This formulation of a posterior predictive p-value is extended by Gelman et al.
(1996) to the use of a discrepancy variable D(X,θ) instead of the statistic
T (X). In the estimation of PB, this means that the discrepancy is calculated
for both the observed data, resulting in a value D(X,θ(t)), and for a replicated
data set X(t), resulting in a value D(X(t),θ(t)) for each sampled parameter
vector θ(t). The proportion of instances where D(X(t),θ(t)) exceeds D(X,θ(t))
then is the estimate of PB. Several likelihood and χ2 discrepancy variables
were used to assess model fit.
Three of them are likelihood based discrepancies. First of all, minus the
logarithm of the likelihood (Equation 2.4) of the data sets given each sampled
parameter vector was investigated. This discrepancy − lnL(X | pi,ω) will
be denoted −L for short. With Nx indicating the number of subjects with
response pattern x, the second discrepancy investigated was the log-likelihood
ratio,









which is -2 times the difference between the log-likelihood of the fitted model
and the log-likelihood of the full multinomial model.
As the LLR discrepancy was found to be rather sensitive to outliers in the
data, Hoijtink (1998) suggested a pseudo-likelihood ratio discrepancy PLR.
It focuses on the bivariate aspects in the response vectors. A polytomous
generalization of his pseudo likelihood ratio then can be formulated as




where PLM denotes the pseudo likelihood of the fitted ordered latent class
































where Nkhij indicates the number of subjects with response k on item i and
response h on item j. The idea of a bivariate statistic to deal with small
expected frequencies can also be found in Reiser and Lin (1999).
Also three different χ2-based discrepancies were investigated. Analogously












j=1 pijxjq. Analogous to the PLR discrepancy, a















with E(Nkhij ) = N
∑Q
q=1 piikqpijhqωq. Similarly, a univariate discrepancy χ
2
U ,
















As Hoijtink (1998) pointed out, the LLR will be affected by the low ex-
pected frequencies of response patterns. The PLR suffers less from the sparse-
ness of the data because it only considers bivariate parts of the response vec-
tors. In Scheme C, this reduces from 56 = 15, 625 possible full response vectors
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to 52 = 25 possible bivariate response vectors. In a similar way, the χ2P is pre-
dicted to be affected more than the χ2B.
As asymptotic distributions for the goodness-of-fit statistics do not hold in
sparse tables, Von Davier (1997) compared goodness-of-fit statistics like LLR
and χ2P using a parametric bootstrap method. He tested unordered latent
class models and mixed Rasch models. He concluded that the bootstrap for
χ2P worked well, but that the results for the LLR fail to meet expectations.
The parametric bootstrap method was not applied in the present simulation
study, but the computation of the posterior predictive p-values can be con-
sidered as its Bayesian generalization. Therefore, it is predicted that the χ2
discrepancy measures will be affected less by sparse data than the likelihood
based discrepancy measures.
For any combination of a model G which generates a sample and model F
fitted to that sample, predictions can be made with respect to the posterior
predictive p-value. If G equals F , the expected value of the Bayesian PB-value
is 0.5, with a variability which is less than a uniform distribution (Meng, 1994).
If F is more restrictive than G, it is plausible that the posterior distribution of
the parameters will be restricted to a zone where the likelihood density is low.
Data Xrep generated from the parameter vectors in this zone will differ from
the observed sample, and will show smaller discrepancies with the parameter
vectors. Therefore, if F is more restrictive than G, the value of PB is expected
to be close to 0.
On the other hand, if F is less restrictive than G, the posterior distribution
of the parameters will be in the zone indicated by G if the data are informative
enough. In that case no extreme values of PB are expected, since the posterior
predictive data Xrep will be similar to the observed data. If the sample is not
informative enough because it is too small, it is quite reasonable to think that
a misfit of the model to the data may not be detected, and consequently that
the PB-values also will not be extreme.
In the case of a too restrictive model, instances may occur where PB fails
to indicate the misfit if the data are not informative enough, or the applied
discrepancy too general. For example, it is expected that the bivariate dis-
crepancies (PLR and χ2B) will show more power than the discrepancies on the
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entire response patterns (LLR and χ2P ), because the observed and expected
numbers for the bivariate response patterns are higher, and consequently more
informative, than in the case of full response patterns. On the other hand,
χ2U only investigates whether a model can account for the univariate response
frequencies, which is not a severe test. Also, −L may not be sensitive enough.
Scheme A includes a strict generating SDM-model with three latent classes
and small samples. The fitted model SDM2 is more restrictive, as it has one
latent class less. The PB-values for these analyses, especially those of the
bivariate discrepancies, are expected to be near 0. The other fitted models
are less restrictive because they have more latent classes (SDM4) or a less
restrictive measurement model (MH3), and therefore rejection of these models
is not expected.
Scheme B only differs with respect to the sample size N from Scheme A.
While Scheme A is relatively sparse with 729 possible response patterns and
N = 250, Scheme B (N=1000) is less so. The prediction is that the results
of Scheme B will be more clear than Scheme A, but similar. That is, not
only the PB-values of the bivariate discrepancies are expected to be near 0
for the more restrictive SDM2-model, but also the PB-values of the other
discrepancies. And again, the PB-values for the less restrictive models are not
expected to be extremely low.
Scheme C is generated by a MH-model with 4 latent classes. It is fitted
by both MH-models and a WDM4-model. The item step rank order in this
WDM4-model which is tested by the posterior predictive p-values, is deter-
mined by the item step popularity. With 15,625 possible response patterns
and N = 1000, the samples are sparse. For the more restrictive models (MH3,
WDM4) extremely low posterior predictive p-values are expected, but mainly
for the bivariate discrepancies. For the MH5-model, PB-values around 0.5
are expected as this less restrictive model should not be rejected. Evidently,
for the MH4-model, the generating model, the PB-values should not indicate
misfit.
Bayesian Estimation and Model Selection 29
2.4.3 Bayes Factors
Bayes factors can be used to compare the relative fit to the data of two models.
If M1 and M2 are two different models, the Bayes factor B12 equals the ratio
of the marginal likelihoods of these models,
B12 =
P (X |M1)
P (X |M2) .
It can be shown that given prior probabilities forM1 andM2, the Bayes factor
also equals the ratio of the posterior odds of M1 to its prior odds. Kass and
Raftery (1995) provide an interpretation of B12. If 2 lnB12 is larger than 10,
for example, the evidence forM1 is very strong. Reversely, if 2 lnB12 < 2 then
the evidence in favour of one model in comparison to the other model is not
worth more than a bare mention.
The marginal likelihood P (X|M) is obtained by integrating the likelihood
of parameter vector θM over the (constrained) parameter space:
P (X|M) =
∫
P (X|θM )P (θM |M)dθM ,
where P (θM |M) is the prior density of the parameter vector under M . There
are many ways to compute the marginal likelihood. Newton and Raftery
(1994) describe several methods. The estimate based on samples from the prior
density has a large variance, especially if the prior density is diffuse. As this
condition seems to apply to the ordered latent class models discussed here, this
estimator does not seem appropriate. The harmonic mean estimator, which
is based on samples from the posterior density, does not satisfy the Gaussian
central limit theorem. When studied in the present context, it was found very
unstable due to some occasional small sampled values of the likelihood and
therefore it is not used in this paper.
In this paper, Newton and Raftery (1994)’s pˆ4(x) estimator is used. It is
based on m samples from the posterior distribution and a further δm/(1 −
δ) imagined samples from the prior with likelihoods equal to their expected
value P (X | M). With the proportion δ of imagined samples from the prior
distribution equal to 0.01 the estimator turned out to be very stable when
using m = 10, 000. The average absolute difference in the log of the marginal
30 Chapter 2
likelihood for two replications was less than 0.4 points. Discrimination results
of Bayes factors turned out to be worse when δ equaled 0.10, therefore all
results presented are computed with δ = 0.01.
In Schemes A and B the expectation is that the marginal likelihood for the
fitted SDM-model with three latent classes is larger than for the other models,
because this is the generating model. In Scheme C the marginal likelihood is
expected to be largest for the MH-model with four latent classes. After all, if
the marginal likelihood of these models is largest, Bayes factors of this model
with the other models will indicate a preference for these models. Note that
it is expected that Bayes factors will indicate a worse fit of both models that
are too restrictive and those which are too liberal.
2.4.4 Results of the simulation study
All computations of the estimation and model fit were done by an algorithm
written in Turbo Pascal. A sample drawn from a posterior density consisted
of 10,000 iterations, after a burn-in period of 2000 iterations. Computer time
needed on a Pentium II PC for this sampling from the posterior density varied
from about 10 minutes (Scheme A) to 60 minutes (Scheme C). Computing all
six posterior predictive checks added another 20 minutes (Scheme A) to 7.5
hours (Scheme C). For each model fitted to a data set, two samples from the
posterior density were drawn and the posterior means of the parameters based
on these two samples differed little. That is, the absolute difference between
two posterior mean estimates was typically less than 0.01. This and other
checks as described in section 2.3 showed that convergence was attained.
The model fit results of Schemes A, B and C are displayed in Tables 2.4,
2.5, and 2.6. PB-values smaller than 0.05 or larger than 0.95 are considered
to be extreme and are printed in bold. For each data set the largest marginal
likelihood across models is printed in bold too. As a difference in 2 lnB12
of less than 2 points is considered as not worth more than a bare mention
(Kass & Raftery, 1995), marginal likelihood values differing by less than 1
point on the log scale from the largest one are considered as not substantially
different; these are also printed in bold font. Information on the variability of
the estimates of the marginal likelihood was discussed in subsection 2.4.3. The
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variance in the estimates of the PB-values was very small, the mean difference
between a first and a second estimate being less than 0.003.
Results posterior predictive checks
In Scheme A and B, the posterior predictive p-values were extreme for the
LLR- and χ2P -discrepancies, but only for some of the data sets and for all
fitted models on these data sets. That is, the discrepancy measures based on
full response vectors sometimes showed misfit of the fitted model to the data,
but did not do so systematically. These extreme PB-values occurred more
often in the small sample Scheme A than in Scheme B, were the data sets
were four times larger. The expected extreme PB-values for the too restrictive
SDM2-model did not occur. As expected the two models (SDM4 and MH3)
which were more liberal than the generating SDM3-model, were not rejected
by the posterior predictive checks.
In the sparse data Scheme C with a relatively liberal generating MH4-
model, none of the posterior predictive p-values showed a misfit for the analyses
with MH-models with varying numbers of latent classes, although a misfit was
expected for the restrictive MH3-model. However, the stricter WDM4-model
resulted in a misfit according to the bivariate discrepancies PLR and χ2B. For
all five samples the corresponding PBs were smaller than 0.05.
Results Bayes factors
In Scheme A and B, Bayes factors could not discriminate between the different
models systematically. Either the differences in marginal likelihood were too
small to uniquely identify the generating model as the best fitting model, or a
different model had a better fit. The larger sample size of Scheme B, does not
seem to improve this. Bayes factors, however, seem to indicate a preference for
more liberal models since the most strict SDM2-model never has the largest
marginal likelihood. In Scheme C, Bayes factors indicated the worse fit of the
too restrictive WDM4-model. But unfortunately no systematic distinction was
found between the three MH-models.
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Table 2.4: PB estimates and marginal likelihood values for simulation
Scheme A. X indicates the data sample and M the model fitted to the
data sample. Bold PB values indicate misfit of M to X. Bold marginal
likelihood values indicate the models which fit best according to Bayes fac-
tors.
PB of discrepancy lnP (X |M)
X M −L LLR PLR χ2U χ2B χ2P +1600
1 SDM3 .10 .06 .42 .39 .40 .04 -23.5
1 SDM2 .14 .08 .45 .43 .42 .05 -23.7
1 SDM4 .07 .05 .39 .36 .36 .03 -23.7
1 MH3 .11 .07 .36 .33 .34 .04 -27.1
2 SDM3 .16 .33 .11 .10 .10 .32 -13.7
2 SDM2 .18 .35 .14 .14 .13 .35 -13.2
2 SDM4 .13 .29 .09 .08 .08 .31 -13.6
2 MH3 .15 .37 .35 .36 .33 .39 -10.5
3 SDM3 .28 .02 .28 .49 .29 .08 4.7
3 SDM2 .29 .02 .26 .48 .28 .08 3.8
3 SDM4 .27 .02 .28 .49 .29 .08 5.3
3 MH3 .22 .02 .20 .34 .21 .06 2.5
4 SDM3 .12 .12 .52 .60 .47 .14 -9.9
4 SDM2 .17 .14 .52 .61 .47 .16 -10.3
4 SDM4 .10 .10 .52 .59 .46 .13 -9.9
4 MH3 .15 .15 .38 .39 .36 .19 -13.1
5 SDM3 .27 .24 .73 .64 .71 .34 -2.7
5 SDM2 .30 .25 .71 .63 .69 .35 -3.4
5 SDM4 .24 .21 .73 .64 .71 .32 -2.7
5 MH3 .16 .15 .46 .36 .43 .20 -9.1
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Table 2.5: PB estimates and marginal likelihood values for simulation
Scheme B. X indicates the data sample and M the model fitted to the
data sample. Bold PB values indicate misfit of M to X. Bold marginal
likelihood values indicate the models which fit best according to Bayes fac-
tors.
PB of discrepancy lnP (X |M)
X M −L LLR PLR χ2U χ2B χ2P +6400
1 SDM3 .22 .27 .40 .47 .40 .38 -39.3
1 SDM2 .25 .27 .40 .46 .39 .39 -40.9
1 SDM4 .19 .26 .39 .45 .38 .36 -39.5
1 MH3 .25 .32 .34 .33 .34 .40 -41.0
2 SDM3 .26 .45 .34 .41 .34 .42 -13.4
2 SDM2 .28 .30 .23 .41 .23 .31 -19.3
2 SDM4 .23 .41 .33 .42 .33 .40 -13.9
2 MH3 .27 .40 .26 .33 .25 .39 -20.0
3 SDM3 .25 .79 .61 .45 .60 .63 -13.1
3 SDM2 .28 .79 .62 .47 .61 .64 -13.8
3 SDM4 .23 .79 .60 .44 .59 .62 -13.7
3 MH3 .28 .77 .49 .36 .48 .61 -17.8
4 SDM3 .26 .61 .13 .15 .13 .52 -9.8
4 SDM2 .27 .48 .12 .16 .12 .38 -18.0
4 SDM4 .23 .61 .13 .13 .13 .51 -9.1
4 MH3 .32 .68 .26 .31 .26 .63 -9.9
5 SDM3 .22 .11 .22 .25 .21 .05 -60.8
5 SDM2 .26 .09 .24 .28 .24 .05 -62.8
5 SDM4 .18 .11 .21 .23 .21 .05 -61.0
5 MH3 .27 .21 .40 .36 .39 .10 -56.1
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Table 2.6: PB estimates and marginal likelihood values for simulation
Scheme C. X indicates the data sample and M the model fitted to the
data sample. Bold PB values indicate misfit of M to X. Bold marginal
likelihood values indicate the models which fit best according to Bayes fac-
tors.
PB of discrepancy lnP (X |M)
X M −L LLR PLR χ2U χ2B χ2P +8000
1 MH4 .49 .49 .27 .33 .29 .69 -5.7
1 MH3 .47 .45 .27 .34 .28 .67 -7.1
1 MH5 .51 .53 .27 .31 .29 .73 -9.0
1 WDM4 .61 .45 .02 .21 .02 .74 -38.2
2 MH4 .47 .21 .39 .33 .39 .53 -84.2
2 MH3 .48 .16 .36 .35 .35 .36 -77.5
2 MH5 .48 .25 .39 .31 .38 .56 -83.6
2 WDM4 .76 .24 .01 .33 .02 .54 -121.6
3 MH4 .46 .49 .27 .34 .27 .72 -126.1
3 MH3 .45 .44 .24 .36 .24 .68 -124.6
3 MH5 .49 .53 .24 .33 .25 .73 -125.9
3 WDM4 .53 .39 .01 .30 .01 .78 -161.5
4 MH4 .45 .46 .13 .33 .14 .19 -212.2
4 MH3 .44 .39 .13 .34 .13 .14 -213.0
4 MH5 .48 .50 .14 .30 .15 .22 -210.2
4 WDM4 .50 .36 .01 .18 .01 .22 -246.9
5 MH4 .44 .25 .20 .31 .23 .39 -248.2
5 MH3 .44 .19 .18 .32 .21 .33 -253.8
5 MH5 .46 .28 .19 .28 .22 .41 -246.9
5 WDM4 .47 .15 .03 .32 .03 .44 -282.9
Bayesian Estimation and Model Selection 35
Effects of sampled parameter vector, prior density, and fixing class
weights
Five data sets were sampled for each of the five parameter vectors in the
additional analyses of Scheme B. All 25 data sets were fitted by four models
(SDM3, SDM2, SDM4 and MH3). The effect of the sampled parameter vector
on the posterior predictive p-values was negligible compared to the effect of
sampling a data set with a certain parameter vector. That is, the differences
in PB-values between the data sets could not be ascribed to the differences in
parameter vector. The sampled parameter vector, however, had a large effect
on the Bayes factors results. The variance in marginal likelihood was smaller
within a sampled parameter vector than between sampled parameter vectors.
Fixing class weights at either the posterior means or at the generating
values did not improve the results of the posterior predictive checks or the
Bayes factors. The results were not exactly the same, but did not differ enough
to be interesting. The advantage of fixing the class weights for the efficiency of
the estimation did not have a counterpart in the model fit assessment, where
many samples from the posterior density were used anyway.
Although informative priors influence the posterior estimates, the influence
on posterior predictive checks may be small, as shown by Stephens (2000). The
data sets of Scheme A were analyzed with three increasingly more informa-
tive prior densities (the ‘slight’, ‘blue’, and ‘true’ prior densities). The ex-
treme values of the LLR- and χ2P posterior predictive p-values were no longer
there, when the informativeness of the prior density was about as large as
the informativeness of the data set, and the prior density corresponded to the
generating distribution (i.e. when the ‘true’ prior was used). The occurrence
of occasional extreme PB-values was the same for the low informative priors
(‘blue’ and ‘slight’ priors) as for noninformative priors. The performance of
Bayes factors did not improve in comparison with the noninformative prior
density analyses.
Summary of the results
It is clear that not all expectations were met. The posterior predictive p-values
did not reject models with the same measurement level but with fewer latent
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classes than the generating model. Posterior predictive checks with discrep-
ancies sensitive to full response vectors indicated sometimes even a misfit of
the generating model in Scheme A. Posterior predictive checks with bivariate
discrepancies performed best in this simulation study, indicating correctly the
misfit of a too restrictive measurement model in Scheme C. These results were
not related to the fact that only one data set was sampled per sampled pa-
rameter vector. The occasional rejection of models by LLR- and χ2P -posterior
predictive checks only vanished when very informative (correct) prior densi-
ties were used. The results also showed no systematic difference between the
LLR and the χ2P discrepancy results, which is contrary to Von Davier (1997)
results.
From this small simulation study, it seems that Bayes factors cannot dis-
criminate consistently between a too liberal model (either with more latent
classes or a more liberal measurement level) and the generating model. They
even have a tendency to indicate a preference for the too liberal model over
the generating model. Also, they cannot always indicate the worse fit of a
model with fewer latent classes (and the same measurement model) than the
generating model. However, if the data are generated under a liberal mea-
surement model, Bayes factors can indicate the worse fit of a too restrictive
measurement model. In contrast to posterior predictive checks Bayes factor
results are more influenced by the generating parameter vector than by the
sampled data set.
2.5 Application
Cavalini (1992) describes the use of a questionnaire about coping strategies
with industrial malodour. These data are also the test data of the MSP pro-
gram for NIRT (Molenaar & Sijtsma, 2000). The data consist of 828 subjects
and of 17 items with 4 response categories each. For the analyses only 6 items
are considered here, rendering 4096 possible response patterns. The descrip-
tion of the items and the univariate response frequencies are given in Table
2.7. These items have been shown to form a medium strong scale (H = 0.42),
according to Mokken (1971)’s NIRT-model with a continuous latent variable.
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Table 2.7: Description and response frequencies of the industrial malodour
items.
Item ‘never’ ‘seldom’ ‘often’ ‘(almost) always’
Call environmental hotline 670 119 17 22
Complain at source of malodour 616 160 24 28
Go elsewhere for fresh air 476 278 57 17
Think of solutions for the problem 389 271 98 70
Do something to get rid of it 358 291 116 63
Want to know source of malodour 96 243 179 310
Estimates the ISRFs via the restscore (Molenaar & Sijtsma, 2000, Ch. 4)
show that the model assumption of Monotonicity is not violated. Checks for
Non-Intersection (Molenaar & Sijtsma, 2000, Ch. 4) indicate that the latter
assumption is not very appropriate.
The conditional covariance based detect index (Stout et al., 1996) is an
alternative approach to nonparametric multidimensionality assessment. Com-
puting the detect index D(P ) on a dichotomized version of the mentioned
data set results in a value of 0.49. According to the detect interpretation
rules, this means that the assumption of unidimensionality and local indepen-
dence is neither clearly confirmed nor clearly rejected in favour of multidimen-
sionality.
These data are analyzed with four different numbers of latent classes (Q
equals 2 to 5) and with three different measurement models (MH, WDM,
SDM). For the WDM- and SDM-models the observed item (step) popularity
determined the rank order of the item steps, as there was no prior knowledge
about coping strategies to industrial malodour to specify the item step order
exactly before data inspection. The number of free parameters to be estimated
in these models then equals 18Q for the class specific response probabilities
pijkq plus Q− 1 for the class weights ωq. For 5 latent classes this results in 94
parameters, which is very large in comparison to the 828 subjects. However,
the number of inequality constraints is also very large and convergence took
place very quickly after already a few hundred iterations for the MH-model
with 5 latent classes, which can be considered the ‘worst case scenario’ of
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the investigated models with respect to convergence. Gelman et al. (1995)’s√
Rˆ equaled 1.03 or less after 250 iterations for several discrepancies. After
a burn-in period of 2000 iterations, a sample of 10,000 was computed as an
approximation of the posterior distribution.
The bivariate discrepancy (PLR and χ2B) based posterior predictive checks
indicate a misfit of all models, as can be seen in Table 2.8. This may be due
to violations of UD and LI instead of violations of M, as far as the MH-
models are concerned, considering the analyses with the Mokken and detect
approach. A difference between the LLR- and χ2P - posterior predictive checks
can be observed for the WDM-models. This difference was not found in the
simulation study and may be related to the violations of UD and LI as well.
These full response vector based discrepancies both show misfit of models
with only 2 latent classes. Even the univariate (χ2U ) posterior predictive check
shows misfit of all SDM-models.
The marginal likelihood is highest for the MH3-model. The Bayes factor
of the MH3-model with the model with the second largest marginal likelihood
(MH4) indicates strong evidence for the MH3-model. Overall, Bayes factors
indicate a better fit for MH-models than for WDM-models, which in turn fit
much better than the SDM-models.
These results of the analyses indicate that none of the models fit perfectly
and that only the SDM-models and models with 2 latent classes do not fit at
all. The MH3-model seems to be the best fitting model. The MH-measurement
model level seems most appropriate because first, all non-bivariate discrepan-
cies show non-extreme PB-values, and second, Bayes factors show a clear pref-
erence of MH-models over WDM-models. Within the MH-level, the model
with three latent classes seems most appropriate because it is the most re-
stricted model which is accepted by the posterior predictive checks and the
Bayes factor with the second best MH4-model is large.
The MH3-model fitted to the industrial malodour data (Table 2.9) shows
posterior means of the class weights of 0.53, 0.37 and 0.10. These latent classes
are ordered with respect to the amount of activity they display in reaction to
industrial malodour. Class one contains the 53 % of the people that are hardly
willing to do anything about the industrial malodour, the mean estimate of the
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Table 2.8: PB estimates and marginal likelihood estimate for various models
fitted to the industrial malodour data. Bold PB values indicate misfit of
the fitted model to the data. The bold marginal likelihood value indicates
the model which fits best according to Bayes factors.
PB of discrepancy lnP (X |M)
Model −L LLR PLR χ2U χ2B χ2P +4500
MH2 .71 .00 .00 .35 .00 .01 -150.6
MH3 .77 .06 .00 .33 .00 .19 -41.7
MH4 .81 .15 .00 .30 .00 .30 -46.0
MH5 .84 .21 .00 .25 .00 .38 -54.2
WDM2 .53 .00 .00 .40 .00 .02 -178.8
WDM3 .58 .00 .00 .25 .00 .16 -118.5
WDM4 .64 .00 .00 .19 .00 .24 -110.1
WDM5 .67 .01 .00 .15 .00 .28 -109.6
SDM2 .97 .00 .00 .00 .00 .00 -1407.1
SDM3 .00 .00 .00 .00 .00 .00 -741.6
SDM4 .00 .00 .00 .00 .00 .00 -711.4
SDM5 .00 .00 .00 .00 .00 .00 -686.9
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Table 2.9: Posterior means and 95%-posterior intervals of the cumulative
response proportions pi∗jkq of the MH3-model fitted to the industrial mal-
odour data. Since the probability of responding at least ‘never’ always
equals 1, the corresponding rows are omitted.
Item Resp. cat. Class 1 Class 2 Class 3
Call environmental hotline ≥ seldom .06 (.03,.09) .29 (.23,.36) .61 (.45,.80)
Call environmental hotline ≥ often .01 (.00,.02) .04 (.02,.07) .35 (.23,.51)
Call environmental hotline (almost) always .00 (.00,.01) .01 (.00,.03) .24 (.14,.36)
Complain at source of malodour ≥ seldom .03 (.01,.05) .48 (.41,.56) .67 (.52,.87)
Complain at source of malodour ≥ often .01 (.01,.03) .05 (.02,.08) .43 (.29,.61)
Complain at source of malodour (almost) always .01 (.00,.02) .02 (.01,.03) .25 (.15,.37)
Go elsewhere for fresh air ≥ seldom .25 (.20,.30) .60 (.53,.67) .75 (.61,.93)
Go elsewhere for fresh air ≥ often .03 (.02,.06) .11 (.07,.15) .38 (.26,.52)
Go elsewhere for fresh air (almost) always .01 (.00,.01) .02 (.00,.03) .15 (.08,.24)
Think of solutions for the problem ≥ seldom .20 (.14,.26) .88 (.80,.95) .95 (.86,1.00)
Think of solutions for the problem ≥ often .04 (.02,.07) .27 (.20,.34) .85 (.69,.99)
Think of solutions for the problem (almost) always .03 (.01,.04) .04 (.02,.08) .58 (.44,.72)
Do something to get rid of it ≥ seldom .26 (.20,.31) .90 (.82,.97) .95 (.87,1.00)
Do something to get rid of it ≥ often .06 (.04,.09) .28 (.21,.34) .83 (.66,.99)
Do something to get rid of it (almost) always .03 (.02,.05) .04 (.03,.07) .47 (.34,.61)
Want to know source of malodour ≥ seldom .79 (.72,.86) .96 (.89,.99) .98 (.93,1.00)
Want to know source of malodour ≥ often .43 (.38,.49) .71 (.63,.79) .95 (.86,1.00)
Want to know source of malodour (almost) always .29 (.25,.33) .35 (.30,.42) .88 (.78,.95)
Class weights .53 (.47,.58) .37 (.32,.43) .10 (.07,.13)
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probabilities of responding ‘never’ vary from 0.74 to 0.97 in this latent class,
the only exception being ‘I want to know where the malodour comes from’
(0.21). The two other latent classes form a succession of smaller but more
actively coping classes. Somewhat more than a third of the subjects, those
in latent class two, respond with ‘often’ or ‘(almost) always’ to a few actions
(want to know the source of the malodour, do something to get rid of it and
think of solutions for the malodour problem, mean estimates of 0.71, 0.28 and
0.27, respectively). The 10 percent in the third latent class is quite active in
reacting to the malodour. They respond with ‘often’ or ’(almost) always’ with
probabilities ranging from 0.35 (‘I call the environmental hotline’), via 0.43 (‘I
complain at the source of the malodour’) to 0.85 (’I think of solutions for the
problem’) and 0.95 (‘I want to know where the malodour comes from’). These
response probabilities show that even though the model does not fit perfectly,
a meaningful interpretation of the posterior means is possible.
2.6 Conclusion
In this paper it is argued that ordered latent class models can be used as
a NIRT model to scale polytomous items. The Bayesian estimation method
elaborated here can handle the inequality restrictions on the parameters and
the sparseness of the data quite well. Despite a relatively inefficient sampling
algorithm, posterior means were stable, after a short burn in period. One
method to improve the efficiency of the sampling algorithm is to fix the class
weights at posterior means or (if known) generating values. When computer
time is an issue, more effort may be needed to optimize the efficiency of the
sampling algorithm.
The Bayesian approach provides multiple possibilities for model selection.
However, the simulation study and the application showed that the Bayesian
model selection methods are not always completely reliable, and the results
presented in this paper do not fully meet the theoretical expectations. It
seems that posterior predictive p-values using the bivariate discrepancies PLR
and χ2B are most sensitive to rejecting a fitted model when the measurement
model fitted is too strict or when the assumptions of UD or LI are not met.
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Bayes factors can be used for choosing a model, although they cannot always
distinguish between different models or show a preference for a too liberal
model. In general, differences in measurement model (MH, WDM, or SDM)
are much more easily detected than the optimal number of latent classes. This
is not problematic when the latent classes are only used as an approximation
of a continuous latent variable.
The search for more sensitive model selection methods can be started by
studying Rubin and Stern (1994). They use a posterior predictive check to
determine the optimal number of latent classes in latent class models. Their
statistic computes for each posterior predictive data set the likelihood ratio of
two models with different numbers of latent classes. Their statistic, however,
depends a lot on maximum likelihood estimates, with the mentioned draw-
backs of local maxima. They suggest that ‘a more Bayesian alternative to the
likelihood ratio test statistic might be a more appropriate statistic’ (p. 434).
A better way to distinguish between models within the same measurement
level may profit from their insights, but is not trivial to find.
An extensive discussion of model checking methods can be found in Ba-
yarri and Berger (2000), Robins, Van der Vaart, and Ventura (2000) and the
accompanying comments on these papers. Alternative p-values are suggested,
which have advantages in both Bayesian and frequentist perspectives. More
sensitive model selection methods of ordered latent class models may be de-
rived from them.
As bivariate aspects of the data are most interesting for building a scale
(Cronbach’s alpha and Mokken’s H are based on bivariate measures), this
approach may also result in more sensitive model selection methods. The
investigated bivariate measures PLR and χ2B, for example, do not take into
account that the response categories are ordered. Maybe more specific dis-
crepancies, which are sensitive to positive coherence between two variables,
would give a better insight.
The posterior predictive checks investigated in this paper operate as global
tests. Entire models are evaluated, either positively or negatively. A further
step in model selection would be to use methods indicating in which way a
model can be improved, for example, by indicating misfitting items or detect-
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ing multidimensionality. This might be done by computing likelihood or χ2
based posterior predictive p-values for each item separately, or for each item
pair separately, respectively.
The present paper shows that a Bayesian approach to non-parametric scal-
ing, and latent class analysis with sparse data, is fruitful. Even though the
presented methods are still a little rough, and need a large amount of comput-
ing time, they are suited for analyzing scaling data with polytomous items.




General and Specific Misfit of
Nonparametric IRT-models
Abstract∗
Model misfit in NIRT means that one or more of the items violate the assump-
tions of unidimensionality, local independence or monotonicity. General tests
detect whether model misfit occurs. Specific item misfit tests detect which
item is violating the assumptions. Two methods to detect general and item
misfit are presented: the Mokken scale approach and the ordered latent class
approach. The results show that the item specific Mokken approach and the
ordered latent class approach detect items with decreasing or unimodal IRFs.
The Mokken approach also warns for IRFs which are nearly flat.
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3.1 Model Violations
In nonparametric item response theory (NIRT) models three main assump-
tions are made. First, it is assumed that the underlying latent trait is unidi-
mensional (UD). Second, the responses of a subject are assumed to be locally
independent given the latent trait value of the subject (LI). Third, the prob-
ability of responding positively to an item (step) as a function of the latent
trait value, called the item (step) response function (IRF, ISRF), is assumed
to be non-decreasing in the latent trait value. This is the assumption of
monotonicity (M). As can be noted, the function of the IRF is not restricted
to be logistic or cumulative normal. The only requirement is that it is non-
decreasing. This is the nonparametric aspect of NIRT. The Mokken monotone
homogeneity model (Mokken, 1971, 1997) is characterized by these assump-
tions. If the assumption of non-intersecting ISRFs (NI) is added, the more
restrictive Mokken double monotonicity model results. This refinement is left
out of this paper, since only violations of the minimal measurement require-
ments are considered. Applying the assumptions to latent class models results
in ordered latent class models (Van Onna, 2002), which can be considered as
close parametric specifications of the NIRT models.
A set of items can violate the assumptions in several ways. If UD is
violated, more than one dimension is necessary to describe the latent structure
of the items. LI is violated by items which show dependence, which cannot
be explained completely by the latent trait. Additional dependence may be
induced, for example, by the presentation format of the items. M can be
violated in several ways. The IRF might be decreasing, by a non-corrected
inverse wording or coding of the item. Some attitude items result in unimodal
IRFs, which are better analyzed by unfolding models. An IRF which is locally
decreasing, also indicates that the item is not strongly related to the latent
trait.
If model misfit occurs, it has to be checked which items violate the assump-
tions. If most of the items violate the assumptions, a more suitable model has
to be found to describe the underlying structure. If, however, only one item
violates the assumptions, it is probably wiser to detect the ‘bad’ item and
delete it, than to reject the entire model.
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3.2 Two Detection Approaches
Two methods are discussed to detect either general model misfit or item misfit.
The first method, Mokken scale analysis (Mokken, 1971, 1997; Sijtsma &
Molenaar, 2002) is a descriptive method, which computes functions of the
data and compares them to specific standard values. The ordered latent class
method (Van Onna, 2002) fits a semi-parametric model, using ordered latent
classes instead of a continuous latent trait. The model is fitted with the Gibbs
sampler. This enables posterior predictive checks for misfit.
3.2.1 Mokken scale analysis
The latent trait in the Mokken models is assumed to be continuous. The
subjects can be stochastically ordered on the latent trait by the sum score
X+ =
∑
j Xj (Hemker et al., 1997). Central in Mokken scale analysis is
the scaling coefficient Loevinger’s H. It indicates to what extent the items
discriminate between the subjects.
H is based on pairs of items, comparing the observed and expected numbers
of Guttman errors. A Guttman error is made when a ‘difficult’ item is posi-
tively responded to, and an ‘easy’ item is negatively responded to by the same
person. The difficulty order of two dichotomous items j and i is determined by
the proportion of correct responses. Assume, pij = P (Xj = 1) < pii = P (Xi =
1), then the observed number of Guttman errors Fij = N · P (Xj = 1, Xi = 0)
and the expected number of Guttman errors under the null model of indepen-
dent items Eij = Npij(1−pii). The pairwise Hij is equal to 1−Fij/Eij . This is
equal to the ratio of the covariance between the two items and the maximum
covariance given the marginal distributions: Hij = σij/max(σij). Under the
assumptions of UD, LI, and M, Hij is non-negative.














A standard minimum value of H or Hi for scalable items is 0.30. Although this
index is presented for dichotomous items, an extension to polytomous items
is straightforward (Molenaar, 1991).
Another index in Mokken scale analysis which can be used to detect item
misfit is the criti-value of the check of monotonicity (Molenaar & Sijtsma,
2000). The check of monotonicity inspects plots of the estimated IRFs. The
latent trait values are replaced by restscores, sum scores on all but the in-
spected item. The proportion of positive responses in each group of subjects
having about the same restscore is calculated. The statistic criti is a weighted
sum of all observed violations of monotonicity of item i. When it exceeds
the value of 80, serious violation of M is presumed. This index can be easily
evaluated for polytomous items as well.
In the simulation studies, general model misfit was concluded when H <
0.30. Item misfit was concluded when Hi < 0.30 or when criti > 80. This
approach is a descriptive approach, because it compares descriptive statistics
to standard values.
3.2.2 Ordered latent class models
In ordered latent class models, the latent trait is assumed to be discrete. Across
the Q subsequent latent classes, the probability of responding positively to the
items or the item steps, pi∗jkq = P (Xj ≥ k|q), is assumed to be non-decreasing.
That is,
pi∗jkq ≤ pi∗jk,q+1.
Note that the flexibility of the nonparametric definition of an IRF is main-
tained. However, this parameterization with class weights and class specific
response probabilities opens a path to model estimation and model testing.
The number of parameters, however, is usually quite large. This is a moti-
vation to use a Bayesian estimation and model check procedure (Van Onna,
2002).
After fitting the model with a fixed number of latent classes, posterior pre-
dictive checks can be performed. When a posterior predictive p-value (Gelman
et al., 1995) is extreme, that is, PB < .025 or PB > .975, misfit of the model
to the data can be inferred. This corresponds to a two-sided test with α = .05.
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The model is not able to replicate data which resemble the observed data with
respect to the aspect expressed by the used statistic or discrepancy function.
This function is specified in several ways in this study. For general model
misfit detection the log-likelihood with the saturated model, LR, the pseudo
log-likelihood, PR (Van Onna, 2002), and H are used. For specific item misfit
detection, the statistic is specified as Hi.
The LR and the PR both involve observed and expected response fre-
quencies. The LR discrepancy compares frequencies of full response vectors,
whereas the PR focuses on bivariate response vector frequencies. Coefficient
H, as in Equation 3.1, focuses on bivariate tables as well, but only on the
Guttman error cells. The posterior predictive approach is inferential, since it
compares an aspect of the observed data with inferences on data generated
according to the model.
3.3 Simulation Studies
Several questions are to be answered by the simulation studies. First, to what
extent do the two methods detect model misfit? The detection of the violation
of M is considered in particular. Second, does the number of latent classes
Q matter for the detection rate in ordered latent class analysis? Third, are
the results different for dichotomous or polytomous items? This last question
is interesting because for dichotomous items, stochastic ordering of the latent
trait (SOL) in the total score X+ holds (Hemker et al., 1997). This means
that X+ results in an ordering of subjects which reflects the ordering with
respect to the latent trait, apart from measurement error. SOL X+ does not
always hold for the nonparametric models when applied to polytomous items.
3.3.1 Design
The cells of the design vary on three dimensions. The first dimension is the
distribution of the unidimensional latent trait. The distribution of the subjects
on the latent trait is either (approximately) normal or uniform. The latent
trait is continuous or consists of 11 ordered latent classes, which approximates
continuity to some degree. The second dimension involved is the number of
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subjects in a data set. It equals either 200 (small) or 2000 (large).
The third dimension describes the items. Either ten dichotomous items
are generated, or five trichotomous items. In both cases, the number of item
step response functions equals 10. The data are generated by conditioning on
the latent trait value, using the assumption of LI. The IRFs of all items, but
one, are non-decreasing. The first item has an IRF which is either strictly
decreasing (M1d), decreasing only locally for low, middle or high trait val-
ues (M1l, M1m, M1h, respectively), unimodal (M1u) or flat (M1f). Or, it is
increasing (M0), in which case the items fulfill all model assumptions. The
assumption of M is not violated in the M1f cells, strictly speaking. However,
such a ‘flat’ item is not useful for scaling subjects because it does not discrim-
inate between low and high latent trait values. Therefore, detection of this
kind of items is desirable. In the continuous latent trait cells, a model with
logistic IRFs, the 2PL-model (dichotomous) or GRM-model (Samejima, 1969)
(polytomous), is used to generate the data. In the discrete latent trait cells,
class-specific response probabilities are designed by convenience.
In total four simulation studies (SS) were done. SS I and SS II have
dichotomous items; SS III and SS IV have trichotomous items. SSI and SS III
are generated with 11 ordered latent classes; SS II and SS IV with a continuous
latent trait. The item dimension in SS III has a partly different structure than
the description above, which applies to SS I, SS II and SS IV. The Msy and
Msn cells have polytomous items with strong (‘s’) discrimination power; the
Mwy and Mwn cells have polytomous items with weak (‘w’) discrimination
power, but their ISRFs do not decrease. The property SOL X+ holds (‘y’) for
the generating model in the Msy and Mwy cells, it does not hold (‘n’) in the
Msn and Mwn cells. Note that the NIRT assumptions still hold, even if SOL
X+ does not hold. The violating cells are denoted by an asterisk in Tables 3.1
and 3.2.
Ten data sets are generated in each cell of the design. For all data sets, the
general model fit statistics are computed. The item specific checks are only
computed for the first item of each data set. The ordered latent class models
are fitted with Q equal to 3, 5, 7 or 11.
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3.3.2 Results
In Table 3.1, the results of the Mokken scale analysis are shown. The number
of times H < .30, the number of times H1 < .30 and the number of times
crit1 ≥ 80 are displayed. If an entry in the table equals 10, this means that
for all simulated data sets misfit is detected in that specific cell, with that
specific statistic. As one can see, no false positives are reported in the M0-cells
which fulfill the assumptions. The total scale H is not functioning very well
as a simple general model misfit index. It fails to report misfit (even for large
samples) when one item has a decreasing or unimodal IRF and all 11 latent
classes have equal class weights (SS I-M1d). It does report a misfit of badly
discriminating items (SS III-Mwy,Mwn, SS II-M1f, SS IV-M1f). The item
specific Hi is more sensitive to item misfit, in that it detects the decreasing,
unimodal and even sometimes locally decreasing IRFs. Also, it points out
badly discriminating items.
The item specific criti, which is designed to detect deviations from M,
seems to be doing its job quite well, although it is also not able to detect
small deviations in all cases. It shows the ambivalence in the flat IRF cells
(SS II-M1f and SS IV-M1f) by not always reporting misfit of the data.
In Table 3.2, the results of the ordered latent class analysis with Q = 7 are
presented. The general misfit discrepancies indicate misfit when the sample
is large and/or the deviation from M is substantial. PR is sometimes more
sensitive to misfit than LR or H (SS I-M1d, SS II-M1d). However, it also
leads to false positives in cells where the assumptions are not violated and
the items are trichotomous (SS III-Msn, SS IV-M0, SS IV-M1f). The false
positives of PR cannot be explained by SOL X+, since in the M0 cell of SS
IV SOL X+ holds, whereas it does not hold in the Msn cells of SS III. The
other general discrepancies (LR and H) do not indicate misfit of the cells with
one item with a flat IRF. The item specific inferential approach, with Hi as
discrepancy function, sometimes indicates misfit of the flat IRF (SS II-M1f,
SS IV-M1f).
The results presented in Table 3.2 are based on fitted ordered latent class
models with seven latent classes. The results of five or eleven fitted latent
classes were not remarkably different. However, when fitting only three latent
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Table 3.1: Results of the Mokken scale analysis
Simulation Study I
Normal Uniform
N=2000 N=200 N=2000 N=200
H H1 crit1 H H1 crit1 H H1 crit1 H H1 crit1
M0 0 0 0 0 0 0 0 0 0 0 0 0
M1l∗ 0 0 0 0 0 0 0 0 1 0 0 2
M1m∗ 0 10 10 3 10 6 0 0 0 0 3 1
M1h∗ 0 0 0 0 3 0 0 0 0 0 0 0
M1u∗ 0 10 10 4 10 10 0 10 10 0 10 10
M1d∗ 10 10 10 9 10 10 0 10 10 0 10 10
Simulation Study II Simulation Study IV
N=2000 N=200 N=2000 N=200
H H1 crit1 H H1 crit1 H H1 crit1 H H1 crit1
M0 0 0 0 0 0 0 M0 0 0 0 0 0 0
M1f 10 10 6 10 10 6 M1f 10 10 5 10 10 5
M1d∗ 10 10 10 10 10 10 M1d∗ 10 10 10 10 10 10
Simulation Study III
N=2000 N=200
H H1 crit1 H H1 crit1
Msy 0 0 0 0 0 0
Msn 0 0 0 0 0 0
Mwy 10 10 0 10 10 2
Mwn 10 10 0 10 10 1
M1d∗ 10 10 10 10 10 10
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Table 3.2: Results of the ordered latent class detection approach, Q = 7
Simulation Study I
Normal Uniform
N=2000 N=200 N=2000 N=200
LR PR H H1 LR PR H H1 LR PR H H1 LR PR H H1
M0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
M1l∗ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
M1m∗ 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0
M1h∗ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
M1u∗ 10 10 10 10 0 0 0 7 10 10 10 10 0 0 0 10
M1d∗ 10 10 10 10 0 5 0 10 10 10 10 10 10 10 10 10
Simulation Study II Simulation Study IV
N=2000 N=200 N=2000 N=200
LR PR H H1 LR PR H H1 LR PR H H1 LR PR H H1
M0 0 0 0 0 0 0 0 0 M0 1 0 0 0 0 4 0 0
M1f 0 0 0 5 0 0 0 3 M1f 3 7 0 9 0 5 0 5
M1d∗ 10 10 10 10 1 10 6 10 M1d∗ 10 10 10 10 10 10 9 10
Simulation Study III
N=2000 N=200
LR PR H H1 LR PR H H1
Msy 0 0 0 0 0 0 0 0
Msn 0 0 0 0 0 7 0 0
Mwy 0 0 0 0 0 0 0 0
Mwn 0 0 0 0 0 0 0 0
M1d∗ 10 10 10 10 10 10 10 10
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classes, the LR discrepancy reported false positives in the M0 cells with large
samples. Three latent classes seem to be too few to reflect all aspects in the
data.
3.4 Conclusion
If one wants an overall index for misfit of a set of items, then the descriptive
approach of H may fail to report decreasing or unimodal IRFs. The inferential
approach with latent classes seems to be doing better. However, if one is pre-
pared to consider an index per item, the descriptive item specific Hi and criti
indicate misfit slightly better than the inferential approach. The inferential
approach and criti are better than Hi at discerning flat IRFs from decreasing
IRFs.
The behavior of H and Hi can be explained by their function as scaling
coefficient. They are supposed to tell whether the item (Hi) or the total set
of items (H) are fit for rank ordering subjects. If one of the items fails to
order subjects, but the other nine items function well, H can still be larger
than .30. If one (or more) of the IRFs is relatively flat, an observed Hi < .30
indicates that the item is not suited for scaling subjects. Note that an ordered
latent class model can predict data which have an H value between 0 and .30.
Therefore, the posterior predictive check does not have to indicate a misfit of
the model to the data, while the observed H is smaller than .30.
The number of latent classes Q is not extremely relevant for the detection
rate in ordered latent class analysis. Three latent classes is not enough but
five or seven latent classes works just as well as 11, even when the generating
latent trait is continuous. This implies that a continuous latent trait can be
approximated well by a restricted number of latent classes, without loosing
too much information.
The results are similar for dichotomous or polytomous items. The main
difference is that especially the ordered latent class approach has more prob-
lems to detect misfit when one out of 10 items has a decreasing IRF, than if
one of five items has two decreasing ISRFs. Also, the discrepancy function
PR is likely to report false positives for cells with polytomous items. This is
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probably due to the increased sparseness of the data in the bivariate tables (3
by 3, versus 2 by 2).
Concluding, both approaches have their pros and cons. If only one over-
all index is requested, the proper model testing done by the ordered latent
class approach is recommended. However, inspection of all items separately
is better. An advantage of the Mokken approach, which might be relevant in
practice, is that it has a shorter computation time, even when the detection
statistics are computed for all items. This is because the time-consuming it-
erative model fitting of the ordered latent class model does not have to take
place. Within this descriptive approach, the criti-value seems to be best fit
to detect decreasing IRFs, and to discern them from flat IRFs. However, flat
IRFs are not useful in a scale which intends to rank order subjects. Therefore,







Many statistical multidimensionality tests are based on assumptions about the
shape of the item response function. In NIRT, the only assumption about the
shape of the item response function is monotonicity. Within the NIRT context,
this paper explores four detection methods for several kinds of multidimen-
sionality. Also, the impact of ignoring multidimensionality on person ordering
is discussed. The four discussed methods were sensitive to the same violations
of unidimensionality. Not all violations were detected. Non-detection unfor-
tunately also occurred in some cases where person ordering was negatively
affected by multidimensionality.
4.1 Introduction
In nonparametric item response theory (NIRT), the aim is to order subjects
with respect to their ability, personality trait, or attitude (see e.g. Sijtsma
∗This chapter has been submitted for publication.
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& Molenaar, 2002, p. 15). One core assumption of NIRT is the assumption
of unidimensionality (UD). It states that only one latent dimension is needed
to explain the item response probabilities. Two other core assumptions of
NIRT are local independence (LI) and monotonicity (M). Assumption LI re-
quires that responses to several items are independent given the position of
the subject on the latent trait. Assumption M states that the item response
probabilities are non-decreasing in the latent trait. In parametric IRT, this
item response function (IRF) is described by a parametric function such as
the logistic.
The first issue in this paper is the detection of multidimensionality in
a NIRT context. In Sections 4.3 and 4.4, several NIRT and latent class ap-
proaches are explored as methods to detect multidimensionality. In particular,
the detect method (Stout et al., 1996) and Mokken scale analysis (Molenaar
& Sijtsma, 2000; Sijtsma & Molenaar, 2002) are discussed. Also, the com-
parison of the fit of a unidimensional latent class factor model to the fit of
a two-dimensional latent class factor model is studied. The fourth multidi-
mensionality detection method is based on the posterior predictive checks of
a unidimensional ordered latent class model (Van Onna, 2002). In contrast
to unidimensionality tests in parametric IRT (e.g. Van den Wollenberg, 1982;
Glas, 1988), each of these methods is based on the assumption (M) that the
item response probability, Pj(θ), is non-decreasing in the (target) latent trait
without parametric restrictions.
The second issue in this paper is the impact of ignoring multidimensionality
on the ordering of the respondents in applications of NIRT. The aim of NIRT
is to order persons along the assumed unidimensional latent trait by means
of the total test score X+ =
∑
j Xj . If the assumptions of UD, LI and M
are fulfilled, the ordering on X+ implies an ordering on the latent trait θ,
except for measurement error (Grayson, 1988; Hemker et al., 1997). If UD is
violated, the correspondence between the orderings on X+ and on the latent
trait θ which the researcher wanted to measure, may fail systematically. In
the simulation study (Section 4.5), the ordering on X+ will be compared to
the ordering on the target latent trait. We assume that, if UD is violated by
the presence of a second latent trait, the interest of the researcher is still in
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the ordering on the first latent trait, and that the other latent trait is less
important.
4.2 Several Kinds of Multidimensionality
Multidimensionality in tests is modelled in various ways in parametric IRT.
The most common way is a factor analytic interpretation of multidimensional-
ity, where two or more latent traits function in a compensatory way. For exam-
ple, take a reading comprehension test. Besides the reading ability, knowledge
about the topic of the text may enhance the results of an examinee. That is,
he or she may compensate for a low reading ability by means of his or her
knowledge of the topic referred to in the text. Let D denote the number of
latent traits, θd the position on latent trait d (d = 1, . . . , D), and Xj the scores
to item j, equal to 0 and 1. In a compensatory interpretation, the response
probability to a dichotomous item, P (Xj = 1|θ) = Pj(θ), is a function of a
weighted sum of the latent traits involved, Pj(θ) = Pj(
∑
d ajdθd), where ajd
denotes the weight of latent trait d, which may change over items. The weights
ajd can be compared to factor loadings in a factor analysis. Compensatory
multidimensional models in parametric IRT are either based on normal-ogive
shaped IRFs (e.g. McDonald, 1997) or on logistic IRFs (e.g. Reckase, 1997).
Be´guin and Glas (2001) give a short literature overview and develop a Bayesian
estimation algorithm for this kind of models.
Alternatively, non-compensatory multidimensionality means that a low
score on one latent trait cannot be compensated by a high score on another la-
tent trait. This is the case when multiple skills have to be mastered in order to
respond successfully to an item. For example, answering the arithmetic item
‘(7-3)/2’ requires knowledge of both subtracting and dividing. Conjunctive
multidimensional models are appropriate to model this kind of multidimen-
sionality. The item response probability is a product of the response functions
per trait θd: Pj(θ) =
∏
d Pjd(θd). In the example, the conditional probability
of responding correctly with ‘2’ equals the conditional probability of correctly
subtracting (depending on θ1) times the conditional probability of correctly
dividing (depending on θ2). The response functions Pjd(θd) may vary over
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dimensions and items. This conjunctive approach is found in cognitive as-
sessment (see, e.g., Embretson, 1997). Conjunctive models are not included
in this study, because modelling their multiplicative structure is difficult to
model with an NIRT model.
A third kind of IRT models that deviate from UD are mixture Rasch
models (Rost, 1990, 1991). In these models, the response probability not
only depends on the continuous latent trait θ1, but also on a latent group
membership variable, denoted γ. The latent group membership variable γ
has nominal measurement level. Rost (1990, 1991) assumes that the Rasch
model, including UD, holds within each group, but the item parameters δγ
vary with group membership. The grouping variable can be considered as a
second latent variable. This can be expressed as γ = θ2. More generally, the
term unobserved heterogeneity can be used when multiple latent groups of
examinees exist, which have different item response curves. For example, this
might be the case if children use one of several solution strategies for puzzles.
Each strategy may result in its own unique difficulty order of the puzzles.
Also, a question which has a second meaning, recognized by only some of the
respondents, may result in a deviating response probability for this part of
the population. In differential item functioning (DIF) modelling, the grouping
variable is observed instead of latent. Unobserved heterogeneity models can
be seen as models where DIF occurs, but where the grouping variable is not
explicitly observed. Often, only a small part of the items is expected to show
DIF. For example, the Mantel-Haenszel procedure to detect DIF requires a
matching criterion which is based on non-biased items (Holland & Thayer,
1988).
4.3 Detection using Continuous Latent Traits
In NIRT, studies of multidimensionality have focused on the selection of uni-
dimensional scales from an item bank. If the item bank consists of multiple
unidimensional sets of items only, the total item bank is said to display simple
structure. A simple structure model is a restricted compensatory model, since
it has only one non-zero weight ajd per item j. In the original factor analytic
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formulation of simple structure (Thurstone, 1947, p. 335), the orthogonality
of the factors was tacitly assumed (Harman, 1976, p. 98). In test data, how-
ever, it is unlikely that two abilities are completely uncorrelated. Therefore,
in this paper, following Stout et al. (1996), the term simple structure does
not restrict the correlation between latent traits. Two approaches can be dis-
cerned in multidimensional NIRT selection algorithms: the Mokken approach
(Mokken & Lewis, 1982; Mokken, 1997; Sijtsma & Molenaar, 2002), and the
detect approach (Stout et al., 1996).
4.3.1 Conditional covariance analysis
An item bank may measure multiple latent traits θd. In the conditional co-
variance approach (Stout et al., 1996), the covariances between items are con-
ditioned on the total test dimension ΘTT , which is a linear combination of all
latent traits θd. For example, ΘTT can be interpreted as the overall school
ability in a test which contains mathematics, physics, and language items.
The total test dimension is often estimated by means of the total test score
X+. Within each group of subjects with the same value of X+, the covari-
ances between the items can be computed. Averaging the covariances over
these groups, gives the conditional covariance. Zhang and Stout (1999a) have
shown that if the item bank is multidimensional, two items which measure
the same latent trait have a positive conditional covariance. Two items which
measure different latent traits have a negative conditional covariance. Using
these properties, several procedures have been developed to assess the dimen-
sionality structure of an item bank.
Three procedures based on conditional covariances are hca/ccprox, dim-
test, and detect (Stout et al., 1996). hca/ccprox is a hierarchical clus-
tering technique of the items, which has the disadvantage that it does not
indicate when the items are partitioned into as few as possible unidimensional
scales. Therefore, it is not optimally suited to detect whether a set of items is
unidimensional or not. dimtest tests whether two sets of items together form
one unidimensional scale. This procedure assumes that a lot of information
on the dimensionality of the items is already available to the researcher. Since
this information is often lacking in a real data analysis, this procedure is not
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used in the simulation study.
detect evaluates partitions of the items by means of index D(P ), based
on conditional covariances. A partition P is a division of the k items in disjoint
clusters A1, A2, . . . , AQ. An indicator function δij(P ) is used to tell whether
two items Xi and Xj are in the same cluster or not. If Xi and Xj are in
the same cluster, δij(P ) = 1, otherwise δij(P ) = −1. The index D(P ) is







δij(P )E[cov(Xi, Xj |ΘTT )].
D(P ) is maximal for the partition P ∗ which approximates the true dimension-
ality best. This maximal value is denoted by Dmax.
In the program detect, the conditional covariances are computed using
both the total score X+ and the restscore Sij =
∑k
l=1, l 6=i,j Xl as estimators of
ΘTT . A genetic search algorithm is used to find the optimal partition. If the
optimal partition results in a value of Dmax close to 0, it can be concluded that
unidimensionality holds. In the simulation study (Section 4.5), a critical value
of Dmax = 0.25 is used, based on results of Van Abswoude, Van der Ark,
and Sijtsma (in press). Values of Dmax larger than 1 indicate substantial
multidimensionality (Stout et al., 1996).
In order to obtain detect results which depend less on random fluctu-
ations, Zhang and Stout (1999b) suggested a cross-validation based on the
splitting of the sample in two random halves. The partition of the items which
obtains the maximal value of the detect index in the first half of the sample,
is denoted P ∗1 . The maximal detect index in this first half (abbreviated fh)
is Dfh = D1(P ∗1 ). For the second half of the data, the optimal partition is de-
noted by P ∗2 (the associated maximal value D2(P ∗2 ) is ignored). The partition
P ∗2 is evaluated by means of D(P ) in the first half of the sample, resulting in a
value D1(P ∗2 ). This is denoted the reference value Dref = D1(P ∗2 ). As tenta-
tive rules of thumb, Zhang and Stout (1999b) suggested that unidimensionality
can be inferred when Dref < 0.1 or, if not, when (Dfh − Dref )/Dref > 0.5;
that is, when the conditional covariances are close to zero or when the estimate
of D(P ) is extremely unstable.
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4.3.2 Mokken scale analysis
Scale construction in Mokken scale analysis (Mokken, 1971, 1997; Mokken &
Lewis, 1982; Sijtsma & Molenaar, 2002) is based on pairwise Hij coefficients.
TheHij coefficient is a normed covariance, as the covariance between two items
i and j is divided by the maximum covariance given the marginal frequencies
of the two items; that is, Hij = covij/covmaxij . Given the assumptions of UD,
LI and M, the pairwise Hij coefficients are at least zero (Mokken, 1971, p.
149). This means that items which have positive covariances, so that Hij ≥ 0,
probably measure the same construct and can be clustered to form a scale.
The fit of an item j in a scale can be evaluated using the weighted sum of
the Hij ’s of item j with the other items. This weighted sum is called the
item coefficient Hj . Similarly, the homogeneity of a scale can be evaluated by
means of the scale coefficient H, which is a weighted sum of all pairwise Hij ’s
between the items in the scale.
The total score X+ on a homogenous scale can be used to order subjects
on the latent trait. However, some requirements with respect to the Hij , Hj
and H coefficients have to be fulfilled to use a set of items as a scale. First,
the bivariate coefficients have to be positive, Hij ≥ 0. This follows from UD,
LI and M (Mokken, 1971, p. 149). Second, the item coefficients have to be
higher than some user-defined constant, Hj ≥ c (Mokken, 1971, p. 153). This
implies that H ≥ c as well. The minimum value of c is 0.30 for a weak scale
(Mokken, 1971, p. 185). For a medium or a strong scale, the requirements are
c ≥ 0.40 and c ≥ 0.50, respectively.
The algorithm to construct unidimensional scales, as implemented in MSP5
for Windows (Molenaar & Sijtsma, 2000), uses a bottom-up search procedure.
Details can be found in Mokken (1971, pp. 191-194) and Sijtsma and Molenaar
(2002, Ch. 5). It starts with the item pair with the largest bivariateHij , which
is significantly larger than zero. It adds items one by one. The item which is
selected in each step is the item which would result in the highest H value of
the scale, when added to the scale. The item is only added to the scale if all
bivariate Hijs are significantly positive and all Hjs are at least c. If no further
items can be added to this first scale, the search procedure starts again on the
remaining items to form the next scale, if possible. This procedure is repeated
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until no further scales can be found. An extended search procedure then checks
whether items from a scale which is constructed early in the procedure, can
also be selected into a scale which is constructed afterwards. In this way, the
Mokken algorithm is designed to select unidimensional scales from an item
bank.
4.4 Detection using Discrete Latent Traits
Ordered latent class models (Croon, 1990, 1991; Van Onna, 2002) are proposed
as unidimensional NIRT models. In ordered latent class models, the latent
trait θ is assumed to be discrete. That is, the subjects can be divided into a
restricted number, say Q, of latent classes. In this case, assumption M means
that the response probability per item is non-decreasing in the latent class
number q, Pi(q) ≤ Pi(q + 1), q = 1, . . . , (Q − 1). The ordered latent class
approach can be generalized to more than one dimension. That is, multiple
ordered latent class dimensions, or an additional nominal latent class variable,
may influence the response probabilities as well. However, this is likely to
result in an abundance of parameters, since in the ordered latent class approach
the class-specific response probabilities and the class weights are parameters
to be estimated. The data are often too sparse to fit such a multidimensional
ordered latent class model.
Without losing much generality, an ordered latent class model with two
discrete latent variables θ1 and θ2, with q1 = 1, . . . , Q1 and q2 = 1, . . . , Q2
as indices, respectively, and binary (0, 1) items Xj , can be rewritten using
logits of the response probabilities Pj(θ1 = q1, θ2 = q2) and logits of the class
weights P (θ1 = q1, θ2 = q2). Then, two sets of parameters (Magidson &
Vermunt, 2001) can describe the probability structure:
ηj|q1q2 = log
(
Pj(θ1 = q1, θ2 = q2)
1− Pj(θ1 = q1, θ2 = q2)
)
= λXj + λ
Xθ1
jq1







P (θ1 = q1, θ2 = q2)
P (θ1 = Q1, θ2 = Q2)
)





The numbers of latent classes on each variable, Q1 and Q2, do not have to
be equal. Monotonicity of the response variable in the first latent dimen-
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sion means that ηj|q1q2 ≤ ηj|(q1+1)q2 and, similarly, monotonicity in the second
latent dimension means that ηj|q1q2 ≤ ηj|q1(q2+1). The two latent variables
function in a compensatory way if monotonicity occurs in both dimensions
and in Equation 4.1, the three-way parameter λXθ1θ2jq1q2 = 0. If, in addition, for
each item either λXθ1jq1 or λ
Xθ2
jq2
equals 0, simple structure occurs. A conjunc-
tive model is not easily described by means of restrictions on the parameters
of Equations 4.1 and 4.2, and will therefore not be discussed in the rest of
this paper. If θ1 is ordered and θ2 is nominal, an unobserved heterogeneity
model is obtained. Analogously to the definition of uniform differential item
functioning (uniform DIF) (Hanson, 1998), where the nominal variable is an
observed group variable instead of a latent group variable, uniform unobserved
heterogeneity occurs when the three-way parameters λXθ1θ2jq1q2 equal zero.
4.4.1 Latent class factor analysis
A latent class factor model (Vermunt &Magidson, 2000; Magidson & Vermunt,
2001) is a restricted multidimensional ordered latent class model. For two
latent factors, the two- and three-way parameters of Equation 4.1 are restricted
in the following way: the three-way parameters λXθ1θ2jq1q2 = 0, and the two-
way parameters are products of one parameter (β) per factor θd and a fixed





j · νq1 + βXθ2j · νq2 , (4.3)
where νqd = (qd− 1)/(Qd− 1). The two-way parameter of Equation 4.2 is also
restricted. It is either 0, in which case the factors are independent, or it is a
product of one parameter and two factor level scores, γθ1θ2q1q2 = β
θ1θ2 · νq1 · νq2 .
The program Latent gold (Vermunt & Magidson, 2000) can estimate la-
tent class factor models (Equations 4.2 and 4.3). It uses maximum likelihood
(ML) or posterior mode (PM) estimation. The implementation of priors (lead-
ing to PM estimates) helps to prevent boundary problems in the estimation,
such as response probabilities which equal zero or one. For latent and condi-
tional response probabilities a Dirichlet prior is added. The default parameter
values of the priors are low, such that the difference with ML estimation is
minimal.
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If a set of items forms a unidimensional scale, one latent dimension suffices
to describe the responses. That is, a 1-factor model should fit better than or
just as well as a 2-factor model, relatively to the number of fitted parameters.
Chi-squared or log-likelihood statistics are used in the program to evaluate
model fit. One of them, the likelihood-ratio chi-squared statistic L2, compares
the observed response vector frequencies nv (v = 1, . . . , 2J) with the frequen-
cies mˆv which are expected given the ML or PM estimates of the parameters,










This statistic has an asymptotic χ2 distribution, which can be used to decide
whether the model fits the data. However, the actual p-level may not equal
the reported asymptotic value in the case of a small sample and/or many
parameters.
Information criteria are used to compare models with respect to their fit.
Based on L2, the sample size N , and the number of degrees of freedom of
the fitted model, denoted df , the Bayesian Information Criterium (BIC), the
Akaike Information Criterium (AIC), and the Consistent Akaike Information
Criterium (CAIC) are computed:
BIC = L2 − log(N)df,
AIC = L2 − 2df,
and
CAIC = L2 − [log(N) + 1]df.
Another formulation of these information criteria is possible, by using the
maximum of the log-likelihood and the number of parameters of the fitted
model, instead of L2 and df . The difference with the formulation above then
is a function of the observed frequencies, and for a given sample it can be
considered to be a constant. The interest is not in the criterion values itself,
but in the differences between them when several models are fitted.
When several models are fitted to the same sample, for example, a 1-factor
and a 2-factor latent class factor model, the model with the lowest criterion
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value fits the best to the sample. Let BIC1 denote the value of the BIC of the
1-factor latent class factor model, and BIC2 the value of the 2-factor latent
class factor model. The difference variable
dBIC = BIC1 −BIC2,
has a negative value if the unidimensional 1-factor model fits best relatively
to the number of degrees of freedom. If, for a particular sample, dBIC is pos-
itive, it can be concluded that multidimensionality holds. Similarly, difference
variables dAIC and dCAIC are based on the AIC and CAIC, respectively.
These differences will be used in the simulation study (Section 4.5) as multi-
dimensionality detection indices.
4.4.2 Ordered latent class analysis
The parameters to be estimated in an ordered latent class model are the class
specific response probabilities, pijhq = P (Xj = h|θ = q), and the class weights,
ωq = P (θ = q). Given the estimates of a unidimensional ordered latent class
model (Croon, 1990, 1991; Van Onna, 2002), predictions can be made with
respect to the frequencies of certain responses, or combinations of responses.
If these predictions lie far from the observed frequencies, the unidimensional
ordered latent class model does not fit the data (see e.g., Van Onna, 2003).
Several statistics have been designed using different combinations of responses.
The likelihood ratio statistic L2 (Equation 4.4), for example, compares the
observed frequencies of entire response vectors, nv, to the expected frequencies
given a point estimate of the model parameters, mˆv. Similarly, the pseudo
likelihood ratio statistic PLR (Hoijtink, 1998; Van Onna, 2002) compares the
observed response frequencies on pairs of items, nghij = N(Xi = g,Xj = h), to














Its bivariate focus can be compared to scale coefficient H, which is a function
of the observed frequencies of pairs of items, and the expected frequencies
given independence between items (see also Van Onna, 2004). The advantage
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of using only the bivariate aspects of response vectors (and not higher-order
frequencies) is that the statistic is less susceptible to low expected frequency
instability due to a small sample size.
Given a statistic which is based on a point estimate of the parameters,
asymptotic theory or a bootstrap procedure may provide the associated p-
value. When using Bayesian estimation methods, the posterior distribution of
the parameters is estimated instead of a point estimate. The fit of a model
then can be assessed by posterior predictive checks (Gelman et al., 1995, pp.
167-174). Statistics like L2 or PLR can be used to perform these checks,
this time resulting in posterior predictive p-values, also denoted as Bayesian
p-values (PB). The exact computation of PB in the context of ordered latent
class models is explained in Van Onna (2002). If the values of PB are close
to 0, it can be concluded that the model does not fit. If the values of PB are
close to 1, the data fit the model much better than expected, which is also a
reason to reconsider the model.
If the data are generated by a multidimensional model, a unidimensional
ordered latent class model is assumed to describe the data inappropriately.
That is, the predicted response frequencies given the estimates of the unidi-
mensional ordered latent class model are assumed to deviate from the observed
response frequencies, resulting in extreme PB values.
4.5 Simulation study
A simulation study was done to evaluate the dimensionality detection methods
and to assess the impact of ignoring multidimensionality on person ordering.
The detection methods were detect, Mokken scale analysis, latent class factor
analysis using Latent gold, and ordered latent class analysis.
4.5.1 Data
The data were either generated by means of an ordered latent class (OLC)
model, to simulate nonparametric IRT models, or a Rasch model. Compared
to ordered latent class models the Rasch model is at the other extreme, consid-
ering its strict parametric restrictions on the IRFs. If the detection methods
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function for both extremes in the same way, a generalization to all kinds of
IRT data becomes more plausible. The ordered latent class models used to
generate samples were of three main types. First, unidimensional data sets
(UD) were generated. Second, unobserved heterogeneity (UH) data sets were
generated by introducing a second nominal latent variable. Finally, multiple
trait (MT) data sets were generated by means of two compensatory latent
dimensions. Parameters as in Equations 4.1 and 4.2 were chosen in such a
way that the marginal and conditional response probabilities of each ordered
latent class model had plausible values. The Rasch model was used to gen-
erate unidimensional data, and to create simple structure samples. In total
16 design cells were defined (Tables 4.1, 4.2, and 4.4) and in each of them, 20
samples were generated.
The UD OLC samples were generated using five ordered latent classes.
Van Onna (2003) showed that five latent classes were usually enough to ap-
proximate a continuous latent trait. The number of items was either 10 or 20.
The number of cases was either 400 or 2000, which are usual sample sizes in
NIRT analysis of real data sets. This resulted in the first four design cells of
Table 4.1. The ten items were designed by means of a loglinear model in such
a way that the response probability in the lowest latent class was between .01
and .35 and in the highest latent class between .70 and .99 (Figure 4.1). In the
20-item cells, each item was used twice. The cases were not evenly distributed
over the five latent classes. More cases were in the middle categories (marginal
probabilities of .195, .29, and .195) than in the extreme categories (marginal
probabilities of .16 each). This choice seemed more similar to realistic data
frequencies than marginal probabilities which are all equal. All samples had
good scalability characteristics; Cronbach’s alpha equaled 0.83 in the 10-item
cells and 0.91 in the 20-item cells, and Mokken H-values were approximately
0.50 in each of the four design cells (see also Table 4.4).
The unobserved heterogeneity (UH) design cells used the 10 item response
curves of the unidimensional ordered latent class design cells. The five latent
classes on the first dimension had the same marginal probabilities as in the
unidimensional cells. A second independent grouping dimension was added,
with two categories, causing uniform unobserved heterogeneity on the first
70 Chapter 4
Table 4.1: Design Cells of the Simulation Study, and detect Results
Type k N Dmax Dref nud
UD
OLC 10 2000 [0.13 ; 0.23] [-0.09 ; 0.14] 20
OLC 10 400 [0.23 ; 0.48] [-0.23 ; 0.31] 19
OLC 20 2000 [0.12 ; 0.15] [-0.04 ; 0.08] 20
OLC 20 400 [0.22 ; 0.32] [-0.13 ; 0.12] 20
Rasch 10 2000 [0.10 ; 0.18] [-0.10 ; 0.12] 19
Rasch 10 400 [0.21 ; 0.57] [-0.24 ; 0.27] 20
UH
OLC (.50,.50) 10 (1,9) 2000 [0.12 ; 0.22] [-0.10 ; 0.22] 19
OLC (.50,.50) 10 (1,9) 400 [0.29 ; 0.57] [-0.11 ; 0.54] 18
OLC (.85,.15) 10 (1,9) 2000 [0.11 ; 0.22] [-0.10 ; 0.19] 18
OLC (.85,.15) 10 (1,9) 400 [0.26 ; 0.51] [-0.24 ; 0.61] 18
MT
OLC-comp 10 2000 [0.13 ; 0.19] [-0.13 ; 0.13] 19
OLC-comp 10 400 [0.24 ; 0.40] [-0.23 ; 0.26] 20
OLC-SS 20 (10,10) 2000 [3.40 ; 4.06] [3.33 ; 4.12] 0
OLC-SS 20 (10,10) 400 [3.40 ; 4.79] [3.46 ; 5.16] 0
Rasch-SS 20 (10,10) 2000 [3.76 ; 4.37] [3.72 ; 4.41] 0
Rasch-SS 20 (10,10) 400 [3.66 ; 4.92] [3.71 ; 5.65] 0
Note. Ranges of the 20 sample values of Dmax and Dref in each design
cell and the numbers of samples nud for which unidimensionality can be
inferred.

































































































































Figure 4.1: Item response functions used in the simulation study. On the



































Figure 4.1 cnt. Item response functions used in the simulation study. On
the horizontal axis the latent class number q is indicated, on the vertical
axis the response probability
item. The first group had lower response probabilities than the second group.
The unobserved heterogeneity affected only one item, but the difference in
response probabilities between the groups was large. The item response curves
of the first item are displayed in Figure 4.2. The distribution of the cases over
the latent group categories of the nominal latent variable was either (.50, .50)
or (.85, .15). The sample size was again either 400 or 2000. Combinations of
these options resulted in four design cells. Cronbach’s alpha and Mokken’s H
had similar values (approximately 0.83 and 0.50, respectively) as in the UD
cells with 10 items (Table 4.4).
The multiple traits ordered latent class (MT OLC) design cells were re-
stricted to two uncorrelated dimensions, each with five latent classes. The
marginal latent class probabilities (Equation 4.2) were determined by using
the loglinear parameters of the unidimensional cells twice (for both dimen-
sions), without an interaction term. The extreme latent classes were less
frequent than the center latent classes (Figure 4.3). Two multiple traits mod-
els were used to generate the dichotomous data for the compensatory model
(comp) and the simple structure model (SS). In the simple structure cells, the
10 items of the unidimensionality design cells were used twice, once on the
θ1-dimension, and once on the θ2-dimension. No three-way interaction term
was included. In the compensatory cells, 10 items (Figure 4.4) were generated




of Equation 4.1. Again no three-way interaction term was used.



















Figure 4.2: Item 1 displaying unobserved heterogeneity
Both the compensatory model and the simple structure model were generated
with either N = 400 or N = 2000. This resulted in another four design cells.
The values of Cronbach’s alpha and Mokken’s H were approximately 0.86
and 0.56, respectively, in the MT-comp cells. This is larger than in the UD
OLC cells with 10 items. In the simple structure cells, Cronbach’s alpha was
approximately 0.79 and Mokken’s H was approximately 0.23, which is much
lower than the values in the UD cells with 20 items.
The data which were generated by means of the Rasch model were either
unidimensional or two-dimensional (simple structure). The continuous latent
trait distribution was taken to be normal. The ten item difficulties were chosen
such that the expected proportion of positive responses to the items equaled
.20, .30, .40, .45, .50 (twice), .55, .60, .70, and .80. In the simple structure
cells, two person parameters which did not correlate, were drawn per case. The
10 unidimensional IRFs were applied to each of the two person parameters,
resulting in 20 item scores per case. Both the unidimensional model and the
simple structure model were used to generate samples of 400 and 2000 cases,
resulting in four design cells. The values of Cronbach’s alpha and Mokken’s
H were slightly higher in the UD Rasch cells (approximately 0.84 and 0.52,
respectively) than in the UD OLC cells. Cronbach’s alpha equaled approxi-




















Figure 4.3: Latent class weights in the multiple traits design cells
cells. These are almost the same values as in the MT-SS OLC cells.
4.5.2 Multidimensionality detection results
DETECT results
The program detect (Zhang & Stout, 1998) was run on all samples. The
default settings were used, except for the minimum number of examinees per
restscore group, which was set at 10 instead of the default of 20 in order
to avoid deleting a large number of small restscore groups (Zhang & Stout,
1998). The range of the maximal detect index, Dmax, of the 20 (complete)
samples per design cell is given in Table 4.1. detect was designed to detect
approximate simple structure in samples and in that respect it functioned well.
The largest values of Dmax were indeed found for two clusters of items, for all
samples in the simple structure design cells. Also, unidimensionality could be
inferred in the unidimensionality cells with N = 2000, since the value of Dmax
was always smaller than .23. This result was less clear in the unidimensionality
cells with N = 400, where .21 ≤ Dmax ≤ .57.
For all non-SS data sets, Dmax never exceeded 1. That is, in none of
the other cells, it could be concluded that multidimensionality in the sense of

















































































































































































Figure 4.4: Item response functions used in the compensatory multiple
traits design cells. On the horizontal axis the latent class number q is














































Figure 4.4 cnt. Item response functions used in the compensatory multiple
traits design cells. On the horizontal axis the latent class number q is
indicated, on the vertical axis the response probability
simple structure held. This corresponded to the fact that none of the other
samples was generated under a simple structure model. However, Dmax was
at most .22 in the large sample (N = 2000) unobserved heterogeneity (UH)
cells and it was at most .19 in the large sample (N = 2000) compensatory
(MT-comp) cells. That is, unidimensionality was inferred incorrectly in those
cases, and the multidimensionality could not be detected.
The cross-validation which Zhang and Stout (1999b) suggest, showed val-
ues of Dref which were large in the SS cells (Dref > 3), correctly leading to
the conclusion of multidimensionality. In all other cells, the values of Dref var-
ied, sometimes widely, around zero. In combination with Zhang and Stout’s
(1999b) rule that unidimensionality holds if [Dfh − Dref ]/Dref > 0.5, uni-
dimensionality was inferred for most samples in the non-SS cells (Table 4.1).
That is, the multidimensionality of the UH and MT-comp samples was usually
not detected using this cross-validation.
Mokken scale analysis results
The program MSP5 for Windows (Molenaar & Sijtsma, 2000) was run on all
samples, using the extended search algorithm, with all default settings. The
items of all samples which were simulated under a simple structure model,
were correctly assigned to two scales. That is, simple structure was detected
correctly. In all other design cells, the search algorithm indicated only one
scale, consisting of all items in the test, for each of the 20 replications. The
same results were found when the minimum value of Hj to include an item
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in scale was set at 0.40. This is somewhat stricter than the default value of
0.30, and results in medium scales instead of weak scales. In the UD cells,
this result corresponded to the generating model. However, in the unobserved
heterogeneity (UH) and compensatory (MT-comp) cells, this result would lead
to the incorrect inference of UD.
These results were not surprising, considering the scale H values of the
samples. As was seen in the description of the data (see also Table 4.4), the
scale H of the SS samples was smaller than 0.30, indicating that the set of
items did not form a homogenous scale. The UD, UH, and MT-comp samples
had H values of approximately .49 or higher. Given such high scale values, it
is unlikely that one of the other scale requirements (Hij ≥ 0, Hj ≥ c), is not
met.
Latent class factor analysis results
The program Latent gold (Vermunt & Magidson, 2000) was used to estimate
two models per sample: a 1-factor latent class factor model and a 2-factor
latent class factor model. Each latent factor consisted of five ordered latent
classes. That is, the 2-factor model encompassed 5× 5 = 25 latent classes. In
the 2-factor model no interaction term was included for the two factors.
The information criteria results are displayed in Table 4.2. In the SS cells,
all differences in information criteria were positive, correctly indicating that a
2-factor model fitted better than a 1-factor model. In the other design cells,
the dBIC and dCAIC were always negative, indicating UD. This was correct
in the UD cells, but incorrect when the data were generated with a UH or MT-
comp model. Note that dBIC and dCAIC differed only by a constant within
each design cell. This constant equaled the difference in degrees of freedom
between the 1-factor model and the 2-factor model, which was 14 in the case
of 10 items, and 24 in the case of 20 items: that is, 1 additional parameter for
each item and 5-1=4 additional parameters for the class weights on the second
factor.
For the non-SS cells, dAIC was positive for some samples and negative
for other samples within the same design cell, which means that the results
were inconclusive. The only exception was the UD-OLC cell with 20 items
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Table 4.2: Results of the Latent Class Factor Analysis in each Design Cell
Type k N dBIC dAIC dCAIC
UD
OLC 10 2000 [-88 ; -49] [-10 ; 29] [-102 ; -63]
OLC 10 400 [-72 ; -50] [-16 ; 6] [-86 ; -64]
OLC 20 2000 [-125 ; -65] [10 ; 70] [-149 ; -89]
OLC 20 400 [-115 ; -82] [-19 ; 14] [-139 ; -106]
Rasch 10 2000 [-93 ; -68] [-14 ; 10] [-107 ; -82]
Rasch 10 400 [-72 ; -49] [-16 ; 7] [-86 ; -63]
UH
OLC (.50,.50) 10 (1,9) 2000 [-87 ; -45] [-9 ; 33] [-101 ; -59]
OLC (.50,.50) 10 (1,9) 400 [-76 ; -48] [-20 ; 8] [-90 ; -62]
OLC (.85,.15) 10 (1,9) 2000 [-83 ; -57] [-5 ; 21] [-97 ; -71]
OLC (.85,.15) 10 (1,9) 400 [-69 ; -44] [-14 ; 12] [-83 ; -58]
MT
OLC-comp 10 2000 [-92 ; -71] [-14 ; 8] [-106 ; -85]
OLC-comp 10 400 [-67 ; -52] [-11 ; 4] [-81 ; -66]
OLC-SS 20 (10,10) 2000 [4105 ; 4490] [4240 ; 4624] [4081 ; 4466]
OLC-SS 20 (10,10) 400 [602 ; 825] [698 ; 921] [578 ; 801]
Rasch-SS 20 (10,10) 2000 [4429 ; 4769] [4563 ; 4903] [4405 ; 4745]
Rasch-SS 20 (10,10) 400 [635 ; 905] [730 ; 1001] [611 ; 881]
Note. Ranges of the 20 values of the difference in BIC, AIC, and CAIC
between a 1-factor model and a 2-factor model.
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and N = 2000, where dAIC was positive for all samples, indicating wrongly
that a 2-factor model was more appropriate.
Ordered latent class analysis results
A unidimensional ordered latent class model with five latent classes was fitted
to all samples of the simulation design. The Bayesian estimation was done
by means of the Gibbs sampler (Van Onna, 2002). The Gibbs sampler ran
for 5000 iterations, after a burn-in period of 100 iterations. To avoid highly
correlated draws, only every fifth iteration of the Gibbs sampler was used. This
resulted in 1000 draws from the posterior distribution. Posterior predictive
checks were performed using these 1000 draws. Two posterior checks were
performed for each sample, one based on L2 and one based on PLR.
The results are displayed in Table 4.3. The posterior predictive checks
were considered to indicate misfit of the unidimensional ordered latent class
model when either PB < .025 or PB > .975. Misfit was indicated in all SS
cells by the check based on the PLR-statistic. For 18 or 19 out of the 20
large SS samples, the check based on L2 indicated misfit. It failed to indicate
misfit for the small SS samples, which was probably due to the sparseness of
the data (N=400), relatively to the numerous possible (220) response vectors.
The posterior predictive check based on PLR did not indicate misfit in any
of the other samples, which was correct for the UD cells, but wrong for the
UH and MT-comp cells. The posterior predictive check based on L2 also did
not indicate misfit for the majority of the non-SS samples. The only misfit
indication (PB = .023) can be considered to be a Type I-error.
4.5.3 Robustness of ordering results
Just as in classical test theory, in NIRT the total score X+ is used to order
subjects with respect to the latent trait. The association between the latent
trait value and the total score is evaluated here by means of two coefficients:
Spearman’s ρ and Kendall’s τ .
In ordered latent class models, the latent trait score is an ordinal variable.
Therefore, a correlation coefficient based on rank orders is more appropriate
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Table 4.3: Results of the Ordered Latent Class Analysis in each Design Cell
Type k N PB(L2) PB(PLR)
UD
OLC 10 2000 .60 0 .49 0
OLC 10 400 .64 0 .47 0
OLC 20 2000 .57 0 .47 0
OLC 20 400 .67 0 .46 0
Rasch 10 2000 .52 0 .49 0
Rasch 10 400 .61 0 .44 0
UH
OLC (.50,.50) 10 (1,9) 2000 .52 1 .49 0
OLC (.50,.50) 10 (1,9) 400 .63 0 .45 0
OLC (.85,.15) 10 (1,9) 2000 .62 0 .50 0
OLC (.85,.15) 10 (1,9) 400 .65 0 .47 0
MT
OLC-comp 10 2000 .42 0 .47 0
OLC-comp 10 400 .51 0 .43 0
OLC-SS 20 (10,10) 2000 .01 19 .00 20
OLC-SS 20 (10,10) 400 .37 0 .00 20
Rasch-SS 20 (10,10) 2000 .01 18 .00 20
Rasch-SS 20 (10,10) 400 .27 0 .00 20
Note. Averages over 20 replications of the Bayesian p-values, and number
of times that either PB < .025 or PB > .975.
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than, for example, Pearson’s r which requires variables at interval level. Spear-
man’s ρ is the correlation between two rank ordered variables. The full range
of values is from -1 to 1.
Kendall’s τ also indicates the amount and the direction of the association
between two ordinal variables. It is a function of pairs of observations. Con-
sider two subjects A and B, and two variables X and Y . If XA < XB and
YA < YB then the pair {A,B} is concordant, indicating a positive relation be-
tween X and Y . Likewise, A and B are concordant if XA > XB and YA > YB.
A discordant pair has XB > XA and YB < YA, or XB < XA and YB > YA,
indicating a negative association between X and Y . Ties are pairs with either
XA = XB, or YA = YB. Kendall’s τ is a function of the number of concordant
and discordant pairs, and corrects for ties. Ties with both XA = XB and
YA = YB are not taken into account. Since the emphasis is on the ordering of
pairs of observations, and not only on the frequencies in the diagonal cells of
the cross table, the measure can be computed both for square tables (τb) and
for non-square tables (τc). The maximum value of 1 is attained only for square
tables when all pairs are concordant, that is, when all observations are on the
diagonal of the square cross table. The minimum value of -1 similarly exists
only for square tables when all pairs are discordant. A value of 0 indicates a
lack of association between the two variables.
Both coefficients ρ and τ were computed between X+ and the latent trait
value for all samples in the simulation study (Table 4.4). In the design cells
where the samples were generated with an ordered latent class model, the
total score X+ was correlated with the generating class rank number. If the
generating model was not unidimensional, the class membership on the first
ordinal latent dimension was used. In the design cells where the samples were
generated with the Rasch model, that is, with a continuous latent trait, the
latent trait value (on the first dimension) was correlated with the total score
X+.
In the unidimensionality samples, ρ ≥ .90 and τ ≥ .81. In Figure 4.5, a vi-
sual impression is given of the variability of X+ within the latent classes on the
first dimension θ1. Similar association values were found for the samples with
unobserved heterogeneity. This indicates that the difference on the first item
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between the two latent groups was not large enough to disturb the ordering of
subjects on X+. The squared value of the rank order correlation between the
latent trait value and the total test score almost equaled reliability coefficient
Cronbach’s α, which corresponds to the predictions of classical test theory. In
the compensatory two-dimensional samples, the association between X+ and
the first latent trait values dropped on average to ρ = .76 and τ = .66 (see also
Figure 4.5). This decrease was much larger than the expected values based
on the values of Cronbach’s α, which were approximately equal to the values
in the UD cells. In the simple structure samples, ρ and τ were even lower.
That is, if multidimensionality is not noticed in the case of multiple traits,
the ordering on X+ is much worse than one would expect, if the researcher
expects to measure θ1, and not the composite θTT .
In the case of multidimensionality, one might be interested in the ordering
of subjects on the overall ΘTT , in addition to an ordering on each of the
latent traits θd. For example, a teacher may want to know a general ordering
of his or her pupils on a school ability test, which is composed of several
parts on various topics. Especially if the correlation between the component
unidimensional abilities is positive, the ordering on the overall ΘTT may be a
useful general summary. The ordering on the overall ΘTT is also used in the
conditional covariance approach, where X+ is used as the ordinal estimate of
ΘTT .
In the MT cells of the simulation study design, ΘTT was taken to be the
sum of the two latent variable values. In the MT Rasch cells, this was a sum
of two normal variables, whereas the sum of two ordinal variables (classes
1 to 5) was taken in the MT OLC cells. In the UH cells, this addition of
latent trait values made no sense, since the latent group membership had
nominal measurement level. In the last columns of Table 4.4, the association
between X+ and ΘTT is reported by means of Spearman’s ρ and Kendall’s
τ . The values in the MT-comp cells (10 items) were only slightly lower than
in the case of unidimensionality. That is, ρ(X+,ΘTT ) averaged 0.92, and
τ(X+,ΘTT ) averaged 0.81. In the case of simple structure (20 items), the
values of ρ(X+,ΘTT ) and τ(X+,ΘTT ) were approximately 0.05 to 0.15 lower
than the association between the total score on 20 items of a unidimensional
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Table 4.4: Average Scale Values and Ranges of Ordering Coefficients in
each Design Cell
Type k N H α ρ(X+, θ1) τ(X+, θ1) ρ(X+,ΘTT ) τ(X+,ΘTT )
UD
OLC 10 2000 .50 .83 [.91,.93] [.86,.88]
OLC 10 400 .50 .83 [.91,.93] [.85,.89]
OLC 20 2000 .50 .91 [.95,.96] [.94,.95]
OLC 20 400 .48 .91 [.94,.96] [.92,.96]
Rasch 10 2000 .53 .85 [.92,.93] [.81,.83]
Rasch 10 400 .52 .84 [.90,.94] [.80,.85]
UH
OLC (.50,.50) 10 (1,9) 2000 .49 .83 [.91,.92] [.86,.88]
OLC (.50,.50) 10 (1,9) 400 .50 .83 [.91,.93] [.85,.89]
OLC (.85,.15) 10 (1,9) 2000 .49 .83 [.91,.92] [.86,.88]
OLC (.85,.15) 10 (1,9) 400 .49 .83 [.90,.93] [.84,.88]
MT
OLC-comp 10 2000 .56 .86 [.74,.77] [.65,.68] [.92,.93] [.81,.82]
OLC-comp 10 400 .57 .87 [.73,.81] [.63,.72] [.91,.93] [.80,.83]
OLC-SS 20 (10,10) 2000 .23 .79 [.62,.67] [.52,.57] [.91,.92] [.80,.82]
OLC-SS 20 (10,10) 400 .23 .79 [.60,.70] [.50,.60] [.90,.92] [.78,.83]
Rasch-SS 20 (10,10) 2000 .24 .80 [.63,.67] [.46,.50] [.90,.91] [.76,.77]
Rasch-SS 20 (10,10) 400 .24 .80 [.57,.67] [.42,.50] [.89,.93] [.75,.80]
Note. Average value of H and α, and ranges of ρ and τ , of the 20 sample
values in each design cell.
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Figure 4.5: Scatter plots of the total score versus the latent class dimension
θ1 in a UD (top), and a UH (bottom) sample
Note. Each petal of the sunflowers represents five cases.
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Figure 4.5 cnt. Scatter plots of the total score versus the latent class di-
mension θ1 in a MT-comp sample
Note. Each petal of the sunflowers represents five cases.
scale and the latent trait value, as in the UD lines with k = 20 of Table
4.4 (on average ρ(X+, θ1) equaled 0.95 and τ(X+, θ1) equaled 0.94). Again,
the squared values of ρ(X+,ΘTT ) were quite close to the (lower) values of
Cronbach’s α, and this was found in all MT-cells. That is, the reliability
coefficient α measures the association between the overall ΘTT and the total
score X+, in the case of multidimensionality. The same can be concluded
when viewing Figure 4.6, where the total score values are plotted against θ1
and against ΘTT , for a Rasch-SS sample.
4.6 Discussion
A strong agreement was observed between the four NIRT methods used to
detect multidimensionality in a set of items. In the samples which were gen-
erated under a simple structure model with two latent traits, detect and
the Mokken scale procedure formed two clusters of items, the information
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Figure 4.6: Scatter plots of the total score versus θ1 and versus ΘTT for a
Rasch-SS sample
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criteria BIC and CAIC indicated that a 2-factor latent class factor model
fitted better than a 1-factor model, and the posterior predictive check based
on PLR indicated misfit of the unidimensional ordered latent class model.
So these methods detected multidimensionality correctly in the case of sim-
ple structure. In the case of unidimensionality, unobserved heterogeneity or
compensatory latent traits, the conditional covariance based D(P ) values in
the detect program were close to zero, the Mokken scale procedure clustered
all items in one scale, the BIC and the CAIC were smaller for the 1-factor
latent class factor model, and the Bayesian p-value based on PLR was not
extreme. So based on these methods, it was concluded that unidimensionality
held for the non-SS samples. This was correct when the generating model was
unidimensional. However, unobserved heterogeneity and compensatory latent
traits were not detected. The information criterium AIC results were not
always conclusive, or incorrectly detected multidimensionality when the data
were generated by a unidimensional model. The posterior predictive check
based on L2 did not reject the unidimensional model for small SS samples,
which made it less useful than the posterior predictive check based on PLR.
The impact of multidimensionality on the association between the ordering
on the total score X+ and the ordering on the target latent trait was investi-
gated as well. The target latent trait can be either one of the multiple latent
traits, denoted θ1, or the overall theta, ΘTT (which equaled θ1 in the case of
unidimensionality). The association between X+ and θ1 was not influenced by
unobserved heterogeneity on only one of the ten items, in comparison to the
values under unidimensionality. This makes the failure of detection of unob-
served heterogeneity less important. The UH ordering results imply that DIF
of one item in a scale with nine other items which are in accordance with the
NIRT assumptions, does not deteriorate the ordering properties of the scale.
However, after the addition of a second (ordinal or metrical) latent trait,
as in the case of compensatory multiple latent traits or simple structure, the
association decreased. The failure of detection of compensatory multiple la-
tent traits may therefore imply a serious overestimation of the usefulness of
X+ for ordering on the first latent trait. However, the negative influence of
multidimensionality on the ordering on the overall ΘTT was absent or only
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limited. Cronbach’s α was a good indicator of the association between X+
and ΘTT .
The design of the study involved 20 replications per cell. Given the consis-
tent results per cell, this number appeared to be sufficient. The three detection
methods, detect, Mokken scale analysis, and latent class factor analysis gave
similar results. However, in the case of simple structure, Van Abswoude et al.
(in press) found that the detect and the Mokken scale procedures may find
different clusters of items if the numbers of items which load on each dimension
differ, if the discrimination of the items varies, or if the correlation between
the latent traits is greater than zero. This was not the case in this simulation
study, since 10 similar items loaded on each of two independent dimensions.
The non-detection of compensatory multiple traits could be due to the
fact that both latent traits had exactly the same amount of influence on the
responses. This equal influence could have barred the distinction between
the two dimensions. The effect of unobserved heterogeneity would have been
observed, maybe, if more items than 1 out of 10 had been involved. Kok
(1988) compared the effect of a second latent dimension on only one item to
the uniqueness of an item in factor analysis, and he concluded that this is not
a case of multidimensionality. However, in this study multidimensionality was
not detected as well at the other extreme, which is compensatory latent traits
where all items were influenced by both dimensions. The difference between
the two extremes was that when only one item was affected, the impact on the
correct ordering of subjects was only minimal, whereas the impact was larger
in the case of two compensatory traits.
This study showed that multidimensionality detection methods based on
NIRT function well in the case of simple structure. The two other types of
multidimensionality (compensatory latent traits and unobserved heterogene-
ity) are harder to detect, even if they impair the ordering of subjects. Para-
metric multidimensionality tests require stricter assumptions on the shape of
the IRFs. These additional requirements may result in more sensitive detec-
tion methods of compensatory latent traits or unobserved heterogeneity. In
the case of simple structure, however, these additional requirements are not
necessary.
Chapter 5




Coefficient H is used as an index of scalability in nonparametric item response
theory (NIRT). It indicates the degree to which a set of items rank orders
subjects. Theoretical sampling distributions, however, have only been derived
asymptotically and only under restrictive conditions. Bootstrap methods offer
an alternative possibility to estimate the variance of H. Ordered latent class
models allow a parameterization of NIRT models. The distribution of H given
the estimates of such a model also gives an impression of the stability of H.
The distributions estimated under each of the methods are compared to the
sampling distribution and to each other, under several conditions.
Keywords Nonparametric Item Response Theory; Loevinger’s H; Asymp-
totic Variance; Bootstrap; Plug-in Distributions; Posterior Predictive Distri-
butions




Responses to items may be explained by non-observable abilities or latent
traits of a respondent. The relations between items and latent traits are the
focus of item response theory (IRT). The probability of responding positively
to a dichotomous item as a function of the latent trait θ, is called the item
response function (IRF). If an item has m + 1 > 2 ordered response options,
scored 0, . . . ,m, then m item step response functions (ISRFs) reflect the re-
lation between the response probabilities and the latent trait. A cumulative
ISRF is defined as the probability of at least responding in a certain response
category, given the latent trait; that is, P (X ≥ k|θ) for k = 1, . . . ,m. Nonpara-
metric IRT models do not restrict item (step) response functions to specific
parametric shapes, such as the logistic function or the normal ogive func-
tion. Instead, they are based on order restrictions, like monotonicity or uni-
modality. A general nonparametric model for increasing ISRFs is the Mokken
model (Mokken, 1971; Molenaar & Sijtsma, 2000; Sijtsma & Molenaar, 2002).
It only uses the assumptions of unidimensionality, local independence, and
monotonicity of the ISRFs. In the case of polytomous items, it is also called
the nonparametric graded response model (np-GRM) (Hemker et al., 1997).
The assumption of unidimensionality (UD) states that only one examinee
parameter is needed to explain the responses of the examinees. Local inde-
pendence (LI) (Lord & Novick, 1968, p. 361), which is closely related to UD,
states that responses on all items are conditionally independent given a latent
trait value. Monotonicity (M) states that each ISRF is non-decreasing, that
is, P (X ≥ k|θ) is a weakly increasing function of θ. Holland and Rosenbaum
(1986) discuss the positive covariance between the items that follows from
these three assumptions.
The advantage of order-restricted ISRFs in nonparametric IRT (NIRT) is
that they are less often rejected by real data than more restrictive parametric
choices of ISRFs. Especially when the possible number of items is limited, a
liberal inclusion of items promotes the length, and thus usually the reliability,
of a scale. This might be the case in attitude measurement, where an opinion
can be only be rephrased in a limited number of ways. The disadvantage of
NIRT is that person parameter estimation at the interval level is not possible.
Sampling Distribution of H 91
This is not a major problem when using dichotomous items in a complete
design, because Grayson (1988) showed that monotone likelihood ratio of the
unweighted sum score X+ in θ holds for all scales with dichotomous items.
Hemker et al. (1997) noted that this implies stochastic ordering of the latent
trait in the total score (SOL-X+), which means that an ordering onX+ implies
an ordering with respect to θ, except for measurement error. SOL-X+ does
not always hold for the polytomous np-GRM models (Hemker et al., 1997).
However, Sijtsma and Van der Ark (2001) conclude after a study of the re-
lated concept OEL (ordering of the expected latent trait) that in practice the
ordering by means of X+ is reasonably robust against failure of SOL-X+ or
OEL.
In Mokken scale analysis, a central statistic is Loevinger’s (1948) H, which
is a general scaling indicator for a set of items. The higher the value of H,
the smaller the amount of measurement error when subjects are ordered by
means of X+. Coefficient H can also be computed at the item level, to eval-
uate single items. The expected stability of these coefficients over repeated
samples can not easily be evaluated in a nonparametric context. Only asymp-
totic distribution results for coefficient H have been derived by Mokken (1971,
p. 166). In Section 5.2, H and its asymptotic variance are discussed in more
detail. The asymptotic results depend on the assumption that the item dif-
ficulty order is fixed. However, if two items are (almost) equally difficult in
the population, then the difficulty order of the two items may reverse in re-
peated samples. The smaller the sample size, the more likely it is that the
sample order is reversed, even if the difference in the population difficulties of
the items is relatively large. Another problem with the asymptotic variance is
that no guidelines with respect to sample size are given, so that it is unknown
for which sample sizes the asymptotic conditions are well approximated. That
is, the stability of H is uncertain for a limited sample size, and a small sample
size occurs often in practice. The first research question of this paper therefore
is whether the approximation of the asymptotic variance of H is adequate for
two sample sizes, N = 200 or N = 2000, which span the range of most sample
sizes in practice. The adequacy of the approximation is investigated in several
simulation studies (Section 5.6).
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Alternative methods to get an impression of the stability of H in repeated
samples are the naive bootstrap method, plug-in distributions and posterior
predictive distributions (see below for an explanation). The second issue in-
vestigated here is the mutual comparison of the estimates of the sampling
distribution of H generated with each of these methods and the comparison
of each method to the asymptotic variance. In Section 5.5, the methods will
be discussed in detail. The plug-in method is also known as the parametric
bootstrap. It requires the fitting of a model, just as the posterior predictive
method. In this paper, ordered latent class models are fitted. An ordered
latent class approach (Croon, 1991; Van Onna, 2002), in which a number of
ordered latent classes is used instead of a continuous latent trait, allows a
semi-parameterization of the ISRFs without imposing parametric restrictions.
It has estimable parameters and it is close to the NIRT model. An ordered la-
tent class approach is a simplification of the latent trait approach as it results
in a coarse partial ordering of the respondents, whereas the unweighted sum
score X+ results in a more refined partial ordering in NIRT.
A drawback of ordered latent class models is the abundance of parameters,
which easily leads to sparse data problems in formal model testing. Despite its
disadvantages, the semi-parameterization of the ISRFs by means of ordered la-
tent class models allows the derivation of plug-in distributions and of posterior
predictive distributions of statistics of interest, like H, under the assumptions
of an NIRT model, but without restrictive parametric assumptions.
After presenting the definition of H and its use in Mokken scale analy-
sis in the next section, the notion of the stability of H in terms of repeated
sampling is presented in Section 5.3. This is followed by an introduction to
ordered latent class models (Section 5.4). The alternative methods to obtain
an impression of the stability of H by coverage intervals, and their implemen-
tation, are presented in Section 5.5. The results of the simulation studies,
described in Section 5.6, are presented in Section 5.7, which is followed by a
discussion.
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5.2 Coefficient H
Central in Mokken scale analysis is coefficient H (Loevinger, 1948). For all
pairs of items, it compares the observed numbers of Guttman errors and the
expected numbers under the null model of marginally independent items. A
Guttman error is made when an examinee responds positively to a ‘difficult’
item and negatively to an ‘easier’ item. In this section, only the computation
of H for dichotomous items will be presented. The extension to polytomous
items is based on the same principles and can be found in Molenaar (1991,
1997), or Sijtsma and Molenaar (2002, pp. 123-127).
The difficulty order of two dichotomous items, Xi and Xj , is determined
by the probabilities of correct responses, pii = P (Xi = 1) and pij = P (Xj = 1),
respectively. Assume that pii < pij . The bivariate probability P (Xi = 1, Xj =
1) will be denoted by piij . Then, the marginal probability of a Guttman error
P (Xi = 1, Xj = 0) = pii−piij , and the expected probability of a Guttman error
under the null model of independent items equals pii(1−pij). The pairwise Hij
is defined as




As shown by the fraction on the right-hand side, Hij equals the ratio of the
covariance between the two items and the maximum covariance given the
marginal distributions, Hij = σij/σmaxij (Molenaar, 1991; Mokken, 1997). Un-
der the assumptions of UD, LI, and M, it follows that 0 ≤ Hij ≤ 1 (Mokken,
1971, p. 149). The maximum value of 1 occurs when the data match the
deterministic Guttman model.






It is assumed that pii ≤ pij for each pair of items (Xi, Xj) with i < j, that is,
it is assumed that the larger the item number j, the easier the item is. Under
the assumptions of NIRT, coefficient H indicates to what extent the items
discriminate between the subjects. When H equals zero, the discrimination
between subjects is only based on random error. The higher H, the more
accurate the rank ordering of subjects. In practice, H = .30 is used as a lower
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bound to avoid rank orderings which are predominantly based on random
error. Mokken (1971, p. 185) denotes a set of items with .30 ≤ H < .40 a
‘weak’ scale, a scale with .40 ≤ H < .50 is classified as ‘medium’, and a scale
with H ≥ .50 is said to be ‘strong’.
Coefficient H can be computed for both an entire population of examinees
and a sample of sizeN . In the following,H denotes the population value and Hˆ
the sample value, unless indicated otherwise. Equation 5.1 for J dichotomous
items can be reformulated in terms of the response vector probabilities pi(xv)












where xv denotes the v-th possible response vector, with xjv = 0, 1 and
v = 1, 2, . . . , 2J . Note that it is assumed, as in Equation 5.1, that the larger
the item number j, the easier the item is. That is, pij ≤ pij+1. The sum∑
i<j xiv(1− xjv) in the numerator equals the number of Guttman errors per
response vector xv. The denominator is equal to
∑
i<j pii(1− pij) in Equation
5.1, as pii =
∑2J
v=1 xivpi(xv) and (1 − pij) =
∑2J
w=1(1 − xjw)pi(xw). The fre-
quency of response vector xv in a sample is denoted by n(xv). The values of
pi(xv) are estimated by the observed proportions n(xv)/N . The asymptotic
distribution of Hˆ then can be derived according to Mokken (1971) by using
the vector H˙N of first derivatives of H with respect to the probabilities pi(xv),
and the covariance matrix N ·ΣN of the assumed multinomial distribution of
the n(xv), which has parameters N and pi(xv). The asymptotic variance of








Mokken (1971, pp. 166-167) derived that the asymptotic distribution of Hˆ is
normal.
Equation 5.2 is an asymptotic estimate of the variance of Hˆ for dichoto-
mous items. It has not been derived for polytomous items. Some caution in
the use of the estimate may be necessary. The degree of approximation to the
asymptotic distribution for a given sample size is not known (Mokken, 1971, p.
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167). The estimate of the variance is strongly influenced by the distribution
of the response frequencies, n(xv). A large J and a small N may result in
many non-occurring response vectors; that is, many n(xv)/N = pˆi(xv) = 0.
The normal distribution of Hˆ is based on the assumption that all pˆi(xv) con-
verge to a normal distribution, as N tends to infinity. Low or zero response
vector frequencies may endanger the appropriateness of this assumption. The
low frequency threat similarly applies to the asymptotic distribution of a χ2-
statistic of a frequency table, where a minimum frequency is necessary in each
cell to ensure the asymptotic χ2-distribution. Finally, the derivation assumes
that the item difficulty order pij ≤ pij+1 is fixed. This item difficulty order is
usually estimated by means of the item order in the sample. The correctness
of this estimate might be disputed when item popularities pij are close. The
consequences for the variance of Hˆ are not taken into account in Equation 5.2.
In the program MSP (Molenaar & Sijtsma, 2000), an essentially similar
approach is used to test the observed values of H against the null hypothesis
H = 0. Assuming fixed marginal distributions, a hypergeometric distribution
for the number of Guttman errors of each item pair is suitable, which is ap-
proximated by a normal distribution. The item pair results are combined for
an overall test of the scale H. The NIRT model requires that H ≥ 0. In real
data examples, the test against the null hypothesis H = 0 is usually signifi-
cant. However, if the interest is in the scalability of the items, tests whether H
is at least .30 or at least .40 are more relevant. Using the asymptotic variance,
this kind of tests could be easily implemented.
5.3 Repeated Sampling of H
In probabilistic models, the origin of observations is often described by means
of population parameters and a random process. In the case of IRT models,
item and person parameters characterize the items and persons, respectively.
For example, the items, or more specifically, the ISRFs, are assumed to have a
certain shape, specified by some number of parameters. Further, all individuals
in the population are assumed to have a person parameter, which is sometimes
assumed to be distributed according to a normal distribution. The observed
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data then are a function of the item parameters, the person parameters and
some random fluctuation. Other models with different parameterizations may
describe the genesis of the test data as well.
The population value of H is not a parameter in this sense of modelling.
More precisely, it is a function of the univariate and bivariate response prob-
abilities, pii and piij , as can be seen in Equation 5.1. The univariate and
bivariate response probabilities and, therefore, H can be considered as com-
plicated functions of model parameters. It may be noted that different model
parameters may result in the same predicted univariate and bivariate response
probabilities. Moreover, different sets of univariate and bivariate response
probabilities may result in the same H-value. Thus, when we would know
solely the population value of H, we do not know enough about the process
behind the H-value to predict what kind of variability we can expect in the
samples. That is, we cannot generate new data with a given population H, if
we know nothing else about the population. In order to predict the variability
of H in repeated samples, estimates of the univariate and bivariate response
probabilities are needed. Even better would be an estimate of some kind of
model parameters.
The asymptotic variance method and the naive bootstrap method estimate
the univariate and bivariate response probabilities with the observed data
equivalents, and use these to predict the variability of H. More precisely, they
estimate the response pattern probabilities, which add up to the univariate
and bivariate response probabilities. The plug-in and posterior predictive
methods estimate model parameters of the ordered latent class model, and
estimate new values of H with these. Before these methods are considered
more closely, ordered latent class models are discussed.
5.4 Ordered Latent Class Models
Ordered latent class models assume that the latent trait is discrete. Each
latent class consists of subjects with the same trait value. The discrete classes
may be an approximation to a continuous latent trait. However, Lazarsfeld
and Henry (1968, p. 149) point out that homogeneity of the latent classes is
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required for the assumption of LI. Lazarsfeld and Henry (1968, pp. 148-156)
define a transition from latent classes to a continuous latent trait by means
of located classes. That is, a latent class model is defined with a restricted
number of trait values and parametric IRFs. Alternative ways of modelling
test data with latent class models are probabilistic versions of the Guttman
scale (overviews are given by Clogg, 1988, and Heinen, 1993). These models
use equality restrictions on the conditional response probabilities. The ordered
latent class models of Croon (1990) and Van Onna (2002) on the other hand
use inequality constraints on the conditional response probabilities. Over the
Q subsequent latent classes, the probability of responding positively to an item
step, pi∗jkq = P (Xj ≥ k|q), is assumed to be non-decreasing. That is,
pi∗jkq ≤ pi∗jk,q+1.
Note that the flexibility of the nonparametric definition of an ISRF is still
available. Additionally, a parameterization with class weights, ωq = P (q), and
class-specific response probabilities, pijkq = P (Xj = k|q), opens the path to
model estimation and model testing.
The number of parameters, however, is usually quite large. The parameter
estimates are also highly correlated with each other. This is not surprising,
since, for example, an increase of the first class weight usually increases the
response probabilities in that class, because more subjects with higher latent
trait values are included in the class. Also, due to the order restrictions,
likelihood-ratio based tests are not straightforward, since the number of de-
grees of freedom is not a fixed value (Croon, 1991). The model can be fitted
successfully with the Gibbs sampler. An explanation of the Gibbs sampler
is given by Casella and George (1992), for the application to ordered latent
class models, see Van Onna (2002). The Gibbs sampler is a Bayesian approach
instead of an ML-approach. It can handle the inequality restrictions of the
model, the correlated parameters and model testing quite well.
A problem of this model is the choice of the number of latent classes Q. A
small number cannot describe the multiple ISRFs and the distribution of the
person parameters sufficiently well, but a large number of latent classes has
the disadvantage of a large number of parameters. Tests hardly discriminate
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between different numbers of latent classes (Van Onna, 2002). In the simula-
tion study (Section 5.6), latent class models with several Q values are fitted.
This enables us to evaluate the influence of Q on the estimated stability of H.
5.5 Interval Construction
The usual way to display information on the stability of a statistic is to con-
struct a confidence interval. A general method to do this is to take the ob-
served value Y plus and minus z(1−α/2)SE. The interpretation of a confi-
dence interval is always in terms of the population parameter µ. That is,
{Y − z(1−α/2)SE ≤ µ ≤ Y + z(1−α/2)SE}. Often, it is conceived of as an in-
terval in which the population value is likely to fall. The asymptotic variance
of Hˆ, as given in Equation 5.2, is intended to be interpreted in a population
oriented sense as well.
In this paper, the interest is in the stability of H over repeated sampling.
Which values does H have across samples? If a set of parameters is known,
leading to the population value of H and its SE, predictions on the variability
of H in samples can be made. In general terms, the interval of interest is {µ−
z(1−α/2)SE ≤ Y ≤ µ+ z(1−α/2)SE}. This coverage interval is strongly related
to the confidence interval; the described events have the same probabilities of
occurrence. Usually, the parameter is unknown, but estimated by its sample
value, µˆ = Y . Using this estimate in the coverage interval makes it equivalent
to the confidence interval. That is, the confidence interval can be used to
predict new sample values.
As indicated in Section 5.3, the plug-in and posterior predictive methods
both use explicit assumptions about item and person parameters, more specif-
ically, the assumptions of the ordered latent class model. Both methods fit an
ordered latent class model, either with a maximum likelihood or a Bayesian
method. Using these estimates, new sample values of H are predicted. The
assumptions of the ordered latent class model are somewhat stricter than the
assumptions of NIRT. Consequently, the resulting coverage intervals of H are
always generated under the assumptions of at least UD, LI and M. This has
the additional advantage that the plug-in and the posterior predictive intervals












































































Figure 5.1: Schematic display of several interval construction processes
can also be used as model check instruments. If the H-value of the observed
data set is not in the coverage interval predicted by a best fitting ordered la-
tent class model, this suggests that an ordered latent class model does not fit
the data. The plug-in method and the posterior predictive method actually
perform model tests with the classical p-value and the posterior predictive
p-value, respectively. The asymptotic variance method and the naive boot-
strap method do not offer this model check possibility. The test of a specific
hypothesis like H = .30 is possible with all four methods.
Several ways of obtaining a coverage interval are schematically displayed in
Figure 5.1. In simulation studies, the model parameters are fixed by a design.
In Figure 5.1, the vector of generating parameters is indicated by η. The
sampling distribution of H is easily obtained by considering the distribution
of H in the samples X which result from η.
In real data analysis, only the original data X are known; the generating
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parameter vector η is unknown. In order to obtain a reference distribution of
H, in some way samples X∗ have to be replicated which resemble the original
observed data X with respect to the underlying structure. This can either
be done by resampling from the original data, which implies an estimate of
the response pattern probabilities, or by estimating the model parameters η
first. The first approach is called the naive bootstrap. In the second approach,
the estimate can either be a point estimate or a posterior distribution, which
takes into account the uncertainty of the estimate and the prior knowledge of
the parameters. If a point estimate is used, a parametric bootstrap (Efron &
Tibshirani, 1993) or plug-in distribution (Bayarri & Berger, 2000) of the H-
value is constructed. A posterior predictive distribution results if the Bayesian
approach is used. Note that in these approaches, the item order is not fixed
over repeated samples, since the univariate frequencies may vary from sample
to sample. The coverage intervals allow more flexibility in this sense than the
asymptotic variance based confidence interval.
The generating model with parameters η may assume a continuous latent
trait. All fitted models in this paper are ordered latent class models, which
are close to NIRT models. They allow considerably fewer different person
parameters. However, this difference may not be important when considering
statistic H. Several well chosen latent classes may closely predict the bivariate
response distributions on which H is based. The plug-in distribution of H,
fplug(H), or the posterior predictive distribution of H, fpost(H), as derived
from a fitted model with a limited number of latent classes, may approximate
the true sampling distribution fsamp(H) sufficiently well. In Section 5.6, this
approximation is investigated.
Sampling
A sampling distribution of statistic H can be constructed by generating s
data samples X with η, and computing the H-value of each sample. The
sampling distribution, and consequently each percentile, of statistic H is easily
constructed in those cases. The 5th and the 95th percentile of the sampling
distribution ofH form the lower and upper bound of the 90% sampling interval
of H. Note that the sampling interval, as defined here, can only be computed
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in a simulation study.
Naive bootstrap
In naive or nonparametric bootstrapping (Efron & Tibshirani, 1993), the orig-
inal data set X is generated by the unknown parameter vector η. A bootstrap
sample X∗ is generated by sampling response vectors from the original data
set, by assuming that the observed response pattern probabilities can be used
as estimates of the population response pattern probabilities. Each response
vector in the original data set has the same probability of being selected. Sam-
pling is done with replacement. The number of cases in the bootstrap sample
is equal to the number of cases in the original data set, but some cases may
be sampled multiple times, whereas others may be left out. In this way, the
s bootstrap samples differ slightly and their H∗-values form a reference dis-
tribution. The 90% bootstrap interval of H is constructed by taking the 5th
and the 95th percentile of the bootstrap reference distribution.
Plug-in distributions
In their discussion of p values, Bayarri and Berger (2000) define the plug-in p
value in relation to the density of replicated data X∗ given a point estimate
ηˆ of the parameters, f(X∗; ηˆ). The distribution, given ηˆ, of H∗ = T (X∗)
is analogously denoted the plug-in distribution of H, fplug(H), in this paper.
The chosen point estimate ηˆ is usually the maximum likelihood estimate, but
it can also be some other point estimate. In the simulation study (Section
5.6), the posterior mean of the parameters, or EAP-estimate, of the ordered
latent class model η=(ω,pi) is used as a point estimate, as well as the more
common ML-estimate.
To obtain a sample from fMLplug(H), we need the ML-estimate ηˆ. First, an
ordered latent class model is fitted with the EM-algorithm as implemented in
the computer program lem (Vermunt, 1997), resulting in the ML-estimate ηˆ.
It is used to generate a large number, s, of data sets X∗ = XMLplug and for each
of these data sets H∗ is computed. The 5th and the 95th percentile of the
resulting set of H∗-values are the boundaries of the ML–plug-in 90% coverage
interval. Similarly, a sample from fEAPplug (H), and the accompanying 90% cov-
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erage interval, can be obtained by fitting an ordered latent class model with
the Bayesian Gibbs sampler and by generating s data sets X∗ = XEAPplug with
the posterior mean of the parameters. The prior distribution used to assess
the posterior mean consisted of relatively uninformative Beta and Dirichlet
distributions (Van Onna, 2002).
Posterior predictive distribution
The posterior predictive distribution (Gelman et al., 1995) is defined as the





In this paper, a sample from the posterior predictive distribution ofH, fpost(H),
is obtained by sampling parameter vectors ηˆ from the posterior distribution
of a fitted ordered latent class model. This is done by means of the Gibbs
sampler (see e.g. Casella & George, 1992). Details of the algorithm are given
in Van Onna (2002). With each sampled ηˆ, one data set X∗ = Xpost is gener-
ated. For each of these data sets, H∗ is computed and with them the posterior
predictive 90% coverage intervals are constructed.
5.6 Simulation Study
In four simulation studies, the naive bootstrap distribution of H, the plug-in
distributions of H, and the posterior predictive distribution of H were com-
pared to each other and to the sampling distribution of H and the asymptotic
variance estimate. In Simulation Study I and II (SS I and SS II), the items
were dichotomous, and in Simulation Study III and IV (SS III and SS IV), the
items were polytomous with three ordered response categories. The sample
size was either 200 or 2000. The number of ISRFs was small, but constant
over all studies, by using 10 dichotomous items and five trichotomous items.
However, 10 dichotomous items may result in 210 = 1024 different response
vectors and five trichotomous items only in 35 = 243, which reduces the po-
tential sparseness of the data. The effect of the refinement of the latent trait
was investigated as well, by generating the data with either 11 latent classes,
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(SS I and SS III), or a continuous latent trait (SS II and SS IV). The number
of 11 latent classes was chosen to allow for quite some person variability, while
staying within the framework of an estimable latent class model.
A cell in the simulation study designs is characterized by a parameter
vector representing a population model, and a sample size. An overview of the
cells can be found in Table 5.1, which will be discussed in more detail later on.
In each cell, fsamp(H) was approximated by simulating 5000 data setsX under
the true model. For each of them H was computed. This distribution served
as the reference distribution, to which the other distributions were compared.
In each cell, an ordered latent class model with a restricted number of latent
classes was fitted to 10 of the 5000 data sets X. The number of analyzed data
sets was limited to only 10 because of computer time limitations. The fitted
number of latent classes was either 7, 5, or 3. Previous research (Van Onna,
2003) showed that five latent classes sufficed to approximate 11 latent classes
or a continuous latent trait, while three latent classes were not sufficient. It
was investigated whether this result also held in this study. The asymptotic
variance, the naive bootstrap distribution of H, the plug-in distribution using
the ML-estimate, the plug-in distribution using the posterior mean, and the
posterior predictive distribution of H were computed for each of these 10 data
sets.
Simulation study I
The data were generated using 11 latent classes. The person ability distribu-
tion, the first design factor, was either uniform (U) over the classes or approxi-
mately normal (N), with class weights of .02, .04, .07, .12, .16, .18, .16, .12, .07,
.04, and .02. The uniform distribution ensures the use of the extreme latent
classes, that is, it results in more persons with extreme abilities. Consequently,
fewer ties are expected in the person ordering. This better rank ordering of
the persons implies higher H-values in the case of a uniform distribution. The
second factor of the simulation design was the sample size (2000 or 200). A
larger variance of Hˆ was expected for the smaller sample size. The third factor
concerned the monotonicity of the 10 dichotomous items. Either for all items,
the IRFs were obeying the assumption of monotonicity (M0), or the IRF of
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Table 5.1: Variance results of the naive bootstrap method and the asymp-
totic variance
SS Cell H N=2000 N=200
SDs SDn SEa SDs SDn SEa
I NM0 .41 .011 .011 .011 .035 .035 .035
I UM0 .61 .010 .010 .010 .031 .031 .031
I NM1d .25 .008 .008 .008 .027 .026 .026
I UM1d .36 .007 .007 .007 .023 .023 .023
II M0 .39 .013 .013 .013 .040 .040 .040
II M1f .26 .012 .012 .011 .038 .038 .037
II M1d .13 .009 .009 .009 .028 .028 .028
III Mys .61 .010 .011 .035 .035
III Mns .59 .013 .014 .043 .041
III Myp .20 .014 .013 .041 .038
III Mnp .21 .013 .012 .038 .038
III M1d .10 .007 .007 .021 .021
IV M0 .42 .013 .013 .042 .040
IV M1f .20 .012 .012 .039 .038
IV M1d .03 .009 .008 .027 .027
Note. The standard deviation of the sampling distribution, SDs, the mean
standard deviation of the naive bootstap distributions SDn, and the mean
asymptotic standard errors SEa are displayed for samples of 2000 and samples
of 200. The asymptotic variance could only be computed for dichotomous
items. The reported H-value is the value based on the population parameters.















item 1, M0 item 1, M1d items 2-10
Figure 5.2: Plots of the generating IRFs of Simulation Study I
the first item was decreasing over all latent classes (M1d), while the IRFs of
the other nine items remained monotone. An item with a decreasing IRF is
probably incorrectly coded and violates the assumption of monotonicity most.
The IRFs are displayed in Figure 5.2. The exact values can be found in the
Appendix, Table 5.5.
Simulation study II
In contrast to the ordered latent class design of Simulation Study I, the data
were generated by the 2-parameter logistic (2PL-) model, using a standard
normal distribution of the latent trait. That is,
P (Xi = 1|θ) = exp [αi(θ − δi)]1 + exp [αi(θ − δi)] .
The parameters of the 10 dichotomous items (Table 5.2) were chosen in such a
way that nine items had IRFs which were increasing in θ, with some variation
in the item difficulty and item slope parameters. The IRF of the first item
was either increasing (M0), decreasing (M1d), or flat with a popularity of .50
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Note. The item difficulties are denoted by δ’s, the item slopes by α’s. Person
parameters were drawn from a standard normal distribution. In the M1d cells,
α1 = −2. In the M1f cells, α1 = 0.
(M1f). The last condition did not occur in Simulation Study I. The samples
sizes were again either 2000 or 200.
Simulation study III
In Simulation Study III, the fit of five polytomous items with three ordered
response categories was considered. Data were generated with 11 ordered
latent classes, as in Simulation Study I. The design comprised several factors.
First, the presence (‘y’) or the violation (‘n’) of SOL-X+ was varied. This
factor was not expected to influence the results, since the estimation of the
ordered latent class model is not based on the total score X+. The factor
was included to verify this conjecture. The second factor of the design was
the scalability of the items, as expressed by H. It was chosen to be either
high, indicating a ‘strong’ scale (H ≥ .50) or low, indicating a ‘poor’ scale
(H ≤ .25). Since it was difficult to design a set of items with H exactly
equal to .50 or .25, these boundary values were not exactly realized; see the
exact values of H in Table 5.1. Most items of a poor scale hardly discriminate
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Table 5.3: Design of simulation study III.
SOL-X+ H 1st item
Mys yes ≥ 0.50 increasing
Myp yes ≤ 0.25 increasing
Mns no ≥ 0.50 increasing
Mnp no ≤ 0.25 increasing
M1d no ≤ 0.25 decreasing
Note. In each row, samples were generated of size N = 2000 and N = 200.
between subjects; that is, they have ISRFs which are almost flat. This poor
discrimination differs from the M1f-cells of Simulation Study II, where only
one of the ISRFs is flat and the others are steep.
The combination of the first two factors led to four different design cells:
Mys, Myp, Mns, and Mnp, where SOL-X+ held only in the first two of them,
and the ‘s’ or ‘p’ in the acronym indicates the scalability of the items, which
was ‘strong’ or ‘poor’, respectively. The third factor concerned the first item.
It either had increasing or decreasing ISRFs. The M1d cell was similar to
the Mys cell, except that the ISRFs of the first item were mirrored, resulting
in a poor scale. The fourth factor involved the sample size, which was large
(N = 2000) or small (N = 200).
These factors resulted in 24 = 16 possible cells, of which only 10 were ex-
amined. Some cells were logically impossible or too unrealistic to analyze; for
example, the combination of a decreasing ISRF and SOL-X+, or a decreasing
ISRF and a good scalability. An overview is given in Table 5.3. The gener-
ating values of the response probabilities in each of the cells can be found in
the Appendix, Tables 5.6-5.10. The person distribution was uniform over 11
latent classes. This ensured the use of the extreme latent classes and, conse-
quently, it allowed an easier construction of parameter vectors which met the
requirements of each cell.
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Table 5.4: Generating values of the parameters in Simulation Study IV
i αi δi1 δi2
1 2 -1 1
2 2 -2 0
3 2 0 2
4 1 -1 2
5 1 -2 1
Note. The item step difficulties are denoted by δ’s, the item slopes by α’s.
Person parameters were drawn from a standard normal distribution. In the
M1d cells, α1 = −2, δ11 = 1 and δ12 = −1.
Simulation study IV
Again, the fit of five polytomous items with three response categories was
studied in Simulation Study IV; also see Simulation Study III. The data were
generated by means of the graded response model (GRM) (Samejima, 1969),
which can be considered as an extension of the 2PL-model to polytomous
items. The slope parameters αi depend only on the item and not on the
response category. The location parameters δix are increasing in the response
categories of each item. The model is defined as
P (Xi ≥ x|θ) = exp [αi(θ − δix)]1 + exp [αi(θ − δix)] . (5.3)
The design resembled the design of Simulation Study II. The standard normal
distribution was used to generate the latent trait values. The sample sizes
were either 2000 or 200. The parameters of the items (Table 5.4) were chosen
in such a way that four items had increasing ISRFs, and the first item had
either increasing ISRFs (M0), decreasing ISRFs (M1d), or flat ISRFs (M1f).
The probabilities P (X1 ≥ x|θ) were fixed at the values of 0.33 and 0.66 for
x=2 and x=1, respectively (M1f cells); that is, the ISRFs were horizontal lines.
Note that they were not derived from Equation 5.3; equating αi to 0 would
have resulted in a zero response probability for the middle response category.
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5.7 Results
In each cell of the simulation studies, the sampling distribution of Hˆ gives
an impression of the true variability of Hˆ which can be expected under re-
peated sampling given the population parameters. In each simulation study,
the same research questions were addressed. The results of the individual
simulation studies, therefore, will not be discussed separately, since this would
lead to much repetition. The first research question concerned the approxi-
mation of the true variance by the asymptotic variance. The second research
question concerned the adequacy of the naive bootstrap method, the plug-in
methods and the posterior predictive method in approximating the sampling
distribution.
The results are ordered with respect to the methods used. Both the asymp-
totic variance and the naive bootstrap method (Subsection 5.7.1) did not use
any assumptions about the underlying model which generated the data. That
is, the coverage intervals of H were only based on the response vector frequen-
cies observed in the data. The plug-in methods and the posterior predictive
methods as used here (Subsection 5.7.2) assumed an NIRT model at the pop-
ulation level. An ordered latent class model was therefore fitted to the data
and used to draw inferences about the distribution of Hˆ in repeated samples.
5.7.1 Results of asymptotic variance and naive bootstrap
Mokken’s (1971, p. 167) asymptotic variance (Equation 5.2), which could only
be computed in the cells with dichotomous items (SS I and SS II), was on aver-
age very close to the sampling variance (Table 5.1). The asymptotic variance
approximated the sampling variance well, even in the cells with a small sample
size, N = 200. This means that the approximation of the asymptotic variance
was adequate, despite the restriction of a constant item order and the sparse-
ness of the data. Based on these results, we tentatively conclude that the
usual way of constructing a confidence interval will give a correct impression
of the location of the population value.
The means of the naive bootstrap distributions matched the observed H-
values in each cell of all four simulation studies. Also, it can be seen in Table
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5.1 that the standard deviations of the 10 naive bootstrap distributions of each
design cell on average were also very close to the sampling standard error of
H. The conclusion is that the naive bootstrap method gives a good impression
of the expected variability and that the bootstrap intervals can be used safely
as confidence intervals, both in the case of ten dichotomous items (SS I and
SS II) and in the case of five trichotomous items (SS III and SS IV).
5.7.2 Results of plug-in and posterior predictive distributions
The results of the plug-in methods and the posterior predictive methods are
displayed in Figures 5.3 through 5.9. The structure of each of these figures is
similar. On the vertical axis, the value ofH is plotted. The solid horizontal line
indicates the population value of H derived from the true parameter vector.
The dashed horizontal lines indicate the 5th and the 95th percentile of the
sampling distribution. The vertical distance between them spans the 90%
sampling interval. The horizontal axis indicates the 10 sampled data sets.
For each sample, the observed H-value (diamond) and three 90% coverage
intervals (vertical lines) are plotted. In each 90% coverage interval, also the
50th percentile of the plug-in or posterior predictive distribution is indicated.
The first interval of each triple is the plug-in interval using the ML-estimate.
The second is the plug-in interval using the EAP-estimate. The third interval
is the posterior predictive interval. These three intervals always predict the
H-value under the ordered latent class model with 5 latent classes. The results
for 7 or 3 latent classes are not displayed, but are discussed below.
Bias
The location of a 90% coverage interval can be represented by the median or
the mean value of the matching distribution. The differences between the mean
and median values were negligible, which is the reason why only the median is
plotted in the figures. In general, bias is defined as the difference between the
average estimated value and the population value. In this case, the location of
a coverage interval, which is the median of the matching distribution, is taken
to be an estimated value of H. Since an observed value Hˆ also estimates the
population value, one would expect the median values of the coverage intervals


















a) SS I, NM0, N=200, Q=5, 90% cov-


















b) SS I, NM0, N=2000, Q=5, 90%



















c) SS I, UM0, N=200, Q=5, 90% cov-


















d) SS I, UM0, N=2000, Q=5, 90%
coverage intervals, population H =
.61



















a) SS I, NM1d, N=200, Q=5, 90%



















b) SS I, NM1d, N=2000, Q=5, 90%



















c) SS I, UM1d, N=200, Q=5, 90%



















d) SS I, UM1d, N=2000, Q=5, 90%
coverage intervals, population H =
.36
Figure 5.4: Results of simulation study I, M1d-cells


















a) SS II, M0, N=200, Q=5, 90% cov-


















b) SS II, M0, N=2000, Q=5, 90% cov-


















c) SS II, M1f, N=200, Q=5, 90% cov-


















d) SS II, M1f, N=2000, Q=5, 90%
coverage intervals, population H =
.26



















e) SS II, M1d, N=200, Q=5, 90% cov-


















f) SS II, M1d, N=2000, Q=5, 90%
coverage intervals, population H =
.13
Figure 5.5 cnt. Results of simulation study II
in general to be equal to the observed values in each sample. An inspection of
the deviations between the observed value and the median values per sample
can already indicate systematic bias if only 10 samples are considered.
A distinction in the description was made between the cells in which the
samples fulfilled the assumptions of UD, LI and M, and the cells in which the
assumption of M was violated (M1d). The first set of cells was divided into
cells in which all ISRFs were strictly increasing (M0, Ms) and cells in which
one of more ISRFs were flat or nearly flat but increasing (M1f, Mp).
In the M0- (and Ms-) cells (Figures 5.3, 5.5a, 5.5b, 5.6, 5.9a, and 5.9b),
the pattern of the location deviation was constant. The location of the two
Bayesian intervals (plug-in-EAP and posterior predictive) was systematically
below the observed values. Sometimes, even the 95th percentile was smaller
than the observed value (diamond symbol, see, e.g., Figure 5.9a). For the plug-
in coverage interval based on the ML-estimate (left interval of each triple),
the direction of the deviation was reversed and the size of the deviation was
smaller. The median value tended to be slightly larger than the observed value
for only the smaller samples.


















a) SS III, Mys, N=200, Q=5, 90%



















b) SS III, Mys, N=2000, Q=5, 90%



















c) SS III, Mns, N=200, Q=5, 90%



















d) SS III, Mns, N=2000, Q=5, 90%
coverage intervals, population H =
.59



















a) SS III, Myp, N=200, Q=5, 90%



















b) SS III, Myp, N=2000, Q=5, 90%



















c) SS III, Mnp, N=200, Q=5, 90%



















d) SS III, Mnp, N=2000, Q=5, 90%
coverage intervals, population H =
.21
Figure 5.7: Results of simulation study III, Mp-cells


















a) SS III, M1d, N=200, Q=5, 90%



















b) SS III, M1d, N=2000, Q=5, 90%
coverage intervals, population H =
.10
Figure 5.8: Results of simulation study III, M1d-cells
In the M1f- (and Mp-) cells (Figures 5.5c, 5.5d, 5.7, 5.9c, and 5.9d), most
coverage intervals showed larger values of H relative to the matching observed
values, than in the M0-cells. That is, the vertical lines in the plots were
more shifted upwards in relation to the observed values (diamonds). Stated
otherwise, the upper tail probabilities of the observed values in the estimated
distributions increased. This means that the location deviation of the Bayesian
intervals decreased, but it increased for the plug-in interval based on the ML-
estimate. The coverage intervals, however, almost always contained the ob-
served values.
In the M1d-cells (Figures 5.4, 5.5e, 5.5f, 5.8, 5.9e, and 5.9f), the coverage
intervals hardly ever contained the observed value. The observed values were
much lower than the coverage intervals predicted. This was due to the fact
that the intervals were based on estimates which fulfilled the assumptions of
UD, LI and M. The use of an item with decreasing ISRFs (violating M) results
in a low population value of H and, consequently, in a low observed value of H.
This negative effect was replaced by a neutral or slightly positive contribution
of estimated ISRFs which were forced in the estimation to be flat or slightly



















a) SS IV, M0, N=200, Q=5, 90% cov-


















b) SS IV, M0, N=2000, Q=5, 90%



















c) SS IV, M1f, N=200, Q=5, 90% cov-


















d) SS IV, M1f, N=2000, Q=5, 90%
coverage intervals, population H =
.20
Figure 5.9: Results of simulation study IV


















e) SS IV, M1d, N=200, Q=5, 90%



















f) SS IV, M1d, N=2000, Q=5, 90%
coverage intervals, population H =
.03
Figure 5.9 cnt. Results of simulation study IV
Variance
Ideally, the width of the plug-in and posterior predictive intervals should equal
the width of the sampling interval. As can be seen in the figures, the poste-
rior predictive intervals were much wider than the plug-in intervals and the
sampling intervals. This can be explained by the additional variance in the
posterior distribution of parameter vectors, which is not there when a point
estimate is used to generate data. However, although this large variance is not
surprising, it does not result in a correct estimate of the sampling variance.
In each design cell, the width of the two (ML- and EAP-) plug-in intervals
was approximately equal. It was also approximately equal to the width of
the sampling interval, the distance between the two dotted lines, except in
the M1d-cells, where the plug-in intervals were much wider than the sampling
intervals.
The variance of H is expected to decrease with sample size. More pre-
cisely, an increase in sample size from 200 to 2000, should decrease the width
of the intervals and, consequently, also the standard error of H, with a fac-
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tor expected to equal
√
10 = 3.16. The width of the ML-plug-in intervals
decreased correspondingly and of the EAP-plug-in intervals only a little less
than required. The posterior predictive variances decreased much less. This
deviation from the
√
N -rule is due to the posterior predictive method, where
the additional (prior) variance in the parameters influences the posterior pre-
dictive variance.
Other design factors
Figures 5.3 to 5.9 are based on fitted ordered latent class models with five
latent classes. The results were very similar for seven latent classes. The
results of the sparser model were chosen to be displayed. A drop in number of
latent classes to three, however, turned out to be unsatisfactory. The intervals
tended to lower values of H in the M0- and M1f-cells. Also, other model fit
indices indicated that three latent classes did not suffice to predict the data
adequately (Van Onna, 2003).
Other design factors, which varied between or within simulation studies,
such as the number of response categories, the measurement level of the latent
trait (continuous or 11 ordered classes), the distribution of the latent trait
(normal or uniform) and the presence or absence of SOL-X+ in the polytomous
item cells, did not have noticeable effects on the bias or the variance of the
coverage intervals.
5.8 Discussion
In the presented simulation studies, the asymptotic variance was very close
to the sampling variance of H, despite the additional restriction of a fixed
item order and the sparse data in the cells with N=200. It seems that the
summation over response vectors, which takes place in the computation of H,
compensates for the sparse occurrence of most of the 210 = 1024 response
vectors. Also, the naive bootstrapping intervals had good properties with
respect to location and variance. The location equaled the sample H-value,
and the variance was equal to the sampling variance.
These two methods are not based on a particular population model. How-
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ever, coefficientH is mainly used in the context of NIRT, with the assumptions
of UD, LI and M. Model-based methods, like plug-in methods or the posterior
predictive method, can be used to obtain interval predictions for H under the
NIRT model. The model-based methods used in the simulation studies esti-
mated an ordered latent class model, which is a close parameterization of the
NIRT model. If a sample was generated under the NIRT model, a model-based
interval was expected to be almost equal to the naive bootstrap interval or
the confidence interval based on the asymptotic variance estimate, since the
estimated model was expected to predict the univariate and bivariate response
probabilities correctly. However, if the generating model violated one of the
assumptions of NIRT, a model-based interval was expected to differ from the
other intervals.
The results showed that the plug-in interval using the ML-estimate had the
better properties compared to the other model-based intervals. Its location
was a little too high in the design cells which fulfilled the NIRT assumptions,
but its variance was equal to the sampling variance. This means that, in gen-
eral, the interval gave a reasonably good impression of the H-values which are
likely to occur if the data collection is repeated, provided that the assumptions
of UD, LI and M are valid in the population. When the cell did not satisfy
the NIRT assumptions, the plug-in interval using the ML-estimate correctly
indicated the model misfit.
A remarkable conclusion is that the ordered latent class model with only
five latent classes could be used to draw inferences about data which are
generated by 11 latent classes or a continuous latent trait. That is, the amount
of information which is retained by using only five points to describe each
ISRF and the latent distribution, was enough to reproduce an almost correct
prediction of the distribution of H. More information (e.g. by using 7 latent
classes) did not improve the results noticeably.
The same procedures presented in this paper can be used for other statis-
tics as well. Possible examples within NIRT are conditional covariance, test
reliability, and the crit-values of the model checks in the MSP-program (Mole-
naar & Sijtsma, 2000, p. 74; Van Onna, 2003).
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Appendix
Table 5.5: Generating values of the IRFs in Simulation Study I
latent class 1 2 3 4 5 6 7 8 9 10 11
item 1, M0 .0373 .0691 .1246 .2142 .3430 .5000 .6570 .7858 .8754 .9309 .9627
item 1, M1d .9900 .9000 .8000 .7000 .6000 .5000 .4000 .3000 .2000 .1000 .0100
item 2 .0500 .0670 .0800 .1000 .1170 .1290 .1600 .2170 .4600 .9380 .9630
item 3 .0050 .0100 .0400 .0900 .1600 .2500 .3600 .4900 .6400 .8100 .9950
item 4 .0420 .0690 .1000 .1430 .2120 .3050 .4170 .5480 .7000 .8600 .9950
item 5 .0200 .0300 .0500 .0750 .1200 .2600 .6170 .8330 .9170 .9600 .9800
item 6 .0500 .0800 .1170 .2170 .4330 .6710 .8620 .9130 .9380 .9460 .9540
item 7 .0000 .1660 .3280 .4670 .5950 .6950 .7800 .8380 .8880 .9270 .9540
item 8 .0000 .2670 .4290 .5477 .6460 .7290 .8000 .8670 .9170 .9670 1.000
item 9 .0290 .1080 .2600 .6670 .8500 .9300 .9450 .9575 .9675 .9750 .9800
item 10 .0500 .0500 .0500 .0500 .0500 .5000 .9500 .9500 .9500 .9500 .9500
Note. The entries in the table are the response probabilities P (Xi = 1|c),
with c denoting the latent class.
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Table 5.6: Generating values of the response probabilities in III-Mys
latent class 1 2 3 4 5 6 7 8 9 10 11
item 1, k=0 .9800 .8340 .6720 .5330 .4050 .3050 .2200 .1620 .0790 .0400 .0200
item 1, k=1 .0200 .1360 .2780 .3920 .4750 .4350 .1630 .0050 .0330 .0060 .0090
item 1, k=2 .0000 .0300 .0500 .0750 .1200 .2600 .6170 .8330 .8880 .9540 .9710
item 2, k=0 .9500 .8920 .7400 .3330 .1500 .0700 .0500 .0425 .0325 .0250 .0200
item 2, k=1 .0210 .0580 .2100 .6170 .8000 .4300 .0050 .0075 .0175 .0250 .0300
item 2, k=2 .0290 .0500 .0500 .0500 .0500 .5000 .9450 .9500 .9500 .9500 .9500
item 3, k=0 .9627 .9309 .8754 .7858 .6570 .5000 .3430 .2142 .1246 .0691 .0050
item 3, k=1 .0323 .0591 .0846 .1242 .1830 .2500 .2970 .2958 .2354 .1209 .0323
item 3, k=2 .0050 .0100 .0400 .0900 .1600 .2500 .3600 .4900 .6400 .8100 .9627
item 4, k=0 .9500 .9200 .8830 .7830 .5670 .3290 .1380 .0870 .0620 .0540 .0370
item 4, k=1 .0000 .0130 .0370 .1170 .3160 .5420 .7020 .6960 .4780 .0080 .0090
item 4, k=2 .0500 .0670 .0800 .1000 .1170 .1290 .1600 .2170 .4600 .9380 .9540
item 5, k=0 .9580 .7330 .5710 .4523 .3540 .2710 .2000 .1330 .0830 .0330 .0000
item 5, k=1 .0420 .1980 .3290 .4047 .4340 .4240 .3830 .3190 .2170 .1070 .0050
item 5, k=2 .0000 .0690 .1000 .1430 .2120 .3050 .4170 .5480 .7000 .8600 .9950
Note. The entries in the table are the response probabilities P (Xi = k|c),
with c denoting the latent class.
Table 5.7: Generating values of the response probabilities in III-Myp
latent class 1 2 3 4 5 6 7 8 9 10 11
item 1, k=0 .8695 .8505 .8210 .7752 .7042 .5951 .3922 .0575 .0150 .0126 .0040
item 1, k=1 .1090 .1271 .1533 .1877 .2187 .1894 .0419 .1758 .0633 .0059 .0084
item 1, k=2 .0215 .0224 .0257 .0371 .0771 .2154 .5660 .7667 .9217 .9815 .9875
item 2, k=0 .4119 .3728 .3318 .2900 .2484 .2085 .1715 .1386 .1105 .0874 .0691
item 2, k=1 .5707 .6038 .6360 .6658 .6910 .7089 .7172 .7136 .6969 .6670 .6251
item 2, k=2 .0174 .0235 .0321 .0442 .0606 .0826 .1113 .1478 .1926 .2455 .3058
item 3, k=0 .1197 .1044 .0893 .0746 .0606 .0477 .0363 .0268 .0191 .0134 .0092
item 3, k=1 .8182 .8329 .8466 .8579 .8640 .8608 .8428 .8050 .7454 .6667 .5757
item 3, k=2 .0621 .0627 .0641 .0675 .0754 .0915 .1209 .1682 .2354 .3200 .4150
item 4, k=0 .4493 .4261 .4023 .3780 .3535 .3291 .3050 .2814 .2585 .2366 .2157
item 4, k=1 .2326 .2557 .2791 .3019 .3219 .3355 .3378 .3246 .2948 .2518 .2018
item 4, k=2 .3180 .3182 .3186 .3201 .3246 .3354 .3572 .3941 .4466 .5116 .5825
item 5, k=0 .5885 .5581 .5263 .4933 .4595 .4016 .3320 .2697 .2165 .1728 .1383
item 5, k=1 .1514 .1258 .0935 .0559 .0157 .0239 .0595 .0884 .1093 .1220 .1272
item 5, k=2 .2601 .3161 .3802 .4508 .5248 .5746 .6085 .6418 .6742 .7051 .7345
Note. The entries in the table are the response probabilities P (Xi = k|c),
with c denoting the latent class.
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Table 5.8: Generating values of the response probabilities in III-Mns
latent class 1 2 3 4 5 6 7 8 9 10 11
item 1, k=0 .9303 .8739 .7824 .6511 .4920 .3345 .2069 .1192 .0656 .0352 .0186
item 1, k=1 .0661 .1192 .2044 .3239 .4609 .5786 .6382 .6196 .5292 .3973 .2648
item 1, k=2 .0036 .0069 .0131 .0250 .0471 .0869 .1550 .2611 .4052 .5676 .7167
item 2, k=0 .5974 .5504 .5023 .4543 .4071 .3615 .3183 .2781 .2411 .2076 .1777
item 2, k=1 .0257 .0266 .0270 .0269 .0263 .0253 .0239 .0222 .0203 .0183 .0163
item 2, k=2 .3769 .4231 .4707 .5188 .5666 .6132 .6578 .6997 .7386 .7741 .8060
item 3, k=0 1.000 .9999 .9966 .8791 .1527 .0044 .0001 .0000 .0000 0.000 0.000
item 3, k=1 0.000 .0001 .0034 .1208 .8471 .9865 .7294 .0626 .0017 0.000 0.000
item 3, k=2 0.000 .0000 .0000 .0000 .0002 .0091 .2705 .9374 .9983 1.000 1.000
item 4, k=0 1.000 1.000 .9998 .9992 .9955 .9764 .8854 .5910 .2127 .0481 .0094
item 4, k=1 0.000 0.000 .0001 .0007 .0035 .0181 .0857 .2720 .3281 .1324 .0302
item 4, k=2 0.000 0.000 .0000 .0002 .0010 .0055 .0288 .1370 .4592 .8195 .9605
item 5, k=0 1.000 1.000 1.000 .9999 .9993 .9961 .9781 .8859 .5742 .1897 .0391
item 5, k=1 0.000 0.000 0.000 .0001 .0007 .0039 .0218 .1137 .4237 .7981 .8948
item 5, k=2 0.000 0.000 0.000 .0000 .0000 .0000 .0001 .0004 .0021 .0122 .0661
Note. The entries in the table are the response probabilities P (Xi = k|c),
with c denoting the latent class.
Table 5.9: Generating values of the response probabilities in III-Mnp
latent class 1 2 3 4 5 6 7 8 9 10 11
item 1, k=0 .7478 .7478 .7478 .7478 .7478 .7168 .6574 .5755 .2658 .0278 .0068
item 1, k=1 .0648 .0591 .0497 .0340 .0087 .0311 .0905 .1492 .2089 .3389 .2610
item 1, k=2 .1874 .1930 .2025 .2181 .2434 .2522 .2522 .2753 .5254 .6333 .7322
item 2, k=0 .8962 .8961 .8961 .8271 .0474 .0379 .0379 .0379 .0379 .0379 .0379
item 2, k=1 .0938 .0938 .0916 .0689 .8485 .8579 .8577 .8575 .8572 .8568 .8563
item 2, k=2 .0100 .0100 .0123 .1040 .1041 .1043 .1044 .1047 .1050 .1053 .1058
item 3, k=0 .6682 .6647 .6548 .6293 .5526 .4706 .3377 .2130 .1246 .0727 .0456
item 3, k=1 .1542 .1038 .0495 .0021 .0196 .0011 .0550 .1066 .1304 .1272 .1092
item 3, k=2 .1775 .2315 .2956 .3686 .4278 .5284 .6073 .6803 .7450 .8000 .8452
item 4, k=0 .5602 .5337 .4964 .4490 .4011 .3540 .3085 .2657 .2262 .1906 .1590
item 4, k=1 .0264 .0089 .0101 .0300 .0501 .0695 .0876 .1035 .1167 .1270 .1342
item 4, k=2 .4134 .4574 .4935 .5210 .5488 .5765 .6039 .6308 .6571 .6824 .7068
item 5, k=0 .7701 .7672 .7624 .7548 .7432 .6986 .6057 .4844 .3464 .2199 .1297
item 5, k=1 .1043 .0935 .0779 .0551 .0214 .0280 .0984 .1907 .2930 .3778 .4215
item 5, k=2 .1256 .1392 .1597 .1902 .2354 .2733 .2958 .3249 .3606 .4023 .4488
Note. The entries in the table are the response probabilities P (Xi = k|c),
with c denoting the latent class.
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Table 5.10: Generating values of the response probabilities in III-M1d
latent class 1 2 3 4 5 6 7 8 9 10 11
item 1, k=0 .0200 .0400 .0790 .1620 .2200 .3050 .4050 .5330 .6720 .8340 .9800
item 1, k=1 .0090 .0060 .0330 .0050 .1630 .4350 .4750 .3920 .2780 .1360 .0200
item 1, k=2 .9710 .9540 .8880 .8330 .6170 .2600 .1200 .0750 .0500 .0300 .0000
item 2, k=0 .9500 .8920 .7400 .3330 .1500 .0700 .0500 .0425 .0325 .0250 .0200
item 2, k=1 .0210 .0580 .2100 .6170 .8000 .4300 .0050 .0075 .0175 .0250 .0300
item 2, k=2 .0290 .0500 .0500 .0500 .0500 .5000 .9450 .9500 .9500 .9500 .9500
item 3, k=0 .9627 .9309 .8754 .7858 .6570 .5000 .3430 .2142 .1246 .0691 .0050
item 3, k=1 .0323 .0591 .0846 .1242 .1830 .2500 .2970 .2958 .2354 .1209 .0323
item 3, k=2 .0050 .0100 .0400 .0900 .1600 .2500 .3600 .4900 .6400 .8100 .9627
item 4, k=0 .9500 .9200 .8830 .7830 .5670 .3290 .1380 .0870 .0620 .0540 .0370
item 4, k=1 .0000 .0130 .0370 .1170 .3160 .5420 .7020 .6960 .4780 .0080 .0090
item 4, k=2 .0500 .0670 .0800 .1000 .1170 .1290 .1600 .2170 .4600 .9380 .9540
item 5, k=0 .9580 .7330 .5710 .4523 .3540 .2710 .2000 .1330 .0830 .0330 .0000
item 5, k=1 .0420 .1980 .3290 .4047 .4340 .4240 .3830 .3190 .2170 .1070 .0050
item 5, k=2 .0000 .0690 .1000 .1430 .2120 .3050 .4170 .5480 .7000 .8600 .9950
Note. The entries in the table are the response probabilities P (Xi = k|c),
with c denoting the latent class.
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A ordered latent class model can be interpreted as a nonparametric item re-
sponse theory model. This offers the possibility to estimate and check a non-
parametric item response theory model in new ways. In addition, the extent
to which ordered latent class models can be used to estimate the sampling
distribution of scaling coefficient H is investigated in this thesis.
Item response theory (IRT) deals with the statistical modelling of responses
of persons to tests. A nonparametric item response theory (NIRT) model
has the assumptions of unidimensionality (UD), local independence (LI), and
monotonicity (M). The assumption of UD says that only one single latent trait
influences the response probabilities. Local independence means that the re-
sponse probabilities of different items are independent of each other given a
position on the latent trait. The assumption of monotonicity deals with the
shape of the item response function (IRF). This IRF is the probability of a
positive response as a function of the latent trait. Monotonicity supposes that
the IRF is non-decreasing in the latent trait. These three assumptions to-
gether ensure that the total score on a test can be used to rank order subjects
in accordance with their positions on the latent trait. A fourth common as-
sumption in NIRT is the assumption of non-intersection (NI). It states that
IRFs of different items do not intersect. The advantage is that the ordering
of the item difficulties is the same for each position on the latent trait.
The assumptions of an ordered latent class model are comparable to those
of a NIRT model. The latent classes are ordered on one single dimension
(UD). The conditional response probabilities are independent given a latent
class (LI). Order restrictions on the conditional response probabilities may
ensure assumptions like M and NI. A difference with the description of NIRT
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above is that the latent trait is not continuous, but divided in a restricted
number of latent classes.
The items may not be dichotomous, but polytomous. The number of
order restrictions increases fast with the number of response categories per
item. In Chapter 2, a Bayesian estimation algorithm for an ordered latent
class model for polytomous items is presented. In addition, several Bayesian
model selection methods are applied. The Gibbs sampler, a Markov chain
Monte Carlo method, can sample from the multivariate posterior distribution
of the parameters under the imposed restrictions. Bayesian model selection
can be done with posterior predictive checks and with Bayes factors. Several
discrepancy functions can be designed for a posterior predictive check. Each
of them may be sensitive to a different aspect of the data, like frequencies of
entire response vectors, or response frequencies on two items.
Two aspects are involved in model selection: the strictness of the assump-
tions, and the number of latent classes. The first aspect asks whether M and
NI can be imposed on the data. In Chapter 2, a simulation study is described
in which the application of Bayesian methods to ordered latent class models
is evaluated. Also, existing data with polytomous items are analyzed, as an
example. The conclusion is that the Bayesian estimation procedure functions
well under the order restrictions and the large amount of parameters. The
Bayesian model selection methods are sensitive to the assumption level, but
much less so to the number of latent classes.
If a model is rejected for the data, a detailed search for the cause of this
rejection is advisable. If, for example, only one item violates the assumption
of M, it is more profitable to remove this item from the scale than to reject the
entire scale. In Chapter 3, two NIRT methods (a descriptive and an inferential
method) for the detection of general and specific model misfit are studied using
a simulation study. The descriptive method is based on the work of Mokken
(1971). Descriptive statistics at scale level or at item level can indicate misfit
if they surpass some boundary values. The inferential method is based on
posterior predictive checks of the ordered latent class model. The discrepancy
functions are defined both at scale level as at item level.
In Chapter 3, it is found that strict model testing at scale level is best
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done by an ordered latent class approach. However, an inspection of all items
individually gives a much clearer image of possible model misfit. Within the
descriptive method, which is much faster than the inferential method, the
criti-value is best fit to detect decreasing IRFs and discern them from flat
IRFs, which are a borderline case of M. Flat IRFs are not useful for rank
ordering persons, and are detected as well by the descriptive index Hi.
Methods within NIRT for the detection of multidimensionality are studied
in Chapter 4. Several kinds of multidimensionality are simulated in the study.
In a factor analytic interpretation of multidimensionality, the dimensions func-
tion compensatory. This means that a low position on one dimension can be
compensated for by a high position on another dimension, to obtain a high
response probability after all. A specific case of a compensatory model is a
simple structure model, in which each item loads only on one dimension. In
this case, the items can be clustered in unidimensional sets of items. Multiple
groups of respondents may exist, in which the relation between latent trait
to be measured and the response probabilities (the IRF) differs. This case is
called unobserved heterogeneity. The assumption of UD is violated here as
well.
The four methods which are studied in Chapter 4 are the detect-algorithm
and accompanying detect-index, the cluster algorithm of MSP, information
criteria which compare a unidimensional latent class factor model with a two-
dimensional latent class factor model, and posterior predictive checks of the
(unidimensional) ordered latent class model. The four methods showed large
correspondences in detecting violations of UD. The multidimensionality in
samples which had simple structure was detected. However, two completely
compensatory latent traits and unobserved heterogeneity on one out of ten
items were not detected.
The non-detection was not disturbing in the case of unobserved hetero-
geneity, because the ordering of respondents on the total score turned out to
be robust against this violation of UD. However, in the case of compensatory
latent traits, the ordering of respondents on the total score did not match
the ordering on the first dimension, which was the trait intended to be mea-
sured. The ordering on the total score did match the ordering on the total
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test dimension, which is the sum of the first and second dimension. The often
used reliability index Cronbach’s alpha is an indicator of the association be-
tween the total score and the total test dimension, but it does not reveal the
dimensional structure of the data.
In NIRT, coefficient H is a scaling index of a set of items. It indicates to
which extent respondents can be ordered by means of the items. The sampling
distribution of coefficient H gives information about the variation of H in
repeated samples. However, the sampling distribution of H is only derived
asymptotically and under restrictive conditions. An alternative to estimate
the variance of H are bootstrap methods. An impression of the stability of H
can also be obtained by estimating an ordered latent class model. In Chapter
5, the different methods are compared to each other in a simulation study.
The asymptotic variance of H was very close to the sampling distribution,
despite samples of only 200 respondents and the restriction of a fixed item
order. The naive bootstrap also resulted in a good estimate of the sampling
distribution. The advantage of the methods based on an estimated latent class
model was that it was indicated when the data did not fulfill the NIRT as-
sumptions. Of the methods based on an estimated ordered latent class model,
the plug-in interval on the basis of the ML-estimate (parametric bootstrap)
reflected the sampling distribution best, when the NIRT assumptions were
fulfilled. The location of the interval, however, was a little too high. A re-
markable conclusion is that a model with only five latent classes was able to
approximate a continuous latent trait sufficiently. More latent classes did not
change the results.
Samenvatting (in Dutch)
Geordende latente klassen modellen voor nonpara-
metrische itemresponstheorie
Een geordend latente klassen model kan als een nonparametrisch itemrespons-
theorie model beschouwd worden. Dit biedt de mogelijkheid een nonparame-
trisch itemresponstheorie model op nieuwe manieren te schatten en te toetsen.
Dit wordt in dit proefschrift nader onderzocht. Ook wordt in dit proefschrift
gekeken in hoeverre een geordend latente klassen model gebruikt kan worden
om de verdeling van Mokkens schalingscoefficient H te schatten.
De itemresponstheorie (IRT) houdt zich bezig met de statistische model-
lering van antwoorden van personen op testen. Een nonparametrisch item-
responstheorie (NIRT) model, zoals hier behandeld, heeft de assumpties van
unidimensionaliteit (UD), lokale onafhankelijkheid (LI) en monotoniciteit (M).
De assumptie van UD houdt in dat er slechts e´e´n latente trek is die de respon-
skansen be¨ınvloedt. Lokale onafhankelijkheid betekent dat de responskansen
op verschillende items onafhankelijk van elkaar zijn gegeven een positie op de
latente trek. De assumptie van monotoniciteit heeft betrekking op de vorm van
de itemresponsfunctie (IRF). De kans op een positief antwoord is een functie
van de latente trek, en wordt de IRF genoemd. Monotoniciteit vooronderstelt
dat de IRF niet-dalend is in de latente trek. Deze drie assumpties samen geven
de waarborg dat de somscore op een test gebruikt kan worden om personen te
rangordenen naar hun posities op de latente trek. Een vierde assumptie die
gangbaar is binnen de NIRT is die van non-intersectie (NI). Dit houdt in dat
IRF’s van verschillende items elkaar niet snijden. Het gevolg hiervan is dat
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voor iedere positie op de latente trek de ordening van de itemmoeilijkheden
hetzelfde is.
De assumpties binnen een geordend latente klassen model zijn vergelijkbaar
met die van een NIRT model. De latente klassen zijn geordend op een enkele
dimensie (UD), de conditionele responskansen zijn onafhankelijk gegeven de
latente klasse (LI), en orde-restricties op de conditionele responskansen kunnen
ervoor zorgen dat assumpties als M en NI gewaarborgd zijn. Een onderscheid
met de bovenstaande formulering van NIRT is dat de latente trek niet continu
wordt opgevat, maar in een beperkt aantal latente klassen wordt opgedeeld.
Stel nu dat de items niet dichotoom zijn, maar polytoom. Het aantal or-
derestricties neemt dan snel toe met het aantal antwoordcategoriee¨n per item.
In Hoofdstuk 2 wordt een Bayesiaans schattingsalgoritme voor een dergelijk
model gepresenteerd, en verder enkele Bayesiaanse modelselectiemethoden.
De Gibbs sampler, een Markov-keten Monte Carlo (MCMC) methode, doet
trekkingen uit de multivariate a posteriori verdeling van de parameters onder
de opgelegde restricties. Bayesiaanse modelselectie kan gedaan worden met
a posteriori predictieve toetsen en met Bayes factoren. Bij de a posteriori
predictieve toetsen kunnen verschillende discrepantiefuncties ingezet worden,
die ieder gevoelig zijn voor een specifiek aspect van de data, zoals de frequen-
ties van hele responspatronen, of de antwoordfrequenties op slechts twee items
tegelijk.
Bij modelselectie spelen twee aspecten: Ten eerste de strengheid van de
assumpties, (kunnen M en NI opgelegd worden aan de data?), en ten tweede
het aantal latente klassen dat gekozen moet worden. In Hoofdstuk 2 wordt
een simulatiestudie beschreven waarin de toepassing van geordende latente
klassen modellen met Bayesiaanse methoden gee¨valueerd wordt. Ook wordt
als voorbeeld een bestaande dataset met polytome items geanalyseerd. De
conclusie is dat de Bayesiaanse schattingsprocedure goed functioneert onder
de ongelijkheidsrestricties en de grote hoeveelheid parameters. De Bayesiaanse
modelselectiemethoden zijn wel gevoelig voor de strengheid van de assumpties,
maar veel minder voor het aantal latente klassen.
Als een model verworpen wordt voor de data, dan is een gedetailleerde
zoektocht naar de oorzaak van de verwerping aan te raden. Want als bijvoor-
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beeld slechts e´e´n item de assumptie van M schendt, is het voordeliger dat item
te verwijderen uit een schaal dan om de hele schaal onbruikbaar te verklaren.
In Hoofdstuk 3 worden twee NIRT methoden (een descriptieve en een infer-
entie¨le) voor de detectie van algemene en specifieke modelmisfit onderzocht
met behulp van een simulatiestudie. De descriptieve methode is gebaseerd op
het werk van Mokken (1971, p. 152). Beschrijvende grootheden op schaal-
niveau of op itemniveau kunnen duiden op misfit als ze niet binnen bepaalde
grenzen vallen. De inferentie¨le methode is gebaseerd op de a posteriori predic-
tieve toetsen van het geordende latente klassen model. De discrepantiefuncties
worden zowel op schaalniveau als op itemniveau gedefinieerd.
In Hoofdstuk 3 werd gevonden dat strikte modeltoetsing op schaalniveau
het best gedaan wordt door een geordende latente klassen benadering. Echter,
een inspectie van alle items afzonderlijk geeft een beter beeld van eventuele
modelmisfit. Binnen de descriptieve methode, die veel sneller is dan de infer-
entie¨le methode, bleek de criti-waarde het best dalende IRF’s te detecteren,
en deze te onderscheiden van het randgeval van vlakke IRF’s. Vlakke IRF’s
zijn niet nuttig bij het rangordenen van personen, en worden ook door de
descriptieve grootheid Hi gedetecteerd.
Specifieke methoden binnen NIRT voor meerdimensionaliteitsdetectie wer-
den in Hoofdstuk 4 onderzocht. Verschillende soorten van meerdimension-
aliteit zijn nagebootst in een simulatiestudie. In een factoranalytische op-
vatting van meerdimensionaliteit functioneren de dimensies compensatorisch.
Dat wil zeggen dat een lage positie op e´e´n van de dimensies gecompenseerd
kan worden door een hoge positie op een andere dimensie, zodat er toch een
grote kans is om een item positief te beantwoorden. Een specifiek geval van
een compensatorisch model is het eenvoudige factorstructuur model, waarbij
ieder item op slechts e´e´n dimensie laadt. In dit geval zijn de items te clus-
teren in eendimensionele sets van items. Indien er niet-geregistreerde groepen
van respondenten zijn, waarbinnen de relatie tussen de te meten latente trek
en de responskansen (de IRF) verschilt, dan spreken we van ongeobserveerde
heterogeniteit. Ook hierbij is de assumptie van UD geschonden.
De vier methoden die in Hoofstuk 4 werden onderzocht zijn het detect-
algoritme en bijbehorende detect-index, het clusteralgoritme van MSP, infor-
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matiecriteria die een eendimensioneel latente klassen factormodel vergelijken
met een tweedimensioneel latente klassen factormodel, en a posteriori predic-
tieve toetsen van het (eendimensionele) geordende latente klassen model. De
vier methoden vertoonden grote overeenkomsten op het gebied van de detectie
van schendingen van UD. De meerdimensionaliteit in datasets die eenvoudige
factorstructuur vertoonden werd correct gedetecteerd. Echter, twee volledig
compensatorische latente trekken en ongeobserveerde heterogeniteit op een
van de tien items werden niet gedetecteerd.
Dit laatste resultaat was niet verontrustend in het geval van ongeob-
serveerde heterogeniteit, omdat de ordening van de respondenten met behulp
van de somscore robuust bleek voor deze schending van UD. Echter, in het
geval van compensatorische latente trekken kwam de ordening van de respon-
denten met behulp van de somscore niet overeen met de ordening op de eerste
dimensie, die beoogd werd te meten. Wel kwam de ordening met behulp van
de somscore redelijk goed overeen met de ordening op de totale test dimensie,
welke de som is van de eerste en de tweede dimensie. De veelgebruikte be-
trouwbaarheidsindex Cronbach’s alpha is een indicator van de associatie van
de somscore met de totale test dimensie, maar gaf geen aanwijzingen over de
dimensionele structuur van een test.
In NIRT is Mokken’s coe¨fficie¨nt H een schaalbaarheidsindex van een set
items. Deze index geeft aan in hoeverre de respondenten geordend kunnen
worden met behulp van de items. De steekproevenverdeling van coe¨fficie¨nt H
geeft informatie over de spreiding van H in herhaalde steekproeven. Echter,
de steekproevenverdeling van H is alleen asymptotisch en onder restrictieve
condities afgeleid. Een alternatieve mogelijkheid om de variantie van H te
schatten is de bootstrap methode. Ook met behulp van een geschat geordend
latente klassen model kan een indruk van de stabiliteit van H verkregen wor-
den. In Hoofdstuk 5 worden de verschillende methoden met elkaar vergeleken
in een simulatiestudie.
De asymptotische variantie van H kwam goed overeen met de steekproe-
venvariantie, ondanks steekproeven van slechts 200 respondenten en de re-
strictie van vaste itemvolgordes. Ook de na¨ıeve bootstrap leverde een goede
schatting van de steekproevenverdeling op. Het voordeel van de methoden
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gebaseerd op een geschat latente klassen model was dat aangegeven werd wan-
neer de data niet voldeden aan de NIRT assumpties. Van de methoden die
gebaseerd waren op een geschat latente klassen model, gaf een plug-in in-
terval op basis van een ML-schatting (parametrische bootstrap) het best de
steekproevenverdeling weer indien aan de NIRT assumpties voldaan was in de
data, al was de locatie van het interval bij iets te hoge waarden van H gelegen.
Opmerkelijk was dat een model met slechts vijf latente klassen een continue
latente trek voldoende kon benaderen. Een groter aantal latente klassen had
geen invloed op de resultaten.
