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Abstract
In this work, a Bayesian inversion framework for hydraulic phase-field transversely isotropic and orthotropy
anisotropic fracture is proposed. Therein, three primary fields are pressure, displacements, and phase-field
while direction-dependent responses are enforced (via penalty-like parameters). A new crack driving state
function is introduced by avoiding the compressible part of anisotropic energy to be degraded. For the
Bayesian inversion, we employ the delayed rejection adaptive Metropolis (DRAM) algorithm to identify
the parameters. We adjust the algorithm to estimate parameters according to a hydraulic fracture observation,
i.e., the maximum pressure. The focus is on uncertainties arising from different variables, including elasticity
modulus, Biot’s coefficient, Biot’s modulus, dynamic fluid viscosity, and Griffith’s energy release rate in the
case of the isotropic hydraulic fracture while in the anisotropic setting, we identify additional penalty-like
parameters. Several numerical examples are employed to substantiate our algorithmic developments.
Keywords: Phase-field approach, hydraulic fracture, fluid-saturated porous media, anisotropic materials,
Bayesian inference, DRAM algorithm.
1. Introduction
Hydraulic fracturing is a widely used technique to intentionally create fracture networks in rock materials
by fluid injections. This process commonly used in low permeability rocks, for instance, shale structure and
frequently used in the oil and gas industry [1]. Through fracking process water is injected with very high
pressure in the well, to create intentionally a fracture network induced by pressure flow. The fracture network
expands from natural cracks found in the vicinity of the well. Finally, the fracturing fluid is drained off [2].
Shale is one of the most abundant sedimentary rocks in the Earth’s crust and constitutes a large proportion
of the clastic fill in sedimentary basins [3]. These types of rocks are known to be characterized by low porosity
within the sedimentary rocks and also very low permeability [4]. Shale structures behave naturally in an
anisotropic fashion [3] and therefore fracture responses highly depend on the interaction between structural
properties of the material constituent [5]. Thus, the goal of the fracking process in the shale gas reservoir is
to activate and open natural fractures and create an anisotropic fracture network [6].
In this work, fracture modeling is achieved with a phase-field method. The variational-based model
to fracture by [7] and the related regularized formulation, commonly referred to a variational phase-field
formulation [8, 9, 10] of brittle fracture is a widely accepted framework for fracture modeling. For strongly
anisotropic fracture, e.g. shale structures, a higher-order phase-field framework with smooth local maximum
entropy is proposed in [11] for crack propagation in brittle materials. In [12], a phase-field fracture setting for
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modeling anisotropic brittle material behavior under small and finite deformations was developed. The crack
phase-field model was extended in [13] to include anisotropic fracture employing an anisotropic volume-
specific fracture surface function. In [14], a modified phase-field model that can recognize between the
critical energy release rates for mode I and mode II cracks was proposed for simulating mix-mode crack
propagation in rock-like materials. A robust and efficient multiscale treatment (according to the Global-Local
approach) was developed by the authors to model phase-field fracture in anisotropic heterogeneous materials
[15].
Pressurized and fluid-filled fractures using phase-field modeling was subject in numerous papers in recent
years. These studies range from mathematical modeling [16, 17, 18, 19, 20, 21, 22, 23], mathematical analysis
[24, 25, 26, 27, 28], numerical modeling and simulations [29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40], and
up to (adaptive) global-local formulations [41] (see here in particular also [42] and [15] for non-pressurized
studies) and high performance parallel computations [43, 44]. Extensions towards multiphysics phase-field
fracture in porous media were proposed in which various phenomena couple as for instance proppant [23],
two-phase flow formulations [45] or given temperature variations [20]. Recent reviews include [46] and [47].
In the previously described situations, uncertainties in parameters arise from several sources, e.g., het-
erogeneity of rock mass, variability in geologic formations, such as oil and gas reservoirs, formation and
fluid properties, damage parameters, dynamic viscosity, or critical dissipation. Furthermore. material param-
eters fluctuate randomly in space. The mechanical material parameters (e.g., elasticity) are spatially variable
and, hence, the uncertainty related to spatially varying properties can be represented by random fields. For
instance, the material stiffness property has spatial variability. In order to provide a robust model, their
uncertainty should be taken into consideration. Thus, the necessity of using an inverse approach (here we
used the DRAM algorithm [48]) to estimate/identify the influential parameters, simultaneously, seems to be
particularly demanding.
Bayesian inversion (as an inverse method) is a statistical technique to identify the various unknown pa-
rameters based on prior information (primary knowledge). The great advantage of the method is identifying
the various parameters (at the same time) that they can no be measured straightly or only with significant
experimental endeavors. We use the observations (i.e., experiment values or synthetic measurements [49]) to
update the prior information, then obtain the posterior knowledge. Markov chain Monte Carlo (MCMC) is a
common computational method to extract information according to an inverse problem. Metropolis-Hastings
method is the most popular MCMC technique used by the authors for the first time in phase-field fracture [50].
Here, employing a reference value, i.e., load-displacement curve (estimated by a sufficiently fine mesh), the
mechanical parameters (including Lame´ constants and Griffith’s critical elastic energy release rate) identified
precisely.
The main objectives of the underlying work are two-fold. First, a modular framework for a variational
phase-field formulation of a hydraulic fracture toward anisotropic setting is formulated. We mainly extend the
hydraulic phase-field fracture for the transversely isotropic poroelastic material and the layered orthotropic
poroelastic materials. Here, direction-dependent responses due to the preferred fiber orientation in the poroe-
lasticity material are enforced via additional anisotropic energy density function for both mechanical and
phase-field equations. We derived a new consistent additive split for the bulk anisotropic energy density
function to take into account only the tensile part of the energy. Thus, a modified crack driving state func-
tion is proposed such that it is only affected by the tensile part of both isotropic and also an anisotropic
contribution, as well. Accordingly, a fully coupled monolithic approach for solving pressure and displace-
ment is used while the computed results alternately fixed by solving the weak formulation corresponds to the
crack phase-field. A detailed consistent linearization procedure with finite element discretization is further
elaborated.
Second, in this work, a parameter estimation framework using Bayesian inversion for a hydraulic phase-
field fracture of the isotropic/anisotropic setting is provided. Here, to enhance the performance of the MCMC
method, we employ an adaptive Metropolis [51], delayed rejection [48] named DRAM. The method has
been employed by the authors to estimate the effective physical and biological parameters in silicon nanowire
sensors [52, 53]. Here, the main aim is to determine several effective parameters in the phase-field hydraulic
fracture. For this, the maximum pressure during the fluid injection is chosen, and we strive to estimate the
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peak point and predict the crack behavior. The interested reader can refer to [54, 55] for the application of
Bayesian inversion in porous media.
The outline of the paper is as follows. In Section 2, we present the mathematical framework and the
variational phase-field model. The explain the model for isotropic materials and then derive a new setting to
model hydraulic fractures in anisotropic materials. At the last step, as variational formulation will be derived
for the coupled multi-field problem. We described how we used the finite element method to discretize the
weak formulation and obtain the solutions, detailed in Appendix A. In Section 3, we present the DRAM
algorithm and explain how it will be adjusted to identify the parameters in hydraulic fractures. In Section 4
four specific test experiments are given to verify the efficiency of the developed model, where the first two
examples cover the isotropic materials. In the next numerical experiments, we consider the hydraulic fracture
approach for transversely isotropic and orthotropy anisotropic fracture. Finally, the last section concludes the
paper with some remarks.
2. Phase-field formulation of anisotropic hydraulic fracture
In this part, we model variational anisotropic phase-field fracture model toward poroelastic media, con-
sidering small deformations. Three governing equations are employed to characterize the constitutive for-
mulations for the mechanical deformation, fluid pressure as well as the fracture phase-field. Afterward, we
describe strong and variational formulations of the coupled multi-physics system. To formulate direction-
dependent responses due to the preferred fiber orientation in the poroelasticity material, mechanical and
phase-field equations are enforced via additional anisotropic energy density function.
2.1. Governing equations of poroelasticity
Let us consider B ∈ Rδ a solid in the Lagrangian (reference) configuration with dimension δ = 2, 3 in
the spacial direction, time t ∈ T = [0,T ] and ∂B its surface boundary. Regarding the boundary condition,
we assume Neumann conditions on ∂NB := ΓN ∪ C, where ΓN indicates the outer domain boundary and
additionally Dirichlet boundary conditions on ∂DB.
The given boundary-value-problem (BVP) is a coupled multi-field system for the fluid-saturated porous
media of the fracturing material. Fluid-saturated porous media can be formulated based on a coupled three-
field system. At material points x ∈ B and time t ∈ T , the BVP solution indicates the displacement field
u(x, t) of the solid, the fluid pressure field p(x, t) as well as the crack which can be represented by
u :
{ B × T → Rδ
(x, t) 7→ u(x, t) , p :
{ B × T → R
(x, t) 7→ p(x, t) , d :
{ B × T → [0, 1]
(x, t) 7→ d(x, t) . (1)
Considering d(x, t) = 1 in addition to d(x, t) = 0 are referred to the unfractured as well as completely
fractured part of the material, respectively. Following Figure 1, the regularized fracture surface Cl is estimated
in BL ⊂ B named fractured area. The unbroken area without fracture is defined as:
BC := B\BL ⊂ B such that BC ∪ BL =: B and BC ∩ BL = ∅. (2)
For stating the variational formulations, we now introduce:
Vu := {H1(B)δ : u = u¯ on ∂DB},
W := H1(B), Win := {d ∈ H1(B)δ−1| 0 ≤ d ≤ dold},
Vp := {H1(B) : p = p¯ on ∂DB}.
(3)
As typical in problems with inequality constraints (see e.g., [56, 57]), Win is a nonempty, closed, convex,
subset of the linear function space W, which is no longer a linear space.
3
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Figure 1: (a) Geometry and loading setup in a domain denoted by B whereas BC stands for the unbroken domain, (b) zoom into the
fractured region BL ⊂ B such that regularized Cl (the red curved crack surface) is approximated in this closed area, and (c) global
Cartesian coordinate system with unit vectors (ex, ey) and local orthogonal principal material coordinates corresponds to the first and
second families of fibers (a, g).
2.1.1. Mechanical contribution
Here, we represent the governing equations for brittle fracture in elastic solids at small strains. For
isotropic materials, we can specify the energy stored in a bulk strain density the following constants
I1(ε) = tr(ε), I2(ε) = tr(ε2). (4)
Let the solid material is strengthened by two groups of fibers denoted as a orthotropic solid materials. Thus,
an anisotropic material is reinforced by two fibers namely a and g with ‖a‖ = 1 and ‖g‖ = 1; see Figure
1. These materials have the highest strength in the fiber direction (i.e., either in a or g). Therefore, at the
material point x, the stress state relates to the deformation in addition to the given direction which leads to a
deformation-direction-dependent framework. For this, we impose a penalty-like parameter χa > 0 and χg > 0
corresponding to a or g which restrict a deformation on the normal plane to a or g. Therefore, we can define
three specific second-order tensorial quantities, i.e., the strain ε in addition to M and g tensors to specify the
effective bulk free energy
ε = ∇symu = sym[∇u], M := a ⊗ a, and G := g ⊗ g. (5)
We employ two deformation-direction-dependent constants to clarify them as they can be represented by
additional two
I4 = tr(ε · M), I6 = tr(ε · G). (6)
Considering the symmetric strain tensor ε and the structural tensors M and G, we have the scalar-valued
function Ψ(ε; M,G). Therefore, the scalar-valued effective strain density function denotes an invariant in
spatial and temporal directions between two sets of points in a specific domain under rotation. As a result,
Ψ(ε; M,G) is expressed by the seven principal invariants as
Ψ(ε; M,G) = Ψ
(
I1, I2, I4, I6
)
= Ψ˜iso
(
I1, I2
)
+ Ψ˜aniso
(
I4, I6
)
. (7)
In this case, the isotropic free-energy function relates to
Ψ˜iso
(
I1, I2
)
:= (
K
2
)I21 − µ
( I21
δ
− I2
)
with K > 0 and µ > 0, (8)
4
where K = λ + 23µ > 0 is the bulk modulus and including shear modulus µ with dimension in the spacial
direction. Note, in our formulation, instead of using elastic Lame´’s first constant denoted by λ > − 2
µ
which
has a lower bound, we used a shear bulk modulus as a positive quantity to avoid unnecessary condition. This
has an advantage for our next goal; that is Bayesian estimation for the material parameters.
The anisotropic free-energy function can be specified by the anisotropic free-energy function for or-
thotropic materials reads
Ψ˜aniso
(
I4, I5, I6, I7
)
:=
1
2
χaI24 +
1
2
χgI26 . (9)
Again, χa and χg point out the anisotropic penalty-like material parameters.
To construct the mechanical BVP, let the geometry to be enforced by prescribed deformations u and
additionally the traction vector τ at the surface ∂B of the reference configuration, which are denoted by the
time-dependent Dirichlet- and Neumann type boundary conditions as
u = u¯(x, t) on ∂DB and σn = τ¯(x, t) on ∂NB. (10)
Here, n points out the unit normal vector in the reference setting such that the Cauchy stress tensor σ(ε, p, d)
denotes the thermodynamic dual to ε. The global mechanical form of the equilibrium equation for the solid
body can be represented through first-order PDE for the multi-field system as
Divσ(u, p, d) + b = 0 , (11)
such that dynamic motion is neglected (i.e., quasi-static response), and we denote b as a prescribed body
force.
2.1.2. Fluid contribution
To formulate the constitutive equation for the poromechanics, let us move forward with a biphasic fully
saturated porous material, which includes of pore fluid and a solid matrix within the bulk material. A local
volume element denoted by dV in the reference configuration is additively decomposed into a fluid portion
dVF in addition to a solid portion dVS . Thus, the volume fraction is introduced via nc := dVc/dV , where
c = {S , F}. Concerning the fully saturated porous medium the saturation condition reads∑
c
nc = nF + nS = 1, (12)
where nF(x, t) indicates the porosity, which point out the volume occupied by the fluid is same as the pore
volume. In the fracture zone we have
d = 0 leading to nS = 0 also nF = 1. (13)
The volume fraction in the porous medium, i.e., nc, depends on the physical density (i.e., material, effective,
intrinsic) ρcR to the partial density ρc through
ρc = nc ρcR with ρcR := dmc/dVc and ρc := dmc/dV, (14)
where dmc denotes the mass of the phase c. Denoting the initial porosity nF,0, for a constant fluid material
density, the porosity (i.e., fluid volume fraction) nF is related to the fluid volume ratio θ (fluid content) per
unit volume of the reference configuration B via
nF = nF,0 + θ, (15)
where θ prescribes the first local internal variable (history field); see [58, 59, 60]. Also, the evolution equation
for the fluid volume ratio θ˙ = n˙F can be obtained by means of the fluid pressure field p. Prescribed Dirichlet
boundary condition and Neumann boundary condition for the pressure can be described by
p = p¯(x, t) on ∂DB and F · n = f¯ (x, t) on ∂NB, (16)
5
through the fluid volume flux vector F , the imposed fluid pressure p¯ on the boundary surface, fluid transport
f¯ on the Neumann boundary surface. Because the fluid-filled equation denotes a time-dependent problem,
the initial condition needs to be set for the fluid volume rate and hence by θ(x, t0) = 0 yielding nF = nF,0
in B. Moreover, the fluid flux vector in (16) can be described through the negative direction of the material
gradient of the fluid pressure ∇p through the permeability, based on Darcy-type fluid’s:
F := −K(ε, d) ∇p. (17)
Here, the second-order permeability tensor is given by anisotropic second-order tensor K that described
based on the strain tensor ε as well as the crack phase-field d. To denote the effect of the fracture on the fluid
contribution, we decompose the permeability tensor into a Darcy-type flow for the unfractured porous medium
KDarcy in addition to a Poiseuille-type flow in a completely fractured material Kcrack which is explained as
follows
K(ε, d) = KDarcy(ε) + (1 − d)ζK f rac(ε, d),
KDarcy(ε) = KDI,
K f rac(ε, d) =
( ω2d
12ηF
− KD
) [
I − n⊗ n
]
,
(18)
with ωd the so-called crack aperture (or the crack opening displacement) [61] defined as
ωd := Ju(x)K.n = (n · εn)he, (19)
denoting the outward unit normal to the fracture surface n = ∇d/|∇d| , KD in KDarcy and K f rac indicates the
isotropic intrinsic permeability of the pore space, ηF represents the dynamic fluid viscosity, and ζ ≥ 1 denotes
a permeability transition exponent. The characteristic element length he in (19) typically set as a minimum
discretized element size, i.e., diameter of an element in the fractured region; see [30]. Notably, the second-
order permeability tensor in (18) in the intact region, i.e. d = 1, recover K(ε, d) ≈ KDarcy(ε). Following [30],
The conservation of the fluid mass which reflects the second PDE within hydraulic fracturing setting reads
n˙F − r¯F + Div[F ] = 0 , (20)
by a given/imposed fluid source r¯F per unit volume of the initial setting B describing the fluid injection
process in the hydraulic fracturing.
2.1.3. Phase-field contribution
Within regularized fracture framework, a sharp-crack surface topology denoted by C to guarantee the
continuity of the fracture field is further specified by the smeared fracture surface functional shown by Cl
thus C → Cl. Hence we have
Cl(d) =
∫
B
γl(d,∇d; M,G) dV with γl(d,∇d; M,G) := γisol (d,∇d) + γanisol (∇d; M,G), (21)
where the isotropic part is
γisol (d,∇d) :=
1
2l
(1 − d)2 + l
2
∇d · ∇d, (22)
and anisotropic part of phase-field density function reads
γanisol (∇d; M,G) := βa
l
2
∇d ·M · ∇d + βg l2∇d ·G · ∇d, (23)
considering the anisotropic penalty-like material parameters βa and βg. Here, γl denotes the regularized crack
surface density function per unit volume of the solid, the regularization item l indicates the length scale (also
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named regularization parameter), which captures the fracture diffusivity. Therefore, we can derive d (the
crack phase-field) by minimizing diffusive crack surface Cl(d), as follows
d = argmin{inf
d
Cl(d)} where d = 0 on C ⊂ B . (24)
The outcome Euler-Lagrange differential system is
d − 1 − l2∆d − βal2div(∇d ·M) − βgl2div(∇d ·G) = 0 in B, (25)
augmented by the homogeneous NBC that is∇d·n = 0 on ∂B. We then consider the smeared crack phase-field
functional given in (21) to ensure the fracture Kuhn-Tucker conditions [20, 15]. To that end, the constitutive
functions response by means of a global evolution system of regularized crack fracture gives rise to the global
crack dissipation functional
d
dt
Cl(d) := 1l
∫
B
[ −g′(d+)H + ηd˙ ] d˙ dV =
∫
B
δγl(d,∇d; M,G)d˙ dV ≥ 0 , (26)
results to the two inequity conditions for the crack phase-field through
δγl(d,∇d; M,G) ≤ 0 with d˙ ≤ 0, (27)
with the functional derivative of γl with respect to d by,∫
B
δdγl(d,∇d; M,G)dV =
∫
B
1
l
[(d − 1) − l2∆d − βal2div(∇d ·M) − βgl2div(∇d ·G)]dV. (28)
Additionally, in (26),H indicates the crack driving force and represent
H = max
s∈[0,t]
D(x, s) ≥ 0, (29)
where D indicates the fracture driving state function. Furthermore,H considers the irreversibility of the crack
phase-field evolution by filtering out a maximum value of D. This is referred to the local history variable.
Also, an artificial/numerical material parameter (denoted by η ≥ 0) is employed to specify the viscosity term
of crack growth.
The local evolution of the crack phase-field equation in the given domainB resulting from (26) augmented
with its homogeneous NBC, i.e. ∇d · n = 0 on ∂B yields
[ d − 1 − l2∆d − βal2div(∇d ·M) − βgl2div(∇d ·G) ] − ηd˙ + 2(1 − κ)dH = 0 , (30)
which states the third equation in the coupled system.
2.2. Constitutive functions
The coupled BVP is formulated through three specific fields (i.e., unknown solution fields) to illustrate
the hydro-poro-elasticity of fluid-saturated porous media in the fracturing material by
Global Primary Fields : U := {u, p, d}. (31)
Here, u is the displacement (mechanical deformation), p denotes the pressure, and d is the crack phase-field
(0 ≤ d ≤ 1). For the numerical implementation standpoint, to guarantee 0 ≤ d ≤ 1 holds, we project d > 1
to 1 and d < 0 to 0 to avoid unphysical crack phase-field solution [20]. The constitutive formulations for the
hydraulic phase-field fracture are written in terms of the following set
Constitutive State Variables : C := {ε, θ, d,∇d} , (32)
which shows the response of the poroelasticity material modeling with a first-order gradient damage model.
A pseudo-energy density function denoted by W(C) for the poroelastic media per unit volume reads
W(C) = Welas(ε, d; M,G) + W f luid(ε, θ) + W f rac(d,∇d; M,G). (33)
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2.2.1. Fluid contribution
Following [62], the fluid density function takes the following form
W f luid(ε, θ) =
M
2
B2tr2[ε] − 2 θ tr[ε] + θ2 = M2 (B tr[ε] − θ)2, (34)
based on the given fluid coefficient including which includes Biot’s coefficient B and Biot’s modulus M. By
employing the Coleman-Noll inequality condition in thermodynamics, the fluid pressure p is derived from
the first-order derivative of the pseudo-energy density function W given in (33) by
p(ε, θ) :=
∂W
∂θ
=
∂W f luid
∂θ
= θM − MBtr(ε), (35)
for the isotropic solid material. Employing the above-mentioned pressure in addition to the second equation
in (20) as well as (15), the conservation of mass takes the following form
p˙
M
+ B ∂ttr(ε) − r¯F + Div[F ] = 0, (36)
which now depends on the fluid pressure p and not fluid volume fraction (porosity).
2.2.2. Mechanical contribution
Here, modified elastic density function Welas is degraded elastic response resulting from the fractured
state, a fluid density function contribution W f luid, and fracture density function denoted by W f rac which
contain the accumulated dissipative energy are accordingly used. For a compressible isotropic elastic solid,
the elastic density function is formulated through a linear elasticity strain energy function as
Welas(ε, d; M,G) = g(d) Ψ(ε; M,G), (37)
whereas Ψ given in (7). Here, the standard monotonically decreasing quadrature degradation function, reads
as g(d) := (1 − κ)d2 + κ.
2.2.3. Strain-energy decomposition for the bulk free energy
Since the fracturing materials behave significantly different in tension and compression, a consistent ad-
ditive split for the strain energy density function given in (37) for the isotropic and anisotropic counterpart
of energy are accordingly described. Thus, compared to other studies [13, 12, 15], we derived a new crack
driving state function, which mainly includes the tensile part of anisotropic energy density function.
• Strain-energy decomposition for the isotropic term.
To derive an additive decomposition of the isotropic strain energy function, i.e. Ψiso
(
I1(ε), I2(ε)
)
, we carry
out an additive split of the strain tensor ε(u) through
ε(u) = ε+(u) + ε−(u) where ε±(u) :=
δ∑
i=1
〈εi〉±Ni ⊗ Ni,
in the term of the tension strain ε+ and compression strain ε−. Also, 〈x〉± := x±|x|2 indicates a ramp function
of R± explained by the Macauley bracket, {εi} point out the principal strains, and {Ni} denote the principal
strain directions. The tension/compression fourth-order projection tensor can be expressed by
P±ε :=
∂ε±
∂ε
=
∂
(∑δ
i=1〈εi〉±Ni ⊗ Ni
)
∂ε
, (38)
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here P±ε projects the total strain to the positive and negative features, i.e., ε± = P±ε : ε. Therefore, a decoupled
explanation of the isotropic strain-energy function into a named tension and compression contribution reads
Ψiso
(
I1, I2
)
:= Ψ˜iso,+
(
I+1 , I
+
2
)︸          ︷︷          ︸
tension term
+ Ψ˜iso,−
(
I−1 , I
−
2
)︸          ︷︷          ︸
compression term
, (39)
with the positive and negative principal invariants take
I±1 := 〈I1(ε)〉±, I±2 (ε) := I2(ε±). (40)
• Strain-energy decomposition for the anisotropic term.
Now, a decoupled explanation of the anisotropic strain-energy function of a namely tension and compres-
sion contribution is introduced. Here, we mainly aim to derive the new crack driving state function, which
mainly includes the tensile part of the anisotropic energy density function. Thus, the anisotropic strain-energy
function can be additively decomposed as
Ψaniso
(
I4, I6
)
:= Ψ˜aniso,+
(
I+4 , I
+
6
)︸            ︷︷            ︸
tension term
+ Ψ˜aniso,−
(
I−4 , I
−
6
)︸            ︷︷            ︸
compression term
, (41)
where, the positive and negative principal invariants are
I±4 := 〈I4(ε; M)〉±, I±6 := 〈I6(ε; G)〉± . (42)
Now, using (39) and (41), the bulk work density function for the orthotropic materials with two families of
fibers used in (37) modified through
Welas(ε, d; M,G) = g(d+)
[
Ψ˜iso,+(I+1 , I
+
2 ) + Ψ˜
aniso,+(I+4 , I
+
6 )
]
+ Ψ˜iso,−(I−1 , I
−
2 ) + Ψ˜
aniso,−(I−4 , I
−
6 ).
(43)
The constitutive stresses corresponding to (43) read:
σ(ε, p, d; M,G) :=
∂W
∂ε
= σe f f − BpI. (44)
Here, the second-order Cauchy stress tensor σ is further decomposed in an additive manner into the effective
stress tensor Pe f f and additionally a pressure part. This additive decomposition is written based on the
classical Terzaghi split, as outlined in [63, 64]
σe f f = σ
iso + σaniso,
σiso = g(d+)σ˜iso,+ + σ˜iso,−,
σaniso = g(d+)σ˜aniso,+ + σ˜aniso,−,
(45)
where
σ˜iso,± := K I±1 (ε) − µ
(2
δ
I±1 (ε)I − 2ε±
)
with K > 0 and µ > 0
σ˜aniso,± :=
∂Ψ˜aniso,±
∂ε
= χaI±4 M + χgI
±
6 G.
(46)
Note, the identities ∂εI4 = M and ∂εI6 = G are used.
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2.2.4. Fracture contribution
The fracture contribution of pseudo-energy density given in (33) takes the following explicit form
W f rac(d,∇d; M,G) = Gcγl(d,∇d; M,G), (47)
where Gc > 0 is so-called a Griffith’s energy release rate where γl is given in (21). Following [62, 15], by
taking the first variational derivative δdW of (33), the positive crack driving state function D reads
D :=
l
Gc
[
Ψ˜iso,+ + Ψ˜aniso,+
]
≥ 0. (48)
2.3. Variational formulations derived for the coupled multi-field problem
The primary fieldsU given in (31) for the coupled poroelastic media of the fracturing material is obtained
by equations in (11), (36) as well as (30) in a strong form framework. Here, the PDE models are governed in
a temporal domain [tn, tn+1] such that time step ∆t = tn+1− tn > 0 holds. Next, three test functions with respect
to the deformation δu(x) ∈ Vu, fluid pressure δp(x) ∈ Vp and crack phase-field δd(x) ∈ Win are defined, see
(3). The variational formulations with respect to the three PDEs for the coupled poroelastic media of the
fracturing material are derived by
Eε(U, δu) =
∫
B
[
σ : δε − b¯ · δu
]
dV −
∫
ΓN
τ¯ · δu dA = 0,
Ep(U, δp) =
∫
B
[( 1
M
(p − pn) + B
(
tr(ε) − tr(εn)
)
− ∆t r¯F
)
δp + (∆t K ∇p) · ∇δp
]
dV
+
∫
∂NB
f¯ δp dA = 0,
Ed(U, δd) = (1 − κ)∆t
∫
B
[
2dH · δdV
]
+
∫
B
[
∆t(d − 1) · δd − η(d − dn) · δd
]
dV
+
∫
B
[
l2∆t∇d
(
1 + βa ·M + βg ·G
)
· ∇(δd)
]
dV = 0.
(49)
Here, the Cauchy stress tensor σ, the second-order permeability tensor K and the crack driving force H are
given in given (44), (18) and (29), respectively. The fully coupled variational multi-field problem to describe
hydraulic fractures in porous media is formulated in (49). Following (49), the compact variational form for
the hydraulic phase-field brittle fractures in porous media reads
EU(U, δU) = Eε(U, δu) + Ep(U, δp) + Ed(U, δd) = 0 ∀ (δu, δp, δd) ∈ (Vu,Vp,Vd). (50)
In order to solve the phase-field hydraulic fracture system (50), we first solve the first two equations
monolithically (simultaneously obtain (u, p)). Then, a staggered approach is used to obtain the phase-field
fracture d. To that end, we fix alternately (u, p) and estimate d and vice versa. The procedure is continued
until its convergence (using given TOLStag). We provide a summary of the algorithm steps in Algorithm 1.
Accordingly, a detailed consistent linearization formulation for (50) which is frequently used in the Newton-
Raphson iterative solver including a finite element discretization is illustrated in Appendix A.
2.4. Numerical illustration
We now investigate the influence of the penalty-like parameters for the computed solution from (49) to the
crack phase-field solution state. Here, we consider only transversely isotropic poroelastic material responses
induced by the fluid volume injection. We vary the parameters for the anisotropic modeling as βa = 1, 10, 200
to represent the transverse isotropy characterized by the normal vector defined as a :=
(
cos(φ), sin(φ)
)T
. Also,
by letting βg = χg = 0 we recover the isotropic hydraulic fracture simulation. Furthermore, we fixed and set
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Algorithm 1 The staggered iterative solution process for (49) at a fixed time-step n.
Input: loading data ( f¯ , t¯n) on C and ΓN , respectively;
solution (un−1, pn−1, dn−1) from step n − 1.
Initialization, k = 1:
• set (u0, p0, d0) := (un−1, pn−1, dn−1).
Staggered iteration between (u, p) and d:
• solve following system of equations (in (49)) in a monolithic manner given dk−1,
Eε(u, p, dk−1; δu) = 0,
Ep(u, p, dk−1; δp) = 0,
for (u, p), set (u, p) =: (uk, pk),
• given (uk, pk), solve Ed(uk, pk, d; δd) = 0 for d, set d =: dk,
• for the obtained pair (uk, pk, dk), check staggered residual by
ReskStag := |Eε(uk, pk, dk; δu)| + |Ep(uk, pk, dk; δp)| ≤ TOLStag, ∀ (δu, δp) ∈ (Vu,Vp),
• if fulfilled, set (uk, pk, dk) =: (un, pn, dn) then stop;
• else k + 1→ k.
Output: solution (un, pn, dn) at nth time-step.
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Figure 2: Influence of the different values of penalty-like parameters (here βa while βg = 0) in the hydraulically induced crack driven by
fluid volume injection. Here, the computation domain is shown in the first plot and two different fiber direction are studied.
χa = 10, because of its negligible effect on the fracture model. Consider the boundary value problem given
in Figure (2) (depicted in the first row from left). The material properties same as [65] and shown in Table 1.
To model transversely isotropic poroelastic material, structural stiffness is continuously augmented with
a unidirectional fiber. We consider two cases. First, the fiber is inclined under an angle φ = +45◦ while in the
second one fiber is inclined under φ = +60◦ with respect to the x-axis of a fixed Cartesian coordinate system.
The two cases are shown in Figure 2 in the first row and second row, respectively.
For both cases, the first important observation is that, increasing the penalty-like parameter βa in (49)
results in the fracture direction to be aligned with the highest strength direction of the poroelastic material
which is a. Another impacting factor that should be noted the less value for βa behave as an isotropic model
(inclined vertically) that is shown in Figure (2), depicted in the second row. Note, there is very slight changes
in the crack profile between βa = 10 and βa = 200.
Next, we use the anisotropic hydraulic fracture model used in Algorithm 1 and validated in this section
as a departure point for the Bayesian inversion framework for the phase-field hydraulic fracture. That is
described in a detail in Section 3.
3. Bayesian inversion for anisotropic phase-field hydraulic fracture
Uncertainties in the description of reservoir lithofacies, porosity, and permeability are major contributors
to the uncertainties in reservoir performance forecasting. Moreover, the uncertainties in the characterization
of formation properties, fracture properties, temperature effects, identification of elastic parameters, and flow
mechanisms affect the productivity of wells. In this section, we introduce a computational technique based
on MCMC to model the uncertainty in hydraulic fractures.
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There is usually a lack of information about problem parameters and they undergo many uncertainties
coming e.g. from the heterogeneity of rock formations and complicated realization of experiments for param-
eter identification. The Bayesian approach provides a principal framework for combining the prior knowledge
with dynamic data in order to make predictions on quantities of interest. In most cases, direct measurements
of the quantities is not feasible; therefore, using the forward model, an inverse approach enables us to predict
these parameters with a low computational cost. As a result in addition to provide a comprehensive model
that describes the fracture (crack propagation), the influential parameters are identified.
Here, we introduce a parameter estimation framework to determine different effective hydraulic fracture
phase-field parameters. We consider the unknown values, i.e., elasticity modulus of the rock formation,
Biot’s coefficients, fluid velocity, and the energy release rate will be components of a random vector. We first
employ the statistical model
R =M(Θ) + . (51)
• R is a random variable that indicates the reference value (i.e., reference observation or measured data).
• M points out a PDE-based model (here the hydraulic phase-field model i.e., (50)). The variable Θ is a
random field and denotes the realizations of random variables (here the unknown material parameters,
denoting Θ ∈ {λ, µ, B,M, ηF ,Gc, βa, βg}, see Subsection 3.2 for the physical interpretation). In total,
M(Θ) relates to the solution of the model according to a given set of parameters. Here, we focus on
the scalar-valued maximum pressure, that is
P := max
B
{p}, (52)
at a fixed fluid injection time. This value indicates an observation with respect to a given set of parame-
ters (θ ∈ Θ). In other words, by solving the system of equations (50) (using θ), the functionM transfers
the material unknowns to an observation (here P) which shows the fracture behavior. We should note
that the functionM : Rnr :→ Rnm , where nr is the dimension of the unknown parameters and nm is the
dimension of the reference observation (here P).
•  is the estimation error and arises from uncertainties in experimental situations and denotes a sample
of N(0, σ2Inr ), where N is the normal distribution and σ2 denotes a fidelity parameter.
Several Markov chain Monte Carlo techniques, e.g., Metropolis-Hastings (MH) [66] or more effective meth-
ods such as the delayed-rejection adaptive-Metropolis method are employed to determine the posterior density
of the parameters.
Generally, for a sample θ of the random field Θ indicating a realization of the parameters (given in
Subsection 3.2) related to a sample r of the observations R, the posterior density is expressed as
pi(θ|r) = pi(r|θ)pi0(θ)
pi(r)
=
pi(r|θ)pi0(θ)∫
Rnr
pi(r|θ)pi0(θ) dθ
, (53)
where pi0(θ) denotes the prior distribution (prior information) and Rnr indicates the parameters space (a nor-
malization parameter) and its estimation is not computationally easy. Hence, we estimate the posterior density
neglecting the normalization constant leads to
pi(θ| r) ∝ pi(r| θ)pi0(θ).
To estimate the posterior density in the above relation which is the probability density of a set of unknown
parameters, the likelihood function (pi(r|θ)) should be formulated. The likelihood function reads
pi(r|θ) := 1
(2piσ2)n¯/2
exp
(−ζ(θ)/2σ) , with ζ(θ) = n∑
i=1
(ri −M(θ))2, (54)
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where n is the number of time-steps. Here, for a given realization θ (a set of parameters), higher ζ(θ) (more
difference between the model solution and the observation) gives rise to a lower likelihood estimation (lower
probability). On the other hand, a negligible difference leads to maximum likelihood estimation and a proba-
bility close to 1. We choose also the reference observation by a fine mesh to perform the test problems. We
observe the dependence of maximum pressure (P) to different effective parameters (listed in Subsection 3.2).
Obviously, the observation can be modified (more precise) by using a measured value.
In MH algorithms, during every sampling, a new candidate θ∗ based on the proposal density (e.g., uniform
or Gaussian) φ is proposed, and its acceptance rate (denoted by λ1) concerning the previous candidate (here
θk−1) is computed. The ratio is given as follows:
λ1(θ∗| θk−1) := min
1, pi(θ∗| r) φ(θk−1| θ∗)pi(θk−1| r) φ(θ∗| θk−1))
 . (55)
A high acceptance ratio means the proposed proposal gets simulation results closer to the (reference) obser-
vation; therefore, it will be accepted; otherwise, the algorithm rejects the candidate (if the ratio is low).
3.1. The DRAM algorithm for hydraulic fracture
The Metropolis-Hastings technique is a robust and efficient MCMC technique to estimate the posterior
density. Its efficiency verified by the authors in [50] to identify mechanical coefficients (mechanical param-
eters and the critical energy rate). Despite its efficiency, during the iterations, the covariance function of the
proposal should be tuned manually, and the method has a high autocorrelation. To overcome these drawbacks,
during each sampling, the covariance based on the existing samples (adaptive Metropolis) is updated; there-
fore, the posterior density is not sensitive to the proposal density. We can modify the technique additionally
by using a delayed rejection. To this end, a replacement of the rejected proposal is obtained (i.e., θ∗∗); then,
the new acceptance/rejection probability (denoted by λ2) is computed, that is
λ2(θ∗∗| θk−1, θ∗) = min
1, pi(θ∗∗| r) φ(θ∗| θ∗∗)
(
1 − λ1(θ∗|θ∗∗))
pi(θk−1| r) φ(θ∗| θk−1)
(
1 − λ1(θ∗|θk−1)
)
 . (56)
In other words, a second-stage move will be used to increase the acceptance chance of the rejected proposal.
The algorithm is useful, specifically when the samples have a high-dimensional conditional density [67].
The DRAM algorithm for parameter estimation in hydraulic fracture is summarized in Algorithm 2. Here,
Zk ∼ Uniform (0, Inr ) where Inr denotes the nr-dimensional identity matrix, Dk indicates the Cholesky de-
composition ofVk (the covariance of the realizations), and RV ∼ Uniform (0, 1). To enhance the acceptance
rate, we update the covariance function of the proposal density. In order to provide a narrower proposal
density, we use σ < 1. The covariance function can be estimated by
Cov(θ0, θ1, . . . , θk) =
1
k
 k∑
i=0
θi
(
θi
)T − (k + 1) θˆk (θˆk)T  , (57)
where θˆk = 1k+1
k∑
i=0
θi.
3.2. Physical interpretation of the parameters
Here we review the list of important parameters (with their used unit) in hydraulic fracture and explain
that are they correlated or not.
• Elasticity modulus [GPa]. Generally, the mechanical material parameters denote the shear modulus µ
and Lame´’s first parameter λ. The bound λ > − 2µ3 may relate it to the shear modulus. Poisson’s ratio
ν also satisfies the condition −1 < ν < 12 . Hence, these two parameters are not well-suited for the
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Algorithm 2 The DRAM algorithm for anisotropic hydraulic phase-field fracture.
• Produce an initial θ0 ∼ pi(θ0| r) value (k = 0)
for k = 1, . . . ,N
• set FLAG=true • set n = 0
1. Propose a new proposal θ∗ = θk−1 +DkZk.
while FLAG do
I. Solve the system of equations (i.e., EU(U, δU) = 0, see (50)) using Algorithm 1
and obtain (u, p, d) according to the realization θ∗ ∈ {µ,K,M, B,Gc, ηF , βa, βg}.
II. Estimate the maximum of the pressure in the geometry P = max(p)
III. if d reaches the boundary
IV. else if tn > T then • set FLAG=false
V. else • set n + 1→ n • set tn = n∆t
2. Calculate the acceptance/rejection probability
λ1(θ∗| θk−1) = min
1, pi(θ∗| r) φ(θk−1| θ∗)pi(θk−1| r) φ(θ∗| θk−1))

.
3. if RV < λ1 then accept the proposal θ∗ and put θk = θ∗ else
I. Calculate the alternative proposal θ∗∗ = θk−1 + σ2DkZk .
II. • set FLAG=true • set n = 0
• obtain new P (see the while/do loop) according to the realization θ∗∗
III. Calculate the acceptance/rejection probability of the delayed rejected candidate
λ2(θ∗∗| θk−1, θ∗) = min
1, pi(θ∗∗| r) φ(θ∗| θ∗∗)
(
1 − λ1(θ∗|θ∗∗))
pi(θk−1| r) φ(θ∗| θk−1)
(
1 − λ1(θ∗|θk−1)
)

.
IV. if RV < λ2 then accept the proposal θ∗∗ and put θk = θ∗∗
V. else • reject the proposal θ∗∗ and put θk = θk−1
4. Update the covariance matrix asVk = Cov(θ0, θ1, . . . θk).
5. UpdateDk
end
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estimation due to their bounds and dependency. Instead, the effective bulk modulus, K = λ + 2µ3 in
addition to the shear modulus are chosen as the elasticity parameters. Therefore, the only necessary
constraint is the positivity of the parameters. Since the mechanical parameters are correlated a joint
probability density will be estimated.
Higher shear modulus (due to higher Young’s modulus) increases the reservoir hardness; therefore, the
fracture initiates faster and the propagation rate is more for the cases with higher Young’s modulus.
The bulk modulus is the measure of the decrease in volume with an increase in pressure.
• Biot’s coefficient B described by Biot [68] and represents the change of the bulk volume because of a
pore pressure change while the stress is constant (the contribution of the pore pressure to the stress).
The fracture length reduces with a raise in the Biot’s number. The effect of the pore pressure on the
fracture propagation can be more pronounced for higher Biot’s coefficient [69].
• Biot’s modulus M [GPa] considers the combined fluid/solid compressibility. The inverse of M denotes
the rate of the volume of fluid released from a non-deforming frame to the pore pressure drop, therefore
determines a storage coefficient [70].
• Dynamic fluid viscosity ηF [kg/(m.s)] is the resistance to movement of one layer of a fluid over another.
By raising dynamic viscosity, the breakdown pressure rises noticeably however the fracture initiation
pressure rises only slightly.
• Griffith’s critical energy release rate Gc [GPa] indicates a property of the materials that the fracture
is propagating in or into. In other words, it is represented as the decline in total potential energy per
increase in fracture surface area.
Due to the nature of subsurface systems, it is hard and time-consuming to provide the measurements
for the inverse problem. Considering the limited resources, it is useful to choose the reference value, via
a simulation-based technique. To that end, the quantity of interest in our simulation is the maximum fluid
pressure versus the fluid injection time. Findings [22, 71, 21] showed that maximum pressure increases within
the fractured area before the onset of the crack propagation, which yields into a drop of the fluid pressure,
that is well-know observation in the fracking process [22].
The typical random distribution of the unknown parameters is log-normal. Hence, in the Bayesian inverse
framework, it is usual to work with their logarithms (i.e., natural logarithm) instead of the original variables
and to choose Gaussian distribution as the prior distribution. With that, we can remove the positivity con-
straint as well.
4. Numerical experiments
In this section, to use the developed numerical procedure for modeling hydraulic fractures in isotropic and
anisotropic solids, we employ four specific numerical examples. The used material parameters are given in
Table 1 (according to [30, 65]). To obtain the solution of the coupled system of equations bilinear quadrilateral
Q1 finite elements are used, and the consistent linearization, including finite element discretization, is further
explained in detail in Appendix A.
Here, we introduce four different numerical experiments. Then, we employ the DRAM technique to iden-
tify the influential parameters. The first two examples cover only isotropic materials, where in the next two
problems we consider transversely isotropic and orthotropy anisotropic fractures. In the DRAM algorithm,
we employ the fidelity parameter σ = 10−3 and we replicate the Bayesian algorithm for N = 10 000 number
of samples. In all examples, h = 1/200 is used for the simulations and h = 1/215 is employed to obtain the
reference observation (using the given values in Table 1). A length scale of l = 2h in addition to a negligi-
ble κ (here is 10−8) is used as well. Regarding the stabilization parameter, we refer the reader to [50] for a
discussion. Finally, for all examples, the prior distribution of all desired parameters are listed in Table 2.
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Table 1: Material parameters employed in the numerical experiments according to [30, 65].
No. parameter name value unit
1. µ shear modulus 6.65 GPa
2. K bulk modulus 11 GPa
3. M Biot’s modulus 12.5 GPa
4. B Biot’s coefficient 0.79 –
5. KD Intrinsic permeability 2 × 10−14 m2
6. ζ Permeability transition exponent 50 –
7. ηF Dynamic fluid viscosity 0.001 kg/(m.s)
8. Gc Griffith’s energy release rate 0.00265 GPa
9. η Crack viscosity 10−14 N/m2s
10. κ Stabilization parameter 10−8 –
Table 2: The prior distribution of the model parameters for different test problems.
parameter prior distribution true value test problems
B N(0.8, 0.1) 0.79 all
ηF N(0.001, 0.0001) 0.001 all
Gc N(0.0027, 0.0003) 0.00265 all
µ N(6.5, 0.5) 6.65 all
K N(11, 1) 11 all
M N(12, 1) 12 all
βa N(50, 60) 55 Example 3
βa or βg U(0, 2) 0.5 Example 4, Case b
βa or βg U(0, 20) 10 Example 4, Case b
βa or βg U(0, 20) 10 Example 4, Case d
βa or βg U(150, 250) 200 Example 4, Case d
4.1. Hydraulically induced crack driven by fluid volume injection
In the following numerical example, a BVP is applied to the square plate shown in Figure 3(a). We set
A = 40 m hence B = (0, 80)2 m2 that includes a predefined single notch C1 of length 8 m in the body center
with a = (36, 40) m and b = (44, 40) m, as depicted in Figure 3(a). A constant fluid flow of f¯ = 0.003 m2/s
is injected in C1. At the boundary ∂DB, all displacements are fixed in both directions and the fluid pressure is
set to zero. Fluid injection f¯ continues until failure for T = 60 second with time step ∆t = 0.1 second during
the simulation. In the next two examples, we deal with isotropic hydraulic fracture and hence we fixed and
set βa = χa = βg = χg = 0 to recover isotropic formulation.
We start our analysis by illustrating the reference results for different fluid injection time up to final
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failure related to Figure 3a. The fluid pressure p (first row) and crack phase-field d (second row) evolutions
are demonstrated in Figure 4 for four-time steps, i.e., t = 0.1, 6.5, 20, 34.5 seconds. The crack initiates at
the notch-tips due to fluid pressure increase. Thereafter, the crack propagates horizontally in two directions
towards the boundaries. In the fractured zone, p is almost constant due to the increased permeability inside
the crack. Whereas, low fluid pressure in the surrounding is observed due to the chosen small time-step in
comparison with the permeability of the porous medium, as outlined in [30]. The fluid pressure drops down
while the crack propagates further as shown in Figure 4(b) (second row, middle states). Then, p increases
again due to the prescribed fixed boundary conditions ∂DB, see Figure 4 (first row, last state).
Figure 5 shows the pressure curve during the injection time for different values for six influential parame-
ters. As the figure shows, an increase in the Biot’s coefficient raises the pressure peak point; however, for the
rest of the parameters, it gives rise to a decline. We continued the pressure estimation until the crack reached
the boundary (here T = 60 seconds is used).
Now the Bayesian inversion (the DRAM technique) is employed to identify the parameters. Figure 6
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Figure 3: Geometry and boundary conditions (a) Example 1. Hydraulically induced crack driven by fluid volume injection, and (b)
Example 2. Joining of two cracks driven by fluid volume injection.
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Figure 4: Example 1. Reference results of the hydraulically induced crack driven by fluid volume injection. Evolution of the fluid
pressure p (first row) and crack phase-field d (second row) for different deformation stages up to the final failure at t = 0.1, 6.5, 30, 49.5
seconds.
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depicts the histogram of posterior density of the values. Due to the correlation of the parameters, the joint
probability of the elastic modulus and Biot’s coefficient/modulus are estimated. As shown, a wide probability
density for ηF indicates its low impact on the pressure; however, the narrow curve for Gc points out its high
effect on the pressure during the injection time. The results are compatible with the obtained curves in Figure
5.
The main advantage of the DRAM algorithm compared to the Metropolis-Hastings algorithm in phase-
field fracture [50] is a significantly higher acceptance rate. As we already mentioned, the proposal adaptation
and the new adjusted candidate improves the reliability/efficiency of the parameter identification. In order
to verify the obtained values, we solved the system with the posterior knowledge and estimated P. Figure 7
illustrates the pressure diagram obtained by the prior and posterior values and the chosen reference observa-
tion. The technique efficiency in the precise estimation of the peak point and curve behavior can be observed
here.
4.2. Joining of two cracks driven by fluid volume injection
The second example is given for handling coalescence and merging of crack paths for the hydraulic
fracturing material. Crack-initiation and curved-crack-propagation, representing a mixed-mode fracture, are
predicted with a phase-field formulation.
The boundary value problem is similar to the benchmark problem of [18] and depicted in Figure 3(b).
We keep all parameters and loading as in the previous example. The first crack C1 is located near the middle
of the domain with coordinates a = (28, 40) and b = (36, 40). The second crack C2 is vertically-oriented at
n = (50, 44) and m = (50, 36) with a distance of 14 m from C1. A constant fluid flow of f¯ = 0.003 m2/s is
injected in C1 and C2 as sketched in Figure 3(b). At the boundary ∂DB, all the displacements are fixed in both
directions and the fluid pressure is set to zero. Fluid injection f¯ continues until failure for T = 28 second
with time step ∆t = 0.1 second during the simulation.
Figure 8 shows the evolutions of the fluid pressure p (first row) and the crack phase-field d (second row)
for the reference problem at different times t = 1.8, 6.5, 13.5, 27.7 seconds. Here the crack propagates from
the notches. We again observe nearly constant fluid pressure in the fractured area (d = 0), whereas outside
the crack zone p is much lower, see Figure 8 (first row).
In order to study the parameter effect, we observe the pressure curve with different values of the effective
parameters. Figure 9 show the influence of on P diagram during different injection time. The obtained infor-
mation from the DRAM algorithm (the posterior distribution) is shown in Figure 11. As depicted, Gc shows
Figure 5: Example 1. The maximum pressure value P for different values of µ, K, M, B, Gc, and ηF .
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Figure 6: Example 1. From left to right: the posterior density of the mechanical parameters, Biot’s coefficients/modulus, Gc, and ηF .
The green lines are the mean values.
Figure 7: Example 1. A comparison between the maximum pressure (during the injection time) with prior values (red line) and the
posterior values (green line). The reference diagram is depicted with a blue line.
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Figure 8: Example 2. Reference results of the joining cracks driven by fluid volume injection. Evolution of the vertical displacement
uy (first row), fluid pressure p (second row) and crack phase-field d (third row) for different deformation stages up to final failure at
t = 1.8, 6.5, 13.5, 27 seconds.
a Gaussian distribution and ηF has a skewed distribution. Finally, the pressure diagram for prior/posterior
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and the used reference observation (with finite element mesh size h = 0.24) is shown in Figure 11. Similar
to Example 1, employing Bayesian inference enables us to have a more exact model, i.e., the peak point and
pressure behavior are predicted more precisely.
4.3. Example 3: Transversely isotropic fracture for the poroelastic layered material induced by fluid volume
injection
The following example deals with transversely isotropic material responses induced by the fluid volume
injection. The boundary value problem is given in Figure 12(a). We use identical poroelastic material param-
eters to observe hydraulic fracture response that is given in Table 1. Here, the domain is divided identically
into two vertical layers (see Figure 12(a)), with thickness A = 40 m such that layer 1 and layer 2 are en-
forced with unidirectional fibers with different orientations which are inclined under an angle φ = +60◦ and
φ = −60◦ with respect to the x-axis of a fixed Cartesian coordinate system. We set penalty-like parameter by
βia = χ
i
a := 200 with i = (1, 2) and letting βg = χg = 0.
Similar as before, at the boundary ∂DB, all the displacements are fixed in both directions and the fluid
pressure is set to zero. A constant fluid flow of f¯ = 0.004 m2/s is injected in C. Fluid injection f¯ continues
until failure for T = 45 second with time step ∆t = 0.1 second during the simulation.
4.3.1. Estimation of the penalty parameter
In this example, we first assume that the penalty parameter is a random field. Therefore, we strive to study
the effect of its randomness on each element.
The Karhunen-Loe´ve expansion (KLE) expansion technique is a useful computational method used to
reduce the dimensionality of the random field. Here the field Λ indicates the penalty parameter (here βa while
βg = 0 is fixed) and can be decomposed by its mean value and variation. Denoting the probability density
function P and the random variable ω ∈ Ω belongs the probability space Ω, the covariance function has the
form
CovΛ(x, y) =
∫
Ω
(
Λ(x, ω) − Λ(x)) (Λ(y, ω) − Λ(y)) dP(ω). (58)
Figure 9: Example 2. The maximum pressure value P for different values of µ, K, M, B, Gc, and ηF .
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Figure 10: Example 2. From left to right: the posterior density of the mechanical parameters, Biot’s coefficients/modulus, Gc, and ηF .
The green lines are the mean values.
Figure 11: Example 2. A comparison between the maximum pressure (during the injection time) with prior values (red line) and the
posterior values (green line). The reference diagram is depicted with a blue line.
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Figure 12: Hydraulically induced crack driven by fluid volume injection. (a) Example 3. Layered transversely isotropic poroelastic
material, and (b) Example 4. layered orthotropy anisotropic poroelastic material.
Therefore, the the KL-expansion reads
Λ(x, ω) = Λ¯(x) +
∞∑
i=1
√
ψiki(x)ξi(ω). (59)
The first term indicates the expectation, ki are the orthogonal eigenfunctions, ψi are the corresponding eigen-
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values of the eigenvalue problem ∫
B
CovΛ(x, y)ki(y) dy = ψiki(x), (60)
and the {ξi(ω)} are mutually uncorrelated random variables satisfy the following condition
E[ξi] = 0, E[ξiξ j] = δi j. (61)
Also E denotes the expected value of the random variables, and δi j denotes the Kronecker product. For the
Gaussian random field, we use a Gaussian covariance kernel defined by
CovΛ(x, y) = σ2 exp
− (x1 − y1)2
ζ1
− (x2 − y2)
2
ζ2
 , (62)
where ζ1, and ζ2 are the anisotropic correlation lengths and σ is the standard deviation. The infinite series
can be truncated to a finite series expansion (i.e., an NKL-term truncation) by
Λ(x, ω) = Λ¯(x) +
NKL∑
i=1
√
ψiki(x)ξi(ω). (63)
In order to define NKL, we use the following criterion∑NKL
i=1 ψi∑∞
i=1 ψi
=: ϕ, (64)
to preserve the variance. In this work in order to decompose the random field (penalty parameters) we assume
that it has the expectation of 55, the correlation lengths are ζ1 = 0.1, ζ2 = 0.1, the standard deviation is σ = 5,
and ϕ = 0.95. The values of the random field in the elements is shown in Figure 13.
From now onward, due to dealing with the anisotropic solids, we follow the following parameter estima-
tion procedure.
I Propose θ∗ ∈(βa, βg) according to the given distribution to determine the posterior density of the penalty
parameters, i.e.,
(β¯a, β¯g) = DRAM(θ∗, υ), (65)
where other unknowns (υ = {µ,K,M, B,Gc, ηF}) are according to the true values.
II Then, use the extracted information from the estimated parameters to identify other unknown values,
namely
(µ¯, K¯, M¯, B¯, G¯c, η¯F) = DRAM(θ∗, β¯a, β¯g), (66)
where the candidates θ∗ ∈ {µ,K,M, B,Gc, ηF} are proposed based on the given distribution.
Next, we start our analysis by illustrating the computed reference results for different fluid injection time
up to final failure related to Figure 12(a). The fluid pressure p (first row) and crack phase-field d (second
row) evolutions are demonstrated in Figure 14 for four-time steps, i.e., t = 0.1, 10, 40, 80.2 seconds. The
crack initiates at the notch-tips due to fluid pressure increase. The crack profile at first time step (i.e. t = 0.1
second), evidently intend to the preferential fiber direction within each layer (see diffusivity area in Figure
14, second row). Afterward, the crack phase-field propagates toward fiber directions and in some certain time
(t = 10 second), secondary crack initiates through the middle point of the notch induced by fluid injection
and then propagates through the interface between two layers. That is an interesting observation (and it is
typical for the interface problem) which is shown in Figure 14 at t = 40 second. Primary and secondary crack
propagates in three directions towards the boundaries. Same as before, in the fractured zone, p is almost
23
Figure 13: The values of the penalty-like parameter βa (prior density) on each element of the domain B.
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Figure 14: Example 3. Reference results of the hydraulically induced crack driven by the fluid volume injection for the layered or-
thotropy anisotropic poroelastic material. Evolution of the fluid pressure p (first row) and crack phase-field d (second row) for different
deformation stages up to final failure at t = 0.1, 5.1, 20.1, 44.5 seconds.
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Figure 15: Example 3. The effect of penalty parameter on P.
Figure 16: Example 3. The probability density of the penalty parameter.
constant due to the increased permeability inside the crack while low fluid pressure in the surrounding is
observed. Another impacting factor that should be noted, the highest pressure is aligned with the highest
strength direction of the material at each layer, see Figure 14, the first row.
The effect of different βa on P is shown in Figure 15. As we already mentioned the penalty parameter is
assumed a random field, and the KL-expansion used to determine the parameter in the elements. We extract
the information to estimate the penalty parameter, where the probability density is shown in Figure 16.
Now, we strive to determine the desired values (using the determined βa). The effect of the different values
of the parameters on P is depicted in Figure 17 and the obtained posterior densities are shown in Figure 18.
The different ending point of the curves is due to the impact of the parameters on the crack propagation
(reaching the boundary). Then, we compare the estimated knowledge from the posterior with prior value (see
Figure 19). Using the posterior information we can estimate the peak point and the pressure ending point
precisely.
4.4. Example 4: Orthotropy anisotropic fracture for a poroelastic layered material induced by fluid volume
injection
The last numerical test is concerned with orthotropic anisotropic poroelastic materials with two families
of fibers induced by the fluid volume injection. The layered boundary value problem is given in Figure 12b.
The material properties are used the same as before. A constant fluid flow of f¯ = 0.004 m2/s is injected in C
until failure for T = 13 second with time step ∆t = 0.1 second during the simulation.
Here, the domain is divided identically into three horizontal layers (see Figure 12b) with a thickness of
2A/3 = 26.66 m. Each layer of the poroelastic material is reinforced with two orthogonal unidirectional
25
Figure 17: Example 3. The maximum pressure value P for different values of µ, K, M, B, Gc, and ηF .
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Figure 18: Example 3. From left to right: the posterior density of the mechanical parameters, Biot’s coefficients/modulus, Gc, and ηF .
The green lines are the mean values.
Figure 19: Example 3. A comparison between the maximum pressure (during the injection time) with prior values (red line) and the
posterior values (green line). The reference diagram is depicted with a blue line.
fibers embedded in the matrix, namely a and g. The preferential fiber direction in each layer of the laminate
is given by the structural director a and g which is inclined by θ = +30◦ and θ = −60◦, respectively, with
respect to the x-axis of a fixed Cartesian coordinate system. Here, penalty-like parameters act as a material
parameter, hence families of fibers with higher penalty-like parameters respond stiffer, and hence anisotropic
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response is oriented in that direction. Specifically, we define the mismatched ratio between two families of
fibers and denoted by ξ which is given by
ξi :=
βia
βig
=
χia
χig
, with i = (1, 2, 3). (67)
Herein, i refers to the layer number within the domain, see Figure 12b, with (βa, χa) and (βg, χg) are corre-
sponding to the a and g, respectively, see (30) and (46). Thus, if ξi > 1 means a is stiffer than g then crack
orientation is in direction parallel to a. Otherwise, if ξi < 1 means g is stiffer than a then crack orientation
is in direction parallel to g. To formulate the fracture process, the stiffer fiber is set with a larger value of the
penalty-like parameter in the (30) and (46). Therefore, in the following, we considered four different cases.
• Case a. In the first case, we consider the isotropic hydraulic fracture and hence we fixed and set
βa = χa = βg = χg = 0 to recover isotropic formulation. The fluid pressure p and the crack phase-
field d evolutions are shown in Figure 20 and 21 first row, respectively, for four-time steps, i.e., t =
0.1, 5.1, 10.1, 12.2 seconds. Here, the crack initiates at the notch-tips (where we have a singularity-
like shape) due to fluid pressure increase. Then, it propagates about 45◦ and in the very final stage, see
Figure 21 the first row at t = 12.2, we observed the crack branching near boundaries induced by the
fluid injection.
• Case b. In this and the next two cases, for the first and third layers, we assume fiber g is stiffer
than a while within the second layer a is stiffer than g. Hence, we set β1g = β2a = β3g = 10 and
β1a = β
2
g = β
3
a = 0.5. The same values are also holds for the (χ
i
a,χ
i
g) with i = (1, 2, 3). Table 3
summarizes penalty parameters and the mismatch ratio for each layer. The fluid pressure p and crack
phase-field d evolutions are shown in Figure 20 and 21 second row, respectively, for four-time steps,
i.e., t = 0.1, 3.1, 5.1, 11.4 seconds. Here, the crack initiates at the notch-tips due to fluid pressure
increase. The crack profile at first time step (i.e. t = 0.1 second), propagate toward the preferential
fiber direction βa in the second layer. Afterwards, the crack phase-field initiates and then propagates
along the interface between layers 2 and 1 and, accordingly, layer 2 and 3, see Figure 21, second row.
This crack profile occurs mainly because the material is not very stiff in the preferential direction such
that crack propagates toward the fibers. Thus, it continuous along the interface between two layers.
• Case c. In this case, we set β1g = β2a = β3g = 50 and β1a = β2g = β3a = 2.5. The same values are also holds
for the (χia,χ
i
g) with i = (1, 2, 3). By means of Table 3, in layer 2 where ξ
i > 1, crack propagate in a
direction of a, otherwise g, e.g. layers 1 and 3. The fluid pressure p and crack phase-field d evolutions
are shown in Figure 20 and 21 third row, respectively, for four-time steps, i.e., t = 0.1, 3.1, 5.1, 12
seconds. Here, the crack initiates at the notch-tips due to fluid pressure increase. The crack profile
at first time step (i.e. t = 0.1 second), evidently intend to the preferential fiber direction within each
layer (see diffusivity area in Figure 21, third row). Afterwards, the crack phase-field propagates toward
fiber directions which is inclined under θ = +30◦, because we have a situation ξ > 1, meaning that the
stiffer response is observed in a orientation of the poroelastic material (t = 3.1 second). In some certain
time (t = 5.1 second), the crack direction is changed toward g (θ = −60◦) since ξ < 1. A secondary
crack initiates along the interface between two layers which is depicted in Figure 21 at t = 12 second.
Additionally, it can be grasped the highest pressure is aligned with the highest strength direction of the
material at each layer, see Figure 20, the third row.
• Case d. Here, we set β1g = β2a = β3g = 200 and β1a = β2g = β3a = 10. The same values are also holds
for the (χia,χ
i
g) with i = (1, 2, 3). The fluid pressure p and crack phase-field d evolutions are shown in
Figure 20 and 21 last row, respectively, for four-time steps, i.e., t = 0.1, 3.1, 5.1, 10.4 seconds. The
first important observation is that the crack surface, precisely, follows the mismatch ratio ξi criteria
indicated in Table 3. Another impacting factor that should be noted that the crack surface is very
similar with Case c, except in this case, a secondary crack is not anymore observed. This is mainly
because the material behaves much stiffer in each fiber direction compared to Case c.
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Figure 20: Example 4. Reference results of the hydraulically induced crack driven by the fluid volume injection for the layered
anisotropic poroelastic material. Evolution of the fluid pressure p for the Case a (first row) that is isotropic setting for different de-
formation stages up to final failure at t = 0.1, 5.1, 10.1, 12.2 seconds; Case b (second row) at t = 0.1, 3.1, 5.1, 11.4 seconds; Case c
(third row) at t = 0.1, 3.1, 5.1, 12 seconds and Case d (fourth row) at t = 0.1, 3.1, 5.1, 10.4 seconds.
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Figure 21: Example 4. Reference results of the hydraulically induced crack driven by the fluid volume injection for the layered
anisotropic poroelastic material. Evolution of the crack phase-field d for the Case a (first row) that is isotropic setting for different
deformation stages up to final failure at t = 0.1, 5.1, 10.1, 12.2 seconds; Case b (second row) at t = 0.1, 3.1, 5.1, 11.4 seconds; Case c
(third row) at t = 0.1, 3.1, 5.1, 12 seconds and Case d (fourth row) at t = 0.1, 3.1, 5.1, 10.4 seconds.
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(βa, βg, ξ) layer 1 layer 2 layer 3
Case a (0, 0, –) (0, 0, –) (0, 0, –)
Case b (0.5, 10, 0.05) (10, 0.5, 20) (0.5, 10, 0.05)
Case c (2.5, 50, 0.05) (50, 2.5, 20) (2.5, 50, 0.05)
Case d (10, 200, 0.05) (200, 10, 20) (10, 200, 0.05)
Table 3: Example 4. The mismatched ratio ξ between two families of fibers (a, g). Large value for ξ > 1, e.g. ξ = 20, results stiffer
response in direction of structural director a otherwise g.
Figure 22: Example 4 (Case b). The joint probability density of the penalty parameters (βa and βg) in layer 1 (left), layer 2 (middle), and
layer 3 (right).
Next, in order to investigate the accuracy of the Bayesian framework, for this example, we consider Case
b and also Case d. The first main goal is to identify the penalty parameter in all layers. As we already
mentioned, in each region, different βa and βg are employed where the prior densities and the true values are
shown in Table 2. Figure 22 shows the joint probability density of both penalty parameters. As shown for
both parameters a narrow distribution is obtained.
Using the estimated penalty parameters (the posterior densities), we present the effect of the unknown
parameters on P in Figure 23 and the posterior densities (joint/marginal) are depicted in Figure 24. Finally,
we used the obtained information to compared the posterior and prior densities as shown in Figure 25(a).
We use the same Bayesian framework for Case d and strive to estimate the penalty parameters. Again, the
prior densities and the true values are shown in Table 2. The effect of the parameters in different layers on u
and p can be observed in the last line of Figure 20 and Figure 21, respectively. Figure 26 shows the posterior
density for the three-layer, were compared to Case b a wider distribution is obtained. Using the extracted
mean values (of the posterior density), we solve the system of equations to study the effect of the penalty
parameter on the pressure curve as shown in Figure 26. We consider which parameter is more influential on
the pressure pattern in Figure 27. Here, Biot’s coefficient is the most effective, although ηF does not have a
noticeable impression. We employ the Bayesian inversion to estimate the posterior density of the parameters
and show the results in Figure 28. Finally, a comparison between the prior and posterior values with the
reference observation is drawn in Figure 25(b).
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Figure 23: Example 4 (Case b). The maximum pressure value P for different values of µ, K, M, B, Gc, and ηF .
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Figure 24: Example 4 (Case b). From left to right: the posterior density of the mechanical parameters, Biot’s coefficients/modulus, Gc,
and ηF . The green lines are the mean values.
Figure 25: Example 4. A comparison between the maximum pressure (during the injection time) with prior values (red line), the posterior
values (green line), and the reference diagram in Case b (left) and Case d (right).
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Figure 26: Example 4 (Case d). The joint probability density of the penalty parameters (βa and βg) in layer 1 (left), layer 2 (middle), and
layer 3 (right).
Figure 27: Example 4 (Case d). The maximum pressure value P for different values of µ, K, M, B, Gc, and ηF .
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Figure 28: Example 4 (Case d). From left to right: the posterior density of the mechanical parameters, Biot’s coefficients/modulus, Gc,
and ηF . The green lines are the mean values.
32
5. Conclusions
In this paper, we presented Bayesian inversion for parameter estimation in hydraulic phase-field modeling
including transversely isotropic and orthotropy anisotropic fracture. Here, three specific model equations in
the sense of pressure, displacement, and crack phase-field have been coupled. Direction-dependent responses
due to the preferred fiber orientation in the poroelastic material are enforced via an additional anisotropic
energy density function for both mechanical and phase-field equations. Furthermore, a new consistent ad-
ditive split for the bulk anisotropic energy density function is introduced. More precisely, the crack driving
state function for the poroelastic material was modeled such that the compression mode of the anisotropic
energy is avoided to be degraded. Furthermore, we explained a fully monolithic solution for pressure and
displacement, then a staggered approach has been employed for the crack phase-field equation.
Based on this forward model, we presented a probabilistic setting for hydraulic phase-field fracture. We
adjusted the DRAM algorithm to determine various effective parameters in crack propagation. To this end,
we used pressure during the fluid injection as the reference observation and strive to estimate six variables,
including Lame´ constants, Biot’s coefficient, Biot’s modulus, dynamic fluid viscosity, and Griffith’s energy
release rate. The approach compared to usual MCMC techniques, e.g., Metropolis-Hastings showed more
efficiency due to the proposal adaptation and the delayed rejection; therefore, a more reliable posterior density
was obtained.
In total, we investigated four different examples including various test cases. In the last two examples,
we applied our approach to transversely isotropic and orthotropic anisotropic poroelastic materials. In these
cases, the uncertainty arising for the penalty-like parameters in addition to other unknowns is considered.
Our findings showed that pressure evolves in the direction of the preferred fiber orientation. Additionally,
the fracture profile is aligned with the highest strength direction of the poroelastic material. Penalty-like
parameters for the anisotropic response, as well as other material properties, are well estimated through the
proposed Bayesian inversion.
Appendix A. Finite Element Discretization
In the following, we deal with a multi-field problem to be solved with three-field unknowns represented by
(u, p, d) to be solved from (49). Here, we aim to provide a detailed consistent linearization procedure within
the finite element discretization setting. We use a Galerkin finite element method to discretize the equations
with employing H1-conforming bilinear (2D) elements, i.e., the ansatz and test space uses Qc1–finite elements.
We refer interested readers to [72] for more details. Hence, the discrete spaces have the property Vu,h ⊂ Vu,
Wh ⊂ W and Vp,h ⊂ V , see (3). In the finite element setting, the continuous primal fields are described based
on piecewise polynomial discrete functions so-called nodal shape function N i(ξ) connected with the node i.
Let a continuous domain B is approximated to Bh such that B ≈ Bh. Approximated domain Bh is
decomposed with non-overlapping finite numbers of bilinear quadrilateral element Be ⊂ Bh such that
B ≈ Bh =
ne⋃
e
Be.
The finite element discretized solutions are approximated by
uh =
∑
i
Niu uˆ
i, ph =
∑
i
N ip pˆ
i, dh =
∑
i
N id dˆ
i, (A.1)
with following basis functions
N•,i =
N•,i 00 N•,i
 , N id = [N id] , N ip = [N ip] . (A.2)
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Accordingly, its constitutive state variables represented by (εh,Ph,∇xdh)
εh(u) = ∇symu uh =
∑
i
Biuuˆ
i
G,
Ph(dL) = ∇x ph =
∑
i
Bip pˆ
i
L,
Gh(dL) = ∇xdh =
∑
i
Biddˆ
i
L ,
(A.3)
where Biu, Bip and Bid are the matrix representation the i
th nodal shape function’s derivative, corresponds to the
deformation, pressure and crack phase-field, respectively. To do so, the matrix B in two-dimensional setting
takes the following explicit form
Biu =

N iu,1 0
0 N iu,2
N iu,2 N
i
u,1

, Bip =
N ip,1N ip,2
 , Bid =
N id,1N id,2
 . (A.4)
The set of the discretized equilibrium equations based on residual force vector denoted by R• for all
primary fields, i.e., (u, p, d), has to be determined. Thus, we have
R̂u =
⋃
e=1
∑
i
∫
Be
(
Biu
T
σh(u) dV −
∫
B
(Niu)
T b¯ dV
)
−
∫
ΓN
(Niu)
T τ¯dA=0 ,
R̂p =
⋃
e=1
∑
i
∫
B
(
N ip
)T [( 1
M
(p − pn) + B
(
tr(ε) − tr(εn)
)
− ∆t r¯F
)
dV
+
∫
B
(
∆tBip
)T (
K
)
∇p · dV
+
∫
∂NB
(
N ip
)T
f¯ dA = 0 ,
R̂d =
⋃
e=1
∑
i
( ∫
Be
∆t
(
N id
)T [
g′(dh+)H + (dh − 1))
]
dV
−
∫
Be
(
N id
)T
η(dh − dhn) dV
+
∫
Be
∆tl2
(
Bid
)T (
1 + βa ·M + βg ·G
)
∇dh dV=0 ,
(A.5)
with
g′(dh+) = 2(1 − κ)dh+.
In order to solve a set of nonlinear algebraic equations that arise in (A.5), we use an iterative Newton-
Raphson method. To that end, the linearization of variational formulations concerning the three PDEs for the
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coupled anisotropic poroelastic given in (49) yields
∆Gε(U, δu) =
∫
B
(
∆σ : δε
)
dV,
∆Gp(U, δp) =
∫
B
[( 1
M
∆p + B∆tr(ε)
)
δp − ∆t (∆F ) · ∇δp
]
dV,
∆Gd(U, δd) = (1 − κ)∆t
∫
B
[
2H∆d.δdV
]
+
∫
B
∆t
[
∆d.δd + l2∇∆d.∇(δd)
]
−η∆d.δd dV +
∫
B
[
βal2∇∆d.M.∇(δd) + βgl2∇∆d.G.∇(δd)
]
dV.
(A.6)
In the linearized form given in (A.6), we need to determine linearized quantities for ∆σ,∆F and ∆tr(ε). First,
the linearized quantity for the trace operator reads
∆tr(ε) = ∂εtr(ε) : ∆(ε) = I : ∆(ε) = tr(∆ε). (A.7)
Additionally, following (44), the linearized Cauchy stress tensor given by
∆σ = ∆σe f f − BI∆p = ∆σiso + ∆σaniso − BI∆p = Ciso : ∆ε + Caniso : ∆ε − BI∆p. (A.8)
The corresponding counterparts of the fourth-order elasticity tensor Ciso for the isotropic poroelastic, reads
Ciso :=
∂σe f f (ε)
∂ε
= g(d+)
∂σ˜iso,+(ε)
∂ε
+
∂σ˜iso,−(ε)
∂ε
=: g(d+)C˜iso,+ + C˜iso,−, (A.9)
where
C˜iso,±(ε) :=
∂σ±
∂ε
= KH±(I±1 (ε))J − µ
(2
δ
H±(I±1 (ε))J − 2P±(ε)
)
. (A.10)
Here, H+ is the standard Heaviside function, H− := 1−H+, and J := I⊗I indicates the fourth-order symmetric
identity tensor with the tension/compression fourth-order projection tensor defined as P±ε := ∂εε±, see [73].
Accordingly, the fourth-order elasticity tensor for the anisotropic term Caniso take the following form
Caniso :=
∂σaniso
∂ε
= g(d+)C˜aniso,+ + C˜aniso,−, (A.11)
where
C˜aniso,± = H±(I4)(χaM ⊗M) + H±(I6)(χaG ⊗G). (A.12)
Finally, the linearized fluid volume flux vector ∆F takes the following form
∆F := CK : ∆ε −K ∇∆p with ∆F i := CKi jk ∆ε jk −Ki j ∇∆p j, (A.13)
with
CKi jk =
∂F i
∂ε jk
= −∂Kil∇pl
∂ε jk
= −
∂
(
(1 − d)ζK f rac
)
il
∇pl
∂ε jk
= −(1 − d)ζC˜Kil jk∇pl, (A.14)
and
C˜K =
∂K f rac
∂ε
=
ωdhe
6ηF
(
I − n⊗ n
)
⊗
(
n⊗ n
)
. (A.15)
Thus, CK in (A.13), using (A.14)-(A.15) takes the following form
CK = −(1 − d)ζC˜K } ∇p with CKi jk = −(1 − d)ζC˜Kil jk } ∇pl. (A.16)
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Here, we defined a new multiplication operator } such that (A} B)i jk := Ail jkBl.
Now, we are able to determine the tangent stiffness matrix K̂ for the coupled multi-field problem given
in (49). Here, we are solving weak formulation arise from (u, p) in the monolithic manner. Then we use
a staggered approach, i.e., alternately fixing (u, p) by solving weak formulation corresponds to the d (see
Algorithm 1 for a summary). For this, we need to determine K̂uu, K̂up, K̂pu, K̂pp and also K̂dd by
K̂uu =
∂R̂u
∂û
=
⋃
e=1
∑
i
∫
Be
(
Biu
T (Ciso + Caniso)Biu dV),
K̂up =
∂R̂u
∂p̂
=
⋃
e=1
∑
i
∫
Be
(
Biu
T (−BI)N ip dV),
K̂pp =
∂R̂p
∂p̂
=
⋃
e=1
∑
i
∫
B
((
N ip
)T ( 1
M
)
N ip dV +
∫
B
(
Bip
)T (
∆tK
)
BipdV
)
,
K̂pu =
∂R̂p
∂û
=
⋃
e=1
∑
i
∫
B
(
N ip
)T (
BI
)
Biu dV
−
∫
B
(
Bip
)T (
∆t CK ∇p
)
BiudV.
(A.17)
The tangent stiffness matrix for the anisotropic crack phase-field is given by
K̂dd =
∂R̂d
∂d̂
=
⋃
e=1
∑
i
( ∫
Be
∆t
(
N id
)T (
2(1 − κ)H + 1
)
N id dV
−
∫
Be
(
N id
)T (
η
)
N id dV
+
∫
Be
∆tl2
(
Bid
)T (
1 + βa ·M + ·βg ·G
)
Bid dV
)
.
(A.18)
Residual force vector in (A.5) along with tangent stiffness matrix in (A.17), results to update the solution
field ϕ̂k+1 through
ϕ̂k+1 = ϕ̂k − K̂−1R̂(ϕ̂k), (A.19)
where
K̂ =
K̂uu K̂upK̂pu K̂pp
 , R̂ =
R̂uR̂p
 and ϕ̂ =
up
 , (A.20)
and accordingly for the crack phase-field reads
d̂k+1 = d̂k −
(
K̂dd
)−1
R̂(d̂k). (A.21)
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