Facial attractiveness plays a critical role in social interaction, influencing many different social outcomes. However, the factors that influence facial attractiveness judgments remain relatively poorly understood. Here, we used a sample of 594 young adult female face images to compare the performance of existing theory-driven models of facial attractiveness and a data-driven (i.e., theory-neutral) model. Our data-driven model and a theory-driven model including various traits commonly studied in facial attractiveness research (asymmetry, averageness, sexual dimorphism, body mass index, and representational sparseness) performed similarly well. By contrast, univariate theory-driven models performed relatively poorly. These results (1) highlight the utility of data driven models of facial attractiveness and (2) suggest that theorydriven research on facial attractiveness would benefit from greater adoption of multivariate approaches, rather than the univariate approaches that they currently almost exclusively employ.
women's attractiveness. By contrast, an alternative model derived from basic shape and color information of images predicted women's facial attractiveness relatively well. Our study demonstrates the importance of multivariate approaches to facial attractiveness, as well as the utility of data-driven methods in detecting previously overlooked factors that influence perceptions of facial attractiveness.
Comparing theory-driven and data-driven attractiveness models using images of real women's faces
Faces are a particularly important feature for social communication (Haxby et al., 2000; Little et al., 2011; Todorov et al., 2015) and facial attractiveness influences important social outcomes (Langlois et al., 2000; Rhodes, 2006) .
For example, people generally prefer to form romantic and platonic relationships with facially attractive individuals and even prefer to hire and vote for individuals with attractive faces (Langlois et al., 2000; Rhodes, 2006) .
Thus, understanding the factors that determine facial attractiveness can provide insights into an attribute that appears to have critical effects on social interactions and outcomes (Little et al., 2011; Rhodes, 2006) .
Studies of the facial characteristics that influence attractiveness judgments
have typically employed a top-down (i.e. theory-driven) approach in which possible relationships between attractiveness ratings of faces and specific facial characteristics, such as asymmetry, averageness or sexual dimorphism, are tested (Little et al., 2011; Rhodes, 2006) . However, when objectively assessed from face images, these facial characteristics reliably explain only a small proportion of the variance in attractiveness ratings (Said & Todorov, 2011) .
By contrast with the top-down approach described above, Said and Todorov (2011) used a bottom-up approach to study the characteristics that influence facial attractiveness judgments. Said and Todorov (2011) predicted attractiveness from the position a face occupied in face space. Face space is a multi-dimensional space representing global shape and color properties of faces derived from Principal Component Analysis (see, e.g., O'Toole et al., 2018 for a recent review). Crucially, Said and Todorov's (2011) 'face space' model had considerably greater predictive power than a top-down model including averageness and sexual dimorphism. For female faces, the R 2 for the top-down model was .37 and for the face space model .62. For male faces, the R 2 for the top-down model was .04 and for the face space model .71. However, there are two important limitations to Said and Todorov's (2011) study.
First, as Said and Todorov (2011) emphasized in their discussion, their study used attractiveness ratings of synthetic faces. Such ratings may not be representative of how people rate the attractiveness of photographs of real faces. Indeed, some research suggests that social judgments of synthetic faces can be qualitatively different from social judgments of photographs of real faces (Balas & Pacella, 2017; Balas, Tupa & Pacella, 2018) . Synthetic faces are also processed differently (as evidenced by differences in recognition rates) from photographs of real faces (Balas & Pacella, 2015; Kätsyri, 2018) . Thus, replicating Said and Todorov's (2011) bottom-up approach using photographs of real faces is essential to establish whether their findings for synthetic faces generalize to photographs of real faces.
Second, since Said and Todorov (2011) conducted their study, new research has identified further specific facial characteristics that are claimed to be good 7 predictors of facial attractiveness. For example, several studies have reported that body mass index (BMI) is an important predictor of women's facial attractiveness, potentially because it is an important health cue (Coetzee et al., 2009; Han et al., 2016; Rantala et al., 2013) . Other work reported that measures of representational sparseness are good predictors of women's facial attractiveness. These measures are derived from algorithms that estimate the sparseness of neurons in the visual cortex required to represent a given face image and are thought to predict attractiveness because they index image-coding efficiency (Renoult et al., 2016) . In other words, the sparseness of the activity of simple cells in V1 can be estimated for individual face images and is positively correlated with attractiveness (Renoult et al., 2016) .
Thus, comparing Said and Todorov's (2011) face-space model with more recent top-down models including facial characteristics absent from the original study (BMI and representational sparseness) is essential to establish the superiority of the bottom-up approach over top-down models.
In light of the above, we compared the performance of top-down models of facial attractiveness that included measured asymmetry, averageness, sexual dimorphism, BMI, and representational sparseness as predictors, to a bottomup model using shape and color principal components derived from a principal component analysis of our face stimuli. Rather than using synthetic face images, we analyzed face photographs of 594 young adult women.
Methods

Face images
We recruited 594 young adult women for the study (mean age=21.5 years, SD=3.2 years). All participants were students at the University of Glasgow, participating as part of a larger project on hormones and mating psychology (Jones et al., 2018a; Jones et al., 2018b; Jones et al., 2018c) . Each woman first cleaned her face with hypoallergenic face wipes to remove any make up.
A full-face digital photograph was taken a minimum of 10 minutes later.
Photographs were taken in a small windowless room against a constant background, under standardized diffuse lighting conditions, and participants were instructed to pose with a neutral expression. Camera-to-head distance and camera settings were held constant. Participants wore a white smock covering their clothing when photographed to control for possible effects of reflectance from clothing. Photographs were taken using a Nikon D300S digital camera with an AF Micro-Nikkor 60mm f/2.8D lens. A GretagMacbeth 24-square ColorChecker chart was included in each image for use in color calibration.
Following Jones et al. (2015) , face images were color-calibrated using a leastsquares transform from an 11-expression polynomial expansion developed to standardize color information across images (Hong et al., 2001) . Each image was masked so that hairstyle and clothing were not visible and placed on a white background.
Facial attractiveness ratings
9 The 594 face images were then rated for attractiveness using a 1 (much less attractive than average) to 7 (much more attractive than average) scale by 16 men and 16 women. Trial order was fully randomized. Inter-rater agreement was high for these ratings ( The numbers of raters was chosen based on simulations (see https://osf.io/x7fus/) sampling from a population of 2513 raters, each of whom had rated the attractiveness of 102 faces. More than 99% of 1000 random samples of 15 raters produced Cronbach's alphas >.8, indicating high reliability of ratings at the mean rating level (90% of all alphas were >.85).
Furthermore, increasing the number of raters providing attractiveness ratings has a negligible effect on the mean attractiveness ratings once ratings have been collected from 28 raters (Hehman et al., 2018) .
Principal Component Analysis (PCA) of face images
Shape principal components (PCs) were derived from 132 Procrustes-aligned points on each of the 594 faces using a method described in Wolffhechel et al. (2015) . Color PCs were derived from the RGB values for each pixel from shape-normalized images. Non-face regions of the images were masked prior to the PCA. To avoid overfitting, we used the broken stick criterion to select PCs to be included as predictors in our analyses (see Jackson, 1993 , for a discussion of the advantages of this criterion). The broken stick method partitions the total variance ("the stick") into as many segments as there are PCs, assigning each segment a proportionally increasing amount of variance.
PCs are retained if their eigenvalue is greater than that of the corresponding segment from the broken stick model. Code for deriving and extracting principal components is available at https://osf.io/jurcq/.
Measuring averageness
Facial averageness was measured from each photograph using a technique adapted from Lee et al. (2016) , separately for shape and color. This method uses the shape/color components to measure the distance the face lies from the mathematical average shape/color for the sample of faces. That is, the average shape/color values for the sample are calculated and, for each image, the Euclidean distance to the average is derived. Higher scores indicate more distinctive face shapes. Code for calculating distinctiveness scores is available at https://osf.io/jurcq/.
Measuring sexual dimorphism
Facial sexual dimorphism was measured objectively from each photograph, separately for shape and color. Sexual dimorphism scores were calculated using a vector analysis method (e.g., Komori et al., 2011) . This method uses shape/color principal components to locate each face on a female-male continuum. The female-male continuum was defined by calculating the average shape/color information of 50 male (mean age=20.85 years, SD=3.01 years) and the average of 50 female (mean age=20.60 years, SD=1.38 years) faces. These faces were not included in the main sample. Sexual dimorphism scores were then derived by projecting each image onto this female-male vector. Code for calculating sexual dimorphism scores is available at https://osf.io/jurcq/.
Measuring asymmetry
Facial asymmetry was measured from each photograph using a technique adapted from Komori et al. (2009) . Facial asymmetry was measured in shape only. For each image, the landmark template was mirrored, and asymmetry measured as the Euclidean distance between original and mirrored templates.
Code for calculating asymmetry is available at https://osf.io/jurcq/.
Measuring sparseness
Following Renoult et al. (2016) , we used an algorithm that estimates the sparseness of neurons in the visual cortex responses that would be needed to represent images of female faces. This algorithm uses a feature dictionary based on Olshausen and Field's (1997) work on the properties of receptive fields in the visual cortex. Also following Renoult et al. (2016) , we defined sparseness of the encoding as the kurtosis of the estimated feature coefficients. Our MATLAB code for calculating sparseness is publicly available at https://osf.io/jurcq/.
Measuring Body Mass Index (BMI)
Height (M=165.8 cm, SD=6.3 cm) and weight (M=63.8 kg, SD=11.9 kg) were measured for the women who had been photographed. These measurements were used to calculate BMI (M=23.1 kg/m 2 , SD=3.8 kg/m 2 ). Forty-nine women chose not to provide both measurements, so BMI could not be calculated for these women.
Results
Analyses were conducted using R v3.5.1 (R Core Team, 2018) Finally, we used variable selection based on the AIC to identify PCs that were selected in all of the resamples. In other words, we used the AIC in a stepwise backward regression to determine the best predictors for each resample. We then visualized predictors that were retained in all 100 resamples. Fourteen PCs (four shape, 10 color) satisfied this criterion. The four shape PCs are visualized in Figure 2 . The 10 color PCs are visualized in Figure 3 . 
Discussion
Based on the RMSE values, image sparseness was the best predictor of attractiveness among the top-down predictors in our study, then BMI, then sexual dimorphism, then averageness, then asymmetry (see Figure 1 ). This pattern of results is consistent with other recent work suggesting averageness and sexual dimorphism are relatively unimportant for women's facial attractiveness (Said & Todorov, 2011) , while BMI (Coetzee et al., 2009; Han et al., 2016; Rantala et al., 2013) and sparseness (Renoult et al., 2016) are relatively good predictors. Our study is the first to describe the effectiveness of these five different top-down predictors in a single sample of face images.
Importantly, the large sample of images tested and the cross-validation methods we used for our analyses mean that our estimates of the predictive power of these characteristics are likely to be reliable and robust.
Our face-space model performed similarly to the combined top-down model (see RMSE in Figure 1 ). Only the performance of the combined top-down model came close to the performance of the face-space models. These results demonstrate the utility of face-space models for studying facial attractiveness and highlight the limitations of individual (i.e., univariate)
theory-driven models. These results are consistent with other recent work finding no evidence that hormone levels or susceptibility to illnesses, the underlying characteristics that these top-down predictors are assumed to signal, are correlated with facial attractiveness in young adult women (Cai et al., 2018; Jones et al., 2018d) . Importantly, the AIC showed that the facespace model was a better fit than the combined top-down model, indicating that the face-space and combined top-down models' comparable performance was not a consequence of overfitting in the face space model. Note that both the face-space and combined top-down models included both shape and color predictors.
Visualizations of the PCs revealed shape and color components of attractiveness that are not typically emphasized in research on facial attractiveness. For example, face elongation (shape PC2) and the ratio of feature size to face size (shape PC5) appear to be important predictors of attractive face shapes (see Figure 2 ). For color, skin tone (color PC1) and feature contrast (color PC2) appear to have strong effects on women's facial attractiveness (see Figure 3 ). These patterns complement Said and Todorov's (2011) results for synthetic faces and also previous work highlighting the importance of color information for facial attractiveness (e.g., Russell et al., 2016; Stephen et al., 2009 ; but see Foo et al., 2017) . For example, the color
PCs that predict attractiveness best may relate to cues considered in theorydriven studies of attractiveness, such as carotenoid-related skin tone and sexually dimorphic contrast information (Henderson et al., 2018; Jones, 2018; Russell et al., 2016; Stephen et al., 2009) . Shape PCs that predict attractiveness best (e.g., face elongation) may be those related to height (Re et al., 2013 , Mitteroecker et al., 2013 . The curvilinear relationship observed for many components of the face space model may be consistent with claims that facial attractiveness is influenced, at least in part, by aversions to specific extreme facial characteristics (e.g., Zebrowitz & Rhodes, 2004 Like Said and Todorov's (2011) pioneering work on statistical models of facial attractiveness, our results highlight how poorly many existing top-down models of facial attractiveness perform, at least when these top-down models are univariate. This is the case even for female facial attractiveness, for which top-down models have been hypothesized to be particularly useful (Rhodes, 2006; Thornhill & Gangestad, 1999; Little et al., 2011) and is not simply an artefact of using the type of synthetic face images employed in Said and Todorov's (2011) original study.
In conclusion, we show that a model combining multiple theory-derived predictors can perform as well as a data-driven, face space model. However, this approach (combining multiple theory-derived predictors) is very uncommon in the facial attractiveness literature. We strongly suggest that research using theory-driven models to study facial attractiveness would benefit from this type of multivariate approach, rather than the univariate approach that they almost exclusively employ.
