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Abstract. The present work has as objective to establish a solid theoretical base to study 
and to synthesize tutorial dialogues. To understanding what the student says is essential to 
the tutorial dialogues. To treat the problem of the understanding of the language, a 
solution is through the corpus-based natural language understanding technique, called by 
Latent Semantic Analysis, which supports similarity comparisons between texts, allowing 
a dialogue as the ones that happen among people.  
Resumo. O presente trabalho tem como objetivo estabelecer uma base teórica sólida para 
estudar e sintetizar diálogos tutoriais. Compreender o que o estudante diz é 
imprescindível aos diálogos tutoriais. Para tratar o problema da compreensão da 
linguagem, uma solução é através da técnica de compreensão da língua natural baseada 
em corpus, denotada por Análise Semântica Latente, a qual suporta comparações de 
similaridades entre textos, permitindo um diálogo como o que ocorre entre as pessoas.  
1. Motivações 
Há um longo tempo, pesquisadores têm como objetivo desenvolver um Sistema Tutor Inteligente 
(STI) que seja capaz de extrair o significado das contribuições (atos da fala do estudante, que são 
opostos às perguntas e respostas curtas) dos estudantes, e de formular contribuições de diálogo com 
o valor pedagógico e conversação apropriada. Estas poderiam ser em formatos e mídia diferentes: 
texto digitado, fala sintetizada, movimentos faciais simulados, telas gráficas, e animação. Para 
alcançar esses objetivos é imprescindível uma interdisciplinaridade em pesquisas teóricas e 
empíricas de campos da psicologia cognitiva, processamento do discurso, lingüística 
computacional, inteligência artificial, interação humano-computador (IHC) e educação. 
 Wiemer-Hastings, P., Wiemer-Hastings, K. & Graesser (1998) chamam a atenção sobre os 
domínios em que certos tutores trabalham, os quais são ideais aos STIs devido à sua fácil 
representação e ao tipo de interação entre o estudante e o tutor que pode ser limitado pela entrada 
(digitada ou selecionada por um botão) de apenas alguns números, símbolos, ou palavras-chave 
(este é o caso, por exemplo, de certos domínios como geometria, química, programação, entre 
outros). De acordo com os autores, a tentativa de implementação de tutores que interage através da 
Linguagem Natural (LN) apresentou melhores resultados quando limitavam as respostas de 
estudantes em palavras únicas. Isso ocorria devido à dificuldade de compreensão da linguagem em 
um domínio amplo. Assim, é visível a carência de tutores em outras áreas em que são necessárias 
compreensões robustas de entradas dadas pelos estudantes. Ressalta-se também que sem avanços 
significativos na aplicação de técnicas de compreensão da LN, o uso de um STI em um domínio 
como história, por exemplo, seria muito difícil, e para filosofia estaria fora de cogitação. 
 Muitas falhas ocorreram na construção de tutores devido às várias barreiras teóricas e 
técnicas. Entre estas incluem problemas de (Graesser et al., 1998, IIS, 1998): 
· manipulação da linguagem natural quando esta não é bem-formada sintática e semanticamente; 
· conhecimento de mundo que é freqüentemente aberto, impreciso e incompleto, o qual algoritmos 
simples e procedimentos computacionais não são capazes de desempenhar o papel de conhecimento 
de mundo na compreensão da linguagem e no tutoramento.  
  
· uma série de pesquisas em diálogos tutoriais humanos e nos padrões de discurso normal. 
 A viabilidade de um tutor computacional sem as barreiras descritas acima está sendo 
fortalecida por algumas pesquisas recentes em tutoria humana, as quais revelaram que tutores 
humanos e aprendizes possuem uma compreensão incompleta da base de conhecimento do outro e 
das contribuições de discurso (particularmente quando a base comum é mínima), e que uma 
característica chave de tutoramento efetivo permanece na geração das contribuições do discurso que 
assiste os aprendizes construírem de forma ativa explanações, elaborações, e modelos mentais do 
material.  Conseqüentemente, uma questão que deve ser levantada é: como compreender o que o 
estudante diz? A seguir serão descritos os componentes que precisam ser considerados na 
construção de um modelo de diálogo tutorial. 
2. Script Curricular 
Um argumento discutido por Wiemer-Hastings, P., Wiemer-Hastings, K. & Graesser (1999) é que 
os tutores têm apenas uma noção do que os estudantes querem dizer, mas não podem determinar se 
uma resposta está na vizinhança da resposta esperada. O que sido feito neste sentido (isto pode ser 
encontrado, segundo os autores, por exemplo, no AutoTutor) é colocar o conhecimento do tutor no 
script curricular (curriculum script), que é uma representação estática das perguntas ou problemas 
que o tutor está preparado para manipular em uma situação tutorial, o qual possui descrições 
didáticas, perguntas feitas ao tutor, casos, problemas, figuras e diagramas. Para cada tópico, há um 
protótipo de uma boa resposta, e um conjunto de mudanças de diálogos associados. Para cada 
questão, há também um conjunto de aspectos ruins, ou misconceptions comuns, e mudanças de 
diálogos associados. Posteriormente será descrito como pode ser avaliada a similaridade entre uma 
resposta do estudante e estes aspectos. Com estas avaliações é que podemos tomar a decisão de qual 
diálogo será movido para o próximo uso. 
 Os tutores humanos freqüentemente usam várias estratégias de respostas para categorias 
diferentes de respostas do estudante. Se a resposta do estudante estiver correta, o tutor dará uma 
confirmação positiva e passa para a próxima tarefa, caso contrário dependendo da categoria que a 
resposta pertença (e outros fatores), o tutor pode dar a resposta correta ou tentar refazer a tarefa. 
 Em Zhou et al. (1999a, 1999b) e Freedman et al.(1998) foram descritas categorias 
diferenciadas de respostas do estudante: 
1. Correta. A resposta do estudante contém a informação que o tutor estava tentando obter; 
2. Correta mas limitada. A resposta do estudante estava correta mas continha alguma indicação de 
que o estudante não estava certo da resposta, por exemplo, dizendo “talvez problema de memória?” 
Comumente encontramos esta categoria designada como “ponta de verdade”, onde o estudante dá 
uma resposta incorreta, mas também indica uma compreensão parcialmente correta do problema; 
3. Resposta parcial. A resposta é parte da resposta correta; 
4. Próximo de perder a resposta. De acordo com Glass (1997), isto é pedagogicamente útil, mas 
não é a resposta desejada. Ou seja, a resposta do estudante estava tecnicamente correta, mas não era 
aquilo que o tutor estava tentando obter; 
5. Não sei. A resposta do estudante era equivalente a “Eu não sei”; 
6. Misconception. Confusão comum ou parte do conhecimento falso sobre o conceito que estava 
sendo tutorado; 
7. Incorreta. 
8. Respostas misturadas. Uma combinação de respostas que vêm das outras categorias. 
 Durante uma conversação quando a vez do discurso pertence ao tutor, basicamente este: 
1. analisa a entrada do estudante; 2. deriva uma representação abstrata da entrada; 3. planeja uma 
intervenção tutorial; 4. gera uma resposta. 
 3. Análise Semântica Latente (LSA) 
As contribuições são analisadas em várias dimensões de qualidade (Graesser et al., 1998). Análise 
Semântica Latente (LSA - Latent Semantic Analysis (Wiemer-Hastings, P., Wiemer-Hastings, K. & 
Graesser, 1999)) fornece um suporte para representar conhecimento de mundo de um tutor. LSA foi 
originalmente desenvolvido como um método de recuperação de informações, o qual selecionava de 
uma grande base de dados o subconjunto que se adequava a uma consulta. As abordagens mais 
simples para esta tarefa fazem casamentos de palavras-chave que vêm de uma consulta com 
palavras no texto e selecionam aqueles textos com o número mais alto de palavras-chave. Porém, de 
acordo com Wiemer-Hastings, P., Wiemer-Hastings, K. & Graesser (1998), estas abordagens são 
incapazes de reconhecerem sinônimos ou significados alternativos das palavras-chave. A resposta 
incorreta do estudante é uma cadeia de símbolos que pode ou não ter o mesmo comprimento da 
resposta correta e conter ou não alguns/nenhum daqueles símbolos da resposta correta. LSA foi 
desenvolvida como uma tentativa para sanar essas limitações. Esta técnica tem sido proposta como 
uma representação estatística de um corpus grande de conhecimento de mundo (Foltz, 1996). É uma 
técnica de compreensão de LN que suporta comparações entre similaridades dos textos e baseia-se 
no corpus para compreensão da entrada textual, o qual não é sensível aos erros de digitação ou 
gramática. A técnica LSA conta com o fato que certas palavras aparecem em textos específicos; a 
ocorrência de palavras no texto reflete as restrições que existem em conhecimento de mundo. 
 Enfatiza-se aqui que a técnica LSA não é uma representação apropriada para tópicos com 
precisão e campos bem-definidos como, por exemplo, a matemática e as linguagens de  
programação. LSA também não fornece um modelo mental profundo explícito do domínio, o qual 
presume-se ser necessário para um especialista experiente resolver problemas difíceis que são 
implementados em sofisticadas aplicações de STIs de domínios limitados. De qualquer forma, deve 
ainda existir um papel importante para LSA mesmo em tópicos que exigem precisão e 
conhecimento profundo. LSA forneceria uma “rede de segurança” (IIS, 1998) para um STI quando 
os mecanismos falharem e o sistema necessitar formular uma contribuição razoável.    
 LSA usa uma técnica estatística que calcula uma matriz de co-ocorrência cujas células são o 
número de vezes que uma palavra Wj ocorre em um texto Tj (ou seja, uma matriz de termos e 
textos. Este último pode também ser chamado de documentos). Um “termo” para LSA é qualquer 
palavra que ocorre mais de uma vez no texto. Estas freqüências, segundo (IIS, 1998), são ajustadas 
com uma transformação logarítmica que também corrige as taxas-base das palavras que aparecem 
entre os textos; uma palavra é um índice distinto para um texto, na medida em que sua ocorrência 
no texto esteja acima de uma taxa básica para aquela palavra entre os textos.  
 Um método estatístico, chamado de decomposição de valor singular (singular value 
decomposition - SVD), reduz uma matriz grande de co-ocorrência W X T para um espaço K  
dimensional (geralmente de 100 a 300 dimensões). Cada palavra, sentença, ou texto acaba tendo um 
vetor ponderado nas K dimensões. O “casamento” (similaridade em significados, conceitualmente 
relacionados) entre duas palavras, sentenças, ou textos é calculado como um produto co-seno (ou 
produto cartesiano) entre os dois vetores, com valores limitados entre  0 e 1. O casamento entre 
duas cadeias da linguagem pode ser elevado mesmo que existam poucas (se existirem) palavras em 
comum entre duas cadeias. LSA vai muito além de um simples casamento de cadeias devido ao 
significado de uma cadeia da linguagem ser parcialmente determinado pelas outras palavras que 
acompanha cada palavra. 
 Em outras palavras, esta técnica SVD reduz uma matriz de co-ocorrência de 
termos X documentos a um conjunto de três matrizes de rank K, muito menor, o qual descreve um 
espaço semântico K-dimensional. A seguir temos a utilidade das três matrizes: 1ª) esta matriz 
especifica o vetor K-dimensional neste espaço para cada um dos termos; 2ª) fornece os vetores para 
os documentos; 3ª ) dá a importância relativa para cada uma das K dimensões. 
  
 A soma normalizada dos vetores para os termos em um documento iguala ao vetor para o 
documento. O produto das três matrizes menores é uma aproximação da matriz de co-ocorrência 
original. Assim, ressalta-se em Wiemer-Hastings, P., Wiemer-Hastings, K. & Graesser (1998), que 
SVD é um tipo de mecanismo de compressão de dados, o qual resulta em uma representação onde 
tanto termos quanto documentos similares têm vetores similares no espaço K-dimensional. A 
distância entre estes vetores, vista como a similaridade entre os termos ou documentos, é facilmente 
medida tomando o co-seno entre estes,  onde um co-seno 1 indica alta similaridade e um co-seno 0 
(para um vetor ortogonal no espaço k-dimensional) indica baixa similaridade ou não relacionados 
completamente.   
 Um tutor que utilizou LSA é o AutoTutor (Wiemer-Hastings, P., Wiemer-Hastings, K. & 
Graesser, 1999). A técnica LSA foi utilizada para avaliar contribuições do estudante e auxiliar na 
decisão de qual diálogo (através de apresentação de mais informações, elaborações de quais 
restrições que estão relacionadas com a informação, dicas, sumários, etc.) seria movido para a 
próxima execução. Técnicas LSA têm sido usadas também para testes análogos ao TOEFL, o 
exame final de curso, e também na aquisição lexical. LSA captura a informação semântica latente 
na co-ocorrência contextual (palavras e contextos) de um corpus. Cabe ressaltar a necessidade de 
um corpus inicial para o treinamento do analisador LSA. Isto será abordado na seção 5. 
4. Mudanças de diálogo no tutor 
Depois que o estudante digita o conteúdo, o tutor geraria uma mudança de diálogo em uma das 
muitas categorias (Graesser et al., 1998), as quais são ilustradas abaixo: 
· retorno (feedback) imediato positivo: “Isto está certo”, “Sim”; 
· retorno imediato neutro: “OK”, “Hummm”; 
· retorno imediato negativo: “Não está certo”, “Não”; 
· disparar mais informação: “Hummm”, “O que então?”, “Fale-me mais”; 
· pronto para informação específica: “as memórias da CPU são ROM e __________”; 
· dar dica: “o disco rígido pode ser usado para armazenamento”; 
· apresentar um conteúdo correto depois de um erro do estudante;  
· perguntar novamente a mesma questão: “então de novo, qual é a função da CPU?” 
· resumir: “recapitulando”, <recapitulação sucinta da resposta da pergunta>. 
 Deve-se notar que quando a vez da conversação pertence ao tutor é possível conter duas 
mudanças de diálogos, tal como retorno imediato neutro seguido de uma dica. Tutores humanos 
freqüentemente usam dicas como uma tática pedagógica (Zhou, 1999b). Em muitos sistemas de 
tutoria orientados aos estudantes, o tutor dá dicas quando o estudante pede por ajuda. Este é o caso, 
por exemplo, do Sistema Tutor Andes (Gertner, Conati & Vanlehn, 1998). Também foram feitos 
estudos de dicas através de transcrições de tutorias humanas, os quais foram levados em conta na 
implementação do Tutor CIRCSIM (Zhou, 1999a).  
5. Diálogo de iniciativa mista e regras de produção que selecionam tópicos de tutoria 
A seleção de tópicos do tutor e as categorias de mudanças de diálogos dentro de cada tópico pode 
ser capturado através de um conjunto de regras de produção fuzzy, as quais variam de acordo com 
as estratégias usadas pelo tutor.  As regras de produção são ajustadas para (Graesser et al., 1998):    
· a veracidade, relevância e outras medidas de qualidade da contribuição recente do estudante;  
· parâmetros globais que referem-se à habilidade e iniciativa do estudante;  
· fases durante o subtópico, tópico, e sessões tutoriais;  
· o estilo e habilidade do tutor. 
  O conteúdo das categorias selecionadas é formulado por regras de produção que seleciona 
descrições do script curricular (por exemplo, a lista de dicas ou uma boa lista de respostas) e que 
venha das listas de expressões (por exemplo, listas de palavras denotando retorno neutro). Estas 
regras adequarão o tópico ao conhecimento global do estudante, além das restrições de ordem 
lógica/pedagógica no script curricular e a história dos tópicos anteriores coberta na sessão tutorial. 
O conhecimento global (CG) do estudante pode ser calculado pelo casamento do espaço LSA com o 
vetor calculado a partir do conjunto acumulado de contribuições do estudante feitas anteriormente 
durante toda a sessão. O produto co-seno, como foi dito anteriormente, produz um valor de 0 
(conhecimento muito baixo) a 1 (conhecimento muito alto). Estes precisos valores poderiam, 
segundo (IIS, 1998), ser convertidos para variáveis fuzzy lingüísticas (muito baixo, baixo, médio, 
alto, muito alto) com a finalidade de  formular regras fuzzy apropriadas para inferir o melhor tópico 
da Zona de Desenvolvimento Proximal (ZPD) de Vygotsky; por exemplo, diferentes tópicos no 
script curricular seriam atribuídos aos estudantes com CG alto ou muito alto, enquanto tópicos 
fáceis poderiam ser atribuídos aos estudantes com conhecimento baixo ou muito baixo.  
 Observações de Vygotsky sobre a aquisição de habilidades cognitivas têm sido aplicadas aos 
tutores. Uma abordagem de ZPD foi utilizada, por exemplo, no AutoTutor (Wiemer-Hastings, P., 
Wiemer-Hastings, K. & Graesser, 1998), enfocando o aspecto do tópico corrente que tem a mais 
alta taxa de LSA que esteja abaixo de um limite (threshold) determinado empiricamente. Assim, se 
conduz a conversação através destes aspectos do tópico, os quais não têm uma similaridade 
suficientemente alta com aquilo que o estudante digitou. Se uma resposta do estudante tem uma 
similaridade alta, com um dos aspectos ruins para a pergunta corrente, pode-se escolher uma 
ressalva, como os tutores humanos fazem, substituindo a informação correta no lugar da resposta 
errada. Quando a maioria dos aspectos da questão corrente tiver atingido uma taxa LSA acima do 
limite estabelecido, o tutor escolhe um próximo tópico, usando as taxas de dificuldades no script  
curricular, e suas avaliações da habilidade geral do estudante.  
6. Treinamento no LSA 
Quanto ao treinamento no LSA inicia-se com um corpus (em Wiemer-Hastings, P., Wiemer-
Hastings, K. & Graesser (1999) é discutido qual o tamanho deste para obter um desempenho 
eficiente) separado em unidades, as quais podem ser chamadas de textos. Para um corpus de um 
tutor pode-se usar o script curricular, com cada item como um texto separado para treinamento, 
informações adicionais de livros-texto e artigos sobre o assunto. Cada parágrafo desta informação 
adicional constitui um texto. Wiemer-Hastings, P., Wiemer-Hastings, K. & Graesser (1999) 
abordam que o parágrafo é, em geral, um bom nível de granularidade para análise LSA uma vez que 
este guarda uma idéia coerente bem desenvolvida. 
 As sessões tutoriais podem ser usadas para o treinamento, segundo os autores acima, cujo 
resultado será utilizado para avaliar as respostas dos estudantes do seguinte modo: um vetor para a 
contribuição do estudante é calculado pela somatória dos vetores dos termos incluídos na 
contribuição. Este vetor é comparado com os vetores do texto de algum dos itens do script  
curricular para o tópico corrente. O AutoTutor, por exemplo, calcula uma taxa geral boa ou ruim 
comparando a contribuição do estudante com o conjunto de respostas boas e ruins no script  
curricular para o tópico corrente. Mais importante é comparar a resposta do estudante com as 
respostas boas particulares que cobrem os aspectos da resposta ideal. Duas medidas podem ser 
utilizadas nesta comparação: 
· completude: a porcentagem dos bons aspectos de uma pergunta obtida de um co-seno entre o 
vetor resposta e o vetor de texto acima do limite devido ao ato da fala do estudante (em alguns 
tutores, segundo Wiemer-Hastings, P., Wiemer-Hastings, K. & Graesser (1998), as respostas dos 
estudantes são segmentadas em atos de fala - sentenças iniciais). Em outras palavras, esta 
porcentagem é a quantidade de resposta ideal esperada que foi coberta na sessão tutorial;  
  
· compatibilidade:  a porcentagem de contribuição dos atos da fala do estudante que obteve um 
co-seno LSA acima do limite com alguns dos aspectos bons. Ou seja, a quantidade de respostas do 
estudante que casa com a resposta esperada. 
 Comparando as taxas humanas dessas mesmas medidas com as taxas calculadas do LSA 
com uma diversidade de limite e dimensionalidades (Ks) pode-se determinar empiricamente quais 
ajustes funcionam melhor para uma dada tarefa e corpus. Maiores detalhes foram apontados por 
Wiemer-Hastings, P., Wiemer-Hastings, K. & Graesser (1999).  
 Arquiteturas para modelar o conhecimento do usuário com relação à linguagem usada por 
este, as quais abarcam quando interpretar a entrada lingüística para o sistema e quando selecionar os 
tópicos para o material instrucional têm sido propostos. O sistema ICICLE (Interactive Computer 
Identification and Correction of Language Errors) (Michaud & McCoy, 1999), por exemplo, tem 
como principal meta empregar o processamento da língua natural (PLN) e gerar aos usuários surdos 
de um tutor a Linguagem Americana de Sinais, sobre sua gramática inglesa escrita. A suprema 
importância para atingir este objetivo é, segundo esses autores, a análise correta do texto fonte e a 
natureza dos erros de linguagem, a qual foi gerada pelo usuário, e a produção de um retorno tutorial 
para o desempenho do estudante, o que é tanto correto quanto individualizado, levando em conta o 
conhecimento de linguagem, a proficiência e o estilo de aprendizagem do estudante. 
7. Diretivas e perguntas do estudante 
Diretivas e perguntas do estudante ocorrem eventualmente durante a tutoria. Quando isto ocorre, 
espera-se que o tutor forneça uma informação relevante sensível ao contexto (IIS, 1998). Assim, um 
corpus de pergunta-resposta deve ser criado. A maioria das perguntas do estudante pode ser 
identificada teoricamente ou extraída empiricamente dos tópicos fora do contexto. A resposta pode 
ser formulada com base no modelo computacional cognitivo de Graesser & Franklin (1990) de 
perguntas humanas, o qual é denominado por QUEST. Este modelo, de acordo com IIS (1998), 
especifica o procedimento de perguntas e respostas para amostragem de informação quando 
responde a 19 categorias de perguntas, bem como perguntas de conceito de complementação (o que, 
quem, onde), perguntas de definições (o que faz X significa), e perguntas de raciocínio profundo 
(por que, como, o que-se). Cada item de pergunta-resposta será representado como uma regra de 
produção: IF <Pergunta>, ENTÃO <Resposta>. Podem existir palavras diferentes de uma pergunta 
particular, as quais acumulam com o desenvolvimento do corpus de pergunta-resposta. Um item 
particular desta é disparado, segundo IIS (1998), por um alto casamento LSA entre a pergunta do 
aprendiz e uma das palavras associadas com a entrada da Pergunta do item Pergunta-Resposta. 
8. Avaliação da qualidade das contribuições do estudante 
Tutores humanos são sensíveis à qualidade das contribuições durante o processo colaborativo de 
responder uma pergunta ou resolver um problema (IIS, 1998). Um componente poderia ser criado 
para avaliar a qualidade dos atos da fala do estudante que são classificadas como Contribuições. 
LSA será usado para avaliar essas qualidades. Mais uma vez, a vantagem de LSA é que ela pode 
manipular mensagens que não são semanticamente e sintaticamente bem-formadas. Onde: 
· veracidade da contribuição C é o nível mais alto de casamento co-seno entre C e a sentença de 
melhor casamento no corpus de textos, ou seja, t(C); 
· relevância da contribuição C, designada como r(C), pode também ser determinada com relação 
ao tópico específico (por exemplo, problema exemplo, pergunta ao tutor, diagrama); esta é o nível 
de casamento co-seno entre C e o melhor casamento de sentença no conjunto de boas e más 
respostas do estudante para o tópico; 
·  qualidade de uma contribuição do estudante aumenta a medida que a resposta do estudante casa 
com a lista de boas respostas do estudante em contraposição com a lista de respostas ruins.  
  Deve ser notado que as dimensões calculadas de veracidade, relevância, e qualidade não são 
equivalentes. Uma contribuição pode ser verdadeira e relevante, exceto quando uma resposta ruim 
possuir um alto grau de casamento com uma sentença na lista de respostas ruins e com o conjunto 
total de conhecimento no corpus original. Portanto, LSA tem um embasamento para contribuições 
como: 1. verdadeira, porém irrelevante; 2. verdadeira, relevante e boa; 3. relevante, porém ruim; 
entre outras. 
 Similarmente, LSA pode ser usada para medir a qualidade acumulativa de todas as 
contribuições do estudante para o tópico (uma pontuação média de casamento por contribuição, 
uma pontuação máxima de todas as contribuições do estudante, ou uma medida que avalie 
casamentos no conjunto de respostas boas). Finalmente, a qualidade acumulativa de todas 
contribuições feitas pelo estudante na sessão tutorial inteira, acima da contribuição N, pode servir 
como uma medida de CG do estudante. 
 O conjunto de respostas boas X ruins do estudante para um tópico aumentará com a 
experiência tutorial. Sempre que a contribuição do estudante for classificada como ruim (através de 
um alto casamento LSA com uma resposta ruim no script curricular ou com uma das respostas ruins 
do estudante efetuada previamente), esta contribuição é adicionada na lista de respostas ruins do 
estudante para o tópico T. Caso a  contribuição do estudante for classificada como boa ela é 
adicionada a lista de respostas boas. De acordo com  IIS (1998), limites separados seriam 
necessários para o bom e ruim, e muitas contribuições do estudante cairiam entre esses dois limites 
(e não são armazenados). Esta técnica traz  indícios de imitar a forma com que os tutores humanos 
adquirem experiência em tutoria. 
9. Conclusões 
Praticamente são poucas as pesquisas na área de Modelagem de Interface para STIs. A maioria das 
pesquisas se concentra no projeto de IHC em sistemas de propósito geral. Deve-se lembrar que há 
uma diferenciação entre as interfaces, visto que as interfaces de STIs têm como objetivo principal a 
simulação de um tutor humano, ou seja, estão lidando com processo de ensino assistido por 
computador. Assim, a interface deve ser projetada cuidadosamente para que o aprendiz se 
comunique naturalmente com o sistema, sem haver traumas ou medos, uma vez que a intenção é 
estimular o aprendiz a utilizar o sistema. 
 Uma das maiores críticas feitas aos STIs é relativa à sua baixa capacidade de adaptação ao 
aprendiz. As características do usuário em um STI é uma tarefa essencial se o sistema adaptar a este 
as necessidades individuais do aprendiz. Para isto ocorrer faz-se necessário levar em conta o que 
torna uma interface inteligente (Barbosa, 1997) no desenvolvimento das interfaces em LN para 
STIs, as quais prometem muitas vantagens em relação aos sistemas tradicionais no que tange aos 
limites dos domínios tutoriais e estilos de tutoria disponíveis, e ainda, podem permitir melhor 
aprendizado. Uma tecnologia crítica para tais sistemas é um mecanismo de PLN que pode 
robustamente compreender a entrada do estudante. Porém, esse objetivo foi utópico por décadas. 
LSA oferece tal mecanismo que atua ao nível dos avaliadores humanos com domínio intermediário 
de conhecimento. Isto permite criar um tutor inteligente que simula um tutor humano. 
 O comportamento de um tutor humano quando o estudante não consegue responder a uma 
pergunta tem sido simulado em sistemas de tutoria baseados em diálogos. Este comportamento, 
geralmente, é através de dicas e de respostas com uma “ponta de verdade”. Figuras de linguagem e 
ambigüidades são freqüentemente encontradas na LN, o que   dificulta determinar quais são as 
intenções do estudante. Assim, formalismos mais eficazes são necessários para a compreensão da 
expressão em LN quando o usuário interage com o sistema. 
  Uma representação da proficiência gramatical do aprendiz que registre seu desempenho  
também é importante no STI, ou seja o que este está dominando ou tendo dificuldades. Este modelo 
  
seria usado tanto para selecionar interpretações precisas das sentenças escritas pelo usuário quanto 
para enfocar instruções providas pelo sistema sobre tópicos que se encontram na fronteira da 
competência do aprendiz. Pesquisas recentes têm tratado arquiteturas para projetar um modelo de 
gramática que obtenha interpretações precisas do desempenho do estudante. 
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