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• Modified Gaussian copula is more versatile than Gaussian and Archimedean copula.
• Modified Gaussian copula maintain close-form conciseness while extending flexibility.
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a b s t r a c t
The Gaussian copula is by far the most popular copula for modeling the association in finance and
insurance risk problems. However, one major drawback of Gaussian copula is that it intrinsically lacks
the flexibility of modeling the tail dependence, which real life data often exhibit. In this paper, we
present the modified Gaussian copula, a pseudo-copula model that allows for both tail dependence and
elliptical dependence structure. To improve model flexibility, the Gaussian copula is modified such that
each correlation coefficient is not only an unknown parameter (to be modeled), but also a function of
random variables. We present the characteristics of the modified Gaussian pseudo-copula and show that
our modification enables the copula to capture the tail dependence adequately. The proposed modified
Gaussian pseudo-copula is assessed by estimating the association on a real life insurance data and a
finance data set. Furthermore, a comprehensive simulation study comparing goodness-of-fit test statistics
is carried out. Both experiment results demonstrate that our Modified Gaussian pseudo-copula fits data
(with or without tail dependence) generally better than other common copulas.
© 2013 The Authors. Published by Elsevier B.V. Open access under CC BY-NC-ND license.l1. Introduction
Modeling dependences between different outcomes is an
important and challenging aspect in statistical science. Copula
functions, initially introduced by Sklar (1959), have been widely
used in dependence modeling. For a comprehensive review of
copulas, see Nelsen (2006). Recently, copula modeling has become
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Open access under CC BY-NC-ND popular in the financial and econometric literatures (Frees and
Valdez, 1998; Embrechts et al., 2003; Cherubini et al., 2004;McNeil
et al., 2005). Although there are a variety of copula functions (Joe,
1997; Nelsen, 2006), only a few are practically manageable and
usually the choice in dependence modeling falls on the elliptical
copula.
Nonetheless, research on copula definitions and parameteri-
zations is still in its infancy. Schmidt and Thorsten (2006) warns
that the traditional concept of copulas refers to a static concept
of dependence, whereas many applications in finance are related
to time series events in which a dynamic concept of dependence
is needed. Patton (2002) introduces the conditional copula by
adding a conditioning variable to the distributions studied. Fur-
thermore, he points out that the conditional variable must be the
same for both marginal distributions and the copula (see Patton,
2006). Fermanian and Wegkamp (2004, 2012) introduce the con-
icense.
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preferable to define a notion of conditional pseudo-copula. The
definition of pseudo-copula (see Fermanian and Wegkamp, 2004,
2012) satisfies all the properties of a copula except that p dimen-
sional copula C(u1, . . . , up) is not necessarily uk and 1 ≤ k ≤ p,
when all coordinates of u except uk are equal to 1 (see Cherubini
et al., 2011 for more detail). Even so, a pseudo-copula still satisfies
a similar version of Sklar (1959) theorem. Therefore, all copulas are
pseudo-copulas. From now on, we will refer to all existing copulas
as pseudo-copulas in the rest of the paper.
Elliptical copulas are copulas of elliptically contoured distribu-
tions, and they are widely used in statistics and econometrics, es-
pecially in finance. The most commonly used elliptical copulas are
the Gaussian pseudo-copula (Li, 2000), which wewill hereafter re-
fer to as the Normal pseudo-copula, and its convenient Student’s t
extension (Embrechts et al., 2001; Fang and Fang, 2002; Demarta
and McNeil, 2005). In this paper, we will focus on the aforemen-
tioned two elliptical copulas, since these distribution families are
frequently applied for modeling financial data. While convenient
and intuitive, elliptical copulas have a number of shortcomings
as a model for real data. Due to the radial symmetry, the lower
and upper tail-dependences are identical, which might be un-
desirable in some applications. In addition, the Normal pseudo-
copula has no tail dependence at all (see Bradley and Taqqu, 2003).
To overcome these limitations, a special class of pseudo-copula
called Archimedean (for example Clayton, Frank, or Gumbel) is
introduced (see Joe, 1997; Nelsen, 2006 for a review). While the
Archimedean pseudo-copulas are calculated over a closed-form
and play an important role in extreme value theory, they are
difficult to extend to multivariate applications beyond two dimen-
sions (Rachev et al., 2009). Furthermore, Archimedean pseudo-
copulas depend on only one or two parameters (Hu and Kercheval,
2007), their usefulness in real data is limited due to the inflexibil-
ity. For example, the dependence structure of each pair of variables
within the pseudo-copula is always identical; thus, it is not pos-
sible to define different correlations between different variables
within the pseudo-copula.
One objective in the theory of pseudo-copulas is to develop
an appropriate model capable of capturing different dependence
structures, such as tail dependence and asymmetric properties. In
this paper, we propose a pseudo-copula model which captures the
tail dependence as well as the elliptical dependence (dependence
with symmetric correlation). Since the Normal pseudo-copula has
a closed form expression for the probability density function (pdf),
it is straightforward to estimate the unknown parameter as well
as the pairwise dependences. Accordingly, we propose a modified
Gaussian (MG) pseudo-copula, which shares the same equations
as the Normal pseudo-copula except for the definition of the
dependence coefficient. Unlike the Normal pseudo-copula, where
each pairwise dependence coefficient is an unknown but fixed
parameter, the pairwise dependence of the MG pseudo-copula is
a function of random variables as well as unknown parameters,
making ourMGpseudo-copula flexible tomodelmore complicated
dependences in real life data. Details will be presented in the
following section.
It will be demonstrated that the fit of the MG pseudo-copula to
an insurance data set is superior than the fit of the Normal pseudo-
copula and the three well-known Archimedean pseudo-copulas,
i.e., Clayton, Frank and Gumbel pseudo-copulas. In addition, a
simulation will be done to show that the MG pseudo-copula is
more flexible than both Normal and Archimedean pseudo-copulas.
The remainder of this paper is organized as follows. Section 2
describes the model and the notation for the MG pseudo-copula.
Calibrations and the goodness-of-fit (GOF) tests of theMG pseudo-
copulas are discussed in Sections 3 and 4, respectively. Examples
of the application in both insurance and finance data sets are
provided in Section 5. Section 6 is devoted to a simulation study. A
discussion and concluding remarks are given in the last section.2. Model
Based on Sklar’s theorem (Sklar, 1959), any joint function H
with continuous marginal cumulative distribution functions (cdfs)
F1, . . . , Fp for random variable (X1, . . . , Xp) has a unique copula,
that is,
H(x1, . . . , xp) = C

F1(x1), . . . , Fp(xp)

,
where C : [0, 1]p → [0, 1] is a p-variate cdf with standard uniform
margins. The pseudo-copula satisfies most of the conditions of a
traditional copula except for C(1, . . . , uk, . . . , 1) = uk. An example
of a pseudo-copula function is the p-dimensional Normal pseudo-
copula described in Mashal and Zeevi (2002), having the following
analytic expression:
CΣ (u) =
 u1
0
. . .
 up
0
φΣ

Φ−1(t1), . . . ,Φ−1(tp)

p
i=1
φ

Φ−1(ti)
 dt1 . . . dtp, (1)
where u = (u1, u2, . . . , up) ∈ [0, 1]p; φΣ (·) is the standard
multivariate Gaussian pdf with correlationmatrixΣ;Φ−1(·) is the
inverse of the standard univariate Gaussian marginal cdf; φ(·) is
the standard univariate Gaussian pdf; and the event relationships
matrix or correlation matrix,Σ , is defined as
Σ =

1 ρ1,2 · · · ρ1,p
ρ1,2 1 · · · ρ2,p
...
...
. . .
...
ρ1,p ρ2,p · · · 1
 , (2)
where ρi,j is the pairwise association for each pair (i, j) with i ≠ j
and i, j ∈ (1, . . . , p). The density function for this pseudo-copula
is
cΣ (u1, . . . , up) = φΣ

Φ−1(u1), . . . ,Φ−1(up)

p
i=1
φ

Φ−1(ui)
 . (3)
In the Normal pseudo-copula, Σ may be defined as an exchange-
able or unstructured correlationmatrix.Weobtain ourMGpseudo-
copula by extending ρi,j such that it will not only depend on
unknownparameters aij and bij but also depend on the correspond-
ing sets of variables ui and uj. The goal of the extension is to assure
sufficient flexibility of the model. Then the correlation matrix in
Eq. (1) for the MG pseudo-copula is defined as
1 ρ(u1, u2; a12, b12) · · · ρ(u1, up; a1p, b1p)
ρ(u1, u2; a12, b12) 1 · · · ρ(u2, up; a2p, b2p)
.
.
.
.
.
.
. . .
.
.
.
ρ(u1, up; a1p, b1p) ρ(u2, up; a2p, b2p) · · · 1
 , (4)
where unknown parameters (ai,j, bi,j) are used in conjunctionwith
the pair (ui, uj). Note that a pseudo-copula C is a true copula if and
only if C(1, . . . , uk, . . . , 1) = uk, where 1 ≤ k ≤ p.
As a result, the correlation matrix defined in Eq. (2) will
not be compound symmetric or auto-regressive. Hereafter, we
will use Σ∗ to denote the correlation matrix defined in Eq. (4).
Instead, Eqs. (1) and (3) with Σ∗ replacing Σ will be called as the
MG pseudo-copula function and the MG pseudo-copula density
function, respectively. For simplicity of exposition, from now on,
we restrict our attention to the bivariate case.
2.1. Definitions
Let (X, Y ) be a pair of random variables with continuous
marginal distribution F and G, respectively. Let u = F(X) and
v = G(Y ); thus u ∈ [0, 1] and v ∈ [0, 1]. We are trying to find
a function ρ of (u, v) and unknown parameters (a, b) such that the
function can define different kind of tail or no tail dependence.
294 Y. Fang, L. Madsen / Insurance: Mathematics and Economics 53 (2013) 292–301We will study five forms of function ρ(u, v; a, b), namely,
Definition I: ρ(u, v; a, b) = b(1 − auv), where a ∈ [0, 1] and
b ∈ [−1, 1];
Definition II: ρ(u, v; a, b) = b cos π2 a(1− uv), where a ∈[0, 1] and b ∈ [−1, 1];
Definition III: ρ(u, v; a, b) = b sin π2 a(1− uv), where a ∈[0, 1] and b ∈ [−1, 1];
Definition IV: ρ(u, v; a, b) = b tan π4 a(1− uv), where a ∈[0, 1] and b ∈ [−1, 1];
Definition V: ρ(u, v; a, b) = b exp {−a(1− uv)}, where a ∈
[0,+∞) and b ∈ [−1, 1].
In all definitions, parameter a controls the speed of the conver-
gence of the tail, and parameter b controls the shape of the tail.
2.2. Special case
For all five definitions, if b = 0, then ρ(u, v; a, b) = 0 and the
MG pseudo-copula is reduced to the independence pseudo-copula
C(u, v) = uv. On the other hand, if a = 0, I, II andVwill degenerate
to the Normal pseudo-copula, while III and IV will become the
independence pseudo-copula.
2.3. Bivariate characteristics
Define a function g(u, v; θ) as
g(u, v; θ) = 1
1− ρ2(u, v; θ) × exp
 [Φ−1(u)]2 + [Φ−1(v)]2
2

× exp

−[Φ
−1(u)]2 − 2ρ(u, v; θ)Φ−1(u)Φ−1(v)+ [Φ−1(v)]2
2

1− ρ2(u, v; θ)

,
where (u, v) ∈ [0, 1]2; ρ(·) is a correlation function defined in
Section 2.1, and θ = (a, b) represents the unknown parameter
vector. Observe that g(u, v; θ) = 0 for (u, v) ∈ {(0, 0), (0, 1),
(1, 0), (1, 1)}. From the definition of g(u, v; θ), we deduce two
properties of function g(u, v; θ):
1. g(u, v; θ) ≥ 0,∀(u, v) ∈ [0, 1]2;
2. g(u, v; θ) goes to zero at the far left or the far right, namely,
lim
u→0
v→0
g(u, v; θ) = lim
u→1
v→0
g(u, v; θ) = lim
u→0
v→1
g(u, v; θ)
= lim
u→1
v→1
g(u, v; θ) = 0.
Then we can normalize g(u, v; θ) to obtain a pdf, namely,
c(u, v; θ) = g(u, v; θ)
K
,
where K =  10  10 g(u, v; θ)dudv.
The pdf of the bivariateMGpseudo-copulawith twoparameters
is given by c(u, v; θ), viz,
c(u, v; θ) = 1
K
1
1− ρ2(u, v; θ) × exp
 [Φ−1(u)]2 + [Φ−1(v)]2
2

× exp

−[Φ
−1(u)]2 − 2ρ(u, v; θ)Φ−1(u)Φ−1(v)+ [Φ−1(v)]2
2

1− ρ2(u, v; θ)

. (5)
The bivariate MG pseudo-copula with two parameters is given by
C(u, v; θ) = 1
K
 u
0
 v
0
1
1− ρ2(s, t; θ)
× exp

−[Φ
−1(s)]2 − 2ρ(s, t; θ)Φ−1(s)Φ−1(t)+ [Φ−1(t)]2
2

1− ρ2(s, t; θ)

× exp
 [Φ−1(s)]2 + [Φ−1(t)]2
2

dsdt. (6)A sketch of proof that C(u, v; θ) is a pseudo-copula is given in
Appendix A. Indeed the proof applies to dimension p ≥ 2, implying
that the methodology of this paper can be extended to higher
dimensions as well.
2.4. Random variable generation
One of the primary applications of pseudo-copulas is in
simulation and Monte Carlo studies. In this subsection, we will
address the problem of generating a sample from the joint
distribution function of MG pseudo-copula. There are a variety
of procedures used to generate observations (u, v) with a joint
of distribution function C(u, v; θ) defined in Eq. (6). By virtue of
Sklar’s theorem,weneedonly generate a pair (u, v)of observations
of uniform (0, 1) random variables (U, V ) whose joint pdf is
c(u, v; θ) defined in Eq. (5). Generating such a pair (u, v) of
uniform (0, 1) variates is easily done using the conditional
distribution approach (see Nelsen, 2006; p. 41). Since we have
a specified pdf form expression for the MG pseudo-copula, we
will use the conditional pdf instead of the conditional distribution
function. Note that the conditional pdf of V , given U = u, can be
written as c(U = u, v; θ). Thus, a general algorithm to draw from
an MG pseudo-copula is as follows:
1. draw a random number U from uniform (0, 1);
2. draw a random number V from the conditional distribution
c(U = u, v; θ);
3. the desired pair is (u, v).
This method is feasible to be extended to generate a high
dimensional MG pseudo-copula. The computational expense for
generating multi-dimensionality is not high, since the generating
procedure does not include any complex calculations.
In Fig. 1, we plot the contours for the MG pseudo-copula with
ρ definitions I through V and the Normal pseudo-copula. It can be
seen that theMG pseudo-copulas with different definitions exhibit
varied density shapes aswell as varied direction of tail dependence.
This is in contrast to the rigid Normal pseudo-copula shape shown
in Fig. 1(f). The density shape from different definitions can be
controlled by tuning the parameters. In summary, the MG pseudo-
copula has the following features:
1. Distribution flexibility, including fat-tailed distribution, upper-
/lower-tailed and elliptical distributions.
2. Manageable range of shape, including symmetric or asymmet-
ric.
3. Controllable range of dependence allowing both positive and
negative dependence.
4. Closed form expression for the pseudo-copula pdf.
Being an extension of the Normal pseudo-copula, the MG
pseudo-copula can be applied to various fields by a careful choice
of function ρ’s definition and parameter tuning. In fact, many
existing classes of multivariate distributions can be constructed
by using this new pseudo-copula. For a given set of marginal
distributions, we can construct various MG pseudo-copulas by
adjusting the parameters or ρ function between pairs of variables.
Certainly, the definition of ρ need not be restricted to these five
expressions. Nevertheless, we will show that the aforementioned
five ρ’s definitions provide us enough flexibility to model different
kinds of dependence structures by adjusting the parameters.
3. Calibration
3.1. Maximum pseudo-likelihood estimation
Let (X1, Y1), . . . , (Xn, Yn) be a random sample from the MG
pseudo-copula C (F(x),G(y); θ); assume that X = (X1, . . . , Xn)
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(d) IV: (0.97, 0.99). (e) V: (0.1, 0.9). (f) Normal: (0.8).
Fig. 1. Contour plots for five definitions of the MG pseudo-copula and the Normal pseudo-copula.and Y = (Y1, . . . , Yn) are random samples and F and G are contin-
uous cdfs. Generally, pseudo-copula models are used in situations
where studying the association between the variables is important.
In practice, it is common that themarginal cdfs are unknown.Many
authors adopt a parametric form for dependence while keeping
the marginals unspecified. In other words, the models are based
on non-parametric margins and parametric pseudo-copulas, and
are referred to as semi-parametric pseudo-copulas. To estimate a
semi-parametric pseudo-copula using observed data (xi, yi) with
i = 1, . . . , n, one can obtain the maximum likelihood estimation
(MLE) based on pseudo-observations, viz, the maximum pseudo-
likelihood estimator (MPLE) (see Genest et al., 1995; Shih and
Louis, 1995). The pseudo-observations (Uˆ , Vˆ ) corresponding to
(X, Y ) are computed by Uˆi,n = R(xi)n+1 and Vˆi,n = R(yi)n+1 with R(xi)
being the rank of xi among x1, . . . , xn and R(yi) being the rank of yi
among y1, . . . , yn. The MPLE is found by maximizing (with respect
to θ) the log likelihood function based on the pseudo-observations,
i.e., the log pseudo-likelihood. The log pseudo-likelihood is defined
as
log L(θ) =
n
i=1
log c{Uˆi,n, Vˆi,n; θ}. (7)
Let θˆ be the MPLE computed from the pseudo-observation (Uˆi,n,
Vˆi,n) by maximizing Eq. (7), namely,
θˆ = argmax
θ

n
i=1
log c{Uˆi,n, Vˆi,n; θ}

. (8)
To implement the MPLE for a given pseudo-copula family
C(u, v; θ), one needs to be able to estimate the vector of depen-
dence parameters θ from the available data. The corresponding
MPLE can be undertaken by using the well-designed R optim()function (R Development Core Team, 2009) referring to Ko-
jadinovic and Yan (2011). Conditions for the asymptotic semi-
parametric efficiency of theMPLE have been investigated in Genest
and Werker (2002).
If the MPLE for parameter b is 1, then we will redefine ρ as the
function of parameter a and variables (u, v). That is, ρ = ρ(u, v; a)
and a ∈ (0, 1). We retain 5 forms for the definition of ρ and fix
b = 1. We then refit the pseudo-copula model and use Eq. (8) to
get the MPLE for θ . Now θ is univariate, i.e., θ = a.
On the other hand, if the MPLE for parameter a is 1, then we
will redefine ρ as the function of parameter b and variables (u, v),
except for V. That is, ρ = ρ(u, v; b) and b ∈ (−1, 1). We retain
the form for the definition of ρ and fix b = 1. We then refit the
pseudo-copula model and use Eq. (8) to get the MPLE for θ . Now θ
is univariate, i.e., θ = b. For V, since the range for parameter a is
(0,+∞) and 1 is not the boundary point for parameter a, there is
no need to fix a to 1.
Therefore, the range of unknown parameters is an open subset,
whichwill assure us that we can use the test described in Section 4
to do a GOF test for the pseudo-copula.
3.2. Kendall’s τ approximation
One popular measure of association is the population version
of Kendall’s τ . In practice, the sample version is used to estimate
the population version (see Nelsen, 2006). The sample version of
Kendall’s τ is given by
τ = 4
n(n− 1)
n
i=1

n
j=1
I(Xj ≤ Xi, Yj ≤ Yi)

− 1, (9)
where function I(·) is 1 when Xj ≤ Xi and Yj ≤ Yi, otherwise
0. Unlike the Normal pseudo-copula, the MG pseudo-copula does
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bootstrapmethod to compute Kendall’s tau, that is, using themean
of a series of sample τ ’s to estimate τ . When given a specific data
set, we can adopt the following procedure :
1. Change variables (X, Y ) to the pseudo-observations (U ,V ).
2. Fit the MG pseudo-copula to the pseudo observations to obtain
the MPLE θˆ for the unknown parameters.
3. Generate N random samples from the MG pseudo-copula with
parameters θˆ.
4. For each random sample, compute the sample version of
Kendall’s τ by using Eq. (9), i.e., τi, where i = 1, . . . ,N .
5. An approximate Kendall’s τ value is
τ¯ = 1
N
N
i=1
τi
with standard error (se)
se =
 1
N − 1
N
i=1
(τi − τ¯ )2.
Please note that the above procedure also applies to other
association measures, such as Spearman’s ρ and Pearson’s ρ.
4. Goodness-of-fit test
With several pseudo-copula models available, we seek a way
to choose the best-fitting model. Information criteria, such as
Akaike’s Information Criterion (AIC), do not provide us with any
understanding of the power or the size of the employed decision
rule. The GOF test is relatively powerful in deciding whether to
reject or accept parametric pseudo-copulas. Therefore, the GOF
test makes itself the preferred choice in empirical applications.
Recently, many authors have proposed the GOF test to pseudo-
copula models. For example, Genest and Rivest (1993) develop
an empirical method to identify the best Archimedean pseudo-
copula; Fermanian (2005) approximates the underlying pdf by
the kernel smoothing of the empirical density; Berg and Bakken
(2005) use a GOF test which is based on the probability integral
transform; Berg (2009) and Genest et al. (2009) summarize the
literature on the GOF test. In this paper, we will use a multiplier
GOF test whose asymptotic validity was shown by Kojadinovic
et al. (in press).
The central goal of the multiplier GOF test is to investigate
whether the true unknown pseudo-copula C actually belongs to
some known parametric pseudo-copula families C0 = {C(u, v; θ) :
θ ∈ O}, where θ = (θ1, . . . , θq) and O is an open subset of Rq.
More formally, one wants to test
H0 : C ∈ C0 against H1 : C ∉ C0.
According to the definition for ρ, parameters θ is not an open
set. For example, parameter b can be the boundary value, such
as 1 or −1. Nevertheless, in Section 3.1, we state that if any one
of the parameters is 1, we set it equal to one. Then we reduce ρ
function to only oneparameter function corresponding to the other
parameter and refit the MG pseudo-copula to get the MPLE for one
parameter pseudo-copula. Thus, we avoid getting the boundary
value for parameters θ. Therefore, θ ∈ O still exists in the MG
pseudo-copula. As in Section 3.1, we do this in order to have a valid
GOF test for our MG pseudo-copula.
The multiplier GOF test is based on the empirical process
Cn(u, v) =
√
n

Cn(u, v)− C(u, v; θˆ )

, u, v ∈ [0, 1], (10)where C(u, v; θˆ ) is an estimator of C under the hypothesis that
H0 : C ∈ C0 holds, and θˆ is an estimator of parameters θ which
are defined in Eq. (8); Cn(u, v) is the empirical cdf computed by
using the pseudo-observations, i.e.,
Cn(u, v) = 1n+ 1
n
j=1
I

Ui,n ≤ u, Vi,n ≤ v

, u, v ∈ [0, 1], (11)
where I(Ui,n ≤ u, Vi,n ≤ v) is equal to 1, if Ui,n ≤ u and Vi,n ≤
v; otherwise, it is equal to 0. The test is performed by using the
Cramér–Von Mises statistics (see Genest et al., 2009; Berg, 2009),
which is defined as
Sn =

[0,1]2
C2n(u, v)dCn(u, v)
= 1
n
n
i=1

Cn(Ui,n, Vi,n)− C(Ui,n, Vi,n; θˆ )
2
. (12)
Large values of Sn will lead to the rejection of H0. In addition,
since the smallest AIC value for the pseudo-copula indicates that
this pseudo-copula is preferred, we do compute AIC for each
pseudo-copula model in real data set analysis. AIC is given by
AIC = −2 ln (maximized likelihood) + 2p.
5. Applications
In this section, we illustrate the application of the MG pseudo-
copula on two real data sets: one is from insurance, and the other is
from finance. We also apply the traditional pseudo-copula, such as
Clayton, Frank, Gumbel, Normal and t pseudo-copulas, to the real
data sets.
5.1. Losses and ALAEs
In order to illustrate the MG pseudo-copula model, we will use
the insurance data from Frees and Valdez (1998) as an example
(Genest et al., 2009; Klugman and Parsa, 1999). There are 1500
observed claims. Two variables of interest are the indemnity
payment (loss) and the corresponding allocated loss-adjustment
expense (alae). For some claims, the policy limit was unknown,
and we assumed that there was no policy limit. There are 34 out
of 1500 policies with claims equal to the policy limit and thus
are considered ‘‘censored.’’ For simplicity, most researchers ignore
the censored claims (Kojadinovic et al., in press). In this paper,
when we analyze the data, we ignore the censored claims. Since
both loss and alae are not unique, we have to face the tie-breaking
problem. When computing the pseudo-observations, we assign
ranks at random in case of ties (Kojadinovic et al., in press). The
empirical Kendall’s τ for the pseudo-observations is 0.306.
For both the Normal pseudo-copula and theMGpseudo-copula,
we estimate the association by using theMPLE. TheMPLEs defined
in Eq. (7) are shown in Table 1. Please note that the MG pseudo-
copula with ρ type I is the Normal pseudo-copula, since parameter
a is 0. For III, it reduces to one parameter given a = 1, viz, ρ =
ρ(u, v; b), while for IV, it reduces to one parameter given b = 1,
viz, ρ = ρ(u, v; a).
Table 1 provides the estimates of parameters θ, estimated
measures of the association, p-values from themultiplier GOF test,
and AIC values. The p-value of the multiplier GOF test is obtained
by running 1000 iterations. AIC with one star is the smallest; AIC
with two stars is the second smallest; AIC with three stars is
the third smallest. Among five existing families, Clayton, Frank,
Gumbel, Normal and t(with degree of freedom 4) pseudo-copulas,
the Gumbel pseudo-copula is the only one that is not rejected at a
5% significance level by using the multiplier GOF test. Comparing
AIC values, the Gumbel pseudo-copula provides the smallest AIC in
this five existing families. Hence, we infer the data shows a positive
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The MPLEs for dependence parameters, measures of the association, p-values from
the GOF test by using the multiplier method and AIC: loss data. AIC with one star is
the smallest; AIC with two stars is the second smallest; AIC with three stars is the
third smallest.
Family MPLE : theta τ p-value AIC
Clayton 0.494 0.198 0 −174.291
Gumbel 1.423 0.587 0.162 −377.634 (*)
Frank 2.982 0.482 0 −317.462
Normal 0.458 0.302 0 −338.242
t(ν = 4) 0.433 0.285 0 −320.396
I (0, 0.458) 0.302 0 −338.242
II (0.648, 0.688) 0.312 0.074 −370.064 (**)
III (1, 0.448) 0.157 0.004 −239.284
IV (0.538, 1) 0.220 0 −211.019
V (0.656, 0.763) 0.316 0.325 −365.174 (***)
tail (that is, the mass of the distribution is concentrated on the
lower left corner of the figure).
For theMGpseudo-copula,we reject I, III, and IV based on the p-
value. The result is corroborated by Fig. 1. I, III and IV can capture
lower-tail dependence, i.e., exhibiting greater dependence in the
negative tail (that is, the mass of the distribution is concentrated
on the upper right corner of the figure) than in the positive tail.
We fail to reject II andV at the 5% significance level. From Fig. 1, we
see both II and V appear to have a positive tail, which matches the
results from Kojadinovic and Yan (2010). Furthermore, II produces
the second smallest AIC, and V produces the third smallest AIC.
Moreover, AIC values from II and V are smaller than the value from
Clayton, Frank, Normal and t pseudo-copulas. Consequently, both
the multiplier GOF test and AIC values give similar results.
5.2. U.S. economic variables
As a second illustration, we consider the U.S. economic
set (Luetkpohl, 1991). The data series has 136 observations and 4
time series variables: the log of the seasonally adjusted real U.S.
money (ln M1), the log of the Gross National Product (ln GNP) in
1982 dollars, the discount rate on new issues of 91-day treasury
bills (rs), and the yield on long-term (20 years) treasury bonds (rl).
Since this data is not identically and independently distributed,
the MG pseudo-copula is inappropriate for the original data set.
Inspired by McNeil and Frey (2000), we propose a two-step
procedure to study the time series data. We first fit the GARCH(1,
1) model to each term series and obtain the marginal distribution
of residuals. Then, we use MG, Normal, t (with degree of freedom
4), Clayton, Gumbel and Frank pseudo-copulas to describe the
association of the residuals. As we described in Section 3.1, we
estimate the parameters of pseudo-copula by using the MPLEs.
In this example, we want to study the dependence structure
between variables rs and rl. Based on a 5% significance level, we
conclude that the Clayton pseudo-copula cannot be rejected and
both Gumbel and Frank pseudo-copulas are rejected. Although
the Clayton pseudo-copula cannot be rejected, it is very close to
5%. Therefore, this data displays something of a negative tail. In
the meantime, the AIC values from Clayton, Gumbel and Frank
pseudo-copulas are larger than the ones from Normal and t
pseudo-copulas. From the first example, we found that the MG
pseudo-copula can capture the positive tail. Conversely, here in
this example we are trying to see that the MG pseudo-copula is
flexible enough to capture the negative tail. The empirical Kendall’s
τ for the pseudo-observations in this data set is 0.444.
Table 2 shows the estimates of parameters θ, measures of the
association, p-values from the multiplier GOF test and AIC values
between variables rs and rl. As in Table 1, AIC with one star is the
smallest; AIC with two stars is the second smallest; AIC with three
stars is the third smallest. Please note that the time effect has beenTable 2
The MPLEs for dependence parameters, measures of the association with the
standard error, p-values from the GOF test by using the multiplier method and AIC:
(rs, rl). AIC with one star is the smallest; AIC with two stars is the second smallest;
AIC with three stars is the third smallest.
Family MPLE : theta Kendall’s τ p-value AIC
Clayton 1.274 0.389 0.063 −63.13
Gumbel 1.743 0.635 0.001 −63.95
Frank 4.923 0.325 0.010 −63.46
Normal 0.658 0.457 0.163 −69.63 (**)
t(ν = 4) 0.641 0.443 0.179 −72.54 (*)
I (0.069, 0.669) 0.435 0.807 −67.68 (***)
II (0, 0.658) 0.457 0.163 −69.63(**)
III (0.962, 0.699) 0.397 0.007 −58.92
IV (0.829, 1) 0.377 0.002 −57.39
V (0, 0.658) 0.457 0.163 −69.63 (**)
removed. For Clayton, Gumbel, Frank, Normal, t and MG pseudo-
copulas, we estimate the MPLEs and calculate both the p-values
from the multiplier GOF test and the AIC values. The multiplier
GOF test is done with 1000 iterations. Please note that the MG
pseudo-copula with ρ type II and V are the Normal pseudo-copula,
since a is 0. For IV, it reduces to one parameter given b = 1,
i.e., ρ = ρ(u, v; a).
The t (ν = 4) pseudo-copula gives the smallest AIC.
Accordingly, the p-value is greater than 5%. The second smallest AIC
is from the Normal pseudo-copula with the p-value 0.163, which
is greater than 5%. The third smallest AIC is from I with p-value
0.807. Based on the 5% significance level, we fail to reject Normal,
t(ν = 4) pseudo-copulas and the MG pseudo-copula with ρ type I.
Again, AIC and the multiplier GOF test provide similar results.
6. Simulation
A large-scale simulation experiment is conducted to assess
the MG pseudo-copula performance and flexibility. We use the
proposed GOF test to check how well the MG pseudo-copula fits
the data generated from various choices of dependence structures,
such as Gumbel, t pseudo-copulas and so on.
To curtail the computational effort, comparisons were re-
stricted to the bivariate case and to five existing one-parameter
pseudo-copula families, i.e., Clayton, Frank, Gumbel–Hougaard,
Normal and t with ν = 4.
Since we want to test how well the MG pseudo-copula will fit
the given data from the different kind of tails and shapes, each
pseudo-copula family except for the MG pseudo-copula is used as
the data-generating family as well as the hypothesized family. The
MG pseudo-copula will be used as the hypothesized family only.
When generating the data, for each pseudo-copula family, four
dependence levels are considered corresponding to Kendall’s τ of
0.2, 0.4, 0.6, and 0.8. Three sample sizes (n = 100, 300, and 500)
are used. The iteration number N in the multiplier GOF test is fixed
to 1000. The significance level for GOF test is set to 5%.
In summary, the data generation and the GOF test involve the
following factors:
C : Five aforementioned one-parameter pseudo-copula models
from which the data was generated;
τ : level of dependence, as measured by Kendall’s τ (0.2, 0.4, 0.6
and 0.8);
n : size of each sample drawn from C (100, 300 and 500);
C0: hypothesized pseudo-copula model under H0, 5 definitions of
MG pseudo-copulas, plus five existing one-parameter pseudo-
copulas.
There are altogether 10 × 5 × 4 × 3 = 600 scenarios. For each
scenario, 1000 samples (or replications) are generated and are
then used to estimate the rejection rates (i.e., the proportion of
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The empirical probabilities of rejecting H0 based on 1000 replications: n = 100.
Family Kendall’s τ Clayton Frank Gumbel Normal t I II III IV V
Clayton
0.2 0.077 0.187 0.481 0.121 0.155 0.090 0.085 0.090 0.140 0.095
0.4 0.078 0.596 0.913 0.427 0.456 0.435 0.385 0.575 0.765 0.412
0.6 0.102 0.767 0.988 0.685 0.643 0.559 0.697 0.845 0.879 0.742
0.8 0.080 0.591 0.999 0.850 0.693 0.217 0.880 0.564 0.520 0.917
Frank
0.2 0.522 0.048 0.217 0.091 0.118 0.055 0.065 0.005 0.010 0.035
0.4 0.918 0.063 0.416 0.173 0.326 0.073 0.120 0.020 0.090 0.094
0.6 0.996 0.056 0.668 0.411 0.631 0.140 0.270 0.005 0.250 0.275
0.8 0.999 0.060 0.803 0.787 0.859 0.231 0.432 0 0.900 0.596
Gumbel
0.2 0.669 0.202 0.049 0.12 0.164 0.060 0.065 0 0 0.035
0.4 0.984 0.421 0.036 0.218 0.261 0.208 0.150 0.005 0.045 0.100
0.6 1.00 0.611 0.025 0.322 0.355 0.281 0.093 0.005 0.225 0.090
0.8 1.00 0.772 0.028 0.365 0.372 0.2558 0.060 0 0.838 0.245
Normal
0.2 0.421 0.085 0.136 0.056 0.108 0.045 0.010 0.015 0.045 0.015
0.4 0.814 0.137 0.19 0.03 0.136 0.021 0.006 0.060 0.205 0.010
0.6 0.979 0.255 0.172 0.004 0.110 0.031 0 0.075 0.255 0.007
0.8 1.00 0.398 0.088 0.037 0.094 0.019 0 0.038 0.548 0.056
t
0.2 0.384 0.125 0.122 0.106 0.054 0.076 0.165 0.025 0.03 0.05
0.4 0.765 0.20 0.14 0.059 0.051 0.049 0.096 0.075 0.15 0.037
0.6 0.962 0.329 0.158 0.048 0.036 0.023 0.031 0.135 0.225 0.059
0.8 0.997 0.458 0.084 0.082 0.054 0.047 0.056 0.101 0.643 0.023Table 4
The empirical probabilities of rejecting H0 based on 1000 replications: n = 300.
Family Kendall’s τ Clayton Frank Gumbel Normal t I II III IV V
Clayton
0.2 0.058 0.592 0.917 0.45 0.588 0.325 0.392 0.46 0.535 0.43
0.4 0.063 0.995 1.00 0.955 0.975 0.86 0.953 0.825 0.930 0.974
0.6 0.068 1.00 1.00 0.999 1.00 0.922 1.00 0.977 0.807 1.00
0.8 0.055 1.00 1.00 1.00 1.00 0 1.00 0.786 0.545 0.988
Frank
0.2 0.873 0.041 0.578 0.195 0.471 0.14 0.111 0.015 0.055 0.085
0.4 0.999 0.051 0.942 0.565 0.903 0.227 0.225 0.01 0.565 0.304
0.6 1.00 0.036 0.999 0.946 0.99 0.175 0.413 0.013 0.973 0.744
0.8 1.00 0.025 1.00 1.00 1.00 0.147 0.5 0 0.915 0.88
Gumbel
0.2 0.964 0.422 0.044 0.247 0.332 0.263 0.07 0.005 0.01 0.025
0.4 1.00 0.84 0.032 0.515 0.581 0.487 0.157 0.16 0.395 0.061
0.6 1.00 0.962 0.028 0.7 0.728 0.706 0.188 0 0.962 0.102
0.8 1.00 0.999 0.021 0.726 0.731 0.755 0.15 0.023 0.835 0.214
Normal
0.2 0.704 0.078 0.314 0.028 0.252 0.015 0.005 0.045 0.205 0.005
0.4 0.997 0.294 0.583 0.041 0.347 0.022 0.007 0.435 0.955 0.021
0.6 1.00 0.666 0.635 0.043 0.29 0.018 0 0.277 0.992 0.016
0.8 1.00 0.921 0.503 0.027 0.212 0.184 0 0.133 0.814 0.021
t
0.2 0.66 0.264 0.185 0.114 0.039 0.117 0.127 0.015 0.04 0.035
0.4 0.988 0.579 0.445 0.075 0.036 0.075 0.050 0.09 0.345 0.056
0.6 1.00 0.828 0.495 0.087 0.041 0.032 0.030 0.038 0.777 0.075
0.8 1.00 0.965 0.443 0.078 0.045 0.162 0.044 0.15 0.745 0.161rejections of the null hypothesis under 1000 replications) of the
null hypothesis under consideration. The algorithm (run with R)
pseudo-code is as follows:
for Each scenario do
for Each replication do
if a = 0 then
Apply function gofCopulawith Normal family
else
Apply function gofCopulaModified
end
Bookkeep test p-value
end
Summarize to obtain the rejection rate
end
Function gofCopula is from standard copula package
(http://cran.r-project.org/web/packages/copula/index.html) and
performs the Goodness-of-fit test for pseudo-copulas based on the
empirical process, while function gofCopulaModified is our
implementation of the GOF test for the MG pseudo-copula, withinwhich the inner most routine is written in C for efficiency. (Over-
all, the performance of gofCopulaModified is comparable to
gofCopula.)
The run-time of the two-dimensional simulation is reasonable.
Typically, thewhole process of data generating andGOF test is∼5h
for a specific configuration of C, τ , ρ, and n = 500 on a 2.66GHz/8-
core/16G-RAM linux machine. The most time consuming part of
a MG pseudo-copula simulation is the calculation of the pseudo-
copula value and its gradients.
In Tables 3–5, we report the empirical probabilities of rejecting
H0, i.e., the rejection rate, based on 1000 replications with sample
size 100, 300 and 500, respectively. In all of these tables, the
smaller the rejection rate, the closer the pseudo-couple under
hypothesis is to the true pseudo-copula. Of course, the rejection
rate from the true pseudo-copula is close to 0.
III fits the Frank pseudo-copula well. Except for only one case
where τ = 0.6 and n = 500, all the rejection rates from III
are smaller than the values from the Frank pseudo-copula. The
reason is that we use two parameters in the MG pseudo-copula,
which allows III to fit the Frank pseudo-copula better than the
Frank pseudo-copula itself! While in case τ = 0.6 and n = 500,
the rejection rate is 0.06 for III and rejection rate is 0.047 for the
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The empirical probabilities of rejecting H0 based on 1000 replications: n = 500.
Family Kendall’s τ Clayton Frank Gumbel Normal t I II III IV V
Clayton
0.2 0.045 0.861 0.998 0.723 0.868 0.6 0.73 0.71 0.8 0.75
0.4 0.06 1.00 1.00 0.999 0.998 0.9 0.95 0.84 0.93 1.00
0.6 0.049 1.00 1.00 1.00 1.00 0.75 0.98 0.98 0.64 1.00
0.8 0.043 1.00 1.00 1.00 1.00 0.333 0.943 1.00 1.00 0.99
Frank
0.2 0.972 0.062 0.831 0.318 0.754 0.18 0.1 0.01 0.12 0.1
0.4 1.00 0.049 0.999 0.848 0.997 0.36 0.36 0.03 0.78 0.46
0.6 1.00 0.047 1.00 0.999 1.00 0.17 0.44 0.06 0.96 0.79
0.8 1.00 0.031 1.00 1.00 1.00 0.07 0.52 0 1.00 0.87
Gumbel
0.2 0.994 0.601 0.04 0.355 0.522 0.37 0.08 0.02 0.03 0.02
0.4 1.00 0.976 0.043 0.772 0.825 0.81 0.26 0.65 0.77 0.11
0.6 1.00 1.00 0.032 0.856 0.876 0.86 0.32 0.09 0.99 0.11
0.8 1.00 1.00 0.032 0.909 0.915 0.875 0.27 0.04 0.82 0.28
Normal
0.2 0.891 0.13 0.498 0.041 0.464 0.03 0.01 0.08 0.3 0.02
0.4 1.00 0.441 0.832 0.037 0.616 0 0 0.71 1.00 0
0.6 1.00 0.88 0.886 0.047 0.502 0.01 0.01 0.94 1.00 0
0.8 1.00 0.997 0.852 0.018 0.317 0.125 0.11 0.66 0.86 0.11
t
0.2 0.82 0.462 0.339 0.17 0.042 0.12 0.18 0.03 0.05 0.01
0.4 1.00 0.845 0.723 0.12 0.042 0.09 0.06 0.11 0.46 0.06
0.6 1.00 0.986 0.773 0.087 0.041 0.07 0.02 0.27 0.91 0.04
0.8 1.00 1.00 0.695 0.094 0.041 0.23 0.18 0.76 0.67 0.11Frank pseudo-copula. Quite evidently, these two rejection rates are
almost the same. Except for the Frank pseudo-copula, III fits the
Gumbel pseudo-copula well except for case n = 300, τ = 0.4
and n = 500, τ = 0.4 where the rejection rates are much larger
than 5%.
When n = 100, the MG pseudo-copulas except for IV fit the
Normal pseudo-copula well and all the rejection rates are around
or less than 5%. Especially, all of the rejection rates from II are
smaller than the Normal pseudo-copula’s rejection rates for all
τ ’s from 0.2 to 0.8. Both I and V fit the t pseudo-copula well. In
addition, as Kendall’s τ increases, II is closer to the t pseudo-copula.
No MG pseudo-copulas fit the Clayton pseudo-copula well.
This might be a problem with the multiplier GOF test, since the
multiplier GPOF test based on the maximization of the pseudo-
likelihood appears to be efficient when the sample size is at least
300 (Kojadinovic et al., in press). However, one can see that the
smaller the Kendall’s τ , the closer the MG pseudo-copula is to the
Clayton pseudo-copula. Particularly, when the sample size is 100,
this feature is notable. For example, when τ = 0.2, rejection rates
are 0.090, 0.085, 0.090, 0.140 and 0.095 for I to V, respectively.
Moreover, as the dependence level increases for the Clayton
pseudo-copula, the rejection rates of I will increase first and then
decrease. For example,whenn = 100, the rejection rates are 0.090,
0.435, 0.559 and 0.217 for τ = 0.2, 0.4, 0.6, 0.8 respectively. This
might be explained by the fact that the difference between the true
pseudo-copula and the MG pseudo-copula increases first and then
decreases. From Fig. 1, the contours of I display a lower tail, which
is consistent with the properties of the Clayton pseudo-copula.
For most true pseudo-copulas except for Clayton family, the
smaller the Kendall’s τ , the smaller the rejection rates from theMG
pseudo-copula. When the measure of the association is small, the
distribution of the data is almost the same as the distribution from
the independence pseudo-copula. Then it does notmatterwhat the
real generating pseudo-copula is, and all the pseudo-copulas under
hypothesis have the same properties, i.e., no dependence and small
rejection rates.
7. Summary and conclusions
In this paper, we introduce and study the Modified Gaussian
pseudo-copula. Unlike the Normal pseudo-copula, where each
pairwise dependence coefficient is an unknown but fixed param-
eter, the pairwise dependence of the MG pseudo-copula is a func-
tion of random variables as well as unknown parameters, makingour MG pseudo-copula flexible to model more complicated de-
pendences in real life data. With a careful choice of the definition
of function ρ(u, v; a, b) and parameters θ = (a, b), we demon-
strate its flexibility in modeling multivariate data and capturing
symmetric as well asymmetric dependence. Although the defini-
tions should not be restricted to the proposed five, our experi-
ments show that the MG pseudo-copula with the aforementioned
five definitions are flexible enough to fit the real data sets. In con-
trast to the Normal pseudo-copula, the MG pseudo-copula can be
used for tailed data sets. Furthermore, the MG pseudo-copula can
be used to fit radially symmetric data, which Archimedean pseudo-
copulas usually cannot do well. Experimental results on simulated
data strongly support these claims about the MG pseudo-copula.
Studies on higher dimensional cases will be carried out in
further work, although the computation complexity will be a
concern. Furthermore, it would be interesting to find a closed form
of Kendall’s τ .
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Appendix. A Sketch of Proof of the Eq. (6) to be a Pseudo-copula
According to (Fermanian andWegkamp, 2004, 2012), a pseudo-
copula is defined as a functionwith three properties to bediscussed
below. We provide a sketch of proof that the function C(u, v; θ)
defined in Eq. (6) (high dimension generalization) satisfy the
properties. For any p ≥ 2 dimension, the MG pseudo-copula is
given by
CΣ∗(u1, . . . , up)
=
 u1
0
. . .
 up
0
1
K
φΣ

Φ−1(t1), . . . ,Φ−1(tp)

p
i=1
φ

Φ−1(ti)
 dt1 . . . dtp,
where K =  10 . . .  10 φΣ(Φ−1(t1),...,Φ−1(tp))p
i=1 φ(Φ−1(ti))
dt1 . . . dtp and Σ∗ is
defined in Eq. (4).
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CΣ∗(u1, . . . , ui−1, 0, ui+1, . . . , up) = 0.
When ui = 0, the integral is obviously 0 since the
upper bound equals to lower bound for one integration
dimension.
Property 2: CΣ∗(1, . . . , 1) = 1;
Proof.
CΣ∗(1, . . . , 1)
=
 1
0
. . .
 1
0
1
K
φΣ

Φ−1(t1), . . . ,Φ−1(tp)

p
i=1
φ

Φ−1(ti)
 dt1 . . . dtp
= 1
K
 1
0
. . .
 1
0
φΣ

Φ−1(t1), . . . ,Φ−1(tp)

p
i=1
φ

Φ−1(ti)
 dt1 . . . dtp
= 1
K
× K
= 1.
Property 3: For every subset [u1, v1], . . . , [up, vp] ∈ [0, 1]p and
u1 ≤ v1, . . . , up ≤ vp, such that
V[u1,v1]×···×[up,vp]
=
 v1
u1
. . .
 vp
up
1
K
φΣ

Φ−1(t1), . . . ,Φ−1(tp)

p
i=1
φ

Φ−1(ti)

× dt1 . . . dtp
≥ 0
Proof.
φΣ

Φ−1(t1), . . . ,Φ−1(tp)
 ≥ 0
p
i=1
φ

Φ−1(ti)

> 0
K =
 1
0
. . .
 1
0
φΣ

Φ−1(t1), . . . ,Φ−1(tp)

p
i=1
φ

Φ−1(ti)

× dt1 . . . dtp > 0

H⇒ 1
K
φΣ

Φ−1(t1), . . . ,Φ−1(tp)

p
i=1
φ

Φ−1(ti)
 ≥ 0
H⇒
 v1
u1
. . .
 vp
up
1
K
φΣ

Φ−1(t1), . . . ,Φ−1(tp)

p
i=1
φ

Φ−1(ti)

× dt1 . . . dtp
≥ 0
In the 2-D (i.e., (u, v)) case, C(u2, v2; θ) − C(u1, v2; θ) −
C(u2, v1; θ) + C(u1, v1; θ) defines the volume for the
shaded region [u1, u2] × [v1, v2] with height c(u, v; θ)
(Fig. A.2), where 0 ≤ u1 < u2 ≤ 1, 0 ≤ v1 < v2 ≤ 1.
Specifically, since c(u, v; θ) is a pdf defined in
Section 2.3, C(u2, v2; θ) − C(u1, v2; θ) − C(u2, v1; θ) +0.0 0.2 0.4 0.6 0.8 1.0
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Fig. A.2. Copula volume.
C(u1, v1; θ) is the cdf in the range [u1, u2] × [v1, v2],
that is,
C(u2, v2; θ)− C(u1, v2; θ)− C(u2, v1; θ)+ C(u1, v1; θ)
= Pr

u1 ≤ u ≤ u2, v1 ≤ v ≤ v2

≥ 0.
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