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BOUNDARY STABILIZATION OF A 3-DIMENSIONAL 
STRUCTURAL ACOUSTIC MODEL (‘) 
By I. LASIECKA 
ABSTRACT. - The main result of this paper provides uniform decay rates obtained for the energy function 
associated with a three-dimensional structural acoustic model described by coupled system consisting of the wave 
equation and plate equation with the coupling on the interface between the acoustic chamber and the wall. The 
uniform stabilization is achieved by introducing a nonlinear dissipation acting via boundary forces applied at the 
edge of the plate and viscous or boundary damping applied to the wave equation. The results obtained in this paper 
extend, to the non-analytic, hyperbolic-like setting, the results obtained previously in the literature for acoustic 
problems modeled by structurally damped plates (governed by analytic semigroups). 
As a bypass product, we also obtain optimal uniform decay rates for the Euler Bernoulli plate equations with 
nonlinear boundary dissipation acting via shear forces only and without (i) any geometric conditions imposed on 
the domain ,(ii) any growth conditions at the origin imposed on the nonlinear function. This is in contrast with the 
results obtained previously in the literature ([22] and references therein). 0 Elsevier, Paris 
Key words: structural acoustic model, uniform decay rates, wave equation, plate equation, trace estimates, 
nonlinear dissipation. 
1. Introduction 
In this article we provide results on uniform stabilizability of a three-dimensional 
structural acoustic model describing the pressure in an acoustic chamber with flexible 
walls. Mathematically speaking, the acoustic pressure (unwanted noise) is modelled by 
the wave equation defined on a three-dimensional domain (acoustic chamber); while the 
two-dimensional wall is modeled by the Euler-Bernoulli plate equation. The interaction 
between the chamber and the wall (back pressure) are modeled by appropriate trace 
operators acting on the interface between the wall and the chamber. The original model is 
either conservative, thus not stable, or, in the case of structural damping added to the plate, 
it is only strongly stable [35]. Thus, the issue of uniform stabilization of the overall structure 
is of paramount importance. There are various ways to achieve uniform stabilizability. We 
are predominantly interested in physically attractive “boundary” stabilization, where the 
stabilization is achieved by introducing some form of the dissipation on the boundary. Our 
main goal is to show that either viscous or boundary damping added to the wave equation, 
and boundary dissipation applied via shear forces only at the edge of the plate suffices to 
provide the uniform decay rates of the natural energy function associated with a model. 
(I) The research partially supported by the NSF Grant DMS-9504822 and the Army Research Grant DAAHO4- 
96-l-0059. 
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Morever, we are able to dispense all together with geometric restrictions (of “star shaped” 
type) which are imposed routinly in the context of boundary stabilization of waves and 
plates (see [24, 23, 221 and references therein). A strong motivation for stability results 
without any geometric restrictions comes also from the optimal design theory and shape 
optimization problems where any such restrictions become an additional constraint on 
the problem. The necessary PDE estimates will be obtained by combining the multipliers 
method with methods of microlocal analysis. 
i.1. PDE model 
Let 62 E R", be an open bounded domain with boundary I’ sufficiently smooth (or 
rectangular). We assume that r consists of two disjoint portions rl, rO, each being 
simply connected, and r. is assumed open. The acoustic medium is described by the 
wave equation in the variable Z, while the quantity pzt describes the acoustic pressure, 
p being the density of the fluid. The structural vibrations of the elastic wall (structure) 
are described by the variable II! representing the vertical displacement of the plate. The 
variable UI will then satisfy a suitable plate equation defined on the manifold I’(). In the 
present article we take I’() to be@f, and refer to 127, 281 for the case where r. is curved, 
and modelled by a shell equation. 
The basic structure of acoustic flow models has been known for a long time, see e.g. [39], 
example at p. 263, and (71. More recently, structural acoustic models were considered by 
several authors in the context of noise control problem (see: [IO, 34, 4, 131 and references 
therein). Smart material technology has suggested the introduction of a dissipation acting 
at the edge of the plate (wall) via moments or shears [4. I 1, 61. This motivates our 
model described below. 
The P.D.E model in the variables z and ‘1~ is as follows: 
+, = 2A.z - dlx+ in 62 x (0.~0). 
(1.1) 
D 
--z + boz + d2zt = 0 
dl/ 
on lYl x (0: cx’), 
with II denoting the outward normal to the boundary l? and with “free” boundary conditions 
prescribed on the boundary of r cl. denoted by No: N, x (0, m): 
AVl + B* ‘711 = 0; on are x (0, 25); 
(1.3) $h + BpUl = ,q(wt), on are x (0: x). 
The boundary operators are given by (see [23, 241): 
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where 0 < ,u < 1 is Poisson’s modulus and the constant I, la are positive. 7~1, ns are the 
coordinates of the unit vector normal to the boundary X0 and & denotes the derivative 
in tangential direction. 
The constant c2 denotes as usual the speed of sound in the fluid. The nonegative 
constants di represent damping coefficients (viscous damping and boundary damping). We 
shall assume that dl + d2 > 0. A continuous, monotone increasing function g such that 
g(0) = 0 represents a nonlinear friction acting on the edge of the plate (wall). 
The z-problem models the acoustic model while the w-problem models the 
displacement of the elastic wall or structure. With the model (l.l), (1.2) we associate 
the following initial conditions: 
x(t = 0) = 20 E H1(R); zt(t = 0) = 21 E L2(s2), 
(1.6) w(t = 0) = wo E H2(170); wt(t = 0) = Wl E Lz(T’o). 
The coupling between the structure and the acoustic medium is represented by the trace 
operator which acts upon the trace zt ]rO of zt. The quantity pzt]ro represents the back 
pressure against the moving wall ro. 
1.2. Formulation of the Results 
A natural energy function associated with the model (l.l), (1.2) is the function 
E(t) E E,(t) + E,(t), where 
E,(t) = p 
[.I 
[z,“(t) + \Vz(t)12]dR + lo 
R 
(l-7) E,(t) = I W;(t)dro + a(w, w) + 1 I wZ(t)ddrg. ro are 
Here a(w, z) is a bilinear form defined as [23] 
a(w, z> s 
.I 
[wz,zq7! + wy,y+/,y + dWP,ZZY&! + wy,g+J + 2(1 - P)wz,y&,y]drO. 
l-0 
It is well known that for 1, lo > 0, a(w, w) + 1 Jar, w2ddro and so ]Vz21dR + lo Jr, z2dI’i 
are equivalent to H2(ro) and H1 (a) topology. Thus, the energy function is equivalent 
to the topology of: 
(1.8) Y E H&(R) x L2(R) x H2(l?O) x L2(ro). 
Regarding the wellposedness of the solutions we have the following result which states 
that initial data of finite energy produce unique solutions of finite energy; more precisely: 
PROPOSITION l.l.-Letzo,zl,wo,wl beaneZementofH1(R)xL2(R)xH2(~0)~L~(l?~). 
Then, there exists a unique solution to (l.l), (1.2) with the boundary conditions (1.3) and 
initial conditions (1.6) which belongs to 
C(O,ca; HI(R) x &(fI) x H2(lYc) x L2(ro)). 
Proposition 1.1 is a special case of a more general, abstract result given in Theorem 
2.2 in [26]. 
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Remark 1.1. - If additional assumptions are imposed on the regularity of the dissipation 
y, then one can prove that more regular initial data will produce more regular solutions. 
However, in this paper, we do not make any additional assumptions regarding the 
smoothness of .q (besides mere continuity). 
In order to state our stability results, we introduce some notation. Let h(s) be a real 
valued function, defined for s > 0, concave, strictly increasing, h(O) = 0 and such that: 
(1.9) h(s.9(.s)) > 2 +$(s) for IsI 5 1. 
Such a function can always be constructed by virtue of monotonicity assumption imposed 
on q(s) [29]. Let h, E &-&&. :I: > 0; where i3Co E (0.57) x i3I’,, and T is a given 
constant. Since h is monotone increasing, we always have I + ?r is invertible. Define: 
(1.10) p(x) E (I + h,)-yKx). ic > 0: 
where K is a positive constant to be given later. Then p is a positive, continuous, strictly 
increasing function with p(O) = 0. Let 
(I .ll) q(x) E z - (I + $+I:). z > 0. 
Since p(r) is positive, increasing, so is q(:~:). 
Our main result deals with uniform decay rates obtained for this model. 
THEOREM 1.2. - Consider the system consisting qf equution (l.l), (1.2) with boundary 
conditions given by (1.3) and dl + c/j2 > 0 . Moreover, we assume that: 
Assumption 1. - There exist positive constants 0 < WJ, < A/l < ~CC such that 
(1.12) 
where 1 < p 5 5 in general, and 1 < y 2 CC in the case l‘o is “star-shaped”, ie the 
following geometric condition holds: (z - XC)) 71 > 0; n: E X0. :EO E Ii’.* > 0. 
Then, with the space Y, dgfined in (1.8), we obtain: 
(i) If g(s)s > ,mg.? for some positive constcmt rrlo and IsI < 1, there exist positive 
constants C > 0, iu > 0. such that 
In the superlinear case, p > 1 , the decay rates w muy depend on the initial energy 
E(O), ie; w = w(E(0)). 
(ii) In the case of unspeci$ed growth of 9 at the origin, the decay rates for 
[(z(t), .Zt(t), w(t), Iflt(t))II- are uniform (not necessarily exponential). The decay 
rates can be explicitely evaluated from the solution of the nonlineur ODE: 
(1.13) St + q(s(t)) = 0, t > 0: s(0) = E(0). 
where the nonlinear ~function q(s), dejned by (I. 1 I) with a constant K depending 
on m, M, E(O), is monotone increasing and depends on the growth of the nonlinear 
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dissipation g at the origin (through the function h given in (1.9)). The obtained 
decay rates are governed by the inequality 
(1.14) Jw) 5 4; - 1>,t > To, 
for some positive constant To > 0. We always have that s(t) -+ 0 as t + co. 
(iii) For instance, ifs(s) is of a polynomial growth at the origin ie: g(s)s 2 a(slr+‘, 
Is\ 5 lfor some positive constant a and r > 1, then E(t) 5 C(E(O))--&. Zfr < 1 
then we have E(t) 5 C(E(O))-&. 
Remark 1.2. 
(1) In the absence of the damping in the acoustic chamber, the damping present in the 
plate model is sufficient to provide (via coupling) a strong stability only (i.e. decay 
rates depending on the initial conditions) [35, 2, 381. In fact, this phenomena has 
been recognised earlier in the context of hybrid systems [36]. 
(2) Techniques presented in this paper are flexible enough to accomodate different sets 
of boundary conditions imposed on I?. Indeed, one could also consider the absorbing 
boundary conditions imposed on ro only and z = 0; on rl. In this case, the 
geometric condition (X - x0) . Y 5 0 needs to hold (if dl = 0 ) on l?l. Another 
possibility is to consider plate equation defined on two (or more) flat segments of 
the boundary I’ with the absorbing boundary conditions for the wave equation on 
these parts of the boundary while the zero displacement (ie z = 0) is imposed on 
the remaining parts of the boundary.This kind of models arises in the context of 
modeling porous walls (see [12]). However, in such scenario one would need to 
impose the geometric condition (Z - x0) . v 5 0 on a portion of the boundary which 
is not subject to the dissipation. Since we are mostly interested in problems without 
any geometric restrictions (an important aspect in shape optimization theory), our 
main emphasis is on the model (1.2). 
(3) The presence of positive constants I, lo guarantees that the constant functions are not 
in the spectrum of the corresponding elliptic operator. The same goal can be achieved 
in several different ways, for instance, by adding a constant to the Laplacian. This 
point is not essential for the analysis of the problem. 
(4) In the case of a two-dimensional chamber, the analysis is much simpler. Indeed, in 
this case, the plate equation is replaced by the one-dimensional beam equation. It 
is known that for the one-dimensional beam models, stabilization can be achieved 
by using either the shear forces or the moments only, (see [8, 371). Accordingly, 
one can obtain analogous results for the corresponding structural acoustic problem. 
The analysis is much simplified, since here is no need for microlocal estimates 
corresponding to the plate equation. 
(5) One could also consider dissipation acting on a portion of the boundary corresponding 
to the plate. This, however, will require geometric conditions satisfied on the 
“uncontrolled” portion of the boundary dI’0. 
(6) The problem considered in this paper can be easily generalized to include nonlinear 
(rather than assumed linear) dissipation in the acoustic chamber. Indeed, we could 
consider: (i) nonlinear absorbing boundary conditions modeled by a monotone 
increasing function gl(ztlr,) subject to a linear growth conditions at infinity (see 
[29]), and (ii) a nonlinear viscous damping modeled by a monotone increasing 
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function ~~(2~) subject to a polynomial growth condition at infinity. The additional 
technicalities involved are the same as in [29]. 
As a bypass product of the proof of Theorem 1.2 we obtain the following result pertaining 
to the uniform stabilizability of Euler-Bernoulli plates with “free” boundary conditions. 
THEOREM 1.3. - Consider equation (1.2) with p = 0 and with the boundary conditions 
given by (1.3) where the nonlinear,function i,s subject to the Assumption I of Theorem 1.2. 
Then, the conclusion qf Theorem 1.2 remains valid with E(2) replaced by E?,.(t). In 
particular, we have 
: t > To and s(t) is the solution of (1.13). 
Remark. - The result in Theorem 1.3 generalizes stability results obtained for this plate 
model earlier in the literature [23, 221 in the following two directions: (i) it does not 
require any geometric conditions imposed on the boundary and, (ii) it dispenses with the 
growth conditions imposed customarly ([22]) on the nonlinear function CJ at the origin. 
Regarding the geometric constraints (“star shaped” type conditions), typically required 
in the literature ([23, 221 and references therein), these are related to lack of sufficient 
a-priori regularity of the traces of the solutions on the boundary. To compensate for this 
lack of regularity, one imposes the geometric constraints which give a “correct” sign, in 
the requisite inequalities, to the “unbounded” terms. In order to dispense all together with 
the geometric conditions, one needs to establish much sharper regularity results for the 
traces involved. This approach, which involves microlocal analysis techniques, has been 
successfully carried out for several problems involving stabilization of waves and plates 
(see [32, 3 1, 431 and also [5] where techniques of propagation were brought in for the 
case of the wave equation ). The novelty of the problem considered in Theorem I .3 is that 
the plate equation is equipped with the “free” boundary conditions which do not satisfy 
Lopatinski condition and they are recognised as substantially more difficult to deal with 
at the microlocal analysis level. In fact, the main technical difficulties come from two 
sources, or, more precisely, combination of the two features: lack of geometric conditions 
and the fact that only boundary forces (rather than forces and the moments) are used as 
the means for stabilization. Indeed, by not imposing geometric conditions one is forced 
(via microlocal estimates) to introduce the boundary moments into the inequalities (see 
Lemma 3.2). If these moments are not a-priori available (as the means for stabilization), 
one needs to eliminate them via additional arguments in microlocal analysis. The critical 
estimate for this is provided in Lemma 3.3. 
1.3. Relation to the literature 
The results existing in the literature on stabilization of structural acoustic models refer 
to the models where the wall is strongly damped by means of a “structural damping” 
(see [12] where a linear 2-d problem defined on rectangular domain is studied and [I] 
which generalizes the results of [ 121 to arbitrary domains and dimensions). Extensions of 
these results to nonlinear feedbacks are given in [3]). In the case of structural damping 
present in the model, the component of the (uncoupled) system corresponding to the plate 
equation represents an analytic semigroup 142, 41, 91. This provides, in addition to strong 
stability properties for the plate equation, a lot of regularity properties which facilitate the 
analysis of stability for the entire structure. The situation is drastically different when the 
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plate model does not account for structural damping. The coupling between the structure 
and the acoustic medium becomes a source of technical difficulties. The terms modeling 
the interaction on the interface are prescribed by the appropriate trace operators which 
are not bounded by the terms determined by the energy function. This creates difficulties, 
which are well recognised at the level of obtaining the observability estimates. To cope 
with this problem we shall use sharp trace regularity results applied in the context of the 
second order hyperbolic equations together with infinite speed of propagation displayed 
by Petrovsky type of systems (Euler Bernoulli equations). It is interesting to notice that 
different arguments and a different mechanism is responsible for the estimates in the case 
of viscous damping applied to the wave eq (case di > 0) as opposed to the case of 
boundary damping (case d2 > 0). 
The presence of boundary damping applied to the plate equation (necessary to provide 
stability properties for the plate) is also a source of technical difficulties. This can be 
best seen by looking at the problem of boundary stabilization (with shear forces only) 
of the plate alone. In the absence of geometric conditions imposed on the geometry of 
the plate, the usual multipliers method will not suffice to provide the desired estimates. 
This is due to the fact that the multipliers estimates introduce second order traces of the 
solutions to the plate equation which are not bounded by the energy terms. If the boundary 
moments are available, as the means of stabilization, these traces can be bounded by the 
estimates developed earlier in [32]. Otherwise, there is a need for additional estimates (of 
the boundary moments) in terms of the remaining traces. To cope with this issue, we shall 
use methods of microlocal analysis (Section 3) where we develop appropriate trace theory 
for the, solutions to E-B equations with free boundary conditions. In this step we apply some 
recent results and methods introduced by Tataru [43]. As a consequence, our final result, 
when specialized to the plate equation (see Theorem 1.3), supplies the uniform stability 
estimates for the boundary feedback acting via shear forces only and in the absence of 
geometric conditions . This provides, as a bypass product, a new contribution to the theory 
of stability of E-B plate equations with free B.C. which extends the results obtained earlier 
in [23, 221 where (i) the “star-shaped” geometric conditions were imposed on the plate 
model, and (ii) the nonlinear feedback g(wt) was assumed to satisfy certain polynomial 
growth conditions at the origin. Of course, the trade-off is that we loose control of the 
constants involved in the estimates, which leads to the non-explicite decay estimates (in 
contrast with [23, 221, where the decay rates are explicite). One should also mention that 
similar results of stabilizing plates via one boundary condition only (the moments), in 
the case of hinged boundary conditions, is simpler (than the free B.C) and it was earlier 
established in [25, 161. 
We finally note, that in the case of the one-dimensional beam equation, the uniform 
stability can be achieved by applying dissipation either in the shear forces or in the 
boundary moments (see [8] and also a recent contribution [37] where the one dimensional 
beam equations with nonconstant coefficients have been treated). However, in the two- 
dimensional case, as considered in this paper, microlocal analysis of the problem reveals 
that by using moments only, one is bound to loose the regularity in the “tangential sector” 
(nonexistent for the one-dimensional problems) which, in turn, prevents from obtaining 
the uniform stability estimates. 
The outline of the paper is as follows. In Section 2 we provide several PDE estimates, 
obtained by multipliers methods, which constitute a preliminary step of the analysis. In 
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Section 3 we develop trace theory for the solutions to E-B equations with free boundary 
conditions. This, when combined with sharp regularity results obtained for the wave 
equation leads, in Section 4, to the observability/stability estimates valid for the entire 
structure. 
2. Preliminary Multipliers Estimates 
In this section we derive several preliminary PDE estimates which are starting point 
of the analysis. We will begin with a fundamental energy identity. We shall use the 
following notation: 
where H”(D) denotes the usual Sobolev’s spaces of order s, see [21]. For s < 0 we define 
H”(D) by duality with respect to L*(D) inner product. 
LEMMA 2.1. - Let z, w be a solution qf (I.l), (1.2) with the boundary conditions (1.3). 
Then, .for 0 5 s 2 t, we have: 
Proof of Lemma 2.1 is standard and it follows from the usual energy method where we 
multiply eq (1.1) by xt, eq (1.2) by lut and integrate by parts using Green’s formula. The 
only delicate point is a justification of the calculus for nonsmooth solutions. But this can 
be done by the same “approximation” argument as the one used in [29]. 
In our next step we apply the multipliers method to both equations describing the wave 
and the plate dynamics. This method is, by know, standard and it has been applied in 
the literature in the context of stabilization of waves and plates (see 123, 22, 241 and 
references therein). 
LEMMA 2.2. - Let z be a solution to (1.1) and let T > 0 be an arbitrary constant. Then, 
there exist a constant C > 0 such that: 
T 
(2.2) Ez(t)dt < C[E,(O)+ G(T)]+ 
where r denotes the tangential direction to the boundary r. 
The proof of Lemma 2.2 follows by applying the multipliers (.z - :~a) . VZ and z to 
an appropriate smooth “approximation” of the equation (I. 1) (see [29]). The passage with 
the limit reconstructs the estimates for the original weak (finite energy) solution of (I. 1). 
The details of derivation are rather tedious. Since they are known in the literature, see 
1291, they are omitted. 
Remark 2.1. - The constant C will always denote a generic constant, different in 
different occurences. 
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Lemma 2.2 will be used for the case of the absorbing boundary conditions (ie dz > 0). 
When only the viscous damping is present in the model (l.l), (dz = O), we need a different 
estimate which is given by the Lemma below. 
LEMMA 2.3, - Let z be a solution to (1.1) and tet T > 0 be un arbitra~ constant. We 
assume that dl > 0. Then, there exist a constant C > 0 such that for any ~0 > 0 we have: 
J 
T 
P-3) &(t)dt C ~of&(O) + J%(T)] + C 
J 
T IwtWl&,d~ 
0 0 
t-C uT~dll~~~t)l~,~ + d2l~~~t)l~,rldt + ~~,IZIZ,i(a,T,;L,in))* 
J 
Proof. - The proof of this Lemma follows by applying a standard multiplier “z” to the 
wave equation (1.1) together with the energy estimate (2.l).This leads to the inequality: 
On the other hand, using the boundary conditions and integrating by parts 
where in the last step we have used the trace theorem together with the definition of 
E,(t). combining (2.4) and (2.5) and taking E sufficiently small gives the result in the 
Lemma 2.3. I3 
Our next result deals with preliminary estimates for the plate equation. 
LEMMA 2.4. - Let w be a solution to (1.2) and let T > 0 be an arbitrary constant. Then, 
there exists a c~nstattt C > 0 such that for any EO > 0 we have: 
Uf 
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Here the constant 0 5 5 < 1, and the duality in [H&(0: T; H1-26(110))]’ is dejned 
with respect to the &(X0) inner product. If the function y is linearly bounded at 
injinity, then the constant C( E(0) l/2 + 1) does not depend on E( 0). 
(2) Zf I’0 is “star-shaped”, then the RHS of inequality in (2.6) does not have the second 
derivaties of UI on 8’0. 
Proof. - Application of the multipliers “h . VW” and ‘%I” to a smooth approximation of 
(1.2) and subsequent passage on the limit (see [17]) gives: 
c < g(w). h . VW >aro + < g(w), w >ar, +lw+l;4,aro t 
Remark 2.2. - If I’a is “star-shaped” then inequality in (2.7) is valid without the second 
derivatiwes of w on dI’o . 
Splitting the product in the first term on RHS of (2.7) resealing by to and applying 
the estimates below 
(2.8) IT < .%, h,Vw + w >r, dt 5 clztl[~~(o,~;~‘-~“(r,,))l’ IW(H~(O,T:HL-L”(rO))~ 
0 
(where we have used interpolation inequality and Young’s inequality) gives: 
Holder’s inequality applied the first inner product term on the RHS of (2.9) with 
9 -l + Q-l = 1 gives: 
J’ 
T 
(2.10) I < S(W), h. VW >aro dt I Clg(wt)l~~(ac,)lV~~l~~(3Co): 
0 
by Sobolev’s imbeddings applied with any finite q, 
I ~lS~~t~IL~(BC~)l~IC(O,T;H~(r~)) I C(E(0))1’21g(~~t)IL~(ac,,) 
We split dCo into two parts 3X.4 and ~)CB where 
dCo = dC.4 u dC,; and 3Cil 3 {(z, t) E dCa; l~(t, :LT)I 2 1). 
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Specializing (1.12) to &%A, applying (1.12) and selecting p(q - 1) I 1 gives: 
5 C(E(0)y2 
(J 
g(wt)w&~o ) $5 c(E(o)y2 J g(wt)wtddC. 
axa azl 
Remark 2.3. - If the function g is of linear growth at infinity (iep = 1) then the estimate 
in (2.11) is simplified and it does not depend on the initial energy E(O), indeed: 
(2.12) -c g(wt), h. VW >aca I E 
J 
T IWl;,& + CEIWI&CA) 
0 
T 56 J &J(t)dt + CEIW&BCA). 0 
To estimate the contribution on dCB we simply apply Cauchy-Schwarz inequality and 
the trace theorem (see [21]). 
Hence 
T 
(2.13) < g(w), h. VW >ac,I Cc J Ig(w)12daCB + E J E,(t)dt. ax&3 0 
Combining (2.11) and (2.13) we arrive at: 
(2.14) I < g(w), h. VW >aco I I Cc J ac lg(wt)12d& + 6 J T Etu(t)dt + 0 
c(E(o);~I~ J g(wt)wtdaCo 
ax0 
Similarily 
T 
(2.15) < g(W), W >a& 5 C, J lg(w)12ddG + E J E,(t)dt+ acB 0 
c(E(o))~/~ J g(wt)wtdaCo. 
ace 
Finally, applying (1.12) we also obtain 
(2.16) J )wt12ddCo 5 m -1 J g(wt)w&~A + J Iwt12ddCB. ax0 aca ah 
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From (2.14), (2.15), (2.16) and recalling properties of function h (see (1.9) together with 
Jensen’s inequality, we obtain: 
(2.17) 
I 
. (Iii< g(wt): h . VW > x0 + < S(“‘t),W >a-” +IwI;.ar,ldt 
J 
T 
5f E,(t)dt + C(E(0)1’2 + 1) S(“t)Wd~& + cc 
0 I * ac” J 
i)ZH(lllltlz + lg(w)12)~~=B 
J 
T 
It E,(t)dt + C(E(0)1’2 + 1) 
J 
g(wt)wtddCo + c, 
J 
I~(g(w,)w,dBC”) 
0 ace aco 
56 
J 
T 
E,(t)dt + C(E(0)1’2 + 1) g(w,)wtddCo + CL g(w)w@Co . 
0 J ace (1 . 1)c<, > 
Inserting (2.17) into (2.9) and selecting small t gives the desired inequality in (2.6). The 
second part in the Lemma 2.4 follows from Remark 2.2. 0 
Our next step is to eliminate the second order traces of solution w appearing in (2.6). 
This part is much more technical and it requires microlocal analysis estimates. Of course, 
if I’” is “star-shaped” we do not need these estimates (see Remark 2.2). 
3. Microanalysis estimate for the traces of solutions of E-B equations 
This section provides “sharp” regularity estimates for the second order traces of the 
solutions to linear Euler-Bernoulli equations with “free” boundary conditions prescribed on 
the boundary. These results, beside being critical for the proof of our main Theorem 1.2, 
they are also of independent PDE interest. To make the exposition in this section 
independent on the rest of the paper, we will change notation from IO to 62 and from 
dI’a to I. Thus, we consider the Euler Bernoulli equation defined on a two-dimensional 
bounded domain R with smooth boundary I?. 
(3.1) wt+fA2w= f in !dx((O~T)zQ, 
with “free” boundary conditions prescribed on the boundary I x (0. T) z C: 
Aw + BlW = o> 
(3.2) $,Aw + Bzw = ,q. 
The boundary operators are given by: 
(3.3) 2 BIW = -(l - ~)[2nin~w,,, - 7~~ui~,~ - n&u,,,]: 
(3.4) 132~ = (1 - ,r)$[($ - n;)wz,:, + 7~17~2(71+,.y - ww)]. 
where 0 < p < 1 is Poisson’s modulus. Our main goal in this section is to provide 
estimates for the “second order” traces on the boundary of the solutions to (3.1) (3.2) in 
terms of the velocity traces and the lower order terms (ie terms below the energy level). 
This will be accomplished in two steps. In the first step we will relate the second spatial 
derivatives on the boundary to all velocity traces (normal and tangential components). 
In the second step, we eliminate the normal components of the velocity. It is precisely 
this factor which is critical to achieve stabilization via ,furces ody. Both results referred 
to above are obtained by microlocal analysis methods. For the second step we shall use 
method developed in [43]. 
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3.1. Main Trace Estimate 
Before we formulate our main result, we need to introduce some notation. By IP+(Q) 
we denote, following Hormander, (see [14, 15]), anisotropic Sobolev’s spaces which, 
roughly speaking, have r de~vatives in the normal direction to the boundary with the 
values in H”(C). More precisely, by introducing local coordinates in the neighborhood of 
the boundary ‘c, and identifying (locally) Q =I ((0, co) x C), so that (0, m> corresponds 
to the normal direction, 
H’@(Q) -. f) lTi(O, co; f@(C)); 7-30, SER. 
i=o 
We shall also use anisotropic Sobolev spaces [ 18, 191, denoted by H;(C) which are 
equivalent, for s 2 0 to Lz(O, T; H”(F)) II H$S(O, T; L2(l?)), For s < 0, we define Hi(C) 
spaces by duality with respect to I&(C) inner product. 
Our main result of this section is: 
THEOREM 3.1. - Let w be a solution to (‘3.1) with the bo~~u~ conditions as in (3.2). Let 
T > 0 be ar~~~~a~ and let Q be an arbitra~ srna~~ constant such that a < $. Then, we have: 
The lower order terms (lot(w)) d enote the terms below the energy level. This is to say 
lot(w) < c 
.I 0 
T lw(t%-,,n + lWl2~,,& 
where E > 0 can be taker less than l/2. 
Proof. - Follows by combining the results of Lemma 3.2 and Lemma 3.3 which are 
given below, 
3.2. Mi~~l~al analysis estimate I 
We shall begin with a first step in our analysis where we estimate the second order 
traces of ‘UJ by all velocity traces (in the normal and tangential directions). 
LEMMA 3.2. - Let w be a solution to (3.1) with the boundary conditions as in (3.2). 
Let T > 0 be arbitrary and let Q be an arbitrary small constant less than 5. Then, the 
~o~lowing ineqaali~ holds: 
where 
Ww) 5 oTMt)l;-~,~ + IWl2_~,,,1~~ : J 
and E < l/2. 
Proof. - The proof of Lemma 3.2 follows essentially from Theorem 2.3 in [32] with 
the following two observations: (i) the original formulation of Theorem 2.3 in [32] uses 
JOURNAL DE MATH~~ATIQUES PURES ET APPLIQUeEES 
216 I. LASIECKA 
different norms for f and g, However, by following closely the estimates in 1321 and using 
the result of Lemma 4.2 in [32], it can be easily seen that these norms can be replaced 
by the ones stated in the Lemma 3.2. More important difference with respect [32] is that: 
(ii) I&w~~&.~(~ ) is replaced by /~l”ll~,L(il,7.:H’(i’)) in the original Theorem 2.3 in [32]. 
However, bi insiecting the proof of Theorem 2.3, one easily notice that the need for this 
last term is only in the “non-elliptic” sector. On the other hand. in the non-elliptic sector 
inequality (5.8) on p. 305 implies (we use the notation of 1321): 
(3.7) 
This implies 
(3.8) 
where we have used the fact that in the nonelliptic sector E2 time derivative “dominates” 
the tangential r/ derivatives. This completes the proof of the L,emma. q 
3.3. microanalysis estimate II 
The main result of this section is the estimate for &;u~ in terms of “free” boundary 
conditions (ie g), traces of the velocity u+lr and the lower order terms. To accomplish this 
we shall use the “decoupling” technjque introduced and developed in 1431. Here we note, 
that if the boundary moments are also allowed as the means of stabilization, then one does 
not need to carry this step and the estimate stated in Lemma 3.2 is sufficient. 
LEMMA 3.3. - Let w be LI solution to (3.1) with the boundary conditions us in (3.2). Let 
T > 0 be arbitrary and let CY be an arbitrary small constant such that (I! < 5. Then, we have: 
where C, = (n,T - a) x l? and, we recall, H4;1(C,,) is the dual to II,: = 
H1/“((a, T - a);,&(r)) n L~(((Y, T - rr); H’(I’)). The duality is taken with respect to 
~52 (C,) inner product: 
Proof. - By applying partition of unity, localizing in time and introducing local change 
of coordinates so that so that 52 = (( :cr: ~2): zt > 0} and I‘ = { (~1 = O? ~2)). the original 
problem (3.1), (3.2) can be written as: 
(3.10) P(x, D,. D,)G = Pf + [P, fi]w in R x R. 
(3.11) BIG = 0; &$I = pg on I’ x R. 
where [A! B] stands for the comutator corresponding to operators A and B and: 
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(i) j3 is a cutoff function with a support in (0, T) x {a small nbh of the boundaryI’}, 
Ul E pw. 
(ii) P(x, D,, D*) is a differential operator whose principal part has the symbol: 
p(x, s, l$,,, 71) E a(:c)s2 - (<Z, + T(Lc, 7/))? u(x) > U() > 0. .7: E n, 
with s denoting the time dual variable, r/ denoting the space-tangential dual variable, 
so that (En, 17) corresponds to the dual space variable and (t; :c! s, q) belongs to the 
tangent bundle T*(C). The symbol 7.(x: n) represents a strongly elliptic second 
order tangential operator. 
(iii) The symbols corresponding to the principal part of the boundary operators Bi, BZ 
are given by: 
Remark 3.1. - In order to obtain the structure of the boundary symbols br, b2, it is 
convenient to use the following equivalent representation of the operators Bi, B2: 
(3.13) 
(3.14) 
where k denotes mean curvature. 
Our goal is to represent &uJ~, modulo lower order terms, in terms of other boundary 
traces given by Bi W, &VI and the velocity trace W+ 11‘. 
To accomplish this we shall use the techniques developed in [43] and based on the 
decomposition of the plate operator into the “parabolic” and “hyperbolic” components. 
This will be done by decomposing the symbol 11, considered as a polynomial in the normal 
direction <,, according to the sign of the imaginary roots. The polynomial coresponding 
to the roots with negative imaginary parts represents the parabolic component of the 
operator [44]. 
The four roots of p(x, s, &:n) are given by 
(3.15) 
case 1: --T(z,~) + &@)]sl > 0. Then there is only one root in (3.15) with a negative 
imaginary part: 
(3.16) 
case 2: --T(z,~) + m]sI < 0: In this case we have two roots with the negative 
imaginary parts. They are: 
(3.17) I; = -i Jm: <; = -% Jm. 
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In both cases we always have that at least one root <,T = -i*,,(:~,. r/) + NISI has 
a negative imaginary part. 
Accordingly, we decompose p = p-p’+, where: 
Our first aim is to represent the symbol correspondin, 0 to the normal derivative (cTL) 
as a linear combination of symbols corresponding to boundary operators 01. be, 1 and rj+. 
Thus, we are looking for a decomposition: 
where T~(z, s, ,I/); % = 0. 1.2.3 are the symbols of PDO operators (of anisotropic order) in 
the tangential space (s, *rl) belonging to the spaces S1 i 0,1 of a suitable anisotropic order 1 E R, 
where the time derivative is scaled by one half. (See [ 15, 181 and in particular Appendix A 
in [43] for a systematic exposition on anisotropic symbols). We shall simply denote these 
spaces by S:(C). The corresponding PDO operators belong to the class OS:(C). where 
the subindex a indicates the anisotropy. Writing explicitly (3.19) gives: 
Comparing the coefficients of the polynomials (in E,,) gives: 
7’3 + ‘7’(3 = 0, 
(3.21) ‘7’1 - ‘i7.,] \lJq-Ll%S~ + 7.(X?/) = 0. 
(2 - p)‘r(:C, ‘rl)r.s - q)( ~1 51 - 7q.r. ,I/)) = 1. 
Solving the above system gives: 
(3.22) r()(:r:, s, 71) = - 
(3.23) 
(3.24) 
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where we have used the fact that the symbol T is strongly elliptic of the second order, 
hence 
7--” a-~~%+w-Pk 
E q2p>. 
Denoting by & the PDO o~e~~a~ors associated piith the symbols r;, pit: c&t&n from the 
-$&ir = Rzilitfr f &$9g c (RoP%&)lr +” BOB 
the lower order terms lot(w) result from the lower order terms in the definitions of 
operatczs &, I$, Since we have: 
then 
It remains to estimate the first term on the RHS of inequality in (3.28). This will be 
acc~rn~~ish~d next. 
~OPOSITION 3.4. 
(3.29) l(~p~~~)lrl~~~~~~ 5 ~~l~l~~~-~~~~~~ i- dot(w)]. 
The inequality in 63.29) can be deduced from a more genera1 Lemma 3.4 rn 1431, 
However this will force us to introduce additional notation and explanation of the symbols 
used in [43], For sake of clarity and ~~lfco~t~nement of the exposition, we prefer to 
give an independent proof of this Proposition, which specializes the arguments of f431 
to this p~~icul~ case. 
Proo$ - Since 
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We shall estimate each term on the RHS of (3.30). Denote II s P+tii. From (3.10) 
we have 
where (3.31) is equivalent to: 
with A a PDO operator corresponding to the symbol X E J’.(xq) + &iIYI E S(p) 
which is the first order elliptic operator in C. Hence, (3.32) is a parabolic problem in the 
normal direction. We apply standard “parabolic energy” method to equation (3.32). Taking 
inner product in H:(C) and integrating from 0 to 3~; in the normal direction :rl leads to: 
(3.33) 
Integrating from 0 to Dcj gives 
Hence 
and, recalling that A is a first order strongly elliptic operator on C 
or equivalently 
Collecting (3.30) and (3.37) yields: 
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Note that in our case [P+, $1 = 0; moreover 
(3.39) 
5 clqH”.-W(Q) _ < C[lwl,~12(Q) + kflff0.-31”(Q)> 
where $ = 1 on the support of 221. In the last step above we have used local equivalence 
between H’l” spaces and HT+’ spaces which holds (modulo the regularity of f) for the 
solutions of E-B equations (see Appendix B in [43]). 
Inserting (3.39) into (3.38) gives the result stated in the Proposition. 0 
The result stated in the Lemma follows from inequality (3.29) in the Proposition above 
combined with inequality (3.28) and the fact that the support of p can be made arbitrary 
close to [0, T]). 0 
Remark 3.2. - As mentioned before, the proof of the Theorem 3.1 follows by combining 
the results of Lemma 3.2 and Lemma 3.3 after resealing the parameter (Y. 
4. Observability estimates for the structural acoustic 
problem and completion of the proof of main theorem 
4.1. Observability estimates 
In this subsection we shall combine the trace estimates obtained for the plate, with these 
obtained for the waves. In the case of the wave equation, the tangential derivatives on 
the boundary are estimated as follows: 
LEMMA 4.1. - Let z be a solution to (1.1) with the boundary conditions as in (1.3). Let 
T > 0 be arbitrary and let a! be an arbitrary small constant such that Q < 5. Then, we have: 
(4.1) 
< CT,a 
[I 
oT[lwtl;,r, + (1 + ~2)l4i,rl~~ + w] 
J 
T 
where lot(z) 5 C [J.&.Q + I&,&t; 6 > 0. 
0 
The proof of Lemma 4.1 follows from Lemma 7.1 in [31] (which gives precisely the 
first estimate on RHS of (4.1)), applied to the problem (1 .l)). 0. 
Our next step is to combine the estimates obtained in Lemma 2.2 , Lemma 2.4 with those 
obtained in Theorem 3.1 and Lemma 4.1. Indeed, collecting the results of Lemma 2.2, 
applied on (a, T - CX) and Lemma 4.1 we obtain: 
LEMMA 4.2. - Let .z be a solution to (1.1) and let T > 0 be an arbitrary constant. Let 
0 < cy < $. Then, there exists a constant C > 0 such that: 
J 
T-0 
(4.2) E,(t)dt L C[E,(a) + E,(T - a)]+ 
C T,CY J T[dll&,fi + cd:+ l)l%(t)l;,r + Iw&,r,]dt + CT,&(Z). 0 
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Remark 4.1. - Note that inequality (4.2) has still on the RHS “the energy level” coupling 
term I%u~[~,~~. This term can not be absorbed by the compactness uniqueness argument (it 
is not a lower order term). and will have to be eliminated from the inequality. It is at this 
point where the infinite speed of propagation of Euler Bernoulli model will come to play. 
Collecting the results of Lemma 2.4 and Theorem 3.1 applied in the context of Eq ( I .2) 
and noting that lztlH,j -wc~,,~ 5 c;(lzlr,J~,~~, + lot(z), yields: 
, LEMMA 4.3. - Let UI be a solution to (1.2) and let T > 0 be an arbitruty constarzt. Let 
0 < N < 5. Then, there exist a constant C > 0 such that with any 0 2 S < 1 we have : 
(4.3) 
If the function g is pf linear growth at infinity, then the constant C( E(0)l/” + 1) does 
not depend on E(O). 
Moreover, if I’0 is “star-shaped “, then the term Ig(~~)l‘&,(~~,,) + lot(w) does not 
‘/ 
appear in (4.3). 
Applying inequality (4.2) on a shorter time interval (2~. T - 2~1) , noting that 
and using the estimate in (4.3) applied with S = 0 to eliminate the “coupling” term (w~/;.~, 
from (4.2) gives: 
I’ 
T-h 
(4.4) &(t-)dt I C[E,(2rv) + Ez(T - a~)] + C~,<r~g[E,,.(rr) + E,,;(T - ,,)I + 
. *a 
c ‘T.n 
I 
‘?‘[dllz& + (h! + l)l&(t)l;,~]dt + CT,&(z) 
. (I 
From Lemma 2.1 we easily obtain 
(4.5) (.I” + L) E,,(t)dt 5 2rr(E(T) $ 
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Similarily 
(4.6) (I+L2J E,(t)dt 5 4@(T) + 
J 
T 
[dMt)l;,n + d2Mt)l;,r+ < d%(t)), w(t) >ar,]dt). 
0 
Selecting in (4.4) co 1 CT/l , inserting (4.6) (resp. (4.5)) into (4.4) (resp.(4.3) applied 
with S = 0)) and taking the advantage once more of the energy identity in Lemma 2.1 yields: 
(4.7) .I’ J%(t)dt 5 c(a + l)E(T) + &,a 
0 J 
Twl14)l;,o + cd2 + l)l4~&- 
0 
[I 
T 
+ < i/(%(t)): wt(t) >ar,]dt + CT&+) + CT@ 1-Q I& dt 
0 
T 
+(E(oy + 1) JJ 
T 
g(w)wtddCo + L( 
JJ 
g(wt)w&Co) 
0 are 0 are 
+Iwtl&, + lg(wt)l~;~(az;,) + zot(Tu) +CT,~lWI~_(O,T;H1(ro)) 1 
and 
(4.8) J’ &,,(t)dt 5 C(a + l)E(T) + CT,, J T[(l +ddl4:,r + dlI.&,n]dt+ 0 0 
(c(E(o)~ + ;a, JT J T g(wt)wtd% + Ch g(wt)wtddCo 
0 ar, -Cl J 0 ah ) 
Adding the inequality in (4.8) to inequality (4.7) gives: 
(4.9) J 
T 
E(t)dt 5 0 J T[&(t) + Ew(t)]dt I C(Q! + l)LW')I+ 0 
C T,a J T[dMt)l:,c~ + Cd2 + U4~)l;,,ldt + CT,alot(z) 0 
+cT,a [(E(o)‘/z -I- a> JT J 
0 are 
g(w)wdaCo + ch( lT l, g(wt)w&‘o)] 
+CT,or[lWtl~,azo + lS(W~)l~C;l(ac,) + lot(W) + i:“l~,(o,T;~~(r,))]. 
Our next step is to estimate Jw~(E,~~~ + lg(wt)l’&_l(aC,). We note that if I’0 is “star shaped”, 
there is no need to estimate (g(wt)(&l(ac,). It is precisely this term which forces us to 
assume, in the general case, that p 5 5 in the Assumption 1. 
Here we employ an argument similar to this in Section 2. We notice first that by 
interpolation theory of Sobolev’s spaces and Sobolev’s embeddings 
(4.10) H,l(dC) c H”‘(0, T; H1-@(Zo)) c L& (0, T; Lb (LX’,)) 
where the last inclusion will be used only for l/2 < B < 1. 
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We shall show below that by splitting iE,, into ilC-4 and iX~3 (introduced in Section 2) 
we obtain the following inequalities valid with any function Q E H,: (iI\'). let: 
Indeed. the second inequality in (4. I I) is obvious. Thus it suffices to establish the firat 
inequality only. Let ill‘ \ !/) c ( .J’ E ill’(,: cc:+jf. .I.) 2 I }. By Holder’s inequality applied 
with !. + 1 = 1 ! / 
since for 1’ < .>. 
-1p 
_ < 1. by Jensen’s inequality 
:<p + 0 
which implies the desired inequality in the first part of (4. I I ). 
From (4. II) it follows 
But recalling the properties of function h : 
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and combining (4.16) (4.11), (4.15), (2.1) we obtain: 
This together with inequality in (4.9) and (2.1) leads to the following estimate: 
(4.18) 
T-w? I 
.I’ 
T T 
E(t)dt 5 c(a + l)E(T) + CT+, 
.I’ 
khl4t)li,n + (dz + l)l&)l&@t 
0 0 
T 
&,a ((w))1’2 + 1) 
.I.I 
T 
g(w)wtddCo + 6 
0 are (J .I 
dwt)wtd=o 
+G,&oW + lw”,L,;~;;Hl(r) + lot(z)]. 
Selecting now a < T/2 (but independent on T), T large enough, so that T > 2C(a+l) + 1, 
we obtain the main observability estimate for a structural acoustic model given by (1 .l) 
and (1.2): 
LEMMA 4.4. - Let T > TO be sufticiently large. Then 
E(t)dt+ E(T)+ E(0) L C, 
.I' ?‘[&/4~)l;,~ + (da + l)l4)l;,,ldt+ 0 
CT g(wt)wtdaCo + fl dwt)w@Co 
+CT[@w, z)], 
where we have denoted 
Lemma 4.4 provides the observability estimate which will be critical in proving the 
result of the Theorem 1.2 for the case of boundary dissipation active on l?, ie: dz > 0. In 
the case of viscous dissipation alone (ie: d2 = 0, and dl > 0), we will need a different 
estimate which is given below: 
LEMMA 4.5. - Let T > 0 and dI > 0, d2 = 0. Then 
(4.20) .I 
T 
E(t)dt + E(T) + E(O) 5 CT 
0 .I 
T 
&l.@)l;,ndt+ 
0 
((E(0))1’2 + 1) T 
ss 
T 
g(wt)wtddCo + & g(wt)w&~o 
0 are (.I’ s 0 are )I 
+CTzotl(w, z), 
where we have denoted Zoti(w, 2) E Zotl(z) + lot(w) + JwJ~~(o,T;H1(ro)); 
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Proof. - Applying the inequality in Lemma 2.3 on a shorter time interval (20~. T - 20). 
using the estimate in (4.3) to eliminate the “coupling” term Iw+/&~, and applying trace 
theorem to the term IzI~I~~,~~~ gives: 
Using, as before, inequalities (4.5) and (4.6) in (4.21) and (4.3) gives: 
and also: 
(4.23) 
Adding the inequality in (4.22) to inequality (4.23) gives 
‘I 
(4.24) 
/’ 
E(t)dt < yE;(rj + E,,(t)]& < qtr + l)FoE(T)+ 
0 I . 0
rr 
c ‘T.n 
I . 0 
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Applying the estimate (4.17) to the inequality in (4.24) and recalling the energy identity 
(2.1) leads to: 
T T 
(4.25) TE(T) 5 
J 
E(t)dt 5 cfo(a + l)E(T) + CT+, J dl h(t) I&4+ 0 0 
CT+ [uwW2 + a> JT J 
0 
g(w,)wtdmo + x( JT J g(wt)wtd~~o ah )I 
+cT,a,,, ww + lMl,(lTH'(r,) + &(4]. 
The final conclusion in Lemma 4.5 above follows after selecting 
GE < ; and T > C(o + 1)~~. 0 
4.2. Completion of the proof of Theorem 1.2. 
Being equipped with observability estimate given by Lemma 4.4, 4.5, the remaining 
arguments are mostly routine with the exception of some rather delicate regularity 
considerations in the case ds = 0. Indeed, by applying the usual “compactness-uniqueness” 
argument we can absorb the lower order terms Zot(w, 2). We shall not repeat all the steps 
of compactness/uniqueness argument, which are well known and often applied in similar 
context [20, 24, 221. Instead, we shall concentrate on few more technical points which 
require a justification in the context of our problem. 
Here the analysis is different for the case d2 = 0 and d2 > 0. 
In the case d2 > 0, Lemma 4.4 and the compactness uniqueness argument gives: 
(4.26) lot(w?) 5 CT,E(O) 
[I 
oT[lat(t)lrl&dt+ < g(w), Wt >aco 1. 
Indeed, the “compactness” of the lot(w, z), with respect to the norms induced by the 
energy, follows from standard Kondratiev-Rellich theorem combined with Aubin’s lemma. 
The “uniqueness” property ( ie overdetermined traces on the boundary imply vanishing 
of the solution) corresponds to the corresponding “uniqueness “ property for each system 
(1.1) and (1.2) separetely. These are well known - see, for instance, [23, 22, 18, 191 -. 
Combining (4.26) with the inequality in Lemma 4.4 gives: 
(4.27) JTw)dt+ E(T) + E(o) L cT,6(0)JT[dllZt(t)l:,I) + Cd2 + l)l4~I~,,ld~+ 
(~(E(o))‘/~ + CT(~) JT J gcwt)u*dixo + cork ( JT lp g(wt)w&Co . 
0 are 0 0 > 
Denoting 
F s 
J 
T[d&t(t)l;;n + d2l.w:,,ldt + 1’1 g(w)wddCo 
0 0 ah 
and taking account of the fact that d2 > 0 (this is critical) inequality in (4.27) reads: 
(4.28) 
J 
T 
E(t)dt + E(T) + E(O) I: CT,E(O)F + cT,E(O)i(F)* 
0 
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We shall show that the same inequality will be also obtained for the case di > 0 and 
& = 0. To accomplish this, we shall first show that in the case dl > 0 by taking S < l/10 
in the definition of loti( Z) (see Lemma 4.5) we obtain the following inequality: 
Indeed, inequality (4.29) follows from Lemma 4.5 and the “compactness-uniqueness” 
argument. As for the compactness, all terms in loti (w, z), except /ztlr,, I[H”(~,,~:H~--‘~(~~,)),‘, 
are compact with respect to the norms induced by the energy. This follows from standard 
Kondratiev-Rellich Theorem. As for the term 17 1 ] “f l-c, [W~(O,T;H --(l-i]))]’ . this is a more 
delicate point and we will need the following sharp regularity result available for solutions 
to the wave equation with the Neumann boundary conditions: 
PROPOSlTION 4.6. - Let z be u .solution to the wa\ge equation (I. I) with the property that 
g% E L*(O:T x ro): X[] E Hl(q.z,(o) E L*(62): 
then the .following truce regularity for the velocity zt holds true: 
where 415 < /? and the exact value depends on the geometry of the domain. 
ProoJ - The result of this Proposition follows from regularity results given in [33] (see 
also [40, 30, 331). Indeed, in the case of zero Neumann data and finite energy initial data one 
obtains from Theorem 3.3 in [33] ZI ,, r E @/“(Co). Since the loss of regularity of solutions 
to the Neumann problem occurs only in the characteristic sector (in other sectors we have 
.+lro E L2(C0)), we easily obtain that zt]ro E &(O: T; H-‘/“(r,)). (see also 1401 where 
the quoted regularity for this case. given in Theorem 3, is ztIr,, E L2(0, 7’: H--“/“(I’o))). 
A higher loss of regularity occurs when the Neumann data are nonhomogenous in 
Lz(&). In this case, Theorem 3.1 in [33] gives: z/r,, E H’/“(Co).. Hence we have 
that ztJrO E &(O,T: H-“/“(I’,)) leading to the value of ;I in Proposition 4.6 greater or 
equal 4/S and completing the proof. 0 
In order to apply the result of Proposition 4.6 in our context, we notice first that the 
topology induced by finite energy produces UQ E &(O: T x I’“) and energy inequality 
(2.1) gives &z~]I-~~ E L2((0;T):ro). H ence $Z E &((O.T) x I’(r) and the result of the 
Proposition 4.6 implies that zt /rl, E LZ (0, T; He’/’ (ra)). On the other hand, the imbedding 
H”(0, T: H1-“(VO)) c &(O. T; H”‘“(r,)) 
is compact for any 0 < 6 < &. Hence, for such S we have that the injection 
L~(o.T: fP/5(r,)) c [P(o, T; fP*(r,))l’ 
is also compact. This provides the desired compactness property for loti (2) term. The 
unique continuation property follows, as before, from the corresponding uniqueness 
property for the wave and plate equations. This justifies inequality (4.291. 
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Combining (4.29) with the inequality in Lemma 4.5, and accounting for the fact that 
dl > 0 gives: 
T 
(4.30) E(t)dt+ E(O) 5 &E(O) 
This implies the inequality in (4.28). Thus, the inequality in (4.28) is intrinsic and it holds 
for both cases d2 = 0 and d2 > 0. To continue with the proof of Theorem 1.2 we apply 
the energy relation (2.1) to (4.28). This yields: 
(4.31) 
and 
TE(T) 5 [CT,(E(0)'/2 + CTh](F') = CT,(E(0)1/2[1 + h](E(o) - E(T)) 
(4.32) KE(T) I 11 + Q(W) - -qT)), 
for some constant K(E(0)). Applying the inverse of 1 + & to both sides of (4.32) gives: 
(4.33) [1+ ?&-r(KE(T)) 5 E(0) - E(T) 
and 
(4.34) 
This gives 
[1+ h]-l(KE(T)) + E(T) I E(O). 
(4.35) P(Jw?) + E(T) I E(O), 
with p defined by (1.9). The final conclusion of the main Theorem 1.2 follows now from 
Lemma 3.1 in [29]. 0 
4.3. Proof of Theorem 1.3. 
The proof of this Theorem is burried in the estimates already established for the proof 
of Theorem 1.2. We shall walk the reader through the appropriate steps. 
Step 1: From the inequality in Lemma 4.3 applied with p = 0 we obtain: 
I 
T-a 
(4.36) E&)dt 5 ~o[&(~) + Ew(T - a)] 
a 
T T 
+C(E,(0)1’2 + 1) 
IS 
g(wt)wtddCo + Ch 
(I I 
g(w)wtddCo 
0 ara 0 are > 
+CdlWtl&3c~ + Ib(wt)l;;l(,,o) + zot(w)l + CtoIw12L_(0,T;H'(To)). 
If the function g is of linear growth at infinity, then the constant C(J!?~(O)~/~ + 1) does 
not depend on E,(O). Moreover, if IO is “star-shaped”, the term lg(wt)J~;,(,,,) + Zot(w) 
is omitted from the estimate (4.36). 
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Step 2: Applying to (4.36) the result of estimate (4.5) (with di = 0 and E(t) replaced 
by E,;(t)) and the estimates in (4.16)-(4.17) yields: 
.T 
(4.37) TEw (T) L 
I 
E,,(t)dt 5 CEO((~. + l)E,,,(T)f 
z0 
CT., 
[ 
T 
(~~~~~o~~1’2 + 1) ~J 
T 
g(w*)wtd~~o + iL 
,o are (i J .9(u~tj,w~d~~o t 0 a-0 )I 
S~T,n,eo wb4 + l~~l~~(“.T:~l(r~~)l 
Selecting now Q < T/2 (but independent on T), 7’ > Cto, we obtain the main 
observability estimate for the plate problem (1.2): 
LEMMA 4.7. - Let T > To > 0, then 
J 
T 
(4.38) E,,,(t)dt + E,:(T) + E,,;(O) 
0 
[ 
T 
Ii 
T 
5 CT ((-&,(()))1’2 + 1) g(wt)wtddCo + I;. 
. 0 . al-0 (i J ,9(w+)w@& . 0 art, 11 
Step 3: The lower order terms are absorbed by the familiar compactness/uniqueness 
argument which leads to: 
(4.39) w4 + I”lf&(O,T;H’(ro)) 5 c T..&(O) < g(a)? ‘Wt >ar, 
and combined with (4.38) 
Denoting 
the inequality in (4.40) reads 
(4.41) E,,(T) < CT,&(O)3 + CT,&.(o)h(3)r 
which,in turn, gives 
(4.42) Jsbqq 5 11 + fLl(E2(0) - &(T)) 
for some constant K(E(0)). Applying the inverse of 1 c 6 to both sides of (4.42) gives: 
(4.43) [l -I- ~]-l(~E~"(T)j 5 E,,,(O) - E,,(T) 
and 
(4.44) [l + h]-'(K&Q')) + E,,(T) 5 EL(O). 
This gives 
(4.45) P(&,,(T)) + E,(T) I &(O), 
with p defined by (1.9). The final conclusion of the Theorem 1.3 follows now from 
Lemma 3.1 in [29]. cl 
TOME 78 - 1999 - No 2 
BOUNDARY STABILIZATION OF A STRUCTURAL ACOUSTIC MODEL 231 
REFERENCES 
[l] G. AVALOS, The exponential stability of a coupled hyperbolic/parabolic system arising in structural acoustic, 
Abstract and Applied Analysis, I, 1996, pp. 203-218. 
[2] G. AVALOS and I. LASIECKA, The strong stability of a semigroup arising from a coupled hyperbolic/parabolic 
system, Semigroup Forum, 1998. 
[3] G. AVALOS and 1. LASIECKA, Uniform decay rates of solutions to a structural acoustic model with nonlinear 
dissipation, Applied Mathematics and Computer Science, 8, No 2, 1998, pp. 101-121. 
[4] H. T. BANKS and R. SMITH, Active control of acoustic pressure fields using smart material technology in flow 
control. In M. Gunzburger, IMA, 68. Springer Verlag, 1995. 
[5] C. BARDOS and G. LEBEAU and J. RAUCH, Sharp sufficient conditions for the observation,control and stabilization 
of waves from the boundary, Siam J. Control, 30, 1992, pp. 1024-1065. 
[6] A. BAZ, Dynamic boundary control of beams using active constrained layer damping. Mechanical Syastems 
and Signal Processing, 11, 1997, pp. 81 l-825. 
[7] J. BEALE, Spectral properties of an acoustic boundary condition, Indiana Univ. Math. J., 9, 1976, pp. 895-917. 
[8] G. CHEN, S.G. KRANTZ, D.W. MA and C.E. WAYNE, The Euler Bernoulli beam equation with boundary energy 
dissipation, Operator Methods for optimal Control Problems, 1987, pp. 67-96. 
[9] S. CHEN and R. TRIGGIANI, Proof of extensions of two conjectures on structural damping for elastic systems, 
Pacific J. of Mathematics, 136(l), 1989, pp. 15-55. 
[lo] E.F. CRAWLEY and J. de Lurs, Use of piezoelectric actuators as elements of intelligent structures, AIAA 
Journal, 25, October 1987, pp. 1373-1385. 
[1 1] E.F. CRAWLEY and J. de LUIS and N.W. Hagood and E. H. ANDERSON, Development of Piezoelectric Technology 
for Applications in Control of Intelligent Structures, In Proc. of Applications in Control of Intelligent 
Structures, American Controls Conference, Atlanta, June 1988, pp. 1890-1896. 
[12] F. FAHROO and C. WANG, A new model for acoustic interaction and its exponential stability, Quaterly of 
Applied Mathematics, to appear. 
[13] CR. FULLER, G.P. GIBBS and R.J. SILCOX, Simultaneous Active Control of Flexural and Extensional Power 
Flow in Beams, Journal of Intelligent Materials, Systems and Structures, 1, April, 1990. 
[14] L:HBRMANDER, Linear Partial Differential Operators. Springer Verlag, New York, 1964. 
[15] L. H~RMANDER, The Analysis of Linear Partial Differential Operators I-IV. Springer Verlag, New York, 1984. 
[16] M.A. HORN, Exact Controllability and Uniform Stabilization of the Kirchhoff Plate Equation with Boundary 
Feedback Acting via Bending Moments. J. Math. Anal. Applic., 167, 1992, pp. 557-581. 
[17] M.A. HORN and I. LASIECKA, Uniform decay of weak solutions to a von Karman plate with nonlinear 
dissipation, Diflerential and Integral Equations, 7, 1994, pp. 7885-7908. 
[18] V. ISAKOV, Carlemans type estimates in anisotropic case and applications. J. Differential Equations, 105, 
1993, pp. 217-238. 
[19] V. ISAKOV, Inverse Problems in Partial DifSerential Equations, Springer Verlag, New York, 1997. 
[20] J.L. LIONS, ContriXabilitk enacte et stabilisation des systkmes distribuis. Masson, Paris, 1988. 
[21] J.L. LIONS and E. MAGENES, Non-homogenous Boundary Value Problems and Applications. Springer Verlag, 
1972. 
[22] V. KOMORNIK, Exact controllability and stabilization -the multipliers method. Masson, 1994. 
[23] J. LAGNESE, Boundary Stabilization of Thin Plates. SIAM, Philadelphia, 1989. 
[24] J. LACNESE and J.L. LIONS, Modelling Analysis and Control of Thin Plates. Masson, 1988. 
[25] I. LASIECKA, Exponential Decay Rates for the Solutions of Euler-Bernoulli Equations with Boundary Dissipation 
Occurring in the Moments Only. J. Differential Eq., 95, 1992, pp. 169-182. 
[26] I. LASIECKA, Existence and Uniqueness of the Solutions to Second Order Abstract Equations with Nonlinear 
and Non-monotone Boundary Conditions, J. Nonlinear Analysis, Methods and Applications, 23, 1994, 
pp. 797-823. 
[27] I. LASIECKA, Mathematical Control Theory in Structural Acoustic Problems, Mathematical Methods in Applied 
Sciences, 817, 1998. 
[28] I. LASIECKA and R. MARCHAND, Riccati equations arising in acoustic structure interactions with curved walls, 
Dynamics and Control 8, 1998, pp. 269-292. 
[29] I. LASIECKA and D. TATARU, Uniform boundary stabilization of semilinear wave equations with nonlinear 
boundary damping. Differential and Integral Equations, 6, 1993, pp. 507-533. 
[30] I. LASIECKA and R. TRIGGIANI, Sharp regularity results for mixed second order hyperbolic equations of Neumann 
type. Part II: general boundary data. J. Difs Eq., 94, 1991, pp. 112-164. 
[3 1] I. LASIECKA and R. TRIGGIANI, Uniform stabilization of the wave equation with Dirichlet or Neumann Feedback 
control without geometric conditions, Applied Math. Optimiz., 25, 1992, pp. 189-224. 
JOURNAL DE MATHtiMATIQUES PURES El- APPLIQUfiES 
232 I. LASIECKA 
1321 I. LASIECKA and R. TRIGGIANI, Sharp Trace Estimates of Solutions to Kirchhoff and Euler-Bernoulli Equations. 
Applied Math. Optimi:.. 28, 1993. pp. 277-306. 
1331 I. LASI~CKA and R. TKIGCIANI, Recent advances in regularity of second-order hyperbolic mixed problems, und 
applications. In D~w~nzics Rrpotwd- E.rpositiom in Dymrrtical Swtms. 3, 1994, pp. 2% 104. 
1341 H.C. LESTER and C.R. FIILLER. Active control of propeller induced noise fields inside a tlexiblr cylinder. In 
Pt-oc. of AIAA Grzrh Aemtrcoct.stic~.~ Cmfrrmc~~, Seattle. WA, 19X6. 
1351 W. L~~TM.~N and B. LILT. On the <pectral properties and stabilization of acoustic Row. /%4 Pwprint. /il.%, 1997. 
[36] W. LITTMAN and L. MARKLIS, StahiliLation of hybrid sy\tcm of cla\ticity by feedhacl, boundary dampinp, 
Anrtcdi di Mnthetmtim Purtt ct Appl’liurtct. 152, 1988, pp. 2X l-330. 
[37] K. LI[I and Z. LILI, Boundary stabilization of nonhomoeenous beam by frequency domain multiplier method. 
Pwprittt, 1997. 
[38J S. MICL~ and E. Zw.zr;a, Boundary controllability of a linear hybrid system arising in thr control of noise, 
SIAM J. Cmttnl, to appear. 
1391 P.M. MORSE and K.U. Iiw~m, Tlwowtiutl Acottstics, McGraw-Hill, New York. 1968. 
[40] S. MYATAKE, Mixed Problems for hyperbolic equations. J. Math. Kyoto Utzi\,. 130. 1973. pp. 435.487. 
1411 D.L. Russwr . Controllability and \tabiliLability theory for linear partial differential equations. recent progress 
and open questions. SIAM Rc,Gw, 20, 1978. pp. 639.739. 
1421 D.L. RI.SSELL, Mathematical models for the elastic beam and their control-theoretic properties. .Snt~i,yrwtp.s 
Throt~~ and Appliccttims, Pittrrm Rr.~ectn~h Notes, 152, 1986, pp. 177-2 17. 
1431 D. TATARU, A priori estimates of Cnrleman’h type in domains with boundary, J. Mtrth. Plrw.\ A/~/J/.. 7.3. 1994. 
pp. 355-387. 
1441 IM. TAYLOR, Ps~udod~~~rntitrl Opcrtrtorv, Princeton University Press, I9X I, 
1451 G. R. TOMLINSON and I. RONG~~G, Active and Passive Dampin, (7 Techniques. In ATARI) Lec,ttrw Srrir,,\ 20.i. 
Smtrr-t Str-trctuw.\ trrtd Matrridr, NATO, 1996. 
(Manuscript received February 12, 1998: 
revised July I I. 1098.) 
I. LASIE~KA 
Applied Mathematics, 
University of Virginia, Charlottesville. 
Virginia 22903 
Email: I.Lasiecka:i~v@vir~inia.edu 
TOME 7X - 1999 - No 2 
