Abstract. By using a generalization of Sturm-Liouville problems in q-difference spaces, a class of symmetric q-orthogonal polynomials with four free parameters is introduced. The standard properties of these polynomials, such as a second order q-difference equation, the explicit form of the polynomials in terms of basic hypergeometric series, a three term recurrence relation and a general orthogonality relation are presented. Some particular examples are then studied in detail.
Introduction
A regular Sturm-Liouville problem of continuous type is a boundary value problem in the form where α 1 , α 2 and β 1 , β 2 , are given constants and k(x), k ′ (x), q(x), and ̺(x) in (1.1) are to be assumed continuous for x ∈ [a, b]. In this sense, if one of the boundary points a and b is singular (i.e. k(a) = 0 or k(b) = 0), the problem is called a singular Sturm-Liouville problem of continuous type.
Let y n and y m be two eigenfunctions of equation (1.1). According to SturmLiouville theory [22] , they are orthogonal with respect to the weight function ̺(x) under the given conditions (1.2) so that we have Many important special functions in theoretical and mathematical physics are solutions of a regular or singular Sturm-Liouville problem that satisfy the orthogonality condition (1.3). For instance, the associated Legendre functions [3] , Bessel functions [22] , Fourier trigonometric sequences [5] , ultraspherical functions [22] and Hermite functions [22] are some specific continuous samples. Most of these functions are symmetric (i.e. φ n (−x) = (−1) n φ n (x)) and have found valuable applications in physics and engineering. Hence, if we can somehow extend these examples symmetrically and preserve their orthogonality property, it seems that we will be able to find new applications, which logically extend the previous established applications. Recently in [13] , this matter has been done for continuous variables and the classical equation (1.1) has been symmetrically extended in the following form
, E(x) and (C(x) > 0) are even functions, B(x) is an odd function and
It has been proved in [13] that under some specific conditions, the symmetric solutions of equation (1.4) are orthogonal and preserve the orthogonality interval, in other words:
be a sequence of symmetric functions that satisfies the differential equation (1.4) , where {λ n } n is a sequence of constants. If A(x), (C(x) > 0), D(x) and E(x) are even real functions and B(x) is odd then
where
Of course, the weight function defined in (1.6) must be positive and even on [−ν, ν] and the function
By using theorem 1.1, many symmetric special functions of continuous type have been generalized in [12, 13, 14, 15, 18, 19, 20] . Recently in [16] we have generalized usual Sturm-Liouville problems with symmetric solutions in discrete spaces on the linear lattice x(s) = s, and introduced a basic class of symmetric orthogonal polynomials of a discrete variable with four free parameters [17] .
Moreover, q-orthogonal functions can similarly be solutions of a regular or singular q-Sturm-Liouville problem in the form [10] (
where the q-difference operator D q is defined by
, and (1.7) satisfies a set of boundary conditions like (1.2) . This means that if y n (x) and y m (x) are two eigenfunctions of q-difference equation (1.7), they are orthogonal with respect to the weight function ̺ * (x) on a discrete set [21] . Recently in [2] we have presented the following theorem by which one can generalize usual Sturm-Liouville problems with symmetric solutions. As a very important consequence of this theorem, we can introduce a basic class of symmetric q-orthogonal polynomials with four free parameters.
n φ n (−x; q) be a sequence of symmetric functions that satisfies the q-difference equation
where A(x), B(x), C(x), D(x) and E(x) are independent functions, σ n is defined in (1.5) and λ n,q is a sequence of constants. If A(x), (C(x) > 0), D(x) and E(x) are even functions and B(x) is odd, then
and W (x; q) is solution of the Pearson q-difference equation
Of course, the weight function defined in (1.10) must be positive and even and A(x)W (x; q) must vanish at x = α.
Basic definitions and notations
The q-shifted factorial is defined by
and the basic hypergeometric series is defined by
Here r, s ∈ Z + and a 1 , a 2 , . . . , a r , b 1 , b 2 , . . . , b s , z ∈ C. In order to have a welldefined series the condition
Let f be a function defined on a q-geometric set A ⊆ C. The q-difference operator is defined by
If 0 ∈ A, we say that f has the q-derivative at zero if the limit
exists and does not depend on x. We then denote this limit by D q f (0). We shall also need the q-integral (the inverse of the q-derivative operator) introduced by J. Thomae [23] and F.H. Jackson [9] -see also [7, 8, 11] -which is defined as
provided that the series converges, and for the interval [a, b] we have based on (2.2) that
Relations (2.2) and (2.3) directly yield
This means that if f is an odd function, then
A function f which is defined on a q-geometric set A with 0 ∈ A is said to be q-regular at zero if lim n→∞ f (xq n ) = f (0) for every x ∈ A. The rule of q-integration by parts is denoted by
If f, g are q-regular at zero, the lim n→∞ (f g)(aq n ) on the right-hand side of (2.5) can be replaced by (f g)(0). For 0 < R ≤ ∞ let Ω R denote the disc {z ∈ C : |z| < R}. The q-analogue of the fundamental theorem says: Let f : Ω R → C be q-regular at zero and θ ∈ Ω R be fixed. Define
Then, the function F is q-regular at zero, D q F (x) exists for any x ∈ Ω R and
The function f is q-integrable on Ω R if |f (t)|d q t exists for all x ∈ Ω R .
A class of symmetric q-orthogonal polynomials
As a special case of equation (1.4), the following differential equation is defined in [12] :
This equation has a symmetric polynomial solution as
If a, b = 0, (3.2) can be written in terms of a 2 F 1 hypergeometric series as
The weight function corresponding to the polynomials (3.2) is in the form
which satisfies the equation [12] 
For instance we have
and
The values K 1 and K 2 play the normalizing constant role in the above distributions. By referring to theorem 1.1, we observe in (3.1) that A(x) = x 2 (ax 2 + b) is a polynomial of degree at most four, B(x) = x(cx 2 + d) is an odd polynomial of degree at most three, C(x) = x 2 is a symmetric quadratic polynomial, D(x) = 0, and E(x) = −d is constant.
Motivated by these options, in this paper we similarly consider a q-difference equation type of (1.9) as (3.5)
To find a symmetric q-orthogonal polynomial solution of (3.5), let (3.6)φ n (x; q) = x n + δ n,q x n−2 + · · · , satisfy a three term recurrence relation as (3.7) φ n+1 (x; q) = xφ n (x; q) − C n,qφn−1 (x; q), (withφ 0 (x; q) = 1,φ 1 (x; q) = x).
From (3.5) and (3.6), equating the coefficient in x n+2 gives (3.8)
provided that |a| + |c| = 0. By using the eigenvalue λ n,q given in (3.8) and equating the coefficient in x n we obtain in (3.6) that
Also from (3.6) and (3.7) we have
which implies (3.9)
Remark 3.1. The limit case of (3.9) is as
and for the eigenvalue (3.8) we have
which are exactly the same as in the continuous case [14] by taking into account that the three-term recurrence relation (3.7) has a minus sign in the coefficients C n,q .
Since the polynomial solution of equation (3.5) is symmetric, we use the notation
for mathematical formulae and S n (a, b, c, d, x; q) into the text. This means that from now we deal with just one characteristic vector V = (a, b, c, d) for any given sub-case.
For n = 2m and n = 2m + 1, C n,q in (3.9) are simplified as
and (q − 1) ) .
Remark 3.2. Once we have explicitly determined C n,q in the recurrence relation (3.7), a discussion about the situation of this coefficient is extremely important. For instance, analyzing the location of the zeros of orthogonal polynomials would give rise to a positive definite case when C n,q > 0 (∀n ∈ N), the quasi-definite case when C n,q = 0, and weak orthogonality case when C n,q = 0 for some values of n. However, this discussion completely depends on the four parameters a, b, c and d, because C n,q is in general a rational expression in q n .
Theorem 3.3. The explicit form of the polynomial S m (a, b, c, d; x; q) is as
where the q-number [x] q has been defined in (2.1) and the q-binomial coefficient is defined by n m q = (q; q) n (q; q) m (q; q) n−m .
Moreover, if a, b = 0, then (3.13)
Proof. Despite the degrees of A(x), B(x), C(x) and E(x) the proof can be done in a similar way as in [11, Section 10.2] for classical q-orthogonal polynomials. where the right-hand side polynomial has been introduced in (3.2).
Remark 3.5. The monic form of the polynomials (3.13) is represented as
By noting theorem 2, since (3.14)
if a, b = 0 then the solution of equation (3.14) would be
in which some restrictions on the parameters must be considered in order to have convergence for the infinity products.
To compute the norm square value of the symmetric polynomials (3.12), we can use Favard's theorem [6] , which says if {P n (x; q)} satisfies the recurrence relation xP n (x; q) = A n P n+1 (x; q) + B n P n (x; q) + C n P n−1 (x; q), n = 0, 1, 2, . . . ,
where P −1 (x; q) = 0, P 0 (x; q) = 1, A n , B n , C n real and A n C n+1 > 0 for n = 0, 1, 2, . . . , then there exists a weight function W * (x; q) so that
It is clear that this theorem also holds for the monic type of symmetric q-polynomials in which A n = 1 and B n = 0. We are now in conditions to analyze some particular cases of the q-difference equation (3.5), which shall provide q-analogues of different families of orthogonal polynomials.
3.1.
A generalization of q-ultraspherical polynomials. Let us consider the following q-difference equation
as a special case of (3.5) with the polynomial solution
The polynomial sequence (3.16) satisfies an orthogonality relation as
is the main weight function and the function W 1 (x; α, β|q) satisfies the equation
Up to a periodic function, a solution of the equation (3.17) is in the form
Notice that
which gives us the orthogonality weight function of generalized ultra spherical polynomials, and might be compared with [14, Eq. (24)]. The monic type of polynomials (3.16) satisfies a three term recurrence relation of type (3.7) with
where ϑ = α + β + 1. Notice in this case that
, which coincides with [12, Eq. (51.1)]. Hence, the norm square value of the monic type of the q-polynomials (3.16) takes the form 
3.1.1. Fifth kind q-Chebyshev polynomials. The q-difference equation
is a special case of (3.15) for α = 1 and
satisfying the orthogonality relation of monic type
i.e. the weight function of the fifth kind Chebyshev polynomials [12] .
3.1.2. Sixth kind q-Chebyshev polynomials. The q-difference equation
is a special case of (3.15) for α = 1 and β = [5] q /[2] q − 2 with the polynomial solution
2 log(q) q 6 −q+1 
