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We study the idempotent matrices over a commutative antiring.
We give a characterization of idempotent matrices by digraphs.
We study the orbits of conjugate action and ﬁnd the cardinality
of orbits of basic idempotents. Finally, we prove that invertible,
linear and idempotent preserving operators on n × nmatrices over
entire antirings are exactly conjugate actions for n 3.We also give
a complete characterization of the 2 × 2 case.
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1. Introduction
A semiring is a set S equipped with binary operations + and · such that (S,+) is a commutative
monoid with identity element 0 and (S, ·) is a monoid with identity element 1. In addition, operations
+ and · are connected by distributivity and 0 annihilates S. A semiring is commutative if ab = ba for
all a, b ∈ S.
A semiring S is called an antiring if it is zerosumfree, i.e., if the condition a + b = 0 implies that
a = b = 0 for all a, b ∈ S. Note that some authors also refer to antirings as antinegative semirings.
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An antiring is called entire if ab = 0 implies that either a = 0 or b = 0.
An antiring S is said to be cancellative if the equation a + b = a + c implies that b = c for all
a, b, c ∈ S.
For example, the set of nonnegative integers with the usual operations of addition and multiplica-
tion is a commutative entire antiring. Inclines (which are additively idempotent semirings in which
products are less than or equal to either factor) are commutative antirings. Distributive lattices are
inclines and thus antirings. Also Boolean algebras are commutative antirings.
If R is an ordered ring and P its positive cone, then R = −P ∪ {0} ∪ P and R+ = P ∪ {0} is a
cancellative antiring. Therefore, R+ and Z+ are both cancellative antirings.
Let us denote by U(S) the group of all invertible elements in S, i.e., U(S) = {a ∈ S; ab = ba =
1 for some b ∈ S}.
LetMn(S) denote the set of all n × nmatrices with entries from S. We denote by A(i, j) the entry in
the ith row and jth column of matrix A.
In this paper, we study the idempotentmatrices over a commutative antiring. Idempotentmatrices
over Boolean algebras, chain semirings and inclines were studied for example in [2,3,5]. Here, we
generalize some of their results.
First, we characterize the set of directed graphs of idempotent matrices over antirings, thus ﬁnding
the possible patterns of idempotentmatrices. Next,we study the orbits of conjugate action andﬁnd the
cardinality of orbits for the basic types of idempotents. This is important because in Section 4,we prove
that idempotent matrix preservers over entire antirings are exactly conjugations. We characterize
linear, invertible and idempotent preserving operators, and thus improve upon the result given in [5].
Namely, we prove the following theorems.
Theorem. Let S be an entire antiring and n 3. An invertible linear operator T on Mn(S) preserves
idempotents if and only if there exists U ∈ GLn(S) such that either
T(X) = UXU−1 for all X ∈ Mn(S)
or
T(X) = UXTU−1 for all X ∈ Mn(S).
However, this is not true for invertible linear idempotent preservers on 2 × 2matrices.We say, that
an idempotent
[
a b
c d
]
is strongly connected if b /= 0 and c /= 0.
Theorem. Let S be an entire cancellative antiring andU(S) /= {1}. There exists a2 × 2 strongly connected
idempotent matrix over S if and only if for every invertible, linear and idempotent preserving operator T on
M2(S) there exist 0 /= α ∈ S and U ∈ GL2(S) such that either
T(αX) = U(αX)U−1 for all X ∈ M2(S)
or
T(αX) = U(αX)TU−1 for all X ∈ M2(S).
Moreover, if
[
a b
c d
]
is an idempotent, such that b, c ∈ U(S), then for every invertible, linear and
idempotent preserving operator T on M2(S) there exists U ∈ GL2(S) such that either
T(X) = UXU−1 for all X ∈ M2(S)
or
T(X) = UXTU−1 for all X ∈ M2(S).
Note that recently, the results in [5] were generalized to non-invertible idempotent preserving
linear operators over certain classes of antirings in [4].
In this paper we assume that all antirings are commutative.
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2. Digraphs of idempotent matrices
Our aim is to characterize digraphs corresponding to idempotent matrices over antirings. With
Theorem 2.4 we generalize the results given in [2].
Deﬁnition. Suppose that S is an antiring. For amatrix A ∈ Mn(S)wedeﬁne a directed graph (or simply
a digraph) D(A) with vertices {1, 2, . . . , n}. A pair (i, j) is an edge of D(A) if and only if A(i, j) /= 0. A
path (i0, i1, i2, . . . , ik) in the digraph D(A) (of length k) is a sequence of edges (i0, i1), (i1, i2), (i2, i3),
…, (ik−1, ik) such that A(i0, i1)A(i1, i2)A(i2, i3) . . . A(ik−1, ik) /= 0. If i0 = ik , then the path is called the
cycle. A cycle of length 0 (i.e., an edge (u, u)) is called a loop. A digraph is called acyclic if it does not
contain cycles of any length.
We say that a vertex v in D(A) is a source if there is no vertex u /= v in D(A) such that (u, v) is an
edge in D(A). A vertex v in D(A) is a sink if there is no vertexw /= v in D(A) such that (v,w) is an edge
in D(A).
We say that digraph D is transitive if for every 3 vertices u, v,w, such that (u, v) and (v,w) are edges
in D, it follows that also (u,w) is an edge in D.
A digraph is called strongly connected if for every pair of distinct vertices u, v there exist paths from
u to v and from v to u.
First, we observe the following simple properties of digraphs, corresponding to idempotent matri-
ces.
Lemma 2.1. If S is an antiring and A ∈ Mn(S) is an idempotent matrix, then D(A) is a transitive digraph.
Proof. Assume that A2 = A and that (u,w, v) is a path in D(A). It follows that A(u,w)A(w, v) /= 0.
Since S is an antiring, it follows that A(u, v) = A2(u, v) /= 0 and therefore there is also an edge (u, v)
in D(A). 
Example 2.2. Note that not every transitive digraph D(A) is a digraph of an idempotent matrix. For
example, the transitive digraph in Fig. 1 corresponds to a nilpotent matrix A =
[
0 a b
0 0 c
0 0 0
]
, where
a, b, c ∈ S nonzero, and A is obviously not idempotent.
Lemma 2.3. If (u, v) is an edge of a digraph D(A) corresponding to an idempotent matrix A, then there
exists a path (u,w1,w2, . . . ,wk−1, v) of length k in D(A) for every k ∈ N.
Proof. Since (u, v) is an edge in D(A), it follows that A(u, v) /= 0 and since Ak = A, it follows that
Ak(u, v) /= 0 for all k. Thus, there exists a path of length k from u to v. 
Deﬁnition. A nonzero element s ∈ S is called bi-idempotent if s2 = s + s = s.
Note that in an incline, every idempotent element is bi-idempotent. Thus, all inclines with 1 have
a bi-idempotent element.
2 31
Fig. 1. Acyclic transitive digraph with 3 vertices.
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vu vu wu v
Fig. 2. Digraphs of basic types of idempotent matrices.
Theorem 2.4. If S is an antiring and A ∈ Mn(S) is a nonzero idempotent then the following statements
hold for D(A) :
(1) D(A) is a transitive digraph,
(2) for every edge (u, v), such that u /= v, there exists a vertex w in D(A) such that (u,w) and (w, v)
are edges in D(A).
Moreover, if S has a bi-idempotent element, then for every digraph Γ such that (1) and (2) hold, there
exists an idempotent matrix A ∈ Mn(S) such that D(A) = Γ .
Remark 2.5. Note that in (2), w can be equal to u or v. That is, there is a loop at one of the vertices of
the edge (u, v).
Proof (of Theorem 2.4). If A ∈ Mn(S) is a nonzero idempotent over an antiring S, then D(A) is transitive
by Lemma 2.1 and satisﬁes (2) by Lemma 2.3.
Let S be an antiringwith a bi-idempotent element s and letΓ be anydigraphonvertices {1, 2, . . . , n}
satisfying (1) and (2). Now, deﬁne an idempotentn × nmatrixA as follows:A(u, v) = swhenever there
is an edge (u, v) in Γ , and zero otherwise. If (u, v) is an arbitrary edge in Γ , observe that by (2) there
also exists a path of length two from u to v, so A2(u, v) = s, since s is a bi-idempotent element. 
Corollary 2.6. The set of digraphsΓ , corresponding to all idempotent matrices over an antiring containing
a bi-idempotent element, is characterized by the following properties:
(1) Γ is a transitive digraph,
(2) for every edge (u, v), such that u /= v, it follows that
• (u, u) is a loop in D(A), or
• (v, v) is a loop in D(A), or
• there exists a vertex w in Γ such that (u,w), (w,w) and (w, v) are edges in Γ .
This means that every edge (u, v) is contained in one of the digraphs, shown in Fig. 2.
Proof. By Lemma 2.1, all digraphsΓ corresponding to idempotentmatrices are transitive. By Theorem
2.4, for every edge (u, v), u /= v, there exists a vertex w in Γ such that (u,w) and (w, v) are edges
in Γ . Suppose that w /= u and w /= v and that (w,w) is not an edge in Γ . Since there exists a path
(u,w1,w) of length 2 from u to w, by transitivity of Γ , (u,w1, v) is also a path of length 2 in Γ . If
(w1,w1) is an edge in Γ , then the corollary follows. Otherwise, we repeat the procedure. Since there
are only ﬁnitely many vertices in Γ , one of the following happens:
• either wi = v for some i, thus (u, v, u) is a path in Γ and therefore by transitivity (u, u) is an
edge of Γ , or
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• wi = wj for some j < i, thus (wi,wi−1, . . . ,wj) is a cycle in Γ and therefore by transitivity,
(wi,wi) is a loop and (u,wi,wi, v) is a path in Γ .
Thus, in both cases the corollary follows. 
3. Orbits under conjugation
Let GLn(S) act onMn(S) by conjugate action. We denote the orbit of X ∈ Mn(S) under conjugation
by
O (X) = {AXA−1; A ∈ GLn(S)}.
The invertible matrices over antirings with 1 were characterized in [1, Theorem 1].
Denote by Ei,j the matrix with its only nonzero entry (equal to 1) in the ith row and jth column.
Deﬁnition. The set {a1, a2, . . . , ar} ⊆ S is called an orthogonal decomposition of 1 in S if a1 + a2 +
. . . + ar = 1 and aiaj = 0 for all i /= j. The number of nonzero elements in {a1, a2, . . . , ar} is called
the length of an orthogonal decomposition. S is an antiring with an indecomposable unity if the length
of every orthogonal decomposition of 1 is equal to 1. (For example, every entire antiring is an antiring
with an indecomposable unity.)
Amatrix A ∈ Mn(S) is an orthogonal combination ofmatrices A1, A2, . . . , Ar if there exists an orthog-
onal decomposition {a1, a2, . . . , ar} of 1, such that A = ∑ri=1 aiAi.
Theorem 3.1. The orbit of an elementary matrix Ei,j is equal to the set
O
(
Ei,j
) =
⎧⎨
⎩a
∑
σ∈Sn
aσ Eσ(i),σ(j); a ∈ U(S), {aσ } is an orthogonal decomposition of 1
⎫⎬
⎭
if i /= j and
O
(
Ei,i
) =
⎧⎨
⎩
n∑
j=1
ajEj,j; {aj} is an orthogonal decomposition of 1
⎫⎬
⎭ .
Proof. By [1, Theorem 1], we know that an invertible matrix A is of the form A = D∑σ∈Sn aσ Pσ ,
where D = Diag(d1, d2, . . . , dn) is an invertible diagonal matrix, Pσ is a permutation matrix and∑
σ∈Sn aσ = 1 is anorthogonal decompositionof 1. By theproof of [1, Theorem1],weknowthatA−1 =∑
σ∈Sn aσDiag
(
d
−1
σ−1(1), d
−1
σ−1(2), . . . , d
−1
σ−1(n)
)
PTσ .
Now, we have
A−1(Ei,j)A =
∑
τ ,σ∈Sn
aσDiag
(
d
−1
σ−1(1), d
−1
σ−1(2), . . . , d
−1
σ−1(n)
)
PTσ Ei,jDaτ Pτ
= ∑
τ ,σ∈Sn
aσ aτDiag
(
d
−1
σ−1(1), d
−1
σ−1(2), . . . , d
−1
σ−1(n)
)
Eσ(i),jDPτ
= ∑
τ ,σ∈Sn
aσ aτ (dσ−1(σ (i)))
−1djEσ(i),jPτ
= d−1i dj
∑
τ ,σ∈Sn
aσ aτ Eσ(i),τ(j).
Since
∑
σ∈Sn aσ = 1 is an orthogonal decomposition of 1, it follows that aτ aσ = 0 for τ /= σ and
a2σ = aσ . Thus,
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A−1(Ei,j)A = d−1i dj
∑
σ∈Sn
aσ Eσ(i),σ(j).
Since di and dj are invertible, the product d
−1
i dj is also invertible.
If i = j, then did−1i = 1 and thus
A−1(Ei,i)A =
∑
σ∈Sn
aσ Eσ(i),σ(i) =
n∑
j=1
bjEj,j ,
where the nonzero elements bj form an orthogonal decomposition of 1. 
Wehave seen that the conjugacy classes ofmatrices Ei,i, 1 i n, coincide.Moreover, they are equal
to the set of all diagonal matrices, such that its nonzero entries form an orthogonal decomposition of
1.
Corollary 3.2. For i = 1, 2, . . . , n, we have that
O
(
Ei,i
) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
⎡
⎢⎢⎢⎣
a1
a2
. . .
an
⎤
⎥⎥⎥⎦ ; a1 + a2 + · · · + an = 1, ajal = 0, a2j = aj
⎫⎪⎪⎪⎬
⎪⎪⎪⎭ .
Moreover, if S is an antiring with an indecomposable unity, then O
(
Ei,i
) = {Ej,j; j = 1, 2, . . . , n}.
Corollary 3.3. For i /= j and k /= l, we have that O (Ei,j) = O (Ek,l) . Moreover, if S is an antiring with
an indecomposable unity, then O
(
Ei,j
) = {Ek,l; k /= l}.
Corollary 3.4. The orbit of a matrix
∑n
i,j=1 αi,jEi,j over an antiring S is equal to the set of all matrices
∑
σ∈Sn
n∑
i,j=1
d
−1
i djaσ αi,jEσ(i),σ(j),
where di, dj ∈ U(S) and {aσ } is an orthogonal decomposition of 1.
Moreover, if S is an antiring with an indecomposable unity, then O
(∑n
i,j=1 αi,jEi,j
)
= {∑ni,j=1
d
−1
i djαi,jEσ(i),σ(j); σ ∈ Sn}.
Corollary 3.5. If S is an antiring with an indecomposable unity, then any twomatrices from the same orbit
have the same number of nonzero diagonal entries and the same number of nonzero off-diagonal entries.
Remark 3.6. Note that the converse of Corollary 3.5 is not true. Matrices
⎡
⎣0 1 0 00 0 1 0
0 0 0 0
0 0 0 0
⎤
⎦ and
⎡
⎣0 1 0 00 0 0 0
0 0 0 1
0 0 0 0
⎤
⎦ are not in the same orbit, since their digraphs are not isomorphic.
Corollary 2.6 gives us the structure of basic types of idempotents in Mn(S), i.e., the idempotents
with the minimal number of nonzero entries.
Corollary 3.7. Cardinalities of the orbits of basic types of idempotent n × nmatrices over an entire antiring,
are equal to:
(1) |O (0) | = 1,
(2) |O (αEi,i) | = n,
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(3) |O (αEi,i + βEi,j) | = n(n − 1)|U(S)|,
(4) |O (αEi,i + βEj,i) | = n(n − 1)|U(S)|,
(5) |O (αEi,i + βEi,j + γ Ek,i + δEk,j) | = n(n − 1)(n − 2)|U(S)|2,
where α,β , γ , δ ∈ S are nonzero.
4. Idempotent matrix preservers
The following Lemma was proved in [5, Lemma 2.5]:
Lemma 4.1. If S is an entire antiring, and T is an invertible linear operator on Mn(S) that preserves
idempotents, then T(I) = I and there exist a permutation matrix P and a matrix B = [bij] such that
T(X) = P(X ◦ B)PT for all X ∈ Mn(S)
or
T(X) = P(XT ◦ B)PT for all X ∈ Mn(S).
Moreover, all bij are invertible and bii = 1 for i = 1, 2, . . . , n. Here, ◦ denotes the Schur product, i.e. the
component-wise product of matrices.
This lemma has an immediate corollary in the case when 1 is the only invertible element of S (i.e.,
for inclines, N, …).
Corollary 4.2. Let U(S) = {1}. Then T is an invertible linear operator on Mn(S) if and only if there exists
a permutation matrix P such that
T(X) = PXPT for all X ∈ Mn(S)
or
T(X) = PXTPT for all X ∈ Mn(S).
Now, we improve [5, Lemma 2.5, Corollary 3.2 and Theorem 3.3] by proving Theorems 4.3 and 4.4.
Theorem 4.3. Let S be an entire antiring and n 3. An invertible linear operator T on Mn(S) preserves
idempotents if and only if there exists U ∈ GLn(S) such that either
T(X) = UXU−1 for all X ∈ Mn(S)
or
T(X) = UXTU−1 for all X ∈ Mn(S).
Proof. Recall Lemma 4.1: if T is an invertible linear operator on Mn(S) that preserves idempotents,
then there exist a permutation matrix P and a matrix B = [bij] such that either T(X) = P(X ◦ B)PT
for all X ∈ Mn(S) or T(X) = P(XT ◦ B)PT for all X ∈ Mn(S). We ﬁrst suppose that T(X) = P(X ◦ B)PT
for all X ∈ Mn(S) where B = [βij], all βij are invertible and βii = 1 for all i. It easily follows that
T(Ei,j) = βijEσ(i),σ(j) for σ ∈ Sn and for all i, j.
Let i, j, k nbedistinct integers. It is easy to see thatY = Ei,i + Ei,k + Ej,i + Ej,k and Z = Ej,j + Ej,k +
Ei,j + Ei,k are idempotent matrices. Moreover, operator T preserves idempotents, so
T(Y) = Eσ(i),σ(i) + βikEσ(i),σ(k) + βjiEσ(j),σ(i) + βjkEσ(j),σ(k)
and
T(Z) = Eσ(j),σ(j) + βjkEσ(j),σ(k) + βijEσ(i),σ(j) + βikEσ(i),σ(k)
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are idempotents as well. Thus, we have the conditions
βjk = βjiβik and βik = βijβjk
for all i /= k and j /= k. By taking i = 1, we get
βj1β1k = βjk. (1)
Since all βlm are invertible, we have that
βijβji = βikβ−1jk βjkβ−1ik = 1. (2)
Let us denote by D the diagonal matrix diag(β11,β21, . . . ,βn1). By equality (2), we observe that the
inverse D−1 is equal to D−1 = diag(β11,β12, . . . ,β1n). Now, by (1) it follows that
DXD−1 = ∑
i,j,k,l
βi1xklβ1jEi,iEk,lEj,j
= ∑
i,j
βi1β1jxijEi,j
= ∑
i,j
βijxijEi,j = X ◦ B.
Therefore, T(X) = P(X ◦ B)PT = PDXD−1P−1 = UXU−1, where U = PD.
We treat the case when T(X) = P(XT ◦ B)PT for all X ∈ Mn(S) similarly. 
Deﬁnition. An idempotent matrix A ∈ Mn(S) is said to be strongly connected if the corresponding
digraph D(A) is strongly connected.
Theorem 4.4. Let S be an entire cancellative antiring and U(S) /= {1}. There exists a 2 × 2 strongly
connected idempotent matrix over S if and only if for every invertible, linear and idempotent preserving
operator T on M2(S) there exist 0 /= α ∈ S and U ∈ GL2(S) such that either
T(αX) = U(αX)U−1 for all X ∈ M2(S)
or
T(αX) = U(αX)TU−1 for all X ∈ M2(S).
Moreover, if
[
a b
c d
]
is an idempotent, such that b, c ∈ U(S), then for every invertible, linear and idempotent
preserving operator T on M2(S) there exists U ∈ GL2(S) such that either
T(X) = UXU−1 for all X ∈ M2(S)
or
T(X) = UXTU−1 for all X ∈ M2(S).
Proof. Let E =
[
a b
c d
]
be a strongly connected idempotent, therefore bc /= 0. Recall Lemma 4.1: if T
is an invertible linear operator on M2(S) that preserves idempotents, then there exist a permutation
matrix P and amatrixB = [bij] such that either T(X) = P(X ◦ B)PT for allX ∈ M2(S)or T(X) = P(XT ◦
B)PT for all X ∈ M2(S). We ﬁrst suppose that T(X) = P(X ◦ B)PT for all X ∈ M2(S) where B = [βij],
all βij are invertible and βii = 1 for all i. It easily follows that T(Ei,j) = βijEσ(i),σ(j) for σ ∈ S2 and for
all i, j.
Now, it is easy to see that Z = aEi,i + bEi,j + cEj,i + dEj,j is an idempotentmatrix if i /= j. We easily
compute that
T(Z) = aEσ(i),σ(i) + bβijEσ(i),σ(j) + cβjiEσ(j),σ(i) + dEσ(j),σ(j)
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and
(T(Z))2 = (a2 + bcβijβji)Eσ(i),σ(i) + b(a + d)βijEσ(i),σ(j)
+ c(a + d)βjiEσ(j),σ(i) + (d2 + bcβijβji)Eσ(j),σ(j).
SinceT(Z)andE are idempotents, it follows thata2 + bcβijβji = a = a2 + bc. AntiringS is cancellative,
therefore bcβijβji = bc. Recall that all βij are invertible and write α = bc, thus, for all i, j,
αβ−1ji = αβij. (3)
Let us denote by D the diagonal matrix D =
[
β11 0
0 β12
]
. By Lemma 4.1, all βij are invertible and
therefore D is invertible. Note that since β11 = β22 = 1, we have that
βij = βi1β1j for all i /= j. (4)
By (3) and (4), we easily compute that
D(αX)D−1 = ∑
i,j,k,l
αβi1xklβ
−1
j1 Ei,iEk,lEj,j
= ∑
i,j
αβi1β
−1
j1 xijEi,j
= ∑
i,j
αβi1β1jxijEi,j
= ∑
i,j
αβijxijEi,j = αX ◦ B.
Therefore, T(αX) = P(αX ◦ B)PT = PD(αX)D−1P−1 = U(αX)U−1, where U = PD.
We treat the case when T(X) = P(XT ◦ B)PT for all X ∈ M2(S) similarly.
If b, c ∈ U(S), then α ∈ U(S) as well and the last part of the theorem follows.
Suppose now that there is no strongly connected 2 × 2 idempotent and let u /= 1 be an invertible
element in S. Let B =
[
1 u
u 1
]
. Deﬁne the linear operator T by T(X) = X ◦ B. Since u ∈ U(S), it follows
that T is invertible, and it obviously also preserves idempotents.
Suppose now, that T is a conjugation or a transposed conjugation on αX . Then, there exists U =[
a b
c d
]
such that either
[
αx uαy
uαz αw
][
a b
c d
]
=
[
a b
c d
][
αx αy
αz αw
]
for all x, y, z,w ∈ S, or
[
αx uαy
uαz αw
][
a b
c d
]
=[
a b
c d
][
αx αz
αy αw
]
for all x, y, z,w ∈ S. Since S is entire and cancellative, we can easily see that the only
solution to this matrix equation is a = b = c = d = 0, which is a contradiction with the invertibility
of U. 
Example 4.5. Take S = N((x)), i.e., the antiring of all Laurent series with coefﬁcients in N. Deﬁne T
on M2(S) as T
[
a(x) b(x)
c(x) d(x)
]
=
[
a(x) xb(x)
xc(x) d(x)
]
. Since x is invertible, T is invertible and clearly, T is also
linear.
If
[
a(x) b(x)
c(x) d(x)
]
is idempotent, then a(x)2 + b(x)c(x) = a(x). Observe that a = a(x) ∈ N. (Other-
wise, the left side of the equation contains a monomial that is not contained in a(x).) Thus, b(x)c(x) ∈
N. Since a2  a, the only solution of the previous equation is either a = 0 or a = 1, and b(x)c(x) = 0.
Similarly, also d(x) = 0 or d(x) = 1. SinceN((x)) is entire, then b(x) = 0 or c(x) = 0, therefore there
is no strongly connected idempotent inM2(S). By the proof of Theorem 4.4, T is now a linear invertible
operator that preserves idempotents but it is not a conjugation or a transposed conjugation.
Corollary 4.6. Let S be entire, cancellative antiring and n ∈ N. If there exist u, v ∈ U(S) such that u +
v ∈ U(S), then for every linear, invertible and idempotent preserving operator T on Mn(S) there exists
U ∈ GLn(S) such that either
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T(X) = UXU−1 for all X ∈ Mn(S)
or
T(X) = UXTU−1 for all X ∈ Mn(S).
Proof. By Theorem 4.3, we only have to prove the case n = 2. Since w = u + v ∈ U(S), we have
1 = u′ + v′ for u′ = uw−1 and v′ = vw−1. Therefore, u′2 + u′v′ = u′ and v′2 + u′v′ = v′, so
[
u′ u′
v′ v′
]
is a strongly connected idempotent. Thus, we can apply Theorem 4.4. 
Corollary 4.7. Let S be entire, cancellative antiring andn ∈ N such that n − 1andnare invertible elements
of S.Then for every invertible, linearand idempotentpreservingoperator T onMn(S) there existsU ∈ GLn(S)
such that either
T(X) = UXU−1 for all X ∈ Mn(S)
or
T(X) = UXTU−1 for all X ∈ Mn(S).
Proof. Take u = 1 and v = n − 1 in Corollary 4.6. 
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