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Abstract
As a long-standing computer vision task, semantic segmentation is still extensively
researched till now because of its importance to visual understanding and analysis.
The goal of semantic segmentation is to classify each pixel of images based on the
pre-defined classes. In the era of deep learning, convolutional neural networks largely
improve the accuracy and efficiency of semantic segmentation. However, this success
is achieved with two limitations: 1) a large-scale labeled dataset is required for training while the labeling process for this task is quite labor-intensive and tedious; 2) the
trained deep networks can get promising results when testing on the same domain
(i.e., intra-domain test) but might suffer from a large performance drop when testing
on different domains (i.e., cross-domain test). Therefore, developing algorithms that
can transfer knowledge from labeled source domains to unlabeled target domains is
highly desirable to address these two limitations.
In this research, we explore three settings of cross domain semantic segmentation
conditioned on the use of different training data in the target domain: 1) the use of
a sole unlabeled target image, 2) the use of multiple unlabeled target images, and 3)
the use of unlabeled target videos, respectively.
At the first part, we tackle the problem of one-shot unsupervised domain adaptation (OSUDA) for semantic segmentation where the segmentors only use one unlabeled target image during training. In this case, traditional unsupervised domain
adaptation models usually fail since they cannot adapt to the target domain with
over-fitting to one (or few) unlabeled target samples. To address this problem, existing OSUDA methods usually integrate a style-transfer module to perform domain
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randomization based on the unlabeled target sample, with which multiple domains
around the target sample can be explored during training. However, such a styletransfer module relies on an additional set of images as style reference for pre-training
and also increases the memory demand for domain adaptation. Here we propose a
new OSUDA method that can effectively relieve such computational burden by making full use of the sole target image in two aspects: (1) implicitly stylizing the source
domain in both image and feature levels; (2) softly selecting the source training pixels.
Experimental results on two commonly-used synthetic-to-real scenarios demonstrate
the effectiveness and efficiency of the proposed method.
Secondly, we work on the problem of nighttime semantic segmentation which
plays an equally important role as that of daytime images in autonomous driving
but is much more challenging and less studied due to poor illuminations and arduous
human annotations. Our proposed solution employs an adversarial training with
a labeled daytime dataset and an unlabeled dataset that contains coarsely aligned
day-night image pairs. The unlabeled daytime images from the target dataset serve
as an intermediate domain to mitigate the difficulty in day-to-night adaption since
they share similarities with the source in illumination pattern and contain the same
static-category objects as their nighttime counterparts. Extensive experiments on
Dark Zurich and Nighttime Driving datasets show that our method achieves stateof-the-art performance for nighttime semantic segmentation.
Finally, we propose a domain adaptation method for video semantic segmentation,
i.e., the target is in video format. Before our work, other works were achieving this
goal by transferring the knowledge from the source domain of self-labeled simulated
videos to the target domain of unlabeled real-world videos. In our work, we argue
that it is not necessary to use a labeled video dataset as the source since the temporal
continuity of video segmentation in the target domain can be estimated and enforced
without reference to videos in the source domain. This motivates a new framework of
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Image-to-Video Domain Adaptive Semantic Segmentation (I2VDA), where the source
domain is a set of images without temporal information. Under this setting, we
bridge the domain gap via adversarial training based on only the spatial knowledge,
and develop a novel temporal augmentation strategy, through which the temporal
consistency in the target domain is well-exploited and learned. In addition, we introduce a new training scheme by leveraging a proxy network to produce pseudo-labels
on-the-fly, which is very effective to improve the stability of adversarial training. Experimental results on two synthetic-to-real scenarios show that the proposed I2VDA
method can achieve even better performance on video semantic segmentation than
existing state-of-the-art video-to-video domain adaption approaches.
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Chapter 1
Introduction

1

1.1

Background

Computer vision is a field of study which helps computers see the world and understand the visual scenes as our humans. Based on different goals we want to achieve,
plenty of understanding tasks are introduced such as image classification [26], object
detection [73] and semantic segmentation [31]. As shown in Figure 1.1, an input image can be recognized at image level via image classification to answer the question
“what’s in the image?” and object detection makes one more step to locate the objects with bounding boxes. Furthermore, fine-grained pixel-level classification results
can be achieved by semantic segmentation.
Seagull

(a) Input

(c) Object detection

(b) Image classification

(d) Semantic segmentation

Figure 1.1 Understanding a visual scene in different levels.

Among all three levels, semantic segmentation shows the most comprehensive
results for scene understanding, i.e., assigning every pixel of a given image with
a pre-defined object category and indicating the location and shape of objects as
well, and this dissertation is focused on semantic segmentation, which benefits tons
of real-world applications such as autonomous driving [21], human parsing [40] and
biomedical imaging [102] as shown in Figure 1.2.
Before deep learning was blooming, semantic segmentation techniques [63, 62,
78] are usually achieved by constructing Conditional Random Field models (CRF)
over pixels or superpixels and leveraging features extracted/described using SIFT and
RGB histograms. Several works [90, 32, 97] extract features with convolutions neural
networks (ConvNets) and then achieve semantic segmentation via patchwise training

2

(b) Human parsing

(a) Autonomous driving

(c) Biomedical imaging

Figure 1.2 Semantic segmentation with different sets of pre-defined categories.

as stated in [77].
Since 2012, as convolutions neural networks (ConvNets) were allowed to go larger
and deeper [61, 113, 115, 45] and showed impressive performance on image classification, researchers started to explore semantic segmentation with deep features
extracted by ConvNets. In 2015, Long et al. [77] first adapted and extended the
deep classification architectures [61, 113, 115] into semantic segmentation by supervised pre-training these deep architectures with image classification datasets and then
fine-tuning full convolutionally on the segmentation task. This is achieved by simply
replacing fully connected layers in the classification nets with convolutional layers
which enables them to produce a map indicating the prediction probability of every
pixel.
Afterward, ConvNets became a default choice for feature extraction from images
in semantic segmentation. Following works further make improvements on feature
representation and computational efficiency. The techniques to improve the feature
representations include skip connection [102, 1, 71], atrous convolution [14], a.k.a.
dilated convolutions [136], pyramid pooling/sampling modules [10, 148, 13, 11] and
attention mechanisms [34, 54]. On the other hand, high efficiency can be achieved
by 1) restricting input size [126, 147]; 2) designing light-weighted network [1, 94, 17,

3

134].
All of the above advanced ConvNets are supervised approaches that achieve highquality results with the help of a substantial amount of dense pixel annotations.
However, data collection and annotation, especially for a dense prediction task, is very
time-consuming and tedious. Therefore, weakly and semi-supervised approaches [24,
49, 93, 58, 95] were also introduced to reduce the cost of dataset annotation. However,
weak supervision such as bounding boxes still requires human effort to annotate.
Another direction is to generate synthetic datasets by rendering from video games,
e.g., GTA5 [100] and SYNTHIA [103], where the very first image is labeled with efforts
and the rest are obtained via a partially automated label propagation based on mesh,
texture and shader. However, the models trained on these synthetic datasets do not
work well on the real-world images due to the difference of their data distributions
as shown in Figure 1.3.

Input

w/o adaptation

w/ adaptation [119]

GT

Figure 1.3 Semantic segmentation with and without domain adaptation.

Unsupervised domain adaptation (UDA) approaches, therefore, are proposed to
bridge the domain gap, so that a model trained on one dataset (Source Domain)
can generalize well to the others (Target Domains) without using any labels from
the target datasets. The assumption here is that the source and the target domains
should be very related and have common classes. In this research, we only focus on the
single source domain adaptation problem, i.e., only using one labeled dataset as the
source domain. The first UDA framework for semantic segmentation was developed
by Hoffman et al. [48] in 2016. As shown in Figure 1.4, it performed both global
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and local alignments via adversarial training [41] and category-specific adaptation
techniques [95].

Figure 1.4 The framework of the UDA method proposed in [48].

After that, adversarial training becomes a major technique for domain adaptive
semantic segmentation in a global view [117, 47, 119, 157, 91]. Adversarial training
helps bridge the domain gap by training a classifier/discriminator to distinguish between the source and target domains, which the semantic segmentation network does
not expect to see. Another useful strategy is self-training [158], which is carried out
by alternately generating pseudo-labels for the target domain and re-training on the
target domain for multiple rounds. Similarly, self-training is also a very effective way
to improve the performance on the target domain and widely used in recent works
[69, 157, 70, 59, 123, 133, 84, 144, 44]. More detailed introduction of these two techniques can be found in Section 2.3. In this research, we study domain adaptive or
generalizable approaches for cross-domain semantic segmentation problems.
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1.2

Challenges

Despite the great progress made by existing supervised methods and domain adaptation methods, there are still challenges to be addressed for the cross domain problems.
These challenges mainly come from the data collection and domain gaps.

1.2.1

One/Few shot

The one or few-shot setting in UDA means using a small number of unlabeled target
images to bridge the domain gap with the source. This is also a practical setting in the
real world. For example, it could be hard to collect a large number of images under
extreme weather conditions in the driving scenario. Most existing UDA methods fail
in this setting, especially the ones that employ discriminators [117, 119, 91] to classify
the source and target domains since they are prone to over-fit on the very few target
samples.

1.2.2

Complicated Domain Gap

Domain gap is used to describe the distance between the source and target domains.
Most of existing UDA approaches [48, 117, 158, 47, 119, 157, 69, 157, 70, 91, 59, 123,
133, 84, 144, 44] focus on the synthetic-to-real (Figure 1.5 (a)) scenario where the
source is a labeled synthetic dataset and target is an unlabeled real-world dataset.
The source dataset mainly contains daytime images and the target is fully daytime.
However, in the real world, there are hard domains due to the change of illumination and weather. For example, the nighttime domain is also commonly seen in
autonomous driving scenario since people also drive cars in the evening. Compared
with the daytime, obviously, the nighttime is a harder domain due to the low-light
and glares. For the same reason, it is difficult to accurately annotate every pixel on
the nighttime images (Figure 1.5 (b) bottom). Therefore, UDA can be considered
as a solution for nighttime image semantic segmentation and we can pick fully la6

beled daytime dataset as the source. Because of the large domain gap between the
day and night, existing works proposed for synthetic-to-real do not work well on this
day-to-night setting.

Figure 1.5 Comparison of domain gaps between synthetic-to-real and day-to-night.

Except for the nighttime domain, there are also other challenge domains that can
be explored, as shown in Figure 1.6, which bring a challenge for the cross-domain
semantic segmentation.

Night

Fog

Rain

Snow

Figure 1.6 Different challenging domains in semantic segmentation from ACDC
[107] dateset.

Video is also a common data format for real-world applications such as autonomous driving where a large number of videos are collected and processed for
decision making. A very related research direction is video semantic segmentation
[33, 36, 154, 75, 89] to perform semantic segmentation on every frame. The annotation burden of the video semantic segmentation is also very expensive where UDA
7

approaches can be considered, i.e., using an unlabeled video dataset as the target.
Unlike the image-level dataset, videos contain both temporal and spatial information.
The challenge here includes the choice of the source dataset and the complicated domain gap.

1.3

Scope of the Proposed Research

To overcome the challenges, in this research, we explore three settings of cross-domain
semantic segmentation conditioned on the target domain.They are 1) sole unlabeled
target image is used; 2) multiple unlabeled target images are used; 3) unlabeled target
videos are used, respectively. The first is to address the one/few shot setting in UDA
(Section 1.2.1) and the second and third both are to address the complicated domain
gap issue in UDA (Section 1.2.2). The three studies also cover different cross-domain
scenarios including synthetic-to-real, cross time of day and cross weather conditions.

1.3.1

Adaptive Instance Normalization

As described in Section 1.2.1, using only one or few unlabeled target image(s) for
domain adaptation is a practical but challenging setting since discriminators are not
useful. In this study, we explore the usage of adaptive instance normalization (AdaIN)
to make full use of the single unlabeled target image. Initially, AdaIN [53] was
introduced to render a content image in the style of another one in real time. As
shown in Figure 1.7, the generated image keeps the original content but its global
style gets closer to the image that provides the style.
The key component of [53] is the AdaIN layer which is a simple extension to
instance normalization layer. The computation of AdaIN layer is expressed as:
!

x − µ(x)
+ µ(y),
AdaIN(x, y) = σ(y)
σ(x)

(1.1)

where x and y represent the content and style feature, respectively, µ and σ denote
the function for computing channel-wise mean and variance. Our study leverages
8
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VGG
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Figure 1.7 The style transfer pipeline of work [53].

this operation to align the source and target domains using very few unlabeled target
samples.

1.3.2

Image Correspondence

In this study, we exploit coarse image correspondence to address the large domain gap
challenge in UDA. Intuitively, an intermediate domain that shares similarities with
both the source and target domain might help bridge the large domain gap. This
idea of leveraging the intermediate domain and image correspondence is illustrated
in Figure 1.8 based on the setting of day-to-night scenario, where the intermediate
domain image (b) shares similarity with the source image (a) in illumination and has
common objects with the target image (c).

Static Categories

Illumination

(a) Labeled daytime image

(b) Unlabeled daytime image

(c) Unlabeled nighttime image

Figure 1.8 The motivation of leveraging the image correspondence for nighttime
semantic segmentation. (a) and (c) are source and target, respectively. (b) is an
unlabeled daytime image serving as the intermediate domain which is taken at the
same position as the target one (nighttime image) and aligned by GPS recordings.
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This intermediate domain is selected because of the following two reasons: 1) It
has similar illumination patterns as the source, thus it is easy to close the gap between
source and the intermediate domain; 2) It shares the same content, i.e., static objects
such as trees, building, e.t.c., so prediction of those aligned part should be same as
well. Note that this design relies on the coarse aligned pair data collection by [106].
But compared with the pixel-wise data annotation, collecting unlabeled pair images
is still easier. It is also worth mentioning that this idea is general and can be extended
to other large domain gap cases given the corresponding reference for the target.

1.3.3

Temporal Consistency Learning

Employing UDA approaches for video-level tasks is usually more complicated than
for image-level ones. For images, the domain gap can be observed from only the appearance. However, videos contain both spatial and temporal information which can
lead to a domain gap with other videos. To achieve unsupervised video semantic segmentation, two recent works [42, 112] coincidentally suggest transferring knowledge
from videos to videos by using a labeled video dataset as the source and an unlabeled
video dataset as the target. In this way, both spatial and temporal information can
be passed from the source to the target. However, should we transfer both of them
to the target?
In this study, we make a fundamental hypothesis that it is needed to pass the
spatial knowledge from the source domain to the target domain, not the temporal
one, for video domain adaptation. The reasons are: 1) the between-frame continuity
is the most important temporal knowledge for video semantic segmentation which
can be well-exploited in target videos themselves, and 2) the temporal information
between the source and target domains practically may not show a systematic domain
gap that has to be filled by adaptation. Therefore, in this study, we address the
unsupervised video semantic segmentation by introducing an image-to-video domain
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adaptation framework, as illustrated in Figure 1.9.

Domain
Adaptation

Simulated Images

Temporal Consistency

Target

Source

Real-world Videos

Figure 1.9 An illustration of the setting for the proposed image-to-video domain
adaptive semantic segmentation. We use a labeled image dataset as the source and
unlabeled videos as the target.

1.4

Proposed Approaches

In this section, the proposed approaches are introduced according to the above research scopes.

1.4.1

Style Mixing and Patchwise Prototypical Matching for One-Shot
Unsupervised Domain Adaptive Semantic Segmentation

In the first study, we propose a new approach to address the one-shot setting in
UDA as introduced in Section 1.3.1. Specifically, we integrate several style-mixing
layers into the segmentor which play the role of a style-transfer module to stylize the
source images without introducing any learned parameters. Moreover, we propose a
patchwise prototypical matching (PPM) method to weighted consider the importance
of source pixels during the supervised training to relieve the negative adaptation.
Experimental results show that our method achieves new state-of-the-art performance
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on two commonly used benchmarks for domain adaptive semantic segmentation under
the one-shot setting and is more efficient than all comparison approaches.

1.4.2

A One-Stage Domain Adaptation Network for Unsupervised
Nighttime Semantic Segmentation

In the second study, we propose a novel domain adaption network (DANNet) for
nighttime semantic segmentation which leverages the image correspondence introduced in Section 1.3.2. It employs adversarial training using a labeled daytime dataset
and an unlabeled dataset that contains coarsely aligned day-night image pairs. Specifically, for the unlabeled day-night image pairs, we use the pixel-level predictions of
static object categories on a daytime image as a pseudo supervision to segment its
counterpart nighttime image. We further design a re-weighting strategy to handle the
inaccuracy caused by misalignment between day-night image pairs and wrong predictions of daytime images, as well as boost the prediction accuracy of small objects.
The proposed DANNet is the first end-to-end method for nighttime semantic segmentation, which does not train additional day-night image transfer models as a separate
pre-processing stage. Extensive experiments on Dark Zurich and Nighttime Driving
datasets show that our method achieves state-of-the-art performance for nighttime
semantic segmentation.

1.4.3

Image to Video domain adaptive semantic segmentation

In the last study, we propose and verify a new finding – for segmenting real videos, it
is sufficient to perform domain adaptation from synthetic images, instead of synthetic
videos, i.e., there is no need to adapt and transfer temporal information in practice.
This finding is observed by introducing the setting of image-to-video domain adaptive semantic segmentation, i.e., using labeled images as the source domain in domain
adaptation for video semantic segmentation. There are also two novel designs in the
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proposed domain adaptation framework including: 1) a temporal augmentation strategy to better exploit and learn diverse temporal consistency patterns in the target
domain; and 2) a training scheme to achieve more stable adversarial training with
the help of a proxy network. Experimental results on two synthetic-to-real scenarios
demonstrate the effectiveness of the proposed method and verify our fundamental
hypothesis. Without simulating/adapting temporal information in the source domain, our method still outperforms existing state-of-the-art video-to-video domain
adaptation methods.

1.5

Structure of the Dissertation

The rest of this dissertation is organized as follows. In Chapter 2, the related background and techniques are introduced. In Chapter 3, a literature review for related
works is conducted. In Chapter 4, the proposed one-shot unsupervised domain adaptation method is presented. In Chapter 5, a one-stage unsupervised domain adaptation method for nighttime semantic segmentation is presented. In Chapter 6, a novel
image to video domain adaptive semantic segmentation method is presented. Finally,
Chapter 7 concludes the dissertation and discusses the future directions.
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Chapter 2
Background
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In this chapter, we first introduce the background and concepts of deep ConvNets
which serves as the cornerstone of existing semantic segmentation methods as well
as this research. After that, several famous semantic segmentation methods and
those used in this research are reviewed and discussed. Then, widely-used datasets
for semantic segmentation are presented as well as common cross-domain scenarios.
Finally, we summarize the evaluation metrics.

2.1

Background and Concepts in Deep ConvNets

2.1.1

History of Deep ConvNets

The history of Deep ConvNets can be dated back to 1980 when Neocognitron [35] is
proposed. It introduced the concepts of layer-by-layer feature extraction, pooling and
also used ReLU (Eq.(2) in [35]) to provide non-linearity and finally used for recognition tasks. In 1989, LeCun et al. [64, 66] first applied back-propagation learning
[105] to the digit recognition task which is the next milestone in the development of
Deep ConvNets. In 1998, the name of convolutional neural network came out alone
with a new architecture dubbed LeNet5 [65] (Figure 2.1) which is the first modern
ConvNets in the world.
Due to the limitation of the computational power and very strong competitors,
i.e., SVM, ConvNets were not very popular at that time. However, in 2012, a breakthrough was made by Krizhevsky et al. who designed the AlexNet [61] (Figure 2.1)
which combined newly proposed dropout operation to avoid the over-fitting problem
and ideas from prior works such as ReLU [35] and data augmentation [125]. Besides,
the success also cannot be divorced from the large-scale ImageNet dataset [26] and
the development of Graphics Processing Units (GPUs) [7, 18].
From then on, more and more researchers started to explore the designs of ConvNets and the ImageNet Large Scale Visual Recognition Challenge (ILSRVC) became
a very important tool to evaluate their designs. In 2013, ZFNet [141] became the win15

LeNet

AlexNet

Image: 28 (height) × 28 (width) × 1 (channel)

Image: 224 (height) × 224 (width) × 3 (channels)

Convolution:28×28×6 using 5×5 kernel+2 padding
sigmoid
Pool: 14×14×6 using 2×2 average kernel+2 stride

Convolution:54×54×96 using11×11kernel+4stride
ReLu
Pool: 26×26×96 using 3×3 max. kernel+2 stride

Convolution:10×10×16 using 5×5 kernel (no pad)
sigmoid
Pool: 5×5×16 using 2×2 average kernel+2 stride
ﬂatten
Dense: 120 fully connected neurons
sigmoid
Dense: 84 fully connected neurons
sigmoid
Dense: 10 fully connected neurons

Convolution:26×26×256 using 5×5 kernel+2 pad
ReLu
Pool: 12×12×256 using 3×3 max. kernel+2 stride
Convolution:12×12×384 using 3×3 kernel+1 pad
ReLu
Convolution:12×12×384 using 3×3 kernel+1 pad
ReLu
Convolution:12×12×256 using 3×3 kernel+1 pad
ReLu
Pool: 5×5×256 using 3×3 max. kernel+2 stride
ﬂatten
Dense: 4096 fully connected neurons
ReLu, dropout p=0.5
Dense: 4096 fully connected neurons
ReLu, dropout p=0.5
Dense: 1000 fully connected neurons

Output: 1 of 10 classes

Output: 1 of 1000 classes

Figure 2.1 The architectures of LeNet and AlexNet from [19].

ner of the ILSRVC which employed the same architecture as AlexNet (8 layers) with
different hyper-parameters choices. In 2014, VGGNet [113] (16-19 layers, Figure 2.2)
was published which showed deep ConvNets can be achieved with small size convolutional kernels and GoogLeNet [115] (22 layers) increased both depth and width while
keeping the computational budget constant with the inception module.
However, stacking layers to make ConvNets deeper may obtain even worse results
than the shallow ones due to the vanishing gradient problem. In 2015, He et al. [45]
(Figure 2.3) came up with the idea of residual learning to address this problem. Their
proposed ResNet was built by stacking a large number of residual blocks with skip
connections and at most resulted in a 152-layer ConvNet without compromising the
performance. The simple yet very effective idea of residual learning later was extended
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Figure 2.2 The architecture of VGG-16 from [20].

in several architectures such as WideResNet [140], ResNext [129] and DenseNet [51].
Until now, ResNet is still the most frequently used network architecture that benefits
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image

various applications for feature extraction.

Figure 2.3 The architecture of ResNet-34 [45].

2.1.2

Components of Deep ConvNets

Most Deep ConvNets are usually a sequence of convolutional layers and pooling layers.
Fully connected layers are not required, but sometimes they are used at the end of
the ConvNets for high-level reasoning.
The main component of Deep ConvNets is convolutional layers which is customized with hyper-parameters including output channel, kernel size, padding and
stride. Given the input in a shape of cin × hin × win and kernel size, padding, and
stride are denoted as k × k, p and s, respectively. The number of trainable parameter
in this convolutional layer will be cin × cout × k × k (without considering the bias), if
17

we want to obtain an output that has cout channels. The resolution of the output is
hout × wout can be computed by:
hout = ⌈

hin + 2p − k
⌉ + 1,
s

(2.1)

wout = ⌈

win + 2p − k
⌉ + 1.
s

(2.2)

and

The computation of the convolution operation is illustrated in Figure 2.4.
1
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b

1 0 1
-1 1 0
0 0 1
0 -1 0
1 1 0

-1 -1 0
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a

-1 -2 1
2

4 -1

Figure 2.4 An illustration of computation in the convolutional layer. In this
example, the shape of input is 2 × 5 × 5, cout , k, s and p is set to 1, 3, 1, and 0,
respectively. So we require two kernels with each one taking care of each channel of
the input. The resulted yellow feature maps a and b are summed up to get the
output with a shape of 1 × 3 × 3.

A ConvNet with only convolutional layers is a linear regression model which is
hard to learn complex function mappings. Therefore, ConvNets require non-linear
activation functions to help themselves learn complex mappings between network
inputs and outputs. Generally, activation functions are applied to the output of the
convolutional layers. The three commonly used non-linear activation functions are
Sigmoid, TanH and ReLU, as shown in Figure 2.5.
Among the three functions, both the Sigmoid and TanH might cause the vanishing
gradient problem. Because there is almost no change to the output when the function
input value is very high or very low. Thus, the current most popular activation
function is ReLU.
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Figure 2.5 Commonly used activation functions in ConvNets from [86].

Pooling layers are also important parts of ConvNets which are used for feature map
down-sampling. Usually, a pooling layer is inserted after an activation function (e.g.,
ReLU). Average pooling and MAX pooling are two frequently used pooling layers in
ConvNets as illustrated in Figure 2.6. Average pooling computes the average value
for each window on the feature map and MAX pooling selects the maximum value
in each window on the feature map. Same as convolutional layers, pooling layers are
also controlled by hyper-parameters including kernel size, stride and padding. But
they do not contain any trainable parameters at all.

Figure 2.6 An illustration of average pooling and MAX pooling from [30].

Pooling operation helps ConvNets select important features and reduce the com19

putation burden as well. Besides, the feature selection also plays the role of data
augmentation during training, thus it makes ConvNets become more robust to small
input translations and relieves the over-fitting problem.
The fully connected layer is optional in the design of ConvNets where every single
neuron has a connection to everyone in the next layer. It can help the network to
make a prediction based on the whole input image globally. From the perspective
of implementation, a fully connected layer can be replaced by a convolutional layer
followed by a result reshaping to obtain the desired dimension. There is no fully
connected layer in the fully convolutional networks [77].

2.2

Typical Deep Semantic Segmentation Networks

The development of the semantic segmentation is built upon the state-of-the-art
deep ConvNets. In this section, we discuss the ones that played important roles in
literature.

2.2.1

FCN

The first deep ConvNets for semantic segmentation is Fully Convolutional Network
(FCN) [77] introduced by Long et al. . They adapted contemporary classification
networks such as AlexNet [61], VGG [113] and GoogLeNet [115] into fully convolutional networks by replacing the fully connected layers into convolutional layers which
makes the networks can efficiently perform pixel-wise prediction for arbitrary-sized
inputs. The architecture of a FCN is shown in Figure 2.7.
It employed a sequence of convolutional layers and pooling layers to extract deep
features and deconvolution operation to upscale the feature map. As a side effect, the
deconvolution will lead to dissatisfyingly coarse results. This problem was relieved
by adding links to fuse the prediction from higher layers and lower ones as shown in
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Figure 2.7 An illustration of FCN [77] built upon AlexNet.

Figure 2.8. As time goes by, more and more advanced approaches outperform FCN
[77] on current benchmarks while keeping the idea of FCN in their network design.
32x upsampled
16x upsampled
2x upsampled
2x upsampled
prediction (FCN-32s)
prediction (FCN-16s)
prediction
prediction

image

pool1

pool2

pool3

pool4

pool5

pool4
prediction

P

pool3
prediction

8x upsampled
prediction (FCN-8s)

P

Figure 2.8 An illustration of the skip connection in FCN [77].

2.2.2

U-Net

Based on FCN [77], Ronneberger et al. designed U-Net [102] for biomedical image
semantic segmentation. The major differences are: 1) The encoder and decoder are
symmetric in U-Net, thus U-Net has a larger decoder. Instead, the decoder of FCN
is a single deconvolution layer which will lead to a coarse prediction; 2) The skip
connection in FCN is achieved by pixel-wise summation and concatenation in U-Net
between the features from lower and higher layers. Compared with the summation,
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concatenation can introduce more feature channels which allow the decoder to propagate context information to higher resolution layers.
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Figure 2.9 An illustration of the U-Net [102].

The feature concatenation also increases the memory cost. To relieve this burden,
Badrinarayanan et al. [1] propose to record only the indices from the MAX pooling operation during feature encoding. In the decoder part, feature upsampling is
achieved via unpooling operation, i.e., filling a feature map based on the indices.

2.2.3

DeepLab Series

DeepLab series is another follower of FCN that contains four iterations. The DeepLab
V1 [14] was published 2015. Chen et al. adapted the “atrous algorithm” into convolutional layers to efficiently compute dense feature maps at any target subsampling
rate without introducing any approximations. The same operation was done in [136]
dubbed “dilated convolution” where convolutional layers with multiple dilation rates
were used for multi-scale context aggregation.
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Then in 2017, the updated version (V2) [10] came out with the following major
contributions: 1) Introducing the atrous spatial pyramid pooling (ASPP) layer to
robustly segment objects at multiple scales; 2) Replacing the VGG-16 used in V1 with
contemporary state-of-the-art classification network ResNet [45]. The ASPP module
is an extension of the R-CNN spatial pyramid pooling (SPP) [46] which originally
proposed for recognition and detection tasks to generate a fixed-length representation
regardless of input image size/scale. With multiple pooling layers, SPP creates feature
representations with multiple scales. Here, ASPP achieves the same goal by using
multiple parallel atrous convolutional layers with different sampling rates instead of
MAX pooling layers. An illustration of the ASPP module is shown in Figure 2.10.
Conv
kernel: 3x3
rate: 6
rate = 6

Conv
kernel: 3x3
rate: 12

Conv
kernel: 3x3
rate: 18
rate = 18

rate = 12

Conv
kernel: 3x3
rate: 24
rate = 24

Atrous Spatial Pyramid Pooling
Input Feature Map

Figure 2.10 An illustration of the ASPP module proposed in [10].

Later in [13] (V3), Chen et al. had more discussions on the layout of the atrous
convolution layers in both cascade and in parallel (i.e., ASPP) and the experiments
showed that the parallel structure was better. Besides, the ASPP in V3 was equipped
with batch normalization layers and took global context information into consideration to overcome the problem introduced by large sampling rate. Following [25,
121], multi-grid method was also applied into the network backbone and achieved
performance gains.
The last version of the DeepLab series is [11] (V3+) which employed V3 as a
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powerful encoder and designed a simple yet effective decoder to form a novel encoderdecoder structure. The atrous convolution layers were still important components
heavily used in their design. To improve the efficiency and accuracy, V3+ also adapted
the Xception model [17] for the segmentation task and applied depthwise separable
convolution to both ASPP and decoder to improve the efficiency and accuracy.

2.2.4

PSPNet

In 2017, Zhao et al. proposed a pyramid scene parsing network (PSPNet) [148] for
semantic segmentation as illustrated in Figure 2.11. They adapted SPP module [46]
into semantic segmentation as DeepLab V2 [10] dubbed Pyramid pooling module
(PPM) in their network. Different from SPP, PPM upsamples and concatenates the
multi-scale features maps as the final feature representation. They also proposed to
train the network with an auxiliary loss for effective optimization.

Figure 2.11 An illustration of PSPNet [148].

2.2.5

RefineNet

Multi-path refinement network, RefineNet [71], was also published in 2017 for semantic segmentation. It was proposed to address two problems: 1) Using ResNet suffers
from the downscaling problem which is not suitable for semantic segmentation; 2)
Dilated convolution can keep the feature size but increase the computational cost
and memory requirement. As shown in Figure 2.12, RefineNet first extracts features
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from layers of ResNet and refine the low-resolution features with fine-grained low-level
features in a recursive manner to generate the final high-resolution semantic feature
maps.
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Figure 2.12 An illustration of RefineNet [71].

All the semantic segmentation networks discussed above are summarized in Table
2.1. Except for these manually designed architectures, researchers also learned the
model architectures directly on the dataset of interest, i.e., neural architecture search
(NAS) [156]. In 2019, Liu et al. [74] made the first attempt to extend NAS to
semantic segmentation and automatically build the network by searching both the
structure of the cell and their connections.
All the above methods can be categorized as supervised methods that require
large-scale datasets for network training which leads to a high cost in dataset collection for this dense prediction task. Besides, the trained models cannot generalize well
to unseen scenarios.
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Table 2.1 Summary of typical semantic segmentation methods and the backbone
they used to achieve the best performance. * means the backbone is only used as
encoder.

2.3

Backbone

Seg. Method

Year

VGG-16 [113]
VGG-16 [113]
VGG-16* [113]
ResNet-101 [45]
ResNet-152 [45]
ResNet-269 [45]
ResNet-101 [45]
ResNet-101 [45]

FCN [77]
DeepLab V1 [14]
U-Net [102]
DeepLab V2 [10]
RefineNet [71]
PSPNet [148]
DeepLab V3 [13]
DeepLab V3+ [11]

2014
2014
2015
2017
2017
2017
2017
2018

Domain Adaptive Semantic Segmentation Methods

Domain adaptive semantic segmentation, a.k.a. unsupervised domain adaptation (UDA),
aims to transfer the knowledge from existing labeled datasets (Source Domain) to unlabeled datasets (Target Domain), i.e., training a model for the target domain without using its label. Therefore, these UDA approaches can help relieve the pixel-wise
annotation burden as well as improve the generalization ability to exist semantic segmentation methods. In general, existing domain adaptative semantic segmentation
methods can be divided into two types: adversarial training and self-training. Table
2.2 summaries most of existing domain adaptive semantic segmentation methods.

2.3.1

Adversarial Training

A typical adversarial training-based approach is AdaptSegNet [117] whose framework
is shown in Figure 2.13. During training, a weight-sharing semantic segmentation
(DeepLab V2) serves as a generator to generate segmentation results for both the
source and target images. The discriminator is a binary classification network to
distinguish whether its inputs come from the source or target domain. Besides, the
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Cross-Entropy loss is computed using the source output and its ground truth in each
training iteration.

Figure 2.13 The domain adaptation framework proposed by Tsai et al. [117].

2.3.2

Self-Training

The self-training strategy currently almost becomes a default setting in recent UDA
methods. Usually, it works together with the adversarial training for domain adaptation. Adversarial training is the first step for aligning the source and target domains
and the trained model weights can be used to generate pseudo-label for the target
images. Then, the confident pseudo-labels will be selected as the ground truth paired
with the corresponding target image for network re-training which can be repeated
multiple times for more performance gains.

2.4

Evaluation Metrics

There are in total four metrics for segmentation result evaluation, i.e., pixel-wise
accuracy (P A), mean pixel-wise accuracy (M P A), mean of class-wise intersection
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Table 2.2 Summary of domain adaptive semantic segmentation methods. Seg.
Network indicates the used segmentation network. AT and ST represent adversarial
training and self-training, respectively.
DA method

Backbone

Seg. Network

AT ST Year

FCNs in the Wild [48]
CYCADA [47]
CDA [146]
AdaptSegNet [117]
CBST [158]
ADVENT [119]
CRST [157]
PyCDA [70]
BDL [69]
IntraDA [91]
Stuff&Things [123]
FDA [133]
IAST [84]
ProDA [144]
MetaCorrection [44]
DAFormer [50]

VGG-16 [113]
DRN-26 [137]
VGG-19 [113]
ResNet-101 [45]
ResNet-38 [45]
ResNet-101 [45]
ResNet-101 [45]
ResNet-101 [45]
ResNet-101 [45]
ResNet-101 [45]
ResNet-101 [45]
ResNet-101 [45]
ResNet-101 [45]
ResNet-101 [45]
ResNet-101 [45]
Mix Transformer [128]

FCN [77]
DRN-26 [137]
FCN [77]
DeepLab V2 [10]
ResNet-38 [45]
DeepLab V2 [10]
DeepLab V2 [10]
DeepLab V2 [10]
DeepLab V2 [10]
DeepLab V2 [10]
DeepLab V2 [10]
DeepLab V2 [10]
DeepLab V2 [10]
DeepLab V2 [10]
DeepLab V2 [10]
SegFormer [128]

✓
✓
✓
✓
✓
✓

✓
✓
✓
✓
✓

✓
✓
✓
✓
✓
✓
✓
✓
✓
✓

2016
2018
2018
2018
2018
2019
2019
2019
2019
2020
2020
2020
2020
2021
2021
2022

over union (M IoU ) and frequency weighted intersection over union (F W IoU ). They
are defined as follows:
Pk

nii
P A = Pk i=0
Pk
i=0

F W IoU =

nij

(2.3)

,

k
nii
1 X
,
Pk
k + 1 i=0 j=0 nij

(2.4)

k
1 X
nii
,
Pk
Pk
k + 1 i=0 i=0 nij + j=0 nji − nii

(2.5)

MP A =
M IoU =

j=0

k
X
i=0

Pk

j=0

Pk

i=0

nij

Pk

nii

j=0

Pk

i=0

nij +

Pk

j=0

nji − nii

,

(2.6)

where k + 1 is the number of classes including the background, nii is the number of
pixels that are correctly classified as the i-th class (True Positive), nij is the number
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of pixels labeled with the i-th but are misclassified as the j-th class (False Negative),
and nji is the number of pixels are misclassified as the i-th class (False Positive).
P A is easy to compute but its scores are usually dominated by the large size
classes, thus cannot truly reflect the performance when we focus on the small size
classes. This problem can be relieved by computing M P A. Among the four evaluation
metrics, M IoU is the most frequently used one. F W IoU is a weighted average of
IoU s by the frequency of each class.
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Chapter 3
Literature review
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This chapter provided a literature review for the related works of the three studies
in this dissertation.

3.1

Style Mixing and Patchwise Prototypical Matching for
One-Shot Unsupervised Domain Adaptive Semantic Segmentation

3.1.1

Unsupervised domain adaptation and domain generalization

OSUDA is developed from the general UDA setting. The first UDA approach for
semantic segmentation was proposed in [48] using feature-level adversarial learning
and category-specific adaptation. After that, adversarial learning has been applied
to UDA in feature level [9, 47], output space [117, 91, 146, 96] and entropy of the prediction [119, 91] for alignment. Image translation is another approach for UDA [110,
69, 133] by exploiting advanced image-to-image translation networks, i.e., CycleGAN [152], to reduce the domain discrepancy. Recently, multiple rounds of selftraining with generated pseudo labels of the target domain samples was proved to
be a powerful strategy to boost the adaptation performance [158, 69, 145]. However,
these methods cannot be directly applied to the OSUDA setting due to the scarce of
the target images.
Also related to OSUDA is the problem of domain generalization where the target
domain is totally unknown. Based on the number of source domains involved during
adaptive learning, existing DG approaches can be basically divided into multi-source
DG [39, 29] and single-source DG [92, 139, 52]. For multi-source DG, Zhou et al.
proposed a MixStyle [150] strategy to increase the domain diversity of the source
domains. During training, two instances of different domains in a mini-batch are
selected to synthesize novel domains leveraging the feature-level style statistics [53].
Single-source DG is more challenging since less labeled source data is accessible for
adaptation. A typical solution is to perform domain randomization [116] on the
source training samples via image stylization or translation which can also be treated
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as a data/domain augmentation strategy. For example, several real-life images from
ImageNet [26] are picked as randomization references [139] to adjust the source images
or their domain invariant frequency components [52].

3.1.2

Prototypical Representation

Prototypes are defined as abstractions of essential semantic feature representations,
which were popularly used in computer vision tasks recently. For example, Wang et al.
design a prototype alignment regularization [120] for few-shot semantic segmentation,
where the class-specific prototypes are computed via a masked average pooling. More
recently, Zhang et al.

[144] exploited the distances between the target features

and the class-wise prototypes to re-weight the predicted probability for better selftraining. In this study, we calculate the prototypes of the patches of the sole target
image to weight the training pixels from the source domain.

3.1.3

Style-transfer

In [37], Gatys et al. proposed a neural style-transfer algorithm to generate highquality artistic images by separating and recombining the content and style of arbitrary images. Later style-transfer has become an effective technique, which benefits
several real-world applications such as makeup transfer and removal [5] and virtual
try-on [132]. Our work is closely related to the adaptive instance normalization
(AdaIN) proposed by Huang [53], which transfers the mean and variance in the feature space in real-time. The main difference is that we don’t synthesize the image
with a decoder.
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3.2

A One-Stage Domain Adaptation Network for Unsupervised
Nighttime Semantic Segmentation

3.2.1

Domain Adaptation for Semantic Segmentation

Domain adaptation methods are developed to transfer knowledge learned from source
domains to target domains which share similar objects yet different data distributions.
Recently, domain adaptation has been applied to help semantic segmentation. In [48],
Hoffman et al. proposed a novel fully convolutional domain adversarial learning
approach with category constraints [95] for semantic segmentation. Tsai et al. [117]
later developed a multi-level adversarial network to perform domain adaptation in
the output space.
Instead of using adversarial learning techniques, image translation and style transfer [152] from source images to target ones, or vice versa, have been widely used for
domain adaptation [47, 127]. Previous works have shown that domain-invariant representations can be obtained in the process of image translation between the source
and target domains [110, 153, 6]. Several recent works [69, 123, 59] made use of
self-training strategies by iteratively predicting and fine-tuning a set of pseudo labels
in multiple rounds of network training. Another line of researches [146, 70] adopted
the curriculum-style learning by first learning easy properties in the target domain
and then using it to regularize the semantic segmentation model. However, most of
these general-purpose domain adaptation approaches cannot handle well the significant adaptation gap between the daytime and the nighttime images and therefore
could not achieve satisfactory performance in nighttime semantic segmentation [106].
Specifically, all the above methods focus on the domain adaptation for synthetic-toreal (i.e., GTA5 [100] or SYNTHIA [103] to Cityscapes) or cross-city images (i.e.,
Cityscapes to Cross-City [9]), which are all daytime to daytime adaptations. In this
study, we instead focus on the adaptation between the daytime and the nighttime
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domains with significantly different illumination patterns [106].

3.2.2

Nighttime Semantic Segmentation

Recently, Dai et al. [23] leveraged an intermediate twilight domain to progressively
adapt semantic models trained in daytime scenes to nighttime. Sakaridis et al. [106,
108] further extended it to a guided curriculum adaptation framework, which uses
both the stylized synthetic images and the unlabeled real images to exploit the crosstime-of-day correspondence of the scene images. However, such gradual adaptation
approaches usually need to train multiple semantic segmentation models, e.g., three
models in [106] for three different domains respectively, which is highly inefficient.
Following works along this line [101, 114, 88] also train some additional image transfer
models, e.g., CycleGAN [152], to perform the day-to-night or night-to-day image
transfer before training the semantic segmentation models. For these methods, the
performance of later adaptation and semantic segmentation is highly dependent on
the image transfer model pre-trained in the pre-processing stage.
Vertens et al. [118] proposed to leverage the thermal infrared images as a complementary input to the RGB images for nighttime semantic segmentation since thermal
radiation is not very sensitive to the illumination changes. In [27], a two-stage adversarial training method was proposed for semantic segmentation of rainy night scenes
by performing domain adaptation between day-night near scene pairs. Different from
all the above methods, the DANNet proposed in this study performs a one-stage endto-end adversarial learning for training the nighttime semantic segmentation network
without using any other image modalities.
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3.3

Image to Video domain adaptive semantic segmentation

3.3.1

Video semantic segmentation

Existing video semantic segmentation approaches can be categorized into accuracyoriented and efficiency-oriented ones. Optical-flow-based representation warping and
multi-frame prediction fusion have been employed to achieve more robust and accurate results [36, 154, 75]. An alternative solution is to use the gated recurrent layers
to extract the temporal information [33] or propagate labels to unlabeled frames by
means of optical flow [89]. Many strategies have been studied to improve efficiency.
For example, features in each frame can be reused by adjacent frames to reduce the
overall cost [111, 154, 130]. Li et al. [68] further proposed to reduce both of computational cost and maximum latency by adaptive feature propagation and key-frame
allocation. More recently, Liu et al.

[76] proposed to train a compact model via

temporal knowledge distillation for real-time inference.
All of the above video semantic segmentation methods need the labeling on densely
or sparsely sampled frames from the target domain for training. In this study, we
instead use self-labeled simulated images for training and then adapt to the target
domain for video semantic segmentation.

3.3.2

Domain adaptive image segmentation

In recent years, many domain adaptation approaches have been proposed for image
semantic segmentation to relieve the burden of dense pixel-level labeling. Hoffman et
al. [48] introduced the first unsupervised domain adaptation method for transferring
segmentation FCNs [77] by applying adversarial learning on feature representations,
which has become a standard strategy for domain adaptive semantic segmentation [9,
80]. More recently, the adversarial learning has been further extended to image level
[47, 16], output level [117, 6] and entropy level [119, 91] for this task.
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In [158], Zou et al. first suggested the self-training in the form of a self-paced
curriculum learning scheme for segmentation by generating and selecting pseudo
labels based on confidence scores. Following this, many alter works on semantic
segmentation directly integrate self-training [69, 133, 59] or refine it by confidence
regularization [157], self-motivated curriculum learning [70], uncertainty estimation
[149], instance adaptive selection [84], prototypical pseudo label denoising [144] and
domain-aware meta-learning [44].
As mentioned earlier, while these image-to-image domain adaptation methods can
be applied to video segmentation by processing each frame independently [42], their
performance is usually limited by ignoring the temporal information in the videos.

3.3.3

Domain adaptive video segmentation

Recently, Guan et al.

[42] made the first attempt at video-to-video domain adap-

tive semantic segmentation, in which both cross-domain and intra-domain temporal
consistencies are considered to regularize the learning. The former is achieved by
the adversarial learning of the spatial-temporal information between the source and
target domains and the latter by passing the confident part of the flow-propagated
prediction between adjacent frames. Concurrently, Shin et al. [112] also introduced
the concept of domain adaptive video segmentation and propose a two-stage solution
– the adversarial learning at the clip level first, followed by the target-domain learning
with the refined pseudo labels. As mentioned earlier, while our work also performs
domain adaptive video segmentation, it differs from the above two works in terms of
the source domain setting – they use videos but we instead use images.
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Chapter 4
Style Mixing and Patchwise Prototypical
Matching for One-Shot Unsupervised Domain
Adaptive Semantic Segmentation
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4.1

Overview

Using deep learning, state-of-the-art semantic segmentation can be obtained in the
form of good prediction at each pixel by training well-designed segmentor network [10]
on large-scale labeled datasets and testing on the same domain. However, constructing datasets for such dense prediction task is both very time-consuming and laborintensive, which makes it often impossible to prepare a high-quality large-scale labeled
training set for all different scenarios/domains, i.e., different cities or different illumination conditions. As a result, the generalization ability of a trained model is limited,
i.e., it usually suffers from a drastic performance drop on an unseen testing domain
due to the different data distributions from the training set.
Recently, some unsupervised domain adaptation approaches were proposed to
overcome the domain discrepancy and reduce the demand of labeled data in new
unseen test domains. Synthetic-to-real is a common setting in domain adaptive semantic segmentation, which was first proposed by Hoffman et al. [48]. In this setting,
source domains with labeled synthetic data [100, 103] are constructed by using computer graphics techniques and in the meantime, sufficient number of samples in the
target domain are also provided without labels. In many applications, such as medical imaging, large collection of unlabeled target data may be unavailable or difficult
to obtain, which leads to the introduction of a new setting, the one-shot unsupervised
domain adaptation (OSUDA) [79] for semantic segmentation. The difference of the
general unsupervised domain adaptation (UDA), domain generalization (DG) and
OSUDA is illustrated in Figure 4.1. In this work, we aim to tackle this challenging
but practical setting of OSUDA.
Existing UDA approaches, especially those which employ discriminators to distinguish whether the content, i.e., image feature [48], segmentation prediction [117]
or entropy map [119], is from the source or target domains (Figure 4.1(a)), are prone
to over-fitting on only one target sample – discriminators can easily distinguish the
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Figure 4.1 Illustration of general UDA, DG and OSUDA for semantic
segmentation. The difference is mainly in the number of unlabeled target samples
that are used for adaptation. Here, M, D and T represent the segmentor,
discriminator and style-transfer module, respectively.

over-fit target domain from the source domain. Other style-transfer based approaches
cannot handle this one-shot setting either, since the source images can only be stylized
by only one target sample. To solve this problem, Luo et al. proposed an adversarial style mining (ASM) algorithm [79], as illustrated in Figure 4.1(c), by mutually
optimizing the style-transfer module and the semantic segmentation network via an
adversarial regime. However, the style-transfer module itself requires additional data
for pre-training and also increases the demand of GPU memory for adaptation.
In this work, we propose a new OSUDA approach, as illustrated in Figure 4.1(d),
which does not require additional data to pre-train a style-transfer module and explicitly synthesizes stylized image for semantic segmentation. First, we design a
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style-mixing segmentor which can simultaneously augment the source domain conditioned on feature statistics of the target sample and produce the semantic segmentation results. In addition, to relieve the negative adaptation [67], i.e., not all
source samples/pixels have positive effect for domain adaptation, the source images
are weightedly trained based on its similarity with patchwise prototypes of the sole
target sample during domain adaptation.
The main contributions of this work are summarized as follows. We propose a
simple and effective method for OSUDA semantic segmentation, which makes full
use of the sole target image in two aspects: (1) implicitly stylizing the source domain
in both image and feature levels; (2) softly selecting the source training pixels. No
additional images and training parameters are introduced in the whole process. It is
worth to mention that, with a pre-trained model on the source domain, our method
only needs 20 minutes (500 iterations) to adapt to the target domain and obtains
comparable results to the current best OSUDA approach (200k iterations without
pretrain model, and additional training iterations for style-transfer model). Experimental results on two commonly-used synthetic-to-real scenarios demonstrate the
effectiveness and efficiency of the proposed method.

4.2

Method

Given labeled samples (X S , Y S ) from the source domain S and unlabeled samples X T
from the target domain T, the goal of general UDA problem is to learn a mapping G
formulated as
G(X S ) → Y S ; F(S) → F(T),

(4.1)

where F is any function aligning the two domains based on either features or outputs.
Different from general UDA, only one unlabeled target sample xT ∈ X T is accessible
in the OSUDA setting, which can be formulated as:
G(X S |xT ) → Y S .
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(4.2)

The network architecture of the proposed one-shot unsupervised domain adaptive
semantic segmentation method is illustrated in Figure 4.2, which is composed of
a style-mixing segmentor for both style-transfer and semantic segmentation, and a
patchwise prototypical matching module for weighting the pixels of the source domain.
The details of the two main components and the objective functions are discussed
below.

f 4T
f 3T

xT

Patchwise
Prototypical
Matching

Conf

Style-mixing
Segmentor
f 3S

Pixel-weighted CE

f 4S

yxS
S

x 2X

S

pxS
E

Figure 4.2 An illustration of the proposed method for OSUDA semantic
segmentation. The pink arrows indicate the positions that style-mixing operation is
performed.

4.2.1

Style-mixing segmentor

For each iteration, the style-mixing segmentor first takes the target sample xT as
the input in the evaluation mode to achieve target features using the current model
parameters. Then, a sample xS is randomly chosen from the source domain and fed
into the segmentor in the training mode.
Inspired by [150], we propose to insert several AdaIN [53] layers into the segmentor
to obtain intermediate domains by stylizing the source sample according to the target
sample in both image and feature levels. Note that Luo et al.

[79] also equipped

AdaIN in their work, and the main difference is that they decouple the style-transfer
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and the following semantic segmentation task and employ additional encoder and decoder to construct the stylized images, while ours combines these two tasks together.
Following [53], we compute the spatial mean µ(.) and standard deviation σ(.) of any
given sample/feature f ∈ RC×H×W
µ(f ) =
and
σ(f ) =

v
u
u
t

H X
W
1 X
f
HW h=1 w=1

(4.3)

H X
W
1 X
(f − µ(f ))2 + ϵ,
HW h=1 w=1

(4.4)

where C, H and W are channel, height and width of f , respectively. ϵ is set to
10−30 . Since the only one target sample is insufficient to describe the whole target
feature distribution, we exploit more feature statistics centered around f T as shown
in Fig. 4.3.

T
Source
Target
Intermediate
domain
Normal
distribution

S

Figure 4.3 An illustration of the style-mixing operation. We first augment the
target feature statistics by adding a perturbation sampled from normal distribution.
Then some intermediate domains can be obtained by mixing the feature statistics of
the source and the augmented target.

Then, we mix the statistics of source and target domains and calculate the intermediate channel-wise mean γ and standard deviation β by




(4.5)





(4.6)

γ = λσ(f S ) + (1 − λ) σ(f T ) + rσ ,
β = λµ(f S ) + (1 − λ) µ(f T ) + rµ ,
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where λ ∈ RC are weights to balance the mixing operation which are randomly
sampled from uniform distribution for each image/feature pair, f S ∈ {xS , f3S } and
f T ∈ {xT , f3T } with f3S and f3T denoting the source and target features achieved from
layer3 respectively. Here we take rσ ∼ N (0, |σ(f

T )−σ(f S )|

10

) and rµ ∼ N (0, |µ(f

T )−µ(f S )|

10

).

The stylized source feature fcS is then produced by taking
!

f S − µ(f S )
+ β.
fcS = γ
σ(f S )
4.2.2

(4.7)

Patchwise prototypical matching

In [67], Li et al. empirically found that some source samples could have negative
effect on the adaptation. Based on this observation, they perform both image and
pixel-level selections in the source domain to avoid the negative domain adaptation.
However, both of their image and pixel-level selections are dependent on the distribution analysis of the target domain predictions, which are not applicable to our
one-shot setting, i.e., the sole target image cannot correctly reflect the data distribution in the target domain and many categories are missing in this target sample.
Inspired by [67], we propose a patchwise prototypical matching (PPM) by softly adjusting the weight of each source pixel during training according to their similarity
with the target sample. We do not perform image-level selection since “negative”
samples might also contain “positive” pixels for adaptation.
Specifically, we reshape the target image feature f4T ∈ RC4 ×H4 ×W4 obtained from
2

layer4 of the segmentor into the form of patches pT4 ∈ RN ×C4 ×P as shown in Fig. 4.4,
where H4 , W4 , C4 are the height, width and number of channels of f4T , P is the patch
size and N is the number of patches. There is no overlap between two patches.
Then, we compute the prototype for each patch via:
P rotoi =

P X
P
1 X
P atchi (s, t),
P 2 s=1 t=1

(4.8)

where P rotoi ∈ RC4 , i ∈ [0, N − 1] and (s, t) specifies each position in the patch. We
compute the similarity between each prototype and the source features as a confidence
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Figure 4.4 An illustration of the proposed patchwise prototypical matching.
map Confi ∈ RC4 ×H4 ×W4 for adaptation by




Confi = F f4S , P rotoi ,

(4.9)

where f4S ∈ RC4 ×H4 ×W4 is the source image feature obtained from layer4, and we
choose the cosine similarity as the distance function F. We then perform a max
operation across all prototypes to obtain the Conf ∈ RH4 ×W4 for this source sample
in this running iteration by
Conf = max Confi .
i∈[0,N −1]

(4.10)

The reason for using the prototypical representation of the target features to compute the confidence maps include: 1) it is more efficient than pixel-wise similarity
computation; 2) due to the domain gap, the pixel-level similarity usually contains
much more noise which can be relieved by using patchwise prototypes. Finally, the
confidence map is rectified based on the entropy of the source prediction. Given the
source prediction pxS , its entropy map E ∈ RH4 ×W4 can be achieved via:
C 

1 X
(c)
(c)
E=−
pxS · log(pxS ) ,
log(C) c=1

(4.11)

where C is the number of classes. Through this way, the rectified confidence map is
achieved by
\ = Conf · (1 − E).
Conf
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(4.12)

High entropy indicates low confidence for the prediction, therefore, (1 − E) can highlight the confident region based on the prediction. The thought behind this design is
that the source should be confident enough to help the adaptation to the target. A
detailed pipeline for the proposed PPM is given in Algorithm 1.
Algorithm 1 Patchwise Prototypical Matching
Input: Source images X S ; source labels Y S ; one-shot target image xT ; style-mixing
segmentor M with the parameter θ and learning rate lr
Output: Optimal θ∗
1: for xS ∈ X S do
2:
With no gradients:
3:
(pxT , f3T , f4T ) = M (xT , style = None);
4:
P atch = rearrange(f4T );
5:
Compute P roto via Eq.(4.8);
6:
(pxS , f3S , f4S ) = M (xS , style = (xT , f3T ));
7:
Compute the E using the pxS via Eq. (4.11);
\ using f4S and P atch via Eqs. (4.9), (4.10) and (4.12);
8:
Compute the Conf
\ , E);
9:
Update the parameter: θ ← θ − lr∇θ L(pxS , yxS , Conf
10: end for
11: Return θ as θ ∗

4.2.3

Objective functions

In general, the semantic segmentation task applies the cross entropy as the loss function:
Lce = −
(h,w,c)

where yxS

C 

XX
1 HW
(h,w,c)
(h,w,c)
y xS
· log(pxS
) ,
HW h,w c=1

(4.13)

represents the one-hot encoding of the ground-truth label at position

\ to
(h, w) for the class c. In our approach, we employ the final confidence map Conf
adjust the weight of each source sample in pixel-level via
Lpce = −

C
X
(h,w) X
1 HW
(h,w,c)
(h,w,c)
\
(Conf
· ( y xS
· log(pxS
))).
HW h,w
c=1

(4.14)

Finally, the whole network is trained with
L = αLce + Lpce ,
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(4.15)

where α is the balancing factor which is set to 0.5 in all experiments.

4.3

Experiment

4.3.1

Datasets and evaluation metric

We evaluate the proposed OSUDA semantic segmentation method in two synthetic-toreal scenarios, i.e., GTA5 [100] → Cityscapes [21] and SYNTHIA [103] → Cityscapes.
Both GTA5 and SYNTHIA datasets are treated as the source domains, where the
former contains 24,966 images with a resolution of 1, 914 × 1, 052 and the latter
contains 9,400 images with a resolution of 1, 280×760. We use Cityscapes as the target
domain which is split into 2,975/500/1,525 images for training/validation/testing
purpose. We follow the one-shot setting in [79] where only one unlabeled target
image is used for domain adaptation. In GTA5 → Cityscapes, 19 common categories
are evaluated and in SYNTHIA → Cityscapes, 16 common categories are evaluated.
We apply the Intersection over Union (IoU) as the evaluation metric.

4.3.2

Implementation details

The proposed method is implemented using PyTorch trained on a single Nvidia
2080Ti GPU. We use the DeepLabV2-Res101 [10] initialized with the source-only
trained weights provided by [117] as the segmentor. The source images are resized to
1, 280 × 760 and the one-shot target sample keeps its original size.
We train the network using the SGD [3] optimizer with a momentum of 0.9 and
a weight decay of 5 × 10−4 . The initial learning rate is set to 2.5 ×10−5 and it is
decreased gradually following the poly learning rate policy in [117]. The batch size is
set to 1 and the whole network is trained for 500 iterations. Note that we even don’t
get access to all source images during domain adaptation. Images from Cityscapes
validation set are resized to 1, 024 × 512 for performance evaluation. We run each
OSUDA experiment with the same 5 images as [79] (one for each time) and 5 times for
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each image. Finally, we report the average mIoU of the 25 runs computed using the
model weights saved in the last running iteration. All the approaches are evaluated
on the Cityscapes-val set.

4.3.3

Comparison results

In Table 4.1, we present the comparison results with other state-of-the-art approaches
for the GTA5 → Cityscapes experiment. The compared method can be divided into
three camps based on the data except for the source domain that are needed for
adaptation: 1) one unlabeled target image only (denoted by O); 2) style image dataset
(denoted by S); (3) both 1) and 2) (denoted by O+S). It can be observed that our
method achieves the best performance in the first camp.
Obviously, the general UDA approaches [117, 81, 158, 158] are not working well
in the one-shot setting and some even get worse results than the source only. Methods [152, 2] are proved to be more robust to this setting which indicates usefulness
of the style transfer strategy. ASM [79] is the first method that tackle the OSUDA
which is the most related one to ours. To make a fair comparison, we reproduce the
results of ASM using the same backbone as us and the reported mIoU is also based
on the model saved in the last iteration (not selecting the best one). Especially, our
method does not need additional dataset to pre-train a style transfer model while
ASM needs and runs only for 500 iterations for domain adaptation to achieve this
comparable results.
We also find that domain generalization approaches [139, 52] using additional
style image dataset also achieve comparable results or even better than the methods
using one target image. This indicates that using more images than only one target
image can be more helpful as expected. However, they need to spend more time to
explore the desired domains and the style references also need to be properly chosen.
The results for SYNTHIA → Cityscapes experiment are reported in Table. 4.2,
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Table 4.1 Quantitative comparison results for domain adaptation from GTA5 to
Cityscapes. The per-category mIoU (%) of the Cityscapes-val set are reported. For
all method with one-shot only setting denoted by O, the best results are presented
in bold, with the second best results underlined.
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where our method achieve the best performance across all of the three settings and
surpass the second best by 4.5% mIoU in the one-shot only setting.
We also show qualitative results for GTA5 → Cityscapes and SYNTHIA →
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Table 4.2 Quantitative comparison results for domain adaptation from SYNTHIA
to Cityscapes. The per-category mIoU (%) (13 categories) and mIoU* (%) (16
categories) of Cityscapes-val set are reported. For all method with one-shot only
setting denoted by O, the best results are presented in bold, with the second best
results underlined.
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Cityscapes each on 5 samples from the Cityscapes-val set in Figure 4.5 4.6 and Figure 4.74.8, respectively. It can be observed that our method achieves comparable
visualization results as ASM in the two domain adaptation scenarios and even better
on some categories such as train (Figure 4.7(a)), rider and bicycle (Figure 4.5(c)) and
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GT

Ours

ASM

Target

truck (Figure 4.6(d)).

(a)

(b)

(c)

Figure 4.5 Some qualitative comparison results for domain adaptation from GTA5
→ Cityscapes.

4.3.4

Ablation studies

Variants of the loss functions. We first investigate several variants of Eq. (4.12) as
shown in Table. 4.3. We directly use the model weights provided by [117] and fine-tune
it with the source data using the standard cross-entropy loss to obtain the source-only
results. Note that all these variants are equipped with the original segmentor instead
of the style-mixing one. We can observe that the confidence obtained via PPM is the
most important component in this equation, without which the mIoU drops 2.66% on
\,
GTA5 → Cityscapes and 9.66% on SYNTHIA → Cityscapes. Compared with Conf
E has inconsistent effect on the two experiments.
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Target
ASM
Ours
GT

(d)

(e)

(f)

Figure 4.6 Some qualitative comparison results for domain adaptation from GTA5
→ Cityscapes.

Table 4.3 Variants of Eq. (4.12) in both GTA5 → Cityscapes and SYNTHIA →
Cityscapes scenarios. The mIoU (%) scores are reported.
Variants

Source-only

\
w/o Conf

w/o E

Eq. (4.12)

G→C
S→C

36.67
35.26

38.38
34.26

40.95
44.14

41.04
43.92

Variants of the style-mixing segmentor. We study several variants of the
style-mixing segmentor as shown in Table. 4.4. The original Deeplab-V2-Res101
without style-mixing (with PPM) serves as the baseline which can obtain 41.04 mIoU.
Applying the style-mixing layer in image-level (xS only) can obtain 1.39% for GTA5
→ Cityscapes and 3.04% for SYNTHIA → Cityscapes. In addition, we try different
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Ours
GT

(a)

(b)

(c)

Figure 4.7 Some qualitative comparison results for domain adaptation from
SYNTHIA → Cityscapes.
feature-level style-mixing and we observe that using f3S only is better than using other
levels across the two adaptation settings. Therefore, we choose to apply the stylemixing layer to both xS and f3S (Ours). Other combinations might result in similar
performance. Compared with the original version of AdaIN, our modified version
achieves better performance.

Table 4.4 Variants of the style-mixing segmentor in both GTA5 → Cityscapes and
SYNTHIA → Cityscapes scenarios. The mIoU (%) scores are reported.
Variants

baseline

xS

f1S

f2S

G→C
S→C

41.04
43.92

42.43
46.96

40.74
43.65

41.13
43.71
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f3S

f4S

41.16 40.24
44.63 43.92

AdaIN

Ours

41.98
46.82

42.77
47.33

Target
ASM
Ours
GT

(d)

(e)

(f)

Figure 4.8 Some qualitative comparison results for domain adaptation from
SYNTHIA → Cityscapes.

Variants of the patch size. We also study different choices of patch size as
shown in Table. 4.5, where “no patch” means that we don’t split the target image
into patches and use prototype of the whole image to calculate the confidence map.
We find that the patch size 32 performs the best size for both two domain adaptation
experiments.

Table 4.5 Variants of the patch size for both GTA5 → Cityscapes and SYNTHIA
→ Cityscapes scenarios. The mIoU (%) scores are reported.
Patch size

8

G→C
S→C

42.43
44.83

16

32

64

42.30 42.77 42.38
45.91 47.33 45.52
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no patch
42.26
46.03

Ablation Study on the pre-training model We study the effect of the usage
of the pre-training model. From Figure 4.9, we find that our method can still obtain
similar mIoU results without using the pre-training model for GTA5 → Cityscapes
with more training iterations. Compared with ASM, our method does not need additional dataset and time to train a style-transfer model and uses fewer adaptation
iterations with a pre-trained source-only model. And our method can save the memory usage, for example, it only needs about 10G GPU memory while ASM requires
around 25G.

Figure 4.9 The mIoU (%) performance over varying adaptation iterations without
using pertrained model for GTA5 → Cityscapes.

4.4

One-Shot Day-to-Night Domain Adaptation

We further evaluate the proposed method on the more challenging day-to-night
setting. In this experiment, we pick Cityscapes [21] as the source and the Dark
Zurich [106] as the target.
The Dark Zurich dataset is carefully collected by Sakaridis et al. for unsupervised
nighttime semantic segmentation. It consists of 3,041 daytime, 2,920 twilight and
2,416 nighttime images that are all unlabeled and can be used for domain adaptation.
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There are also 201 labeled nighttime images including 50 images for validation whose
labels are provided and the rests serve as an online benchmark. The resolution of all
images is 1,920 × 1,080.
In our experiments, only one nighttime image is used for domain adaptation and
the Dark Zurich validation set is used for performance evaluation. We run this experiment with 4 images (one for each experiment) and 5 times for each image. Finally,
we report the average mIoU of the 20 runs computed using the model weights saved
in the last running iteration in Table 4.6. Here, the source-only model is obtained
by training the DeepLabV2-Res101 [10] on the Cityscapes training set for 150K iterations. By applying the source-only model weights, our method can achieve 17.5%
with additional 500 training iterations. We run ASM with the same 4 images for
50K iterations and compute the average of the 4 experiments as their results. It can
be observed that both of the two OSUDA approaches obtain performance gains over
the source-only results and our method get better results without training an explicit
style transfer model with additional dataset. Some qualitative results are shown in
Figure 4.10 where we can see that our method get better visualization results.

4.5

Chapter Summary

In this work, we have developed a novel method for the challenging one-shot setting
in unsupervised domain adaptation. By inserting the new version of AdaIN layers
into the segmentor, our method has the ability to explore more styles around the target sample and perform the semantic segmentation at the same time. We find that
the implicit style-transfer based on feature-level statistics can significantly reduce the
memory usage and improve the efficiency of domain adaptation. In addition, patchwise prototypical matching, which is proposed for relieving the negative adaptation
and weighting more the positive adaptation, is also shown to be very effective for
this task. Various experiments demonstrate that our method can achieve better or
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Table 4.6 Quantitative comparison results for domain adaptation from Cityscapes
to Dark Zurich. The per-category mIoU (%) of the Dark Zurich validation set are
reported.
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comparable results to the current state-of-the-arts in the one-shot setting with much
fewer iterations.
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Figure 4.10 Some qualitative comparison results for domain adaptation from
Cityscapes to Dark-Zurich.
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Chapter 5
A One-Stage Domain Adaptation Network for
Unsupervised
Nighttime Semantic Segmentation

58

5.1

Overview

With the advancement of deep learning and computing power, the state-of-the-art
performance of semantic segmentation for natural scene images taken at the daytime has been significantly improved in recent years [34, 54]. Many researchers have
started to segment more challenging images under various kinds of degradations, such
as those taken in foggy weather [109] or at the nighttime [106]. In this work, we focus on semantic segmentation of nighttime images, which has wide and important
applications in autonomous driving.
With many indiscernible regions and visual hazards [142], e.g., under/over exposure and motion blur, it is usually difficult even for human to build high-quality
pixel-level annotations of the nighttime scene images as ground truth, which, however, is a prerequisite for training many deep neural networks for semantic image
segmentation. To handle this problem, several domain adaptation methods have
been proposed to transfer the semantic segmentation models from daytime to nighttime without using labels in the nighttime domain. For example, in [23, 106, 108],
an intermediate twilight domain is taken as a bridge to build the adaptation between
daytime to nighttime. In [106, 101, 114, 88, 108], an image transferring network
is trained to stylize nighttime or daytime images and construct synthetic datasets.
All these methods require an additional pre-processing stage of training an image
transfer model between daytime and nighttime. This is not only time-consuming but
also making the second stage closely rely on the first one. Especially, it is difficult to
generate a transferred image that shares the exactly same semantic information with
the original images when the domain gap is large.
In this work, we propose a novel one-stage domain adaptation network (DANNet)
based on adversarial learning for nighttime semantic segmentation by using the newly
released Dark Zurich dataset [106], which contains unlabeled day-night scene image
pairs that are coarsely aligned using GPS recordings. The proposed DANNet performs
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a multi-target adaptation from Cityscapes data to Dark Zurich daytime (Dark ZurichD) and nighttime data (Dark Zurich-N). Specifically, we first adapt the model from
Cityscapes, which contains large-scale training data with labels, to Dark ZurichD since they are all taken at the daytime. Then, the prediction of Dark ZurichD is used as a pseudo supervision for Dark Zurich-N in the network training. We
apply an image relighting subnetwork to make the intensity distribution of the images
from different domains to be close. Following [117], we incorporate a weight-sharing
semantic segmentation network to make predictions for the relighted images and
perform an adversarial learning in the output space to ensure very close layout across
different domains. We further design a re-weighting strategy to handle the inaccuracy
caused by misalignment between day-night image pairs and wrong predictions of
daytime images, as well as boost the prediction accuracy of small objects. We conduct
extensive experiments on Dark Zurich and Nighttime Driving datasets to justify the
effectiveness of the proposed DANNet for nighttime semantic segmentation.

5.2
5.2.1

Method
Framework overview

Our method involves a source domain S and two target domains Td and Tn , where
S, Td , and Tn represent Cityscapes (daytime), Dark Zurich-D (daytime), and Dark
Zurich-N (nighttime), respectively. Note that only the source domain S of Cityscapes
has ground-truth semantic segmentation in training. The proposed DANNet proceeds
the domain adaptation from S to Td and S to Tn simultaneously and it consists of
three different modules: an image relighting network, a semantic segmentation network, and two discriminators, as illustrated in Figure 5.1. Three input images Is , Itd ,
and Itn are from the source domain S (Cityscapes) and two target domains Td and Tn
(Dark Zurich-D and Dark Zurich-N), respectively. They go through a weight-sharing
image relighting network which can make their distributions to be close to each other
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using the light loss Llight . All the outputs are fed into a weight-sharing segmentation
network to obtain the predictions. For the predictions from Is , a semantic segmentation loss Lseg is computed using the ground truth from the source dataset. Besides,
the predictions from Itd for the categories of static objects provide weak supervision
for the corresponding categories from Itn , reflected by a static loss Lstatic . Note that
the composition of the relighting network and the semantic segmentation network
forms the generator G. Two discriminators Dd and Dn are proposed to distinguish
outputs from the source domain S or the target domains Td and from the source domain S or the target domains Tn , respectively. All modules of the proposed DANNet
are elaborated in detail below.

Figure 5.1 The architecture of the proposed DANNet.

Image relighting network Inspired by [56], we design an image relighting network to make the intensity distributions of the images from different domains to be
close such that the later semantic segmentation network is less sensitive to illumination changes. The relighting network takes the scene images Is , Itd and Itn from the
three domains, and generates the relighted images Rs , Rtd and Rtn , respectively. The
relighting network shares weights for all input images from the three domains, see
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Figure 5.2 for the detailed structure of this network. It consists of four convolutional
layers, three residual blocks and two transposed convolutional layers, and each convolutional layer is followed by a batch normalization layer. The output from the last
layer is then added to the input images to obtain the relighted image.

2D Convolution

Batch Normlization

ReLU

Transposed convolution

Tanh

Figure 5.2 The structure of the image relighting network.

Semantic segmentation network We select and test three popular semantic
segmentation networks in our method: Deeplab-v2 [10], RefineNet [71] and PSPNet [148]. Note that the common backbone is ResNet-101 [45] in all of them. For
this module, we share weights for all the input images from the three domains. The
semantic segmentation network takes Rs , Rtd and Rtn as the inputs and produces
segmentation predictions (category-likelihood map) Ps , Ptd and Ptn for the three
domains, respectively. The composition of the image relighting network and the
semantic segmentation network forms the generator G of the proposed DANNet.
Discriminators As done in [117], the discriminators are designed to distinguish whether the segmentation prediction comes from the source domain or either
of the target domains by performing adversarial learning in the output space. We
modified the architecture in [98] following [117] by utilizing all fully convolutional
layers. Particularly, it includes 5 convolutional layers with the channel numbers of
{64, 128, 256, 256, 1}, and a kernel size of 4 × 4. The stride is 2 for the first two convolutional layers and 1 for the rest. Since we have two target domains Td and Tn , we
design two discriminators Dd and Dn to distinguish whether the output is from S or
Td and from S or Tn , respectively. The two discriminators share the same structures
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yet the weights and are jointly trained.

5.2.2

Probability re-weighting

Due to the fact that the numbers of pixels for different object categories are imbalanced in the source domain, network training can usually converge more easily by
predicting a pixel to be a category of large-size object, such as road, building, and
tree, in training discriminators. In this case, it is quite difficult to correctly predict
the pixels of small objects which have relatively fewer annotations in the dataset, such
as pole, sign, and light. To address this problem, we propose a re-weighting strategy
to the predicted category-likelihood maps. Specifically, for each category k ∈ C, we
first define a weight
wk′ = − log(ak ),

(5.1)

where ak is the proportion of all the valid pixels that are labeled as category k in the
source domain. Clearly the smaller the value of ak , the larger the value of wk′ and
the use of such a weight can help segment the categories of smaller-size objects. We
use the logarithm to prevent from overweighting small-size object categories. In our
experiment, we further normalize this weight by
wk =

wk′ − w
· std + avg,
σ(w)

(5.2)

where w and σ(w) are the mean and standard deviation of wk′ , k ∈ C, respectively.
The parameters std and avg are two positive constants we pre-select to shift the value
range of wk to be mainly positive. During training, we set std = 0.05 and avg = 1.0
empirically. We then multiply each normalized weight wk with the corresponding
category channel of the predicted likelihood map P , where P ∈ {Ptd , Ptn }. Thus, the
final semantic segmentation result F is obtained by employing an argmax operation
on the multiplication result.
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5.2.3

Objective functions

In this subsection, we introduce all the objective functions involved in the proposed
end-to-end DANNet training, including the light loss, the semantic segmentation loss,
the static loss, and the adversarial loss.
Light Loss The light loss is proposed to ensure that the intensity distributions
of the outputs Rs , Rtd and Rtn after the image relighting network are close to each
other. The light loss is a combination of three loss functions: the total variation loss
Ltv , the exposure control loss Lexp , and the structural similarity loss Lssim .
The total variation loss Ltv [104] is widely used in image denoising [143] and image
synthesis [122] to make images smoother. In this work, we apply such a loss function
to remove rough textures such as noises to facilitate the semantic segmentation. The
loss Ltv is defined by
Ltv =

1
∥(∇x (I − R))2 + (∇y (I − R))2 ∥1 ,
N

(5.3)

where I ∈ {Is , Itd , Itn } represents the input images, R ∈ {Rs , Rtd , Rtn } is the output of
the relighting network, N is the number of pixels in I, ∇x and ∇y represent intensity
gradients between neighboring pixels along the x and y directions, respectively, and
∥ · ∥1 is the L1 norm that sums up over all the pixels.
To obtain the similar lighting effects in the day and night scenarios, we apply the
following exposure loss Lexp proposed in [43] to control the exposure level:
Lexp =

1
∥φ(R) − E∥1 ,
M

(5.4)

where φ is a 32 × 32 average pooling function and M represents the number of pixels
in φ(R). Different from [43], the value of E is dynamically set to be the average
intensity value of the nighttime image for each training iteration.
The structural similarity loss Lssim [124] is widely used for image reconstruction [38, 8]. Here we apply this loss function to ensure that the generated relighted
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images R could maintain the structure of original images I. The loss Lssim is defined
by
Lssim =

1
∥1 − SSIM (I, R)∥1 .
2N

(5.5)

As in [38], we use a simplified SSIM (structural similarity index measure) with a 3 × 3
block filter in this loss function.
Finally, by combining all the three loss terms, our light loss Llight is defined by
Llight = αtv Ltv + αexp Lexp + αssim Lssim ,

(5.6)

where αtv , αexp , and αssim are set to 10, 1, and 1, respectively in all experiments.
Semantic segmentation loss We adopt the widely used weighted cross-entropy
loss for training the semantic image segmentation in the source domain:
Lseg = −

1 X
∥wk GT (k) · log(Ps(k) )∥1 ,
N |C| k∈C

(5.7)

where Ps(k) is the k-th channel of the prediction Ps from the source images, wk is the
weight defined in Eq. (5.2), and GT (k) is the one-hot encoding of the ground truth
for the k-th category.
Static loss Based on the fact that the daytime image share similarities with
its corresponding nighttime counterpart when considering only the static object categories, we here introduce a static loss to provide pixel-level pseudo supervision for the
static object categories, e.g., road, sidewalk, wall, fence, pole, light, sign, vegetation,
terrain and sky, in the nighttime images.
Given the segmentation predictions Ptd ∈ RH×W ×C and Ptn ∈ RH×W ×C , we only
consider the channels corresponding to the static categories for calculating this loss.
Let us denote C S as the total number of the categories of static objects, then it holds
S

S

S
that PtdS ∈ RH×W ×C and Ptn
∈ RH×W ×C .

We first apply Eq. (5.2) to calculate the re-weighted prediction Ftd as the pseudo
label. Following [135, 15], we then employ the focal loss [72] to remedy the imbalance
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among different categories of training samples. Finally, the static loss Lstatic is defined
by
Lstatic = −

1
S γ
) log(p)∥1 ,
∥(1 − Ptn
N

(5.8)

where N is the total number of valid pixels in the segmentation ground truth, γ is
the focusing parameter (set to 1 in all experiments), and p is the likelihood map for
the correct category. Different from the focal loss in [72], we compute p at each pixel
i in a 3 × 3 local region for category c by
S
p(c, i) = max(o(c, j) · Ptn
(c, i)),
j

(5.9)

where o is the one-hot encoding of the semantic pseudo ground truth Ftd , and j
represents each position of the 3 × 3 region centered at i.
Adversarial loss We employ two discriminators for adversarial learning, which
are used to distinguish whether the output is from the source domain or one of the
two target domains, i.e., S or Td and S or Tn . We adopt the least-squares loss
function [83] to make both predictions Ptd and Ptn to be close to Ps . Specifically, we
define the combination of these two adversarial losses (Ladv ) as:
Ladv = (Dd (Ptd ) − r)2 + (Dn (Ptn ) − r)2 ,

(5.10)

where Ptd = G(Itd ), Ptn = G(Itn ), and r is the label for the source domain which has
the same resolution as the output of discriminators. Thus, the total loss Ltotal of the
generator (G) is defined by combining Llight , Lseg , Lstatic and Ladv :
min Ltotal = β1 Llight + β2 Lseg + β3 Lstatic + β4 Ladv ,
G

(5.11)

where β1 , β2 , β3 , and β4 are set to 0.01, 1, 1 and 0.01 respectively in all experiments.
The generator and the corresponding discriminators are trained alternatively and
the objective functions of the discriminators Ds and Dn are defined respectively by:
1
1
min Ld = (Dd (Ps ) − r)2 + (Dd (Ptd ) − f )2 ,
Dd
2
2
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(5.12)

1
1
min Ln = (Dn (Ps ) − r)2 + (Dn (Ptn ) − f )2 ,
Dn
2
2

(5.13)

where f is the label for the target domains with the same resolution as the output of
discriminators.

5.3
5.3.1

Experiment
Datasets and evaluation metrics

For all experiments, we use the mean of category-wise intersection-over-union (mIoU)
as the evaluation metric, and the higher the better. The following datasets are used
for model training and performance evaluation:
Cityscapes [21] The Cityscapes dataset contains 5,000 frames taken in street scenes
with pixel-level annotations of a total of 19 categories, and both the original images
and annotations have a resolution of 2, 048 × 1, 024 pixels. In total, there are 2,975
images for training, 500 images for validation and 1,525 images for testing. In this
work, we use the Cityscapes training set in the training stage of the proposed DANNet
for adversarial learning.
Dark Zurich [106] The Dark Zurich dataset consists of 2,416 nighttime images,
2,920 twilight images and 3,041 daytime images for training, which are all unlabeled
with a resolution of 1, 920 × 1, 080. Images in these three domains can be coarsely
aligned by using GPS-based nearest neighbor assignment to compensate the translation in each direction and the zoom in/out factors. In this work, we only use
2,416 night-day image pairs in training of the proposed DANNet (without using the
twilight images). The Dark Zurich dataset also contains another 201 annotated nighttime images including 50 for validation (Dark Zurich-val) and 151 for testing (Dark
Zurich-test), for quantitative evaluation. Note that the Dark Zurich-test serves as an
online benchmark whose ground truth are not publicly available. In our experiments,
by submitting the segmentation results to the online evaluation website we get the
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performance of the proposed DANNet on Dark Zurich-test against the annotated
ground truths.
Nighttime Driving [23] The Nighttime Driving test set contains 50 nighttime
images of resolution 1, 920 × 1, 080 from diverse visual scenes. All these 50 images
have been annotated at the pixel level using the same 19 Cityscapes category labels.
In our experiments, we only use Nighttime Driving test set for method evaluation.

5.3.2

Experimental settings

We implement the proposed DANNet using PyTorch on a single Nvidia 2080Ti GPU.
Following [10], we train our network using the Stochastic Gradient Descent (SGD)
optimizer with a momentum of 0.9 and a weight decay of 5 × 10−4 . The base learning
rate is set to 2.5 × 10−4 and then we employ the poly learning rate policy to decrease
it with a power of 0.9. The batch size is set to 2. We use Adam optimizer [60]
for training the discriminators with β being set to (0.9, 0.99). The learning rate of
the discriminators is set to 2.5 × 10−4 and follows the same decay strategy as for
the generator. In addition, we apply random cropping with the crop size of 512
on the scale between 0.5 and 1.0 for Cityscapes dataset, with the crop size of 960
on the scale between 0.9 and 1.1 on Dark Zurich dataset, and random horizontal
flipping in the training. To make the training easier to converge, we use the semantic
segmentation models that are pre-trained on Cityscapes for 150,000 epochs and report
the performance of different segmentation models on the validation set of Cityscapes
and Dark Zurich in Table 5.1.

5.3.3

Comparison with state-of-the-art methods

Comparison on Dark Zurich-test

We first compare our DANNet with some

existing state-of-the-art methods, including MGCDA [108], GCMA [106], DMAda [23]
and several other domain adaptation approaches [117, 119, 69] on Dark Zurich-test,
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Table 5.1 The mIoU performance of the pre-trained semantic segmentation models
on the validation set of Cityscapes and Dark Zurich.
Method
RefineNet [71]
DeepLab-v2 [10]
PSPNet [148]

Cityscapes-val

Dark Zurich-val

65.20
65.67
63.37

15.16
12.14
12.28

and the results on the mIoU performance are reported in Table 5.2. Among these
methods, MGCDA, GCMA, and DMAda share the same baseline RefineNet while the
rest are based on Deeplab-v2 and they use the common ResNet-101 backbone [45] and
the nighttime images in Dark Zurich-test as inputs during testing. Our DANNets with
either DeepLab-v2, RefineNet or PSPNet all perform better than or tie to existing
methods on this dataset, and the one with PSPNet achieves the best performance
among all, with a 2.7% improvement of the overall mIoU over the highest score
obtained by all existing methods (by MGCDA). We also observe that our DANNet
significantly outperforms other methods on quite a few categories, such as road,
sidewalk, and sky, which indicates that our method handles the large day-to-night
domain gap very well even in discernible regions. Sample visualization results on
Dark Zurich-val in Figure 5.3 also verify such observation.
Comparison on Night Driving We report the performance of the proposed DANNet and the same set of comparison methods on Night Driving test set in Table 5.3,
with sample visualization results presented in Figure 5.4. It is worth to mention that
Night Driving dataset is not labeled as elaborately as Dark Zurich-test as shown in
Figure 5.4, and many categories that our DANNet predicts well (see Table 5.2), such
as building and vegetation, are not annotated in this test set. We also notice that
the category of sky is only labeled in 2 out of the 50 images in Night Driving test
set. Even with these issues, our DANNet with PSPNet still achieves the second best
performance (MGCDA gets the best) on this dataset.
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road

sidewalk

building

wall

fence

pole

traffic light

traffic sign

vegetation

terrain

Table 5.2 The per-category results on Dark Zurich-test by current state-of-the-art
methods and our DANNet.

RefineNet [71]-Cityscapes
DeepLab-v2 [10]-Cityscapes
PSPNet [148]-Cityscapes

68.8
79.0
78.2

23.2
21.8
19.0

46.8
53.0
51.2

20.8
13.3
15.5

12.6
11.2
10.6

29.8
22.5
30.3

30.4
20.2
28.9

26.9
22.1
22.0

43.1
43.5
56.7

14.3
10.4
13.3

AdaptSegNet-Cityscapes→DZ-night [117]
ADVENT-Cityscapes→DZ-night [119]
BDL-Cityscapes→DZ-night [69]
DMAda [23]
GCMA [106]
MGCDA [108]

86.1
85.8
85.3
75.5
81.7
80.3

44.2
37.9
41.1
29.1
46.9
49.3

55.1
55.5
61.9
48.6
58.8
66.2

22.2
27.7
32.7
21.3
22.0
7.8

4.8
14.5
17.4
14.3
20.0
11.0

21.1
5.6
16.7
23.1 14.0 21.1
20.6 11.4 21.3
34.3 36.8 29.9
41.2 40.5 41.6
41.4 38.9 39.0

37.2
32.1
29.4
49.4
64.8
64.1

8.4
8.7
8.9
13.8
31.0
18.0

DANNet (DeepLab-v2)
DANNet (RefineNet)
DANNet (PSPNet)

88.6 53.4 69.8
90.0 54.0 74.8
90.4 60.1 71.0

25.0
25.0
30.6

69.5
72.0
70.5

32.2
26.2
31.8

bus

train

motorcycle

bicycle

33.6
30.4
23.2

9.3
7.4
10.7

28.5
28.8
28.8

68.2 45.1
64.0 13.8
63.2 28.2
69.4 18.4
75.5 39.2
74.7 66.0

0.0
0.0
0.0
0.0
0.0
0.0

50.1
58.8
47.7
27.6
49.6
37.5

33.9
28.5
39.4
34.9
30.7
29.1

15.6
20.7
15.7
11.9
21.0
22.7

30.4
29.7
30.8
32.1
42.0
42.5

54.1
68.2
67.4

0.1
0.3
0.0

40.9
66.4
73.0

36.0 24.1
38.3 23.6
31.6 22.9

42.5
44.3
45.2

car

24.0
52.3
53.2

rider

0.2
0.0
0.0

person

6.8
6.4
1.6

0.3
18.0
20.8

36.9
37.4
38.2

49.7
33.8
21.8

63.6
64.1
52.1

AdaptSegNet-Cityscapes→DZ-night [117]
ADVENT-Cityscapes→DZ-night [119]
BDL-Cityscapes→DZ-night [69]
DMAda [23]
GCMA [106]
MGCDA [108]

1.2
2.0
1.1
0.4
32.1
55.8

35.9 26.7
39.9 16.6
37.4 22.1
43.3 50.2
53.5 47.5
52.1 53.5

DANNet (DeepLab-v2)
DANNet (RefineNet)
DANNet (PSPNet)

82.3
84.0
80.2

44.2
47.0
45.7
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43.7
33.9
41.6

35.9
30.2
33.7

mIoU

RefineNet [71]-Cityscapes
DeepLab-v2 [10]-Cityscapes
PSPNet [148]-Cityscapes

Method

31.5
26.8
34.3

truck

34.0 20.0
41.0 21.1
33.6 22.9

sky

Method

22.0
19.0
16.8

Figure 5.3 Visualization comparison of our DANNet with some existing
state-of-the-art methods on three samples from Dark Zurich-val.

Table 5.3 Comparison of our DANNet with some existing state-of-the-art methods
on Nighttime Driving test set [23].

5.3.4

Method

mIoU

RefineNet [71]-Cityscapes
DeepLab-v2 [10]-Cityscapes
PSPNet [148]-Cityscapes

32.75
25.44
27.65

AdaptSegNet-Cityscapes→DZ-night [117]
ADVENT-Cityscapes→DZ-night [119]
BDL-Cityscapes→DZ-night [69]
DMAda [23]
GCMA [106]
MGCDA [108]

34.5
34.7
34.7
36.1
45.6
49.4

DANNet (RefineNet)
DANNet (DeepLab-v2)
DANNet (PSPNet)

42.36
44.98
47.70

Ablation study

To demonstrate the effectiveness of different components of the proposed DANNet,
we train several model variants for 35,000 epochs and test them on Dark Zurich-val.
The performance results are reported in Table 5.4. Adaptation to Dark Zurich-N
using AdaptSegNet [117] serves as the baseline and DANNet is the full model.
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Figure 5.4 Visualization comparison of our DANNet with some existing
state-of-the-art methods on three samples from Night Driving-test.

We observe that coarsely aligned Dark Zurich-D is quite important although it
is unlabeled, and the pseudo labels drawn from the predictions on Dark Zurich-D
also play a key role in our network, without which the mIoU decreases by 13.78%.
Both the image relighting network and the corresponding loss Llight can enhance the
performance. We also see that the specially designed loss Lstatic is better than directly
applying the cross entropy or focal loss to calculate the static loss.
In addition, the re-weighting strategy is verified to be useful and can further boost
the performance. As shown in Figure 5.5, this strategy helps segment the small
objects. We find that the selection of the value std is also important in applying the
re-weighting strategy.
We test different std values and the performance curve of the proposed DANNet
on Dark Zurich-val is shown in Figure 5.6. The optimal performance is achieved when
setting std = 0.16 during testing. By directly applying the commonly-used weights
provided by OCNet [138], it only achieves 35.05 mIoU on DZ-val dataset, which is
less than that of our DANNet. In general, the full settings of our DANNet bring
about an additional 10% performance increase over the state-of-the-art approaches
on Dark Zurich-val.
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Table 5.4 Ablation study on several model variants of our DANNet (PSPNet) on
Dark Zurich-val.
Method

mIoU

GCMA [106]
MGCDA [108]

26.65
26.10

AdaptSegNet-Cityscapes→DZ-night [117]

20.19

w/o Dark Zurich-D
w/o relighting network & Llight
w/o Llight

22.78
34.14
35.05

w/o Lstatic
w/ Cross Entropy Loss in Lstatic
w/ Focal Loss in Lstatic

20.48
33.61
36.49

w/o re-weighting on pseudo labels
w/o re-weighting on prediction

32.71
32.22

w/o pretrained segmentation model

30.74

DANNet

36.76

Figure 5.7 shows the confusion matrix computed using Dark Zurich-val. We can
observe that pole is easily to be misclassified as vegetation, traffic sign usually is
misclassifed as building.

5.3.5

More quantitative results

We first report the quantitative comparison results of the re-weighting strategy for
each category by our DANNet on Dark Zurich-val in Table 5.5. It is easy to see
that most of the classes are predicted more accurately by applying the proposed reweighting strategy. We also provide the per-category results for the ablation study
on several model variants of our DANNet (supplement to Table 4 in the main paper)
in Table 5.6.
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Figure 5.5 Visualization results of w/ and w/o the re-weighting strategy on a
sample from Dark Zurich-val by our DANNet (PSPNet).

Figure 5.6 Ablation study on the value of std in the re-weighting strategy on Dark
Zurich-val by our DANNet (PSPNet).

5.4

Chapter Summary

In this work, we have proposed a novel end-to-end neural network DANNet for unsupervised nighttime semantic segmentation, which performs an adaptation from a
labeled daytime dataset to unlabeled day-night image pairs. In our DANNet, an
image relighting network with a special light loss function is first used to make the
intensity distributions of the images from different domains to be close to each other.
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Figure 5.7 Normalized confusion matrix (%) of semantic segmentation in the Dark
Zurich-val.
Then the unlabeled Dark Zurich-D data is used to bridge the domain gap between
the labeled daytime images (Cityscapes) and the unlabeled nighttime images (Dark
Zurich-N). By leveraging the similar illumination patterns between Dark Zurich-D
and Cityscapes and coarse alignment of static categories between Dark Zurich-D and
Dark Zurich-N, our DANNet performs multi-target domain adaptation as well as a
re-weighting strategy to boost the performance for small objects. Experimental results demonstrated the effectiveness of each of the designed components and showed
that our DANNet achieves the state-of-the-art performance on Dark-Zurich and Night
Driving test datasets.
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0.0
0.0

76

terrain

48.55
46.99

vegetation

truck

24.69
25.44

20.93
39.95

4.42
14.15

67.31
68.26

19.01
28.61

bicycle

car

19.5
21.01

traffic sign

rider

80.22
82.91

7.48
14.08

motorcycle

41.73
40.35

traffic light

26.78
37.79

train

fence

74.19
77.08

pole

wall

55.68
59.35

bus

building

w/o re-weighting
w/ re-weighting

sidewalk

Method

88.89
90.93

person

w/o re-weighting
w/ re-weighting

road

Method

sky

Table 5.5 The per-category results on Dark Zurich-val by our DANNet with or
without the proposed re-weighting strategy. The higher results are presented in
bold.

mIoU

0.0
0.0

0.0
0.0

4.27
10.21

28.51
41.33

32.22
36.76

road

sidewalk

building

wall

fence

pole

traffic light

traffic sign

vegetation

terrain

Table 5.6 The per-category results on Dark Zurich-val for the ablation study on
several model variants of our DANNet.

GCMA [106]
MGCDA [108]

73.4
59.0

38.4
46.1

48.1
64.4

12.3
6.0

27.9
11.5

23.9
26.0

47.4
40.1

15.1
14.8

55.6
56.6

27.4
27.3

AdaptSegNet-Cityscapes→DZ-night [117]

68.7

12.7

54.5

6.7

37.8

17.8

19.8

10.9

43.0

14.8

w/o Dark Zurich-D
w/o relighting network & Llight
w/o Llight

75.3
89.3
90.9

25.0
56.9
53.2

48.7
79.0
78.6

15.2
36.2
39.4

32.6
30.5
39.4

18.6
9.7
12.8

13.2
32.4
37.7

13.0
8.1
7.36

41.0
67.4
65.9

25.8
33.9
27.2

w/o Lstatic
w/ Cross Entropy Loss in Lstatic
w/ Focal Loss in Lstatic

70.8
89.9
88.4

20.7
59.1
60.5

42.8
77.2
80.0

11.8
38.6
36.8

28.7
33.0
33.3

17.6
12.7
13.9

23.0
28.3
41.6

12.5
10.2
6.6

38.9
66.2
67.5

24.1
30.1
35.1

w/o re-weighting on pseudo labels
w/o re-weighting on prediction

90.2
88.9

58.4
55.7

76.2
74.2

32.0
26.8

32.7
41.7

9.8
7.45

29.2
20.9

7.4
4.4

62.4
67.3

30.1
19.0

w/o pretrained segmentation model

88.1

56.5

70.1

30.6

31.6

11.7

22.2

9.4

58.1

23.1

DANNet (PSPNet)

90.9

59.4

77.1

37.8

40.4

14.1

40.0

14.2

68.3

28.6

sky

person

rider

car

truck

bus

train

motorcycle

bicycle

Method

mIoU

GCMA [106]
MGCDA [108]

25.8
31.4

27.1
23.3

1.4
1.2

54.3
61.6

0.0
0.0

0.0
0.0

0.0
0.0

13.9
15.0

14.4
12.5

26.7
26.1

AdaptSegNet-Cityscapes→DZ-night [117]

8.07

14.2

0.0

41.4

0.0

0.0

0.0

8.3

24.8

20.2

w/o Dark Zurich-D
w/o relighting network & Llight
w/o Llight

1.5
83.7
82.3

18.2
21.8
18.9

26.3
0.7
9.7

42.2
52.6
55.5

0.0
0.0
0.0

0.0
0.0
0.0

0.0
0.0
0.0

6.1
14.1
14.6

30.7
32.3
32.5

22.8
34.1
35.1

w/o Lstatic
w/ Cross Entropy Loss in Lstatic
w/ Focal Loss in Lstatic

4.1
81.7
83.4

16.3
17.1
19.2

23.6
0.4
20.0

40.1
55.0
56.6

0.0
0.0
0.0

0.0
0.0
0.0

0.0
0.0
0.0

2.6
12.1
19.1

13.6
27.4
31.5

20.5
33.6
36.5

w/o re-weighting on pseudo labels
w/o re-weighting on prediction

83.5
80.2

15.4
19.5

7.1
24.7

52.8
48.6

0.0
0.0

0.0
0.0

0.0
0.0

11.4
4.3

23.0
28.5

32.7
32.2

w/o pretrained segmentation model

76.1

16.2

7.8

46.9

0.0

0.0

0.0

14.8

20.9

30.7

DANNet (PSPNet)

82.9

21.0

25.4

47.0

0.0

0.0

0.0

10.2

41.3

36.8

Method
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Chapter 6
Image to Video Domain Adaptive Semantic
Segmentation
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6.1

Overview

Generating a dense prediction map for each frame to indicate specific class of each
pixel, video semantic segmentation is a fundamental task in computer vision with
important applications in autonomous driving and robotics [22, 21]. Just like image
semantic segmentation [77, 10, 148], state-of-the-art supervised learning methods
for video semantic segmentation require large-scale labeled training data, which is
costly and laborious to annotate manually [33, 36, 154, 75, 89]. Semi-supervised
training [87, 89, 155, 12] can help relieve the manual-annotation burden but still
requires to annotate sparsely sampled video frames from the same domain.
One way to avoid completely manual annotation is to train segmentation models
on simulated data that are easily rendered by video game engines and therefore selfannotated, and then transfer the learned knowledge into real-world video data for
improving semantic segmentation. Underlying this is actually an important concept
of domain adaptation – from the source domain of simulated data to the target domain
of real-world data – which was initially studied for image semantic segmentation [48,
9, 117, 119, 133, 144], e.g.from GTA5 [100] to Cityscapes [21] and from SYNTHIA
[103] to Cityscapes with much success. This concept of domain adaptation also has
been extended to tackle video semantic segmentation – a straightforward approach is
to treat each video frame as an image and directly perform image-to-image domain
adaptation to segment each frame independently [42]. By ignoring the temporal
information along the videos, these approaches usually exhibit limited performance
on video semantic segmentation.
Recent progress on video semantic segmentation witnesses two inspirational works [42,
112] that coincidentally suggest video-to-video domain adaptation. Both of them
employ adversarial learning of the video predictions between the source and target
domains and therefore consider spatial-temporal information in both domains. While
we can generate large-scale simulated videos to well reflect the source domain, it may
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lead to high complexity of the network and its training in the source domain. Motivated by such observation and with the goal to reduce the cost, we aim to develop
a new concept of image-to-video domain adaptive semantic segmentation (I2VDA),
where the source domain only contains simulated images and the target domain realworld videos.
Videos contain spatial-temporal information and video-to-video domain adaption
can exploit and pass both spatial and temporal knowledge from the source domain
to the target domain. The fundamental hypothesis of the proposed image-to-video
domain adaptation for semantic segmentation is that we only need to pass the spatial
knowledge from the source domain to the target domain, not the temporal one. In
principle, we have two major arguments for this hypothesis: 1) the between-frame
continuity is the most important temporal knowledge for video semantic segmentation
and such continuity can be well exploited from videos in the target domain, e.g., the
optical flow along each video; and 2) the temporal information between the source
and target domains practically may not show a systematic domain gap that has to
be filled by adaptation. On the other hand, using images, instead of videos, in the
source domain can significantly reduce the required training-data size and the network
complexity.
In this paper, we verify the above fundamental hypothesis by developing a new
image-to-video domain adaptive semantic segmentation method. In our method,
we propose a novel temporal augmentation strategy to make use of the temporal
consistency in the target domain and improve the target predictions. Moreover,
the domain gap is bridged by the widely-used adversarial learning strategy which
only considers the spatial features in the two domains. To relieve the instability of
the adversarial learning, we further introduce a new training scheme that leverages a
proxy network to generate pseudo labels for target predictions on-the-fly. We conduct
extensive experiments to demonstrate the effectiveness of the proposed method and
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each of its strategy. The main contributions of this paper are summarized as follows:
• We propose and verify a new finding – for segmenting real videos, it is sufficient to perform domain adaptation from synthetic images, instead of synthetic
videos, i.e., there is no need to adapt and transfer temporal information in
practice.
• We introduce for the first time the setting of image-to-video domain adaptive
semantic segmentation, i.e., which uses labeled images as the source domain in
domain adaptation for video semantic segmentation.
• We successfully develop an I2VDA method with two novel designs: 1) a temporal augmentation strategy to better exploit and learn diverse temporal consistency patterns in the target domain; and 2) a training scheme to achieve more
stable adversarial training with the help of a proxy network.
• Experimental results on two synthetic-to-real scenarios demonstrate the effectiveness of the proposed method and verify our fundamental hypothesis.
Without simulating/adapting temporal information in the source domain, our
method still outperforms existing state-of-the-art video-to-video domain adaptation methods.

6.2
6.2.1

Proposed Method
Problem setting

The goal of image-to-video domain adaptive semantic segmentation is to transfer only
spatial knowledge from a labeled source domain S to an unlabeled target domain T.
Same as the setting of domain adaptive video segmentation [42, 112], the target
domain is in the format of video sequences I T := {I0T , I1T , ..., InT , ...} with I T ∈ T. In
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contrast, the source domain consists of a set of image-label pairs that are not in
chronological order, (I S , GT S ) ∈ S.

6.2.2

Framework overview

Our work bridges the spatial domain gap between the source and the target via adversarial learning and further considers the augmented temporal consistency in the
target domain to achieve accurate predictions for the videos. In addition, a novel
training scheme is introduced to improve the stability of the adversarial training.
The proposed image-to-video domain adaptive semantic segmentation framework is
illustrated in Figure 6.1. The main components include flow estimation network F
(for temporal augmentation and consistency learning), semantic segmentation network M and its proxy M′ , and discriminator D.
Flow estimation network

In our work, the flow estimation network F is

used to obtain the optical flow between two consecutive frames and the computed
optical flow is used for two purposes: 1) synthesizing an intermediate frame It given
two consecutive target frames I0 and I1 ; and 2) warping the predictions to ensure
temporal consistency in the target domain. Here, we use pre-trained FlowNet21 [55]
as F to estimate the optical flow.
Semantic segmentation network

We adopt the widely-used Deeplab-v2 [10]

with a backbone of ResNet-101 [45] (pre-trained on ImageNet [26]) as the semantic
segmentation network M. During training, M is used in a training mode to generate
the predictions for I S , I0 and It , which are denoted as P S , P0 and Pt , respectively.
Note that these predictions are upsampled to the same resolution as the input images.
In addition, the proxy network M′ has the same architecture as M, which instead
is used in an evaluation mode to generate pseudo labels given I1 as the input. The
parameters of M′ are updated via a copy from M at a certain frequency.
1

https://github.com/NVIDIA/flownet2-pytorch
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Temporal
Augmentation
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I1
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M

M

P

L seg

S

D
Semantic
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Network

Pt

P0
D
Proxy
Network

M'

M

D
Discriminator

P1

Temporal-augmented
Consistency

Weight-Sharing

Copy

Figure 6.1 An illustration of the proposed image-to-video domain adaptive
semantic segmentation framework. During training, the framework requires three
inputs including a source image I S and two consecutive frames I0 and I1 from a
target video I T . First, an intermediate target frame It (0 < t < 1) is synthesized
using I0 and I1 via a frame interpolation with temporal augmentation. Then, I S , I0
and It are fed into a weight-sharing semantic segmentation network M to obtain
the corresponding predictions. A semantic segmentation loss Lseg is computed using
the prediction of I S and its label GT S . A discriminator D is employed to distinguish
outputs from the source domain S and target domain T. Besides, a proxy network
M′ takes I1 as the input to generate its pseudo label which is used for ensuring the
temporal consistency of the target predictions. Note that the parameters of M′ are
updated via copying from M instead of back propagation.

Discriminator

To perform the adversarial learning, we employ the discrimi-

nator D to distinguish whether the prediction is from the source domain or the target
one by following [117].
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6.2.3

The temporal augmentation strategy

From our perspective, the source does not require to be an ordered video sequence, but
the temporal patterns such as frame rate and the speed of the ego-vehicle in the target
domain do matter for performance improvements. As stated in [82], the temporal
constraint is sensitive to object occlusions and lost frames, e.t.c.. Here we propose
a novel temporal augmentation strategy to achieve robust temporal consistency in
the target domain, which is implemented based on a well-studied task – video frame
interpolation [57].
Different from images, videos have the unique temporal dimension where more
choices on data augmentation strategies can be applied other than those only focusing
on the spatial dimension, e.g., random flipping and rotation. In [155], Zhu et al.
proposed to synthesize more image-label pairs by transforming a past frame and its
corresponding label via video prediction technique for video semantic segmentation.
This method can tackle the general video semantic segmentation task where only
sparsely sampled video frames are labeled – the labels can be propagated to the
unlabeled or synthesized frames. However, it is not applicable to our setting because
of no labels in the target videos.
We carefully design a temporal augmentation strategy that is suitable for robust
unlabeled video representation to improve the diversity of temporal consistency in
the target domain. Specifically, given two consecutive target frames I0 and I1 , we
first extract the bi-directional optical flows using the pre-trained F as follows:
F0→1 = F(I0 , I1 ),

F1→0 = F(I1 , I0 ).

(6.1)

By assuming that the optical flow field is locally smooth as [57], Ft→0 and Ft→1 , for
some t ∈ (0, 1) randomly generated in each training iteration, can be approximated
by:
Ft→0 ≈ tF1→0 ,

Ft→1 ≈ (1 − t)F0→1 .
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(6.2)

Then, an intermediate frame It can be formulated as:
It = αW(I0 , Ft→0 ) + (1 − α)W(I1 , Ft→1 ),

(6.3)

where the parameter α controls the contribution of I0 and I1 and is set to 0.5 in
all experiments, and W(·, ·) is a backward warping function implemented using the
bilinear interpolation [151, 57].
The blue region of Figure 6.2 illustrated the process of the proposed temporal
augmentation strategy. Next, we will show how to use the produced synthesized frame
to achieve better temporal-augmented consistency learning in the target domain.
Temporal Augmentation
Temporal-augmented Consistency

I0

I1

F0→1

F1→t

F

It
Eq (3)

F

W

P1

M

Eq (7)

Pt
O

F1→0
I1

Ltc

M'
E

P1

PL

Figure 6.2 An illustration of the proposed temporal augmentation strategy (Sec.
6.2.3) and temporal-augmented consistency learning (Sec. 6.2.4) in the target
domain.

6.2.4

The temporal-augmented consistency learning

Temporal consistency learning is a commonly-used constraint for video-level tasks
[85, 89, 76, 131, 42]. In this work, we extend this idea and propose the temporalaugmented consistency learning leveraging the synthesized frame It obtained via Eq.
(6.3). The goal of this operation is to not only improve the prediction consistency
between consecutive frames, but more importantly, fulfil the on-the-fly self-training
to stablize the adversarial training. As illustrated in the green part of Figure 6.2,
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the temporal-augmented consistency loss computed between a propagated prediction
P1W of It and a corresponding pseudo label P L. Below we detail how to achieve this
temporal-augmented consistency learning.
Firstly, the target frame I0 and the synthesized frame It are fed into the segmentation network M to obtain the corresponding segmentation predictions P0 ,
Pt ∈ RC×H×W , where C, H and W are the number of categories, the height and
the width of the input image, respectively.
The prediction Pt is then propagated forward to the moment 1 to generate
P1W = W(Pt , F1→t ),

(6.4)

where F1→t denotes the optical flow from the moment 1 to moment t and is computed
by:
F1→t = F(I1 , It ).

(6.5)

Simultaneously, the pseudo label of P1W is generated via another path. The proxy
network M′ first takes the other target frame I1 as input and output the prediction
P1 (More details related to the usage of M′ are introduced later in Sec. 6.2.5). Then
the prediction P1 is rectified according to its own confidence and only the predictions
with the high confidence will be kept as the pseudo labels. Following [119], we first
compute the entropy map E ∈ [0, 1]H×W via:
C 

1 X
(k)
(k)
P1 · log(P1 ) .
E=−
log(C) k=1

(6.6)

Since the synthesized frame It is not perfect, especially in the occlusion region, we
further exclude the occlusion region in P1 during the temporal-augmented consistency
learning. Specifically, the occlusion region O ∈ RH×W is defined as:

O=





1,

if W(F1→0 , F0→1 ) + F0→1 < η.




0,

otherwise,
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(6.7)

where η is a hyper-parameter (set to 1 in all experiments). The final rectified pseudo
label P L is then given by:

PL =





ArgMax(P1 ),

if E < δ and O = 1.




i,

otherwise,

(6.8)

where the threshold δ = 0.8, and i is the ignored class label which is not considered
during training. The rectified pseudo label P L is used to guide the prediction P1W
which is achieved by minimizing the following temporal-augmented consistency loss
Ltc :
Ltc = CE(P1W , P L).

(6.9)

Different from [76, 42] which compute the L1 distance for temporal consistency, we
employ the cross-entropy (CE) instead. Note that this is a non-trivial design, since
Eq. (6.9) is also used to achieve the on-the-fly self-training. The CE loss is a common
choice for self-training-based approaches [69, 133, 59] in domain adaptive semantic
segmentation.

6.2.5

Proxy network for on-the-fly self-training

The usage of the proxy network is motivated by two observations: 1) the instability
of the adversarial training strategy in existing domain adaptation approaches [117,
119]; and 2) the self-training technique requires multiple training stages but is not
able to improve the performance on the target domain. Therefore, in this paper we
propose to employ a proxy network M′ to implicitly generate the pseudo labels for
Pt on-the-fly. Specifically, M′ gets starting to work after a few training iterations
and it is used only in an evaluation mode. The parameters of M′ will be updated
via copying from M at every a fixed number of iterations.
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6.2.6

Pipeline and other training objectives

In summary, we describe the whole training pipeline in Algorithm 2 with the involved
loss functions listed and discussed below.
Algorithm 2 – I2VDA
Input: Source images {I S }, source labels {GT S }, two consecutive frames {I0 , I1 }
from target videos, the base segmentor M with parameter θM , the proxy network M′ with parameter θM′ and discriminator D with parameter θD , the max
number of training iterations MAX_ITER, the copying frequency ITER_COPY,
the training iterations ITER_LAUNCH before launching M′ .
Output: Optimal θM
1: iter = 0
2: for iter<MAX_ITER do
3:
Synthesize It via Eq. (6.3);
4:
Feed I S , I0 and It into M to obtain the predictions;
5:
if iter % ITER_COPY then
6:
Update the parameters: θM′ ← θM ;
7:
end if
8:
if iter < ITER_LAUNCH then
9:
Update θM using (Lseg + 0.01Ladv );
10:
else
11:
Feed I1 into M′ and obtain P L;
12:
Compute Ltc using Eq. (6.9);
13:
Update θM using (Lseg + 0.01Ladv + Ltc );
14:
end if
15:
Update θD using Ld defined in Eq. (6.12);
16:
iter += 1;
17: end for
18: Return θM ;

We compute the semantic segmentation loss based on CE to train M to learn
knowledge from the source domain:

Lseg = CE(P S , GT S ).

(6.10)

Minimizing the adversarial loss can close the gap between the source and target
predictions so that the target prediction can fool the discriminator. The adversarial
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loss Ladv is defined as:
Ladv = (D(P0 ) − r)2 + (D(Pt ) − r)2 ,

(6.11)

where r is the label indicating the source domain which has the same resolution as
the output of the discriminator. The final loss of semantic segmentation network can
be expressed as L = Lseg + Ltc + 0.01Ladv . Besides, the goal of the discriminator is
to distinguish between the source and target predictions which is trained with the
following objective function:
1
1
Ld = (D(P S ) − r)2 + (D(P0 ) − f )2 + (D(Pt ) − f )2 ,
2
2

(6.12)

where f is the label indicating the target domain with the same resolution as the
output of discriminator.

6.3

Experimental results

6.3.1

Datasets

VIPER [99] dataset comprises 254,064 fully annotated video frames for training,
validation and testing rendered from a computer game. We use 13,367 images marked
as *02 with their labels as one of our source datasets. The frame resolution is 1, 920 ×
1, 080. Following [42], 15 classes are considered for adaptation.
SYNTHIA [103] dataset is a synthetic dataset that consists of photo-realistic
video frames rendered from a virtual city. It contains 8,000 labeled frames with a
resolution of 1, 280 × 720. We use the 850 labeled images from SYNTHIA-SEQS-04DAWN3 as another source dataset. Note that we remove the temporal constraint by
randomly shuffling the frames in time. Following [42], 11 classes are considered for
adaptation.
2

https://playing-for-benchmarks.org/download/

3

https://synthia-dataset.net/downloads/
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Cityscapes [21] dataset focuses on semantic understanding of real urban street
scenes. It contains 5,000 images with fine annotations that are split into 2,975/
500/1,525 for training/validation/testing. Each annotated image is the 20th image
from a 30 frame video snippets. The resolution of each image is 2, 048 × 1, 024. We
use it as the target domain in this work.

6.3.2

Experimental settings

We implement the proposed I2VDA method using Pytorch. Following [117], our semantic segmentation network M is trained using Stochastic Gradient Descent (SGD)
optimizer with a momentum of 0.9 and its initial learning rate is 2.5 × 10−4 . The
discriminator D is optimized using Adam with a β of (0.9, 0.99) and its initial learning rate is 1.0 × 10−4 . We employ the polynomial decay with a power of 0.9 on the
learning rates of both M and D.
The images in VIPER [99], SYNTHIA [103], Cityscapes [21] are resized to 896 ×
512, 1280 × 768 and 1024 × 512, respectively. We don’t perform any spatial-level data
augmentation strategy during training and testing. Each experiment in this paper is
run for 50,000 iterations with a batch size of 2 on two Tesla V100 GPUs. Especially
for testing, we only feed each frame independently into M to achieve the prediction
without using optical flow. The mean intersection-over-union (mIoU) is used as the
main evaluation metric, for which the higher the better. We also report video-specific
metric of “Temporal Consistency” (TC) [76], which is again the higher the better.

6.3.3

Comparison with state-of-the-art methods

VIPER → Cityscapes

We first compare our I2VDA method with the existing

state-of-the-art methods, including [42, 133, 157, 91, 158, 158, 119] as in [42], for the
VIPER → Cityscapes scenario. The quantitative results are reported in Table 6.1.
We find our method significantly outperforms (50.6% mIoU) all the others that
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Table 6.1 Quantitative comparison results on the VIPER → Cityscapes domain
adaptive video segmentation task. The best results are presented in bold, with the
second best results underlined.

20.4
4.6
23.8
6.2
30.5
17.2
21.2

10.3
1.3
37.7
3.1
35.0
7.5
11.4

37.1
41.2
41.7
42.0
42.4
44.4
47.8

3.2

50.6

are trained with VIPER videos, i.e., use additional unlabeled frames that are adjacent to the labeled one for temporal modeling. Besides, these video-to-video domain
adaptation approaches require two images and a pre-computed optical flow as inputs
during testing, while our method performs only a per-frame inference without opticalflow computation. On the video-level evaluation, our method achieves 66.01% on TC
metric, while DAVSN [42] obtain 63.82%. This shows that our proposed method
can generate more consistent prediction across frames. The video samples that we
provide in the supplemental materials also verify this conclusion. We also present
sample qualitative results for VIPER → Cityscapes scenario in Figure 6.3 and 6.4.
It can be observed that our method visually achieves better performance than the
second best approach DA-VSN (but the best among all existing ones). Although our
method does not contain temporal modeling during testing, our predictions in Figure
6.3 (a) still show better temporal consistency than those by DA-VSN. In the spatial
level, our segmentation results look also more accurate, e.g., bus in (a), person in (a)
and (c), car in (a)-(d).
SYNTHIA → Cityscapes

The quantitative comparison results for SYNTHIA

→ Cityscapes scenario are reported in Table 6.2, where our method still achieves the
best performance and surpasses the second best (DA-VSN) by 2.6% mIoU.
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Frames
DA-VSN
Ours
GT*

(a)
Figure 6.3 Qualitative comparison results on the VIPER → Cityscapes domain
adaptive video segmentation task. (a) The first three columns show the predictions
of three consecutive frames. *Only one frame has ground truth in each video (30
frames).

Sample qualitative comparison results for this adaptation scenario are shown in
Figure 6.5 and 6.6, and our method still achieves more consistent and accurate segmentation results.

6.3.4

Ablation studies

On the framework design

To verify the effectiveness of each component of the

I2VDA framework, we conduct a comprehensive ablation study with several model
variants. The results under the VIPER → Cityscapes scenario are reported in Table
6.3. The variant in the first row serves as the baseline which trains the semantic
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Frames
DA-VSN
Ours
GT

(b)

(c)

(d)

Figure 6.4 Qualitative comparison results on the VIPER → Cityscapes domain
adaptive video segmentation task. (b)-(d) show three other independent results
from the Cityscapes validation set.

segmentation network with the labeled source domain and employs the adversarial
learning to close the domain gap [117], and the last row is the I2VDA method with full
settings. We find that the proposed temporal augmentation strategy and temporal
consistency learning are both very effective and can achieve 3.6% and 5.0% gains, respectively, over the baseline. Another observation is that the temporal augmentation
strategy only obtain 1.6% mIoU gain on its own, but it will play a much greater role
(50.6% vs. 44.0%) when combined with the temporal consistency learning. In addition, rows 4-5 show the effectiveness of some designs inside the temporal consistency
learning including the consideration of occlusion and entropy.
On the proxy network

The proxy network also plays an important role in the
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Table 6.2 Quantitative comparison results on the SYNTHIA → Cityscapes domain
adaptive video segmentation task.

47.2

Table 6.3 Ablation study on the I2VDA framework designs under the VIPER →
Cityscapes scenario.
Variants

mIoU (%)

Baseline

44.0

w/o Temporal Augmentation
w/o Temporal-augmented Consistency

47.0
45.6

w/o Occlusion O in Eq. (6.8)
w/o Entropy Map E in Eq. (6.8)

49.7
49.6

Full I2VDA settings

50.6

temporal-augmented consistency learning. We conduct experiments on the choice
of copying frequency (ITER_COPY) and the training iterations before launching
(ITER_LAUNCH). From Table 6.4, we find that copying every 8,000 iterations and
launching the proxy network after 8,000 iterations achieves the best performance.
In addition, as shown in Figure 6.7, the use of the proxy network does improve the
training stability effectively. The baseline here is the same as the one in Table 6.3.
On some hyper-parameters

We also conduct experiments to explore the

choice of hyper-parameters involved in the temporal-augmented consistency learning
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Frames
DA-VSN
Ours
GT*

(a)
Figure 6.5 Qualitative comparison results on the SYNTHIA → Cityscapes domain
adaptive video segmentation task. (a) The first three columns show the predictions
of three consecutive frames. *Only one frame has ground truth in each video (30
frames).

Table 6.4 Ablation study on ITER_COPY and ITER_LAUNCH for the proxy
network under the VIPER → Cityscapes scenario. The ITER_LAUNCH is fixed to
8,000 for the first sub-table and the ITER_LAUNCH is fixed to 8,000 for the
second sub-table.
ITER_COPY

mIoU(%)

1k

8k

15k

ITER_LAUNCH

48.9 50.6 49.6

mIoU(%)

1k

8k

48.3 50.6

15k
50.2

including the threshold η in Eq.(6.7), δ in Eq.(6.8), t in Eq.(6.2) and α in Eq.(6.3).
The results are reported in Table 6.5, 6.6, and 6.7 where we find that our method
achieves better performance when η = 1.0, δ = 0.3 and α = 0.5 and using randomly
generated t.
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Frames
DA-VSN
Ours
GT*

(b)

(c)

(d)

Figure 6.6 Qualitative comparison results on the SYNTHIA → Cityscapes domain
adaptive video segmentation task. (b)-(d) show three other independent results
from the Cityscapes validation set.

Table 6.5 Ablation study on η in Eq. (6.7) and δ in Eq. (6.8) under the
VIPER → Cityscapes scenario. δ is fixed to 0.3 for the first sub-table and η is fixed
to 1.0 for the second sub-table.

6.3.5

η

0.1

1.0

2.0

mIoU(%)

50.4 50.6 50.2

δ

0.1

0.3

0.5

mIoU(%)

48.5 50.6 49.7

Quantitative results

The impact of optical-flow computation for testing. In the main paper,
our reported results are based on per-frame inference without optical-flow computation. Here, we further study the impact of optical-flow computation for testing.
The comparison results under the VIPER → Cityscapes scenario and the SYN-
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(a) VIPER → Cityscapes

(b) SYNTHIA → Cityscapes

Figure 6.7 The mIoU performance vs. varying adaptation iterations.

Table 6.6 Ablation study on t in Eq.(6.2).
t
mIoU

0

0.25

0.5

0.75

1

random

47.0

47.0

48.4

48.1

47.4

50.6

Table 6.7 Ablation study on α in Eq.(6.3).
α

0.1

0.3

0.5

0.7

0.9

mIoU

49.2

49.7 50.6 49.6

48.8

THIA → Cityscapes scenario are shown in Table 6.8 and Table 6.9, respectively. Note
that the results are achieved by testing with the best model after 90k training iterations4 . To be specific, the “I2VDA (two-frame)” is implemented by a non-parametric
fusion defined as:
P = M(If ) + γM(W(If −1 , F )),

(6.13)

where W(·, ·) is the warping function and M is the segmentation network that have
been defined in the main paper, If is the current frame, If −1 represents its previous
4

The results are different from those from the main paper which are based on 50k training
iterations.
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frame, F is the optical flow between If −1 and If , and γ is set to 0.5 to balance the
fusion. We observe that the improvements for both scenarios are not very obvious
by further using two frames and computing optical flow for testing. These results, to
some extent, indicate that our proposed temporal augmentation strategy is effective
to help learn diverse temporal patterns during training thus there is no need to
explicitly consider the temporal consistency during testing.

road

sidewalk

building

fence

traffic light

traffic sign

vegetation

terrain

Table 6.8 Ablation study on the impact of optical-flow computation for testing
under the VIPER → Cityscapes scenario.
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Table 6.9 Ablation study on the impact of optical-flow computation for testing
under the SYNTHIA → Cityscapes scenario.
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6.4

Limitation and discussion

An accurate pretrained optical flow estimator (e.g., FlowNet [55]) is the cornerstone
of our method. The estimated flow is employed to synthesize the intermediate frames
for temporal augmentation and to warp the prediction for ensuring target temporal consistency as well. Since the flow estimator is trained on additional synthetic
datasets such as Sintel [4], employing the trained model weights in the target domain
for optical flow estimation also suffers from a domain gap. An unsatisfactory optical
flow estimation will mislead the training of the domain adaptive semantic segmentation which is a limitation of our method. Pretraining the flow estimator directly
on the target domain (e.g., Cityscapes) in an unsupervised manner might be a good
future direction to bridge the domain gap caused by optical flow estimation.

6.5

Conclusion

In this paper, we found that it is not necessary to transfer temporal knowlege for
domain-adaptive video semantic segmentation and have introduced for the first time
the setting of image-to-video domain adaptive semantic segmentation which transfers
knowledge from simulated images to real-world videos. Our I2VDA method reduces
the domain gap between the source and target via adversarial training on only spatial knowledge. On the other hand, our method enhances the temporal consistency
learning in the target domain by performing the temporal augmentation via frame
interpolation to explore more temporal patterns and leveraging the proxy network to
provide the pseudo labels on-the-fly to improve the stability of adversarial training.
Experimental results on two synthetic-to-real scenarios showed that our method can
outperform existing state-of-the-art video-to-video domain adaptation methods.
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7.1

Conclusion

To conclude, this dissertation aims to overcome the challenges in data collection and
large domain gaps by exploring three different settings for cross-domain semantic
segmentation conditioned on different target domains including 1) using one or few
unlabeled target images; 2) using multiple unlabeled target images; 3) using unlabeled
videos as target, respectively. In the first work, we achieve domain adaptation on a
target domain by only using one unlabeled target sample. To tackle this problem,
we integrate several style-mixing layers into the segmentor which play the role of a
style-transfer module to stylize the source images without introducing any learned
parameters. Moreover, we propose a patchwise prototypical matching (PPM) method
to weighted consider the importance of source pixels during the supervised training
to relieve the negative adaptation.
Then in the second work, our proposed method employs an adversarial training with a labeled daytime dataset and an unlabeled dataset that contains coarsely
aligned day-night image pairs. Specifically, for the unlabeled day-night image pairs,
we use the pixel-level predictions of static object categories on a daytime image as
pseudo supervision to segment its counterpart nighttime image. We further design
a re-weighting strategy to handle the inaccuracy caused by a misalignment between
day-night image pairs and wrong predictions of daytime images, as well as boost the
prediction accuracy of small objects. The proposed DANNet is the first one-stage
adaptation framework for nighttime semantic segmentation, which does not train
additional day-night image transfer models as a separate pre-processing stage.
Finally, we introduce an image-to-video domain adaptation method to segment
videos without using labels. Via this research, we found that it is not necessary to
transfer temporal knowledge for domain-adaptive video semantic segmentation and
have introduced the setting of image-to-video domain adaptive semantic segmentation
which transfers knowledge from simulated images to real-world videos. Our I2VDA
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method reduces the domain gap between the source and target via adversarial training
on only spatial knowledge. On the other hand, our method enhances the temporal
consistency learning in the target domain by performing the temporal augmentation
via frame interpolation to explore more temporal patterns and leveraging the proxy
network to provide the pseudo labels on the fly to improve the stability of adversarial
training. Experimental results on two synthetic-to-real scenarios showed that our
method can outperform existing state-of-the-art video-to-video domain adaptation
methods.

7.2

Future works

Based on the studies presented in the dissertation, there are a few directions/challenges
that can be explored as shown below.

7.2.1

Advanced Segmentation Networks

Based on the literature, we can find that large progress is always made by employing
a stronger backbone. Currently, ResNet [45] is the major backbone for UDA. But it
has been proved by a recent work [50] that using transformers as backbone [28, 128]
achieves more performance gains than ResNet. Therefore, it is worth exploring the
strong backbone of UDA.

7.2.2

Negative Transfer

Although domain adaptation helps improve the mIoU performance for all the classes
of the target, you can find the IoU of a certain class is even worse than without
the adaptation. This phenomenon is called negative transfer – the performance of a
certain class is destroyed by domain adaptation. With a carefully designed network
and losses, we may better selectively perform the domain adaptation on a certain
class to relieve this problem.
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7.2.3

Efficient UDA

Most existing UDA approaches focus on the accuracy of the target domain. Except
for the accuracy, efficiency is also important. A light-weighted model can speed up
the offline domain adaptation process as well as the online prediction. Therefore,
effective and efficient cross-domain networks are also highly desirable in the future.

7.2.4

Image Restoration and Enhancement

Image restoration and enhancement methods might help improve the quality of the
images and reduce the domain gap. For example, developing a low-light image enhancement model may help improve the visibility of the nighttime images. Moreover,
for the foggy/rainy images, an effective image de-hazing/de-raining module might be
incorporated to help bridge the gap to the normal domain.
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