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Thermodynamic Uncertainty Relations express a trade-off between precision, defined as the noise-to-
signal ratio of a generic current, and the amount of associated entropy production. These results have
deep consequences for autonomous heat engines operating at steady-state, imposing an upper bound for
their efficiency in terms of the power yield and its fluctuations. In the present manuscript we analyze a
different class of heat engines, namely those which are operating in the periodic slow-driving regime, and
we show that a tighter TUR-bound holds. Remarkably, this TUR is influenced by a genuinely quantum
contribution, which leads to an increase in the power fluctuations. This allows us to prove that quantum
effects, for slow driving, reduce engine efficiency relative to the average power and reliability. We finally
illustrate our findings in the experimentally relevant model of a single-ion heat engine.
Introduction: Much like their macroscopic counterparts,
microscopic heat engines function by converting a thermal
energy current Jq from their surrounding environment into
power Pw ≥ 0 [1–3]. In general, such engines can be di-
vided into two classes: steady-state heat engines (SSHEs)
and periodically driven heat engines (PDHEs). For SSHEs,
the working substance is placed in contact with multiple
reservoirs, reaching a non-equilibrium steady state in the
long time limit. In the absence of any driving these steady
states can support a net flow of heat that can be converted
into work [4]. On the other hand, PDHEs operate by pe-
riodically changing both their surrounding temperature and
mechanical parameters, generating power by external driv-
ing [5, 6]. In both cases, for any engine operating between a
hot Th and cold Tc temperature, standard thermodynamic
laws ensure that the subsequent efficiency η := Pw/Jq can-
not exceed Carnot’s bound η ≤ ηC := 1 − (Tc/Th). How-
ever, alongside these limitations, microscopic engines can
also be significantly influenced by stochastic fluctuations,
which can be of either thermal or quantum origin. Un-
derstanding how these fluctuations impact the performance
of small-scale machines is a central goal of both classical-
stochastic [7] and quantum thermodynamics [8, 9].
Recently, Pietzonka and Seifert found that the efficiency
of SSHEs is constrained by a bound tighter than Carnot
[10]:
η ≤ ηC
1 + 2Tc [Pw/∆Pw]
=: ηPS . (1)
The bound incorporates an additional dependence on the
engine’s power fluctuations ∆Pw, and tells us that in order
to increase the efficiency of any SSHE, one must either sac-
rifice the power output Pw or the engine’s reliability. This
can be seen as a consequence of the thermodynamic un-
certainty relation (TUR) [11–13], which states that entropy
production constrains the noise-to-signal ratio of any cur-
rent in SSHEs. Similar bounds have been extended to de-
scribe quantum SSHEs [14].
With regard to PDHEs, it is still currently debated
whether a similar universal trade-off is expected to hold: on
the one hand, it was found that both in the case of an exter-
nally driven Brownian clock [15] and in driven cyclic heat en-
gines [16] one can achieve small fluctuations at finite power
output in a dissipationless manner. On the other hand,
TUR-bounds for driven Langevin systems [17] as well as
for classical time-dependent driven engines [18] were found.
In general, TURs giving rise to (1) can be recovered for
protocols that are time-symmetric [19], or modified in or-
der to account for time-asymmetry in the small-amplitude
regime [20]. Alternatively, other bounds have also been de-
rived with an additional dependence on hysteresis [21, 22]
or driving frequency [23]. However, in all cases a general
quantum mechanical trade-off between efficiency, average
power and its variance has not yet been achieved. Moreover,
the impact of quantum fluctuations on such a trade-off has
yet to be established. In this paper, we provide these impor-
tant missing pieces of the puzzle, by deriving the following
quantum version of (1) for PDHEs operating in the slow
driving regime:
η ≤ ηC
1 + 2Tc [Pw/(∆Pw − 2∆Iw)] := η
Q, (2)
where the difference with respect to Eq. (1) is entirely en-
capsulated into the quantum correction term ∆Iw ≥ 0.
This quantity, which will be precisely defined below, repre-
sents a measure of quantum fluctuations of the power Pw
as it depends purely on quantum friction [24–27], and has
recently been shown to lead to a quantum correction to the
standard fluctuation-dissipation relation for work [28, 29].
Our results are derived and formulated within the quan-
tum trajectory approach to stochastic thermodynamics [30],
which provides an experimentally accessible means of quan-
tifying the engine power fluctuations ∆Pw. Crucially we
show that η ≤ ηQ ≤ ηPS , thus proving that Eq. (2) is
tighter than (1) for fixed power Pw and total fluctuations
∆Pw, with η
Q → ηPS only in the classical regime where
quantum-coherent contributions to the power fluctuations
become negligible. This allows us to demonstrate that the
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2presence of quantum fluctuations has a negative impact on
the performance of PDHEs, making it impossible to achieve
the optimal efficiency (1) for a given average power output
and variance.
Periodic quantum heat engines: We will consider engines
where the working medium is given by an open quantum
system, coupled to a heat bath, which evolves under the
action of a time-dependent Lindblad master equation of the
generic form
ρ˙t = Lλ(t)(ρt) := −i[HΛ(t), ρt] +
∑
x
D
(
Lx(λ(t))
)
(ρt),
(3)
where D(L)(·) := L(·)L† + 12{L†L, (·)} (we set ~ = kB =
1) and HΛ(t) =
∑
µ eµ(Λ(t))Πµ(Λ(t)) is the system Hamil-
tonian parameterised by some mechanical variable Λ(t),
with Πµ(Λ(t)) := |eµ(Λ(t))〉〈eµ(Λ(t))| projections onto the
energy eigenstates. The above time-dependence exhibited
by the dynamical generator is induced by the external mod-
ulation of the bath temperature and of some set of con-
trol mechanical parameters, which are modulated accord-
ing to a given protocol. An engine cycle of duration τ
is then represented by a closed curve in the control pa-
rameters space λ : t 7→ λ(t) := {T (t),Λ(t)}, such that
it satisfies λ(0) = λ(τ) and λ˙(0) = λ˙(τ) = 0. From
now on, we will furthermore assume that, for all t: (i)
Eq. (3) admits a unique (instantaneous) steady-state so-
lution piλ(t) and (ii) the quantum detailed balance condi-
tion [31, 32] is satisfied. The latter guarantees that the
instantaneous fixed point is of Gibbs form at inverse tem-
perature β(t) := T−1(t), i.e. piλ(t) := e−β(t)HΛ(t)/Zλ(t),
where Zλ(t) := Tr
(
e−β(t)HΛ(t)
)
is the partition function.
In accordance with our previous notation, this state has
the spectral decomposition piλ(t) =
∑
µ pµ(λ(t))Πµ(Λ(t)),
where pµ(λ(t)) are the usual Boltzmann factors which de-
pend both on T (t) and Λ(t).
In this paper we are finally concerned with engines that
operate in the slow-driving regime, which are characterised
by choosing the driving protocol λ(t) as a slowly varying
function. This ensures that the system remains close to the
above instantaneous steady-state at all times, taking the
form ρt ' piλ(t) + δρt, where δρt is a traceless correction
term that vanishes linearly with the driving speed  := 1/τ
[28, 33, 34]. This regime is physically reached by setting the
engine cycle duration τ to be large relative to the relaxation
timescale of the system, and by assuming that both the
mechanical parameters Λ(t) of the open-system Hamilto-
nian and the temperature of the surrounding environment
T (t) are modulated slowly enough such that (3) holds at
all times [35]. Following [5, 36], we will parameterise the
temperature modulation as
T (t) :=
TcTh
Th + (Tc − Th)α(t) , Tc ≤ Th (4)
with α(t) ∈ [0, 1].
A central quantity of interest throughout our analysis will
be the non-adiabatic entropy production, defined as
〈σ〉 = ∆S −
∫
dt β(t)〈q˙(t)〉 ≥ 0, (5)
where 〈q˙(t)〉 := Tr (Hλ(t)Lλ(t)(ρt)) is (in weak coupling)
the rate of heat entering the system and ∆S the change
in information entropy. Eq. (5) quantifies the dissipation
in terms of excess heat in order to drive a system out-of-
equilibrium, and can be directly related to the degree of
irreversibility of a process [37, 38]. Non-negativity of 〈σ〉
follows as a consequence of the second law of thermody-
namics. Using Eq. (4) and the periodic boundary condi-
tions, one can easily show that (5) takes the form
〈σ〉 = τ
Tc
(
ηC Jq − Pw
)
≥ 0, (6)
where we have introduced the time-average power and heat
flux supplied to the engine [5]:
Pw := −1
τ
∫ τ
0
dt Tr
(
H˙Λ(t)ρt
)
, (7)
Jq :=
1
τ
∫ τ
0
dt α(t)Tr
(
HΛ(t)Lλ(t)(ρt)
)
. (8)
Naturally, this decomposition leads us to define the effi-
ciency as the ratio η := Pw/Jq between power output and
heat flux entering the machine, which for an engine (defined
by the regime Pw ≥ 0) is bounded by the Carnot efficiency
η ≤ ηC due to the second law (5). We note that α(t) plays
the role of a weighting function for the heat flux (8), with
increasing weight assigned to increasing temperatures. This
generalises the traditional thermodynamic efficiency where
the system interacts with only two baths at distinct tem-
peratures, which is recovered by choosing α(t) to be a step
function. In this case, it is easy to see that Jq reduces to
the heat flow from the hot bath and the standard definition
of efficiency is recovered [5].
Methods. So far we have only considered ensemble
averages of thermodynamic quantities. For quantum-
mechanical systems, the higher order statistics associated
with work and entropy production become preponderant and
fundamentally depend on the measurement scheme used to
monitor the system. In the case of open quantum systems
whose dynamics are described by Eq. (3), these thermody-
namic quantities can be determined at the stochastic level
by monitoring sequences of quantum jumps exhibited by
the system as it interacts with an environment [39, 40].
Each time a jump occurs heat is exchanged between engine
and environment, and this can be experimentally monitored
through an external quantum detector [41–43]. First of all,
for convenience we discretise the engine cycle time interval
[0, τ ] into N + 1 time steps such that 0 = t0 ≤ t1 ≤ . . . ≤
tN+1 = τ , and denote with λn = λ(tn) the value of the
control parameters at those instants. Correspondingly, we
denote with Tn := eδtLλn the instantaneous quantum chan-
nels acting on the system at times tn, where δt = |tn+1−tn|
is small. Moreover, we “unravel” each instantaneous quan-
tum channel Tn into a sum of quantum operations Txn ,
3so that Tn(·) =
∑
xn
Txn(·). The evolution of the system
may then be decomposed into an ensemble of quantum tra-
jectories γ := {(µ, ν), (x0, . . . , xN )}, where the pair (µ, ν)
labels the outcomes of projective energy measurements per-
formed at the beginning and end of the cycle [44, 45], while
(x0, . . . , xN ) denote the sequence of quantum operations
Txn stemming from the unravelling of the time-dependent
Lindblad master equation [30, 39, 46–50]. The probability
of the trajectories is thus evaluated by Born’s rule as
p(γ) := pµ(λ0)Tr
(
Πν(Λτ )
N∏
n=0
Txn(Πµ(Λ0))
)
. (9)
In comparison with definition (5) the stochastic entropy pro-
duction along a trajectory is given as
σ(γ) = ∆s(ν, µ)−
N∑
n=0
βn∆exn(Λn), (10)
where ∆s(ν, µ) = ln (pµ(λ0)) − ln (pν(λτ )) is the increase
in surprisal from projective energy measurements performed
at the start, and end, of the trajectory, while ∆exn(Λn)
is the stochastic heat absorbed by the system, due to the
quantum operation Txn . Importantly, detailed balance en-
sures that there always exists an unravelling so that each
operation can be matched to a definite change in energy of
the environment (see Appendix A). Similarly, the work done
on the system for a cycle is determined by the first law of
thermodynamics as
w(γ) := ∆U(ν, µ)−
N∑
n=0
∆exn(Λn), (11)
with ∆U(ν, µ) = T0∆s(ν, µ) the stochastic increase in
internal energy, and the second term denoting the total
stochastic heat absorbed by the system. Finally, the full
statistics of the process can be computed from the mo-
ment generating function (MGF) given by the Laplace trans-
form of the joint distribution P (σ,w) in the continuum limit
δt→ 0 [51] (see Appendix B):
Gσ,w(u, v) := lim
δt→0
∑
{γ}
p(γ) e−uσ(γ)−vw(γ), (12)
with u, v ∈ R. The moments are then given by
〈σk〉 = (−1)k(dk/duk)Gσ,w(u, v)|u,v=0 and 〈wk〉 =
(−1)k(dk/dvk)Gσ,w(u, v)|u,v=0.
Fluctuation relation in the slow driving regime. Now
that we have established a framework for analysing work
fluctuations in quantum heat engines, we seek to derive
a bound on efficiency analogous to (1). Using the slow-
driving approximation, in Appendix C we can derive a gen-
eral analytic expression for the MGF (12) of the form
Gσ,w(u, v) = 1 +  δG(u, v) + O(2) using adiabatic per-
turbation theory. Using the properties of detailed balance
we are able to prove that to linear order in , the MGF sat-
isfies the symmetry Gσ,w(u, v) ' Gσ,w(1 − u,−v), where
throughout this manuscript ‘'’ denotes equality up to or-
der O(2) (see Appendix C). By taking the inverse Laplace
transform of this equality, we obtain a detailed fluctuation
relation for the work and entropy production:
P (σ,w)
P (−σ,−w) ' e
σ. (13)
This relation is often referred to as the Evan-Searles fluc-
tuation theorem [52], and provides a strong constraint in
the likelihood of observing trajectories with negative en-
tropy production and work. Typically this constraint ap-
plies to autonomous systems exchanging conserved quanti-
ties [53, 54], or to systems driven by a time-symmetric pro-
tocol [55]. Here we find that in the slow driving regime, the
statistics of entropy production and work mimic these pro-
cesses even for protocols that break the symmetry λ(t) =
λ(τ − t). As a consequence of (13), one may infer the
TUR: ∆Pw〈σ〉 ≥ 2τP 2w for 〈σ〉2  1 [56–58], where we
identify Pw := −〈w〉/τ and ∆Pw := (〈w2〉 − 〈w〉2)/τ as
the time-averaged power and its fluctuations, respectively.
By combining this bound with (6), straightforward algebra
leads to the efficiency bound (1). This forms our first result:
slowly-driven quantum heat engines are subject to the same
efficiency/power/fluctuation trade-offs as classical SSHEs.
Quantum bound on efficiency. The above formalism de-
scribes both quantum and classical heat engines. A natural
question to ask is how quantum mechanical fluctuations
influence the bound (1). An effect known as quantum fric-
tion occurs whenever [H˙Λ, HΛ] 6= 0, leading to non-classical
fluctuations in the power output of an engine [24–27]. With
this in mind we now demonstrate that quantum friction
plays a detrimental role on the efficiency. To prove this, we
need to introduce the following matrix inner product (see
Appendix D):〈〈
A,B
〉〉
λ
:=
1
2
∫ ∞
0
dθ Tr
(
A†(θ) Jλ(B) +B†(θ) Jλ(A)
)
,
where (·)(θ) := eθL ∗λ (·), withL ∗λ the predual of (3) defined
as Tr (L ∗λ (A)B) = Tr (ALλ(B)) for all operators A,B,
and Jλ(·) :=
∫ 1
0
ds pisλ(·)pi1−sλ . By computing the deriva-
tives of the approximate MGF Gσ,w(u, v) ' 1 +  δG(u, v)
we find that the entropy production and power cumulants
can be expressed in terms of this scalar product:
〈σ〉 '
∫ τ
0
dt
〈〈
Φ˙λ, Φ˙λ
〉〉
λ
, (14)
Pw ' −1
τ
∫ τ
0
dt
〈〈
δH˙λ, Φ˙λ
〉〉
λ
, (15)
∆Pw ' 2
τ
(
τ∆Iw +
∫ τ
0
dt
〈〈
δH˙λ, δH˙λ
〉〉
λ
)
, (16)
where Φλ = βHΛ− ln (Zλ), and δH˙λ := H˙Λ−Tr
(
piλH˙Λ
)
.
Here we have identified a quantum correction term
∆Iw := 1
τ
∫ τ
0
dt τeqλ IΛ(H˙Λ, H˙λ), (17)
4FIG. 1. (a) Average work done (blue) and its standard deviation (orange) for the single ion heat engine and protocol (23), as a
function of time in units of cycle duration τ . Inset: Plot of the time derivatives for average work (blue) and variance (orange)
as a function of time for a single cycle. (b) Efficiency (blue) for the single ion heat engine as a function of time in units of cycle
duration τ . We also plot the quantum bound (2) (orange) compared with the looser bound (1) (green). Parameters for both
figures: ω0 = 1, Tc = 0.3, Th = 5. Inset: Same quantities as a function of temperature Tc, and same parameters with t/τ = 0.3.
where we have introduced the skew covariance [59, 60]
Iλ(A,B) := −1
2
∫ 1
0
ds Tr
(
[A, pisλ][B, pi
1−s
λ ]
)
. (18)
The skew information Iλ(A,A) ≥ 0 represents a measure
of quantum fluctuations in observable A with respect to in-
stantaneous equilibrium piλ [61–63]. In particular, the skew
information vanishes for [A, piλ] = 0, reduces to the usual
variance 〈A2〉 − 〈A〉2 for pure states, and is convex under
classical mixing. In this context, Iλ(H˙Λ, H˙Λ) measures the
degree of quantum power fluctuations due to the generation
of quantum friction [28, 29]. Additionally, these quantum
fluctuations are weighted by an integral relaxation timescale:
τeqλ :=
∫ ∞
0
dθ
Iλ(H˙Λ(θ), H˙Λ(0))
Iλ(H˙Λ(0), H˙Λ(0))
≥ 0. (19)
This quantifies the timescale over which the quantum corre-
lation function for the power decays to its equilibrium value,
and can be viewed as a quantum generalisation of the in-
tegral relaxation time employed in classical non-equilibrium
thermodynamics [64–66].
By combining (14) with (15) and (16) we can apply the
Cauchy-Schwarz inequality to the scalar product, obtaining
our central result:
(∆Pw − 2∆Iw)〈σ〉 ≥ 2τP 2w. (20)
The above inequality is a quantum generalisation of the
TUR for entropy production and power. It demonstrates
a trade-off between the amount of dissipation 〈σ〉 and the
noise-to-signal ratio ∆P
1/2
w /Pw, with a non-classical mod-
ification coming from ∆Iw. Finally, we are ready to derive
bounds on the performance of quantum heat engines. A
simple rewriting of (6) as 〈σ〉 = (τPw/Tc)(ηC/η − 1), and
combining with (20) gives the desired efficiency bound (2).
As shown in Appendix D, the quantum correction satisfies
∆Pw ≥ 2∆Iw ≥ 0, which means that (2) is in fact tighter
than the original SSHE bound (1),
ηQ ≤ ηPS . (21)
To saturate (2) we require that, for all times t ∈ [0, τ ],
δH˙λ ∝ Φ˙λ. However, this necessarily implies a vanishing
quantum friction [H˙Λ, HΛ] = 0 for all t ∈ [0, τ ], which is
a necessary and sufficient condition for ∆Iw = 0 (see Ap-
pendix D). This implies that for heat engines in the presence
of quantum friction, (2) is in fact a strict inequality.
Single ion heat engine: To illustrate our bound (2) we
consider a model of a single ion PDHE, inspired by recent
experimental realisations using ion-traps [67]. We describe
the engine using a master equation for the damped harmonic
oscillator:
ρ˙t = −iω[a†ωaω, ρt] + Γ(Nβ + 1)Daω [ρt] + ΓDa†ω [ρt],
(22)
with DX [ρ] = XρX† − 12{X†X, ρ}. Here the Hamil-
tonian is Hω = ω(a
†
ωaω +
1
2 ) with ω the frequency,
aω =
√
ω/2(x + ip/ω) the creation operator with unit
mass and Nβ = 1/(e
βω − 1) is the Bose-Einstein distri-
bution. We consider a cycle defined by the slow modulation
of the engine’s oscillator frequency and bath temperature,
λ : t 7→ λ(t) = {T (t), ω(t)}, according to the periodic
functions
ω(t) = ω0
(
1 +
1
2
sin
(
2pit
τ
))
,
β(t) := T−1(t) = βc +
βh − βc
2
(
1 + sin
(
2pit
τ
))
. (23)
In Appendix E we calculate the efficiency, as well as the
power and its fluctuations as a function of cycle time us-
ing (14), (15), and (16). In Figure 1(a) we plot the av-
erage work done on the system and its subsequent work
5fluctuations. It can be seen that the cycle functions as
an engine with positive power output Pw = −〈w〉/τ ≥ 0,
and that the work fluctuations grow monotonically in time,
as predicted by (16). Notably, the power operator H˙ω =
ω˙
(
ω−1Hω + ((a†ω)
2 + a2ω)/2
)
does not commute with the
engine Hamiltonian [Hω, H˙ω] 6= 0, meaning that quantum
friction is generated during the cycle. To see this effect, in
Figure 1(b) we plot the efficiency of the engine as a function
of time, alongside our predicted quantum bound (2) and
classical bound (1). It can be seen that quantum friction
persists for all times, ensuring a tighter bound in accordance
with (21). Over many cycles the difference between the ac-
tual efficiency and our bound converges to approximately
0.2 ηC . Finally, in the inset of Figure 1(b) we plot the ef-
ficiency and bounds as a function of the cold temperature
Tc over a fixed time interval. One sees that for low temper-
atures, (2) becomes significantly tighter than (1). This is
the expected region where quantum friction is more preva-
lent. In the other regime of high Tc, the bounds converge
as quantum fluctuations become negligible.
Conclusions. We have derived a bound on the optimal ef-
ficiency of quantum periodic heat engines (PDHEs) in terms
of their average power and fluctuations, valid in the slow-
driving regime. We first proved that the slow-driving as-
sumption, together with detailed balance, implies that work
and entropy production satisfy a fluctuation theorem (13)
mirroring that of PDHEs driven by time-symmetric proto-
cols. This then gave rise to an efficiency bound analogous
to a bound (1) satisfied by steady-state heat engines. We
then derived a tighter bound that incorporated the effect
of quantum friction stemming from non-commuting Hamil-
tonian driving. This represents the first Thermodynamic
Uncertainty Relation for PDHEs that explicitly shows the
role of quantum effects.
It has recently been shown that quantum friction reduces
the maximum power achievable in slow driving PDHE’s
[34, 68, 69]. Our results demonstrate that in this oper-
ational regime, quantum friction also becomes detrimen-
tal to the efficiency and subsequent fluctuations. More
specifically, when optimising any one of the trio φ ∈
{η, Pw, 1/∆Pw} while fixing the other two variables, quan-
tum friction inevitably leads to a reduction in the maximum
value φmax that can be attained. Given that enhancements
with a quantum origin have been identified in other ther-
modynamic contexts, such as Otto-like engines [70–72] or
refrigerators [73], it remains an open question to gain a full
understanding of the role of quantum effects in heat engines
beyond the slow-driving regime.
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A. Quantum trajectories and entropy production
In this section we will first introduce the definition of quantum jump trajectories for arbitrary open quantum systems
undergoing Markovian evolution. Such trajectories describe the dissipative evolution of a driven system induced by in-
teractions with an environment and measurement apparatus. As we will see, each trajectory comes with an associated
time-reversed sequence, and interactions with the environment typically break the time-reversal symmetry between forward
and reverse paths. Naturally this gives rise to a notion of entropy production, which will measure this degree of time-reversal
asymmetry [37, 38]. We will then demonstrate how this statistical notion of entropy production can be connected with the
7thermodynamic variables of the system. Our formalism follows closely the approaches taken in [30, 47, 49].
First, let H be a complex separable Hilbert space with an algebra of bounded linear operators B(H), and denote the
space of quantum states as S(H) := {ρ ∈ B(H) : ρ ≥ 0, Tr (ρ) = 1}. Let a family of linear operators T = {Tt}t≥0 acting
on S(H) form a uniformly continuous Quantum Markov Semigroup (QMS) with bounded generator L . According to the
Gorini-Kossakowski-Sudarshan-Lindblad theorem such a generator admits the following representation [74]:
Lλ(·) := −i[HΛ, (·)] +
∑
x
D
(
Lx(λ)
)
(·), (A1)
with D(L)(·) = L(·)L† + 12{L†L, (·)} and Hλ = H†λ the Hamiltonian. Here we have parameterised the generator with a
finite collection of scalar variables
λ(t) := {λext(t),Λ(t)}, (A2)
to account for any additional time-dependent control during the dynamics. The variables Λ represent mechanical parameters
of the system, while λext are parameters for the external environment (eg. temperature, chemical potential etc.). These
parameters are kept arbitrary for now, though we assume a slow enough variation such that the generator takes the adiabatic
Lindblad (A1) form at all times [35]. The predual of Lλ, denoted L ∗λ such that Tr (L
∗
λ (A)B) = Tr (ALλ(B)) for all
A,B ∈ B(H), defines a QMS on B(H); while Lλ is completely positive and trace-preserving, L ∗λ is completely positive
and unital, i.e. L ∗λ (I) = 0. We will assume the existence of a unique faithful steady state piλ such that
lim
θ→∞
eθLλ(ρ) = piλ, ∀ρ ∈ S(H). (A3)
This condition is satisfied if and only if the generator has a non-degenerate zero eigenvalue, and all other eigenvalues have
a strictly negative real part (see Theorem 5.4 in [75]). Since the steady state is invertible we may introduce the so-called
non-equilibrium potential [76], defined as
Φλ = −ln (piλ) =
∑
i
φi(λ)|pii(λ)〉〈pii(λ)|, (A4)
with {|pii(λ)〉} the eigenstates of piλ. The current operator associated with this potential is defined by
Φ˙λ :=
d
dt
Φλ. (A5)
It is important to stress that in general the potential and current are non-commuting [Φλ, Φ˙λ] 6= 0 at any given time. Let
us denote the state of the system, at time t, as ρt =
∑
µ pµ(t)Πµ(t), where Πµ(t) are rank-1 projection operators. As the
system’s evolution is governed by a QMS, it follows that for any τ > 0
ρτ =
←−exp
(∫ τ
0
dt Lλ(t)
)
(ρ0). (A6)
Throughout the paper, we will only consider processes that impose transitions between steady states, so that the boundary
conditions become
ρ0 = piλ(0) −→ ρτ = piλ(τ). (A7)
Another crucial assumption throughout is that the process is always periodic, i.e. λ(0) = λ(τ), which, together with (A7),
implies that
ρτ = ρ0. (A8)
By making use of the time-splitting formula (Theorem 2.8 [75]) we may express the propagator in terms of the following
limit:
←−exp
(∫ τ
0
dt Lλ(t)
)
= lim
δt→0
0∏
n=N
eδtLλn , (A9)
8for the sequence τ = tN+1 ≥ ... ≥ t0 = 0, where δt = max |tn+1 − tn| and λn = λ(tn). As such, we denote Tn := eδtLλn
as our instantaneous quantum channels acting on the system at times tn, which we in turn “unravell” into the set of
quantum operations Txn(·) = Kxn(λn)(·)K†xn(λn) so that Tn(·) =
∑
xn
Txn(·), with the Kraus operators
K0(λ) := I−
(
iHΛ +
1
2
∑
x
L†x(λ)Lx(λ)
)
δt, (A10)
Kx(λ) := Lx(λ)
√
δt, x > 0. (A11)
As stated in the main text, the evolution of the system may be decomposed into an ensemble of quantum trajectories
[30, 46–50]
γ := {(µ, ν), (x0, . . . , xN )}, (A12)
with probabilities
p(γ) := pµ(0)Tr (Πν(τ)TxN ◦ · · · ◦ Tx0(Πµ(0))) . (A13)
Here, (µ, ν) denotes the outcomes of projective measurements performed on the system with respect to the eigenbasis of
the equilibrium state piλ(0) = piλ(τ), at the start and end of the cycle, while (x0, . . . , xN ) indicates the sequence of quantum
operations Txn acting on the system due to the unravelling of the Lindbladian dynamics. In order to evaluate the entropy
production for the trajectories γ, we must first employ a notion of time-reversed dynamics which is “dual-reverse” to the
QMS describing the system’s evolution forwards in time. We shall denote the dual-reverse of Tn as Dn =
∑
xn
Dxn . For
classical Markov chains one may introduce a time-reversal operation that reverses any sequence of microstates in the chain
while preserving their transition probabilities [77]. The analogue of this time reversal in quantum mechanics amounts to
reversing the chain of interactions between system and environment. Following Crooks [78], in order to implicitly define
the time-reversed process we require that for any configuration λn, the probability of obtaining the sequence (xn, yn) from
the channel Tn, given a system that is initially in the invariant state piλn , equals the probability of obtaining the sequence
(yn, xn) from the dual-reverse channels Dn, i.e.
Tr (Dxn ◦ Dyn(piλn)) = Tr (Tyn ◦ Txn(piλn)) . (A14)
By construction we define the dual reverse trajectory according to the sequence
γ˜ := {(ν, µ), (xN , . . . , x0)}, (A15)
with probability
p˜(γ˜) = pν(τ)Tr (Πµ(0)Dx0 ◦ · · · ◦ DxN (Πν(τ))) . (A16)
We next determine the generator of the infinitesimal dual-reverse channels D, which are defined as an implicit solution
to (A14) from the corresponding Kraus operators. The individual dual-reverse operations in (A14) can be constructed from
Dx(·) = P(s)λ ◦ T ∗x ◦ P(−s)λ (·). (A17)
where we define the maps P(±s)λ (·) := pi±sλ (·)pi±(1−s)λ for s ∈ [0, 1]. A class of possible dual-reverse channels D =
∑
xDx =
eδtL˜λ
∗
can be constructed from dual generators of the form L˜λ, which are defined as the solution to
Tr
(
pi1−sλ L˜λ(A)pi
s
λB
)
= Tr
(
pi1−sλ Api
s
λL
∗
λ (B)
)
(A18)
for s ∈ [0, 1] and all A,B ∈ B(H).
Note however that without further assumptions these solutions may not define physical processes (ie. completely-positive
and trace-preserving). As shown by Fagnola and Umanita (Theorem 3.1 and Proposition 8.1 in [79]), L˜λ
∗
(·) forms a QMS
for any s ∈ [0, 1] if and only if
[L ∗λ ,Ω
(−i)
λ ] = 0, (A19)
where Ω
(x)
λ (·) = piixλ (·)pi−ixλ denotes the modular automorphism on B(H) generated by the invariant state piλ. Under this
assumption one can show that the dual generator in (A18) is in fact the same for any choice s = [0, 1], thereby singling
9out a unique reverse QMS. Moreover, it was shown that if L˜λ
∗
is a QMS, then L ∗λ will also commute with the modular
group {Ω(x)λ }x∈R (Theorem 3.1 [79]):
[L ∗λ ,Ω
(x)
λ ] = 0, ∀x ∈ R. (A20)
It follows that if piλ = f(HΛ), as we will assume, then T ∗t will obey time-translation covariance. This means that given
the unitary representation of the “time translation” group U : R 3 g 7→ U(g) = eigHΛ , generated by the Hamiltonian
HΛ ∈ B(H), then for all t > 0 and g ∈ R,
T ∗t ◦ Ug(·) = Ug ◦ T ∗t (·), (A21)
where Ug(·) := U(g)(·)U†(g). Alternatively, this condition can be stated as the commutation relation[
L ∗λ (·), [HΛ, (·)]
]
= 0. (A22)
It is simple to verify that if piλ = f(HΛ), then (A20) implies (A22). Imposing the condition of quantum detailed balance
[32] is sufficient to guarantee (A19), and hence also (A22) (Lemma 5.1 [79]). Detailed balance ensures that the generator
of the QMS is related to its dual via
L˜λ(·) = L ∗λ (·)− 2i[HΛ, (·)], (A23)
where L˜λ denotes the s-dual defined according to (A18).
With a well-defined reverse QMS, we are now ready to introduce the non-adiabatic entropy production as a statistical
measure of the distinguishability between the forward and dual-reverse trajectories [37]:
σ(γ) := ln
(
p(γ)
p˜(γ˜)
)
. (A24)
Trivially, normalisation implies the integral fluctuation theorem:〈
e−σ
〉
= 1, =⇒ 〈σ〉 ≥ 0. (A25)
The positivity is a simple consequence of Jensen’s inequality. While we have established the abstract notion of entropy
production as a measure of time-reversal asymmetry, our requirement that the dual-reverse process be a QMS consequently
ensures that (A24) will be uniquely defined; one may prove that the constraint (A19) implies the existence of a set
(HΛ, {Lx(λ)}) satisfying the following (see Proposition 4.4 in [79]):
piλLx(λ)pi
−1
λ = e
−∆φx(λ)Lx(λ), ∀x.[
HΛ, piλ
]
=
∑
x
[
L†x(λ)Lx(λ), piλ
]
= 0. (A26)
Here ∆φx(λ) = φi(λ) − φj(λ) for all (i, j) such that 〈pii(λ)|Lx(λ)|pij(λ)〉 6= 0. It is straightforward to see from the
privileged representation (A26) that the Kraus operators acting on the system satisfy
piλKx(λ)pi
−1
λ = e
−∆φx(λ)Kx(λ), ∆φ0(λ) = 0. (A27)
By expanding in the eigenstates of piλ, this means that the Kraus operators (A10) acting on the system at any given time
take the form [49]
Kx(λ) =
∑
ij
mxij(λ)|pii(λ)〉〈pij(λ)|, (A28)
with mxij(λ) = 0 if φi(λ)− φj(λ) 6= ∆φx(λ). In other words, all quantum jumps that take place come with a well-defined
change in the non-equilibrium potential ∆φx(λ), caused by transitions between superpositions of eigenstates of the fixed
point piλ. Before proceeding, we will now introduce a useful identity stemming from (A27):
Lemma 1. Let Kx(λ) be a Kraus operator belonging to the privileged representation (A27). Then
piuλKx(λ)pi
−u
λ = e
−u∆φx(λ)Kx(λ), u ∈ R. (A29)
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Proof. Let p0 > 0 denote the smallest eigenvalue of piλ. For any u ∈ R the real-valued function f(z) = zu is continuous
on the bounded interval [p0, 1], and so by the Stone-Weierstrass theorem can be uniformly approximated by a polynomial
f(z) =
∑
k ckz
k on [p0, 1]. For a polynomial we find
f(piλ)Kx(λ) =
∑
k
ckpi
k
λKx(λ),
= Kx(λ)
∑
k
cke
−k∆φx(λ)pikλ,
= Kx(λ)
∑
k
ck(e
−∆φx(λ)piλ)k,
= Kx(λ)f(e
−∆φx(λ)piλ), (A30)
where we used (A27) in the second line. Since f(z) = zu we therefore have
piuλKx(λ) = e
−u∆φx(λ)Kx(λ)piuλ . (A31)
As such, by Lemma 1, (A17) and (A27), it follows that the dual reverse operations are given by
Dx(·) = T ∗x (·)e∆φx(λ), (A32)
which is notably independent of s. Consequently, for any trajectory γ, one can use equations (A16) and (A32) to re-express
the non-adiabatic entropy production (A24) as
σ(γ) = ∆s(ν, µ)−
N∑
n=0
∆φxn(λn), (A33)
where ∆s(ν, µ) = ln (pµ(0))−ln (pν(τ)). The identification of (A33) as the non-adiabatic entropy production was previously
obtained by Manzano et al in [49]. This quantity can be understood as a sum of the change in surprisal associated to
the system’s boundary conditions (µ, ν) and the total change in the non-equilibrium potential Φλ(t) along the sequence
(x0, . . . , xN ).
B. Exact expression of the moment generating function for quantum heat engines
So far we have not placed any assumptions about the form of the steady state piλ. For heat engines a generic form we
can consider is the canonical Gibbs ensemble with Hamiltonian HΛ with inverse temperature β = 1/T (we set kB = 1
throughout), driven by temperature variations and changes in a set of mechanical parameters Λ:
piλ =
e−βHΛ
Tr (e−βHΛ)
, λ = {T,Λ}. (B1)
In this case the non-adiabatic entropy production becomes
σ(γ) = ∆s(ν, µ)−
N∑
n=0
βn∆exn(Λn), (B2)
where ∆exn(Λn) denotes the heat absorption caused by Kraus operator Kxn , defined as the difference between energy
eigenvalues of the instantaneous Hamiltonian H(Λn). Taking the ensemble average with respect to the distribution p(γ)
and the continuum limit N → ∞ gives (5), which reproduces the generalised Clausius inequality ∆S ≥ − ∫ dt βt〈q˙(t)〉
using (A25). The average entropy production can be expressed as 〈σ〉 = ∫ τ
0
dt 〈σ˙〉 with rate [48]
〈σ˙〉 = − ∂
∂t
S(ρt||piλ(ν))
∣∣
ν=t
≥ 0, (B3)
where S(ρ||pi) = Tr (ρ ln (ρ))−Tr (ρ ln (pi)) is the quantum relative entropy. Positivity of the rate follows as a consequence
of the monotonic contraction of the relative entropy under CPTP maps, which follows from the assumption that the
generator of the dynamics is a QMS. As stated in the main text, we assume that any process is described by a curve
λ : t 7→ λ(t) := {T (t),Λ(t)} (B4)
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such that λ(0) = λ(τ) and λ˙(0) = λ˙(τ) = 0. For such cycles, a related quantity is work done on the system, which is given
by
w(γ) := T0∆s(ν, µ)−
N∑
n=0
∆exn(Λn). (B5)
where we used the periodic steady state boundary conditions (A7) and set TN = T0. In this paper we will be concerned
with studying the higher order moments. For this the statistics of entropy production and work can be determined from
the two-variable moment generating function (MGF), which is defined via the Laplace transform of the joint distribution
P (σ,w). Formally the joint distribution is constructed from
P (σ,w) =
∑
{γ}
δ[σ − σ(γ)]δ[w − w(γ)]p(γ). (B6)
Then the MGF is
Gσ,w(u, v) :=
∑
{γ}
p(γ) e−uσ(γ)−vw(γ), u, v ∈ R. (B7)
We stress that while we sum over discrete trajectories such as (A12), one must subsequently take the continuum limit
δt→ 0. We now derive a convenient expression for the MGF in the privileged representation:
Lemma 2. For any periodic process, the MGF (B7) for work and entropy production in the continuum limit δt → 0 is
given by
Gσ,w(u, v) = Tr
(
←−exp
(∫ τ
0
dt Lλ + δΥ
(u,v)
λ ?
)
(ρ0)
)
. (B8)
where A ? (·) := A(·) + (·)A† and
Υ
(u,v)
λ := −
∫ (uβ+v)/2
0
ds e−sH˜λH˙ΛesH˜λ − u
2
β˙ HΛ, (B9)
with shifted operators with respect to equilibrium denoted δAλ := Aλ − Tr (Aλpiλ) I.
Proof. Let us first define the evolution map eδtnLλn =
∑
xn
Kxn(λn)(·)K†xn(λn) with δtn = tn+1− tn for the components
of the product (A9) and set δt = max |δtn| and yn = u+ Tnv for shorthand. Combining (A13) with (B2), (B5) and (B7)
gives
Gσ,w˜(u, v) =
∑
µ,ν
∑
{xn}
Tr
(
Πν(τ)KxN (λN ) . . .Kx0(λ0)Πµ(0)K
†
x0(λ0) . . .K
†
xN (λN )
)
pyN+1ν (τ)p
1−y0
µ (0)e
y0∆φx0 (λ0) . . . eyN∆φxN (λN ),
=
∑
{xn}
Tr
(
ρyN+1τ (pi
−yN/2
λN
KxN (λN )pi
yN/2
λN
) . . . (pi
−y0/2
λ0
Kx0(λ0)pi
y0/2
λ0
)ρ1−y00 (pi
y0/2
λ0
K†x0(λ0)pi
−y0/2
λ0
) . . .
. . . (pi
yN/2
λN
KxN (λN )pi
−yN/2
λN
)
)
,
= Tr
(
(pi
−(u+TN+1v)/2
λN+1
ρ(u+TN+1v)τ pi
−(u+TN+1v)/2
λN+1
)
( 0∏
n=N
M(n)u,v
)
(pi
(u+T0v)/2
λ0
ρ1−u−vT00 pi
(u+T0v)/2
λ0
)
)
,
= Tr
(( 0∏
n=N
M(n)u,v
)
(ρ0)
)
, (B10)
where we used ρut =
∑
µ p
u
µ(t)Πµ(t), made use of the privileged representation from Lemma 1, assumed the steady state
boundary conditions (A7) and introduced the linear map
M(n)u,v(·) := pi(u+Tn+1v)/2λn+1 pi
−(u+Tnv)/2
λn
eδtnLλn (·)pi−(u+Tnv)/2λn pi
(u+Tn+1v)/2
λn+1
, (B11)
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We next utilise the Taylor expansion of the exponential operator for X,Y ∈ B(H) [80]:
e−X−δtY eX = I− δt
∫ 1
0
ds e−sXY esX +O(δt2). (B12)
For convenience let us introduce the notation H
(u,v)
n δtn = (uβn+1 + v)H˜λn+1 − (uβn + v)H˜λn , where H˜λ := Hλ − FλI
such that Fλ := −β−1ln
(
Tr
(
e−βHλ
))
. Since the steady state is thermal, i.e. piλ = e
−βH˜λ , by using (B12) we obtain
pi
(u+Tn+1v)/2
λn+1
pi
−(u+Tnv)/2
λn
= I− δtn
2
∫ 1
0
ds e−s(uβn+v)
H˜λn
2 H (u,v)n e
s(uβn+v)
H˜λn
2 +O(δt2),
= exp
(
− δtn
2
∫ 1
0
ds e−s(uβn+v)
H˜λn
2 H (u,v)n e
s(uβn+v)
H˜λn
2 +O(δt2)
)
. (B13)
Using the fact that pi
−(u+Tnv)/2
λn
pi
(u+Tn+1v)/2
λn+1
=
(
pi
(u+Tn+1v)/2
λn+1
pi
−(u+Tnv)/2
λn
)†
with eX(·)eX† := exp(X?), and that the
terms in (B11) commute to first order in δtn, we have
M(n)u,v(·) = exp
(
δtnLλn −
δtn
2
∫ 1
0
ds e−s(uβn+v)H˜λn/2H (u,v)n e
s(uβn+v)H˜λn/2 ?+O(δt2n)
)
(·). (B14)
Now observe that
lim
δtn→0
H (u,v)n = (uβ + v)
˙˜Hλ
∣∣
λ=λ(tn)
+ uβ˙ H˜λ
∣∣
λ=λ(tn)
. (B15)
Combining (B14) with (B15) along with the time-spitting formula (A9), we can evaluate the continuum limit:
lim
δt→0
0∏
n=N
M(n)u =←−exp
(∫ τ
0
dt Lλ + Υ
(u,v)
λ ?
)
(·) =:←−Pu,v(τ, 0)(·), (B16)
with
Υ
(u,v)
λ := −
∫ (uβ+v)/2
0
ds e−sH˜λ ˙˜HλesH˜λ − u
2
β˙ H˜λ. (B17)
Before proceeding it is useful to rewrite the propagator (B16) in a modified form by exploiting the periodic boundary
conditions. Firstly, we note that given the periodic boundary condition ρ0 = ρτ , then by (6) the average entropy production
obeys the equality
〈σ〉 =
∫ τ
0
dt Tr
(
Φ˙λ(t)ρt
)
=
1
Tc
∫ τ
0
dt Tr
(
H˙Λ(t)ρt
)
+
ηC
Tc
∫ τ
0
dt α(t)Tr
(
Hλ(t)Lλ(t)(ρt)
)
. (B18)
We also note that
Tr
(
Υ
(u,v)
λ ? (piλ)
)
= −uTr
(
(β ˙˜Hλ + β˙H˜λ)piλ
)
− vTr
(
˙˜Hλpiλ
)
,
= uTr (p˙iλ)− vTr
(
˙˜Hλpiλ
)
,
= −vTr
(
˙˜Hλpiλ
)
= −vTr
(
H˙Λpiλ
)
− vF˙λ. (B19)
Taking the integral over time, therefore, yields∫ τ
0
dt Tr
(
Υ
(u,v)
λ(t) ? (piλ(t))
)
= −v
∫ τ
0
dt Tr
(
H˙Λ(t)piλ(t)
)
,
= −vTc
∫ τ
0
dt′ Tr
(
Φ˙λ(t)piλ(t)
)
+ vηC
∫ τ
0
dt α(t)Tr
(
HΛ(t)Lλ(t)(piλ(t))
)
,
= 0, (B20)
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where: in the first line we use the periodic boundary conditions to infer that
∫ τ
0
dtF˙λ = 0; in the second line we used (B18);
and in the final line we used the fact that Tr
(
Φ˙λpiλ
)
= Tr (p˙iλ) = 0 and Lλ(piλ) = 0. Now let us apply the definition of a
shifted operator δAλ := Aλ − Tr (Aλpiλ) I to the current operator, defined in (B17), to obtain
δΥ
(u,v)
λ := Υ
(u,v)
λ − Tr
(
Υ
(u,v)
λ piλ
)
I = −
∫ (uβ+v)/2
0
ds e−sH˜λδH˙λesH˜λ − u
2
β˙ δHλ, (B21)
Where we note that δH˜λ = δHλ and δ
˙˜Hλ = δH˙λ. It is then easy to show that (B20) implies that the propagator in (B16)
obeys the identity
←−
Pu,v(τ, 0) :=
←−exp
(∫ τ
0
dt Lλ + Υ
(u,v)
λ ?
)
= exp
(
−
∫ τ
0
dt Tr
(
Υ
(u,v)
λ(t) ? (piλ(t))
))
I ◦←−exp
(∫ τ
0
dt Lλ + Υ
(u,v)
λ ?
)
=←−exp
(∫ τ
0
dt Lλ + δΥ
(u,v)
λ ?
)
. (B22)
Finally, by evaluating Tr
(←−
Pu,v(τ, 0)(ρ0)
)
by use of the propagator in (B22), we arrive at (B8).
C. Slow driving approximation for the MGF
In general, computing the generating function (B8) is difficult as it requires solving the time-ordered Lindblad master
equation. However, if the speed at which the control parameters λ are varied is slow compared to the relaxation timescale
of the open system dynamics, we can expect the engine to remain close to the instantaneous steady state piλ at all times.
In this regime the quantum jump trajectories become almost indistinguishable from their time-reversed counterparts (A15),
meaning that average entropy production is small. Previously, these approximations have been evaluated for 〈σ〉 in both
classical [65] and quantum systems [81]. Here we will perform an analogous approximation of the full MGF (B8) under
an engine cycle. Given that the protocol’s duration is τ , we shall define the speed of the protocol as  := 1/τ , so that
the slow-driving limit is achieved when 2  1. Moreover, we shall work in the re-scaled coordinate t′ := t, so that
λ˜(t′) := λ(t) and ρ˜t′ := ρt. Next we need to utilise the Drazin inverse L +λ for the generator Lλ. This superoperator is
defined implicitly as the solution to the following set of equations [82]:
(i) Tr
(
L +λ (A)
)
= 0 for A ∈ B(H).
(ii) LλL
+
λ (A) = L
+
λ Lλ(A) = A− Tr (A)piλ.
(iii) L +λ (piλ) = 0.
One may show that these conditions yield a unique solution given by the following [81]:
L +λ (·) := −
∫ ∞
0
dθ eθLλ
(
(·)− piλTr (.)
)
, (C1)
By introducing the Drazin inverse, the dynamical equation ρ˙t = Lλ(t)(ρt) may be inverted in under these rescaled coordi-
nates to give [33]:
ρ˜t′ = piλ˜(t′) +  L
+
λ˜(t′)
(p˙iλ˜(t′)) +O(2), (C2)
which holds ∀t′ ∈ [0, 1]. Note that since it assumed that the derivative of λ vanishes at the initial and final point in time,
the system begins and ends in the same equilibrium state. We next introduce the quantum covariance [29, 83], which is a
non-commutative generalisation of the classical covariance cov(a, b) = 〈ab〉 − 〈a〉〈b〉, defined as
cov
(s)
λ (A,B) := Tr
(
A pisλ B pi
1−s
λ
)− Tr (A piλ) Tr (B piλ) , (C3)
where s ∈ R. Using this we present the key technical result of paper, which is a slow-driving approximation of the entropy
production MGF (B8) for any cycle:
Lemma 3. Up to linear order in driving speed , the MGF (B8) can be expressed as
Gσ,w(u, v) = 1−
∫ τ
0
dt
(
β2C¯
(u+Tv)
λ (H˙Λ, H˙Λ) + (u− u2)β˙2C(0)λ (HΛ, HΛ) + fT (u, v)β˙β C(0)λ (H˙Λ, HΛ),+O(2), (C4)
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where we define the correlation function
C
(s)
λ (A,B) :=
∫ ∞
0
dθ cov
(s)
λ
(
A(θ), B(0)
)
, (C5)
with A(θ) = eθL
∗
λ (A) an observable evolved in the Heisenberg picture at a fixed control parameter λ. We have also defined
the symmeterised correlation function by:
C¯
(y)
λ (A,B) :=
∫ y
0
ds
∫ 1−s
s
ds′ C(s′)λ (A,B). (C6)
Additionally the function fT (u, v) is given by
fT (u, v) := Tv − 2u(u+ Tv − 1), (C7)
Proof. We can apply a similar approximation for the full MGF from Lemma 2. Using the perturbative Dyson series with (B8)
we have
←−exp
(∫ τ
0
dt Lλ + δΥ
(u,v)
λ ?
)
=
←−
P τ0 +
∞∑
n=1
∫
0≤t1≤...≤tn≤τ
←−
P τtn ◦
(
δΥ
(u,v)
λ(tn)
?
)←−
P tntn−1 ...
←−
P t2t1 ◦
(
δΥ
(u,v)
λ(t1)
?
)←−
P t10 , (C8)
where we define
←−
P ts :=
←−exp
(∫ t
s
dt′ Lλ(t′)
)
. (C9)
Since terms beyond n = 2 in the sum will be at least order O(2), we are left with
←−exp
(∫ τ
0
dt Lλ + δΥ
(u,v)
λ ?
)
' ←−P τ0 +
∫ τ
0
dt1
←−
P τt1 ◦ δΥ(u,v)λ(t1) ?
←−
P t10
+
∫ τ
0
dt2
∫ t2
0
dt1
←−
P τt2 ◦ δΥ(u,v)λ(t2) ?
←−
P t2t1 ◦ δΥ(u)λ(t1) ?
←−
P t10 . (C10)
Taking the trace we may write
Gσ,w˜(u, v) ' 1 + G1(u, v) + G2(u, v), (C11)
where we have defined
G1(u, v) :=
∫ τ
0
dt1 Tr
(
δΥ
(u,v)
λ(t1)
? (ρt1)
)
, (C12)
G2(u, v) :=
∫ τ
0
dt2
∫ t2
0
dt1 Tr
(
δΥ
(u,v)
λ(t2)
?
←−
P t2t1 ◦ δΥ(u,v)λ(t1) ? (ρt1)
)
. (C13)
Here, we have used the fact that
←−
P τtn is trace preserving. Let us first consider G1(u, v) in the time coordinates t′ = t1
which, by use of expansion (C2) with dt1 = dt
′/ and δΥ(u,v)λ(t) = δΥ
(u,v)
λ˜(t′)
, can be written as
G1(u, v) =
∫ 1
0
dt′ Tr
(
δΥ
(u,v)
λ˜(t′)
?
(
piλ˜(t′)
))
+ 
∫ 1
0
dt′ Tr
(
δΥ
(u,v)
λ˜(t′)
?L +
λ˜(t′)
(
p˙iλ˜(t′)
))
+O(2),
= 
∫ 1
0
dt′ Tr
(
δΥ
(u,v)
λ˜(t′)
?L +
λ˜(t′)
(
p˙iλ˜(t′)
))
+O(2). (C14)
From (B21) we observe that
δΥ
(u,v)
λ + (δΥ
(u,v)
λ )
† = − (βu+ v)
2
∫ 1
−1
ds e−(s(βu+v)/2)H˜λδH˙λe(s(βu+v)/2)H˜λ − uβ˙ δHλ, (C15)
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allowing us to, after converting back into the original time coordinates, reduce (C14) to
G1(u, v) ' 
∫ 1
0
dt′ Tr
(
δΥ
(u,v)
λ˜(t′)
?L +
λ˜(t′)
(p˙iλ˜(t′))
)
,
= −u
∫ τ
0
dt β˙Tr
(
δHλL
+
λ (p˙iλ)
)
−
∫ τ
0
dt
(βu+ v)
2
∫ 1
−1
ds Tr
(
e−(s(βu+v)/2)H˜λδH˙λe(s(βu+v)/2)H˜λL +λ (p˙iλ)
)
,
= u
∫ τ
0
dt
∫ ∞
0
dθ β˙Tr
(
eθL
∗
λ (δHλ) p˙iλ
)
+
∫ τ
0
dt
(βu+ v)
2
∫ ∞
0
dθ
∫ 1
−1
ds Tr
(
eθL
∗
λ
(
e−(s(βu+v)/2)H˜λδH˙λe(s(βu+v)/2)H˜λ
)
p˙iλ
)
. (C16)
Turning to the second contribution to the MGF (C13), we first observe that the double integration can be separated
according to
G2(u, v) = G′2(u, v) + G
′′
2 (u, v), (C17)
where
G′2(u, v) =
1
2
∫ τ
0
dt2
∫ τ
0
dt1 Tr
(
δΥ
(u,v)
λ(t2)
?
←−
P t2t1 ◦ δΥ(u)λ(t1) ? (ρt1)
)
θ(t2 − t1), (C18)
G′′2 (u, v) =
1
2
∫ τ
0
dt1
∫ τ
0
dt2 Tr
(
δΥ
(u,v)
λ(t1)
?
←−
P t1t2 ◦ δΥ(u,v)λ(t2) ? (ρt2)
)
θ(t1 − t2), (C19)
while θ(x) = 0 for x < 0 and θ(x) = 1 for x ≥ 0. Consider now the Taylor expansion of the Lindbladian around the point
t = t1:
Lλ(t) = Lλ
∣∣
λ(t1)
+O(λ˙(t1)). (C20)
Substituting this into the time-ordered propagator in G′2(u, v) we find
G′2(u, v) =
1
2
∫ τ
0
dt1
∫ τ
0
dt2
(
Tr
(
δΥ
(u,v)
λ(t2)
? e(t2−t1)Lλ(t1) ◦ δΥ(u,v)λ(t1) ? (ρt1)
)
θ(t2 − t1) +O(λ˙(t1))
)
,
=
1
2
∫ τ
0
dt1
∫ τ−t1
−t1
dθ
(
Tr
(
δΥ
(u,v)
λ(θ+t1)
? eθLλ(t1) ◦ δΥ(u,v)λ(t1) ? (ρt1)
)
θ(θ) +O(λ˙(t1))
)
,
=
1
2
∫ 1
0
dt′
∫ τ(1−t′)
−τt′
dθ
(
Tr
(
δΥ
(u,v)
λ(θ+t′/) ? e
θLλ˜(t′) ◦ δΥ(u,v)
λ˜(t′)
? (ρ˜t′)
)
θ(θ) +O( ˙˜λ(t1))
))
,
=

2
∫ 1
0
dt′
∫ τ(1−t′)
−τt′
dθ
(
Tr
(
δΥ
(u,v)
λ˜(θ+t′)
? eθLλ˜(t′) ◦ δΥ(u,v)
λ˜(t′)
? (ρ˜t′)
)
θ(θ) +O( ˙˜λ(t1))
))
, (C21)
where in the second line we introduced variable θ = t2 − t1 and the third line t′ = t1. Note that λ(θ + t′/) = λ˜(θ + t′)
and λ˙(θ + t′/) =  ˙˜λ(θ + t′). Therefore, by taking the limit → 0 (ie. τ →∞) we have
G′2(u, v) =

2
∫ 1
0
dt′
∫ ∞
−∞
dθ Tr
(
δΥ
(u,v)
λ˜(t′)
? eθLλ˜(t′) ◦ δΥ(u,v)
λ˜(t′)
? (ρ˜t′)
)
θ(θ) +O(2),
=

2
∫ 1
0
dt′
∫ ∞
0
dθ Tr
(
δΥ
(u,v)
λ˜(t′)
? eθLλ˜(t′) ◦ δΥ(u,v)
λ˜(t′)
? (piλ˜(t′))
)
+O(2),
' 1
2
∫ τ
0
dt
∫ ∞
0
dθ Tr
(
δΥ
(u,v)
λ ? e
θLλ ◦ δΥ(u,v)λ ? (piλ)
)
, (C22)
where in the second line we applied the slow driving expansion (C2). By symmetry we also have G′′2 (u, v) = G
′
2(u, v), so
G2(u, v) =
∫ τ
0
dt
∫ ∞
0
dθ Tr
(
δΥ
(u,v)
λ ? e
θLλ ◦ δΥ(u,v)λ ? (piλ)
)
. (C23)
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By substituting (C15) into the first δΥ
(u,v)
λ ? in (C22), and then combining with (C16), we have
Gσ,w(u, v) ' 1 + u
∫ τ
0
dt
∫ ∞
0
dθ β˙Tr
(
eθL
∗
λ (δHλ)(p˙iλ − δΥ(u,v)λ ? (piλ))
)
(C24)
+
∫ τ
0
dt
(βu+ v)
2
∫ ∞
0
dθ
∫ 1
−1
ds Tr
(
eθL
∗
λ
(
e−(s(βu+v)/2)H˜λδH˙λe(s(βu+v)/2)H˜λ
) (
p˙iλ − δΥ(u,v)λ ? (piλ)
))
,
We now use the commutation relation (A22), which implies
Gσ,w(u, v) = 1− u
∫ τ
0
dt
∫ ∞
0
dθ β˙Tr
(
δHλ(θ)(δΥ
(u,v)
λ ? (piλ)− p˙iλ)
)
−
∫ τ
0
dt β
∫ ∞
0
dθ
∫ (u+Tv)
2
− (u+Tv)2
ds Tr
(
δH˙λ(θ)pi
s
λ
(
δΥ
(u,v)
λ ? (piλ)− p˙iλ
)
pi−sλ
)
, (C25)
We next use the following identity:
p˙iλ = −β˙δHλpiλ − β
∫ 1
0
ds pisλδH˙λpi
1−s
λ , (C26)
Furthermore, we also have
δΥ
(u,v)
λ ? (piλ) = −β
(∫ (u+Tv)
2
0
+
∫ 1
1− (u+Tv)2
)
dy piyλ δH˙λ pi
1−y
λ − uβ˙ δHλpiλ. (C27)
For the first term in (C25) we therefore have
uβ˙Tr
(
δHλ(θ)(δΥ
(u,v)
λ ? (piλ)− p˙iλ)
)
= u(1− u)β˙2Tr (δHλ(θ) δHλpiλ)
+ uβ˙βTr
(
δHλ(θ)
(∫ 1
0
−
∫ (u+Tv)
2
0
−
∫ 1
1− (u+Tv)2
)
dy piyλδH˙λpi
1−y
λ
)
,
= u(1− u)β˙2Tr (δHλ(θ) δHλpiλ) + uβ˙β
∫ 1− (u+Tv)2
(u+Tv)
2
dy Tr
(
pi−yλ δHλ(θ)pi
y
λδH˙λpiλ
)
,
= u(1− u)β˙2Tr (δHλ(θ) δHλpiλ) + uβ˙β
∫ 1− (u+Tv)2
(u+Tv)
2
dy Tr
(
δHλ(θ)δH˙λpiλ
)
,
= (u− u2)β˙2Tr (δHλ(θ) δHλpiλ)− β˙β(u2 + Tvu− u)Tr
(
δHλ(θ)δH˙λpiλ
)
,
(C28)
where in the penultimate line we again used the commutation relation (A22). The second term in (C25) can be evaluated
as follows:
β
∫ (u+Tv)
2
− (u+Tv)2
ds Tr
(
δH˙λ(θ)pi
s
λ
(
δΥ
(u,v)
λ ? (piλ)− p˙iλ
)
pi−sλ
)
= (1− u)(u+ Tv)β˙βTr
(
δH˙λ(θ)δHλpiλ
)
+ β2
∫ (u+Tv)
2
− (u+Tv)2
dx
∫ 1− (u+Tv)2
(u+Tv)
2
dy Tr
(
δH˙λ(θ) pi
y+x
λ δH˙λpi
1−x−y
λ
)
,
= (1− u)(u+ Tv)β˙βTr
(
δH˙λ(θ)δHλpiλ
)
+ β2
∫ u+Tv
0
dx
∫ 1−(u+Tv)
0
dy Tr
(
δH˙λ(θ) pi
y+x
λ δH˙λpi
1−(x+y)
λ
)
,
= (1− u)(u+ Tv)β˙βTr
(
δH˙λ(θ)δHλpiλ
)
(C29)
+ β2
∫ u+Tv
0
ds
∫ 1−s
s
ds′ Tr
(
δH˙λ(θ) pi
s′
λ δH˙λpi
1−s′
λ
)
,
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where in the penultimate line we made the substitution s′ = x+ y and s = x. Putting everything together in (C25) leads
to
Gσ,w(u, v) = 1−
∫ τ
0
dt
(
β2C¯
(u+Tv)
λ (H˙Λ, H˙Λ) + (u− u2)β˙2C(0)λ (HΛ, HΛ)− (u2 + Tvu− u)β˙βC(0)λ (HΛ, H˙Λ)
+ (1− u)(u+ Tv)β˙βC(0)λ (H˙Λ, HΛ)
)
, (C30)
Recall that the detailed balance condition (A23) implies L˜λ(·) = L ∗λ (·) − 2i[HΛ, (·)] with L˜λ the dual generator given
by (A18). Using this with (A22), we have the symmetry
C
(0)
λ (H˙Λ, HΛ) =
∫ ∞
0
dθTr
(
eθL
∗
λ (δH˙λ)δHλpiλ
)
,
=
∫ ∞
0
dθTr
(
eθL
∗
λ (δH˙λ)piλδHλ
)
,
=
∫ ∞
0
dθTr
(
δH˙λpiλe
θL˜λ(δHλ)
)
,
=
∫ ∞
0
dθTr
(
δH˙λpiλe
θL ∗λ (δHλ)
)
,
= C
(0)
λ (HΛ, H˙Λ), (C31)
Substituting this into (C30) completes the proof.
In addition to the MGF, we can also define the cumulant generating function (CGF) by
Kσ,w := ln (Gσ,w(u, v)) , (C32)
It then follows from ln (1 + ) '  that
Kσ,w(u, v) ' −
∫ τ
0
dt
(
β2C¯
(u+Tv)
λ (H˙λ, H˙λ) + (u− u2)β˙2C(0)λ (Hλ, Hλ) + fT (u, v)β˙β C(0)λ (H˙λ, Hλ)
)
, (C33)
The form of (F4) allows us to exploit certain symmetries. In particular, we are now ready to derive the fluctuation relation
stated in the main text:
Theorem 1. The slow-driving approximation for the MGF (C4) satisfies the symmetry
Gσ,w(u, v) = Gσ,w(1− u,−v). (C34)
Proof. Let us first observe that the integral fluctuation theorem implies the following:
〈e−σ〉 = 1 =⇒ Kσ,w(1, 0) = 0, (C35)
Therefore we can infer from (F4) that
Kσ,w(1, 0) = −
∫ τ
0
dt β2C¯
(1)
λ (H˙λ, H˙λ) = 0, (C36)
We also see that
fT (u, v) = fT (1− u,−v). (C37)
Expanding the CGF in (F4) then gives
Kσ,w(u, v) = −
∫ τ
0
dt
∫ u+Tv
0
ds
∫ 1−s
s
ds′ C(s′)λ (H˙λ, H˙λ) + (u− u2)β˙2C(0)λ (Hλ, Hλ) + fT (u, v)β˙β C(0)λ (H˙λ, Hλ),
= −
∫ τ
0
dt
∫ 1−u−Tv
1
ds′′
∫ 1−s′′
s′′
ds′ C(s′)λ (H˙λ, H˙λ) + (u− u2)β˙2C(0)λ (Hλ, Hλ) + fT (u, v)β˙β C(0)λ (H˙λ, Hλ),
= −
∫ τ
0
dt
(∫ 1
0
+
∫ 1−u−Tv
1
)
ds′′
∫ 1−s′′
s′′
ds′ C(s′)λ (H˙λ, H˙λ) + (u− u2)β˙2C(0)λ (Hλ, Hλ) + fT (u, v)β˙β C(0)λ (H˙λ, Hλ),
= −
∫ τ
0
dt
∫ 1−u−Tv
0
ds′′
∫ 1−s′′
s′′
ds′ C(s′)λ (H˙λ, H˙λ) + (u− u2)β˙2C(0)λ (Hλ, Hλ) + fT (1− u,−v)β˙β C(0)λ (H˙λ, Hλ),
= Kσ,w(1− u,−v), (C38)
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where in the second line we made substitution s′′ = 1− s, and in the third line we used (C36). Taking the exponential of
both sides completes the proof.
D. Work and entropy production as a scalar product
In this section we demonstrate that in the slow driving regime, the work and entropy production cumulants can be expressed
in terms of a positive scalar product (A2). We further prove the positivity of the quantum correction term (19) and the
subsequent bound (21).
Before we begin, we shall note the useful Leibniz rule for differentiating integral functions. This states that, given the
function g(t) :=
∫ b(t)
a(t)
f(z, t)dz, then
d
dt
g(t) =
∫ b(t)
a(t)
∂tf(z, t)dz + f(b(t), t)
db
dt
− f(a(t), t)da
dt
. (D1)
Now let us first take the derivative of (F4) with respect to v, so as to obtain the average work
〈w〉 = − d
dv
Kσ,w(u, v)
∣∣∣∣
v,u=0
=
∫ τ
0
dt
∫ ∞
0
dθ Tr
(
δH˙λ(θ)Jλ(Φ˙λ)
)
. (D2)
Here we have introduced the logarithmic matrix mean
Jλ(·) =
∫ 1
0
ds pisλ (·)pi1−sλ . (D3)
By computing the second work cumulant from (F4) we find the following expression for the work variance:
〈∆w2〉 = d
2
dv2
Kσ,w(u, v)
∣∣∣∣
v,u=0
= 2
∫ τ
0
dt
∫ ∞
0
dθ Tr
(
δH˙λ(θ) Sλ(δH˙λ(0))
)
, (D4)
Here we define the arithmetic matrix mean
Sλ(·) := 1
2
{(·), piλ}. (D5)
On the other hand, the first cumulant for entropy production from (F4) gives
〈σ〉 = − d
du
Kσ,w(u, v)
∣∣∣∣
v,u=0
=
∫ τ
0
dt
∫ ∞
0
dθ Tr
(
Φ˙λ(θ)Jλ(Φ˙λ)
)
, (D6)
Naturally these expressions lead us to introduce the following bilinear forms:〈〈
A,B
〉〉
λ
:=
1
2
∫ ∞
0
dθ Tr
(
A†(θ) Jλ(B(0)) +B†(θ) Jλ(A(0))
)
, (D7)
〈〈
A,B
〉〉′
λ
:=
1
2
∫ ∞
0
dθ Tr
(
A†(θ) Sλ(B(0)) +B†(θ) Sλ(A(0))
)
. (D8)
Consequently, by comparison with (D2), we may express the average power over the cycle as
Pw := −1
τ
〈w〉 = −1
τ
∫ τ
0
dt
〈〈
δH˙λ, Φ˙λ
〉〉
λ
. (D9)
Note that to obtain this we used the fact that Φ˙λ ≡ β˙δHλ + βδH˙λ, together with the symmetry relation C(0)λ (H˙Λ, HΛ) =
C(0)λ (HΛ, H˙Λ), as we saw in (C31), which implies that 〈〈δH˙λ, δHλ + δH˙λ〉〉λ = 〈〈δHλ + δH˙λ, δH˙λ〉〉λ. Similarly we find
from (D4) and (D6) the expressions
〈σ〉 =
∫ τ
0
dt
〈〈
Φ˙λ, Φ˙λ
〉〉
λ
, (D10)
∆Pw :=
1
τ
〈∆w2〉 = 2
τ
∫ τ
0
dt
〈〈
δH˙λ, δH˙λ
〉〉′
λ
≡ 2
τ
(
τ∆Iw +
∫ τ
0
dt
〈〈
δH˙λ, δH˙λ
〉〉
λ
)
, (D11)
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where we have introduced an additional term
∆Iw := 1
τ
∫ τ
0
dt
(〈〈
δH˙λ, δH˙λ
〉〉′
λ
− 〈〈δH˙λ, δH˙λ〉〉λ),
≡ 1
τ
∫ τ
0
dt
∫ ∞
0
dθ Iλ(H˙Λ(θ), H˙Λ(0)), (D12)
where Iλ(A,B) := − 12
∫ 1
0
ds Tr
(
[A, pisλ][B, pi
1−s
λ ]
)
.
Theorem 2. The bilinear forms (D7) define a pair of symmetric scalar products satisfying〈〈
A,B
〉〉′
λ
≥ 〈〈A,B〉〉
λ
≥ 0. (D13)
for ∀A,B ∈ B(H).
Proof. To simplify notation in this section we will drop all subscripts related to λ, i.e piλ = pi, Jλ = J, and Sλ = S. We
begin by introducing the following inner product on B(H):
〈A,B〉 = Tr (A†J(B)) , J(·) = ∫ 1
0
ds pis(·)pi1−s. (D14)
Now observe that the nested commutator Cm = Cm[H, (·)] (ie. Cm+1 = [H, Cm(·)] with C0 = I) satisfies
Tr (A Cm(B)) = (−1)mTr (Cm(A) B) , (D15)
for all A,B ∈ B(H) and m ∈ Z. Furthermore, using [pi,H] = 0 it is straightforward to verify the commutation relations
[J, Cm] = 0, ∀m ∈ Z. (D16)
We find for any A = A† and B = B† the following:
〈A, Cm(B)〉 = Tr (A J ◦ Cm(B)) ,
= Tr (J(A)Cm(B)) ,
= (−1)mTr (Cm ◦ J(A) B) ,
= (−1)mTr (J ◦ Cm(A) B) ,
= (−1)m〈B, Cm(A)〉. (D17)
Using detailed balance (A23) and time-translation covariance (A22) we may write
〈A(θ), B〉 = 〈A(θ/2), e−θH (B(θ/2))〉 =
∞∑
m=0
(−iθ)m
m!
〈A(θ/2), Cm(B(θ/2))〉, (D18)
where we set A(θ/2) = e
1
2 θL
∗
(A) and H (·) = i[H, (·)], and the exponential series e−θH = ∑∞m=0 (−iθ)mm! Cm. Conse-
quently, we find that
〈〈A,B〉〉 := 1
2
∫ ∞
0
dθ
(
〈A(θ), B(0)〉+ 〈B(θ), A(0)〉
)
=
1
2
∫ ∞
0
dθ
∞∑
m=0
(−iθ)m
m!
(1 + (−1)m)〈A(θ/2), Cm(B(θ/2))〉,
=
∫ ∞
0
dθ
∞∑
n=0
(iθ)2n
(2n)!
〈A(θ/2), C2n(B(θ/2))〉,
=
∫ ∞
0
dθ
∞∑
n=0
(iθ)2n
(2n)!
Tr (A(θ/2) J ◦ C2n(B(θ/2))) ,
=
∫ ∞
0
dθ
∞∑
n=0
(iθ)2n
(2n)!
Tr (A(θ/2) Cn ◦ J ◦ Cn(B(θ/2))) ,
=
∫ ∞
0
dθ
∞∑
n=0
(−1)n(iθ)2n
(2n)!
〈Cn(A(θ/2)), Cn(B(θ/2))〉,
=
∫ ∞
0
dθ
∞∑
n=0
θ2n
(2n)!
〈Cn(A(θ/2)), Cn(B(θ/2))〉, (D19)
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where we used (D17) in the first and penultimate line. Then since the inner product satisfies 〈A,A〉 ≥ 0 for any A ∈ B(H),
we conclude that 〈〈A,B〉〉 ≥ 0.
We can apply the exact same arguments for the alternative inner product
〈A,B〉′ = Tr (A†S(B)) , S(·) = 1
2
{(·), pi}. (D20)
in which case we find
〈〈A,B〉〉′ := 1
2
∫ ∞
0
dθ
(
〈A(θ), B(0)〉′ + 〈B(θ), A(0)〉′
)
=
∫ ∞
0
dθ
∞∑
n=0
θ2n
(2n)!
〈Cn(A(θ/2)), Cn(B(θ/2))〉′. (D21)
We also note that the Kubo-Ando inequality implies that arithmetic matrix mean is maximal amongst the family of means
[80]. In particular, one has 〈A,A〉′ ≥ 〈A,A〉. Comparing (D19) and (D21) then implies the inequalities
〈〈A,B〉〉′ ≥ 〈〈A,B〉〉 ≥ 0. (D22)
As a consequence of the above Theorem, we first find that the quantum correction term ∆Iw is non-negative, and obeys
the inequality
∆Pw ≥ 2∆Iw ≥ 0, (D23)
as stated in the main text. Additionally, we shall prove that ∆Iw = 0 if and only if [H˙λ, Hλ] = 0 for all finite time inter-
vals (t1, t2) ∈ (0, τ). By the positivity of 〈A(θ), A〉′ + 〈A,A(θ)〉′ − (〈A(θ), A〉 + 〈A,A(θ)〉) = Iλ(H˙Λ(θ), H˙Λ(0)) :=
− 12
∫ 1
0
ds Tr
(
[H˙Λ(θ), pi
s
λ][H˙Λ, pi
1−s
λ ]
)
for all t ∈ (0, τ) and θ ∈ (0,∞), it follows that ∆Iw = 0 if and only if
Iλ(H˙Λ(θ), H˙Λ(0)) = 0 for all measurable intervals (t1, t2) ∈ (0, τ) and (θ1, θ2) ∈ (0,∞). Consequently, the if state-
ment is trivially true. To prove only if, we note that for any t, Iλ(H˙Λ(θ), H˙Λ(0)) vanishes over the interval (θ1, θ2) either
if [H˙Λ, HΛ] = 0, or if [H˙Λ(θ), HΛ] = 0 for all θ ∈ (θ1, θ2). The first option partially fulfills the only if statement. For the
second option, let us expand the map eθL
∗
λ in terms of Kraus operators Kx obeying detailed balance, as defined in (A28).
Therefore, the second condition can be expressed as
[H˙Λ(θ), HΛ] =
∑
x
[K†x(λ)H˙ΛKx(λ), HΛ],
=
∑
i,k
|pii(λ)〉〈pik(λ)|∆ei,k(Λ)
∑
j,l
〈pij(λ)|H˙Λ|pil(λ)〉
(∑
x
mxi,j(m
x
k,l)
∗
)
,
=
∑
i,k
|pii(λ)〉〈pik(λ)|
∑
j,l
∆ej,l(Λ)〈pij(λ)|H˙Λ|pil(λ)〉
(∑
x
mxi,j(m
x
k,l)
∗
)
, (D24)
where ∆ei,k(Λ) := 〈pik(λ)|HΛ|pik(λ)〉−〈pii(λ)|HΛ|pii(λ)〉. In the final line, we have used the fact that the Kraus operators
obey detailed balance to infer that mxi,j(m
x
k,l)
∗ 6= 0 only if ∆ei,k(Λ) = ∆ej,l(Λ). As such, a sufficient condition for
[H˙Λ(θ), HΛ] = 0 for all θ ∈ (θ1, θ2) is if 〈pij(λ)|H˙Λ|pil(λ)〉 = 0 for all j, l such that ∆ej,l(Λ) 6= 0, which implies that
[H˙Λ, HΛ] = 0. To show that this is also necessary, it is enough to consider a single pair j, l satisfying ∆ej,l(Λ) 6= 0, for
which 〈pij(λ)|H˙Λ|pil(λ)〉 6= 0. Thus, to have [H˙Λ(θ), HΛ] = 0 for all θ ∈ (θ1, θ2), we must have
∑
xm
x
i,j(m
x
k,l)
∗ = 0 for
every i, k satisfying ∆ei,k(Λ) = ∆ej,l(Λ). Therefore, let us consider i = j, k = l, yielding∑
x
mxi,i(m
x
k,k)
∗ = 〈pik(λ)|eθLλ
(|pik(λ)〉〈pii(λ)|)|pii(λ)〉. (D25)
However, the above quantity only vanishes in the limit as θ tends to infinity, and is non-vanishing for small θ. Therefore,
[H˙Λ, HΛ] = 0 is a necessary condition for [H˙Λ(θ), HΛ] = 0 for all θ ∈ (θ1, θ2).
E. Example: a single ion heat engine
We shall now turn to the example of a single ion heat engine, which can be modelled as a harmonic oscillator. To be
sure, the observables of interest for a harmonic oscillator, such as the Hamiltonian, are unbounded, whereas our results thus
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far have been framed in terms of bounded operators. Notwithstanding, the model we consider admits a Master equation
obeying detail balanced, and thus falls within the domain of applicability of our main results [84].
To begin with, it is useful to introduce the master equation for observables in the Heisenberg picture, given by the adjoint
of (22) for a fixed λ = (T, ω):
d
dθ
A(θ) = L ∗λ (A(θ)), (E1)
L ∗λ (·) = iω[a†ωaω, (·)] + Γ(Nβ + 1)D˜aω [(·)] + ΓD˜a†ω [(·)],
with
D˜X [ρ] = X†ρX − 1
2
{X†X, ρ} (E2)
The solution to (E1) is then A(θ) = eθL
∗
λ (A(0)) an observable evolved in the Heisenberg picture at a fixed control parameter
λ. Using (F4), we want to compute
Kσ,w(u, v) = −
∫ τ
0
dt
(
β2C¯
(u+Tv)
λ (H˙ω, H˙ω) + (u− u2)β˙2C(0)λ (Hω, Hω) + fT (u, v)β˙β C(0)λ (H˙ω, Hω)
)
, (E3)
with
C
(s)
λ (A,B) :=
∫ ∞
0
dθ cov
(s)
λ
(
A(θ), A(0)
)
,
cov
(s)
λ (A,B) := Tr
(
A pisλ B pi
1−s
λ
)− Tr (A piλ) Tr (B piλ) , (E4)
and:
C¯
(y)
λ (A,B) :=
∫ y
0
ds
∫ 1−s
s
ds′ C(s
′)
λ (A,B). (E5)
Let us compute first:
∫∞
0
dθ x2(θ). Note that:
x2 =
1
2ω
((a†ω)
2 + a2ω + 2a
†
ωaω + 1)
p2 =
ω
2
(−(a†ω)2 − a2ω + 2a†ωaω + 1)
Hω = ω
(
a†ωaω +
1
2
)
(E6)
We can then solve the adjoint master equation for each term individually, obtaining:
(a†ω)
2(θ) = e(2iω−Γ)θ(a†ω)
2
a2ω(θ) = e
(−2iω−Γ)θa2ω
a†ωaω(t) = e
−Γθa†ωaω +Nβ(1− e−Γθ) (E7)
We then have: ∫ ∞
0
dθ x2(θ) =
1
2ω
(
(a†ω)
2
Γ− 2iω +
a2ω
Γ + 2iω
+ 2
a†ωaω
Γ
)
+ cI∫ ∞
0
dθ H(θ) =
a†ωaω
Γ
+ c′I (E8)
with c, c′ constants. Terms proportional to I will disappear as C(y)λ (I, X) = 0 ∀X. A lengthy but straightforward calculation
then yields:
cov
(s)
λ ((a
†
ω)
2, a2ω) =
2e2sωβ
(eβω − 1)2 ,
cov
(s)
λ (a
2
ω, (a
†
ω)
2) = cov
(1−s)
λ ((a
†
ω)
2, a2ω),
cov
(s)
λ (a
†
ωaω, a
†
ωaω) =
eβω
(eβω − 1)2 . (E9)
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Integrating them: ∫ y
0
dx
∫ 1−x
x
ds cov
(s)
λ ((a
†
ω)
2, a2ω) = −
2eβω sinh(β(y − 1)ω) sinh(βyω)
(eβω − 1)2β2ω2∫ y
0
dx
∫ 1−x
x
ds cov
(s)
λ (a
2
ω, (a
†
ω)
2) =
∫ y
0
dx
∫ 1−x
x
dy cov
(s)
λ ((a
†
ω)
2, a2ω)∫ y
0
dx
∫ 1−x
x
ds cov
(s)
λ (a
†
ωaω, a
†
ωaω) = y(1− y)
eωβ
(eωβ − 1)2 , (E10)
Hence,
C¯
(y)
λ (H˙ω, H˙ω) = ω˙
2 e
βω
(eβω − 1)2
(
−Γ sinh (β(y − 1)ω) sinh (βyω)
β2ω2(Γ2 + 4ω2)
+
y(1− y)
γ
)
,
C
(0)
λ (Hω, Hω) =
ω2
γ
eβω
(eβω − 1)2 ,
C
(0)
λ (H˙ω, Hω) =
ωω˙
Γ
eβω
(eβω − 1)2 . (E11)
Putting everything together, we have
Kσ,w(u, v) = −
∫ τ
0
dt
eβω
(eβω − 1)2
[
β2ω˙2
(
−Γ sinh (β(u+ β
−1v − 1)ω) sinh (β(u+ β−1v)ω)
β2ω2(Γ2 + 4ω2)
+
1
Γ
(u+ β−1v)(1− u− β−1v)
)
+ (u− u2)β˙2ω
2
γ
+ (β−1v − 2u(u+ β−1v − 1))β˙β ωω˙
Γ
]
, (E12)
For the first two moments, we obtain:
〈w〉 =
∫ τ
0
dt
ω˙eβω
(
ω
(
Γ2 + 4ω2
)
(β˙ω + βω˙) + Γ2ω˙ sinh(βω)
)
Γω (eβω − 1)2 (γ2 + 4ω2)〈
∆w2
〉
=
∫ τ
0
dt
2ω˙2eβω
(
Γ2 + 4ω2 + Γ2 cosh(βω)
)
(eβω − 1)2 (Γ3 + 4Γω2)
〈σ〉 =
∫ τ
0
dt
eβω
(
βΓ2ω˙2 sinh(βω) + ω
(
Γ2 + 4ω2
)
(β˙ω + βω˙)2
)
Γω (eβω − 1)2 (Γ2 + 4ω2)
〈
∆σ2
〉
=
∫ τ
0
dt
2eβω
(
β2Γ2ω˙2 cosh(βω) +
(
Γ2 + 4ω2
)
(β˙ω + βω˙)2
)
(eβω − 1)2 (Γ3 + 4Γω2)
(E13)
On the other hand, let us also compute the quantum correction
∆Iw =
∫ τ
0
dt
∫ ∞
0
dθ Tr
(
δH˙λ(θ)
(
Sλ − Jλ
)
(δH˙λ(0))
)
, (E14)
where the integrand can be rewritten in terms of covariances as
Tr
(
A
(
Sλ − Jλ
)
(B)
)
=
1
2
cov
(1)
λ
(
A,B
)
+
1
2
cov
(0)
λ
(
A,B
)− ∫ 1
0
ds cov
(s)
λ
(
A,B
)
. (E15)
We obtain
∆Iw =
∫ τ
0
dt
ω˙2Γ
(Γ2 + 4ω2)(eβω − 1)2
[
1 + e2ωβ
2
− e
2ωβ − 1
2ωβ
]
. (E16)
From these expressions, we note that d 〈σ〉 /dt ≥ 0, in agreement with the second law of thermodynamics, that fluctuations
grow due to d
〈
∆ω2
〉
/dt ≥ 0, in agreement with (16), and furthermore d 〈∆σ2〉 /dt ≥ 0. On the other hand d 〈w〉 /dt
can become negative, which means that we are extracting work from the system. We are precisely interested in considering
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cyclic heat engines in which 〈w〉 < 0. To ensure a protocol that extracts a positive power output, we now choose the
following cycle given int he main text:
ω(t) = ω0
(
1 +
1
2
sin
(
2pit
τ
))
,
β(t) = T−1(t) = βc +
βh − βc
2
(
1 + sin
(
2pit
τ
))
. (E17)
Note that substituting these functions into the above integrals cannot be computed analytically, so we proceed by numerical
integration. The results are presented in the figures given in the main text.
F. Fluctuation-dissipation relation beyond detailed balance
In this section we present additional results concerning entropy production for general master equations that are of
independent interest. We suppose the system of interest evolves under a Lindblad equation ρ˙t = Lλ(ρt) with unique
steady state piλ. We place no further assumptions on the form of the steady state, which could include examples such as
the generalised Gibbs ensemble [85] or the squeezed thermal state [86]. Let us again suppose that the system begins and
ends in a steady state:
ρ0 = piλ(0) −→ ρτ = piλ(τ). (F1)
Herein we no longer impose periodic boundary conditions or detailed balance. The only assumption we require is the
existence of a privileged representation for the quantum jump trajectories, which is ensured by imposing (A20). The
statistics of the entropy production (A24) can then be computed from the moment-generating function from Lemma 2:
Gσ(u) = Tr
(
←−exp
(∫ τ
0
dt Lλ + Υ
(u)
λ ?
)
(ρ0)
)
. (F2)
where
Υ
(u)
λ := −
∫ u/2
0
ds e−sΦλΦ˙λesΦλ , (F3)
By applying similar expansions as we saw in the proof of Lemma 3, one finds the following slow-driving approximation for
the corresponding CGF:
Kσ(u) ' −
∫ τ
0
dt C¯
(u)
λ (Φ˙λ, Φ˙λ), (F4)
where C¯ is the correlation function defined in (C6). This generalises the formula derived in [29] to master equations with
arbitrary steady states. Following the same steps as Theorem 1, the symmetry Kσ(u) = Kσ(1 − u) implies a detailed
fluctuation theorem
P (σ)
P (−σ) = e
σ. (F5)
The fluctuation relation imposes the following bound on the variance in entropy production [57]:
〈∆σ2〉 ≥ f(〈σ〉), (F6)
where
f(x) := x2csch2
(
g(x/2)
)
, (F7)
with g(x) the inverse of xtanh(x). Since all cumulants are of order , we can expand f(x) in powers of  to yield
〈∆σ2〉 ≥ 2〈σ〉. (F8)
Finally, by calculating the cumulants from (F4) we find that the average entropy production is related to the fluctuations
according to
〈σ〉 = 1
2
〈∆σ2〉 −∆I, (F9)
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where we identify the positive quantum correction
∆I :=
∫ ∞
0
dθ Iλ(Φ˙λ(θ), Φ˙λ(0)) ≥ 0. (F10)
Here we introduce again the skew covariance (18) from the main text. The equality (F9) is a fluctuation-dissipation relation
(FDR) for the entropy production of general open systems that admit a privileged representation. This generalises the FDR
given in [28], which was restricted to thermal states under the condition of detailed balance. The term (F10) quantifies
any additional quantum fluctuations in the current operator Φ˙λ during a slow process. Our main conclusion here is that
quantum friction increases the overall fluctuations in entropy production relative to the average dissipation. This extends
the FDR derived by Mandal & Jarzysnki [66] that was applicable to the entropy production for transitions between classical
non-equilibrium steady states.
