Neuronal Correlates of Perceptual Salience in Spike Trains From the Primary Visual Cortex by BONG JIT HON
NEURONAL CORRELATES OF PERCEPTUAL SALIENCE IN
SPIKE TRAINS FROM THE PRIMARY VISUAL CORTEX
BONG JIT HON
NATIONAL UNIVERSITY OF SINGAPORE
2012
NEURONAL CORRELATES OF PERCEPTUAL SALIENCE IN




FOR THE DEGREE OF DOCTOR OF PHILOSOPHY OF
ENGINEERING
DEPARTMENT OF
ELECTRICAL & COMPUTER ENGINEERING
NATIONAL UNIVERSITY OF SINGAPORE
2012
Dedication
To my family and friends, for their endless care, love and support.
i
Acknowledgements
I will never forget my time at NUS. It was the best part of my life. I learned a lot and
find inspiration and motivation for my life. It is with the assistance, companionship
and kindness of the numerous people listed here, that I have completed my PhD
study and this dissertation. Here, I would like to express my deepest gratitude and
appreciation for the following people.
First, I would like to thank my supervisor, Dr. Yen Shih-Cheng for introducing
me to the world of neuroscience, and for his continuous support, trust and help in
making this study possible. Not to mention his excellence in research and teaching,
he supported and guided me in every aspect of this project, including giving me
the freedom to help foster my own independence. He inspired me to move forward,
trusted me and showed great patience throughout my years in graduate school.
I am also grateful to Dr. Charles M. Gray and Dr. Rodrigo Salazar at Montana
State University for their advice in my research work. Both of them have been heavily
involved in my PhD work and contributed valuable insights and comments into this
project.
The work presented in this dissertation was supported by grants from the National
Eye Institute and the Singapore Ministry of Education Academic Research Fund. All
the work shown in this dissertation was the result of collaboration between the lab
ii
of Dr. Yen Shih-Cheng at NUS and the lab of Dr. Charles M. Gray at Center for
Computational Biology, Montana State University.
I am also grateful to have many good lab mates who help me and from whom
I learned a lot, they are Roger, Yasamin, Omer, Seetha, Esther and Ido Amihai. I
very much appreciate their constant source of companionship and encouragement.
Without them, my time in graduate school will be much dull and difficult.
Finally, I would like to give the biggest appreciation to my family for their patience,
support and understanding during this time period. They have been always the source






List of Tables xi
List of Figures xii
List of Symbols xviii
1 Introduction 1
2 Literature Review 3
2.1 Firing Rate Hypothesis . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Temporal Correlation Hypothesis . . . . . . . . . . . . . . . . . . . . 9
2.3 Response Latency Hypothesis . . . . . . . . . . . . . . . . . . . . . . 15
3 Materials and Methods 18
3.1 Subjects and Surgical Procedures . . . . . . . . . . . . . . . . . . . . 18
iv
3.2 Behavioral Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3 Recording Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.4 Visual Stimuli . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.5 Spike Sorting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.6 Multi-Unit Activity (MUA) . . . . . . . . . . . . . . . . . . . . . . . 27
3.7 Envelope Multi-Unit Activity (eMUA) . . . . . . . . . . . . . . . . . 28
3.8 Response Onset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.9 Eye Jitter and Reaction Time . . . . . . . . . . . . . . . . . . . . . . 31
3.10 Behavioral Bias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.11 Orientation Tuning Curve . . . . . . . . . . . . . . . . . . . . . . . . 33
3.12 Receiver Operating Characteristics (ROC) analysis . . . . . . . . . . 34
3.13 Raw Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4 Firing Rate Hypothesis 39
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2 Methods of Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.2.1 Test for Bimodality of Neuronal Responses . . . . . . . . . . . 40
4.2.2 Population Analysis - Modulation Index (MI) . . . . . . . . . 43
4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3.1 Single Neuron Firing Rate - ROC Analysis . . . . . . . . . . . 45
4.3.2 Single Neuron Firing Rate - Raw Data Analysis . . . . . . . . 61
4.3.3 MUA Firing Rate - ROC Analysis . . . . . . . . . . . . . . . . 62
4.3.4 Dependence on other experimental variables . . . . . . . . . . 63
4.3.5 Population eMUA Analysis . . . . . . . . . . . . . . . . . . . 64
4.4 Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
v
5 Temporal Correlation Hypothesis 73
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.2 Methods of Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.2.1 Rate-Covariation . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.2.2 Paired Synchrony Analysis . . . . . . . . . . . . . . . . . . . . 75
5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.3.1 Rate-Covariation . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.3.2 Paired Synchrony Analysis . . . . . . . . . . . . . . . . . . . . 82
5.3.3 Dependence on other experimental variables . . . . . . . . . . 86
5.4 Different Types of Paired Synchrony Analysis . . . . . . . . . . . . . 90
5.5 Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6 Response Latency Hypothesis 94
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.2 Methods of Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.2.1 First Spike Latency Analysis . . . . . . . . . . . . . . . . . . . 95
6.2.2 Relative Response Latency Analysis . . . . . . . . . . . . . . . 95
6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.3.1 First Spike Latency - ROC Analysis and Raw Data Analysis . 96
6.3.2 Relative Response Latency - ROC Analysis and Raw Data
Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.3.3 MUA First Spike Latency & Relative Response Latency - ROC
Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.3.4 Dependence on other experimental variables . . . . . . . . . . 105
6.4 Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
vi
7 Conclusion 109
7.1 Thesis conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
7.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
A Using MUA pairs to compute the cross-correlation function 113
B List of publications 115
B.1 Peer-reviewed journal publication . . . . . . . . . . . . . . . . . . . . 115




In this thesis, we examined the representation of visual saliency in the responses of
neurons in the primary visual cortex. We investigated this by recording from the
primary visual cortex of macaque monkeys while they performed a contour detection
task. The visual stimuli consisted of an array of randomly drifting Gabor patches,
with a subset aligned to form a coherently drifting closed contour. The orientations
of the Gabor patches on the contour were jittered to create contours with high,
intermediate, and low saliency. The neurons under study were stimulated by Gabor
patches belonging either to part of the contour (contour condition), or part of the
background (control condition). Recordings of single, as well as pairs of cortical cells,
were analyzed.
Using methods from signal detection theory, we identified neurons in which the fir-
ing rate in the high-salience contour and control conditions were significantly different
(44 out of 181 neurons, or 24.3%), and neurons in which at least one contour salience
condition was significantly different from the other salience conditions (29/181, or
16%). Interestingly, we found neurons that exhibited differences between the con-
tour and control condition much earlier (approximately 40 ms after stimulus onset)
than previously reported. We also computed the correlation coefficients between the
neurometric and psychometric performance curves, and found the activity of the 29
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neurons to be well correlated with the behavior of the animal.
In a subsequent analysis, which focused on the temporal correlation in pairs of
neurons, we found that there was a higher rate-covariation for the contour condition
compared to the control condition (paired t-test, p < 0.01). This result is consistent
with the findings of Roelfsema et al. (2004). Interestingly, we found that the difference
in rate-covariation was mainly due to the drop in rate-covariation for the control
condition after the stimulus onset (paired t-test, p < 0.01), while the rate-covariation
for the contour condition was not significantly different before and after the stimulus
onset (paired t-test, p > 0.9). Spike synchronization on the other hand, appeared
to be highly dynamic, with higher synchrony observed in the control condition for
the windows from -30 to 30 ms when compared to the contour condition, and lower
synchrony observed in the control condition for the windows from 50 to 100 ms when
compared to the contour condition.
Finally, we also investigated the response latencies of the neurons. Again, using
methods from the signal detection theory, we found that 28 out of 181 cells exhibited
significant differences in their latencies when they were activated by part of a contour
compared to when they were activated by part of the background. Among these 28
cells, 20 exhibited significantly different responses across salience conditions. The
activity of these 20 neurons appeared to be well correlated with the behavior of the
animal.
In summary, we found evidence that the firing rate, rate-covariations, and the
response latencies of neurons are possible coding methods that the visual system
could use to represent visual saliency. We found little evidence for the role of spike
synchronization in perceptual salience, but this may be because we were not able to
ix
record simultaneously from enough pairs of cells. We also found that the response
latencies were highly correlated with the firing rates for most of the neurons, lending
additional support to the idea that there may be early firing rate differences in some
of neurons that we observed in this study. Such early firing rate differences in our
data suggest that striate cortex may be the site of origin for the neuronal correlates




4.1 Summary of the single neuron firing rate ROC analysis. . . . . . . . . 57
4.2 Summary of the single neuron firing rate raw data analysis. . . . . . . 62
4.3 Summary of the MUA firing rate ROC analysis. . . . . . . . . . . . . 63
6.1 Summary of the single unit first-spike latency analyses. . . . . . . . . 101
6.2 Summary of the paired relative latency analysis. . . . . . . . . . . . . 104
6.3 Summary of the MUA analyses. . . . . . . . . . . . . . . . . . . . . . 105
xi
List of Figures
3.1 Illustration of the visual stimuli, task, neuronal responses, and recep-
tive fields. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 An example of spike sorting for a single channel recording. . . . . . . 28
3.3 Examples of eMUA trials for a single channel recording. . . . . . . . . 29
3.4 Distribution of response latencies are shown for the three animals (A)
annie2, (B) disco and (C) clark. . . . . . . . . . . . . . . . . . . . . . 30
3.5 2D histograms of the eye positions from stimulus onset to the onset of
the saccade for three animals (A) annie2, (B) disco and (C) clark. . . 32
3.6 An example of a typical orientation tuning curve in our data set. . . . 34
3.7 The distribution of mean firing rate for (A) the high salience contour
condition and (C) the high salience control condition for one neuron.
The threshold here was set to 105 Hz, which resulted in the true and
false positive rates shown in the plots. (B, D) Same as (A, C) but
here the threshold was set to 155 Hz. (E) The ROC curve for the high
salience contour condition. (F) The neurometric and psychometric
curves of this neuron. . . . . . . . . . . . . . . . . . . . . . . . . . . 37
xii
4.1 Computing the boundaries of a bimodal distribution using the excess
mass approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2 These figures show the different windows used to perform our analyses. 44
4.3 Responses of two neurons with significantly larger responses (A) and
significantly smaller responses (B). . . . . . . . . . . . . . . . . . . . 47
4.4 Responses of a neuron with no significant differences when the salience
of the contour was increased. . . . . . . . . . . . . . . . . . . . . . . . 48
4.5 (A) The 95% confidence intervals of the AUC for the 30 neurons that
exhibited significant differences in their responses between the contour
and control conditions. (B) Psychometric and neurometric curves of
all 21 neurons that exhibited differences in responses across salience
conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.6 Responses of two neurons with significantly larger early responses (A),
and smaller early responses (B) when the salience of the contour was
increased. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.7 (A) The 95% confidence intervals of the 13 neurons that exhibited sig-
nificant differences in their responses between the contour and control
conditions in the early phase of their bimodal response. (B) Psycho-
metric and neurometric curves of the 6 bimodal neurons that exhibited
differences in their early response across salience conditions. . . . . . 52
4.8 Responses of two neurons with significantly larger late responses (A),
and smaller late responses (B) when the salience of the contour increased. 53
xiii
4.9 (A) The 95% confidence intervals of the 18 neurons that exhibited sig-
nificant differences in their responses between the contour and control
conditions in the late phase of their bimodal response. (B) Psychome-
tric and neurometric curves of the 12 bimodal neurons that exhibited
differences in their late response across salience conditions. . . . . . . 54
4.10 Responses of two neurons with significantly larger transient unimodal
responses (A), and smaller transient unimodal responses (B) when the
salience of the contour increased. . . . . . . . . . . . . . . . . . . . . 55
4.11 (A) The 95% confidence intervals of the 6 neurons that exhibited sig-
nificant differences in their unimodal transient responses between the
contour and control conditions. (B) Psychometric and neurometric
curves of the 3 neurons with unimodal transient responses that exhib-
ited differences in its response across salience conditions. . . . . . . . 56
4.12 A) Comparison of the mean firing rates of the high-salience contour
and control conditions. (B) Histogram of the ratio between the mean
firing rates of the high-salience contour and control conditions. (C)
Histogram of the PSTH bins that exhibited significant differences be-
tween the high-salience contour and control conditions. . . . . . . . . 59
4.13 Correlation coefficients of neurons that exhibited significantly different
responses across salience conditions obtained from (A) the ROC anal-
ysis, and (B) the raw response analysis for different analysis windows.
(C) Correlation coefficients computed between the neurometric curve
of those neurons that exhibited significantly different responses across
salience conditions and the neurometric curve of the corresponding MUAs 60
xiv
4.14 Distributions of various experimental variables (behavioral bias, record-
ing depth, orientation selectivity, preferred orientation relative to stim-
ulus orientation, and smoothness of contour curvature) for neurons that
exhibited significant responses (left column) versus the rest of the neu-
rons (right column). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.15 (A) Mean normalized eMUA for the contour and control conditions.
(B) The mean modulation index of all 290 eMUAs for the three salience
conditions. (C) The mean modulation index of the 29 eMUAs that also
showed significant differences in their single-unit activity. (D) Similar
to (B), but only applied to correct trials. (E) Similar to (C), but only
applied to correct trials. . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.1 A scatter plot of the correlation coefficients for the high-salience con-
tour and control conditions for both N-S and N-N pairs during the (A)
pre-stimulus period (-150 to 0 ms) and (C) post-stimulus period (0
ms to minimum reaction time). (B) The rate-covariation for the pre-
stimulus period for all pairs (177 pairs), N-S pairs (58 pairs) and N-N
pairs (119 pairs). (D) Similar to (B) but for the post-stimulus period.
(E) The difference in rate-covariation between the high-salience con-
tour and control conditions for both the pre- and post-stimulus periods.
(F) The difference in rate-covariation during the pre- and post-stimulus
periods for both the high-salience contour and control conditions. . . 81
5.2 Results of the paired synchrony analysis before (left) and after (right)
subtracting out the covariogram due to rate-covariation. . . . . . . . 83
xv
5.3 Differences in synchrony (zero lag in the CCH) between the high-
salience contour and control conditions for (A) all pairs, (B) N-S pairs,
and (C) N-N pairs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.4 Distributions of some of the experimental variables and the median-
split analysis for the various experimental variables on the rate-covariation
((A) distance between receptive fields, (B) smoothness of the curvature,
(C) the orientation tuning, and (D) the behavioral bias of the animals). 87
5.5 Effects of the various experimental variables ((A) distance between
receptive fields, (B) smoothness of the curvature, (C) the orientation
tuning, and (D) the behavioral bias of the animal) on the synchrony. 88
5.6 (A) The rate-covariation effects for the three animals. (B) Synchrony
(zero lag bin) difference between the high-salience contour and control
conditions for the three animals. . . . . . . . . . . . . . . . . . . . . . 89
6.1 Responses of two neurons with significantly longer latencies (A), and
significantly shorter latencies (B), in the contour condition compared
to the control condition. . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.2 (A) The 95% confidence intervals of the AUC for the 28 neurons that
exhibited significant differences in their latencies between the contour
and control conditions. (B) Psychometric and neurometric curves of
all 20 neurons that exhibited differences in latencies across salience
conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
xvi
6.3 (A) Comparison of the median latency of the high-salience contour and
control conditions. (B) Correlation coefficients of neurons that exhib-
ited significantly different latencies across salience conditions obtained
from the ROC analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.4 Histogram of the correlation coefficient obtained between the latency
and the firing rate (response onset to minimum reaction time) for all
181 neurons in our database. . . . . . . . . . . . . . . . . . . . . . . . 101
6.5 The 95% confidence intervals of the AUC for the 5 pairs that exhibited
significant differences in their relative latencies between the contour
and control conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.6 Raster plots of a pair of neurons that showed significant shorter relative
latencies in high-salience contour condition compared to the control
condition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.7 Distributions of various experimental variables (behavioral bias, record-
ing depth, orientation selectivity, preferred orientation relative to stim-
ulus orientation, and smoothness of contour curvature) for neurons that
exhibited significant latencies (left column) versus the rest of the neu-




x x coordinate of the point on the contour
y y coordinate of the point on the contour
z Fisher’s z value
r correlation coefficient
T trial T
F T (t) model’s expected firing rate during trial T
Z(t) post-stimulus firing rate
B(t) pre-stimulus firing rate
ζT gain factor of post-stimulus firing rate for trial T
βT gain factor of pre-stimulus firing rate for trial T
V covariogram




The primary visual cortex (V1) is the best studied visual area in the brain. However,
our understanding of how cortical neurons encode and process the visual stimulus is
still extremely limited. One question that has received considerable attention is the
role of V1 in the scene segmentation process. The neurons in V1 have the smallest
receptive fields and are thus capable of representing and processing the visual stimulus
with the highest visual resolution. It has been proposed that this makes them ideal
for the fine discrimination that is often necessary in determining which visual features
need to be grouped together to form a contour or figure (Mumford, 1992; Lee and
Mumford, 2003). A number of studies have found support for this idea but the exact
neural processing and representation of perceptual grouping has yet to be clearly
determined. Therefore, in this study, three general hypotheses will be put forth to
account for these functions. These three hypotheses are the firing rate, the temporal
correlation, and the response latency hypotheses.
In Chapter 2, we will briefly review some of the studies in this area. In Chapter
3, we will describe the experimental setup and some of the analysis methods that we
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implemented in this study. From Chapters 4 to Chapter 6, we will go through the
analysis methods for the different hypotheses, and discuss the results in detail based
on the three different hypotheses. Chapter 7 discusses the conclusions drawn from
the work undertaken in this thesis, discusses some additional questions that were not
addressed in our research, and describe how they might be addressed in the future.
Chapter 2
Literature Review
Most of us take for granted our ability to see the world around us. We rarely take
time to think about how our visual system is able to deliver a highly organized and
meaningful representation of the world for the purposes of navigation, manipulation,
and comprehension of our environment. Indeed, our visual system is not a passive
camera - it is a very complex system that involves a lot of active interpretation of
the world. One example would be that it emphasizes areas of difference (or contrast)
within the visual stimulus, and minimizes areas of uniformity. Even though our
understanding of the visual system has improved tremendously in the past few decades
due to the advancement of neural recording technologies, we are still largely ignorant
about how distributed neuronal activity can be integrated to produce an unified
perception and behavior.
One very crucial aspect in visual perception is our ability to recognize patterns in
the scene. In this process, the visual system is thought to first parse a scene so that
figures can be identified from the background, a process called scene segmentation.
3
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Then, the visual system will group the features with common properties into can-
didate objects. Much of this process is thought to occur through rapid mechanisms
acting in parallel across the visual field.
Although scene segmentation is a fundamental step in visual pattern recognition,
the means by which segmentation occurs is less clear. In the literature, there are
two types of approaches to segmentation: boundary-based approaches and region-
based approaches (Cuf´ı et al., 2002). Under the boundary-based approach, gradients
forming a set of interconnected edges are initially detected, which in turn creates a
contour between the regions. This contour boundary encloses the figure surface, and
separates it from the background. Region-based approaches, on the other hand, result
from processes in which uniform distributions of image-based features are grouped
based on their similarity. Edges are then defined implicitly by the boundaries between
these regions. While both methods provide plausible means by which to accomplish
segregation, contemporary theory based on behavioral and neural experimentation, as
well as computational modeling, suggests that the boundary formation processes likely
precede region-based processes (Julesz, 1984; Nothdurft, 1985, 1992, 1994; Landy and
Bergen, 1991; Caputo, 1998). For example, Lamme et al. (1999) showed that in the
late components of the neural responses (> 80 ms), a correlate of boundary formation
can be observed, followed by a filling-in between the edges.
According to the boundary-based approach, a critical step in segmentation is the
identification of contours that form the boundaries of objects. For this to occur,
locally oriented features must be integrated to form extended or bounded contours.
Psychophysically, this contour integration process follows well-established rules, such
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as similarity, proximity, and connectedness, in which a number of stimulus cues con-
tribute to the perceptual salience of contours (Field et al., 1993). These are the
famous Gestalt principles (Koffka, 1935).
It has been proposed that this process should occur in higher visual areas, due
to the fact that early cortical neurons have small receptive fields, and so would be
poorly suited to detect figure-ground stimuli, which often extend over large portions
of the visual field. However, neurophysiological studies showed surprisingly that vi-
sual stimuli outside a neurons receptive field can affect the neurons response to stimuli
presented within the neurons receptive field (Zipser et al., 1996). This effect is called
contextual modulation. Thus, even though the neurons classical receptive field is
small, contextual modulation could come into play to enlarge the view of a neu-
ron. Aside from that, other authors also showed that grouping and segregation can
occur without conscious awareness (Driver et al., 1992), which suggests that the seg-
mentation process should occur quite early in the visual system. Indeed, emerging
physiological evidence indicates that much of the perceptual grouping process takes
place in early cortical areas, such as striate cortex, where horizontal interactions and
recurrent connections modify neuronal activity to signal relationships among image
features (Gilbert, 1992; Lee et al., 1998b; Gray, 1999; Lamme and Roelfsema, 2000;
Supe`r et al., 2001; Li et al., 2006). However, the nature of this modification, and the
resulting representation, is not fully understood. In the following sections, we will
briefly review three hypotheses that have the potential to account for this.
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2.1 Firing Rate Hypothesis
The concept of firing rate has been successfully applied during the last 80 years. It
dates back to the pioneering work of Adrian in 1926 (Adrian and Zotterman, 1926),
who showed that the firing rate of stretch receptor neurons in the muscles is related to
the force applied to the muscle. In the following several decades, the firing rate model
has been observed in other sensory systems, like the auditory and visual systems.
Therefore, it is not difficult to understand that the most widely accepted hypothesis
posits that elevated firing rates signal relationships among common features in an
image.
It has been proposed that contour salience may be signaled by enhanced activ-
ity among those cells activated by a contour. Pettet and his co-workers (Pettet et
al., 1998) constructed a simple computational model that simulated the orientation-
selective spatial filtering that occurs in V1. The facilitatory interaction between
neighboring oriented filters was weighted by a product of three factors, whose values
depended on the preferred location and orientation of each units receptive field. Ac-
cording to this model, they were able to explain both the contour closure enhancement
effect and the disruption caused by corners and gaps at the contour.
Apart from that, several studies have demonstrated enhanced responses in striate
neurons when the cells are stimulated by collinearly aligned bars or gratings. Kapa-
dia et al. (1995) showed that 42% of complex cells in V1 demonstrated facilitation
for a second bar outside their classical receptive fields, with a similar dependency on
relative location and orientation. However, the effects were eliminated by an orthog-
onal line between the two iso-oriented lines. In this study, they also found that there
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was a reduction in a cells response to an optimally oriented stimulus when multi-
ple randomly placed and oriented lines were placed in the receptive field surround.
This inhibition could be eliminated by changing the orientation of a few of these
elements to align collinearly with the centrally located target. Such an effect was fur-
ther supported by a subsequent study (Kapadia et al., 2000), which showed that the
contextual influences, both at the physiological and psychophysical levels, were not
uniform but rather were highly dependent on the spatial positioning of the surround-
ing stimuli relative to the receptive field or to the target. They found that at the
level of cortical cells, excitatory interactions were located along the ends of receptive
fields, while inhibitory interactions were strongest along the orthogonal axis.
Similar results were found by Polat and his colleagues (Polat et al., 1998), studying
the contextual modulation of striate cells by changing the contrast of the classical
receptive field target. It was found that, neuronal facilitation preferentially occurs
when a near-threshold stimulus inside the receptive field is flanked by higher-contrast,
collinear elements located in the surrounding regions of visual space. Collinear flanks
and orthogonally oriented flanks, however, both act to reduce the response to high-
contrast stimuli presented within the receptive field. These findings are supported
by psychophysical evidence demonstrating contrast threshold reductions when using
similar stimuli (Polat and Sagi, 1993), a result suggesting some form of facilitation.
A more interesting finding by Li et al. (2006) provides direct evidence that, in
monkeys performing a contour detection task, there was a close correlation between
the responses of V1 neurons and the perceptual saliency of contours. Their receiver
operating characteristic analysis showed that single neuronal responses encode the
presence or absence of a contour as reliably as the animals behavioral responses. The
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authors also showed that the same visual contours elicited significantly weaker neu-
ronal responses when they were not detected in the detection task, or when they
were unattended. Although attention greatly boosted the neuronal responses, there
was still a clear correlation between responses and saliency in the unattended condi-
tion, indicating an important role of stimulus-driven, bottom-up processes in contour
integration.
In their subsequent study (Li et al. 2008), they found that contour integration
in V1 depended strongly on perceptual learning and top-down influences that are
specific to contour detection. They came to this conclusion because they observed
that the effect of contour integration in V1 disappeared under anesthesia and in
naive monkeys. This seems to suggest that the contour linking process is not only
stimulus-driven and hard wired, but top-down influences dynamically adapt neural
circuits according to specific perceptual tasks.
There is also extensive evidence supporting the firing rate model for other percep-
tual grouping phenomena. For example, Lamme and his co-workers (Lamme et al.,
1993a, b, 1999; Lamme, 1995) showed that striate neurons elevated their firing rates
when activated by features belonging to a figure segregated from a background.
Interestingly, Supe`r et al., (2001) found results similar to Li et al. (2006) when
they manipulated the saliency of the stimulus in a figure-ground segmentation task.
They found that contextual modulation was most prominent for the most salient stim-
ulus, and declined with less salient figure-ground displays. The correlation between
responses and saliency was only observed in the late (> 100 ms) component of the
neural activity. They also found that the neural activity in V1 was selectively sup-
pressed when stimuli were not seen. As there is evidence that this activity depends
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on feedback from extra-striate areas (Zipser et al., 1996; Lee et al., 1998b), these
findings suggest a specific role for recurrent processing when stimuli are reaching a
perceptual level.
However, some issues have been raised regarding the firing rate model. One par-
ticular issue is how the visual system copes with scenes containing multiple objects.
If the firing rate model predicts that each set of integrated features is associated with
a population of cells whose firing rates are elevated, which set of neurons having ele-
vated firing rates would correspond to which set of integrated features? It seems that
the firing rate model alone is not enough to solve this ambiguity - it is similar to the
situation of solving two variables with one equation.
Other findings also suggest that elevated firing rates may be ambiguous when
information regarding figural salience and luminance contrast must be conveyed si-
multaneously. Since the firing rate of a cell is closely related to stimulus contrast,
it has been argued that figural salience should be associated with an increase in ap-
parent contrast. This prediction has not been confirmed (Pettet and Verghese, 1997;
Hess et al., 1998), and contour integration has also been shown to be unaffected by
wide variations in the contrast of the contour elements (Hess et al., 1998). It is thus
unclear how the potential ambiguity between contrast and salience is resolved.
2.2 Temporal Correlation Hypothesis
An alternative mechanism has been proposed that uses neuronal synchrony to rep-
resent contour saliency (Yen and Finkel, 1998; Li, 1998). These models predict that
the incidence and/or magnitude of synchronous activity should correlate with the
perceptual salience of a contour.
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The temporal correlation model offers a better solution to represent multiple ob-
jects by postulating that each population of neurons is labeled with its own temporal
signature. In this scheme, temporal correlations signal relationships among common
image features, and separate sets of integrated features are characterized by indepen-
dent populations of temporally correlated neurons (Gray, 1999). Hence, the temporal
correlation model has the advantage that local stimulus features and global group-
ing operations can be represented along separate response dimensions. For example,
figure salience can be represented by the temporal correlation model and luminance
contrast can be represented by the firing rate model.
The principal evidence for the temporal correlation model comes from experiments
demonstrating that response synchronization is a robust feature of striate cortical
activity (Singer and Gray, 1995; Usrey and Reid, 1999; Maldonado et al., 2000), and
that it reflects the grouping cues of perceptually integrated features. Many studies
have shown that the incidence and magnitude of synchronous activity drops off with
distance between cells, occurs most often between cells having similar orientation
preferences, and occurs preferentially when cells are activated by stimuli having a
common direction of motion. For example, Ts’o and his colleagues (Ts’o et al., 1986;
Ts’o and Gilbert, 1988) used correlation analysis and found evidence for interactions
between cells with non-overlapping receptive fields. As the distance between the two
cells increased, the overlap of the receptive fields of the cells participating in the
interactions gradually diminished.
Several groups in Germany (Gray and Singer, 1989; Eckhorn et al., 1988; Engel et
al., 1990) looked at temporal patterns in the firing of single cells and groups of cells
in cat visual cortex, and found that many cells fired rhythmically and that the firing
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of pairs of cells was often correlated. Gray and Singer (1989) found that many of the
cells they recorded (50% - 70% of the neurons in the cat visual cortex) fired regularly
spaced bursts of action potentials, and that these bursts tended to be synchronized
for many cells within a local region. Gray et al. (1989) and Engel et al. (1990) also
observed synchronized firing between neurons that were up to several millimeters
apart in the cortex and exhibited non-overlapping receptive fields. The correlations
tended to be stronger if the two cells had similar orientation and direction selectivity.
The synchronization between cells with non-overlapping fields was particularly strong
if a single contour, rather than two separate edges or a discontinuous contour, stim-
ulated both fields simultaneously. Engel et al. (1991) further observed synchronous
oscillations between cells in two separate visual cortical areas, area 17 and area 18,
and found that the correlations were strongest if the two cells were stimulated by a
single contour. Similar results were found by Freiwald et al. (1995) in area 17 of the
anesthetized cat, and Livingstone (1996) in squirrel monkey striate cortex.
One study has also demonstrated an indirect correlation between perceptually
salient stimuli and response synchronization (Fries et al., 1997). In this study, they
exploited the phenomenon of interocular suppression, where the signals conveyed by
the two eyes are not perceived simultaneously but in alternation, to investigate the
neuronal correlate of binocular rivalry in V1 of awake cats. They found that the
stimulus evoked synchronized oscillatory discharges in the gamma-frequency range
were correlated with the perception in interocular rivalry.
A study carried out by Castelo-Branco et al. (2000) also showed that neural
synchrony correlated with surface segregation rules. They used two superimposed
gratings moving in different directions, where the two superimposed gratings may
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be perceived either as two surfaces or as a single pattern whose direction of motion
was intermediate to the component vectors. Using such stimuli, they found that
the neurons in two visual cortical areas, which is A18 and PMLS (postero-medial
bank of the lateral suprasylvian sulcus), synchronize their discharges when responding
to contours of the same surface but not when responding to contours belonging to
different surfaces.
In addition to that, Samonds et al. (2006) performed a similar study in cat vi-
sual cortex, areas 17 and 18 more specifically. The goal of this study was to see if
synchronous activity existed for cell pairs that differed in orientation preference, but
had receptive fields which formed a co-circular pattern. They showed that synchrony
was found between cells with wholly different orientation preferences when their re-
ceptive fields were circularly aligned, and membership in synchronous groups was
orientation and curvature dependent. Their result reinforces the role of synchrony as
a mechanism for contour integration.
Other than the striate cortex, several studies have shown IT neurons to exhibit
correlated discharges (Gochin et al., 1991; Gawne and Richmond, 1993; Tamura et
al., 2004; Aggelopoulos et al., 2005). One study carried out by Hirabayashi and
Miyashita (2005) showed that, in behaving monkeys, the spike correlation between
pairs of IT neurons dynamically changed depending on the spatial configuration of the
local features within a whole object. This study again showed evidence that neural
synchrony is a plausible encoding method for perceptual grouping.
However, other studies have challenged the function of synchrony in percep-
tual grouping and scene segmentation (Lamme and Spekreijse, 1998; Shadlen and
Movshon, 1999; Roelfsema et al., 2004). For example, the result obtained by Lamme
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and Spekreijse (1998) indicates that the synchrony between pairs of recording sites
representing elements of the same figure showed equal amounts of synchrony com-
pared to pairs in which one site represented the figure and the other the background.
This result contradicted the result obtained by Castelo-Branco et al. (2000) as
mentioned above. This discrepancy may be related, in part, to the use of awake ani-
mals in the Lamme and Spekreijse (1998) study, and the use of anesthetized animals
in the Castelo-Branco et al. (2000) study. Many studies have shown that the corti-
cal activity in the anesthetized and awake states in an animal can be very different
(Lamme et al., 1998; Kohn et al., 2009). For example, Lamme et al. (1998) showed
that the figure-ground activity in V1 was suppressed by anesthesia, with the receptive
field tuning properties remained unaffected. Another study carried out by Greenberg
et al. (2008) also found that firing rates and spike bursting in awake rats were higher,
and pair-wise correlations were lower, compared with anesthetized rats.
Besides that, it may be that some of the negative findings are the result of different
task difficulties. In a study combining electrophysiology with behavior in honeybees,
Stopfer et al. (1997) demonstrated that, when the oscillatory synchronization of neu-
ronal assemblies in antennal lobe (AL) was abolished, the bees were impaired in their
ability to discriminate chemically similar odor stimuli, but not that of dissimilar odor
stimuli. This study suggested that oscillatory synchronization of neuronal assemblies
is functionally relevant and is essential for fine sensory discrimination, which require
the separation of stimuli whose neural representations spatially overlap.
Another important issue that needs to be raised is in regards to the methods
that were used to compute synchrony. Several previous studies (Gray and Singer,
1989; Eckhorn et al., 1988; Engel et al., 1990; Castelo-Branco et al., 2000) used the
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shift or shuﬄe predictor to correct the stimulus-locked synchrony observed in the raw
cross-correlation. However, these methods have been shown (Brody, 1999a,b) to ar-
tificially increase the measured synchrony due to firing rate-covariations in the data.
This introduces some questions on the past results due to the fact that many studies
have shown that rate-covariation is very common in the brain (Van Kan et al., 1985;
Gawne et al., 1996a; Shadlen et al., 1996; Lee et al., 1998a; Leopold et al., 2003). In
spite of that, it has been suggested that synchrony might also be responsible for the
rate correlations across trials. Bair et al. (2001), for example, hypothesized that the
factors that influence synchrony may also affect rate-covariation. However, a more
recent study by Roelfsema et al. (2004) actually found that there is a dissociation
between synchrony and rate-covariations. They showed that synchrony was unrelated
to contour grouping but that rate-covariation depended on perceptual grouping, as it
is strongest between neurons that respond to features of the same object. Therefore,
it is important to dissociate synchrony and rate-covariations when investigating tem-
poral correlations, which was not done in many past studies, thus perhaps leading to
inconsistencies in the findings from different studies.
An alternative view, not necessarily incompatible with the role of temporal corre-
lations in perceptual binding, is that the synchronous state in cortical circuits changes
as a function of attention, which may subsequently affect the manner in which sen-
sory input is processed (Van der Togt et al., 2006; Mitchell et al., 2009; Cohen and
Maunsell, 2009). This hypothesis suggests that visual attention will decorrelate the
ongoing cortical activity, which improves the signal-to-noise ratio of pooled neural
signals substantially. However, most of these studies found the reduction in corre-
lation only in higher visual areas. Similar results were shown by Oram (2011), who
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found that the presentation of visual stimuli in the macaque monkey leads to decor-
relation of neuronal activity. The transient decorrelation of the responses was seen
even if there was little or no stimulus-elicited activity, indicating the effect was due
to network properties rather than to activity changes.
Even though the temporal correlation model is attractive due to the fact that
it provides a conceptual solution to the deadlock encountered with the firing rate
model, it is not clear if cortical networks are capable of forming multiple ensembles of
activity, each defined by their own internal temporal structure. Moreover, even if it
were the case, it is unclear how the system could use this information to select among
competing representations and how the system could resolve the ambiguity caused
by the visual attention as mentioned above.
2.3 Response Latency Hypothesis
The third model, the response latency model is perhaps the least well supported of the
three hypotheses. Nevertheless, it has been shown that spike timing carries additional
information compared to that contained in the spike rate (Wiener and Richmond,
2003; Van Rullen et al., 2005; Voytenko and Galazyuk, 2008). The response latency
has also been shown to carry information in several sensory modalities, including the
auditory (Furukawa and Middlebrooks, 2002; Nelken et al., 2005), and somatosensory
systems (Panzeri et al., 2001; Petersen et al., 2001).
For the visual system, the principle support for the response latency model comes
from studies demonstrating a relationship between stimulus properties and response
latency (Maunsell and Gibson, 1992; Celebrini et al., 1993; Gawne et al., 1996b;
Raiguel et al., 1999; Reich et al., 2001). These studies have shown that response
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latency increases as stimulus orientation or direction deviates from that preferred by
the cell, and decreases with increasing stimulus contrast or luminance. For example
in the study presented by Gawne et al. (1996b), they recorded the responses of striate
cortical complex cells in fixating monkeys while presenting a set of oriented stimuli
that varied in contrast. Their results showed that the firing rate defines the stimulus
orientation, while the latency is more a function of the stimulus contrast. Hence, by
extension, such timing differences could be used to signal the presence of different
features in an image. If such a mechanism was involved in perceptual grouping, the
integration of features belonging to common contours, surfaces and textures might
be signaled by joint changes in latency.
Another evidence, which could support this claim was obtained by Fries et al.
(2001). These investigators recorded unit and local field potential activity at multiple
sites in both hemispheres of the cat striate cortex. They stimulated the cells with
flashed bars and gratings, and observed correlated variations in response latencies
that could be predicted by the degree of receptive field overlap, the similarity in
their orientation preferences, and the state of the local field potential immediately
preceding the onset of the responses. This last finding raises the interesting prospect
that ongoing fluctuations preceding stimulus onset, such as those that occurred during
states of expectancy and attention, could influence perceptual grouping by enhancing
response latency correlations in a stimulus specific manner.
Another study that is relevant (although it was carried out on retinal ganglion
cells and not cortical cells) (Gollisch and Meister, 2008), showed that certain retinal
ganglion cells encode the spatial structure of a briefly presented image in the relative
timing of their first spikes. This code was found to be largely invariant to stimulus
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contrast and robust to noisy fluctuation in response latencies.
Again, the response latency model is attractive because it is very rapid, but it is
also faced with the ambiguity of determining which response latencies correspond to
which set of related features, similar to the problem faced by the firing rate model.
Each of these three models is attractive and supported by experimental evidence.
Thus, given the advantages and disadvantages of each model, it is possible that the
visual system makes flexible use of all three types of signals in a manner that varies
as a function of the demands and nature of the task. Hence the goal of the proposed
research is to test these three hypotheses in the context of perceptual grouping.
Chapter 3
Materials and Methods
3.1 Subjects and Surgical Procedures
Three adult, female rhesus monkeys (Macaca mulatta) served as subjects for this
study. The animals underwent two sterile surgical procedures to prepare them for
training and recording. In the first procedure, we implanted a pair of scleral search
coils for monitoring eye position (Judge et al., 1980) and a stainless steel post for
head restraint (Gray and Viana di Prisco, 1997). Following the behavioral training
described below, the animals underwent a second surgical procedure, in which a hard
plastic recording chamber was mounted over the opercular surface of striate cortex
and secured to the skull with orthopedic screws and dental acrylic. A craniotomy
was made in the bone overlying one hemisphere. The animals were given approx-
imately 20 days to recover from each surgical procedure before behavioral training
or recording was initiated. Surgical and experimental techniques were in accordance
with institutional and NIH guidelines.
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3.2 Behavioral Training
The animals were trained to maintain their gaze within 1.0◦ of a fixation spot, in the
presence of moving or stationary visual stimuli, for a period of up to 3 s. Successful
trials were rewarded with a drop of apple juice. During behavioral training and
recording, the animals access to water was restricted. On days the animals were
working, they were given a minimum of 30 ml/kg/day of water or juice in the form of
fixation rewards or supplemental water. The animals were given supplemental water
if any of the routinely monitored physiological parameters (i.e. plasma osmolality,
urine specific gravity, body weight) became unacceptable.
3.3 Recording Techniques
Neuronal signals were recorded with multiple (2 to 8), tungsten micro-electrodes (1-2
MΩ resistance) from Microprobe (Gaithersburg, MD). The electrodes were mounted
inside a multi-channel micro-manipulator and coupled to a recording chamber with
a grid of 64 (8x8) guide holes (Gray et al., 2007). Each grid position was separated
by 800 µm from the next grid position in the same row or column. Electrodes were
loaded into grid positions that were separated by at least 3 grid positions, resulting
in minimum separations of 2.4 mm. The electrodes were advanced under computer
control to a depth at which neural activity was first encountered. To further confirm
the recording depth the electrodes were retracted and the depth at which the last
neural activity was encountered was recorded. The signals were amplified (4000x),
bandpass filtered (0.6-6 kHz), digitized (30 kHz/channel) and stored for off-line spike
sorting and analysis. After a recording was completed at a given site, the electrodes
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were always moved at least 200 µm before another recording was obtained. This
sampling procedure was continued until activity could no longer be measured at
a given guide tube location, at which time the recording locations were changed.
Sometimes the sampling procedure across sessions involved recording from a second
layer of V1 in the head of the Calcarine sulcus. This was confirmed by changes in
receptive field position. The receptive fields of the neurons in our recordings are
shown in Figure 3.1C.
3.4 Visual Stimuli
The visual stimuli consisted of a perceptually salient contour embedded in a back-
ground pattern. Both contour and background stimuli were constructed from monochro-
matic Gabor patches presented on a gray screen of equal mean luminance. Each
patch drifted within a stationary window in a direction orthogonal to its orienta-
tion. The background pattern consisted of a two-dimensional array of randomly ori-
ented patches, having a uniform spatial density, and random positional jitter to avoid
alignment cues (Bradley and Petry, 1977). The contours were formed by aligning
a subset of the patches along a closed path and assigning them a common direc-
tion of movement. This configuration resulted in a perceptually salient figure that
popped out from the background and appeared to continually contract or expand (see
Figure 3.1A).
Each contour was designed on-line during an experiment to optimally stimulate the
non-overlapping receptive fields of two or more neurons under study. This was done
using Hermite interpolation (Farin, 1990) during the experiment, after the position,
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preferred orientation and direction of motion of each receptive field was character-
ized using mouse-controlled orientated bars and/or sinewave gratings. Given a pair
of points (the centers of the receptive fields) and their tangents (the orientations of
the receptive fields), this algorithm allowed us to generate intermediate points, with
corresponding tangents, so that they formed a contour segment from the first recep-
tive field to the second that was continuous in its first derivative. By reversing the
order of the pair of receptive fields and repeating the interpolation, we were able to
create a second contour segment going from the second receptive field to the first,
thus creating a closed contour. In order to generate a contour that exhibited inter-
patch distances equivalent to the patches in the background, we performed an initial
interpolation with 10 patches for each contour segment. This allowed us to add the
inter-patch Euclidean distances together to obtain an estimate of the segment length.
This length was then divided by the inter-patch distance in the background to ob-
tain the appropriate number of intermediate patches. Using this information, we
then performed a second interpolation to obtain the positions and orientations of the
intermediate patches.





(x′′, y′′)T · (−y′, x′)
(x′2 + y′2)3/2
(3.1)
where x and y represent the coordinates of the points on the contour, while x′, y′,
and x′′, y′′ are the first and second derivatives, respectively. As we wanted to know
the smoothness of the local curvature around the receptive field, we computed the
difference in curvature (i.e. we found the maximum and minimum curvature for 30
points around the receptive field, and then subtracted the minimum curvature from
CHAPTER 3. MATERIALS AND METHODS 22
the maximum curvature).
Occasionally, the algorithm created contours with high degrees of curvature, even
though they exhibited continuous first derivatives. This resulted in a large change in
the orientation of successive patches, which affected the salience of the entire contour.
As a result, we included in the algorithm the ability to create dummy receptive fields,
which were used in the interpolation algorithm to create contours with lower degrees
of curvature. A sample contour, interpolated using two simulated receptive fields and
three dummy receptive fields, is shown in Figure 3.1A.
This condition served as our “high” salience condition. Two additional salience
conditions were tested (“intermediate” and “low” salience) by adding orientation jitter
(e.g. ±15◦ and ±30◦) to the Gabor patches that were not stimulating the receptive
fields of the recorded cells (including the “dummy” receptive fields mentioned above).
This ensured that the stimulus within the classical receptive field was the same in all
conditions.
Contours at all three salience conditions also appeared with equal probability
at an alternative “control” location (as opposed to the “contour” location, which
contained the receptive fields of the cells under study), at which the center of gravity
of the contour (i.e. the x-value was the sum of the x-positions of the patches divided
by the number of patches and the y-value was similarly computed) was equidistant
from the fixation point. This prevented the animals from developing a bias to the
contour location. In addition, to prevent the animals from using small differences
in the density of patches to perform the task, all the patches at the contour and
control locations were present in every single trial. The orientations of the patches at
the control location were randomized for trials in which the contour appeared at the
CHAPTER 3. MATERIALS AND METHODS 23
contour location and vice versa. The only exceptions were the patches stimulating the
receptive fields. As these remained constant across all conditions, the corresponding
patches at the control location were also held constant so the animal would not be
able to key in on the patches stimulating the receptive fields and become unduly
biased towards the contour location.
In each recording session, we typically generated 24 unique stimuli for each stim-
ulus condition (6×24 = 144 trials) and repeated each of them twice for a total of 288
trials. A small portion of catch trials were also included in which no contours were
present (i.e. the patch orientations at both the contour and control locations were
randomized in addition to those in the background), but we continued to monitor one
of the locations as the correct window. The animals performance in these catch trials
allowed us to estimate the chance performance of the animal. We typically generated
24 of these stimuli (half were contour trials and the other half were control trials)
and repeated them twice as well for a grand total of 288 + 2× 24 = 336 trials in each
recording session.
We were primarily interested in two questions: 1) was there a difference in the
neuronal responses to the Gabor patches when they were part of a contour compared
to when they were part of the background? and 2) were the neuronal responses cor-
related to the salience of the stimulus? As such, we intended to analyze only the data
from 4 stimulus conditions: high-salience condition at the contour and control loca-
tions, and the intermediate- and low-salience conditions at the contour location. For
these conditions, the stimulus in the receptive field was always the same, i.e. it was
optimal for the neuron. In the remaining conditions, which included the intermediate-
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and low-salience conditions at the control location, and the catch trials at both loca-
tions (48×3 = 144 trials), we varied the orientation and direction of the Gabor patch
in the receptive fields in order to obtain the direction tuning curve of the neuron.
We typically measured the responses at 8 directions (i.e. 4 directions on either side
of the preferred direction) with steps of 15. We did not include the preferred direc-
tion as we were able to use the responses in the high-salience condition trials at the
control location for that. This meant that we performed 18 (144 trials/ 8 directions)
measurements at each direction within the range of 60 from the preferred direction.
The stimuli appeared for 500 ms (this was time-locked to the start of the monitor
refresh at a resolution of 1 ms) after initial fixation and the animals were free to
saccade to the target as soon as it was detected. The animals received a juice reward
if they made a saccade within 300 ms to the correct target window and remained there
for an additional 300 ms. If the animals failed to satisfy both criteria within a total
of 600 ms, the trial was considered incorrect. In some cases, the animals performed
multiple saccades, first to one window and then switching to the other window. If
any of the saccades were to a location outside the target window, we considered the
trial incorrect.
The rationale for using this paradigm is summarized below. First, using such a
visual stimulus, we were able to position individual Gabor patches over the recep-
tive fields of pairs of neurons and measure their responses while varying the contour
salience. This is crucial because we wanted to investigate the temporal correlation for
pairs of neurons under study. This will be more difficult using other visual stimuli,
e.g. Li et al. (2006), which are designed to stimulate one receptive field at a time. In
addition, since the stimulus in the receptive field remained the same for all stimuli,
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this ensured that any changes in the responses were due to changes in the salience of
the contour. Second, the animal was free to make a saccade to the target location
after the stimulus appeared. This is in contrast to a delayed-saccade task, in which an
animal is required to maintain fixation at the fixation cross for a period of time after
the stimulus onset before making a saccade to the target location. One advantage of
using the free-saccade task is that neuronal activity relevant to the task is naturally
constrained by the saccade reaction time. This is not the case in the delayed-saccade
task where it is not clear which part of the neuronal activity is actually relevant to
the task, and which part may be contaminated by other neural processes.
Figure 3.1A illustrates the visual stimulus, along with the sequence of events in the
task. The responses of two simultaneously recorded neurons are shown in Figure 3.1B
and 3.1D. The onset of the stimulus is marked by a vertical blue line at 0 ms. Each
spike appears as a green tick mark on correct trials, and a red tick mark incorrect
trials. The reaction time (i.e. saccade onset) is denoted by a black tick mark for both
correct and incorrect trials. The trials are sorted using the reaction time separately
for correct and incorrect trials, with shortest reaction times at the bottom of each
plot.
All stimuli were presented on a 21 monitor, at a viewing distance of 57 cm, with
a resolution of 1280× 1024, and a refresh rate of 85 Hz. Currently, we have analyzed
the responses of 330 well-isolated neurons in three animals (173, 110 and 47 neurons
respectively).



















































































Figure 3.1: Illustration of the visual stimuli, task, neuronal responses, and receptive fields.
(A) (Top) The visual stimuli consisted of an array of oriented, drifting Gabor patches, with
a subset aligned to form a contour. The receptive fields of two neurons under study are
shown in red, while dummy receptive fields used to facilitate the contour interpolation are
shown in blue. The white and black lines illustrate the boundaries for monitoring ocular
fixation and the target windows, which are not visible to the animal. (Bottom) Diagram
illustrating the time course of task events. The animals had to maintain fixation for 500 ms
until the stimulus appeared, at which time the fixation target disappeared. After stimulus
onset, the animals had to make a saccade to the target contour within 300 ms in order to
receive a juice reward. Fix - fixation; Stim - stimulus; Rew - reward. (B, D) The responses of
two simultaneously recorded neurons are shown in raster plots. The responses are grouped
according to stimulus condition, and arranged within each group using the reaction time for
correct (green) and incorrect trials (red). (C) The positions and dimensions of the receptive
fields of the 330 recorded neurons in two animals are shown in red and blue respectively
in relation to the fixation spot (shown in green). The horizontal and vertical axes are in
degrees of visual angle.
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3.5 Spike Sorting
After recording, spike waveforms were extracted from the raw signals on each electrode
using a multi-step procedure (Yen et al., 2007) and clustered using the KlustaKwik
software package (Harris et al. 2000) and inspected using the MClust software package
(http://www.cbc.umn.edu/redish/mclust/). Clustering was based on the following
parameters extracted from each waveform: area, energy, maximum voltage, minimum
voltage, maximum to minimum ratio, waveform width, trigger value, fast Fourier
transform (FFT) of the waveform, and the rst and second principal components of
the waveform. The sorted spike trains were stored at 1/30 ms resolution. Figure 3.2
shows an example of the spike sorting for a single channel recording. In our discussion
below, a site refers to an electrode position. Cells simultaneously recorded from
different electrodes are considered to be different sites; cells simultaneously recorded
from the same electrode are considered to be the same site.
3.6 Multi-Unit Activity (MUA)
To investigate the multi-unit responses, we re-extracted spike waveforms from the raw
signals using three times the standard deviation of the noise level instead of six times
the standard deviation used above. To remove the single units from these responses,
the time stamps of the spikes in the MUA signal that corresponded to the time stamps
of the spikes in the single-unit clusters were removed. In total, we have 458 MUAs in
three animals (207, 118 and 133 MUAs respectively).
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Figure 3.2: An example of spike sorting for a single channel recording. (A) Scatter plot of
trigger value and the first principal component for all spikes that exceed the threshold. The
blue cluster represents the spike activity obtained for one cell after spike sorting (single-
unit activity, SUA), while the red cluster represents the spike activity from multiple units
(multiple-unit activity, MUA). (B) The waveforms of the SUA.
3.7 Envelope Multi-Unit Activity (eMUA)
In order to compare our results with the study carried out by Supe`r et al. (2001), we
computed the eMUA signal through a three-step filtering process. We first band-pass
filtered the raw signal (750-5000 Hz), followed by full-wave rectification of the signal,
and lastly, we low-pass filtered (< 200 Hz) the signal. Examples of the eMUA trials
are shown in Figure 3.3.
3.8 Response Onset
We computed the average response onset of each neuron by collapsing the responses
across all stimulus conditions. As can be seen in Figure 3.1B and 3.1D, the response
latencies for different stimulus conditions were very similar. By pooling the responses
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Figure 3.3: Examples of eMUA trials for a single channel recording. The eMUA has been
normalized to the maximum value of the eMUA. Each horizontal trace represents eMUA
for single trial.
this way, we were able to improve the accuracy of our estimate of each neurons
response onset. The response onset was obtained by performing a two-sample t-test.
First, we aligned the spike train for each trial to the stimulus onset and divided the
spike train into bins of 4 ms. The bins before the stimulus onset across all trials
together formed the spontaneous group. Each bin after stimulus onset was grouped
across all trials and tested against the spontaneous group using the two-sample t-test
for significant differences (p < 0.05). The response onset was set to the first of three
successive bins that exhibited significant differences from the spontaneous group. We
added an additional constraint that the firing rate (i.e. mean spike count across trials
divided by 4 ms) of the bin identified as the response onset had to exceed 10 Hz. This
was to prevent bins with small numbers of spontaneous spikes from being identified
as the response onset in sessions with very little activity in the spontaneous group.
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Figure 3.4: Distribution of response latencies (black bars, left) are shown for the three
animals (A) annie2, (B) disco and (C) clark. The blue and red bars to the right represent
the distribution of reaction times for correct and incorrect trials respectively.
There were some neurons in which we were not able to find a significant evoked
response, and other neurons in which the response onset was more than 100 ms
after the stimulus onset. We excluded both these types of neurons from subsequent
analyses (76 neurons were discarded, leaving 140 neurons, 79 neurons and 30 neurons
respectively). The histogram of the response onset for the neurons in the three animals
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is plotted in Figure 3.4. Similarly, we performed the above mentioned steps to the
MUAs, hence 2 MUAs were discarded, leaving 205, 118 and 133 MUAs respectively.
3.9 Eye Jitter and Reaction Time
The fixational eye positions were tracked from stimulus onset to the start of the
saccade for all the trials in the selected recordings. The 2D histograms of the scatter
in fixational eye positions of the animals are plotted in Figure 3.5. Instead of plotting
the eye positions with respect to the fixation target location, we calculated the mean
eye position for each session and plotted the deviation from this mean for all the
trials in each session. We did this because we found the animal often exhibited small,
but systematic, gaze deviations from the fixation target location. By computing eye
positions in this manner, we were able to impose much stricter limits (±0.5◦) on the
acceptable eye positions for each trial. Trials in which the eye positions deviated from
these limits were excluded from further analysis to reduce the effects of eye position
jitter on our results.
The reaction time was computed by first separating the eye movements of the an-
imal into saccades and fixations. The onset of the first saccade following the stimulus
was used as the reaction time. The trials with reaction time earlier than 100 ms were
discarded as the animal was most likely anticipating the onset of the target without
inspecting the stimulus. Neurons/MUAs with less than 50% of the trials (24 trials)
remaining for at least one stimulus condition were discarded from our analyses. We
then left 191 neurons (136 neurons in the first animal, 55 neurons in the second ani-
mal) and 320 MUAs (197 MUAs in the first animal, 90 MUAs in the second animal
and 33 MUAs in the third animal).
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Figure 3.5: 2D histograms of the eye positions from stimulus onset to the onset of the
saccade for three animals (A) annie2, (B) disco and (C) clark.
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3.10 Behavioral Bias
In this experiment, the animals occasionally exhibited a response bias to one of the
two target locations. Thus, it was crucial to exclude such sessions from further analy-
ses when the performance of the animal exhibited a clear bias. In order to quantify the
behavioral bias of the animal, we subtracted the performance during the high-salience
control condition from the performance during the high-salience contour condition.
We discarded sessions with biases larger than 0.7 (very large behavioral bias between
contour and control condition) from our analysis. This threshold was rather arbi-
trary, but different thresholds did not significantly affect our results. All subsequent
data analyses were based on the remaining trials from the remaining neurons/MUAs
(89.25% of trials from 126 neurons in the first animal and 96.17% of trials from 55
neurons in the second animal giving us a total of 181 neurons; similarly for MUAs,
we left 89.13% of trials from 180 MUAs in the first animal, 95.94% of trials from 88
MUAs in the second animal and 88.87% of trials from 22 MUAs in the third animal
giving us a total of 290 MUAs).
3.11 Orientation Tuning Curve
To compute the orientation tuning of the neuron (measured as described in Section
3.3), we computed the mean firing rate by using the period of 100 ms after the stimulus
onset. Then, we fitted the tuning curve of the neuron with a circular Gaussian, which
provided us with the preferred orientation and the strength of the orientation tuning.
It also provided us with a measure of how much the stimulus orientation differed from
the preferred orientation of each cell. The strength of the orientation tuning was
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Figure 3.6: An example of a typical orientation tuning curve in our data set. The vertical
line represents the preferred orientation of the neuron obtained from the circular Gaussian
fit. The tuning strength is the difference between the maximum response and the baseline
and normalized by the standard deviation obtained from the pooled demean spike count.
The red dots represent the circular Gaussian fit.
obtained by first pooling across all the demean spike count from each orientation. We
then computed the strength of the orientation tuning to be the difference between
the maximum response and the baseline (obtained from the circular Gaussian fit)
and normalized the difference by the standard deviation obtained from the pooled
demean spike count. Figure 3.6 shows the schematic drawing of the orientation tuning
measurement.
3.12 Receiver Operating Characteristics (ROC) anal-
ysis
We used signal detection theory to apply a rigorous analysis of the neural response.
ROC analysis was employed to calculate the probability that an ideal observer would
be able to correctly discriminate the contour pattern from the control pattern using
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only the data from the neuron, e.g. the mean firing rate or the latency of the neu-
ron. This analysis takes the variance in the response distributions into account when
comparing two distributions of responses. This is in contrast to the raw response
analysis (described in the next section), which only compares the medians of the dis-
tributions. In the following description, we consider the data of the neuron to be the
mean firing rate. The first step in the ROC analysis was to compute the mean firing
rate for each trial of the neuron in the predefined window for one pair of stimulus
conditions (e.g. high-salience contour at the contour location versus high-salience
contour at the control location). This allowed us to obtain two distributions of mean
firing rates for each condition, as shown in Figure 3.7A and B. We then tested the
hypothesis that when the receptive fields of the neurons were stimulated by part of
a contour, the firing rate would be higher than when the same receptive fields were
stimulated by Gabor patches belonging to the background. This involved computing
the true positive rates and false positive rates at different threshold settings (lines
shown in Figure 3.7A and B). The true positive rate was defined as the ratio of the
number of contour trials that exhibited mean rates greater than the threshold to the
total number of contour trials. The false positive rate was defined as the ratio of
the number of control trials that exhibited mean rates greater than the threshold to
the total number of control trials. The true positive and false positive rates obtained
were then used to construct a ROC curve for the contour versus control conditions
(Figure 3.7C).
With the ROC curve computed, we then calculate the area under the curve (AUC),
which can be defined as the probability that an ideal observer was able to discrimi-
nate correctly the contour pattern from the control pattern. The AUC can also be
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thought of as a measure of distance between two response distributions. In order to
determine the statistical significance of the difference in responses between the con-
tour and control conditions, we bootstrapped (n = 1000 samples) the mean firing rate
distributions to generate 1000 ROC curves, and subsequently a distribution of 1000
AUCs. We found the 95% confidence intervals of the distribution and checked if an
AUC of 0.5 (i.e. the performance obtained by chance) was included in the confidence
intervals. If not, we concluded that the neuron exhibited significant differences in its
responses to contour versus control trials.
Similarly, to determine if the neuron exhibited significantly different responses
across salience conditions, we performed the ROC analysis between pairs of salience
conditions at the contour location, (i.e. between high- and low-salience, high- and
intermediate-salience, and between intermediate- and low-salience). If the AUC for
at least one pair of salience conditions was significantly different from 0.5, we re-
garded this neuron to have exhibited significantly different responses across salience
conditions. We then constructed neurometric curves that plotted the AUCs for high-
salience versus control, intermediate-salience versus control, and low-salience versus
control as a function of the salience condition for the stimulus (Figure 3.7D). These
neurometric curves were then correlated to the psychometric curves to determine
how this particular neuronal measure (mean firing rate in this case) compared to the
behavior of the animal.
3.13 Raw Data Analysis
In addition to the ROC analysis, we also performed a simpler analysis of variance
testing to see if the medians of the firing rate distributions for the different stimulus
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Figure 3.7: The distribution of mean firing rate for (A) the high salience contour condition
and (C) the high salience control condition for one neuron. The threshold here was set to
105 Hz, which resulted in the true and false positive rates shown in the plots. (B, D) Same
as (A, C) but here the threshold was set to 155 Hz. (E) The ROC curve for the high salience
contour condition. The circle corresponds to (A, C) while the asterisk corresponds to (B,
D). The arrow indicates the direction in which points on the curve moved with increases in
the threshold. (F) The neurometric and psychometric curves of this neuron. The line with
the symbol x is the psychometric curve, while the line with the symbol o is the neurometric
curve. The error bars shown for the neurometric curve are the 95% confidence intervals
of the AUC distributions, while the error bars shown for the psychometric curve are the
standard errors computed using the assumption that the correct and incorrect responses
form a Bernoulli distribution.
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conditions were significantly different. In this analysis, we first constructed the mean
firing rate distributions (within a predefined window) for the three contour conditions
and the control condition in the same manner as in the ROC analysis. We then com-
pared the mean firing rate distribution of the high-salience condition to the control
condition to see if they were significantly different. This was performed using the
Kruskal-Wallis test (non-parametric ANOVA) with 0.05 significance level (KKW test
p < 0.05). In this analysis, we determined if the medians of the two distributions were
significantly different by computing the rank difference of the two distributions. For
neurons that exhibited significant differences, we then used the KKW test again to
compare the responses across the three salience conditions. For neurons that exhib-
ited significant differences in their responses across salience conditions, we generated
their neurometric curves by plotting the median of their response distributions across
salience conditions. We then performed the correlation analysis between the psycho-
metric and neurometric curves to determine how much of the animals behavior was
accounted for by this neurometric measure.
Chapter 4
Firing Rate Hypothesis
Firing Rate Hypothesis. Contour integration is signaled by an elevation of firing
rate in those neurons activated by elements that form the contour. The response
enhancement is directly correlated with contour salience.
4.1 Introduction
Even though many efforts have been made to gain a better understanding of the
role of V1 in contour integration, most of the studies have only shown modulation
at the population level (using multi-unit activity in Supe`r et al., 2001, and single-
unit activity in Li et al., 2006). However, the behavioral performance of the animal
in these tasks varies significantly from one recording session to the next, and the
question of how the responses of individual neurons can account for the performance
of the animal on a session-by-session basis remains largely unanswered.
In addition, those studies found that the modulation effect started approximately
39
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90 ms after stimulus onset, suggesting that it may be due to the feedback from
extra-striate areas. Other studies have also shown that contextual modulation occurs
late in the neuronal response time course, and reflects the contribution of feedback
signals that aid in the representation of figure-ground segmentation (Hupe´ et al.,
1998). However, since contour detection is a very fast process, there may be limited
time available for feedback processes to contribute. Hence, we were also interested
in investigating how the time course of the neuronal response in individual neurons
contributed to the modulation time course shown at the population.
In order to answer these questions, we compared the responses of neurons when
they represented a contour versus when they were simply part of the background.
Secondly, we inspected the responses across salience conditions to determine if changes
in salience were represented by changes in the responses. Thirdly, we quantified how
well the firing rate hypothesis accounted for the behavior of the animal by analyzing
the correlation between the neurometric curves and the psychometric function.
4.2 Methods of Analysis
4.2.1 Test for Bimodality of Neuronal Responses
Some of the neurons in our database exhibited a bimodal response distribution (an
early response followed by a second late response) in their peri-stimulus-time his-
togram (PSTH), while others exhibited unimodal distributions, either in the form of
a transient response or a sustained response. We wanted to determine if there were
differences in the responses of neurons exhibiting different response distributions, so
we used the excess mass approach (Sawitzki, 1996) to identify neurons with bimodal
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distributions, along with the start and end times of the different modes.
Similar to the method of finding the response onset, we collapsed the responses
of each neuron across the different stimulus conditions, as the response distributions
appeared to be similar across different conditions. To compute the excess mass, we
first obtained the PSTH of each neuron in the interval between the response onset and
the median reaction time of the session (an idealized example is shown in Figure 4.1A).
The vertical line indicates the putative boundary of the bimodal response distribution.
The excess mass is defined as the sum of the counts in a distribution above a threshold
count (horizontal line in Figure 4.1B). If we wanted to compute the excess mass of
a unimodal distribution, we would only compute the sum of the counts of the larger
mode. For a bimodal distribution, we would compute the sum of the counts of both
modes. In the example shown in Figure 4.1A, the excess mass of a unimodal and
a bimodal distribution are the same since there is only one mode at this threshold
count (the excess mass is the area denoted by the light gray bars). In cases when
the threshold count created a bimodal distribution (Figure 4.1C), the excess mass
of a unimodal distribution would be the larger sum of the counts above threshold.
In Figure 4.1C, this corresponds to the light gray region instead of the dark gray
region, as the area of the light gray region is larger. The excess mass of a bimodal
distribution, however, would be the sum of the counts of both the light and dark gray
regions. By altering the count threshold, we ended up with a plot of the excess mass
for a unimodal and a bimodal distribution (Figure 4.1D). The dashed line indicates
the largest difference in excess mass between the unimodal and bimodal distributions.
After reviewing our data, we used a threshold of 0.11 for the difference, and only
distributions with maximum differences larger than the threshold were identified as
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Figure 4.1: Computing the boundaries of a bimodal distribution using the excess mass
approach. (A) A sample PSTH shown here only for illustrative purposes. The vertical
line indicates the putative boundary of the two modes in a bimodal distribution. (B) The
excess mass is defined as the sum of the counts above a threshold count (area of gray bars).
(C) The excess mass of an unimodal distribution in this case is the area of the light gray
region instead of the dark gray region, as the excess mass of the light gray region is larger.
The excess mass of a bimodal distribution is the sum of counts of both light and dark
gray regions. (D) The excess mass of unimodal and bimodal distributions plotted against
different threshold counts. The dashed line indicates the largest difference in excess mass
between the unimodal and bimodal distributions. (E) A PSTH from a recorded neuron.
The first line indicates the response onset, while the second line indicates the boundary
between the two modes (early and late responses).
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bimodal. The count at which we found the largest difference was then used to divide
the PSTH into two regions. The mid-point in the region separating the two regions
was then used as the border for the two modes. The PSTH of a neuron exhibiting a
bimodal distribution of activity is shown in Figure 4.1E. The first line indicates the
response onset, while the second line indicates the boundary of the two modes (i.e.
the boundary between the early and late responses).
Neurons with PSTHs that were not bimodal were identified by using a method
similar to that used for computing response onset to identify the start and end times
of the unimodal distribution. As before, the spontaneous activity was used to form
the distribution of the spontaneous group, and the distribution for each bin after
stimulus onset was tested using the two-sample t-test to see if it was significantly
different (p < 0.05) than the spontaneous distribution. We found the last occurrence
of at least three consecutive bins that were significantly different and used the time
of the last bin as the end time of the unimodal distribution.
With these methods, we were able to categorize the neurons in our data set into
two major groups, i.e. unimodal and bimodal. For unimodal neurons, some neurons
exhibited transient responses, while other neurons exhibited sustained responses.
4.2.2 Population Analysis - Modulation Index (MI)
We computed the modulation index (Supe`r et al., 2001) to compare the responses
between different salience conditions for trials at the contour location. The eMUA
for all the trials in each stimulus condition were first averaged together across all
recording sites. The mean eMUA was then normalized by the maximum eMUA
obtained in different contour and control conditions. As in Supe`r et al. (2001),
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Figure 4.2: These figures show the different windows used to perform our analyses. (A)
Raster plot of a typical bimodal neuron. (B) Raster plot of an unimodal neuron with
a transient response. (C) Raster plot of an unimodal neuron with a sustained response.
Window A is from the response onset to the minimum reaction time. Window B is the
early response of a bimodal neuron. Window C is the late response of a bimodal neuron.
Window D is the transient response of an unimodal neuron. Period E is the sustained
response of a unimodal neuron. The black dot here shows the reaction time for each spike
train.
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we compared the normalized responses for the contour and control conditions and
find the time window that the two signals deviate from each other. The MI for the
high-, intermediate-, and low-salience conditions within this time window was then
computed by subtracting the mean normalized eMUA for the control condition from
that of each of the contour salience conditions. Thus, neurons with a positive MI
displayed a mean eMUA activity that was larger than that of the control condition,
while a MI of zero indicated that there was no difference in the mean eMUA between
a given contour salience condition and the control condition.
4.3 Results
Here we present our findings as they relate to the following questions: 1) Are there
significant differences in the responses of neurons when they are activated by Gabor
patches that are part of a contour compared to when the neurons are activated by
the same patch belonging to the background? 2) Do the recorded neurons exhibit
significantly different responses to the Gabor patches when the patches belong to con-
tours having different levels of perceptual salience? and 3) How well do the neuronal
responses to the contour stimuli correlate with the psychometric functions?
4.3.1 Single Neuron Firing Rate - ROC Analysis
Response Latency to Minimum Reaction Time
To determine how individual neurons responded to the stimuli, we first looked at the
entire response window from the response onset to the minimum reaction time. We
identified neurons in which the AUC between the high-salience condition and control
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condition were significantly greater than 0.5 (shown in Figure 4.3A), and those that
were significantly smaller than 0.5 (shown in Figure 4.3B). An example of a neuron
that did not exhibit significant differences between stimulus conditions is also shown
in Figure 4.4. From our sample of 181 neurons (126 in Monkey 1 and 55 in Mon-
key 2), we found 30 neurons that displayed significantly different responses between
stimulus conditions. The 95% confidence intervals of these 30 neurons are plotted
in Figure 4.5A. We found 26 out of 181 neurons that exhibited confidence intervals
significantly greater than 0.5, while only 4 neurons exhibited confidence intervals
significantly smaller than 0.5. Among these 30 neurons, 21 exhibited differences in
response across salience conditions. We then performed a correlation analysis between
the neurometric and the psychometric curves for these neurons and found the median
of the correlation coefficients to be 0.9023 (quartile: 0.5156, 0.9745) (see Figure 4.5B).
The firing rates of these neurons appeared to correlate well with the behavior of the
animals.
Neurons with Bimodal Responses
In order to identify which part of each neurons response correlated well with behavior,
we separated the neurons into groups with different response time course (i.e. bimodal
early or late, unimodal transient or sustained). In total, we obtained 89 neurons with
bimodal responses, 41 neurons with unimodal transient responses, and 51 neurons
with unimodal sustained responses.
For the bimodal early responses, we found 8 (out of 89) neurons in which the
responses in the high-salience contour condition were significantly greater than the
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Figure 4.3: Responses of two neurons with significantly larger responses (A) and signifi-
cantly smaller responses (B). (Left) Raster plots of the neuronal responses. The responses
are grouped according to stimulus condition. Vertical lines indicate the stimulus onset,
response onset, and the minimum reaction time, respectively. (Middle) The PSTH for each
of the stimulus conditions are plotted in different colors. Vertical lines indicate the stimulus
onset, the response onset and the minimum reaction time, respectively. Error bars have
been left out of the plots to allow the means for the different conditions to be seen more
clearly. (Right) The distribution of mean firing rates across all trials corresponding to the
different stimulus conditions.
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Figure 4.4: Responses of a neuron with no significant differences when the salience of
the contour was increased. (Left) Raster plots of the neuronal responses. The responses
are grouped according to stimulus condition. (Middle) The PSTH for each of the stimulus
conditions are plotted in different colors. Vertical lines indicate the stimulus onset, response
onset, and the minimum reaction time, respectively. (Right) The distribution of mean firing
rates across all trials corresponding to the different stimulus conditions.
responses in the high-salience control condition (i.e. AUC distributions of the high-
salience contour versus control conditions were significantly greater than 0.5, see
Figure 4.6A), and 5 neurons in which the responses in the contour condition was
smaller than the control condition (i.e. the AUC distributions of contour versus
control were significantly smaller than 0.5, see Figure 4.6B). For the bimodal late
response, we found 15 neurons in which the AUC distributions for the high-salience
condition were significantly greater than 0.5 (see Figure 4.8A), and 3 neurons in which
the AUC distributions were significantly smaller than 0.5 (see Figure 4.8B). Out of
these cells, 4 cells exhibited significant response differences for both the early and
late responses, 9 cells with early response differences subsequently did not exhibit
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Figure 4.5: (A) The 95% confidence intervals of the AUC for the 30 neurons that exhib-
ited significant differences in their responses between the contour and control conditions.
(B) Psychometric and neurometric curves of all 21 neurons that exhibited differences in
responses across salience conditions. H- High-Salience, I- Intermediate-Salience, L- Low-
Salience. Lines with the symbol ‘x’ are the psychometric curves, while lines with the symbol
‘o’ are the neurometric curves. The error bars shown for the neurometric curves are the
95% confidence intervals of the AUC distributions, while the error bars shown for the psy-
chometric curves are the standard errors computed using the Bernoulli distribution.
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late response differences, while 14 cells with late response differences did not exhibit
early response differences.
When comparing the responses of the cells reported above for differences across
salience conditions, we found 6 out of the 13 neurons that exhibited early differences
to also exhibit early differences in their responses across salience conditions. These
6 cells exhibited correlation coefficients between the neurometric and psychometric
curves of 0.9893, 0.9517, 0.8685, -0.8622, -0.9309 and -0.9901 (see Figure 4.7B). For
the bimodal late responses, 12 out of the 18 neurons showed response differences across
salience conditions (see Figure 4.9B). 2 of these cells exhibited saliency differences in
both the early and late response, while 4 cell exhibited saliency differences only in the
early response, and 10 cells exhibited saliency differences only in the late response.
Neurons with Transient Unimodal Responses
For neurons exhibiting transient unimodal responses, there were 4 neurons in which
the AUC distributions for the high-salience condition were significantly larger than
0.5 (see Figure 4.10A), while there were 2 neurons in which the AUC distributions
for the high-salience condition were significantly smaller than 0.5 (see Figure 4.10B).
3 of these exhibited response differences across salience conditions, with a correlation
coefficient of 0.9724, 0.9378 and 0.9314 (see Figure 4.11B).
Neurons with Sustained Unimodal Responses
For neurons exhibiting sustained unimodal responses, there were 7 neurons in which
the AUC distributions for the high-salience condition were significantly greater than
0.5 while 2 neurons in which the AUC distributions for the high-salience condition
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Figure 4.6: Responses of two neurons with significantly larger early responses (A), and
smaller early responses (B) when the salience of the contour was increased. (Left) Raster
plots of the neuronal responses. The responses are grouped according to stimulus condition.
(Middle) The PSTH for each of the stimulus conditions are plotted in different colors.
Vertical lines indicate the stimulus onset, response onset, and the minimum reaction time,
respectively. (Right) The distribution of mean firing rates across all trials corresponding to
the different stimulus conditions.




























































Figure 4.7: (A) The 95% confidence intervals of the 13 neurons that exhibited significant
differences in their responses between the contour and control conditions in the early phase
of their bimodal response. (B) Psychometric and neurometric curves of the 6 bimodal
neurons that exhibited differences in their early response across salience conditions. The
details of the plots are the same as in Figure 4.5B.
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Figure 4.8: Responses of two neurons with significantly larger late responses (A), and
smaller late responses (B) when the salience of the contour increased. (Left) The responses
of the neurons are shown in the raster plots. The responses are grouped according to
stimulus condition. (Middle) The PSTH for each of the stimulus conditions are plotted in
different colors. Lines indicate the stimulus onset, the start of the late response, and the
minimum reaction time respectively. (Right) The distribution of mean firing rates across
all trials corresponding to the different stimulus conditions.
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Figure 4.9: (A) The 95% confidence intervals of the 18 neurons that exhibited significant
differences in their responses between the contour and control conditions in the late phase
of their bimodal response. (B) Psychometric and neurometric curves of the 12 bimodal
neurons that exhibited differences in their late response across salience conditions. The
details of the plots are the same as in Figure 4.5B.
were significantly smaller than 0.5. 8 out of these neurons exhibited response differ-
ences across salience conditions, with correlation coefficients of 1.000, 0.9999, 0.9983,
0.9619, 0.9378, 0.9023, 0.7005 and -0.8327 (neurons 69, 107, 106, 108, 43, 67, 51 and
59 in Figure 4.5B respectively). An example of a neuron with a sustained response is
shown in Figure 4.3A.
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Figure 4.10: Responses of two neurons with significantly larger transient unimodal re-
sponses (A), and smaller transient unimodal responses (B) when the salience of the contour
increased. (Left) The responses of the neurons are shown in the raster plots. The responses
are grouped according to stimulus condition. (Middle) The PSTH for each of the stimulus
conditions are plotted in different colors. Lines indicate the stimulus onset, response onset,
and the end of the transient response respectively. (Right) The distribution of mean firing
rates across all trials corresponding to the different stimulus conditions.







































Figure 4.11: (A) The 95% confidence intervals of the 6 neurons that exhibited significant
differences in their unimodal transient responses between the contour and control condi-
tions. (B) Psychometric and neurometric curves of the 3 neurons with unimodal transient
responses that exhibited differences in its response across salience conditions. The details
of the plots are the same as in Figure 4.5B.
Summary
Table 4.1 provides a summary of the results described above. When including the
entire response, from the response onset to the minimum reaction time, we found a
total of 30 out of 181 cells that exhibited significant differences in their responses in the
contour condition compared to the control condition. When we narrowed down the
response windows (i.e. bimodal early/late, unimodal transient/sustained), we found a
total of 42 cells that showed significantly different responses in the contour condition
compared to the control condition. 13 of them exhibited differences in the early
response, while 18 of them exhibited differences in the late response. However, these
included 4 that exhibited differences in both the early and late response, so there were
really only 27 unique bimodal cells that exhibited different responses in the contour
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versus the control condition. The remaining 15 cells exhibited unimodal response
time-courses, with 6 cells that exhibited significant differences in the transient period,
while 9 cells exhibited significant differences in the sustained period.
Table 4.1: Summary of the single neuron firing rate ROC analysis.
ROC Analysis Total # of neurons
Contour different Differences across
from Control Salience
RO ∼ min RT 181 30(26) 21
Bimodal
early 89 13(8) 6
late 89 18(16) 12
Unimodal
transient 41 6(4) 3
sustained 51 9(7) 8
RO - response onset. RT - reaction time. The parentheses in the third column indicate
the number of neurons in which the responses in the high-salience contour condition were
significantly greater than the high-salience control condition.
Figure 4.12A and B show the comparisons of the mean firing rates for the high-
salience contour and control conditions for these 42 cells. We found that most of the
cells exhibited higher mean firing rates in the contour condition, with the median of
the ratio between the mean firing rates for the contour and control condition equal
to 1.2490 (quartiles: 0.8641, 1.6246), which was significantly larger than 1 (tested
using the Wilcoxons signed rank (WSR) test, p < 0.001). 28 of these 42 cells showed
significant differences not only in these narrow response windows, but also exhibited
the same differences when we analyzed the entire response from the response onset
to the minimum reaction time. However, we also found 2 cells that only showed
significant differences when we analyzed the entire response from the response onset
to the minimum reaction time and not in these narrow response windows. This gave
us a total of 44 cells that appeared to respond differently depending on whether they
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were activated by a contour or not. This illustrates the importance of analyzing
different response windows for different cells in these kinds of experiments.
For these 44 cells, we were also interested in when the response differences first
appeared. We studied this by first generating distributions of PSTHs for each cell via
bootstrapping for both the high-salience contour and control conditions. Then, we
compared the distributions for both conditions bin-by-bin to find instances where the
95% confidence intervals for the two conditions did not overlap for three consecutive
bins. Figure 4.12C shows a histogram of when these significant differences were found.
The differences occurred as early as 38 ms, well before the median of the boundary
between the early and late response (76 ms) and the median of the end of the transient
response (84 ms).
Similarly, when we identified cells that exhibited significant differences in their
responses across salience conditions, we found that 21 of the 30 cells did so when we
looked at the entire response window from the response onset to the minimum reac-
tion time. In contrast, when we narrowed down the response windows, we found 27
of the 42 cells identified above exhibited significant differences in the responses across
salience conditions. For cells with bimodal response time-courses, 4 cells exhibited
significance differences only in the early response, 10 cells exhibited significance dif-
ferences only in the late response, and 2 neurons exhibited significance differences in
both the early and late responses. For cells with unimodal response time-courses, 3
cells exhibited significant differences in its transient response, while 8 cells exhibited
significant differences in their sustained response. 19 of these 27 cells also showed
significant differences when considering the larger response window, but we again
found 2 cells that exhibited significant differences across salience condition when we
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Figure 4.12: (A) Comparison of the mean firing rates of the high-salience contour and
control conditions. (B) Histogram of the ratio between the mean firing rates of the high-
salience contour and control conditions. (C) Histogram of the PSTH bins that exhibited
significant differences between the high-salience contour and control conditions. The first
line at 76 ms represents the median of the boundary between the early and late responses,
while the second line at 84 ms represents the median of the end of transient response.
included the entire response from response onset to the minimum reaction time. This
gave us a total of 29 cells that exhibited significant differences in their responses across
salience conditions. The firing rates of these 29 cells appeared to be well correlated
with the behavior of the animal. The correlation coefficients between the neurometric
and psychometric curves for different types of windows are shown inFigure 4.13A. If
we looked at the entire response window from the response onset to the minimum
reaction time, we found that 81% (17/21) of the correlation coefficients were larger
than 0.5.
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RO ~ minRT RO ~ minRT
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Figure 4.13: Correlation coefficients of neurons that exhibited significantly different re-
sponses across salience conditions obtained from (A) the ROC analysis, and (B) the raw
response analysis for different analysis windows. (C) Correlation coefficients computed be-
tween the neurometric curve of those neurons that exhibited significantly different responses
across salience conditions and the neurometric curve of the corresponding MUAs (computed
from the response onset to the minimum reaction time).
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Since we found 2 cells that exhibited significant differences across salience condi-
tions when we considered the entire response from the response onset to the minimum
reaction time, but the effects disappeared when we narrowed down the window, we
took a closer look at these 2 cells. Both neurons (neuron 6 and 62) showed significant
differences between high-salience contour and high-salience control condition in both
early and late period (Please refer to Figure 4.6A and Figure 4.8A). For neuron 6, we
computed the 95% confidence intervals of the AUC between the high- and low-salience
contour conditions using the early response and found that the confidence intervals
were very close to being significantly different (i.e. CI should not include 0.5). In
this case the 95% CI was [0.4955, 0.7294]. Similarly for neuron 62, this happened in
the late response, with 95% CI of [0.2800, 0.5191]. These 2 cells could very well have
exhibited significantly different responses across salience conditions if we were able to
collect more data.
4.3.2 Single Neuron Firing Rate - Raw Data Analysis
The results so far were computed using ROC analysis, which takes the variance in the
response distributions into account when comparing two distributions of responses.
We also performed a similar analysis using only the distributions of the mean firing
rates in windows of different sizes and using the Kruskal-Wallis test to determine if
the medians of the distributions were different. Table 4.2 summarizes the results in
the same fashion as Table 4.1. Figure 4.13B shows the summary of the correlation
coefficients obtained for the raw data analysis. The results are highly similar to
the results we obtained before. However, there is one point to take note of when
interpreting the results obtained from the raw data analysis. The Kruskal-Wallis
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test is a nonparametric test that was developed for data that were measured on a
continuous scale. If the distributions are discrete distributions with large numbers of
observations with the same value, the results of the statistical test will be questionable.
In our analysis, we constructed the distribution of mean firing rates by computing the
spike count for each trial within a predefined window and dividing the spike count by
the length of the window. Since the length of the window was constant across different
salience conditions, the distribution of mean firing rate was somewhat similar to a
spike count distribution which is discrete in nature.
Table 4.2: Summary of the single neuron firing rate raw data analysis.
ROC Analysis Total # of neurons
Contour different Differences across
from Control Salience
RO ∼ min RT 181 29(26) 16
Bimodal
early 89 14(10) 7
late 89 19(16) 10
Unimodal
transient 41 5(3) 3
sustained 51 8(7) 6
RO - response onset. RT - reaction time. The parentheses in the third column indicate
the number of neurons in which the responses in the high-salience contour condition were
significantly greater than the high-salience control condition.
4.3.3 MUA Firing Rate - ROC Analysis
We also performed the ROC analysis on the MUA data. Table 4.3 is the summary of
the results we obtained for the MUA data for different analysis windows. Figure 4.13C
shows the histogram of the correlation coefficients between the neurometric and psy-
chometric curves. As shown in the figure, the responses of the MUAs correlated well
with the behavior of the animals, as most of the correlation coefficients were greater
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than 0.5 or smaller than -0.5. However, there were more negative correlation coeffi-
cients compared to the SUA result (7/22 for MUA compared to 2/21 for SUA). We
also compared the correlation coefficients of the MUA sites with the corresponding
SUA sites that showed significant differences across salience conditions, and found
them to be uncorrelated (i.e. the correlation between the two values was not signif-
icantly different from zero, with r = −0.0383 and p > 0.05). This seems to suggest
that the responses of the MUA are different from the responses of SUA, and showed
the importance of segregating the SUA signal from the MUA signal when performing
these kinds of analysis.
Table 4.3: Summary of the MUA firing rate ROC analysis.
ROC Analysis Total # of neurons
Contour different Differences across
from Control Salience
RO ∼ min RT 290 33(18) 22
Bimodal
early 159 16(4) 11
late 159 27(18) 22
Unimodal
transient 30 1(1) 1
sustained 101 7(4) 6
RO - response onset. RT - reaction time. The parentheses in the third column indicate
the number of MUAs in which the responses in the high-salience contour condition were
significantly greater than the high-salience control condition.
4.3.4 Dependence on other experimental variables
Some may argue that there is a possibility that the difference between the contour
and control responses could be caused by other variables, for example behavioral
biases of the animal, which cortical layer we recorded from, the orientation tuning
of the neuron, and the smoothness of the curvature of the contour stimulating the
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recorded neurons. Hence, in order to investigate these possibilities, we compared the
distributions for each of these variables for the neurons that exhibited significantly
different responses with those that did not. All the measurements were described in
the Chapter 3.
The distributions for each of these variables for cells that exhibited significant
differences between contour and control conditions and the cells that did not are
shown in Figure 4.14. Using the Kolmogorov-Smirnov test (KS test) to compare the
distributions for each variable, we found that the two distributions for each variable
were not significantly different (p > 0.05). This suggests that our findings cannot be
accounted for by these additional variables. However, since we only possessed limited
information about each neuron, it is not clear if additional information about each
neurons tuning properties (e.g. spatial frequency, velocity, etc.) could have accounted
for some of the response differences.
4.3.5 Population eMUA Analysis
As a point of comparison to a previous study (Supe`r et al., 2001), we also com-
puted the Modulation Indices (MI, described in the methods of analysis) for the
high-salience, intermediate-salience, and low-salience conditions for all 290 eMUAs.
We computed the MI for all trials, as well as for just the correct trials. This measure
was computed from the period starting from 90 ms after the stimulus onset to the
minimum reaction time across all conditions. The reason we chose 90 ms after the
stimulus onset was because the average normalized eMUAs started to deviate from
that point (Figure 4.15A).
For the MI computed from all trials across all the eMUAs, we found that the mean
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Figure 4.14: Distributions of various experimental variables (behavioral bias, recording
depth, orientation selectivity, preferred orientation relative to stimulus orientation, and
smoothness of contour curvature) for neurons that exhibited significant responses (left col-
umn) versus the rest of the neurons (right column).
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modulation index for the high-salience contour condition was significantly different
from 0 (t-test p < 0.01, Figure 4.15B). This implied that at the population level,
the high-salience contour condition exhibited larger responses than the high-salience
control condition. In addition, we also found that the distributions of modulation
indices were significantly different across different salience conditions (ANOVA test,
p < 0.001). A follow-up multiple comparison test showed that the modulation indices
for the high-salience contour condition was significantly different from the modulation
indices of the intermediate and low-salience contour conditions. This implied that
even at the population level, the neurons exhibited different responses for different
salience conditions; this was consistent with the results obtained from Supe`r’s study.
Since the previous analysis included all eMUA sites, we thought it would be in-
teresting to see how the results would change if we limited the analysis to the 29 sites
that contained single units that exhibited significant differences between contour and
control conditions when we performed the ROC analysis for the period from the re-
sponse onset to the minimum reaction time. The result is shown in Figure 4.15C. The
MI for the high and intermediate-salience contour conditions increased quite signifi-
cantly. We found that the mean modulation index for both were significantly different
from 0 (t-test p < 0.01, Figure 4.15C). Furthermore, the distributions of modulation
indices were significantly different across different salience conditions (ANOVA test,
p < 0.001), and a follow-up multiple comparison test showed that the MI for the high-
salience contour condition was significantly different from the MI for the intermediate
and low-salience contour conditions.
We obtained similar results when we restricted the analysis to correct trials (Fig-
ure 4.15D, E). In this case, the mean modulation index for the high-salience condition
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Figure 4.15: (A) Mean normalized eMUA for the contour and control conditions. The
vertical line is at 90 ms after the stimulus onset, where the response started to deviate.
(B) The mean modulation index of all 290 eMUAs for the three salience conditions. (C)
The mean modulation index of the 29 eMUAs that also showed significant differences in
their single-unit activity. (D) Similar to (B), but only applied to correct trials. (E) Similar
to (C), but only applied to correct trials. Vertical ticks (SEM), asterisk (one sample t-
test, p < 0.01), the inset represents the ANOVA p-value and the pairs that are significant
different using the multiple comparison test. H- High-Salience, I- Intermediate-Salience, L-
Low-Salience.
decreased slightly from 0.0523 to 0.0491. However, the mean modulation index for the
low-salience condition increased from 0.0018 to 0.01. These differences were probably
due to the effects of removing trials with incorrect responses that might have con-
tained smaller responses compared to the correct trials, since we have more incorrect
trials for the low-salience condition.
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4.4 Discussions
In this study, we found that 44 out of 181 cells exhibited significant differences in
their firing rates when they were activated by part of a contour compared to when
they were activated by part of the background. Among these 44 cells, 29 exhibited
significantly different responses across salience conditions. The activity of these 29
neurons appeared to be well correlated with the behavior of the animal, with most of
the correlation coefficients exhibiting positive values greater than 0.5.
When we scrutinized the time-course of the response differences more closely,
most cells showed differences in the late or sustained response. This appears to
be consistent with previous studies (Supe`r et al., 2001 and Li et al., 2006) that
have also focused on the late response. It has been argued that the late response
reflects feedback signals that aid in the representation of figure-ground segmentation
relationships (Hupe´ et al., 1998). More interestingly, we also found some cells that
exhibited significantly different responses in the early response. These may be cells
that provide the feedforward signal that is the precursor to perceptual segmentation,
and the feedback signals may be amplifying these early response differences. Another
interesting point to note was that the late effects were not only found in cells that
showed early effects, they were also observed in cells that did not exhibit the early
effect. This may be due to the influence of feedback facilitating the late responses
in these cells. Further studies will have to be carried out to fully characterize the
heterogeneity in the results that we found.
In principle, there are two different ways that information can spread laterally in
the visual cortex (Angelucci et al., 2002): horizontal connections and feedback con-
nections. The role of horizontal connections in contour integration was first proposed
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using the association field model proposed by Field et al. (1993). The model postu-
lates that for each neuron, there is an association field that links together stimulus
features represented by other cells. According to this model, V1 neurons have the
required resolution to perform contour integration, while the receptive field sizes of
V2 neurons would seem to be a bit too large for this model to work (the receptive
field sizes of V2 neurons are about twice as large compared to V1 neurons for all
eccentricities (Smith et al., 2001), and as such may contain multiple Gabor patches).
Even though models like the filter-overlap model (Hess and Dakin, 1997, 1999; May
and Hess, 2008) have showed that higher cortical areas may mediate the contour
integration process, those models have only been shown to detect simple contours
created by Gabor patches, and it is not clear how they will work when tested with
real images obtained from natural scenes that contain contours with variations in
length and curvature.
On the other hand, it would be difficult to explain the early differences using
horizontal connections, due to the fact that horizontal connections are fairly slow
(Zhou et al., 2000; Sugihara et al., 2011). Feedback connections from higher cortical
areas to lower areas have higher conduction velocities than the horizontal connections
(Girard et al., 2001; Angelucci and Bullier, 2003; Angelucci and Sainsbury, 2006), and
have been shown to act on the early part of the response in V1 (within the first 10
ms bin of the response, Hupe´ et al., 2001a). However, several studies show that
feedback connections alone may not be enough in producing contextual effects and
figure-ground segmentation. For instance, V2 is the main contributor of feedback
to V1, though inactivation of V2 has no effect on center-surround interactions of
neurons in V1 (Hupe´ et al., 2001b). Moreover, removing feedback (including V3,
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V4, MT, MST, but not V2) to V1 impairs figure-ground perception, but does not
affect visual detection of textured figure-ground stimuli (Supe`r and Lamme, 2007).
Hence, this seems to suggest that horizontal connections appear to be responsible for
the contour integration process. These early effects have not been reported in other
contour integration studies. This might be because most of the studies performed
their analysis at the population level (Lamme, 1995; Supe`r et al., 2001; Li et al.,
2006). When we scrutinized the results obtained by Lamme (1995), we found that
Cell 14 of that study exhibited very early contextual modulation effects close to the
response onset of the cell (refer to Figure 4 of Lamme (1995)), although this was
not reported in the study. Hence, we believe that activity in V1 may represent
the precursor to perceptual segmentation, and lead to the subsequent figure-ground
enhancement found in the sustained activity (Supe`r et al., 2001; Li et al., 2006).
In Supe`r et al. (2001) study, they reported the minimum reaction times of the
animals to be approximately 240 ms, and they showed that the contextual modulation
started at 90 ms after stimulus onset. In our case, the minimum reaction times
(∼100 ms) were much faster (the median reaction time was ∼150 ms). One possible
explanation for the large difference in reaction times could be due to differences in
the complexity of the two tasks. In our task, the animal was forced to make a saccade
to one of the two target locations, while in the Supe`r et al. (2001) study, the animal
needed to make a decision of whether to stay at the fixation point, or to make a
saccade to one of three possible locations. Additionally, our stimuli were composed of
closed drifting contours and could possibly be perceived as more salient than the static
texture figures defined by a 90 degrees difference in orientation. A direct comparison
of reaction times for the two stimuli in the same animals would be needed to resolve
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this question. Nonetheless, even though we were able to find significant differences
between the contour and control conditions in our population eMUA analysis for the
period starting from 90 ms after the stimulus onset to the minimum reaction time,
the response differences around 90 ms would likely occur much too late to influence
the behavioral response of the animal. Hence, the effect we observed here may be
due to feedback from higher visual areas, as suggested by Supe`r et al. (2001), but it
is unclear if this late modulation contributes to the animals performance on the task.
Another interesting issue to take note is that the contextual modulation effect
we observed is very small compared to Supe`r et al. (2001) study. One possible
reason may be that they have a longer period to compute the modulation effect
(100 ms to 240 ms). In their study, they showed that there was a significant drop
in the responses for both the figure and background condition after 150 ms while
the difference between the responses was about constant until 240 ms. This seems to
suggest that the contextual modulation effect is larger at the later part of the response
which is absent in this study. Hence, it is not possible to compare the modulation
index of our study to their study in the absolute term. Again, a direct comparison of
the two stimuli in the same animals would be needed to resolve this question.
In previous studies (Supe`r et al., 2001 and Li et al., 2006), the results only showed
that the cells exhibited significantly higher firing rates when the cells were part of the
figure than when they were part of the background. However, in this study, we found
that some cells exhibited significantly higher firing rates when they were part of the
contour, while others, albeit a small fraction, exhibited lower rates in the stimulus
condition. This form of heterogeneity has not been reported before in figure-ground
segmentation tasks. This seems to make sense in terms of information theory. If all
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the cells are doing the same thing in the primary visual cortex, there will be too much
redundancy in the coding. Some studies have shown that heterogeneity of neuronal
responses is in fact beneficial for sensory coding when stimuli are decoded from the
population response (Shamir and Sompolinsky, 2006; Yen et al., 2007; Chelaru and
Dragoi, 2008).
To account for the heterogeneity, we also computed the behavioral bias, tuning
curve, curvature of the stimulus, and the depth of the recording. As can be seen
in Figure 4.14, these parameters were unable to explain the heterogeneity of the
neuronal response we found. This is perhaps not surprising, as we were only able to
characterize a small portion (i.e. direction tuning) of each cells response properties.
Further studies will have to be performed to gain a better understanding of the origin
of this heterogeneity.
One concern for this study is that we included both the correct trials and incorrect
trials when we analyzed the data. Theoretically, there could be two reasons why the
monkeys failed to perform the task. First, the difficulty of the task, and second, the
monkeys were not attending to the task. We are not so concerned with the difficulty
of the task, as this could be reflected in weaker modulation in the recorded neurons
caused by the less salient stimulus. We tried to tackle the latter issue by examining
the behavioral bias of the monkeys, and discarded some of the sessions with higher
biases. We also discarded the incorrect trials that exhibited small reaction times.
Figure 4.15 showed that the difference between the MI obtained from all the trials
and only the correct trials was very small.
Chapter 5
Temporal Correlation Hypothesis
Temporal Correlation Hypothesis. Contour integration is signaled by an increase
in the probability and/or magnitude of temporally correlated firing in those neurons
activated by elements that form the contour. The enhanced temporal correlation is
directly correlated with contour salience.
5.1 Introduction
Even though many studies have shown that synchrony could be a possible coding
scheme for contour integration, most of these studies were carried out using anes-
thetized animals (Gray and Singer, 1989; Gray et al., 1989; Fries et al., 1997; Castelo-
Branco et al., 2000). Some other studies have shown contradicting results in awake
animals, for example Lamme and Spekreijse (1998), which showed that the synchrony
between pairs of recording sites was equally high when they were both part of the
figure, and when one of them was part of the figure while the other was part of
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the background. Similarly, another study by Roelfsema et al. (2004) showed that
synchrony was unrelated to contour grouping. However, they showed that the rate-
covariation depends on perceptual grouping, as it is strongest between neurons that
respond to features of the same object. This dissociation between synchrony and
rate-covariation is an important issue that is not discussed often enough in the liter-
ature.
In this chapter, we will investigate rate-covariation and synchrony in our data. We
will also look at the synchrony dynamics in our data, which was absent in Roelfsema
et al. (2004). This is important because in this study, the animals were able to make
a decision in a very short period of time, and the response within the time period was
highly non-stationary and transient. Since our focus is on the responses in the first
100 ms after stimulus onset, this is much earlier compared to Roelfsema et al. (2004)
in which they were looking at responses from 200 to 600 ms after the stimulus onset.
5.2 Methods of Analysis
5.2.1 Rate-Covariation
The most straightforward way to quantify the rate-covariation is to compute the
correlation coefficients between the spike counts of each pair of neurons across trials
for each salience condition. We computed the rate-covariation separately for the pre-
stimulus (-150 ms to 0 ms) and post-stimulus periods (0 ms to minimum reaction
time). The correlation coefficients were then transformed to Fisher’s z to conform
to normality assumptions so that we were able to use a parametric test to compute
significance. The Fisher’s z transform is shown below:







5.2.2 Paired Synchrony Analysis
Synchronization was assessed by cross-correlation histogram (CCH), which has been
widely used to analyze the interdependence of two simultaneously observed trains of
neuronal spikes. One assumption of the cross-correlation analysis is that it assumes
stationarity across trial, so that CCH could be normalized by baseline measurement
like the shift-predictor or the shuﬄe-predictor. Comparison between CCH and base-
line measurement is important to differentiate the stimulus evoked activity from the
stimulus-locked activity. Since our recordings were recorded from awake animals,
trial to trial non-stationarity is not that severe compared to recordings obtained from
anesthetized animal. On the other hand, non-stationarity across trial due to the
rate-covariation between pair of neurons could be eliminated by taking into account
the rate-covariation in the model. In the following paragraphs, the cross-correlation
analysis will be described in detail.
In order to characterize the dynamics of synchrony between pairs of cortical neu-
rons and overcome the non-stationarities across time, we implemented a sliding win-
dow analysis of coincident spike activity from -400 ms to 150 ms (with stimulus onset
at 0 ms). The window length was equal to 50 ms, and the step size of the sliding
window was 5 ms. Within each window, a time-lagged CCH was computed across
all stimulus repetitions at resolutions of 5, 10, and 20 ms, which means that the zero
lag bin ranges from -2.5 to 2.5 ms, -5 to 5 ms, and -10 to 10 ms. The CCH was
constructed by using the raw data with precise time for each spike, instead of first
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binning the data.
The second part of the method is to remove the synchrony that is caused by the
covariation of firing rate across trials (Brody, 1999a,b). We made small changes to
Brodys method. Previously in his method, he modeled the responses of a cell as the
sum of a stimulus-induced component plus a background firing rate. In this study,
we modeled the responses of a cell as the sum of a pre-stimulus component plus a
post-stimulus component. This small change suits our context better because we
can use the rate-covariations for the pre-stimulus and post-stimulus periods that we
described previously. However, since we have very weak pre-stimulus responses, the
results we obtained from this modified model is very similar to the original Brodys
model. The equations and the details of our model are shown below.
F T (t)︸ ︷︷ ︸
Firing rate during trial T
= ζTZ(t)︸ ︷︷ ︸
Post-stimulus
+ βTB(t)︸ ︷︷ ︸
Pre-stimulus
(5.2)
F T (t) is the models expected response for trial T, while Z(t) is the post-stimulus
firing rate, which is defined to be zero before the stimulus onset, and is estimated
from the PSTH for the period after stimulus onset. B(t) is the pre-stimulus firing
rate which is a constant function before stimulus onset, and is zero afterwards. The
two gain factors, ζT and βT , which may be different for different trials, represent
possible changes across trials. According to Brody (1999 a,b), when two such model
cells interact only through their gain factors, their covariogram is described as being
due to rate-covariation as follows:
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V = cov(ζ1, ζ2)Z1  Z2 + cov(ζ1, β2)Z1 B2 (5.3)
+cov(β1, ζ2)B1  Z2 + cov(β1, β2)B1 B2
Let t = 0 be the stimulus onset, and let S(t) be the experimentally observed spike
train in trial T. To be consistent with the number of pre-stimulus spikes observed in
that trial T, it must satisfy Equation 5.4 (shown below). We used the pre-stimulus
period (-150 to 0 ms) to compute beta.
∑
t > −150ms, t < 0
βTB =
∑
t > −150ms, t < 0
ST (t) (5.4)
To be consistent with the total number of spikes observed in trial T for the post-
stimulus period, it must satisfy Equation 5.5 (shown below). We used the post-
stimulus period (0 ms to the minimum reaction time) to compute ζT .
∑
t > 0, t < minRT
ζTZ(t) =
∑
t > 0, t < minRT
ST (t) (5.5)
Doing this for all trials sets all the necessary parameters that characterize the
cells response. Then we can use Equation 5.3 to compute the covariogram due to
rate-covariations. To remove the effect of firing rate-covariations from the raw CCH,
we subtracted the covariogram from the raw CCH.
The third step is to remove the stimulus-locked synchrony. In order to correct for
the stimulus-locked synchrony, we normalized the count in each bin of each histogram
by subtracting the mean and dividing by the standard deviation of the corresponding
surrogate CCH distribution. The surrogates were generated by shuﬄing the trials
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for one of the cell and repeating the calculation 1000 times for each repetition. We
assumed that the surrogate CCH distribution was normally (Gaussian) distributed.
The normalized count is similar to the z-score, which means that if the normalized
count is larger than 1.96 or smaller than -1.96, the normalized count was considered
statistically significant with a 5% significance level. There is no need to correct the
firing rate-covariation in the surrogate CCH, because the shuﬄing process has already
destroyed the structure in the covariation of the firing rates.
In this study, we only investigated the synchrony between pairs of neurons, which
is the zero lag component of the normalized CCH. We used the zero lag normalized
count from the period -400 ms to -100 ms before the stimulus onset to compute the
baseline mean and standard deviation. Since the baseline level should be similar across
different salience conditions, we pooled across the three salience contour conditions
and control condition to compute the baseline mean and standard deviation.
5.3 Results
Since we only had 54 single-unit pairs to analyze, and the single-unit activity in
our study were usually very sparse with very few windows of joint activity, we com-
bined the SUA with the MUA (as mentioned in the Methods and Material Section)
and named it as MUA for simplification. This gave us 177 MUA pairs to analyze.
The advantage of using the MUA in the cross-correlation analysis is shown in the
Appendix.
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5.3.1 Rate-Covariation
First we wanted to check if there were any rate-covariation in our data set. We
computed the rate-covariation for the pre-stimulus and post-stimulus periods for both
the high-salience contour and the high-salience control condition. At the population
level, the rate-covariation for the two periods were significantly different from zero for
both the high-salience contour (0.0902 ± 0.0171, standard error of the mean, s.e.m.,
one-sample t-test, p < 0.01) and high-salience control condition (0.0427 ± 0.0159,
s.e.m, one-sample t-test, p < 0.01) (Figure 5.1B and D).
Since we found rate-covariation in our data, we then tried to investigate if the rate-
covariation were significantly different between the high-salience contour and control
condition. We performed paired t-tests on the differences in the rate-covariation
between the high-salience contour and control conditions for both the pre-stimulus
and post-stimulus periods. The results are shown in Figure 5.1E. The results suggest
that the differences in rate-covariation were significantly different for the post-stimulus
period (paired t-test, p < 0.01), while the rate-covariation between the high-salience
contour condition and control condition were not significantly different for the pre-
stimulus period (paired t-test, p > 0.5).
Subsequently, we were also interested if the difference was mainly due to the change
in rate-covariation in the high-salience contour or control condition. Figure 5.1F
shows that the difference was mainly due to the drop in rate-covariation for the high-
salience control condition (paired t-test, p < 0.01) from the pre- to post-stimulus
period, while there was no significant change in the rate-covariation for the high-
salience contour condition (paired t-test, p > 0.9).
We also computed the rate-covariation for different salience conditions in the pre-
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and post-stimulus period, however they were not significantly different from each
other (ANOVA test for pre-stimulus period, p > 0.1; ANOVA test for post-stimulus
period, p > 0.1), but significantly different from zero (one sample t-test for each
salience condition, p < 0.01).
On the other hand, the rate-covariation might depend on the type of recording
site. In our sample, we had 44 SUAs that showed significant difference in firing rate
between the high-salience contour and control conditions. For simplicity, we called
sites with at least one SUA that showed significant differences between the high-
salience contour and control conditions“S sites”, and “N site” in which no SUA showed
significant differences between the high-salience contour and control conditions. We
hypothesized that MUAs at S sites might engage in stronger interactions than do
MUAs at N sites. To investigate this possibility, we sorted all paired recordings into
three categories: N-N pairs (two N sites, n = 119 pairs), N-S pairs (one N site and
one S site, n = 57 pairs) and S-S pair (two S sites, n = 1 pair). Since we only had one
S-S pair, it was merged with the N-S pairs. From Figure 5.1E, we observed that the
difference in rate-covariation between high-salience contour and control conditions for
N-S pairs were significantly different from zero (paired t-test, p < 0.01), while the
difference of rate-covariation for N-N pairs was not significantly different from zero.
However, they were not significantly different from each other (two-sample t-test,
p > 0.2). Furthermore, the drop in rate-covariation in N-S pairs for high-salience
control condition was significantly different from zero (paired t-test, p < 0.01), while
it was not significantly different from zero for N-N pairs. The drop was significantly
different between N-N pairs and N-S pairs (two-sample t-test, p < 0.05, Figure 5.1F).
Similarly, we also compared the rate-covariation for different salience conditions
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Figure 5.1: A scatter plot of the correlation coefficients for the high-salience contour and
control conditions for both N-S and N-N pairs during the (A) pre-stimulus period (-150
to 0 ms) and (C) post-stimulus period (0 ms to minimum reaction time). (B) The rate-
covariation for the pre-stimulus period for all pairs (177 pairs), N-S pairs (58 pairs) and N-N
pairs (119 pairs). (D) Similar to (B) but for the post-stimulus period. (E) The difference
in rate-covariation between the high-salience contour and control conditions for both the
pre- and post-stimulus periods. (F) The difference in rate-covariation during the pre- and
post-stimulus periods for both the high-salience contour and control conditions. Vertical
errorbars indicate the SEM, while the asterisks near the errorbars indicate significant dif-
ferences at a p < 0.01 using the one sample t-test, and the asterisk near the curly braces
represents significant differences at a p < 0.05 using the two-sample t-test.
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for N-N pairs and N-S pairs, and found that they were not significantly different from
each other (N-N pairs: ANOVA test, p > 0.5; N-S pairs: ANOVA test, p > 0.5).
Even though there was a decrease in rate-covariation in the control condition,
the rate-covariation between the high-salience contour and control correlation in the
post-stimulus period was highly correlated (r = 0.4582, p < 0.00001, Figure 5.1B).
The rate-covariation between the high-salience contour and control conditions in the
pre-stimulus period was also highly correlated (r = 0.3275, p < 0.00001, Figure 5.1A).
These results suggest that there were firing rate-covariation in pairs of neurons at
the population level, and the rate-covariation were significantly different between the
high-salience contour and control conditions. This shows that it is important to take
rate-covariation into account when using the shuﬄe-predictor to compute baseline
synchrony for pairs of neurons.
5.3.2 Paired Synchrony Analysis
Figure 5.2A and B show the population averaged normalized CCH before and after
subtracting out the covariogram due to the rate-covariation model. Each bin is cen-
tered at the time where the computation was carried out for example, the value at
25 ms represents the results of the computation for 0 to 50 ms. So, for simplicity,
we called it the 25 ms window. Both CCHs exhibited peaks at zero lag indicating
synchrony starting 20 ms after the stimulus onset. However, in Figure 5.2C, we ob-
served a reduction in the synchrony after we subtracted out the covariogram due to
the rate-covariation. The reduction reached a maximum at around 45 ms.
The dashed lines in Figure 5.2A and B indicate thresholds set at 3 times the
standard deviation of the baseline obtained from -400 ms to -100 ms. This threshold
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Figure 5.2: Results of the paired synchrony analysis before (left) and after (right) sub-
tracting out the covariogram due to rate-covariation. (A) The changes in the synchrony
(zero lag component if the CCH) for all the stimulus conditions from the -100 ms win-
dow to the 125 ms window. (B) The normalized CCH for all the stimulus conditions from
the -100 ms window to the 125 ms window. (C) The difference in synchrony before and
after subtracting out the covariogram due to the rate-covariation. Positive values repre-
sent a reduction in synchrony after subtracting out the covariogram. H- High-Salience, I-
Intermediate-Salience, L- Low-Salience.
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was chosen so that there would be no false positives in the period from -400 ms to -100
ms. Using this threshold, we observed excess synchrony around the 25 ms window,
and a reduction in synchrony compared to the baseline for the control condition at
about the 75 ms window. However, we have to be cautious in interpreting the latter
result due to the fact that the minimum reaction time of the population was about
100 ms, so there may be contamination from neural activity related to eye movements.
We then compared the synchrony between the high-salience contour and control
conditions. We applied a paired t-test for each window. The results are shown in
Figure 5.3A. Only the differences that occurred around the 0 ms and 75 ms windows
showed significance (paired t-test, p < 0.05), which are shown with vertical lines.
The peak in the synchrony we observed in Figure 5.2 (around the 25 ms window) was
not significantly different between the high-salience contour and control conditions.
However, the synchrony in the high-salience contour condition in the 75 ms window
was significantly larger than that in the control condition. We ignored any significant
differences after 100 ms due to fact that there might be contamination from eye
movements in the animals.
We also compared the synchrony between the three salience contour conditions by
applying an ANOVA test for each window. We found that they were not significantly
different from each other (p > 0.05 for all the windows).
Since the synchrony might depend on the characteristics of the recording site
similar as rate-covariation, we analyzed the synchrony for N-S pairs and N-N pairs
separately. For the N-N pairs, the synchrony for the high-salience contour condition
around the 0 ms window was significantly lower compared to the control condition,
while the synchrony for the high-salience contour condition in the 75 ms window was
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Figure 5.3: Differences in synchrony (zero lag in the CCH) between the high-salience
contour and control conditions for (A) all pairs, (B) N-S pairs, and (C) N-N pairs. Positive
values meant that the synchrony in the high-salience contour condition was larger than
the high-salience control condition. The dashed lines represent the SEM. The vertical lines
indicate time windows that showed significant differences using the paired t-test (p < 0.05).
The shaded regions represent the periods that may be contaminated by eye movements in
the animals.
significantly larger than the control condition. However, the differences in the N-S
pairs were not significant, and the difference in synchrony between the N-S pairs and
N-N pairs was also not significant.
We performed the paired synchrony analysis using other bin sizes (5 ms and 10
ms) as well. However, we did not find any significant effects when using the other bin
sizes.
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5.3.3 Dependence on other experimental variables
In order to investigate the effect of other variables on our data, we performed multiple
median-split analyses (except for the orientation tuning) on variables like distance
between the receptive fields (in visual degrees), the smoothness of the curvature of
the shortest path that connects the receptive fields of the recorded sites (obtained
by subtracting the minimum curvature from the maximum curvature of the path),
the orientation tuning and the behavioral biases of the animal. For the orientation
tuning, we separated the pairs into tuned pairs and less tuned pairs. For the tuned
pairs, both of the MUAs needed to have a tuning strength of at least 1.5, and the
difference in both of their preferred orientations relative to the stimulus orientation
had to be less than 60 degrees.
For the rate-covariation, we wanted to investigate if these other variables affected
the rate-covariation between the high-salience contour and control conditions (Effect
1), and the drop in the rate-covariation between the pre- and post stimulus periods
(Effect 2). The results of the median split analysis for the rate-covariation are shown
in Figure 5.4. There were no significant effects of these variables on the results we
observed (two sample t-test, p > 0.05).
Similarly, the results of the median split analysis for the synchrony are shown in
Figure 5.5. There were no significant effects of the variables described above on the
synchrony (two sample t-test for each window, p > 0.05).
Among the 177 MUA pairs, 124 pairs were recorded in monkey annie2, 32 pairs
in disco, and 21 pairs in clark. The rate-covariation and synchrony in these three
animals are shown in Figure 5.6.
For the rate-covariation, only annie2 showed significant differences between the
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Effect 1 Effect 2 Effect 1 Effect 2
Effect 1 Effect 2 Effect 1 Effect 2
Effect 1: High-salience contour CC - High-salience control CC
Effect 2: Post-stimulus high-salience control CC - Pre-stimulus high-salience control CC
Figure 5.4: Distributions of some of the experimental variables and the median-split anal-
ysis for the various experimental variables on the rate-covariation ((A) distance between
receptive fields, (B) smoothness of the curvature, (C) the orientation tuning, and (D) the
behavioral bias of the animals). The vertical errorbars indicate the SEM. The red dashed
line represents the median of the experiment variables except for the tuning curve. The
red dashed line for the tuning curve indicates the separation between tuned MUAs and less
tuned MUAs.
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Figure 5.5: Effects of the various experimental variables ((A) distance between receptive
fields, (B) smoothness of the curvature, (C) the orientation tuning, and (D) the behavioral
bias of the animal) on the synchrony. The dashed lines represent the SEM. The vertical
lines represent time windows that exhibited significant differences using the paired t-test
(p < 0.05). The shaded regions represent periods that might be contaminated by eye
movements in the animals.
high-salience contour and control conditions (paired t-test, p < 0.05), and significant
drops in the rate-covariation from the pre- to post-stimulus periods in the high-
salience control condition (paired t-test, p < 0.05). We did not observe the same
effects in the other animals. However, if we compared the effects across the three
animals, they were not significantly different (Effect 1: ANOVA test, p > 0.05; Effect
2: ANOVA test, p > 0.05).
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Figure 5.6: (A) The rate-covariation effects for the three animals. Asterisk (one sample
t-test, p < 0.05) (B) Synchrony (zero lag bin) difference between the high-salience contour
and control conditions for the three animals.
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5.4 Different Types of Paired Synchrony Analysis
In the existing literature, researchers have used several different kinds of methods
to quantify synchrony. We have also used a number of the more popular paired
synchrony analysis methods to compute synchrony in our data. In the following
paragraphs, we will briefly go through some of the paired synchrony analyses and
surrogate generating methods, and discuss the suitability of the methods to our data.
One of the most popular paired synchrony analysis method is the Joint PSTH (JP-
STH). The JPSTH method has been used in many past studies (Aertsen et al., 1989;
Samonds et al., 2006; Van der Togt, 2006) to quantify the dynamics of synchrony.
This method is attractive due to the fact that it is able to quantify the changes in
synchrony as a function of time in our data. We tried this method, but were unable
to find any significant results. We suspect the reason is that we need more trials
to compute statistical significance. This is particularly a problem for the JPSTH,
since the JPSTH analyzes data throughout the stimulus duration, whereas the nor-
mal cross-correlogram averages over this time period. Therefore the JPSTH generally
needs to have more spikes and trials to use reliably than the normal cross-correlogram
analysis.
Another popular method is the Unitary Event Analysis (Gru¨n, 2002a,b). Unitary
event analysis is a statistical method that is used to identify periods in which coinci-
dent spiking occurred more often than expected by chance, based on the assumption
that the underlying processes are stationary Bernoulli processes. To account for the
non-stationarity of the data, a sliding window analysis can be used. However, in this
study, our neuronal responses even in windows of 50 ms are highly non-stationary,
especially during the period right after the response onset. As such, the neuronal
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responses cannot be explained by stationary Bernoulli processes.
We also tested the NeuroXidence method proposed by Pipa et al. (2008). This
method compared joint spike events in the data to those found in a set of surrogate
data. The major difference between this method and other methods is that the
surrogate data is obtained by shifting the entire spike train. The authors claimed that
this kind of surrogate data will retain the inter-spike interval statistics of the neuronal
responses. However, such surrogate data poses an issue when used with highly non-
stationary neuronal responses, especially due to the fact that the surrogates will have
different firing rates when collapsed across trials as compared to the original data.
This will increase the false positive rate if the surrogate firing rate is smaller than the
data firing rate. Similarly, the false negative rate will also increase if the surrogate
firing rate is larger than the data firing rate. Therefore, it is very important to have
appropriate surrogate data so that the spike synchrony in the original data can be
appropriately quantified.
The reason we chose to use the shuﬄe predictor instead of generating surrogates
by jittering individual spikes (Na´dasdy et al., 1999; Hatsopoulus et al., 2003; Shmiel
et al., 2006; Stark and Abeles, 2009) or shifting the whole spike train, is that by
jittering the spikes or spike train, we will change the time-varying firing rates of the
surrogate data compared to the original data. This can have a significant effect on
spike synchrony as the number of coincident spikes is proportional to the firing rate
(Pipa et al., 2008), and changing the firing rates of the surrogate data will alter the
synchrony expected by chance. This is more severe in our data due to the fact that
our neuronal responses are highly non-stationary. However, there are problems using
the shuﬄed predictor as well, one of which is the non-stationarity of the neuronal
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responses across trials due to the rate-covariation present in the neuronal response
(Brody, 1999a,b). We tackled this issue by modeling the covariogram due to the
rate-covariation, and subtracted out the synchrony due to the rate-covariation so as
to minimize the effect of rate-covariation as much as possible.
5.5 Discussions
In this study, we found that there was a drop in the rate-covariation for the high-
salience control condition when comparing the responses in the post-stimulus period
to the pre-stimulus period. On the other hand, the rate-covariation for the high-
salience contour condition was not significantly different in the pre- and post-stimulus
periods. This effect was more significant in the N-S pairs than the N-N pairs. We
found the spike synchrony, to be very dynamic, with higher synchrony observed in the
control condition for the windows from -30 to 30 ms when compared to the contour
condition, and lower synchrony observed in the control condition for the windows
from 50 to 100 ms when compared to the contour condition.
Our results on rate-covariation are very similar to Roelfsema et al. (2004), as they
also observed higher rate-covariation for pairs of neurons that responded to the same
contour. However, the period we used to compute the rate-covariation was much
earlier, from stimulus onset to the minimum reaction time, compared to 200 to 600
ms after stimulus onset in their study. Our results suggest that the rate-covariation
started much earlier than expected. Furthermore, we also found that the difference in
rate-covariation between the high-salience contour and control conditions was mainly
due to the drop in rate-covariation from the pre-stimulus period to the post-stimulus
period for the control condition. This was not shown in Roelfsema et al. (2004).
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In Van der Togt et al. (2006), a decrease in synchronization was observed after
stimulus onset. In this study, we observed an increase in synchrony at around 25
ms after stimulus onset, and a subsequent decrease after that. This happened for all
the contour and control conditions. The drop in synchrony for the control condition
appeared to be more severe. Another striking result was that when we compared the
synchrony between the contour and control conditions, the difference in synchrony be-
tween conditions started very early, earlier than the response onset found in Chapter
4. This suggests that there may be some form of synchronization before the response
onset (Jagadeesh et al., 1992). However, we should take note that this early syn-
chronization was pretty weak, and did not exceed the 3 standard deviation threshold
obtained from the baseline for both the high-salience contour and control conditions.
Hence, more data and experiments need to be carried out. On the other hand, the
synchronization effect we found was not significantly different between N-S and N-N
pairs, suggesting that it was a global effect, while the rate-covariation was a more
local effect because it appeared only in N-S pairs.
For our data, it was very important to remove the synchrony due to rate-covariation.
We would have overestimated the effect of synchrony, if our paired synchrony analysis
did not take the effects of rate-covariation into account.
We used different bin sizes (5 ms, 10 ms, and 20 ms) to quantify the synchrony,
but only observed significant synchrony effects when using a bin size of 20 ms. This




Response Latency Hypothesis. Contour integration is signaled by shorter absolute
and/or relative response latencies in those neurons activated by elements that form
the contour. Response latency is inversely correlated with contour salience.
6.1 Introduction
The response latency has been shown to carry information in several sensory modali-
ties, including the auditory (Furukawa and Middlebrooks, 2002; Nelken et al., 2005),
and somatosensory systems (Panzeri et al., 2001; Petersen et al., 2001). However in
the visual system, most researchers have only found effects on response latency due
to stimulus contrast (Gawne et al., 1996b; Reich et al., 2001; Van Rullen et al., 2005;
Gollisch and Meister, 2008). The only evidence of response latencies being involved
in contour integration was reported in Fries et al. (2001). He found that response
latencies could be predicted by the degree of receptive field overlap or the similarity
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in orientation preferences.
In this chapter, we will examine the absolute and relative latencies of the neuronal
responses to see if they are significantly different when the neurons are representing
a contour versus when they are simply part of the background. Secondly, we will
inspect the latencies across salience conditions to determine if changes in salience are
represented by changes in the latencies of the neuronal responses under the various
stimulus conditions. Thirdly, we will quantify how well the response latency hypoth-
esis accounted for the behavior of the animal by analyzing the correlation between
the neurometric curves produced by the latency hypotheses and the psychometric
function.
6.2 Methods of Analysis
6.2.1 First Spike Latency Analysis
In section 3.8, we described how we computed the response onset for each neuron.
The response onset was set as a reference to compute the first spike latency for each
trial. We then applied the ROC and raw data analyses to the distributions of response
latencies across different salience conditions.
6.2.2 Relative Response Latency Analysis
This analysis is an extension to the first spike latency analysis. Using the first spike
latencies for a pair of neurons on each trial, we subtracted the response latencies
between the two neurons. Since we are only interested in the relative difference
between a pair of neurons, we took the absolute value of the difference. Similarly,
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we then applied the ROC and raw data analyses to the distributions of these latency
differences across salience conditions.
6.3 Results
Similar to the firing rate hypothesis, we will present our findings as they relate to
the following questions: 1) Are there significant differences in the latencies/relative
latencies of neuronal responses when they are activated by Gabor patches that are
part of a contour compared to when the neurons are activated by the same Gabor
patch belonging to the background? 2) Do the recorded neurons exhibit significantly
different latencies/relative latencies in their response to the Gabor patches when the
patches belong to contours with different levels of perceptual salience?, and 3) How
well do the neuronal latencies/relative latencies to the contour stimuli correlate with
the psychometric functions?
6.3.1 First Spike Latency - ROC Analysis and Raw Data
Analysis
We identified neurons in which the AUC between the high-salience contour and control
conditions were significantly greater than 0.5 (shown in Figure 6.1A), which meant
that first-spike latency was longer in the contour condition than the control condi-
tion, and those that were significantly smaller than 0.5 (shown in Figure 6.1B), which
meant that the latency was shorter in the contour condition compared to the con-
trol condition. From our sample of 181 neurons, we found 28 neurons that displayed
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Figure 6.1: Responses of two neurons with significantly longer latencies (A), and signif-
icantly shorter latencies (B), in the contour condition compared to the control condition.
(Left) Raster plots of the neuronal responses. The responses are grouped according to
stimulus condition. Vertical lines indicate the response onset. (Right) The distribution of
latencies across all trials corresponding to the different stimulus conditions.
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significantly different latencies between the high-salience contour and control condi-
tions. The 95% confidence intervals of these 28 neurons are plotted in Figure 6.2A.
We found that 22 out of 181 neurons exhibited shorter latencies in the contour con-
dition compared to the control condition, while 6 neurons exhibited longer latencies
in the contour condition than the control condition.
Figure 6.3A show the comparisons of the median latencies for the high-salience
contour and control conditions for these 28 cells. We found that most of the cells
exhibited shorter median latencies in the contour condition, with the median of the
differences between the median latencies for the contour and control condition equal
to -2.4299 ms (quartiles: -5.0413, -0.7211), which was significantly smaller than 0
(WSR test, p < 0.05).
Among these 28 neurons, 20 exhibited differences in latencies across salience con-
ditions. We then performed a correlation analysis between the neurometric and the
psychometric curves for these neurons and found the median of the correlation co-
efficients to be -0.6603 (quartile: -0.9088, 0.6597). The histogram of the correlation
coefficients is shown in Figure 6.3B. The latencies of these 20 cells appeared to be
well correlated with the behavior of the animal, as we found that 85% (17/20) of the
correlation coefficients were either larger than 0.5 or smaller than -0.5.
From the results obtained so far, we also observed that latencies were highly cor-
related with the firing rates of the neurons. Among the 28 neurons that showed
significant differences in latencies between the high-salience contour and control con-
ditions, 13 of them also showed significant differences in firing rates as described in
Chapter 4.
We were interested in the relationship between the firing rates and latencies of
















































































































































Figure 6.2: (A) The 95% confidence intervals of the AUC for the 28 neurons that exhibited
significant differences in their latencies between the contour and control conditions. The
dashed line represents the neuron that also showed significant difference in its firing rate
responses. (B) Psychometric and neurometric curves of all 20 neurons that exhibited dif-
ferences in latencies across salience conditions. H- High-Salience, I- Intermediate-Salience,
L- Low-Salience. Lines with the symbol x are the psychometric curves, while lines with
the symbol o are the neurometric curves. The error bars shown for the neurometric curves
are the 95% confidence intervals of the AUC distributions, while the error bars shown for
the psychometric curves are the standard errors computed using the Bernoulli distribution.
The shaded plots represent neurons that also showed significant differences in their firing
rate responses.
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no significant firing rate change significant firing rate change
Figure 6.3: (A) Comparison of the median latency of the high-salience contour and control
conditions. The blue dots indicate cells in which latency differences were observed in the
absence of firing rate differences, while the red dots indicate cells in which differences were
observed in both latency and firing rates. (B) Correlation coefficients of neurons that
exhibited significantly different latencies across salience conditions obtained from the ROC
analysis. The blue and red bars represent cells exhibiting latency differences in the absence,
and presence, of firing rate differences, respectively.
all the neurons. Therefore, we computed the correlation coefficient between the spike
count (obtained from response onset to minimum reaction time) and the latency
(Figure 6.4). For all 181 neurons, the correlation coefficients for 177 neurons were
significantly smaller than 0 (t-distribution significance test, p < 0.05), indicating that
the latencies were shorter if the firing rates were higher. Despite the fact that the
time window that we used to compute the spike count was pretty long, the latency
was still highly correlated with the spike count. It is thus not surprising that a lot
of the neurons that showed significant differences in latencies also showed significant
differences in firing rates.
In a parallel analysis, we performed the Kruskal-Wallis test to determine if the
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Figure 6.4: Histogram of the correlation coefficient obtained between the latency and the
firing rate (response onset to minimum reaction time) for all 181 neurons in our database.
medians of the latency distributions were different between stimulus conditions. Ta-
ble 6.1 summarizes the results obtained from the ROC analysis and the raw data
analysis. The results were highly similar to the results we obtained from the ROC
analysis.
Table 6.1: Summary of the single unit first-spike latency analyses.
Analysis Total # of neurons
Contour different Differences across
from Control Salience
ROC Analysis 181 28(22) 20
Raw Data Analysis 181 30(24) 18
The parentheses in the third column indicate the number of neurons in which the latencies
in the high-salience contour condition were significantly shorter than the control condition.
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6.3.2 Relative Response Latency - ROC Analysis and Raw
Data Analysis
From our sample of 54 pairs of neurons, we found 5 pairs of neurons that displayed
significantly different relative latencies between stimulus conditions. The 95% confi-
dence intervals of these 5 pairs of neurons are plotted in Figure 6.5. We found 1 pair
of neurons that exhibited longer relative latencies in the contour condition, while 4
pairs of neurons exhibited shorter relative intervals.
However, among these 5 pairs of neurons, all of them contained at least one
neuron that showed significant differences in latency. This suggests that there were
no additional information in the relative latencies as compared to the latencies of the
individual cells. Figure 6.6 shows a pair of neurons in which both of the neurons
exhibited significant shorter latency differences in the high-salience contour condition
compared to the control condition. For this pair of neurons, the relative latencies
in the high-salience contour condition were also significantly shorter than the high-
salience control condition.
Among these 5 pairs, we did not find any pairs that exhibited differences in relative
latencies across salience conditions.
Similarly, we also performed the raw data analysis using only the distributions of
the relative latencies to determine if the medians of the distributions were different.
Table 6.2 summarizes the results obtained from the ROC analysis and the raw data
analyses. The results were also highly similar to the results we obtained from ROC
analysis.
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Figure 6.5: The 95% confidence intervals of the AUC for the 5 pairs that exhibited signif-
icant differences in their relative latencies between the contour and control conditions.
































































Figure 6.6: Raster plots of a pair of neurons that showed significant shorter relative laten-
cies in high-salience contour condition compared to the control condition. The responses
are grouped according to stimulus condition. Vertical lines indicate the response onset.
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Table 6.2: Summary of the paired relative latency analysis.
Analysis Total # of pairs
Contour different Differences across
from Control Salience
ROC Analysis 54 5(4) 0
Raw Data Analysis 54 5(4) 0
The parentheses in the third column indicate the number of pairs in which the relative
latencies in the high-salience contour condition were significantly shorter than the high-
salience control condition.
6.3.3 MUA First Spike Latency & Relative Response La-
tency - ROC Analysis
We also performed the ROC analysis on the MUA data. Table 6.3 is the summary of
the results we obtained for the MUA first spike latency and relative response latency.
For the first spike latency, the number of MUAs that showed significant differences
between the high-salience contour and control conditions was similar to the number
of single units we obtained previously,even though we have a larger number of MUAs
(n = 290) compared to single units (n = 181).
For the relative response latency, we have slightly more pairs of MUAs (8 pairs)
that showed significant differences between the high-salience contour and control con-
dition. However, similar to the single neuron relative latency analysis, most of the
pairs (5 out of 8 pairs) contained at least one MUA that showed significant differences
in latency. This again suggests that there were little additional information in the
relative latencies as compared to the latencies of the individual MUAs.
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Table 6.3: Summary of the MUA analyses.
Variable Total # of MUAs/Pairs
Contour different Differences across
from Control Salience
First Spike Latency 54 5(4) 0
Relative Latency 54 5(4) 0
The parentheses in the third column indicate the number of MUAs/pairs in which the
latencies/relative latencies in the high-salience contour condition were significantly shorter
than the control condition.
6.3.4 Dependence on other experimental variables
Since we found 20 neurons that exhibited significant latency differences across salience
conditions, we want to check if they were different in some ways to other neurons that
did not exhibit significant differences. The distributions for the experimental variables
(behavioral bias, recording depth, orientation selectivity, preferred orientation rela-
tive to stimulus orientation, and smoothness of contour curvature) for each of these
variables for cells that exhibited significant differences between contour and control
conditions, and the cells that did not, are shown in Figure 6.7. Using the KS test to
compare the distributions for each variable, we found that the two distributions for
each variable were not significantly different (p > 0.05). This suggests that there may
be other reasons why some of the cells exhibited significant differences while others
did not.
6.4 Discussions
In this study, we found that 28 out of 181 cells exhibited significant differences in
their latencies when they were activated by part of a contour compared to when
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Figure 6.7: Distributions of various experimental variables (behavioral bias, recording
depth, orientation selectivity, preferred orientation relative to stimulus orientation, and
smoothness of contour curvature) for neurons that exhibited significant latencies (left col-
umn) versus the rest of the neurons (right column).
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they were activated by part of the background. Among these 28 cells, 20 exhibited
significantly different responses across salience conditions. The activity of these 20
neurons appeared to be well correlated with the behavior of the animal, with most of
the correlation coefficients exhibiting values greater than 0.5 or smaller than -0.5. We
also found that the first-spike latencies were highly correlated with the firing rates
for most of the neurons, with 177 out of 181 neurons showing significant negative
correlation coefficients. For the relative latency between the first spikes in a neuronal
pair, we only found 5 out of 54 pairs of neurons that showed significant differences
between the contour and control conditions. However, all the pairs contained at least
one neuron that individually showed significant differences in latency. This suggests
that there was no additional information in the relative latency in neuronal pairs
beyond that present in the latency of single cells.
Given that we found that first-spike latencies were well correlated with firing rates,
the fact that we were able to demonstrate that some neurons exhibited significant
differences in first-spike latencies lends additional support to the idea that there
may be early firing rate differences for some neurons. To our knowledge, this is the
first study that investigated the effects of response latencies in contour integration.
However, the latency differences may simply be due to the firing rate of the neurons,
with shorter latencies for larger firing rates, and vice versa. Therefore, it is still
unclear whether contour integration is represented by a latency code or a firing rate
code, since there is no simple way to separate the two. However, many studies
have postulated that one of the advantages of latency coding may be much shorter
response times, as downstream cells may not have to integrate spikes over a large
time window, and can instead just use the information contained in the time of the
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first spike (Thorpe et al., 1996, 2001; Van Rullen and Thorpe, 2001; Van Rullen et
al., 2005; Foffani et al., 2008; Gollisch and Meister, 2008; Gollisch, 2009).
Similar to the firing rate study, we found that some cells exhibited significantly
shorter latencies when they were part of the contour, while others, albeit a small
fraction, exhibited longer latencies. This is probably not surprising since latencies
are highly correlated to firing rates, which we have shown earlier, also exhibits some
heterogeneity. To account for the heterogeneity, we also computed the behavioral
bias, tuning curve, curvature of the stimulus, and the depth of the recording. As can
be seen in Figure 6.7, these limited variables were unable to explain the heterogeneity
that we found. Recording with more simultaneously recorded neurons will be required




In this thesis, three hypotheses (firing rate, temporal correlation and response latency)
have been put forth to study the role of primary visual cortex in perceptual grouping.
First, for the firing rate hypothesis, we found 44 out of 181 neurons in which
the firing rate in the high-salience contour and control conditions were significantly
different, and 29 out of 181 neurons in which at least one contour salience condition
was significantly different from the other salience conditions. The activity of these
29 neurons seems to be well correlated with the behavior of the animal. Inspection
at the time course, we found neurons that exhibited differences between the contour
and control condition as early as 40 ms after stimulus onset. These results suggest
that striate cortex may be the site of origin for the neuronal correlates of perceptual
grouping rather than merely representing feedback signals from extra-striate cortex.
Interestingly, we also observed considerable heterogeneity in the differences in firing
rate. In one case, we found neurons that exhibited significantly higher firing rates
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when they were part of the contour, while others exhibited lower firing rates in the
contour condition. This form of heterogeneity has not been reported before in figure-
ground segmentation tasks.
For the temporal correlation hypothesis, we found that that there was a higher
rate-covariation for the high-salience contour condition compared to the control con-
dition. This result is consistent with the finding of Roelfsema et al. (2004). More-
over, we found that the difference in rate-covariation was mainly due to the drop
in rate-covariation for the control condition after the stimulus onset, while the rate-
covariation for the high-salience contour condition was not significantly different be-
fore and after the stimulus onset. We also found the spike synchrony, to be very
dynamic, with higher synchrony observed in the control condition for the windows
from -30 to 30 ms when compared to the contour condition, and lower synchrony
observed in the control condition for the windows from 50 to 100 ms when compared
to the contour condition. However, the effect of spike synchronization for perceptual
salience was pretty weak.
For the response latency hypothesis, we found that 28 out of 181 cells exhibited
significant differences in their latencies when they were activated by part of a contour
compared to when they were activated by part of the background. Among these 28
cells, 20 exhibited significantly different responses across salience conditions. The
activity of these 20 neurons appeared to be well correlated with the behavior of
the animal. We also found that the first-spike latencies were highly correlated with
the firing rates for most of the neurons, which lends support to the idea that there
may be early firing rate differences for some neurons. However, due to this high
correlation between the firing rates and the response latencies of neurons, it is still
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unclear whether contour integration is represented by a latency code or a firing rate
code, since there is no simple way to separate the two.
In conclusion, the firing rate, rate-covariation, and the response latency of neu-
rons are all possible coding methods that the visual system could use to represent
visual saliency. We found little evidence for spike synchronization to play a role in
representing perceptual salience, but studies recording simultaneously from a larger
number of single units need to be carried out.
7.2 Future work
As we pointed out previously, we need simultaneous recordings with more neurons
to understand the heterogeneity in the neuronal responses that we observed in this
study. This is currently still quite challenging, but the situation should improve as
multi-channel electrodes with higher performance and densities become available.
The contour detection task in this study is pretty simple, with only one contour
present at a time. However, in natural scenes, the visual system often has to perform
detection and discrimination of multiple objects. Therefore, a more difficult contour
discrimination task may be necessary to understand some of the mechanisms utilized
by the brain in natural environments.
In this study, we kept the contrast of the Gabor stimulus present in the receptive
field identical across stimulus conditions. However, other investigators have found
firing rate and latency differences due to different stimulus contrasts (Tolhurst, 1989;
Gawne et al., 1996b; Raiguel et al., 1999; Reich et al., 2001), so it might be interesting
to see how contrast would affect the results obtained.
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Since the reaction times in our study were very short, this suggests that the feed-
back signal may arrive too late to influence the decision of the animal. It will be
interesting to see what, if any, behavioral and neuronal consequences can be observed
if we were to eliminate the feedback signal. In addition, to check if early response
differences had a causal influence on the behavior of the monkey, it would be inter-
esting to perform microstimulation experiments during and after the early phase to
look at how they would affect behavior.
Appendix A
Using MUA pairs to compute the
cross-correlation function
There is a simple relationship between a MUA-MUA cross-correlation function and
the cross-correlation functions between SUAs at two recording sites. Let us assume
that n1 single units contribute to MUAs at site 1, and n2 units contribute to MUAs















where STrialMUA1(t) is the MUA at time t in trial Trial at site 1, which equals the
sum of all SUAs STrial1i (t) at this site. PMUA1(t) is the MUA PSTH, which equals
the sum across P1i(T ), the single-unit PSTHs. Hence, the shift-predictor corrected
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Thus, the MUA-MUA cross-correlation function CMUA1,MUA2(τ) equals the sum
of all n1×n2 between-electrode SUA-SUA cross-correlation functions C1i,2j(τ). This
implies that the shape of the MUA-MUA cross-correlation function provides an un-
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