Abstract-Clock tree synthesis plays an important role on the total performance of chip. Gated clock tree is an effective approach to reduce the dynamic power usage. In this paper, two novel gated clock tree synthesizers, power-aware clock tree synthesizer (PACTS) and power-and slew-aware clock tree synthesizer (PSACTS), are proposed with zero skew achieved based on Elmore RC model. In PACTS, the topology of the clock tree is constructed with simultaneous buffer/gate insertion, which reduces the switched capacitance. In PSACTS, a more practical clock slew constraint is applied. Compared to previous works, clock tree synthesis is done first and followed by the insertions of clock gates. The clock slew changes a lot after the insertions of clock gates in real cases. In our work, the clock tree is constructed simultaneously with the insertions of clock gates. This ensures the limitation of the clock slew can be strictly satisfied while the limitation of the clock slew is always applied in the real design. The experimental results show that the power cost of our work is smaller and the runtime is reduced. The slew rate constraint is satisfied with a small clock skew from SPICE estimation. Generally, our work has better performance, improved efficiency and is more practical to be applied in the industry.
I. INTRODUCTION

C
LOCK signals are employed in VLSI digital systems to synchronize the active components. A clock tree is constructed to deliver the synchronous signal to every sequential cell of the digital circuits. The clock skew represents the timing difference of all terminals in the clock tree. In order to synchronize one circuit, each terminal must be reached within a specified small time range or a bounded skew [1] . Additionally, the clock signal is also the single largest source of dynamic power usage in the system. There is around 30% to 50% of the chip power which is consumed by the clock tree [2] . Owing to the high frequency of switching as well as the expansion of the clock tree over the whole chip, a huge amount of energy dissipation is consumed by the clock tree. Based on the concept of the low power design, especially for the mobile equipments, the improvement on the clock power consumption is crucial.
Clock skew minimization is a popular research topic during the past decades. Plenty of research achievements have been proposed by previous researchers. Some earlier proposed works concentrated on the distribution of wirelength between the source and the sinks to achieve the linear delay equalization. Jackson [3] first presented a clock routing algorithm based on a sub-optimal equidistant network. A top-down recursive horizontal by vertical partitioning was constructed. Later, more improvements were made to generate clock tree of exactly equidistant path-length [4] . A bottom-up geometric matching was then proposed [5] , with zero linear clock skew. Afterwards, the delay balancing technique using Elmore RC model [6] became prevalent to reach exact zero skew [7] . The deferred-merging and embedding (DME) technique [8] , [9] was proposed to achieve zero skew with minimal wirelength by segments. While the scale of the clock tree becomes larger and larger, buffer insertion was also considered in clock tree synthesis [10] , [11] . Van Ginnecken proposed a buffer insertion approach [10] with time complexity . This was later improved in Shi et al. [12] . Some researchers minimized the number of buffer insertions in clock tree to reduce power consumption [13] , [14] and phase delay [11] . Efforts have been made to improve clock tree topology. Edahiro [15] proposed a clustering-based topology generation in for linear clock routing. Topology design in the buffered clock tree was discussed in [16] - [19] .
The application of the gate insertion is an effective approach to reduce the power usage. The principal idea is to turn off the clock signal of the idle circuits. The unnecessary switching power caused by the clock signal can be reduced in this way. The clock gating technique can be applied on the logic level [20] , register-transfer-level (RTL) [21] , and architecture level [22] , respectively. A deterministic clock gating technique is proposed [23] based on the actual usage of circuit blocks. It can reduce the power consumption of microprocessors. Optimization on upper design levels may not consider the physical information and it causes unnecessary detours or snaking wires. The improvement on power saving by applying the clock gating technique on the logic level is usually small [24] . In fact, the physical location of the logic components should be taken into account during the clock gating design. Recently, a gated clock design was proposed to optimize the performance based on the appropriate placement of clock gates [25] . With the assistance of the physical information of the modules, wirelength overhead of the clock tree can be improved with reduction on the power usage.
In the past, some achievements regarding the clock gating design have been proposed. Both the logical and physical concerns are considered in these research works. The design of an ac-tivity-driven gated clock tree was proposed [26] , [27] . However, clock skew was only handled by balancing the gate number. The contribution of wires was neglected. It means that the gate insertion was not applied concurrently within the topology generation. The similarity of activity patterns between the clock nodes [28] was proposed to be utilized. The performance was improved with reduced power consumption. An instruction stream [29] was proposed later to simulate the probabilistic information of each module, and a switched capacitance is used to denote the power consumption of the clock tree. Two clock gating methods [30] regarding microprocessor design, GCR and GCRred, was developed to minimize the switched capacitance. However, no relationship of activities was concerned while merging each pair of nodes. The resulted clock tree was still non-zero skew.
Recently, a comprehensive technique [31] was proposed. It is composed of a recursive computation on effective switched capacitance and a solution sampling method based on merging segment set. Two according methods, GBCR and GBCRnt, were introduced and analyzed. Despite the improvement on performance, the approach consumes too much time and memory. The slew rate is assumed to be an ideal situation with limitation on the total downstream capacitance only which may not be practical in real cases. They assumed that the clock gates have the same physical characteristics as the buffers so they can simply replace the buffers by the clock gates if needed. Practically, the physical characteristics of the buffers are not identical to the clock gates. Simple replacement may cause the violation of clock slew and a significant increment of clock skew. While the process of clock tree synthesis and clock gates insertion are executed concurrently, the position of clock gates can be determined precisely to maintain the clock skew and clock slew.
In this paper, we propose two novel gated synthesizers, power-aware clock tree synthesizer (PACTS) as well as powerand slew-aware clock tree synthesizer (PSACTS). A binary clock tree is constructed in a bottom-up course. In PACTS, we apply the same slew constraint as those previous clock gating works [30] , [31] . Based on the nearest-neighbor-selection (NNS) [15] binary tree topology construction, we propose a novel simultaneous gate/buffer insertion method to reduce the power. The number of gates/buffers and the wirelength of enable signals can be effectively controlled. Meanwhile, we propose an enhancement to update the activity of internal nodes with reduced complexity, which improves the program efficiency. The experimental results show that our method consumes less power compared to all the published research works in the literature. The runtime of our program is also the smallest because of reduced complexity. In PSACTS, a more strict slew constraint, such that the clock slew should be less than 100 ps [32] , is employed along the whole clock tree. We propose a slew-oriented lookup table to provide the information of driving ability during the buffer and gate insertion. The experimental results also show that the slew rate limitation can be satisfied with a small clock skew from SPICE estimation. It shows that our work has better performance, improved efficiency and becomes more practical to be applied in the industry.
The remainder of this paper is organized as follows. Section II includes the problem formulation. Section III introduces the major contribution of our two synthesizers: the concurrent gate/ buffer insertion, the fast information updating and the slew table construction. In Section IV, we present our experimental results based on two well-known benchmark suites. Finally, the conclusion is given in Section V.
II. PROBLEM FORMULATION
In this section, some basic concepts regarding our research work are introduced first. It includes the general definition of clock tree, controller tree, the activity of each node, slew constraint, RC models of buffers, clock gates and wires and switched capacitance. The specific problem formulation can be found at the end of this section.
A. Clock Tree and Controller Tree
Let denote the clock tree. The set of leafs (sinks), nodes and edges are denoted by , , and , respectively. , , and become the number of elements of , , and , respectively. Hence, we have and . , where is the edge between and its corresponding parent. Let denote the signal delay of the th leaf. The rest nodes are named as internal nodes. The leaves are at level 0. The root is at the highest level. Node is said to be at the th level if there are edges on the path from to the furthest leaf of . We assume that the topology of the clock tree is binary. It means that every internal node has exactly two children. The skew of is the difference between the longest signal delay and the shortest signal delay from the root to any leaves of the clock tree. The control logic is assumed to be located at the center of the chip [30] , [31] . The controller tree is denoted as with the application of star routing. A control edge in transmits the enable signal to the respective gate on the edge in the clock tree . An example of a clock tree and its controller tree is shown in Fig. 1 . In this paper, sink, leaf, module, and flip-flop all denote sink node of a clock tree.
During the operating time of a circuit, each flip-flop of the circuit (module) has its active time and idle time. It is usually specified as different activity patterns. The modules are the sink nodes of the clock tree. The activity patterns of the nodes can be obtained by the simulation of the design at the behavioral level [27] . Let be the activity pattern of the node . It is a binary string with "1"s indicating the active periods and "0"s indicating the idle periods of a sink or an internal node. If is a sink node, we can directly obtain from the benchmark file. Otherwise, is supposed to be an internal node with two children nodes and . The clock signal at must be enabled whenever its left or right child is active. Therefore, is calculated by performing the bitwise operation on the activity patterns of and . Hence, equals . An example of a bottom-up activity pattern transmission is shown in Fig. 2 .
Let denote the activity of the node , and denote its transition probability. These two factors are calculated based on . The specific equations are shown as follows:
where is the number of active times ("1"s) in , and is the number of transitions ("10" or "01") in .
denotes the stream length of .
B. Slew Rate Constraint
The restriction on clock slew describes the requirement on the signal transition time reduction. The clock slew is defined to be the rising time from 10% to 90% of the signal strength (90% to 10% for the falling time). In common practice, the upper limit is set to be 100 ps [32] . During the clock tree synthesis, it is necessary to maintain the signal transition time below this upper limit throughout the whole tree. Otherwise, the slew violation occurs and the clock tree solution fails.
C. RC Model of Interconnect Wires, Buffers, and Clock Gates
The RC models of an interconnect wire, a buffer and a clock gate are shown in Figs. 3 and 4, respectively. In Fig. 3 , the length of the wire is denoted as . The unit capacitance and unit resistance of the wire are denoted as and . In Fig. 4 , is included to indicate the intrinsic delay of a buffer (gate). Intrinsic delay is assumed to be constant in our simplified RC model. This assumption is appropriate because the clock slews are always maintained at around 80 to 100 ps with our table-lookup approach of the buffer/clock gate insertion.
denotes the input capacitance and denotes the driver resistance of a buffer (gate). Wires, buffers and clock gates are dominant factors of the total capacitance and the clock phase delay. Clock signals will be inverted by buffers, so the two clock signals at a merging point should be maintained at the same polarity. We use AND or NAND gates as the clock gate in our approach depending on the parity of branches but both of them have the same RC model. Notice that the RC model is utilized only for delay computation during the clock tree synthesis. During the slew-table construction, we use the transistor-level models proposed in ISPD contests for the clock slew estimation.
D. Switched Capacitance
The power consumed by CMOS circuits consists of two components: static power and dynamic power. The static power is mostly determined by the feature size and other technologies. Therefore, we only consider dynamic power minimization in this paper. The definition of the dynamic power is shown as follows: (2) where means the total load capacitance on the circuit, is the frequency of the clock signal and is the power supply. means the amount of switching times of the corresponding signal in each clock cycle. For the clock tree, should be two because the clock signal has one rising and one falling edge in each clock period. Alternatively, should be one in the controller tree. Since and are constant parameters in the digital circuits, we can use the switched capacitance as a measure of the power usage. It indicates the active capacitance in average of one clock period and it is commonly used in most previous works [30] , [31] .
An example is shown in Fig. 5 . Let be the currently concerned node. and are two children nodes of . is the parent node of .
is connected to its parent node by the edge . is connected to its parent node by the edge . is connected to its parent node by the edge . Let denote the masked downstream capacitance for node . A clock gate is inserted on the edge . In Fig. 5 , is denoted by the following formula:
As the clock gate is always inserted at the top end of the edge, is zero in this case. Thus, is computed by the following equation:
If a gate is inserted on the edge ( is always zero), there should be a controller edge for the enable signal transmission of . This edge is denoted by . It connects the gate control logic to the enable/disable input of the clock gate. For the edge , the load capacitance and the corresponding switched capacitance are defined by the following equations:
Finally, the resultant switched capacitance at node if there is a clock gate that is inserted on (gated) is computed by the following equation: (6) where is the activity of , and is the transitional probability of .
If there is no clock gate inserted on (non-gated), the resultant switched capacitance at node is computed by the following equation: (7) In general, the resulting total switched capacitance is contributed by , , and
. If the switched capacitance of (6) is smaller than that of (7), the power usage can be reduced. Since our clock tree synthesis is in a bottom-up procedure of clock routing, cannot be changed by any subsequent gate insertion at upper levels if is already inserted. Given the physical location and the logic information, which denotes the activity patterns of the modules, the objective of our work is to construct a buffered and gated clock tree and the corresponding controller tree. Subject to the two constraints of zero skew and slew rate, the total switched capacitance that is contributed by both the clock tree and the controller tree should be minimized.
III. METHODOLOGY
In this work, two novel clock tree synthesizers, PACTS and PSACTS, are proposed to improve the clock skew and reduce the power consumption. Our synthesizers are designed in a bottom-up procedure to construct a buffered and gated binary clock tree. Some traditional techniques are applied in our synthesizers. The deferred-merging and embedding (DME) technique [8] , [9] is applied for the wirelength minimization. The NNS technique [15] is applied for topology generation and Elmore model [6] is applied for delay computation.
PACTS uses the same slew constraint as many previous clock gating works [30] , [31] . Buffers and gates are assumed to be of the same sizes, and they are inserted at the top end of every edge (same as [30] ). Thus, the reduction of switched capacitance can be maximized. The slew constraint is defined as that the driver capacitance of each buffer/gate cannot exceed 20 times of its input capacitance. We compute the merging cost of each node pair, assuming to be and , with the following equation: (8) where and denote the length of edge, and and are the activity, accordingly. NNS is applied to merge the pair with minimum cost every time, in which we construct the topology. We propose a simultaneous gate/buffer insertion method to improve the switched capacitance of the clock tree, as described in Section III-A. This can help to reduce the gate usage and scale down the controller tree. Additionally, we propose a fast information updating method to reduce the complexity of our program, as described in Section III-C. The efficiency of the work is improved accordingly. PSACTS is constructed based on PACTS, which employs a more strict constraint on clock slew such that the clock slew should be less than 100 ps [32] . A lookup table is developed as a slew rate reference. During the synthesis, we propose a fast and accurate approach to determine the driving ability of each buffer and gate according to the lookup table. This method is discussed in Section III-B. We analyze the complexity of all the gated clock works in Section III-C.
In the following sections, the methodologies of our synthesizers are discussed in details.
A. Concurrent Gate Insertion
We propose a new method to determine the insertion of buffer/gate simultaneously. This method ensures that the slew constraint can be satisfied while there is an insertion of either a buffer or a clock gate. According to the slew constraint, it is required to insert a buffer or a clock gate when the downstream capacitance is over the limitation. Both the buffer and the clock gate can supply driving power to reduce the signal transition time and reduce the clock slew. If the downstream capacitance is over the limitation on edge , a clock gate should be inserted on (the top end of ) to support the driving power (gated). The resulting switched capacitance becomes . If a buffer is inserted instead (buffered), the switched capacitance is changed to be . If there is no slew violation at , we can connect with directly without the insertion of a buffer or a clock gate (non-gated and non-buffered). The resulting switched capacitance is . An example is shown in 
In order to determine whether a clock gate should be inserted for any new merging node , we can compare the resulting switched capacitance of different conditions. If a smaller switched capacitance can be obtained, the total switched capacitance of the clock tree can be smaller accordingly. For simplicity, is used to denote the condition that there is no insertion of clock gate. It means that becomes while there is no slew violation on edge and becomes while a buffer should be inserted to satisfy the slew constraint on edge . The definition of is shown as follows:
No buffer is required at A buffer is required at (12) In general, there are five possible conditions to determine whether a clock gate is required to be inserted on either branch or branch of the new merging node . has the minimum value, the similarity of and is probably very large and is close to and . For each pair of nodes for merging, we compute all the cost values of above five categories by their corresponding configuration. The minimum value of these five can help us to determine whether the clock gate should be inserted on edge and . The minimum value can be obtained by the following equation: (18) The major target of our design is to minimize the total switched capacitance. Without the insertion of clock gate, the increment of switched capacitance in the merging is (no slew violation on ) or (buffer should be inserted to satisfy the slew constraint). The insertion of gate will not only cause a reduction of switched capacitance on the clock tree, but also an increment of switched capacitance on the controller tree. Thus, there is a tradeoff between these two. By finding the value of , we can determine whether (and how) a clock gate should be inserted in order to construct a clock tree with minimum resulting switched capacitance.
B. Slew Table Construction
According to the slew constraint in [30] , [31] , it is required to insert buffer or clock gate when the downstream capacitance is over twenty times of the input capacitance of a single gate. Both buffer and clock gate can supply driving power to reduce the signal transition time and reduce the clock slew. If is larger than at the edge , a clock gate or buffer should be inserted at (the top end of ) to support the driving power. However, downstream capacitance is not an accurate measurement to estimate the clock slew. In real VLSI design process, the hard slew rate constraint should be satisfied.
In real case, a concrete slew rate constraint should be applied on all clock tree branches in the clock tree synthesis. For example, 100 ps is used in ISPD clock network synthesis contest [32] . However, real-time slew tuning costs a lot of time and this reduces the efficiency of the system. Instead of it, a slew table is proposed to be applied in PSACTS. A lookup table can be pre-constructed for slew reference by SPICE simulation before the execution of our program. The procedure to construct the slew table based on two categories: single wire and binary branches. At any node, we can obtain the maximum driving length from the slew table according to the upstream buffer size, the downstream buffer size and the downstream wirelength. An example is shown in Fig. 7 . We can assume that the current node is . is the maximum driving length for next buffer insertion . is supposed to be obtained from the slew table in the program.
is the buffer size (a number of buffers connected in parallel). If it is a single wire connection, such as the example in Fig. 7(a) , downstream information of and are used. If it is a binary branch connection, such as the example in Fig. 7(b) , , , , and are used. The respective equations to compute under these two examples are shown as follows: single branch binary branches. (19) Notice that for every set of upstream/downstream buffer sizes, denoted as a 3-tuple of , there is an independent index in the table providing the according driving strength. During each synthesis, buffer size at each insertion point is constant. Wirelength is a real value in the nanometer scale. Therefore, we need to quantize the wirelength of , and during the construction of the slew table, in order to  maintain the table within an acceptable scale. , , , and are all known values as the input arguments to the lookup function, and the output result of the function is the upstream driving length . At the clock sinks, the load capacitance is converted into equivalent wire length. From the discrete table records, we assume that the downstream wirelength should be in a range of . The corresponding results of upstream driving length are and , respectively. The two weighting factors are computed by the following equation: (20) Therefore, the resulting driving length is computed by the following formula: (21) Notice that the above procedure is based on the single wire connection between buffers of the same or different sizes. In binary branching case with the inclusion of clock gates, similar method can still be applied with very good estimation on the driver ability. We can obtain for a binary branch in the same way, as shown in Fig. 7(b) . The only difference is that there are two additional indices required for the slew table, which are and as the downstream buffer size and wire length of the other branch.
C. Fast Information Updating
During the procedure of bottom-up clock tree synthesis, information updating at every node (sink or internal node) I  COMPLEXITY COMPARISON   TABLE II  CIRCUIT INFORMATION OF THE BENCHMARKS FROM R1 TO R5 comprises two components: activity computation and transition probability computation. Let denote the amount of instructions (number of instruction types), denote the maximum number of active sinks of all the instructions. is used to denote the length of the instruction stream and is used to denote the number of sinks. instructions are read into the memory in the beginning. Previous work [31] traverses the instruction stream to update the activity of each node with complexity . This is the bottleneck of run-time when becomes quite large. This method is quite common in many experiments. Instead, we use the approach of instruction frequency table [30] to compute activities. For every instruction, the set of active sinks and the probability are pre-defined. The engaged instruction set of every sink is also pre-defined. We can compute the activities of all the sinks by summing up the probabilities of their engaged instructions with complexity . The activity of each internal node is computed similarly, based on the number of sinks it contains. As a result, the total complexity of activity computation is . In our work, we propose an improved transition probability computation approach, based on the method of instruction transition-module activation table [30] . To avoid traverse the instruction stream, a previous work [30] proposed an ac- tivation table with entries. This table is constructed so every clock tree node can be stored. The only index for the table is sink , and each entry contains two groups of elements based on all possible instruction transitions . These two groups of elements are the probability of transition and the transition tags (01, 10, 11, 00). Every node uses bitwise operation on the transition tags of all its sinks and computes the sum of transition probability at the tag of 01 or 10. The computation complexity on each node is . As a result, the total complexity for the whole clock tree becomes . In our work, we improve the total complexity to . In our approach, we store the activation table of each node in the memory, with the additional memory cost of . Notice that the of any nodes can be reused by their parent nodes, so the total memory cost will never exceed , which is not worth concerning. During the bottom-up clock tree synthesis, we compute the result at each node, and the total complexity of transitional probability computation is .
D. Complexity Analysis
The total complexity of our work comprises of four components: activity computation, transition probability computation, instruction stream input and neighbor updating. As discussed in Section III-C, the computation complexity of activity computation and transition probability computation are and , respectively. We read the input instruction stream into memory at the beginning, of which the complexity is . Our topology implementation is NNS [15] . We need to update the neighbor information of all the related nodes after each iteration of merging two nodes to a new one. During each iteration, there are neighoring computations on average, and up to computations in the worst-case. As there are iterations to construct the clock tree, the complexity of neighbor updating is on average and in the worst case. As a result, the overall complexity of our clock gating work is for average case. Since , we simplify it to be . is the complexity of our approach in the worst case.
The average time complexity of GBCR and GBCRnt [31] is reported as . The complexity in the worst case is . However, the value of is significantly larger than and even . Thus, their complexity is also larger than the complexity of our work. For example, the length of the instruction stream should be increased for improved accuracy of simulation, for instance, from 10 000 to 1 000 000 while the number of instructions and the maximum number of active sinks remains the same. The runtime of GBCR and GBCRnt will be linearly increased by . However, there is only a constant addition of 990 000 in our approach. The complexity comparison among different works is shown in Table I .
IV. EXPERIMENTAL RESULTS
The experimental results regarding our clock gating works are presented in this section. We implement our gated clock tree synthesizers (PACTS and PSACTS) in C language and the program is executed on a Linux operating system with an Intel Core2 Quad 2.4 GHz CPU and 4 GB memory.
The benchmark suite (r1 to r5) [7] is used to test our synthesizer PACTS. Additionally, the benchmarks were modified in [30] with the inclusion of according activity pattern for every sink. The activity pattern is transformed from the instruction [32] , [33] stream based on the logic description of all the instructions. The information of the benchmarks is shown in Table II . For the whole benchmark suite, the average amount of clock sinks, the average number of instructions , the length of instruction stream and the average activity are about 1346.2, 108.2, and 38.9%, respectively.
Five previous synthesizers are presented with PACTS for performance comparison. GCR and GCRred [30] were proposed in 2001. GCR handles the gated clock routing algorithm with gate insertion at every internal node of the clock tree. GCRred is an advanced version of GCR, where clock gates are selectively removed for switched capacitance improvement. GBCR and GBCRnt [31] were proposed in 2008. GBCR handles the gated and buffered clock routing with the application of dynamic programming and solution sampling. Meanwhile, the topology generated in GCR is re-used in GBCR. In GBCRnt, a new topology was implemented for performance improvement. Buffered clock tree synthesis (BCTS) is a modified version PACTS with no gate insertion but only buffer insertion. The unit resistance of wire is 0.003 um. The unit capacitance of wire is 0.02 fF/um. The loading capacitance of clock gate and buffer ( and ) are 30 fF.
The performance of the six clock gating research works are shown in Table III . Switched capacitance (SC) and runtime (CPU) are shown in the table. They are measured in pF and seconds, respectively. It can be observed that GCR has the largest [32] , [33] switched capacitance. It means that the corresponding clock trees have the largest power consumption. The major reason is that every node in GCR is assigned with a clock gate. In this case, the resultant controller tree becomes the main contribution to the total power usage. With the inclusion of gate removal technique, the resulting cost of the switched capacitance in GCRred is reduced by 67.3% compared to GCR. In spite of the performance improvement, the heuristic of gate removing in GCRred is generally based on the activity comparison, which is not fully performance-driven. There are still some redundant gate insertions which may cause negative effect towards the power reduction. GBCRnt is an improved version of GBCR, where a new topology is devised. It is also based on NNS [15] with newly developed cost function involved. With the inclusion of the new topology, GBCRnt has improvement on both the clock tree and the controller tree. Compared to GBCR, the resultant total switched capacitance is reduced by 28.8%.
Our gate insertion method applied in PACTS is consistent with the result of the pairing cost, which can further enhance the performance of the topology generation. Compared to the best reported experimental results from GBCRnt, the resulting total switched capacitance is smaller consistently for all test cases. This is because the efficiency of each gate for turning off idle branches is higher in our synthesizer. The results of buffered clock tree synthesis (denoted as BCTS) are also listed in the  Table III . The same cost function in (8) is applied for topology implementation. The slew constraint is applied but only buffers can be inserted. The switched capacitance of BCTS is larger than the switched capacitance of PACTS. It means that clock tree synthesis with appropriate insertion of clock gates can reduce the dynamic power consumption significantly. In general, experimental results show that our power aware clock tree synthesizer, PACTS, can outperform all the other clock gating works with the minimum switched capacitance in every benchmark.
For the comparison of runtime, we execute the programs of GCR and GCRred in the same platform as PACTS. In Table III , the CPU runtime of PACTS, GCR, and GCRred are listed. Although PACTS may have longer runtime (because of memory initialization) in some smaller test cases, experimental results show that the average runtime is reduced by 61.9% compared to the runtime of GCR and GCRred. It is because the complexity of PACTS has been reduced from to in average. The runtime of GBCR and GBCRnt have not been obtained for comparison. Based on the comparison of complexity, PACTS should be better than GBCR and GBCRnt in terms of runtime.
In order to test the power and slew aware clock tree synthesizer, PSACTS, the benchmark suite proposed in the clock network synthesis contest of ISPD 2009 [32] and ISPD 2010 [33] are used. The RC model of wire, buffer and clock gate are also obtained from this contest [32] . We compute the resultant switched capacitance for each benchmark. Additionally, SPICE simulation is applied based on the gated clock routing result for skew estimation and slew verification. The benchmark information is shown in Table IV . The unit resistance of the wire is 0.0003 nm, and the unit capacitance of the wire is 0.00016 fF/nm. The input capacitance of buffer/gate is 35 fF. The cost of parasitic capacitance is removed in this experiment so that the setting is consistent with the previous clock gating experiments on the computation of switched capacitance.
The experimental results are shown in Table V . It is composed of the switched capacitance (SC in pF), the simulated clock skew by SPICE (skew in ps), the number of clock gates (GT) and buffers (BF). PSACTS is our slew aware clock tree synthesizer. We cannot obtain the result from previous clock gate works because clock slew violation causes un-reasonable clock skew (larger than a few hundreds ps) during simulation. SABCTS (slew-aware buffered clock tree synthesizer) is similar to PSACTS but only the buffers can be inserted to reduce the clock slew and there is no insertion of the clock gates. By comparing PSACTS with SABCTS, the tradeoff between clock skew and the switched capacitance can be illustrated. By applying the insertion of clock gate, the switched capacitance can be reduced in every benchmark. The number of clock sinks is smaller in ISPD09 benchmarks. The resultant switched capacitance of PSACTS is reduced by 5.98% in average compared to the result of SABCTS. The clock skew of PSACTS is increased by only 0.4 ps in average. For the ISPD10 benchmarks, the resultant switched capacitance of PSACTS is reduced by 2.60% in average compared to the result of SABCTS. The clock skew of PSACTS is basically the same as the skew of SABCTS. The clock skew of PSACTS is increased by only 0.06 ps in average. If the larger penalty on clock skew is allowed in PSACTS, the switched capacitance can be reduced significantly.
V. CONCLUSION
In this paper, two clock tree synthesizers, PACTS and PS-ACTS are proposed. Comparing with previous clock gating works, several novel methods are introduced. They include the power aware topology generation, the concurrent gate insertion and the fast information updating. From the experimental results, it is shown that PACTS has good performance (smaller switched capacitance) and high efficiency (shorter runtime). In addition, PSACTS is also developed to satisfy the concrete slew constraint. The experimental results show that it can reduce the switched capacitance with satisfying the slew constraint. In conclusion, our proposed clock tree synthesizers have better performance and improved efficiency, and it can be applied more practically in the industry. His research interests include design automation of VLSI including placement and clock planning. 
