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Four-dimensional variational data assimilation (4DVar) has become an increasingly important tool in data science with wide applications in many engineering and scientific fields such as geoscience [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] , biology 13 and the financial industry 14 Data assimilation (DA), whose latest development is represented by the four-dimensional variational (4DVar) approach [17] [18] , has experienced explosive growth and development, especially in the context of the big data era [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . This is because DA can effectively incorporate the time series of observational data into model simulations and predictions to improve estimates of all the current and future states of a natural (e.g., the atmosphere) [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] or social (e.g., the financial markets) system 14 . For example, most numerical weather prediction (NWP) centers around the world have adopted the 4DVar approach [8] [9] [10] [11] [12] to assimilate asynchronous observations simultaneously, which has greatly improved the accuracy of weather prediction.
Currently, the 4DVar only has two approaches: the strong-and weak-constrained methods depending on whether the 4DVar solution is required to satisfy the forecast model exactly [15] [16] .
The strong-constrained 4DVar (s4DVar) assumes the forecast model is perfect and all errors in the prediction originate from the initial conditions. This is clearly unrealistic in many cases, and recent studies [15] [16] [19] [20] [21] show that incorporating the model error into the 4DVar improves its performance. The weak-constrained 4DVar (w4DVar) allows for both initial and model errors and it corrects them separately [15] [16] , which adds computational costs significantly and increases uncertainty. To reduce the computational costs, various simplifications are used to specify the model error in the w4DVar [20] [21] . However, these simplifications still have many issues; for example, it is very difficult or expensive to determine the parameters used to represent the model error covariance 21 .
To overcome the limitations of both the s4DVar and w4DVar, we develop a new 4DVar approach in which all errors are treated indistinctly and corrected simultaneously. Our approach is based on the observation that the influence of all errors would decay gradually in time if the correction-term is incorporated into the model integration sequentially.
Here, we first show a less recognized fact that the s4DVar actually has a hidden mechanism that can correct the model error at the initial (i.e., analysis) time. 
under the constraint The traditional s4DVar assumes that the forecast model
describes the underlying system exactly 15 , thus the model error is negligible. However, the model error is often non-negligible due to errors from discretization of continuous fields, approximation of certain physical processes, parameter uncertainties, boundary conditions, and round-off errors.
Moreover, various studies show that the model error prevails over the initial error in many circumstances 22 . The use of the 4DVar at several major NWP centers also indicated that the 4DVar needs to account for model errors [8] [9] [10] [11] [12] because NWP models are imperfect. 
under the state constraint state variable
, which is then used to obtain the state variable at time step k:
. Moreover, we propose the following exponential function for the integral correction term ' k x based on a thorough analysis of the error evolution process (see Methods):
Here '
x is the maximum integral correction term and
is a pre-determined parameter.
Eq. (3) indicates that the integral correction term ( x that minimizes the following cost function:
under the constraint (with the predetermined parameter ):
where '
x is assumed to be Gaussian with the covariance matrix . In contrast, the explicit model-error representation in the w4DVar is ineffective, leading to its inferior performance than the s4DVar except for the last half of the assimilation period (Fig.2) , when the tangent linear model of the forecast model was capable of characterizing the error evolution generally. Thus, it could be problematic to use an inaccurate form of the model error in the w4DVar.
In the forecast mode, we used
as an approximation of the model error to adjust the forecast at each time step, as the influence of the initial error is largely eliminated outside of the assimilation window. Again, the i4DVar significantly outperforms the other two approaches consistently (Fig. 3 ). This further demonstrates that the strategy of treating all errors as a whole is effective and the exponentially decaying function works.
In summary, we showed that by introducing a decaying error correction term for all the time steps in the assimilation window, it is possible to significantly improve the performance of the 4DVar using the Lorenz model. The proposed i4DVar approach, combined with the ensemble-based nonlinear least squares fast algorithm 24 (also see Methods) that does not require an adjoint model 17 for solving the minimization problem, can be easily applied to other DA cases with minimum added costs, and it has the potential to significantly advance DA. 
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Supplementary Information is available in the online version of the paper. 
METHODS
Error evolution and correction within the assimilation window. Similar to that in the w4DVar method, we consider the nonlinear model system given by 
where 0 ε is the initial error in 0 x at time 0 t . If To mitigate this problem, we attempt to correct 
Applying this eq. to 
To reduce the number of parameters in eq. (4), here we choose a special type of error correction in which the correction at each time removes the same faction  of the error k ε in each single-step forecast. Further, we will ignore the difference among the individual model error vectors (which is small for a fixed forecast interval within the AW), and replace them with a mean model error ave
With this approximation, eq. (4) becomes
Although eq. (5) 
where ' max  x ε is the maximum integral correction term.
We emphasize that eq. (7a) represents the evolution of only part of the total error in    
subject to the forecast model
where the evolution operator 
and ' , , 
After a series of mathematical transformations similar to those in formulating NLS-s4DVar 24 , eq. (12) can be transformed into a non-linear least squares formulation 24,26 , which is solved by the Gauss-Newton iteration scheme as follows 24, 26 :
where (1 ) , 1
Similarly, eq. (14) can be also rewritten into the following format
where
Similarly, after a series of mathematical transformations similar to those in formulating NLSs4DVar 24 , eq.(15a) can be also transformed into a non-linear least squares formulation 24,26 , which is solved by the Gauss-Newton iteration scheme as follows 24, 26 :
, , , 
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and 
with periodic boundary conditions. 23 ) is adopted and a fourth-order Runge-Kutta scheme is used for temporal integration in this study.
An observing system simulation experiment (OSSE) is considered as one of the best benchmark tests to evaluate a data assimilation methodology since it can provide both the 'true' 
