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Abstract 
 
This paper uses a laboratory experiment to examine the effect of DSS use on the decision 
maker‘s error patterns and decision quality.  The DSS used in our experiments is the 
widely used Expert Choice (EC) implementation of the Analytic Hierarchy Process.  
Perhaps surprisingly, our experiments do not provide general support for the often tacit 
assumption that the use of a DSS such as EC improves decision quality.  Rather, we find 
that, whereas a DSS can help decision makers develop a better understanding of the 
essence of a decision problem and can reduce logical errors (especially if the information 
load is high), it is also susceptible to introducing accidental effects such as mechanical 
errors.  In some cases, as in our study, the accidental errors may outweigh the benefits of 
using a DSS, leading to lower quality decisions. 
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The Impact of DSS Use and Information Load on Errors and 
Decision Quality 
1 Introduction 
Decision Support Systems (DSS) are designed to assist a decision maker (DM) with 
systematically analyzing complex semi-structured decision problems (Gorry and Scott Morton 
1971; Power and Meyeraan 1994). By integrating complex mathematical models into user-
friendly software a DSS alleviates cognitive limitations that may restrict and bound a DM‘s 
ability to make rational decisions (Todd and Benbasat 1999).  Presumably, the DSS helps the DM 
organize his/her thoughts and structure the decision problem, thus facilitating a better 
understanding of the problem at hand.  This, in turn, it is often assumed, should result in 
improved, better quality decisions. 
However, DSS use does not always improve decision quality.  One reason for the 
equivocal performance of DSS is the pervasiveness of human error.  Despite the robust 
algorithms and user-friendly interfaces, DSS are still implemented by humans who are prone to a 
variety of errors.  There is no generally accepted classification of human error, nor is there likely 
to be one, because no single scheme is likely to satisfy all needs (Reason 1990).  In this paper, we 
adopt the generic error-modeling system (GEMS) (Reason 1990) as the general-purpose 
framework for understanding errors and their causes.  According to GEMS there are two broad 
categories of errors: knowledge-based errors and skill-based errors (a more comprehensive 
description of these error types follows in a later section). 
While many studies have paid attention to the mathematical and algorithmic properties of 
specific DSS tools, there is much less systematic research addressing the effect of DSS use on 
errors, and few studies have evaluated how errors made during the DSS decision process affect 
the quality of the final decision.  One reason may be that an objective benchmark of decision 
quality is often not available once the DSS is put to use in practice.  Instead, researchers have 
sometimes resorted to surrogate quality measures based on DM perceptions, focusing on how 
confident or satisfied the DM is about the solutions suggested by the DSS.  Other studies have 
relied on simulation studies to show the potential decision quality of specific DSS tools, but of 
course simulations do not take errors made by actual DM in the decision process into account.  
For example, Lerch and Harter (2001) investigate the effectiveness of several aspects of 
sequential, real-time decision making tools in a simulation study. The tasks involved assigning 
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mail to sorting machines. Their findings show that certain kinds of cognitive support degrade 
performance while simpler approaches based on ‗automatic‘ implementation of planned 
responses to situations were generally considered superior to methods that consider all factors. 
They found that more complex tools that provided a wealth of information tended to overload the 
decision maker. 
The current study seeks to systematically analyze the types of errors made by DSS users 
vs. non-DSS users when solving a semi-structured decision task.  In this study we seek to identify 
the reasons why DSS users may not make better quality decisions than non-DSS users.  In our 
study, we conduct an experiment to assess the impact of using a specific DSS tool, the well-
regarded and widely used Expert Choice (EC) software implementation of the Analytic Hierarchy 
Process (AHP) (Saaty 1980),  on errors and decision quality, for two levels of information load 
(low and high). 
The remainder of our paper is organized as follows.  In the next section we develop a 
theoretical perspective for examining errors in DSS use.  In particular, we examine the role of 
decision strategies, the influence of DSS on decision strategy selection, and several types of 
errors that play a role when using computer-based systems.  Additionally, we explain our 
motivation for using the EC software in our experiment, and explain how EC may induce certain 
skill-based errors that affect decision quality.  This section is followed by a presentation of our 
methodology and the results from our experiment.  The paper concludes with a discussion of the 
results and suggested avenues of future research in this area. 
2 Theory Development 
2.1 Decision Making Strategies 
We chose to analyze a discrete alternative, multi criteria decision problem.  Because such 
problems tend to be relatively well-structured, DSS tools can play an important role in their 
analysis (Cats-Baril and Huber 1987; Power and Meyeraan 1994).  In this paper, we will refer to 
this class of problems as discrete alternative multi criteria decision analysis (DAMCDA) 
problems.  The decision task in DAMCDA problems typically revolves around selecting the most 
preferred (―best‖) alternative from a set of candidate alternatives.  The selection process involves 
an evaluation of the alternatives with respect to the set of relevant criteria, for which the DM may 
use one or more of a variety of decision strategies. 
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Two commonly used classes of decision strategies are Additive Compensatory (AC), and 
Elimination by Aspects (EBA) (Biggs et al. 1985; Jarvenpaa 1989).  With an EBA strategy the 
DM narrows the set of alternatives by successively eliminating alternatives that fail to reach a 
minimum threshold level achievement on each criterion.  Therefore, one weakness of EBA 
strategies is that they use only a portion of the range of information that is available.  In contrast, 
an AC strategy requires the DM to utilize the full range of available information.  Using an AC 
strategy, the DM evaluates all alternatives with respect to all relevant criteria, in the process 
arriving at relative importance ratings for the criteria and subsequently determining measures of 
relative preference for each alternative.  Thus, while EBA strategies may lead to the premature 
elimination of certain alternatives based on ―poor‖ achievement on a single criterion, AC 
strategies should lead to more balanced and accurate results (Todd and Benbasat 1999). It is not 
surprising that most DAMCDA software, including EC, is based on AC and not on EBA 
strategies.   
2.2 The Influence of DSS on Decision Making Strategies 
Many DSS attempt to improve decision making performance by changing the decision 
strategies used by DMs from ―poorer‖ strategies to ―better‖ strategies (Todd and Benbasat 1994a; 
1994b, 1999, 2001).  While AC decision strategies are superior to EBA strategies, they also 
require more cognitive effort to employ.  The cost-benefit framework of cognition indicates that 
decision-makers continually make trade-offs between effort and accuracy in selecting decision 
strategies (Payne et al. 1993).    In this ongoing compromise between effort and accuracy, 
research indicates that decision-makers generally favor decision strategies that require less effort 
(Payne et al. 1988; Russo and Dosher, 1983; Todd and Benbasat 1999). Todd and Benbasat 
(1999) argue that the primary criterion for using a decision strategy is ease of use.  In a laboratory 
setting they demonstrate empirically that the key to inducing a particular strategy is by making it 
easier to execute than competing alternative strategies.   
Numerous software products that implement AC strategies exist in the MCDA and 
MCDM fields.  One popular AC strategy which automates much of the decision process is the EC 
implementation of the AHP.  EC aids the DM in structuring and solving the decision problem, 
first using pairwise comparisons to assess the relative importance of the criteria, then evaluating 
the relative attractiveness of the alternatives, again through pairwise comparisons, and finally by 
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integrating the preference information to determine final preference ratings for each alternative.  
EC identifies the alternative with the highest final rating as the most preferred (―best‖) one.   
The AHP philosophy seeks to aid the DM in developing additional insights into and a 
better understanding of the decision problem at hand, thereby reducing knowledge-based errors.  
We decided to use EC in our experiment, because of its user friendliness, its popularity and 
success in practice and the close match between its characteristics and the class of problems that 
we are interested in (selection of one or more alternatives from a pre-defined set of alternatives)
1
.  
Because the EC software completely automates the superior AC decision strategy, DM should be 
induced to consider the entire problem space.  Thus, we hypothesize: 
H1: DMs who use a DSS to solve a DAMCDA problem will have a better understanding 
of the relative importance of the criteria than those who do not use such a DSS. 
 
2.3 The Role of Errors in Decision Making with DSS 
As mentioned previously, we use GEMS as the general-purpose framework for 
understanding errors in this paper.  In GEMS, Reason (1990) argues that there are two broad 
categories of errors that stem from different cognitive causes.  Knowledge-based errors are those 
that occur when an individual resorts to ―attentional processing within the conscious workspace‖ 
(Reason 1990, p. 57); that is, knowledge-based errors are made when the decision-maker focuses 
on the task and consciously thinks and reasons about it. Knowledge-based errors would include 
errors such as assigning too much or too little relative rating to a specific decision criterion, or 
incorrectly evaluating an alternative on a criterion.  These are the types of errors that DSS are 
primarily designed to resolve.  By developing and using a mathematical model in a DSS, a 
decision maker can overcome many knowledge-based errors. 
A second category of error in GEMS is skill-based or rule-based errors.  These are errors 
that occur while human behavior is under the control of largely automatic units within the 
                                               
1 Although the AHP has been used successfully in many real-life applications (see, e.g., Golden et al. 1989; 
Saaty 1980), its theoretical foundation has been challenged on a number of grounds (Barzilai and Golani 
1994; Dyer 1990; Lootsma 1993; Schoner et al. 1992, 1993; Stam and Duarte Silva 1994; Winkler 1990).  
Despite its widespread use and the scrutiny it has received on the mathematical and algorithmic side, 
questions related to its effectiveness as a DSS tool have not been evaluated systematically in controlled 
laboratory experiments.  In fact, a particular implementation of the AHP may improve or exacerbate 
algorithmic issues. While the choice of any single DSS may create a systematic bias in our results, this 
drawback would not be more or less pronounced based on the software product selected.  Thus, caution is 
encouraged when interpreting the results of our experiments.  
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cognitive knowledge base (Reason 1990).  That is, skill-based errors occur when the decision-
maker does not devote his or her complete conscious attention to the task at hand, but instead 
relies on secondary skills or rules to accomplish the task.  Skill-based or rule-based errors would 
include errors made in touch-typing, in copying values from one list to another, or other activities 
that frequently do not require a high level of cognitive effort.  Regardless of the sophistication 
and artistry of a DSS, when users do not devote adequate attention to the problem, errors may 
arise.  Many DSS are well-designed in terms of addressing the knowledge-based errors common 
for a decision problem, but—as we will show below in our experiment—fall short when it comes 
to preventing unintentionally introduced skill-based errors. 
While GEMS is an appropriate general-purpose framework for understanding broad 
categories of errors, Reason (1990) argues that a unique error classification system must be 
instantiated to properly analyze errors within specific contexts.  Thus, several researchers have 
developed task context-specific error types in order to define and operationalize distinctly 
different categories of error.  In our study, we use an adaptation of Reason‘s (1990) generic error-
modeling system (GEMS) for measuring and understanding errors and what causes them, and 
Panko and Halverson‘s (1996) framework for more precisely classifying errors in spreadsheet-
based DSS.   
Panko and Halverson (1996) use Reason‘s (1990) general approach, and categorize human 
errors in the use of spreadsheet-based DSS into three categories: (1) logic errors, (2) mechanical 
errors, and (3) omission errors.   
Logic errors are one type of knowledge-based errors.  They are higher-level cognitive-
based errors (Rasmussen 1986; Reason 1990) in which the DM makes a mistake while actively, 
consciously, engaged in the task and not under automated control; such errors may result from a 
misinterpretation of the problem situation or from distraction and preoccupation (Reason and 
Mycielska 1982) and become more frequent as task complexity increases (Reason 1990).  Logic 
errors are the specific types of error that DSS are designed to address by integrating complex 
mathematical models that automate a decision rule for the problem. For example, a logic error 
occurs when a DM intentionally (but erroneously) enters an incorrect formula into a spreadsheet.   
We identified three types of logic error that apply to the EC-based DSS: criteria error, 
rank inversion error and inconsistency error.  Criteria errors occur when the DM misjudges the 
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importance of a criterion – either by interpreting an important criterion as unimportant, or the 
other way around. 
Rank inversion errors (Stam and Duarte Silva 1997; Troutt 1988) are human errors that 
occur when the DM mistakenly ranks a less attractive alternative higher than a more attractive 
alternative, when the two are very close in value.  Note that in this paper we do not address the 
issue of ―rank reversal,‖ a potential problem with the AHP (and EC) due to its underlying 
mathematical calculations (Barzilai and Golani 1994; Dyer 1990; Schoner et al. 1992, 1993). 
Inconsistency errors are a well-known concern with the AHP.  Saaty (1980) posits that a 
moderate amount of inconsistency in the AHP is inherent to the nature of human decision 
making, as each pairwise comparison judgment will be approximate rather than exact.  However, 
high levels of inconsistency are indicative of problems with the DM‘s pairwise preference 
judgments.  An extreme example of inconsistency occurs if preference transitivity fails to hold – 
for instance, when in the pairwise comparisons alternative A is preferred to B, B is preferred to C 
and C is preferred to A, all ceteris paribus and with respect to the same criterion.  Saaty (1980) 
developed an index to measure the extent of inconsistency in the AHP, higher values indicating 
more inconsistency.  The DM is said to have made an inconsistency error if the inconsistency 
index exceeds a pre-specified threshold value (.10)
2
. 
Because a DSS is designed to structure a DAMCDA problem to reduce logical errors of 
DM we hypothesize: 
H2: DMs who use a DSS to solve a DAMCDA problem will make fewer logic errors than 
those who do not use such a DSS. 
Mechanical errors are skill-based errors that occur in routine activities that are often 
performed in an automated manner without conscious control (Rasmussen 1986; Reason 1990).  
In other words, in mechanical error the intended action is correct, but the execution is faulty; they 
can usually be attributed to a lack of attention at key junctures, interruptions, or perceptual 
confusion (Reason 1990) and are sometimes called ―slips‖ or ―lapses‖ (Norman 1981; Reason 
1984).  Mechanical errors include typing errors, pointing errors and other simple mechanical slips 
                                               
2 The AHP literature suggests that an inconsistency index below 0.10 is an acceptable level of consistency 
for AHP to produce a correct ranking of alternatives (see Saaty, 1982; Saaty and Vargas 1994).  In general, 
an inconsistency index exceeding 0.2 suggests an inversion error (e.g., B is preferred to A is entered into the 
software, but A is really preferred to B by the DM) or a set of major inconsistent judgments.  Values 
between 0.10 and 0.20 may indicate that a judgment was entered incorrectly, or that the DM really does 
have a high level of inconsistency. 
                             Sprouts - http://sprouts.aisnet.org/4-22
 9 
(Panko and Halverson 1996).  For example, a mechanical error occurs when a DM accidentally 
types a wrong value into a spreadsheet when copying from a printed page.   
Previous research indicates that DMs using a DSS may require more time to complete a 
decision problem than DMs who do not use a DSS (Power and Meyeraan 1994).  This is because 
EC requires the DM to conduct a complete systematic series of pairwise comparisons.  Because 
EC requires more time and potentially more calculations in the form of pairwise comparisons 
from DMs we hypothesize: 
H3: DMs who use a DSS tool like EC to solve a DAMCDA problem will make more 
mechanical errors than those who do not use such a DSS. 
Omission errors are another type of knowledge-based errors – these errors result from the 
DM leaving crucial elements out of the decision process (Panko and Halverson 1996).  Omission 
errors are more likely when the DM skips from one aspect of the problem to another without 
considering any aspect in-depth, or focuses on one narrow aspect of the problem to the detriment 
of others (Doerner 1987).  For example, an omission error occurs when a DM accidentally omits 
a variable from an equation where it is required. 
Because EC breaks a potentially complex decision into a series of pairwise comparisons 
we believe there are fewer opportunities for omission errors.  Thus, we hypothesize: 
  H4: DMs who use a DSS to solve a DAMCDA problem will make fewer omission errors 
than those who do not use such a DSS. 
2.4 The Influence of DSS on Decision Quality 
Just about any decision situation has the potential for logic, mechanical, and omission 
errors.  One justification for using a DSS in decision making is to reduce the occurrence of these 
kinds of errors.  DSS tools like EC employ highly structured decision processes and are designed 
to address the essence of the decision task.  These DSS tools derive much of their value from 
influencing the decision strategies adopted by the DM (Todd and Benbasat 1994a; 1994b, 1999).  
DSS attempt to reduce logic and omission errors by leading the user through the decision process 
in a simple, step-by-step, automated manner that may require relatively little cognitive effort.  
Again, this points to the fact that ease of use is a primary factor in a DM‘s selection of a decision 
strategy (see Todd and Benbasat 1994a, 1994b, 1999, 2001, who demonstrate this empirically). 
However, at the same time the use of these DSS tools may inadvertently introduce unintended 
accidental effects, such as increasing the number of mechanical errors.  The potential impact of 
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these kinds of errors in the DSS context is not to be ignored, as research on error in spreadsheet 
models reveals that 40 to 60 percent of spreadsheets contain errors (Panko and Halverson 1995).  
Despite the potential introduction of mechanical errors, we expect the use of EC should 
lead to improved decisional performance for several reasons.  First, EC automates the DM‘s use 
of the superior AC decision strategy.  Todd and Benbasat (1994a, 1994b, 1999) demonstrate 
empirically that DMs use DSS in a way that minimizes the overall amount of effort they have to 
expend on the problem.  In our context, EC works as a process enabler that automates the superior 
AC strategy and decreases the cognitive effort required on the part of the DM.  Second, EC 
structures the decision process and requires the DM to engage in a comprehensive and systematic 
analysis of the decision problem with explicit attention devoted to each criterion and alternative 
alike.  Third, EC provides a logical system for comparing quantitative as well as qualitative 
measures to rank and rate the alternatives (Forman and Selly 2001; Saaty 1982).  Each of these 
benefits of EC is expected to improve decisional performance of a DM.   
Overall, we anticipate the benefits of using a DSS to outweigh the potential costs of DSS 
use in decision making.  Thus, we hypothesize: 
H5: DMs who use a DSS to solve a DAMCDA problem will make better quality decisions 
than those who do not use such a DSS. 
2.5 Information Load 
DMs implement DSS to facilitate consistent and correct decisions.  As hypothesized 
above, we anticipate DSS will have beneficial affects on decision quality and will influence the 
types of errors made by a DM.  However, as the nature of a task changes (e.g., in information 
load, effort required, incentives), the influence of a DSS may also change.  In this study, we 
specifically examine the influence of information load on decision quality and errors of that DMs 
make when using the EC DSS. 
Information load is the amount of input that an information processor receives within a 
given period of time (Grise and Gallupe 2000; Miller 1960).  Information load has been shown to 
impact decision performance by stimulating the DM to alter his/her decision making strategy 
(Newell and Simon 1972).  Jacoby et al. (1974) demonstrate that DMs tend to make worse 
decisions, yet are more satisfied, more certain and less confused about their decisions, as the 
information load increases.  Grise and Gallupe (2000) note that DMs may use process enablers to 
facilitate effective decisions when faced with high information load.  A process enabler is an 
                             Sprouts - http://sprouts.aisnet.org/4-22
 11 
external processor that seeks to increase the DM‘s processing ability by providing cognitive 
process support or by reducing the information load, for instance by filtering, organizing or 
sorting alternatives with respect to selected criteria.  With EC, the problem ―chunking‖ 
decomposes potentially complex problems into smaller, easier to handle cognitive comparisons 
(Saaty 1982), enabling the DM to narrowly focus on one comparison at the time, instead of 
multiple simultaneous comparisons.  As a result, the relative value of using EC should become 
more pronounced as the overall information load increases.  Consequently, we expect information 
load to act as a multiplier for all of our hypotheses.  Thus, we hypothesize: 
H6: As information load increases, the performance by users of a DSS in comparison with 
non-DSS users will improve with respect to H6a: the relative understanding of the 
criteria; H6b: the number of logic errors; H6c: the number of mechanical errors; H6d: the 
number of omission errors; and H6e: decision quality. 
 
3 Experiment 
We used a 2x2 laboratory experiment, varying the use or non-use of the DSS (EC) with 
two tasks, one with a lower information load and the other with higher information load.  Sixty-
four undergraduate business students drawn from a core business course participated in the study.  
Their average age was 21.6 years and 52% were female.  Sixteen subjects were randomly 
assigned to each of the four treatments. 
3.1 The Task and Procedures 
We chose to use a modified version of the task used by Dennis (1996) to select one 
student from a set of four candidates for admission to the university.  This task is appropriate for 
the use of the AHP and EC; in fact, Saaty and Vargas (1994) apply the AHP to a similar setting, 
the selection of students for an academic program.  The original task (Dennis 1996) was revised 
with the help of the university Admissions Office and validated by three different admissions 
officers – the director of admissions and two associate directors – to ensure that one alternative 
(i.e., one particular student) was clearly better qualified than the others for admission.  Therefore, 
we knew the correct decision in advance, providing us with a benchmark against which to 
measure each subject‘s decision performance.3 
                                               
3 Research in multi criteria decision making is typified by the fact that no absolutely correct decision exists 
beyond that which is most satisfactory to the decision maker. That is, correctness of the decision typically is 
a subjective matter rather than an objective one.  However, for the purpose of our study we designed the 
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Upon arrival at the experimental lab, each subject was given the task and asked to make a 
decision.  No time limits were imposed on completion of the decision task.  Consistent with 
previous research (e.g., Power and Meyeraan 1994), subjects using the DSS took longer to 
complete the task, an average of 35 minutes versus 7 minutes.  Once the task was completed, each 
subject filled out a short questionnaire, asking them to record their decision and allocate the 
relative preference points to the criteria, after which they were debriefed and released. 
3.2 Treatments 
As mentioned above, the DSS treatment was implemented by subjects either using or not 
using EC.  As part of a DSS course prior to and separate from the experimental treatment, all 
subjects (regardless of whether they subsequently used EC in the experiment itself) had a one-
hour in-class training session on decision making, the AHP and EC.  During this classroom 
training session all subjects had to complete an assignment similar to the experimental task using 
EC.   
Upon arriving at the experiment setting, subjects in the non-DSS treatment were given 
pencil and paper and were asked to make a decision without instructions on how to do so.  
Subjects in the DSS treatment were stationed at a PC with EC running and asked to make a 
decision using EC. 
The range of the two information load conditions was selected with two constraints in 
mind.  First, in conformity with Saaty‘s suggestion that ―elements should be clustered into 
homogeneous groups of five to nine so they can be meaningfully compared to elements in the 
next higher level‖ (Saaty 1982, p.36) we limited our range from five to nine.  Second, in order to 
adequately test our hypothesis that a DSS would improve a DM‘s ability to identify the 
importance of each attribute, we chose a minimum of five unimportant or distracting attributes.  
Thus, we ultimately limited our range of attributes from seven to nine.  The lower information 
load version of the task provided information on seven criteria for each of the four alternatives.  
                                                                                                                                             
decision problem such that there exists a single ―correct‖ alternative that any decision maker should select, 
regardless of the relative preferences for the relevant criteria.  The correct alternative almost dominates the 
other alternatives – it is the top alternative for all but one of the relevant criteria, and a close second on the 
criterion for which it is not the best.  The fact that the three different experts (admissions officers) agreed 
upon the one ―correct‖ alternative provides a legitimate benchmark and validating the single correct 
alternative.  Furthermore, a sensitivity analysis revealed that the correct alternative was selected (ranked 
first) for any criterion weight distribution in which the relevant criteria received at least 80% of the total 
weight, as long as the pairwise comparisons of the alternatives with respect to the relevant criteria were 
reasonable.  Hence, in the experiment we conclude that some kind of error occurred when a decision maker 
did not select the correct alternative.  
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Of these criteria, two (SAT and GPA) were important, while the other five (applicant‘s gender, 
planned major, level of commitment to major, level of commitment to the university, and author 
of recommendation letter) were distracters that are required on the university‘s admission form, 
but play no role in the admission decision.  The higher information load version of the task 
provided information on nine criteria for each of the four alternatives.  The same two criteria as 
above were important, and the remaining seven (the above five plus parents‘ education and 
extracurricular activities) were distracters. 
3.3 Measures 
Two measures of interest were collected from each subject in the study: the relative 
importance of the criteria and decision quality.  A third measure, type of error, was calculated 
based on the results collected from each subject. 
Each subject in the DSS treatments reported the relative importance of the criteria, 
calculated automatically by EC, on a post-session questionnaire.  The extent to which a subject 
correctly identified the two important criteria (SAT and GPA) was measured by the sum of the 
EC relative importance ratings of these criteria, expressed as a percentage (i.e., out of 100 points).  
Subjects in the non-DSS treatments were asked to allocate a total of 100 points across the 
individual criteria on the post-session questionnaire.  The extent to which the two important 
criteria were identified was again determined by summing the scores of the two important criteria 
(SAT and GPA).  One subject failed to report this measure. 
Decision quality for each subject was measured by a 0-1 binary variable, which equaled 
one if the subject selected the correct alternative, and zero otherwise. Thus our mean measure of 
decision quality is the proportion of subjects in each treatment making the correct decision.  
The third measure, error type, was calculated from the responses we collected from the 
subjects.  When subjects failed to select the correct alternative, their error was coded as a logic 
error (criteria, rank inversion or inconsistency error), omission error, or as a mechanical error.  
We used the proportion of subjects in each treatment making each type of error as our measure of 
error commission. 
We identified three types of logic errors: criteria errors, rank inversion errors, and 
inconsistency errors.  Criteria errors, i.e., the error of misidentifying important and/or unimportant 
criteria, were defined to have occurred when a subject assigned only 80% or less of the criteria 
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points to the two important criteria (either based on the EC report or the post-session 
questionnaire).  We picked the cut-off of 80% because it corresponds roughly to a B- grade.  As 
this cut-off may be viewed as somewhat arbitrary; we conducted a sensitivity analysis to check 
the impact of various different cut-offs between 65% and 95%.  All cut-offs in this range yielded 
very similar results - e.g., lowering the cut-off to 65% (a D- grade) would have changed three 
criteria errors into mechanical errors and raising it to 95% (an A grade) would have changed three 
mechanical errors into criteria errors. 
Rank inversion was defined to have occurred when the subject (1) chose an incorrect 
alternative but (2) successfully identified the important criteria (with at least 80% of the criteria 
points assigned to the two important criteria), and (3) the differences in scores between the 
correct alternative and the chosen one was at most 2 percentage points. 
Following Saaty‘s (1982) guidelines, we defined an inconsistency error to have occurred 
when an EC user had an inconsistency index of at least 0.10.  While the EC report includes the 
inconsistency index, no comparable value can be imputed for non-EC users and for these subjects 
this variable is not included.  Although this admittedly introduces a systematic bias in our coding 
of errors, we believe that the alternatives of ignoring the inconsistency error data provided by EC 
altogether, or categorizing inconsistency error as a mechanical error, are both theoretically 
inappropriate.  Our approach will tend to inflate the number of errors committed by non-EC users 
that are categorized as mechanical errors, because some of the errors we would categorize as 
mechanical would actually be unrecognized inconsistency errors.  Thus, our error coding process 
will overstate mechanical errors for non-EC users in a way that is counter to our hypothesis that 
DSS users will make more mechanical errors; confirming hypothesis H3 will therefore be more 
difficult than it should.   
Omission errors were defined to have occurred when important criteria were omitted from 
the criteria analysis.  That is, when a subject chose the wrong alternative and either left an 
important criteria blank or assigned a zero value to it.. They were coded as a 0-1 binary variable 
which equaled one if omission occurred and zero otherwise.   
Any incorrect decision not categorized as a criteria, rank inversion, inconsistency or 
omission error, was coded as a mechanical error. 
4 Results 
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The analysis involved a 2 x 2 ANOVA with EC use and information load as the two 
factors.  Table 1 shows the means and standard deviations of the dependent measures.  Since the 
dependent measure for whether a subject made the correct decision was a 0-1 indicator variable, 
the mean score can be interpreted as the proportion of subjects who selected the correct decision.  
Examining the error patterns of the EC users in detail, we found that approximately 35% made 
errors serious enough to affect their performance.  We view this as high, but it is comparable to 
error rates found in spreadsheet research (Panko 1998; Panko and Sprague 1998).  There was 
about an even split between mechanical and logic errors made by EC users.  The high rate of 
mechanical errors is consistent with findings by Panko and Sprague (1998) in spreadsheet 
research (65% mechanical errors).  About 18% of all errors made by EC users were caused by a 
poor understanding of the criteria, 14% by rank inversion, while 14% were inconsistency errors – 
the remaining 54% being mechanical errors. 
----------------------------------- 
Tables 1, 2 and 3 About Here 
----------------------------------- 
The results of the ANOVA analysis in Table 2 show a strong main effect of EC use in 
identifying the important criteria (F1,59=14.409, p<.001), but no effects due to information load or 
the interaction term.  Therefore, H1 is supported, but H6a is not.  There is also a significant main 
effect due to information load on logic errors (F1,60=4.35, p=.041) and an interaction effect 
(F1,60=4.35, p=.041).  EC users committed significantly more mechanical errors (F1,60=5.60, 
p=.021).  Therefore, H3 and H6b are supported, but H2 is not.  No main effects are found for 
information load or EC use on decision quality, but interestingly the interaction term is significant 
(F1,60=4.66, p<.035), so that H5 is not supported, but H6e is.  A single subject in the non-DSS, 
high information load condition committed an error of omission refuting H4 and H6d. 
These results reveal an interesting pattern.  As expected, EC users show a better 
understanding of the relative importance of the criteria than non-EC users (H1 supported).  
However, EC users did not fare as well at selecting the correct alternative.  In the low information 
load condition only 63% correctly identified the alternative, and only 69% did so in the high 
information load condition.  In contrast, non-EC users far outperformed EC users in the low 
information load condition (87% correct), but their performance dropped significantly (p=.008) in 
the high information load condition (44% correct).  Therefore, while the use of EC reduced logic 
errors for the high information load task, it also increased the number of mechanical errors for 
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both the low and high load tasks.  Simply stated, EC successfully attacked the essence of the 
problem, thwarting both logic and omission errors.  The importance of this cannot be minimized, 
as omission errors can be particularly difficult to detect (Panko 1999).  The EC was also more 
helpful, in relative terms, in the higher load task.  However, on the negative side the EC also 
induced users to make more mechanical, or accidental errors.   Our results indicate that, by 
introducing new patterns of action and decision processes that take longer to perform and have 
more steps, DSS may introduce more opportunities for errors despite integrating robust 
mathematical models and automating a superior AC decision strategy.  We believe that these 
findings suggest that unintended consequences of a DSS may potentially overwhelm the benefits 
intended by the DSS creator. 
5 Discussion 
In this study, we set out to empirically test the ability of a DSS, specifically the popular 
EC implementation of the AHP, to effectively analyze discrete alternative MCDA problems.  In 
the literature, much attention has been paid to the theoretical and mathematical soundness of 
various different DSS algorithms and software products.  However, due to the nature of DSS 
applications, it is very hard to measure how effective the use of DSS tools is in practice.  
Questions regarding actual decision quality when using a DSS are difficult to answer, because 
once a DSS has been used it is hard to track what would have happened had the DSS not been 
used.  In other words, in practice it is difficult to establish a reliable benchmark to measure 
improvement in decision quality that can be directly attributed to the use of the DSS. 
As a result, some researchers have resorted to surrogate measures of improved decision 
quality, such as user confidence and satisfaction.  In our experiment, we deliberately designed the 
decision task such that the ―correct‖ decision was known.  We realize that no experimental design 
is perfect, and one can argue that aspects of our experiment are subjective, but the correct 
decision in our experiment was validated unambiguously by three different experts.  Therefore, 
we have built a threshold into our experiment by which decision quality can be measured directly.   
Our experiment shows that, whereas a DM may have developed a better understanding of 
the decision problem and may feel confident and satisfied with the DSS, actual decision quality 
may not improve at all; in fact it may deteriorate due to human error when using the DSS – 
although the relative decision quality when using a DSS appears to improve as the information 
load is higher.  The increased confidence and satisfaction of the DM with the decisions suggested 
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by the DSS may result from the fact that DSS tend to enhance the DM‘s understanding of the 
decision problem at hand – this was one of the major findings in our study.  However, our 
findings indicate that the common assumption that decision quality is improved by DSS use is 
tenuous at best.  Further research should address the reasons why more complex tools that 
provide a wealth of information tend to overload the decision maker (Lerch and Harter 2001), a 
finding which is only partially supported by the findings in our study. 
5.1 Implications for research and practice 
The implications of our findings open a new opportunity for operations researchers.  We 
have shown that, in addition to the extensive research on complex mathematical models and 
algorithms designed to prevent knowledge-based errors, DSS researchers and software designers, 
need to pay careful attention to anticipating and preventing the unintended opportunities for skill-
based errors introduced by DSS use.  To be clear, when using a mathematically sound and 
rigorously tested DSS like EC users are apparently vulnerable to making skill-based errors to an 
extent that may reduce or negate the overall benefit of the DSS tool.  The impact of skill-based 
errors can be substantial and may ―crowd out‖ the positive effects the DSS has by improving the 
DM‘s understanding of the decision problem itself.  DSS software designers and operations 
researchers need to redouble their efforts to develop systems that minimize the pitfalls of lapses in 
cognitive attention by users, and therefore the occurrence of mechanical errors and other ―slips‖ 
and ―lapses.‖  Particular attention is called for in designing those steps in the decision process that 
are routine, repetitive and simplified.   
One method of addressing the skills-based errors potentially introduced by DSS use is 
with ―model inspections.‖  Software designers often implement code inspections as a way of 
reducing errors in software engineering (Panko 1999; Panko and Sprague 1998).  In order to 
reduce the uncorrected error rate in the use of DSS, we believe that formal ―model inspections‖ 
should be implemented in which DMs review and validate the models they have built and the 
rankings or ratings determined in the decision process.  We note that EC already has several such 
―checks,‖ for instance the sensitivity analysis feature, which graphically illustrates the sensitivity 
of the current rankings, and the option that allows the DM to review the contribution of each 
pairwise comparison to the current value of the inconsistency index. 
In our experiment, we found an interaction effect of DSS use and information load, 
suggesting that DSS are more helpful, in terms of actual decision quality, as the information load 
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(and therefore the complexity of the decision problem) increases.  This implies that DM may need 
to exercise discretion about when a decision problem is well-suited for DSS use.  Decision 
problems with a lower information load may be better handled without introducing the 
opportunity for skill-based errors potentially associated with DSS.  More complex decision 
problems, on the other hand, should benefit from DSS use by providing the DM with a clearer 
understanding of the decision problem.  This issue needs further exploration in future research. 
5.2 Limitations 
Clearly, our experiment is only a first step in the process of trying to develop a better 
understanding of the issues raised, and should be followed up in various different ways.  
Questions remain as to the generalizability of the results in our experiment to other DMs, decision 
domains and DSS software tools.  This study suffers from the weakness inherent in laboratory 
research.  Our experiment is based on one instantiation of a DSS – the EC implementation of the 
AHP.   Additional experiments involving other DSS software products that address DAMCDA is 
different ways would be useful, as would different types of decision tasks, other than DAMCDA 
problems.  The subjects were students with only a few hours of experience in using EC and may 
have been unaccustomed to performing this type of task using EC.   
Skill-based errors such as the mechanical errors in our study are most likely to occur when 
decision makers are performing routine well-understood tasks and are less likely to occur in the 
performance of tasks new to them (Reason, 1990).  Thus it is likely that our subjects, working 
with a tool on a task for which they had not yet developed well-established routines, would be 
less likely to commit skill-based mechanical errors than DMs who routinely use DSS.  The rate of 
mechanical errors made in organizational settings in which the use of DSS is routine may actually 
be much higher than it was in our study.  The routine nature of many DSS should allow reduction 
of manual steps, thus reducing the opportunity for mechanical errors. 
5.3 Future Research 
Perhaps the definition, categorization and measurement of the errors can be further refined 
in future experiments.  This can help improve our understanding of the causes of accidental errors 
in DSS, and can help address whether the accidental errors result from a faulty software design or 
the nature of human decision making itself.  If we can isolate and better understand the causes of 
accidental errors, then we may be able to better design DSS to reduce accidental errors.  This, in 
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turn, should improve decision quality, and therefore facilitate the design of DSS that more fully 
realize both dimensions of their promise--a deeper understanding of the problem at hand as well 
as achieving better quality decisions. 
Error patterns similar to those found in our study have also been observed in research on 
the use of spreadsheet models.  The body of research on spreadsheet errors may hold information 
that is relevant to and can contribute to our understanding of how we can develop effective DSS. 
The role of information load in DSS use is an interesting one as well.  The widely held 
assumption that the use of a DSS will be more fruitful as the information load is higher was 
confirmed by our experiment, but task complexity and information load can take on many 
different forms and characteristics.  Additional research analyzing the effect of various forms of 
information load and task complexity on DSS use should help us understand these issues better. 
Finally, one aspect not directly studied was time.  DMs who used the EC DSS took about 
five times longer to perform the task than did those working without the DSS.  The number of 
steps in the AC-based strategy implemented by the EC DSS required more time than did the 
presumably simpler decision strategies adopted by those working without the DSS, which is 
typical for DSS use (e.g., Power and Meyeraan 1994),.  This increased time may have contributed 
to the increased number of mechanical errors.  It may also have implications for the adoption of 
DSS, because users often prefer to expend less effort and the increased time and effort required to 
use DSS may dissuade some users from adopting them.   
5.4 Conclusion 
Much past research has focused on the mathematical and algorithmic properties of 
specific DSS models and tools.  We believe that this research is important and useful in 
advancing our understanding of DSS.  However, we believe that operations researchers may also 
find it fruitful to focus on what happens when DSS move into the hands of the decision makers 
who actually use them in practice.  In our study, use of the DSS reduced the amount of logic 
errors made by decision makers as information load increased.  However, DSS use also 
introduced unexpected mechanical errors; about 15% of the decision makers in our study selected 
an incorrect alternative due to mechanical errors.   
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We believe that understanding errors in the use of DSS is a very important issue, an issue 
that, to date, has not received much attention in DSS theory, DSS software development or DSS 
application in practice.  By understanding how DSS can be intentionally designed to reduce 
knowledge-based errors and skill-based errors, we have the potential to significantly improve 
decision making performance in organizations. 
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Dependent No DSS DSS 
Measures   Lower Load Higher Load Lower Load Higher Load 
Relative Importance  66.66 (11.50) 65.00 (15.17) 80.06 (11.51) 77.49 (15.55) 
of Criteria 
Logic Errors   0.125 (0.342) 0.563 (0.512) 0.188 (0.403) 0.188 (0.403) 
Omission Errors  0.000 (0.000) .0714 (.267) 0.000 (0.000) 0.000 (0.000) 
Mechanical Errors  0 (0)  0 (0)  0.188 (0.403) 0.125 (0.342) 
Decision Quality  0.875 (0.342) 0.438 (0.512) 0.625 (0.500) 0.688 (0.479) 
 
Table 1:  Means (and Standard Deviations) of Dependent Measures 
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Dependent  Information DSS Use  Information Load  
Measures  Load          x DSS Use       .                    
 
Relative Importance 0.39 (0.537) 14.41 (0.001)***  0.02 (0.893) 
of Criteria 
Logic Errors 4.35 (0.041)* 2.22 (0.142)  4.35 (0.041)* 
Omission Errors 1.19 (.280)  1.19 (.280)  1.19 (.280) 
Mechanical Errors 0.22 (0.638) 5.60 (0.021)*  0.22 (0.638) 
Decision Quality 2.62 (0.111) 0.00 (1.000)  4.66 (0.035)* 
* :  p < .05; **: p < .01; ***: p < .001  
 
Table 2:  F- and p-Values for Statistical Tests on Dependent Measures 
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Dependent No DSS DSS  Total 
Measures   Lower Load Higher Load Lower Load Higher Load   
Logic Errors    2  8  3  4   17 
Criteria   2  8  2  2   14 
Inconsistency   0  0  1  1    2 
Rank Inversion  0  0  0  1    1 
Omission Errors   0  1  0  0    1 
Mechanical Errors   0  0  3  1    4 
 
Table 3:  Count of Errors by Type 
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