Abstract Mathematical models of dynamical systems in the life sciences typi-6 cally assume that biological systems are spatially well mixed (the mean-field as-7 sumption). Even spatially explicit differential equation models typically make 8 a local mean-field assumption. In effect, the assumption is that diffusive move-9 ment is strong enough to destroy spatial structure, or that interactions between 10 individuals are sufficiently long-ranged that the effects of spatial structure are of agents in space, in which no information about spatial structure is retained.
(f) Fig. 1 Examples of spatial patterns (a-c) and the corresponding second spatial moments (d-f). The second moment is normalised by dividing through by the average density squared to give the pair correlation function g(r), which is approximately 1 for large r. All three patterns have the same mean density (first moment) but differ in their second moment: (a) Poisson spatial pattern (all agent's locations are independent); (b) aggregated spatial pattern (agents tend to be arranged in clusters); (c) disaggregated spatial pattern (agents tend to be spaced apart). 
152
In the stochastic agent-based model, each agent has a physical location in 153 space. For ease of presentation, we assume that the dynamics take place in 154 a two-dimensional space Ω ⊆ R 2 ; other numbers of dimensions are possible.
155
The space should be large relative to the scales over which agents interact 156 and move. The agents can be of different types; they could, for instance, be 157 different types of molecule, cell types, genotypes or species.
158
The state of the system at time t consists of the location x n ∈ Ω and type 159 i n ∈ {1, . . . , i max } of each agent n (n = 1, . . . , N (t)), where i max is the number or transition of agents from one type to another, are also possible (see Sec. 6).
170
Movement, birth and death events occur to agent n with rates per unit time
171M
n ,B n andD n respectively (theˆdistinguishes these functions from related 172 ones used in the moment dynamics below). These events are Poisson processes 173 over time, meaning that the probability of the events occurring in a short pe-
174
riod of time δt, to leading order in δt, isM n δt,B n δt,D n δt respectively. When
175
an event happens, the system is updated to a new state and consequently the 176 rates change; the Poisson processes are therefore inhomogeneous over time.
177
The event rates are assumed to comprise an intrinsic component (which may 178 depend on the agent's type i n and location x n ) and a component that depends
179
on the presence of other agents in the neighbourhood. These two components
180
are often referred to as density-independent and density-dependent respec-181 tively.
182
We denote the intrinsic component of the movement rate of an agent of 183 type i at location x by m i (x). In addition to this intrinsic component, an 184 agent of type j and location y contributes w (m) ij (x, y) to the movement rate.
185
The overall movement rate of agent n is defined as the sum of the intrinsic 186 component and the contributions of all other agents:
When a movement event occurs to an agent of type i at some location u, the 188 agent moves to a new location x drawn from a probability density function 
194
The birth and death rates of agent n are defined similarly to Eq. (2.1):
When a birth event occurs to an agent of type i at location u, a new agent
196
of the same type as the parent is created. The new agent disperses from the 197 parent and appears at a location x, drawn from a probability density function
199
The definitions of the event rates in Eqs. are strongly influenced by near neighbours and not by more distant neighbours.
207
The breadth of the function sets the spatial scale over which the mechanism for dispersal of offspring.
212
For the general derivation of the moment dynamics below, the weight-
213
ing and dispersal functions do not have to be specified in detail. The only 214 constraints are thatM n ,D n andB n must never be negative, µ i (x, y) ≥ 0
215
and µ i (x, y) dy = 1. Fig. 2 Geometry of spatial moments up to third order in a two-dimensional space. A type-i agent is located at x, type-j at y, and type-k at z. The probability of finding an agent in a small region δx, of area h, centred on x can be written in terms of the first moment as Z 1,i (x)h; the probability of finding an agent of type i in δx and an agent of type j in δy is written in terms of the second moment as Z 2,ij (x, y)h 2 , etc. If the system is spatially homogeneous, the physical locations x, y, z can be replaced by displacements ξ = y − x and
the geometry of three, small, non-intersecting regions δx, δy and δz containing 227 the points x, y and z respectively (Fig. 2) 
240
The first spatial moment is defined in terms of the expected number of 241 agents of type i in a small region δx, of area h, centred on x:
In the spatial statistic literature, this is referred to as the intensity, denoted comprising type i at x and type j at y, is defined as:
If δx and δy are non-overlapping, the numerator reduces to
which, in the limit h → 0, is equivalent to the probability that there is an 
Using (3.1)-(3.3), we can write the probabilities of agents being present in
262
given areas, at any given time, in terms of the spatial moments:
provided the regions δx, δy and δz do not overlap.
264
We can also use the law of conditional probability P (A|B) = P (A & B)/P (B)
265
to calculate the probabilities of agents being found in given areas, conditional 266 on the presence of other agents. From the above, the probability that there 267 is agent of type j in δy, given that there is an agent of type i in δx is
Similarly, the probability that there is an agent of type k in δz, given that
269
there is an agent of type i in δx and type j in δz is that ensemble average, and they cannot, for instance, be used to estimate the 278 probability that a population will eventually go extinct.
279
The derivation is similar to those of Bolker and Pacala (1999), Raghib et al.
280
(2011) and others by these groups in that it is based on the expected num- 
288
The main differences between the derivation here and others in the liter-
289
ature are the standardisation of the notation for the n th spatial moment as
290
Z n and the encoding of expected rate functions and transition probabilities 291 separately from the moment dynamic equations. We also adopt a consistent 292 symbol for interaction kernels (w) and for dispersal/movement kernels (µ).
293
This makes the derivation significantly more parsimonious than that in Ap-294 pendix A of Dieckmann and Law (2000) . The transparency and the notational 295 simplifications allow an extension to higher-order moments (see Sec. 6.3).
296
We avoid specifying a particular closure scheme for the system (see Sec. agent of type i located at x is therefore
Eq. (3.4) has been used here to convert the conditional probability into a 318 conditional density of pairs. The expected birth and death rates for an agent 319 of type i located at x have the same structure as Eq. (4.1)
The rates are functions of spatial moments, and are therefore functions of 321 time, but we have omitted the time argument t for notational simplicity. We 322 make no assumption that the process is stationary in time. The same applies 323 to higher-order rate terms used in later sections. 
Dynamics of the first moment

325
The rate of change of Z 1,i (x) can be found from the change in the probability 326 that the region δx contains an agent of type i over a short period of time δt.
327
Since movement, birth and death events take place as independent Poisson processes, the probability of more than one event occurring during a short 329 time interval of length δt is O(δt 2 ).
330
The probability that there is an agent of type i in δx at time t + δt can be 331 found by conditioning on two cases: (a) that an agent was present at time t and 332 is still present; (b) that an agent was absent at t and is now present. 
The probabilities of an agent of type i being present, p 1 (t), or absent, p 0 (t),
338
in δx at time t are related to the first moment via
The probability s 1|1 that an agent in δx remains in δx is the probability that 340 the agent neither moves nor dies during [t, t + δt]: panied by dispersal). The probability s 1|0 that an agent arrives in δx is the 344 probability that it arrives via a movement event, integrated over all possi-345 ble starting locations u, plus the probability that it arrives via a birth event,
346
integrated over all possible locations u of the parent: The rate of change of Z 2,ij (x, y) depends on the change in probability that 375 there is an agent of type i in the region δx and an agent of type j in the region 376 δy, over a short period of time δt. The rate terms for these changes are given 377 by Eqs. (4.9)-(4.11).
378
Adopting notation similar to that used in Sec. 4.2, let p qr (t) be the prob-379 ability that there are q agents of type i in δx and r agents of type j in δy at 380 time t. Let s 11|qr be the probability that there is 1 agent of type i in δx and 1 381 of type j in δy at time t + δt, given that there were q agents of type i in δx and 382 r agents of type j in δy at time t (q, r ∈ {0, 1}). Using the rules of conditional probability, the probability of finding a pair comprising i in δx and j in δy at 384 time t + δt is,
The probability s 11|00 is O(δt 2 ) because it would involve the occurrence of two
386
Poisson events (arrival of an agent in δx and of another agent in δy) during a 387 time δt. The probability p 11 of there being an agent present in δx and another 388 agent present in δy is given by the second moment. The probabilities p 10 and 389 p 01 of there being an agent present in one region and absent from the other are 390 equal to the probability of there being an agent present in one region, minus 391 the probability that agents are present in both regions:
It is sufficient to retain only the order h terms in p 10 and p 01 because, as will be 393 seen below, the associated transition probabilities s 11|10 and s 11|01 introduce 394 an additional factor of h.
395
The transition probabilities s 11|qr can be constructed in terms of the ex-396 pected movement, birth and death rates in Eqs. (4.9)-(4.11). The probability 397 s 11|11 is the probability that neither the agent in δx nor the agent in δy moves 398 or dies. For brevity, only events involving δx are shown below; those for δy are 399 obtained by switching indices i, j and arguments x, y. Therefore we have 
404
The probability s 11|01 is the probability that an agent of type i arrives in .7) is that the probability of an agent being located at 410 u is conditional on the presence of an agent at y. This conditional probability 411 is expressed in terms of the second moment Z 2,ij (u, y): the limit h, δt → 0, the rate of change of the second moment Z 2,ij (x, y) is only on the displacement vector ξ of agent j from i (Fig. 2) ; the third moment 449 depends only on the two displacement vectors ξ and ξ ′ = z − x, and so on.
450
In the spatially homogeneous setting, the dynamics of the first moment are 451 independent of location x: and therefore cannot affect the average agent density.
457
The dynamics of the second moment now depend only on the displacement 458 vector ξ: words, the dynamical system is not closed. 
493
For example, where, in a homogeneous system,
, in a non-homogeneous system 495 Z 3,ijk (x, y, z) could be approximated in terms of Z 2,ij (x, y), Z 2,ik (x, z) and
496
Z 2,jk (y, z) (see Fig. 2 ). This hypothesis needs to be tested by comparing the 497 results of agent-based models to solutions of spatial moment dynamic equa-498 tions.
499
It is important to understand that the dependence of dynamics of the n th 500 spatial moment on the (n + 1) th moment comes from an assumption, that 501 neighbours act additively on the target agent. This is an assumption about 502 the biological system, and may not be applicable in all biological scenarios. 
541
The first spatial moment Z 1,i is now a function of location x and size s.
542
If the size increment δs is small, s can be treated as a continuous variable an agent of type i and size s located at x is:
2) The rate of change of the first moment, ∂/∂t (Z 1,i (x, s)), is given by Eq. (4.8), 547 plus the growth term
Similarly, the expected growth rate for an agent of type i and size s at x, in a 549 pair with an agent of type j and size s ′ at y, is
The rate of change of the second moment, ∂/∂t (Z 2,ij (x, s, y, s ′ )), is given by
551
Eq. (4.18) plus two convection terms, representing growth of the agents at x 552 and y respectively: at which an agent of type i located at x gives birth to an agent of type l 585 (mutation):
ijl (x, y)Z 2,ij (x, y)dy.
(6.6)
Similarly, we define C 1,il (x) to be the expected rate at which an agent of type 587 i located at x switches to type l = i.
Each of these rates contains an intrinsic and a neighbour-dependent compo-589 nent. In the neighbour-dependent component, w ijl (x, y) in the switching rate. We assume that the dispersal kernel µ
depends only the type of the parent agent (i) and is independent of the type 594 of the daughter agent (l). This model reduces to the fixed-species model on 595 setting C 1,il (x) = 0, B 1,il (x) = 0 for i = l, and B 1,ii (x) to be given by Eq.
(4.2).
597
With these new types of event, the equation for the dynamics of first mo-
This is the same as Eq. (4.8) for the fixed-species model except that it contains 600 an additional loss term for agents changing from type i to other types, an 601 additional gain term for agents switching from other types to type i, and the 602 birth term is summed over the possible types of the parent agent.
603
The expected rate of an agent of type i at x in a pair with an agent of type 604 j at y giving birth to an agent of type l is
ijl (x, y).
(6.9) The corresponding expected switching rate C 2,ijl (x, y) is given by a similar section, we sketch a derivation the dynamics for the third spatial moment, i.e.
613
the density of triplets with the geometry shown in Fig. 2 . By analogy, we then 614 make a conjecture about the dynamics of the n th spatial moment.
615
The expected rate of movement M 3,ijk (x, y, z) of an agent of type i in δx 616 in a triplet with type j in δy and type k in δz is given by:
where Z 4 is the fourth spatial moment, and can be defined as an extension 618 of the sequence of moments in Sec. 3. The effect of neighbour agents in δy
619
and δz on the focal agent in δx are added in as separate terms in (6.11).
620
The corresponding expected birth rate B 3,ijk (x, y, z) and expected death rate 621 D 3,ijk (x, y, z) are given by replacing m in (6.11) with b and d respectively.
622
Extending the notation in Sec. 4.4, the probability of finding a triplet 623 comprising i in δx, j in δy and k in δz at time t + δt is,
(6.12) We have omitted terms that would involve more than one Poisson event during 625 the time period δt as the probability of such events is of order O(δt 2 ). The term 626 s 111|qrs is the probability of a single agent in each of δx, δy, δz at time t + δt,
627
given q in δx, r in δy and s in δz at time t (q, r, s ∈ {0, 1}), the probability 628 of each of these configurations at time t being p qrs (t). These configuration 22 Michael J. Plank, Richard Law probabilities at t are known from the moments:
where only terms of order h 2 are retained in p 011 , p 101 , p 110 because an extra 631 factor of h is introduced by the associated transition probabilities.
632
The probabilities for the states at t + δt conditional on the states at t 633 depend on the rate terms M 3 , B 3 , D 3 (see Eq. (6.11)). The term s 111|111 is 634 the probability that there is no death or movement of an agent from δx, δy or 635 δz from t to t + δt:
The first part of the right-hand side deals with events in δx and the angle 637 brackets show the changes in indices and arguments needed for events in δy
638
and δz. We have made use of a symmetry in the expected movement rate:
The conditional probability for entry into δx (6.12), subtracts Z 3,ijk (x, y, z) from both sides, divides through by h 3 δt, and 645 takes the limit as h 3 δt → 0, giving
Thus the dynamics of the third moment are a straightforward extension of 647 those of the second moment in Eq. (4.18). They contain a dependence on the the rate of change of the n th moment: 
