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above or below the listener. This effect is achieved by using
a better model of the human acoustic system, such as a
dummy head with microphones embedded in the ears
(Plenge, 1974). Because of the better model, the sound
waves that arrive at the eardrums during playback are a
close approximation of what would have actually arrived at
a listener’s eardrums during the original performance.
Along with greater realism, binaural sound provides a num-
ber of other advantages over plain stereo. It conveys spatial
information about each sound source to the listener. Further-
more, when sounds are spatially separated, a listener can
easily distinguish different sources, and focus on those
sources which are of interest while ignoring others. This is
the so-called “cocktail party effect” (Cherry, 1953).
If sounds can be recorded in this manner, an obvious next
step is to convert monaural sounds to binaural sounds by
artificially spatializing them. Given this ability, people who
use sound in human-machine interfaces can gain the advan-
tages that spatial sound offers. This goal has lead to research
interest in the subject by the military, by NASA (Wenzel, et
al, 1988), and by user interface designers (Ludwig, et al,
1990, 1991).
This research is part of Mercator, a project to develop a non-
visual interface to X Window System applications for visu-
ally impaired software developers (Mynatt & Edwards,
1992). Until the proliferation of graphical user interfaces,
blind professionals could excel in many fields that relied on
the frequent use of computers. The all-text output of a TTY
mapped reasonably well into a world of voice synthesizers
and Braille devices. Today, however, as mice, icons, and
pop-up menus invade their workplaces, these professionals
are finding it progressively more difficult to use the applica-
tions they need. The goal of Mercator is to map the behav-
iors of generic, unmodified X applications into an auditory
space. An important feature of Mercator is the use of spatial
sound as the primary organizational cue, and for Mercator
to be useful, this feature must be supported at modest cost.
While a few commercial spatial sound systems exist, most
are prohibitively expensive. One low-cost system, Focal
Pointtm, is presently available but does not provide an ade-
quately open architecture for Mercator and is not available
for most platforms which support the X Window Systems.
This paper is organized in seven sections:
Abstract
There are a variety of potential uses for interactive spatial
sound in human-computer interfaces, but hardware costs
have made most of these applications impractical. Recently,
however, single-chip digital signal processors have made
real-time spatial audio an affordable possibility for many
workstations. This paper describes an efficient spatialization
technique and the associated computational requirements.
Issues specific to the use of spatial audio in user interfaces
are addressed. The paper also describes the design of a net-
work server for spatial audio that can support a number of
users at modest cost.
Introduction
There are two basic ways of making two-channel audio
recordings. The most common is stereo. A stereo recording
captures differences in intensity and, possibly, differences in
phase between points in a sound field. From these differ-
ences, the listener can gain a sense of the movement and
position of a sound source. However, the perceived position
of a sound source is usually along a line between the two
playback speakers, and when monitored with headphones,
sound sources appear along an axis through the middle of
the head. This effect is due to the fact that the microphones
used for stereo recording provide a poor model of the way
sound really arrives at the ears. Human ears are not several
feet apart, they do not have symmetric field patterns, and
they are not separated by empty space.
The other method for two-channel audio recording is binau-
ral1. Binaural recordings are intended to be reproduced
through headphones, and can give the listener a very realis-
tic sense of sound sources being located in the space outside
of the head. Sounds can be in front of, behind, or even
1. In strict terms, “binaural” and “stereo” mean exactly
the same thing—two channels of sound. However, in the
music recording field, these terms often carry the differ-
ent meanings given here.
• How We Localize Sounds - a brief tutorial on auditory
localization cues
• Basic Technique for Synthetic Spatialization - how spa-
tialization filters are generated and used
• Computational Costs for Spatialization - estimating the
computing power needed to apply a given set of filters in
real time
• Problems with Spatial Sound - common shortcomings of
spatial sound systems
• Getting Cheap - methods for reducing the computational
cost of spatialization filters
• Network Servers for Spatial Audio - techniques for
increasing the utilization of DSP resources
• Future Directions - low-cost modifications which can
improve the quality of spatializing systems and the need
for a spatial sound control protocol
How We Localize Sounds
In order to produce convincing spatial sound, we must know
how auditory localization works, or at least whatcues influ-
ence our sense of location for sound sources2. There are
eight types of cues that are of particular importance in deter-
mining direction and distance. The four cues we will ini-
tially concern ourselves with are interaural delay time, or
IDT (Rayleigh, 1907), head shadow (Mills, 1972), pinna
response (Gardener, 1973), and shoulder echoes (Searle, et
al, 1976). Together, these form the ad-related transfer
function (HRTF) (Searle, et al, 1976, Blauert, 1983).
To describe the HRTF, we must establish a coordinate sys-
tem about the head. We will define the center of the head as
the point halfway between the ears. We will define the Z
axis as running through the center of the head from the right
ear to the left. We will define the angle from the Z axis as
theta. We will defineazimuth as the component of theta in
the horizontal plane andelevation as the component of theta
in the vertical plane. (See Figure 1.)
IDT (also called interaural group delay or interaural time
2. For a comprehensive reference on this subject, see
Blauert (1983).
difference), the delay between a sound reaching the closer
ear and the farther one, provides a primary cue for determin-
ing the lateral position of a sound. The delay is zero for a
source directly ahead, behind, or above the listener and
roughly 0.63ms for a source to one’s far left or far right.
This delay is also dependent on both the frequency of the
sound and the distance of the source (Blauert, 1983). IDT
manifests itself as a phase difference for signals below
1.6kHz and as an envelope delay for higher frequency
sounds. A given IDT value constrains the position of a
sound source to a hyperbola having an axis coincident with
Z. This hyperbola approximates a cone of constant theta,
sometimes called acone of confusion.
Head shadow is the effect of a sound having to pass through
or around the head to reach the far ear. Not only does head
shadow affect overall intensity by about 9dB, but the head
also acts as a linear filter which varies with both the direc-
tion and distance of a sound source.
At frequencies of 4kHz and greater, the effect of the outer
ear, or pinna, is important for determining both the azimuth
and elevation of a sound source. Like the head itself, the
pinna acts as a filter and has a response which is dependent
on the direction of a sound. Knowing pinna response, it is
speculated that direction can be estimated by comparing the
spectra of sounds arriving at the two ears. For familiar
sounds (a priori spectral information), the brain can esti-
mate direction on the basis of pinna response from a single
ear.
Certain frequencies (roughly 1-3kHz) reflect from the
shoulders and upper body (Gardener, 1973). The shoulder
echoes reach the ear with a delay which is dependent on the
elevation of the source. Additionally, the effects of the
reflection on the spectrum of the sound are direction-depen-
dent. For familiar sounds, shoulder echoes may provide
both elevation and azimuth information, although the previ-
ously mentioned cues are likely to be of greater importance
(Searle, et al, 1976).
The other four cues are head motion (Thurlow & Runge,
1967), vision (Thomas, 1940), early echo response (Moore,
1990), and reverberation (Gardner, 1969). The lack of these
cues can make spatial sound difficult to use. We tend to
move our heads to get a better sense of a sound’s direction
(Thurlow, et al, 1967). This “closed-loop” cue can be added
Theta Azimuth Elevation
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to a spatial sound system through the use of a head-tracking
device. Furthermore, we rely so heavily on where we see a
sound source that we will ignore our auditory directional
cues if they disagree with visual cues.
When a sound travels to our ears, it is almost always accom-
panied by reflections from surfaces in the listening environ-
ment. Early echo response is a term for the clear echoes we
hear (but do not consciously perceive) in the first 50
to100ms after a sound starts. Early echo response and the
dense reverberation that follows are believed to be impor-
tant cues for distance and direction. Early echo response and
reverberation will be addressed later in the paper.
Basic Technique for Synthetic Spatialization
The HRTF represents a linear system that is a function of
sound source position. Therefore, sounds can be spatialized
artificially using well-known digital filter algorithms, given
the right parameters and enough computing power.
Although the HRTF can vary substantially from individual
to individual, people who localize well tend to have similar
HRTF’s (Wenzel, et al, 1988). It is believed that the impor-
tant features of the HRTF are consistent enough that one
such set of filters may be suitable for a large portion of the
population (Wenzel, 1992).
The spatialization technique we will focus on is the use of
an empirical HRTF measured from the ears of a specific per-
son (Wightman and Kistler, 1989a, 1989b). Special probe
microphones are used to monitor sound near the eardrum of
a test subject, including all of the effects of the HRTF. This
is similar to the technique for binaural recording—the pri-
mary difference is that a living human is used instead of a
mannequin. Bursts of pseudorandom noise are played from
a digital source through speakers at various positions about
the subject. The noise bursts are recorded through the sub-
ject’s ears with the special microphones. Having both the
original and recorded sounds, the subject’s HRTF can be
computed at each speaker position.
Once measured in this manner, the HRTF can be expressed
as a set of convolution operators, or finite impulse response
(FIR) filters. For each position (azimuth, elevation), there is
a pair of filters: one for each ear. To place a sound in a given
direction, simply apply the corresponding filter pair to the
sound stream. The filters are typically measured at 10 to 20
degree intervals, and filters for intermediate angles can be
bilinearly interpolated from the empirical set (Wenzel, et al,
1988). The algorithm for the real-time spatializer is simple
and it presented here as two concurrent processes:
Process 1: update position of the sound
get desired azimuth and elevation
look-up filter pairs for four nearest available posi-
tions in the filter tables
interpolate to get the desired filter pair
send the new filter pair to process 2
Process 2: apply the filter
split monaural source into left and right channels
apply the current left and right filters to the sound
streams
output sound streams for conversion to two-chan-
nel analog audio
replace the current filter pair whenever a new filter
pair is sent
For Mercator, these two processes are implemented in sepa-
rate hardware. Process 2, which has a heavy computational
demand, is executed by a dedicated DSP (a DSP56001).
This process consists of a number of interrupt-driven sub-
processes. Process 1, which has a relatively light computa-
tional demand, runs on the DSP’s host machine (a
SPARCstation).
Computational Costs for Real-Time Spatialization
Most of the time for a convolution is spent computing a dot
product of two vectors: the filter operator and a segment of
the signal being filtered. Figure 2 shows the C code for the
central loop.
This loop (lines 1-6) must be executed for every sample in
the output signal. For example, at a sample rate of 50kHz,
this loop must be executed 100,000 times a second for real-
time performance (50kHz for each ear). Let us call one iter-
ation of the loop in lines 4 and 5 aconvolution point. This
operation requires two fetches, two increments, one multi-
ply, one accumulate, a compare, and a jump. If the loop is
unrolled, the compare and jump are eliminated. The convo-
lution rate, in points per second, for a given real-time filter
is equal to the sample ratex number of output channelsx
size of the filter. Notice that complexity grows linearly with
filter size. At first glance, it seems that complexity is linear
with sample rate as well, but in practice complexity will
grow with thesquare of the sample rate—as the sample rate
increases, the filter size must also increase to cover the same
/* SIZE is the number of filter
coefficients. it is assumed to be
even. n is the current index into
the input signal array x. y is the
output array. filter is the array
of filter coefficients */
ins = &x[n-SIZE/2]; 1
flt = &filter[0]; 2
sum = 0; 3
while (flt<(filter+SIZE)) 4
sum += (*(ins++))*(*(flt++)); 5
y[n] = sum; 6
Figure 2. Code for Convolution
time span.
For research purposes, these filters are typically produced
with a sample rate of 50kHz and a duration of 512 samples
(10.2ms). To fill the awesome computational demand of
applying these filters in real time (51.2M points per second),
Crystal River Engineering and NASA Ames Research Cen-
ter have designed a special signal processing engine called
the Convolvotron, which computes 128 convolution points
in parallel on every 400ns cycle. Unfortunately, the current
cost of the Convolvotron prohibits its widespread use. Sin-
gle-chip digital signal processors (DSP’s) are designed to
perform one convolution point on every instruction cycle. A
typical RISC machine needs at least 6 instruction cycles for
a convolution point and might need dozens if multiplication
hardware is not available. Performance figures for a variety
of machines are given in Table 1. Figures for the Convol-
votron and DSP56001 are based on complete audio filtering
implementations. Figures for workstations do not include
the effects of I/O or finite buffer space; they do, however,
include the effects of operating systems and user interfaces.
Problems with Spatial Sound
A classic problem with spatial sound is an inability of lis-
teners to tell whether sound sources are in front of or behind
them. This problem is not nessecarily due to some failing of
the spatial sound system, because front-back confusion can
occur with real sound sources as well.
Another common shortcoming is lack of externalization. As
a result, sound may appear to emanate from points inside
the head. Externalization is lost when signals reaching the
ears are not adequately consistent with those that would be
produced by external sources (Plenge, 1974). In practical
terms, this means that externalization requires a faithful
model of the HRTF.
Localization is the sense that a sound is coming from a par-
ticular direction, instead of just vaguely from one side or the
other. Like externalization, localization requires a good
model of the HRTF.
A minimum requirement for any useful spatial sound sys-
tem is a monotonically increasing relationship between per-
ceived position and target position.
Position update rates should be high enough to give an illu-
sion of continuous movement. In tests for Mercator, an
update rate of 10Hz has been found to be adequate for rota-
tional speeds of up to 180 degrees/second.
Getting Cheap
A set of spatialization filters were provided to Mercator by
Professor Fredric Wightman of the University of Wisconsin
at Madison. The test subject who provided these filters is
referred to in several references as SDO (Wenzel, et al,
1988, Wightman & Kistler, 1989a&b, Wenzel, 1992). The
filters were produced from recordings made in an anechoic
chamber at a sample rate of 50kHz and each had a duration
of 512 samples (10.24ms).
Because computational cost grows quadratically with sam-
ple rate, we gain a great deal by using the lowest rate possi-
ble. This particular set of filters contained little or no useful
information above 16kHz (Wightman; personal correspon-
dence). Furthermore, most adults hear very poorly at such
high frequencies. It follows that these filters can be resam-
pled at rates as low as 32kHz with little or no loss of effec-
tiveness. At 32kHz, the length of the filter is reduced to 328
points, and the real-time computational requirement is
reduced to 21M points per second—less than half the origi-
nal cost.
Much of the measured HRTF between 12kHz and 16kHz is
believed to be inaccurate or excessively noisey due to the
limitations of existing recording equipment (Wightman;
personal correspondence). Only those measurements below
12kHz are know to be accurate. A bandwidth of 12kHz cor-
responds to a sample rate of 24kHz. When resampled at
24kHz, the filters shrink to 247 points. For real-time use, a
24kHz filter set requires 11.9M convolution points per sec-
ond - less than one quarter the demand of the original filters.
However, it should be pointed out that at rates below 32kHz
the filters are not equivalent to the original 50kHz filters,
and are not guaranteed to perform as well.
Another loss of the efficiency of the original filters was due
to long periods (at least 3.40ms) of silence preceding each
impulse response. If silence is removed from the beginning
or end of a filter, its spectrum is not changed, because the
points removed are effectively zero. If the same duration of
silence is removed from the same end of each filter, the rela-
tive delays of the filters are also preserved. Furthermore,
these silent periods gave an indication of the noise floor of
the original filter set. Once this noise floor was known, it
was determined that each filter ends in at least 0.54ms of
silence, as well. With all 3.94ms of silence removed, the
50kHz filters shrink to 315 points. The 32kHz filters shrink
to 202 points, and require only 13M points per second for
real-time application. The 24kHz filters shrink to 139 points
and require 6.7M points per second, but may not be as effec-
tive as the original set.
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Further truncation would remove non-zero portions of some
of the filters. It is possible to multiply by some function to
zero-out samples at the beginning and/or end of a FIR.
These samples can then be truncated from the rest of the fil-
ter. This process is calledwindowing, and the function used
for the multiplication is called awindow function. As a filter
is windowed to smaller and smaller sets of points, it looses
spectral resolution—there are fewer points in its Fourier
transform. If the windowing is done properly, however, the
general shape of the spectrum (and thus the general effect of
the filter) will remain the same as its details disappear.
It would be useful to know just how small HRTF filters can
be before they stop working or, equivalently, how much
detail the HRTF must have in the frequency domain to pro-
duce convincing spatial sound. More aggressive truncation
and windowing can be used to further reduce the lengths of
filters. Filters as short as 128 points (2.56ms) are used effec-
tively with the Convolvotron at 50kHz. An equivalent filter
at 32kHz would have only 82 points and require 5.3M
points per second, which would allow a DSP56001 to spa-
tialize two channels in real time. In an informal test, it was
found that for most listeners, monotonicity of perceived
position with respect to target position can be maintained
with FIR’s as short as 1.45ms (Burgess, 1992). Further
study is needed to know the localization accuracy of such
filters, but if found to perform adequately, they would allow
as many as four 32kHz signals or eight 24kHz signals to be
spatialized in real time.
Network Servers for Spatial Audio
In Mercator, most of the sounds used will be auditory icons
(Buxton, et al, 1991, Gaver, 1986, 1989). They will be short
in duration and only presented sporadically. Other sounds,
such as background noises, will be periodic and completely
characterized by a single period. In the current Mercator
design, these sounds will be sampled or precomputed for
speed. To conserve memory and increase flexibility, effects
such as those described in Ludwig, et al (1990) may be
implemented in real-time by the DSP. It is likely that in a
distributed environment, the library of base sounds will kept
on a central server, called up by client workstations as they
are needed, and cached locally while they are used.
If a particular sound is put at a particular position in space,
we call it an acoustic event (Blauert, 1983). When spatial
sound is used, the client workstation should not simply
cache sounds—it should cache acoustic events. If an acous-
tic event cache is used, sounds only need to be spatialized
when they are moved to new positions. When used in such a
manner, the spatialization engine is no longer part of the
real-time audio stream, but is a service which is utilized on
an as-needed basis.
Mercator is largely intended to be a quiet interface. While
low-level background sounds may play continuously for
navigational purposes, most potential users have said that a
continuous stream of acoustic events would be annoying.
With an acoustic event cache handling background sounds,
it is speculated that a single-user DSP will usually be idle.
By combining the spatialization engine with the audio
server to create a single acoustic event server, expensive
DSP resources can be better utilized. Another advantage of
a server architecture is that DSP hardware need not be com-
patible with the various user machines, reducing the need
for expensive, machine-specific ports of low-level driver
code and the headache of locating affordable DSP hardware
for older or poorly supported platforms.
Here is an example of the interaction between a user inter-
face and an acoustic event server:
1) In response to a user action, Mercator generates
a request for a particular sound at a particular
location—an acoustic event.
2) If this event is cached locally, it is played imme-
diately. Otherwise, the request is forwarded to
the server.
3) The server retrieves or generates the desired
sound and then sends it through the spatializa-
tion engine (DSP or other hardware) along
with the proper filters.
4) The event is then sent back to the user machine,
where it is cached and presented over head-
phones.
A diagram of the system is shown in Figure 3.
Future Directions
There are a number of possible methods for improving both
the quality and cost of spatial audio. User training is a
important factor. The user is, in effect, listening through
another person’s ears. The signals that reach listener‘s ear-
drums are intended to be the same as those which would
reach to ears of the subject from whom the filters were pro-
duced. New users may need time to adapt.
Front-back confusion is a classic problem for spatialization
systems. Our primary cues for distinguishing front from
back are pinna response and head movement. By coupling
the spatialization system to a head tracker, front-back rever-
sals can be eliminated. Another technique which can
improve front-back differentiation as well as overall spatial-
ization quality is the addition of early echoes from the walls
of a simulated listening room. Generating realistic first
order echoes for a small room would require filters of sev-
eral thousand points. However, experiments for Mercator
have shown that an echo from a single wall, computed at
modest cost, allows reliable front-back differentiation for
even our most difficult test subjects. The Mercator project is
currently pursuing less expensive methods for simulating
room acoustics.
For a familiar sound, a primary cue for distance perception
is intensity (Gardner, 1968, Laws, 1973). At low frequen-
cies (below 1kHz) intensity of a sound varies inversely with
the square of the distance from its source. At higher fre-
quencies, dispersion causes an inverse cubic variation.
Additionally, reverberation provides a important distance
cue. As a sound source moves away from a listener, the ratio
of direct energy to reverberant energy decreases. By con-
trolling this ratio, we can impart a sense of distance. When
used properly, this reverberation can also improve external-
ization (Plenge, 1974). Furthermore, reverberation can pro-
vide a navigational aid—different regions of a workspace
can have different reverberant characteristics, just like dif-
ferent rooms in a building.
Another important requirement for spatial audio to be useful
in an interface is a control protocol between the interface
software and the spatialization system. It is already known
that this protocol must meet several requirements:
• It should provide means for the interface software to
present a script specifying the choreography of multiple
sound sources.
• It should provide immediate update capabilities so that
sounds (or scripts) may be initiated, interrupted, or
changed in real time.
• Available methods for host-to-DSP communication vary
widely. The protocol should assume a simple communi-
cation model (a lowest common denominator) to be por-
table to a variety of systems.
• It should allow for the insertion of acoustic event caches.
• It should allow for the integration of head-tracking
devices.
• It should allow for the integration of suitable data com-
pression schemes to reduce I/O bandwidth.
An important part of the development of spatial sound for
Mercator will be the refinement of these requirements and
the design and implementation of an effective spatial sound
control protocol.
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