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Chapitre 1
Introduction
La modélisation géométrique
Modélisation géométrique : construction d’un modèle informatique d’un ob-
jet réel ou imaginaire - Wikipédia
Difficile d’appréhender par cette seule définition ce qu’englobe l’étude de la mo-
délisation géométrique et de ses enjeux. Les mots-clés « construction », « modèle
informatique »et « objet »sont des termes très génériques aux nombreuses interpré-
tations. L’imprécision de cette définition trouve sa raison dans la nature même de la
modélisation géométrique. Il ne s’agit pas d’un domaine bien délimité de l’informa-
tique mais plutôt d’un ensemble de domaines d’applications très variés. L’objectif
est cependant le même pour chacun de ces domaines : la réalisation d’outils ap-
pelés modeleurs permettant de construire et manipuler les objets nécessaires aux
applications. Par exemple :
• pour la production d’un film de synthèse ou d’un jeu vidéo, un artiste utilise un
modeleur pour concevoir les modèles 3D texturés des personnages et des décors ;
l’outil utilisé a la forme d’une application de sculpture virtuelle combinée à une ap-
plication de peinture ; la modélisation d’un centaure est illustrée sur la figure 1.1(a)
et le texturage d’un modèle de dragon est illustré sur la figure 1.1(b) ; parmi ces mo-
deleurs, citons Blender [Fondation ], 3ds Max [Autodesk a] et Maya [Autodesk c] ;
remarquons que ces outils servent également aux animateurs et ajoutent pour cela
des squelettes et des scénarios d’animation aux objets modélisés ;
(a) Modélisation d’un centaure avec Blender (b) Texturage d’un dragon avec 3ds Max
Figure 1.1 – Modeleurs pour la production d’un film
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(a) Conception de plans avec ArchiCAD (b) Modélisation interactive avec The Sims
Figure 1.2 – Modeleurs pour l’architecture
• pour la conception d’une maison, un architecte utilise un modeleur pour dessiner
le plan 2D de la maison et calculer un visuel pour le client ; l’outil utilisé a la
forme d’une application de dessin industriel automatisée par des spécifications de
l’utilisateur comme l’épaisseur et la hauteur des murs, la position des portes et
des fenêtres, le choix des matériaux utilisés, etc. ; la conception des plans et la
visualisation d’une maison sont illustrés sur la figure 1.2(a) ; parmi ces modeleurs
citons Autocad [Autodesk b], ArchiCAD [Graphisoft ] ou SketchUp [Google ] ; citons
également l’outil d’architecture interactif proposé dans la série des jeux vidéos The
Sims [Maxis ] et illustré sur la figure 1.2(b) ; bien que simplifié, ce modeleur peut
revendiquer un nombre d’utilisateurs estimé à 20 millions ;
• pour concevoir un véhicule, un ingénieur utilise un modeleur pour concevoir chaque
pièce mécanique à produire ; l’outil utilisé combine alors le dessin industriel et la mo-
délisation interactive ; il permet ensuite d’extraire à partir du modèle les courbes
de découpe, de perçage et de chanfreinage de la pièce, voire le moule dans laquelle
la pièce sera coulée ; la modélisation d’une pièce mécanique est illustrée sur la fi-
gure 1.3(a) et la vue globale de l’ensemble des pièces modélisées d’une voiture est
illustrée sur la figure 1.3(b) ; parmi ces modeleurs citons CATIA [Systèmes a], So-
lidWorks [Systèmes b] ou Autocad [Autodesk b] ;
(a) Modélisation d’une pièce avec SolidWorks (b) Vue d’ensemble d’une voiture avec CATIA
Figure 1.3 – Modeleurs pour le design industriel
3(a) Déformations d’un pont avec Scia Engeneer (b) Simulation d’un moteur avec CATIA
Figure 1.4 – Modeleurs pour la simulation physique
• pour simuler la résistance d’un ouvrage d’art ou la mécanique d’un prototype, un
physicien utilise un modeleur pour avoir une représentation physique détaillée des
objets et de leur environnement ; l’outil utilisé a la forme d’une fenêtre de visualisa-
tion des modèles conçus par les ingénieurs dans laquelle on leur associe les caracté-
ristiques physiques des matériaux comme la composition ou la densité ; le physicien
définit également les conditions environnementales comme la gravité, l’humidité, le
vent, etc. ; il décrit enfin les scénarios d’animation de la simulation à exécuter ; la
simulation des déformations d’un pont suspendu est illustrée sur la figure 1.4(a) et
la simulation mécanique d’un moteur est illustrée sur la figure 1.4(b) ; parmi ces
outils, citons CATIA [Systèmes a], Solibri Model Checker [Solibri ] ou Scia Enge-
neer [Nemetschek ] ;
• pour reconstituer une pièce antique en morceaux, un archéologue utilise un mo-
deleur pour acquérir les fragments et les assembler ; l’outil utilisé a la forme d’une
application de reconstruction d’objets à partir d’un balayage laser ou d’une combi-
naison de photos avec différents points de vue ; l’outil fournit également des fonctions
de modélisation plus classiques permettant à l’archéologue de reconstituer le puzzle
(a) Acquisition laser d’une statue (b) Reconstitution avec David Laserscan
Figure 1.5 – Modeleurs pour l’archéologie
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en positionnant les fragments ; l’acquisition d’un objet par balayage laser et le mo-
dèle reconstruit par combinaison des acquisitions sont respectivement illustrés sur les
figures 1.5(a) et 1.5(b) ; parmi ces modeleurs, citons Rapidform XOS [Rapidform ],
Geomagic Studio [Geomagic ] ou David Laserscanner [Winkelbach ] ; signalons qu’il
est même désormais possible, une fois le modèle virtuel reconstitué, d’en fabriquer
facilement une version physique grâce à l’arrivée des imprimantes 3D, permettant
littéralement d’imprimer un objet modélisé par stéréolithographie, c’est-à-dire par
superposition de tranches fines de matière.
Tous ces exemples révèlent l’étendue des applications de la modélisation géo-
métrique. Les objets modélisés peuvent être de n’importe quelle dimension, et les
informations associées sont aussi variées que la couleur, la densité, le sens d’ouver-
ture d’une porte ou le lieu où a été retrouvé un fragment archéologique. Dans ce
document, nous nous plaçons dans le cadre de la modélisation géométrique à
base topologique, qui unifie, dans une certaine mesure, les différents modes de
représentation des objets.
(a) Objet (b) Structure topologique (c) Structure topologique plongée
Figure 1.6 – Représentation d’une maison par une structure topologique plongée
Ces derniers sont représentés en premier lieu par leur structure topologique,
c’est-à-dire leur décomposition en volumes, faces, arêtes, etc. et leurs liaisons de
voisinage. Par exemple, la maison de la figure 1.6(a) est un volume qui peut être
décomposé en faces selon ses murs et ses pans de toit. Le résultat de cette décompo-
sition est la structure topologique de la figure 1.6(b) sur laquelle les doubles flèches
indiquent comment les faces sont liées entre elles.
Dans un deuxième temps, les informations annexes, appelées plongements,
sont associées aux cellules topologiques (sommet, arête, face, etc.). Il s’agit souvent
d’abord d’un plongement géométrique qui définit la forme géométrique de l’objet.
Dans le cas de la maison, nous pourrions par exemple associer quatre coordonnées
à chaque face donnant la position de ses sommets. Mais bien souvent, les objets
ont d’autres plongements de nature diverse. Par exemple, sur la figure 1.6(c), nous
considérons les deux plongements suivants : la nature des faces est représentée par
des pastilles claires s’il s’agit de pans du toit ou par des pastilles foncées s’il s’agit
d’un mur ; la présence d’une porte ou d’une fenêtre sur un mur.
5La représentation ainsi obtenue, dans laquelle les flèches simples associent une
information à une face, est appelée structure topologique plongée. Cependant,
remarquons d’ores et déjà que si la plupart des modeleurs utilisent ce type de struc-
ture, il n’utilisent pas pour autant le même modèle topologique.
En plus des variétés d’objets représentés, les différents cas d’utilisation cités
illustrent que la modélisation des objets passe par des méthodes aussi diverses que
la sculpture, le dessin industriel ou le balayage laser. Les opérations de modélisation
utilisées sont donc ainsi également différentes. Par conséquent, les modeleurs sont
nombreux car tous spécialisés dans leur domaine d’application.
La multiplication de ces outils pose plusieurs problèmes :
– leur développement coûte cher ; à titre d’exemple, l’équipe travaillant sur
CATIA [Systèmes a] est composée de plusieurs centaines de personnes répar-
ties dans une dizaine de pays ; qui plus est, leur développement est souvent
redondant car les modeleurs utilisent une part non négligeable de fonctionna-
lités communes comme la navigation 3D, la sélection à la souris de parties de
l’objet, etc. et d’opérations communes comme les rotations, les symétries ou
les homothéties ;
– leur robustesse est limitée ; chaque opération est souvent développée de
manière indépendante par une équipe sans test rigoureux du code car ce der-
nier peut être très conséquent ; il est même assez commun que les modeleurs
s’appuient sur des fonctions dont l’objectif affiché est de rétablir la cohérence
des objets modélisés après une opération ;
– ils sont difficilement extensibles ; chaque opération supplémentaire néces-
site d’être programmée dans le langage du modeleur à partir de sa définition
mathématique ; le code d’une opération se trouve souvent être très long et
éloigné de la définition mathématique, ce qui rend sa vérification plus compli-
quée ; de plus, l’intégration d’une opération au modeleur nécessite de compiler
une nouvelle version qui devra à nouveau être testée.
Remarquons que la multiplication du coût de développement est étroitement liée
à la difficulté d’implanter les opérations, en raison de la distance entre la définition
mathématique d’une opération et son programme. Pour réduire cette distance, les
méthodes formelles apportent une réponse adaptée.
Nous proposons dans ce manuscrit l’approche suivante :
– fournir un langage dédié à la modélisation permettant de définir les opé-
rations quel que soit le domaine d’application ; ce langage doit donc être suf-
fisamment riche pour couvrir un grand ensemble d’opérations ;
– garantir les opérations définies dans le langage à l’aide de critères de co-
hérence ; une opération dont la définition vérifie ces critères ne produit pas
d’anomalie lorsqu’elle est appliquée à un objet cohérent ;
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– développer un modeleur générique interprétant ce langage ; les opérations
qu’un utilisateur a définies sont ainsi directement appliquées dans le modeleur,
sans implantation dans un langage de programmation ; l’outil doit également
assurer la vérification automatique des critères du langage pour prévenir un
utilisateur lorsqu’il propose une définition incohérente pour une opération.
(a) Approche classique (b) Approche proposée
Figure 1.7 – Approches de la conception d’un modeleur
Cette approche est résumée sur la figure 1.7(b). Le programmeur fournit un
unique modeleur générique et la documentation du langage. Le modeleur est ensuite
spécialisé et enrichi avec les opérations dont les utilisateurs ont besoin. Sur la figure,
on définit : un mélange de couleur pour une application de peinture ; la copie d’étages
pour une application d’architecture ; une réaction chimique pour une simulation.
Par opposition, la figure 1.7(a) illustre l’approche classique dans laquelle les uti-
lisateurs font part de leurs différents besoins au programmeur, sous forme de cahier
des charges. Ce dernier implante ensuite chaque besoin dans autant de modeleurs dé-
diés : un modeleur dédié à l’artiste, un modeleur dédié à l’architecte et un modeleur
dédié au chimiste.
La robustesse du modeleur dans notre approche repose ainsi sur deux points :
– une diminution drastique du code développé, qui se limite alors à
l’unique modeleur générique ;
– la vérification que les opérations satisfont les critères de cohérence
du langage.
La mise au point d’un langage de modélisation riche muni de critères de cohérence
est donc la clé de voûte de cette approche. Nous avons fait pour cela le choix des
règles de transformation de graphes présentées ci-après.
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Traditionnellement, à partir de sa définition mathématique, une opération est
implémentée dans un modeleur par un algorithme. La première tentation pourrait
être alors de choisir un langage impératif pour définir les opérations de modélisation
sous la forme d’algorithmes. Ce choix serait peu judicieux pour les raisons suivantes :
– une définition sous forme d’algorithme est difficilement lisible, l’objet modélisé
n’est pas explicitement représenté ;
– en conséquence, définir des critères de cohérence pour des algorithmes et prou-
ver leur correction est très compliqué.
Ainsi, nous optons ici pour un langage à base de règles de transforma-
tions [Ehrig 2006]. Les raisons qui motivent ce choix sont les suivantes :
– la notion de règle de transformation est intuitive car les objets modélisés sont
représentés ; une règle qui se présente sous la forme A→ B désigne intuitive-
ment la transformation de l’objet A en l’objet B ; ainsi, les règles ont déjà été
utilisées dans d’autres domaines d’application, comme la chimie pour décrire
des réactions ou la biologie pour décrire l’évolution de sytèmes ;
– il est relativement simple de définir des critères de cohérence sur des règles de
transformation de par leur définition mathématique ;
– les règles de transformation ont déjà été utilisées avec succès en modélisation
géométrique comme nous allons le détailler.
Parmi les règles les plus connues en informatique, nous pouvons citer les gram-
maires formelles [Carton 2008]. Elles donnent la syntaxe d’un ensemble de mots
admissibles sur un alphabet donné formant un langage formel. Pour cela, les gram-
maires sont formées de règles de transformation appelées règles de production. Par
exemple, la grammaire formée des deux règles S → xSx et S → y définit le langage
des mots formés de la lettre y encadrée de deux suites de x de longueurs identiques,
c’est-à-dire {x, xyx, xxyxx, . . .}. Intuitivement, la construction des mots du langage
se fait par applications successives sur place de ces règles de la façon suivante : on
remplace S par l’une des transformations possibles jusqu’à disparition totale de S.
Par exemple, le mot xxyxx est obtenu en appliquant deux fois la première règle
puis une fois la seconde : S → xSx→ xxSxx→ xxyxx. La règle S → xSx est dite
non-terminale car appelée à être substituée, et la règle S → y est dite terminale car
aucune autre substitution ne peut être appliquée après elle.
Parmi ces grammaires, les L-systèmes [Prusinkiewicz 1991] ou systèmes de Lin-
denmayer sont remarquables. Basées sur le principe d’applications itérées juqu’à ce
qu’un critère d’arrêt soit satisfait, elles ont été inventées par le biologiste Aris-
tid Lindenmayer pour modéliser le processus de développement de plantes. Ces
plantes modélisées peuvent être des fleurs, par exemple la figure 1.8(a) extraite
de [Prusinkiewicz 1993], ou des arbres, par exemple les sapins de la figure 1.8(b)
extraite de [Měch 1996].
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(a) Croissance d’un campanule (b) Bosquet de sapins
Figure 1.8 – Modélisation de plantes par des L-systèmes
Les L-systèmes, au delà de l’aspect arborescent des plantes, peuvent modéliser
d’autres phénomènes complexes. Le premier d’entre eux est l’évolution même de la
plante modélisée comme l’illustre la figure 1.8(a) qui représente la croissance d’une
même fleur. Un autre phénomène modélisé peut être l’environnement autour de la
plante comme l’illustre la figure 1.8(b) sur laquelle la taille d’un arbre dépend de la
quantité de lumière reçue.
(a) Structure du bois (b) Structure d’une feuille
Figure 1.9 – Modélisation de plantes par des L-systèmes à base topologique
Remarquons également que les L-systèmes sont déjà utilisés dans le cadre de
la modélisation à base topologique par Olivier Terraz [Terraz 2009, Peyrat 2008].
Le langage mis au point s’intéresse cette fois-ci aux transformations successives
de la structure topologique de l’objet. Par exemple, sur la figure 1.9(a) extraite
de [Terraz 2009], la structure interne du bois est modélisée par construction succes-
sives des volumes formant les différentes couches concentriques associées aux saisons
passées de l’abre. De façon similaire, sur la figure 1.9(b) extraite de [Peyrat 2008],
les faces composant une feuille sont générées successivement et déformées en prenant
en compte l’âge de la feuille.
Nous donnons sur la figure 1.10 deux règles issues de ce langage. On remarque
que des étiquettes décorent les faces et les arêtes. Ce sont ces étiquettes qui sont à
la base du langage des L-systèmes. Par exemple, la règle de la figure 1.10(a) réalise
9(a) Règle de croissance (b) Règle de collage
Figure 1.10 – Règle de modélisation L-systèmes à base topologique
la croissance d’une nouvelle face le long d’une arête étiquetée E. De la même façon,
la règle de la figure 1.10(b) colle deux faces le long d’arêtes étiquetées C1 et C2.
Les L-systèmes permettent ainsi de construire les objets par applications suc-
cessives d’un jeu de règles. La nature des objets modélisables dépend ensuite du
jeu de règles choisi. En général, les L-systèmes utilisent un nombre restreint de
règles dédiées à l’application. Les règles peuvent ainsi être choisies de haut niveau,
éloignées de la manipulation directe de la structure topologique ou du plongement
géométrique, comme les deux règles de la figure 1.10. Par conséquence, chaque règle
est implantée de manière indépendante, ce qui explique le choix d’un nombre
limité de règles. Dans l’optique de développer un modeleur facilement extensible,
nous cherchons au contraire à avoir un nombre d’opérations étendu, dont l’implan-
tation n’est pas à faire au cas par cas.
Pour cela, nous suivons dans ce manuscrit une nouvelle voie initiée par Ma-
thieu Poudret [Poudret 2008, Poudret 2009] utilisant les transformations de
graphes. En particulier, cette approche consiste dans le cadre de transformations
bio-chimiques à définir des transformations de la structure topologique des objets.
Par comparaison avec les L-systèmes, les règles de transformation de graphes sont un
langage de bas niveau, où nous manipulons directement la structure topologique et
les plongements. Ainsi elles permettent ainsi de définir toutes sortes d’opérations
sur toute sorte de plongement. Qui plus est, le langage étant suffisamment restreint,
leur application ainsi que la vérification de leur cohérence peuvent être implantées
de manière automatisée.
Les transformations de graphes sont une extension des grammaires de transfor-
mation précédentes au contexte de graphe. L’enjeu est ici de modifier une partie
d’un graphe en accord avec la donnée d’une règle. Formellement, une règle de trans-
formation de graphe L → R est la donnée de L, le motif de graphe filtré, et R, le
motif de graphe transformé. Une telle règle est appliquée à un objet en filtrant la
partie du graphe de l’objet correspondant au motif L pour qu’elle soit transformée
en la remplaçant par le motif R.
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En pratique, ces transformations sont plus complexes qu’il n’y paraît et sou-
lèvent plusieurs problèmes comme le raccordement du motif transformé au reste du
graphe. C’est pour cela que plusieurs approches existent, les plus communes étant
les approches algébriques [Corradini 2002, Ehrig 2006] que nous présenterons et uti-
liserons dans ce manuscrit. Signalons qu’elle n’ont pour l’instant pas d’application
en modélisation, leur utilisation reste principalement cantonnée aux outils de véri-
fication et de restructuration de programmes [Hoffmann 2006, Pérez 2010]. Or, la
plupart des structures topologiques peuvent être représentées sous forme de graphes,
ce qui fait de la modélisation géométrique une application de choix.
saccules
vésicules
p
r
o
t
é
i
n
e
s
(a) Appareil de Golgi (b) Simulation d’une hypo-
thèse de fonctionnement
Figure 1.11 – Simulation de l’appareil de Golgi par transformation de graphes
C’est ce que Mathieu Proudret réalise en utilisant les transformation de graphes
pour définir les opérations topologiques [Poudret 2008, Poudret 2009]. Encore une
fois, ces travaux ont été motivés par la biologie [Poudret 2007] avec la simulation
d’un organite des cellules biologiques, l’appareil de Golgi. Ce dernier, représenté sur
la figure 1.11(a) fonctionne de la façon suivante : des protéines provenant du noyau
de la cellule doivent traverser l’appareil de Golgi, en subissant une transformation
bio-chimique, pour ensuite être excrétées. Pour cela, les protéines sont amenées à
traverser une à une les saccules, le passage d’un saccule à l’autre étant sujet à
hypothèses : soit les saccules sont interconnectées par des tuyaux, soit des vésicules
assurent la transmission des protéines.
L’objectif de ce travail était de simuler ces hypothèses, et plus particulièrement
de simuler les transformations topologiques sous-jacentes. Pour cela, un langage
basé sur les transformations de graphes a été introduit [Poudret 2008] pour définir
les transformations topologiques de l’appareil de Golgi représenté par sa structure
topologique. Ce langage permet par exemple de définir les opérations d’excrétion ou
de fusion d’une vésicule avec un saccule. Une simulation illustrée sur la figure 1.11(b)
basée sur l’application de ces règles a été mise en place pour tester les différentes
hypothèses. Mais ce langage s’est également révélé adapté [Poudret 2010] à la défini-
tion des opérations topologiques classiques en modélisation comme la triangulation
ou le chanfreinage, et c’est la raison pour laquelle ces travaux sont à la base de ceux
présentés dans ce manuscrit.
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Organisation du manuscrit
Ainsi, le langage dédié à la modélisation géométrique proposé dans ce travail
étend aux opérations géométriques le langage topologique défini par Mathieu Pou-
dret. Pour cela, nous commençons dans la chapitre 2 par rappeler les travaux de ce
dernier et les principes qu’ils mettent en jeu. Nous présentons d’abord les règles de
transformation de graphes, puis les ajouts faits à ces dernières pour définir des règles
génériques, indépendantes du contexte d’application. Nous montrons ensuite com-
ment Mathieu Poudret, à partir d’une définition des objets sous forme de graphe,
définit un langage de règles adaptées aux opérations de modélisation topologiques,
et sous quelles conditions ces règles préservent la cohérence topologique.
Nous proposons dans le chapitre 3 le pendant géométrique avec un nouveau lan-
gage dédié aux opérations géométriques. Pour cela, nous commençons par définir
formellement la représentation sous forme de graphe d’une structure topologique
plongée. Nous définissons ensuite notre propre langage de règles dédiées aux trans-
formations du plongement pour les opérations de modélisation géométrique. De la
même façon que pour le langage topologique, nous montrons sous quelles conditions
les règles obtenues préservent la cohérence du plongement.
Le chapitre 4 fait le lien avec le langage topologique. Pour cela, nous introduisons
un nouveau type de graphes qui permet à la fois les transformations de la topologie
et celles du plongement. Ce nouveau type de graphe permet également de définir
des structures topologiques avec plusieurs plongements et leurs transformations. En
effet, comme nous l’avons évoqué au début de cette introduction, il est courant
qu’un objet ait en plus d’un plongement géométrique définissant sa forme, d’autres
plongements comme sa couleur, sa densité, etc. Le langage de règle obtenu est comme
précédemment tenu de préserver la cohérence des objets modélisés.
Dans le chapitre 5, nous donnons d’autres éléments du langage final qui per-
mettent l’utilisation des règles en modélisation interactive. Ces éléments regroupent
une méthode d’instanciation des règles, des préconditions sur l’application des règles,
et enfin une notation simplifiée des règles.
Enfin, dans le chapitre 6, nous présentons un prototype de modeleur générique
développé selon l’approche proposée sur la figure 1.7(b). Ce modeleur implémente et
valide tous les éléments présentés dans ce manuscrit. Ceci nous permet de conclure
finalement sur les performances du langage et du prototype et leurs perspectives
d’évolutions respectives.

Chapitre 2
Transformation de graphes topologiques
Dans ce document, nous proposons d’utiliser les transformations de graphes pour
définir les opérations dans le cadre de la modélisation géométrique. Pour cela, nous
rappelons dans ce chapitre le cadre théorique des transformations de graphes et
les travaux antécédents de Mathieu Poudret sur la transformation de structures
topologiques [Poudret 2007, Poudret 2008, Poudret 2009, Poudret 2010].
• Nous redonnons d’abord dans la section 2.1 les notions associées aux transfor-
mations de graphes : graphes, graphes étiquetés, règles de transformation, etc.
• Puis, dans la section 2.2, nous donnons les propriétés du modèle topologique
utilisé, plus particulièrement sa représentation sous forme de graphe.
• Enfin, nous présentons dans la section 2.3 le langage introduit par Mathieu
Poudret. Ce langage est basé sur les transformations de graphes et permet de définir
les opérations classiques de manipulation des structures topologiques.
2.1 Graphes et transformation de graphes
Nous rappelons dans cette section les notions issues de la théorie des catégo-
ries [Mac Lane 1998] utilisée pour les transformations de graphes. Premièrement,
nous redonnons la catégorie des graphes utilisée dans ce manuscrit. Nous pré-
sentons à partir de ces notions, l’approche des transformations de graphes rete-
nue [Ehrig 2006]. Dans la seconde moitié de cette section, nous nous intéressons au
cas particulier des graphes étiquetés que nous utiliserons pour coder les structures
topologiques. Pour cela, nous présentons le cadre proposé par [Habel 2002], c’est-à-
dire la définition des graphes étiquetés ainsi que celle de leurs transformations. Nous
présentons enfin les variables ajoutées à ces transformations [Hoffmann 2005] pour
définir des transformations génériques.
(a) Objet (b) Structure topologique (c) Structure topologique plongée
Figure 2.1 – Représentation d’une maison par une structure topologique plongée
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2.1.1 Catégorie des graphes
Quel que soit le modèle choisi, une structure topologique peut être représentée
par un graphe, c’est-à-dire un ensemble d’entités connectées entre elles par des liens.
Reprenons sur la figure 2.1 l’exemple donné dans l’introduction. Remarquons que
la structure topologique de la figure 2.1(b) et la structure topologique plongée de
la figure 2.1(c) où les flèches représentent des liens sont toutes deux des graphes.
La théorie des catégories fournit un cadre pour l’étude de tels graphes et de leurs
transformations. Nous commençons ainsi par définir la catégorie des graphes.
[Mac Lane 1998] donne la définition suivante d’une catégorie :
Définition 1 (Catégorie) Une catégorie C=(O,M, ◦, id) est définie par :
– une classe O d’objets ;
– pour toute paire d’objets A,B ∈ O, un ensemble M(A,B) de morphismes.
Un élément f deM(A,B) est noté f : A→ B ;
– pour tous objets A,B,C ∈ O, une opération de composition ◦(A,B,C) :
M(B,C)×M(A,B)→M(A,C) ;
– pour tout objet A ∈ O, un morphisme identité idA ∈M(A,A)
tels que les propriétés suivantes soient satisfaites :
– associativité : pour tous objets A,B,C,D ∈ O et pour tout triplet de mor-
phismes f : A→ B, g : B → C et h : C → D, on a (h ◦ g) ◦ f = h ◦ (g ◦ f) ;
– identité : pour tous objets A,B ∈ O et pour tout morphisme f : A → B, on
a f ◦ idA = f et idB ◦ f = f .
Nous nous intéressons maintenant à la catégorie des graphes. La classe O des
objets est ici celle des graphes. Leur définition est la suivante :
Définition 2 (Graphe) Un graphe G=(V,E, s, t) est défini par :
– un ensemble V de nœuds ;
– un ensemble E d’arcs ;
– deux fonctions source s : E → V et cible t : E → V qui lient les arcs aux
nœuds. Soit l’arc e ∈ E, on dit que s(e) et t(e) sont respectivement le nœud
source et le nœud cible de e.
Par exemple, le graphe G de la figure 2.2(a) est défini par :
– V ={a, b, c, d} ;
– E={e1, e2, e3, e4, e5, e6, e7} ;
– s(e1) = a, s(e2) = a, s(e3) = a, s(e4) = b, s(e5) = c, s(e6) = c, s(e7) = d ;
– t(e1) = a, t(e2) = b, t(e3) = d, t(e4) = a, t(e5) = a, t(e6) = c, t(e7) = c.
On appelle boucle tout arc arc e ∈ E tel que sa source et sa cible sont confondus,
i. e. tel que s(e) = t(e). Par exemple, les arcs e1 et e6 du graphe G sur la figure 2.2(a)
sont des boucles. Pour tout arc e ∈ E, on appelle arc inverse de e un arc e′ tel que
la source et la cible de e′ sont respectivement la cible et la source de e, i. e. tel que
s(e′) = t(e) et t(e′) = s(e). Par exemple, l’arc e4 du graphe G de la figure 2.2(a) est
inverse de l’arc e2 et réciproquement.
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a
b
c
d
(G)
e4
e1
e2
e3
e5 e7
e6
(a) Graphe
a
b
(G')
e1
e4 e2
(b) Graphe non-orienté
a
b
(G')
(c) Représentation non-orientée
Figure 2.2 – Graphes
On dit d’un graphe G qu’il est non orienté si et seulement si tout arc de G
admet un arc inverse. Par exemple, le graphe G′ de la figure 2.2(b) est non-orienté
car l’arc e2 est l’inverse de l’arc e4 et l’arc e1 est son propre inverse. Un graphe non-
orienté est usuellement représenté sans flèche à la manière du graphe G′ représenté
à nouveau sur la figure 2.2(c).
On appelle chemin dans G une séquence d’arcs de G e1e2...ek telle que pour
tout entier i tel que 1 ≤ i < k, t(ei) = s(ei+1). On dit que ce chemin e1e2...ek a pour
source le nœud s(e1) et pour cible le nœud t(ek). Par exemple, dans le graphe G de
la figure 2.2(a), e4e1e3e7 est un chemin de source b et de cible c. Un chemin dont la
cible et la source son confondus est appelé cycle. Par exemple, dans le graphe G de
la figure 2.2(a), le chemin e1e3e7e5 est un cycle.
a
b
c
d
(G)
a
b
(G')
e4
e1
e2
e3
e5 e7
e6
e1
e4 e2
(a) Morphisme d’inclusion
a
b
c
d
(G)
e4
e1
e2
e3
e5 e7
e6
a d
(H)
e1
e3
e2 ce5 e7
e6
(b) Morphisme avec repliement
Figure 2.3 – Morphismes de graphes
Le deuxième élément de la définition de la catégorie des graphes est ici celle
des morphismes, c’est à dire les relations entre les graphes. Intuitivement, un
morphisme f : G → H ou simplement noté G → H entre deux graphes G et H
associe respectivement des nœuds de H aux nœuds de G et des arcs de H aux arcs
de G. Par exemple, le morphisme de la figure 2.3(a) associe respectivement à chaque
nœud de G′ le même nœud de G et à chaque arc de G′ le même arc de G. Comme
tous les nœuds et tous les arcs de G′ sont conservés dans G, on parle de morphisme
d’inclusion et on dit que G′ est inclus dans G.
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Il est également possible que des éléments différents soit identifiés par le mor-
phisme qui leur associe la même image. Par exemple, le morphisme G → H de la
figure 2.3(b) identifie d’une part les nœuds a et b, i. e. f(a) = f(b) = a, et d’autre
part les arcs e2 et e4, i. e. f(e2) = f(e4) = e2. On parle alors de repliement.
Formellement, les morphismes de graphes sont définis de la façon suivante :
Définition 3 (Morphisme de graphes) Soient deux graphes G = (V,E, s, t) et
H=(V ′, E′, s′, t′).
Un morphisme de graphes f : G→ H est la donnée de deux fonctions totales
fV : V → V ′ et fE : E → E′ associant respectivement les nœuds et les arcs de G à
ceux de H telles que :
– fV ◦ s = s′ ◦ fE ;
– fV ◦ t = t′ ◦ fE.
Le morphisme f est généralement noté f : G→ H, ou plus simplement G→ H
lorsque son nom peut être omis.
Un morphisme f : G→ H est une inclusion de G dans H et noté G ↪→ H si
fV (v) = v pour tout nœud v de G et fE(e) = e pour tout arc e de G. On dit alors
que G est inclus dans H, ou que G est un sous-graphe de H. Lorsqu’une inclusion
f est surjective, c’est-à-dire que pour tout nœud v de H il existe au moins un nœud
v′ de G tel que fV (v′) = v, et respectivement pour tout arc e de H il existe au moins
un arc e′ de G tel que fE(e′) = e, f est alors le morphisme identité de G et H.
La composition g ◦ f de deux morphisme f : G→ H et g : H → F est définie
par les compositions de fonctions (g ◦ f)V = gV ◦ fV et (g ◦ f)E = gE ◦ fE.
a
b
(G')
e1
e4 e2
a d
(H)
e1
e3
e2 ce5 e7
e6
Figure 2.4 – Composition de morphismes
La figure 2.4 donne l’exemple du morphisme G′ → H obtenu par composition des
morphismes G′ → G et G→ H de la figure 2.3. Les graphes étant désormais munis
de l’opération de composition et du morphisme identité, il s’agit d’une catégorie au
sens de la définition 1.
Nous définissons maintenant la différence de deux graphes, notion nécessaire à
la définition des transformations de graphes. Intuitivement, la différence d’un graphe
G et d’un graphe H contient tous les nœuds et arcs de G qui ne sont pas inclus
dans H. En conséquent, il se peut que dans le résultat certains arcs se retrouvent
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(a) Graphe G
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(b) Graphe G′
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(G\G')
e5 e7
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(c) Différence G\G′
Figure 2.5 – Différence de deux graphes
démunis de nœud source ou cible, et donc que le résultat ne soit pas un graphe.
Par exemple, nous donnons sur la figure 2.5 les graphes G et G′ précédents ainsi
que leur différence G\G′. G\G′ ne contient ainsi aucun des nœuds et arcs de G′.
Remarquons cependant que l’arc conservé e5 n’a plus de cible et l’arc conservé e3
n’a plus de source, et donc G\G′ n’est pas un graphe.
Pour définir formellement la différence de deux graphes, nous modélisons les
fonctions source et cible par des fonctions partielles. Pour rappel, étant donné
deux ensembles X et Y , une fonction partielle f de X vers Y est une fonction totale
f : X ′ → Y où X ′ est un sous-ensemble de X. X ′ est appelé le domaine de f et
est noté Dom(f). Pour tout x ∈ X\Dom(f), on dit que f(x) est indéfini et on
note f(x) = ⊥. Par abus, nous utilisons la notation ⊥ : X → Y pour la fonction
totalement indéfinie telle que Dom(⊥) = ∅. La différence de deux graphes est alors
définie par :
Définition 4 (Différence de deux graphes) Soient deux graphes G=(V,E, s, t)
et H=(V ′, E′, s′, t′).
La différence de H et G, notée G\H, est définie par (V G\H , EG\H , sG\H , tG\H)
tels que :
– V G\H = V \V ′ ;
– EG\H = E\E′ ;
– sG\H : EG\H → V G\H est la fonction partielle telle que pour tout
arc e ∈ G\H, sG\H(e) est défini si et seulement si s(e) ∈ V G\H ,
et dans ce cas sG\H(e) = s(e) ;
– tG\H : EG\H → V G\H est la fonction partielle telle que pour tout
arc e ∈ G\H, tG\H(e) est défini si et seulement si t(e) ∈ V G\H ,
et dans ce cas tG\H(e) = t(e) ;
Munis de la définition de la catégorie et de la différence de deux graphes, nous
définissons maintenant les transformations de graphes.
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2.1.2 Transformations de graphes
Plusieurs approches existent pour définir les transformations de
graphes [Lowe 1991, Bauderon 1995]. Nous ne les présentons pas ici car nous
adoptons de fait le choix effectué par Mathieu Poudret. Nous nous inscrivons
dans l’optique des transformations de graphes dite par double somme amalga-
mée [Habel 2001, Ehrig 2006] ouDPO pour double pushout, retenue principalement
pour leur plus grande diffusion. Dans l’approche DPO, une règle est la donnée d’un
triplet L ←↩ K ↪→ R. Intuitivement, L est le motif filtré de l’objet qu’on cherche à
transformer, R est la donnée du motif transformé, et K est l’interface de la règle
qui définit comment accrocher le motif transformé au reste du graphe.
(a) Transformation (b) Règle
Figure 2.6 – Remplacement d’une porte par une fenêtre
Reprenons l’exemple précédent de la maison sur la figure 2.6. Nous voulons ici
remplacer la porte du mur de devant par une fenêtre comme l’illustre la figure 2.6(a).
Nous donnons une règle de cette opération sous la forme L ←↩ K ↪→ R sur la fi-
gure 2.6(a). Intuitivement, la partie gauche est le mur et la porte qu’on veut trans-
former et la partie droite est le mur où la porte a été remplacée par une fenêtre.
L’interface est ainsi la partie de l’objet qui permet de rattacher le motif au reste de
l’objet, dans le cas présent le mur qui permet de reconstituer la maison.
a
b
c
(L)
e4 e2
e6
a
c
(R)
e8
a
c
(K)
Figure 2.7 – Une règle
Nous donnons un exemple de règle sur la figure 2.7 qui s’appuie sur la définition
des graphes et de leurs morphismes. Cette règle L←↩ K ↪→ R filtre dans L un couple
de nœud (a, b) connectés par deux arcs inverses l’un de l’autre, et un deuxième nœud
c avec une boucle. Dans R, le motif est transformé de la façon suivante : le nœud
b est supprimé ainsi que tous les arcs, i. e. les deux arcs inverses et la boucle ; un
nouvel arc est ajouté entre les nœuds a et c restants. L’interface K contient ce qui
est préservé par la règle, en l’occurrence les nœuds a et c. Lors de l’application de
la règle, ils permettront de relier les motifs filtrés et réécrits au reste du graphe.
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Définition 5 (Règle) Une règle de transformation de graphes r :L←↩K ↪→R
est la donnée de deux morphismes d’inclusion de graphe K ↪→ L et K ↪→ R.
Notons que le morphisme K → R est ici choisi comme une inclusion pour inter-
dire les repliements de graphes dans les transformations.
Dans l’approche DPO retenue, une règle transforme un graphe à l’aide d’une
double somme amalgamée, comme son nom l’indique. Ce mode de transformation
de graphe fait intervenir la notion de diagramme commutatif, formé par une
combinaison de morphismes entre plusieurs graphes. Nous donnons ici la définition
de ces diagrammes, conformément à la théorie des catégories [Mac Lane 1998] :
Définition 6 (Diagrammes commutatifs) Soit le diagramme de morphismes de
graphes suivant :
A
g

f
// B
g′

C
f ′ // D
Ce diagramme est :
– un diagramme commutatif si g′ ◦ f = f ′ ◦ g ;
– une somme amalgamée (pushout) est un diagramme
commutatif tel que pour tout graphe X et pour tout couple
de morphismes h : B → X et k : C → X tels que
k ◦ g = h ◦ f , il existe un unique morphisme x : D → X
tel que x ◦ g′ = h et x ◦ f ′ = k ; lorsque les morphismes
f et g′ sont les données de cette construction au lieu de f
et g, i. e. on cherche à construire C au lieu de D, on parle
alors de complément de somme amalgamée.
A
g

f
// B
g′

h

C
f ′ //
k ++
D
x
  
X
– un produit fibré (pullback) est un diagramme commuatif
tel que pour tout graphe X et pour tout couple de mor-
phismes h : X → B et k : X → C tels que f ′ ◦k = g′ ◦h, il
existe un unique morphisme x : X → A tel que f ◦ x = h
et g ◦ x = k ;
X
k

x
  
h
##
A
g

f
// B
g′

C
f ′ // D
– une somme amalgamée naturelle est à la fois une
somme amalgamée et un produit fibré.
Ainsi la transformation d’un graphe selon une règle se fait par une double somme
amalgamée. Nous donnons sur la figure 2.8 l’exemple de l’application de la règle
précédente au graphe G de la figure 2.2(a). Ce qui détermine cette application est,
en dehors de la règle elle-même, le choix du morphisme m : L → G qui indique où
la règle est appliquée dans le graphe initial G. Ici, m est le morphisme d’inclusion
qui existe entre L et G. Ce morphisme est appelé le morphisme de filtrage.
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Figure 2.8 – Une transformation directe
Sur la figure, les deux diagrammes commutatifs formés respectivement de L, K,
G, D et de K, R, D, H sont les deux sommes amalgamées de la transformation.
Le graphe H est le résultat de cette transformation. Remarquons que les transfor-
mations de la règle, c’est-à-dire la suppression de b et des arcs, ainsi que l’ajout
du nouvel arc e8, ont été propagés dans H. Cette transformation est appelée la
transformation directe G r,m⇒ H et est définie de la façon suivante :
Définition 7 (Transformation directe) Soit r : L ←↩ K ↪→ R une règle de
transformation de graphes et m : L→ G un morphisme injectif appelé morphisme
de filtrage.
Une transformation directe G r,m⇒ H de G en un graphe H est la donnée de
la double somme amalgamée suivante :
L oo ? _
m (1)

K 
 //
(2)

R

G oo ? _D 
 // H
On dit que la règle r transforme G en H si une telle double somme amalgamée existe.
Notons que nous imposons ici que le morphisme de filtrage soit injectif car nous
ne considérons que les transformations sans repliement du motif filtré. De plus, la
définition précise « si une telle double somme amalgamée existe ». Il est en effet
possible qu’à partir d’une règle et d’un morphisme de filtrage, il soit impossible de
construire la transformation.
Nous reprenons l’exemple précédent de la figure 2.8, mais cette fois-ci nous chan-
geons le morphisme de filtrage de manière à supprimer le nœud a. Pour simplifier,
sur la figure 2.9, au lieu de considérer un morphisme avec renommage, nous avons
inversé les nœuds a et b dans G et conservé une inclusion pour le morphisme de fil-
trage m′. Si nous essayons de construire la partie de la transformation encadrée, une
fois le nœud supprimé, les arcs e1, e3 et e5 en rouge sur la figure sont incohérents.
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Figure 2.9 – Une transformation impossible
Pour cette raison, la transformation par double somme amalgamée est soumise à
la condition suivante : aucun nœud supprimé par la règle ne doit être incident dans
G à un arc non filtré par la règle. Dans l’exemple de la figure 2.9, les arcs e1, e3 et
e5 sont incidents à b mais ne sont pas filtrés. Cette condition est appelée condition
d’arcs pendants, ou dangling condition en anglais.
Théorème 1 (Existence de la transformation directe) Soit r : L ←↩ K ↪→ R
une règle de transformation de graphes et m : L→ G un morphisme de filtrage.
La transformation directe G r,m⇒ H existe et est unique à isomorphisme près
si la condition d’arcs pendants suivante est respectée : aucun nœud de m(L\K)
n’est source ou cible d’un arc non filtré de G\m(L).
La preuve de ce théorème peut être consultée dans [Ehrig 2006].
Le cadre général des graphes et des transformations de graphes donné, nous nous
intéressons maintenant à l’étiquetage des graphes. Ces étiquettes, ajoutés aux nœuds
et aux arcs, vont permettre d’annoter les objets représentés avec des informations
utiles pour décrire la structure topologique ou les plongements.
2.1.3 Les graphes étiquetés
Reprenons à nouveau sur la figure 2.10 l’exemple de pseudo structure topologique
donné dans l’introduction. La structure topologique plongée de la figure 2.10(b) est
simplifiée en intégrant le code couleur indiquant la nature des faces, c’est-à-dire clair
pour un pan de toit et foncé pour un mur. Intuitivement, ce code couleur se traduit
par des étiquettes de nœuds sur le graphe représentant la structure plongée de la
figure 2.10(c). Un nœud représentant un pan de toit est étiqueté par la lettre T et
un nœud représentant un mur est étiqueté par un M . De la même façon, les nœuds
qui représentent des ouvertures sont distingués par la lettre P pour une porte et la
lettre F pour un fenêtre.
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(a) Objet (b) Structure topologique plongée (c) Graphe étiqueté
Figure 2.10 – Représentation d’une maison par un graphe étiqueté
Remarquons enfin que les relations sont également distinguées par des étiquettes
d’arcs. Un arc étiqueté par la lettre C signifie « est collé avec » et un arc étiqueté
par la lettre O signifie « a une ouverture ». Remarquons que même en l’absence
de plongement, il est souvent nécessaire d’étiqueter le graphe avec des informations
de nature topologique. En effet, l’exemple donné fait uniquement intervenir des
faces. Si une structure topologique est composée de cellules de natures topologiques
différentes, par exemple à la fois de volumes et de faces, des d’étiquettes sont alors
nécessaires pour définir cette structure.
Nous définissons ici la catégorie des graphes étiquetés et leurs transformations.
Définition 8 (Graphe totalement étiqueté) Soient CV et CE respectivement un
ensemble d’étiquettes de nœuds et un ensemble d’étiquettes d’arcs.
Un graphe G=(V,E, s, t, lV , lE) étiqueté sur (CV , CE) est défini par :
– un ensemble V de nœuds ;
– un ensemble E d’arcs ;
– deux fonctions totales source s : E → V et cible t : E → V qui lient les arcs
aux nœuds ;
– deux fonctions d’étiquetage totales lV : V → CV et lE : E → CE étiquetant
respectivement les nœuds et les arcs. On dit qu’un nœud v de V est étiqueté
par lV (v), et de manière analogue qu’un arc e de E est étiqueté par lE(e).
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(b) Graphe étiqueté
Figure 2.11 – Étiquetage d’un graphe
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Nous donnons une version étiquetée du graphe G utilisé précédemment sur la
figure 2.11. Il est défini dans la catégorie des graphes étiquetés sur ({1, 2, 3}, {i, j, k})
par :
– V ={a, b, c, d} ;
– E={e1, e2, e3, e4, e5, e6, e7} ;
– s(e1) = a, s(e2) = a, s(e3) = a, s(e4) = b, s(e5) = c, s(e6) = c, s(e7) = d ;
– t(e1) = a, t(e2) = b, t(e3) = d, t(e4) = a, t(e5) = a, t(e6) = c, t(e7) = c ;
– lV (a) = 1, lV (b) = 2, lV (c) = 3, lV (d) = 2 ;
– lE(e1) = i, lE(e2) = k, lE(e3) = j, lE(e4) = k, lE(e5) = i, lE(e6) = j,
lE(e7) = k.
Remarquons que pour les graphes étiquetés, en l’absence d’ambiguïté, nous ne
notons pas explicitement les noms des arcs sur les figures, et que nous nous référons
aux arcs par leurs étiquettes et leurs nœuds source et cible 1. Par exemple, sur la
figure 2.11(b), nous désignerons l’arc e3 par l’arc j-étiqueté entre a et d.
La notion de boucle reste identique pour les graphes étiquetés. Comme précé-
demment, en l’absence d’ambiguïté, nous désignerons l’arc e1 de la figure 2.11(b)
par la boucle i-étiquetée sur a.
La notion d’arc inverse est elle étendue aux étiquettes : un arc e′ est inverse
d’un arc e si la source et la cible de e′ sont respectivement la cible et la source de e
- i. e. tel que s(e′) = t(e) et t(e′) = s(e), et que e et e′ ont même étiquette - i. e.
tel que lE(e′) = lE(e). Les arcs e2 et e4 de la figure 2.11(b) sont inverses car ils sont
tous deux étiquetés par k.
Les notions de chemin et de cycle sont également étendues : on dit qu’un chemin
ou un cycle e1e2...ek est étiqueté par le mot lE(e1)lE(e2)...lE(ek). Par exemple, le
chemin e4e1e3e7 et le cycle e1e3e7e5 de la figure 2.11(b) sont respectivement étiquetés
par kijk et ijki.
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Figure 2.12 – Morphisme de graphe étiqueté
La définition des morphismes est également étendue aux étiquettes pour les
graphes étiquetés. Intuitivement, les morphismes doivent préserver l’étiquetage des
nœuds et des arcs. Par exemple, si nous prenons une version étiquetée du morphisme
d’inclusion G′ → G sur la figure 2.12(a), remarquons que les étiquettes des nœuds
et des arcs de G′ sont identiques dans G.
1. En pratique, les informations source, cible et étiquette suffisent à distinguer deux arcs
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Il est aussi toujours possible de faire des repliements, à condition que les éléments
repliés aient la même étiquette. Par exemple, si nous essayons de construire la version
étiquetée du morphisme G → H précédent sur la figure 2.12(b), les arcs e2 et e4
peuvent toujours être repliés car ils ont la même étiquette k dans G. Cependant, les
nœuds a et b n’ont pas la même étiquettes dans G, et il n’est ainsi pas possible de
leur associer une unique étiquette dans H.
Formellement, la préservation de l’étiquetage est définie de la façon suivante :
Définition 9 (Morphisme de graphes étiquetés) Soient G=(V,E, s, t, lV , lE)
et H=(V ′, E′, s′, t′, l′V , l
′
E) deux graphes étiquetés sur (CV , CE).
Un morphisme de graphes totalement étiquetés f : G → H est la donnée
de deux fonctions fV : V → V ′ et fE : E → E′ telles que :
– fV ◦ s = s′ ◦ fE ;
– fV ◦ t = t′ ◦ fE ;
– pour tout nœud v ∈ V , l′V (fV (v)) = lV (v) ;
– pour tout arc e ∈ E, l′E(fE(e)) = lE(e).
Remarquons que la définition d’un morphisme d’inclusion reste la même :
un morphisme f : G → H est une inclusion de G dans H si fV (v) = v pour tout
nœud v de G et fE(e) = e pour tout arc e de G, et telle que les étiquettes sont
préservées par définition des morphismes. Par extension, la notion de sous-graphe
reste également valable.
Nous introduisons ici la définition de sous-graphes particuliers appelés sous-
graphes générés, utiles pour la manipulation des structures topologiques. Intuiti-
vement, un sous-graphe généré par un nœud v d’un graphe G étiqueté sur (CV , CE) et
par un ensemble d’étiquettes d’arc C′E ⊂ CE est le plus grand sous-graphe contenant
a et tout nœud v′ de G tel qu’on peut atteindre v′ depuis v en utilisant uniquement
des arcs étiquetés sur C′E , ainsi que les arcs eux-mêmes. Ainsi, si C′E = CE et si G
est connexe, le sous-graphe généré est le graphe G complet.
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Figure 2.13 – Sous-graphes de G générés
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Par exemple, sur la figure 2.13(a), le sous-graphe Ga,ijk généré par a et {i, j, k}
à partir du graphe G de la figure 2.11(b) est le graphe complet. Sur la figure 2.13(b),
le sous-graphe Ga,ij généré par a et {i, j} ne contient que les nœuds a et c car c est
le seul nœud atteignable par depuis a en utilisant des arcs étiquetés par les lettres
i ou j. De la même façon, sur la figure 2.13(c), le sous-graphe Ga,ik généré par a
et {i, k} se limite aux nœuds a et b. Remarquons enfin que sur la figure 2.13(c),
le sous-graphe par Ga,jk généré par a et {j, k} contient presque entièrement G à
l’exception des arcs étiquetés par la lettre i.
Nous donnons la définition suivante d’un sous-graphe généré :
Définition 10 (Sous-graphe généré) Soient G=(V,E, s, t, lV , lE) un graphe éti-
queté sur (CV , CE), v un nœud de G, et C′E ⊂ CE un ensemble d’étiquettes d’arcs.
Le sous-graphe de G généré par v et C′E est le plus grand sous-graphe
G′=(V ′, E′, s′, t′, l′V , l
′
E) de G étiqueté sur (CV , C′E) inclus dans G tel que :
– v est un nœud de G′ ;
– pour tout nœud v′ de G′, il existe dans G′ un chemin de source v et de cible v′
et étiqueté dans C′E.
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Figure 2.14 – Sous-graphe de G générés à partir d’un motif
Par extension, nous définissons également le sous-graphe généré par un mo-
tif. Intuitivement, il s’agit de générer un graphe en utilisant uniquement les arcs
étiquetés sur un ensemble restreint d’étiquettes, mais en partant cette fois-ci d’un
graphe et non d’un nœud. Par exemple, les sous-graphes GH,j et GH,jk des fi-
gures 2.14(b) et 2.14(c) sont générés à partir du motif G′ de la figure 2.14(a) et
des ensembles d’étiquettes respectifs {j} et {j, k}.
Notons qu’à la différence d’un sous-graphe généré à partir d’un nœud, un sous-
graphe généré à partir d’un motif peut contenir des arcs étiquetés sur autre chose
que l’ensemble d’étiquettes donné. Par exemple, GH,j et GH,jk contiennent tout
deux un arc étiqueté par i bien que cette étiquette n’appartienne pas aux ensembles
donnés. L’arc étiqueté par i provient du motif de départ H.
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Définition 11 (Sous-graphe généré par un motif) Soient G=(V,E, s, t, lV , lE)
un graphe étiqueté sur (CV , CE), H un sous-graphe de G et C′E ⊂ CE un ensemble
d’étiquettes d’arcs.
Le sous-graphe de G généré par H et C′E est le plus grand sous-graphe
G′=(V ′, E′, s′, t′, l′V , l
′
E) de G étiqueté sur (CV , CE) inclus dans G tel que :
– H est inclus dans G′ ;
– pour tout nœud v′ de G′, il existe dans G′ un chemin de source un nœud v de
H et de cible v′ et étiqueté dans C′E.
Abordons maintenant les transformations de graphes étiquetés. Les morphismes
des graphes étiquetés étant définis, les définitions 6, 5 et 7 des diagrammes commu-
tatifs, des règles et de la transformation directe restent valables pour les graphes éti-
quetés. Pour un complément d’information, le lecteur peut se référer à [Ehrig 2006].
Cependant, il convient pour chaque transformation de préciser dans quelle catégorie
de graphes étiquetés elle se situe.
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Figure 2.15 – Une transformation directe étiquetée
Par exemple, nous donnons sur la figure 2.15 une version étiquetée de la transfor-
mation précédente de la figure 2.8. Cette transformation se place dans la catégorie
des graphes étiquetés sur ({1, 2, 3}, {i, j, k}). La règle filtre désormais un couple de
nœuds étiquetés par 1 et 2, connectés par deux arcs inverses étiquetés par k, ainsi
qu’un nœud étiqueté par 3 avec une boucle étiquetée par j. Remarquons que le
morphisme de filtrage m assure donc également le filtrage des étiquettes.
En pratique, cette transformation supprime le nœud étiqueté par 2, les deux arcs
inverses ainsi que la boucle, et ajoute un arc étiqueté par k entre les deux nœuds
restants. Notons que son existence est toujours contrainte par la condition d’arcs
pendants du théorème 1, c’est-à-dire qu’aucun nœud supprimé par la règle n’est
incident dans G à un arc non filtré par la règle.
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2.1.4 Le renommage d’étiquettes
Les transformations de graphe étiquetés permettent a priori de décrire tout trans-
formation d’une structure topologique plongée. Cependant, nous allons voir que sous
leur forme simple, elle ne sont pas pour autant adaptées à la modélisation.
(a) Objet (b) Intuition de l’opération
(c) Règle
Figure 2.16 – Changement de la couleur d’un mur
Reprenons à nouveau l’exemple de la maison sur la figure 2.16. Nous considé-
rons maintenant uniquement les différentes faces de la maison avec leurs couleurs.
La partie gauche de la figure 2.16(c) donne le graphe de la maison, où les nœuds
représentant les différentes faces sont toujours connectés entre eux selon leur adja-
cence, mais ces nœuds sont désormais étiquetés par la lettre G pour une face grise et
la lettre B pour une face brune. Nous cherchons ici à définir une règle pour peindre
la couleur de la façade en jaune, selon l’intuition donnée sur la figure 2.16(b).
Nous définissons la règle de graphes étiquetés pour cette opération sur la fi-
gure 2.16(c). Cette règle pose un problème fondamental : nous sommes obligés de
supprimer le nœud original c de la face, ainsi que tout les arcs adjacents, pour ajouter
à sa place un nouveau nœud e étiqueté par la couleur jaune, c’est-à-dire la lettre J .
La structure topologique est ainsi détruite et reconstruite. On peut prendre l’image
d’un ouvrier du bâtiment qui détruit un mur avant de le repeindre. Plus concrète-
ment, cette reconstruction de la structure topologique impose de filtrer dans la règle
à la fois le nœud à modifier, mais également tous les nœuds voisins pour pouvoir
rétablir les connections. Il faut donc une règle pour chaque mur et chaque configu-
ration de voisinage. Il est ainsi nécessaire que les règles permettent de renommer
les étiquettes de nœuds et d’arcs sans altérer la structure sous-jacente.
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Figure 2.17 – Une règle avec étiquetage partiel
Pour permettre ce renommage d’étiquettes dans les transformation par double
somme amalgamée, [Habel 2002] propose d’utiliser la catégorie des graphes par-
tiellement étiquetés. Les objets modélisés sont toujours entièrement étiquetés
mais les règles sont pour leur part partiellement étiquetées.
Un exemple de règle partiellement étiquetée est représenté sur la figure 2.17. Si
on se réfère uniquement au motif filtré L et au motif transformé R, on constate
que les étiquettes des nœuds a et b sont inversées par la règle et que l’étiquette
de la boucle e6 passe de j à i. Pour cela, dans l’interface K, les nœuds a et b,
ainsi que l’arc e6 ne sont pas étiquetés. Ainsi les morphismes dans la catégorie des
graphes partiellement étiquetés K → L et K → R peuvent ajouter des étiquettes.
Remarquons que le nœud c n’est étiqueté dans aucun des trois graphe de la règle.
Ceci signifie que la règle filtre un nœud avec une boucle étiquetée par la lettre j,
quelle que soit l’étiquette de ce nœud. En pratique, c’est le morphisme de filtrage
qui lui associe une étiquette lors que l’application de la règle.
Nous définissons ici formellement les graphes et morphismes de cette catégorie.
Intuitivement, les graphes partiellement étiquetés sont définis avec des fonctions
partielles d’étiquetage lV et lE au lieu de fonctions totales.
Définition 12 (Graphe partiellement étiqueté) Soient CV et CE respective-
ment un ensemble d’étiquettes de nœuds et un ensemble d’étiquettes d’arcs.
Un graphe G=(V,E, s, t, lV , lE) partiellement étiqueté sur (CV , CE) est dé-
fini par :
– un ensemble V de nœuds ;
– un ensemble E d’arcs ;
– deux fonctions source s : E → V et cible t : E → V qui lient les arcs aux
nœuds ;
– deux fonctions partielles d’étiquetage lV : V → CV et lE : E → CE étique-
tant respectivement les nœuds et les arcs ; soit v un nœud de V , si lV (v) = ⊥
on dit que v n’est pas étiqueté, sinon on dit que v est étiqueté par lV (v) ; de
même, pour un arc e de E, si lE(e) = ⊥ on dit que e n’est pas étiqueté et
sinon qu’il est étiqueté par lE(e) ; enfin, si pour tout nœud v de V lV (v) 6= ⊥
et pour arc e de E lE(e) 6= ⊥, on dit que G est totalement étiqueté.
Nous notons G la structure de G, où G est le graphe partiellement étiqueté
défini par G=(V,E, s, t,⊥V ,⊥E) tel que pour tout nœud v de V ⊥V (v) = ⊥ et pour
tout arc e de E ⊥E(e) = ⊥.
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Figure 2.18 – Etiquetage partiel d’un graphe
Nous donnons une version partiellement étiquetée du graphe G utilisé précédem-
ment sur la figure 2.18(b). Il est défini dans la catégorie des graphes partiellement
étiquetés sur ({1, 2, 3}, {i, j, k}) par :
– V ={a, b, c, d, e, f} ;
– E={e1, e2, e3, e4, e5, e6, e7} ;
– s(e1) = a, s(e2) = a, s(e3) = a, s(e4) = b, s(e5) = c, s(e6) = c, s(e7) = d ;
– t(e1) = a, t(e2) = b, t(e3) = d, t(e4) = a, t(e5) = a, t(e6) = c, t(e7) = c ;
– lV (a) = 1, lV (b) = ⊥, lV (c) = 3, lV (d) = 2 ;
– lE(e1) = i, lE(e2) = k, lE(e3) = j, lE(e4) = k, lE(e5) = ⊥, lE(e6) = ⊥,
lE(e7) = ⊥.
Le graphe G n’est pas totalement étiqueté car le nœud b et les arcs adjacents
aux nœuds c et d ne sont pas étiquetés.
Passons maintenant à la définition desmorphismes partiellement étiquetés.
Comme nous l’avons mentionné, les morphismes de graphe partiellement étiquetés
permettent d’ajouter des étiquettes. Pour un morphisme G′ → G, un nœud non-
étiquété ou un arc non-étiqueté de G′ peut avoir une image étiquetée dans G.
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Figure 2.19 – Morphisme partiellement étiqueté
Par exemple, sur le morphisme G′ ↪→ G de la figure 2.19, le nœud a n’a pas
d’étiquette dans G′ mais est étiqueté par 1 dans G. En revanche, un morphisme
a toujours l’obligation de préserver les étiquettes définies. Ainsi, un élément qui
n’est pas étiqueté dans G, comme le nœud b sur la figure 2.19, est nécessairement
l’image d’un élément non-étiqueté de G′. La définition des morphismes partiellement
étiquetés est ainsi obtenue en relâchant l’égalité pour les étiquettes non-définies.
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Définition 13 (Morphisme de graphes partiellement étiquetés) Soient
deux graphes G = (V,E, s, t, lV , lE) et H = (V ′, E′, s′, t′, l′V , l
′
E) partiellement
étiquetés sur (CV , CE).
Un morphisme de graphes partiellement étiquetés f : G → H est la
donnée de deux fonctions fV : V → V ′ et fE : E → E′ telles que :
– fV ◦ s = s′ ◦ fE ;
– fV ◦ t = t′ ◦ fE ;
– pour tout nœud v ∈ VG, si lV (v) 6= ⊥ alors l′V (fV (v)) = lV (v) ;
– pour tout arc e ∈ EG, si lE(e) 6= ⊥ alors l′E(fE(e)) = lE(e).
La définition 6 des diagrammes commutatifs reste valable pour les graphes par-
tiellement étiquetés. Le lecteur peut se référer à [Habel 2002] pour la preuve de
leur existence dans cette catégorie. La définition des règle est à contrario modifiée.
En effet, les règles sont définies par des graphes partiellement étiquetés,
mais dans le but de transformer des graphes totalement étiquetés en des
graphes totalement étiquetés. Pour cela, une contrainte permet de garantir que
la transformation d’un graphe totalement étiqueté est un graphe totalement éti-
queté. Intuitivement, elle porte sur la préservation des étiquettes non-définies
dans le motif filtré de la règle.
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Figure 2.20 – Une transformation directe partiellement étiquetée
Par exemple, cette contrainte impose à la règle de la figure 2.17 et appliquée sur la
figure 2.20 que le nœud c soit à la fois non-étiqueté dans L, K et R. À l’application,
le morphisme de filtrage m : L → G associe l’étiquette 3 au nœud c. Comme c
n’a pas non plus d’étiquette dans K et R, les morphismes K → D et R → H lui
associent de façon cohérente la même étiquette 3. De plus, pour construire des objets
totalement étiquetés, la contrainte sur les règles interdit naturellement qu’une règle
ajoute des éléments non-étiquetés.
La définition de règles munies de cette contrainte d’étiquetage est la suivante :
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Définition 14 (Règle de transformation de graphes partiellement étiquetés)
Soient CV et CE respectivement un ensemble d’étiquettes de nœuds et un ensemble
d’étiquettes d’arcs.
Une règle de transformation de graphes r : L←↩ K ↪→ R dans la catégorie
des graphes partiellement étiquetés sur (CV , CE) est la donnée de deux morphismes
d’inclusion de graphe K ↪→ L et K ↪→ R tels que la propriété suivante est respectée :
tout élément non-étiqueté de L est un élément préservé de K et non-étiqueté
dans R et réciproquement tout élément non-étiqueté de R est un élément préservé
de K et non-étiqueté dans L, i. e. pour lLV , l
L
E, l
R
V et l
R
E respectivement les fonctions
d’étiquetage des nœuds et des arcs de L et R :
– pour tout nœud v de L, si lLV (v) = ⊥, alors v est un nœud de K et lRV (v) = ⊥.
Réciproquement, pour tout nœud v de R, si lRV (v) = ⊥, alors v est un nœud
de K et lLV (v) = ⊥.
– pour tout arc e de L, si lLE(e) = ⊥, alors e est un arc de K et lRE(v) = ⊥.
Réciproquement, pour tout arc e de R, si lRE(e) = ⊥, alors e est un arc de K
et lLE(v) = ⊥.
Figure 2.21 – Règle de changement de la couleur d’un mur
Munis de ces transformations, nous sommes désormais en mesure d’écrire la règle
pour le changement de couleur d’un mur de la figure 2.16. La règle, donnée sur la
figure 2.21 avec son application, filtre un unique nœud sans son voisinage et ne
modifie ainsi aucunement le motif topologique. Remarquons que ce nœud est non-
étiqueté dans l’interface de la règle. Dans la partie gauche de la règle, l’étiquette
B est présente pour filtrer un mur brun, et dans la partie droite, l’étiquette J est
utilisée pour colorer le mur en jaune.
Notons que l’existence et l’unicité de la transformation directe dans la catégorie
des graphes partiellement étiquetés est toujours contrainte par la condition d’arcs
pendants du théorème 1. Le lecteur peut se référer à [Habel 2002] pour la preuve de
ce résultat. [Habel 2002] montre également que pour m :L→G un morphisme de fil-
trage qui vérifie la condition d’arcs pendants, le résultat de la transformation directe
G⇒r,m H est totalement étiqueté si et seulement si G est totalement étiqueté.
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La catégorie ainsi définie des graphes partiellement étiquetés est la catégorie
dans laquelle se placent les transformations pour le reste du manuscrit. Cependant,
bien souvent, nous ne manipulerons pas directement des règles mais des schémas
de règles.
2.1.5 Schémas de règles
La notion de schéma de règle provient d’un besoin calculatoire sur les graphes.
Nous allons voir que ce besoin est naturellement présent en modélisation.
(a) Objet (b) Triangulation de F1 (c) Triangulation de F2
Figure 2.22 – Triangulation d’une face colorée
Prenons par exemple l’opération de triangulation d’une face sur la figure 2.22.
Cette opération consiste à découper une face en autant de facettes que son bord
contient d’arêtes. Par exemple, la face F1 est découpée en quatre facettes sur la
figure 2.22(b) car elle possède quatre arêtes. De la même façon, la face F2 est dé-
coupée en cinq facettes sur la figure 2.22(c). Ainsi, pour ne pas avoir à définir une
règle par forme de face, la structure topologique de la triangulation doit être
calculée en fonction de la structure topologique de départ de la face.
Remarquons que ces deux faces ont des couleurs et des voisinages différents dans
l’objet original de la figure 2.22(a). Or il est courant qu’une opération de triangu-
lation doive lisser les couleurs dans le cas d’objets colorés. Pour cela, l’opération de
triangulation doit associer à chaque nouvelle facette créée par arête, la moyenne de
la couleur de la face originale et de la face voisine par l’arête en question.
Par exemple, sur la figure 2.22(b), les facettes issues de la triangulation de F1
prennent les couleurs orange, vert ou jaune clair selon les couleurs avec lesquelles
est mélangé le jaune de la face originale. De la même façon, les facettes issues de
la face grise F2 prennent des versions délavées des couleurs des faces voisines, sauf
les facettes sans face voisine qui conservent le gris. Ainsi, le plongement doit
également être calculé en fonction du plongement de départ de la face pour ne
pas avoir à écrire une règle par configuration de voisinage.
Pour répondre à ce besoin calculatoire, Berthold Hoffmann introduit des sché-
mas de graphes [Hoffmann 2005, Hoffmann 2006].
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Ces schémas de règles sont des règles génériques qui peuvent être instanciées
automatiquement par la règle correspondant au contexte d’application, qui sera
elle-même ensuite appliquée par transformation directe. Intuitivement, à la manière
dont est usuellement définie une fonction, les schémas utilisent des variables pour
abstraire les nœuds, les arcs ou leurs étiquettes et expriment les transformations
à effectuer à l’aide de ces variables. Nous présentons ici les variables d’attri-
but[Hoffmann 2005] qui permettent d’abstraire les étiquettes de nœuds.
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Figure 2.23 – Schéma de règle avec variables d’attributs
Par exemple, le schéma de règle de la figure 2.23 utilise les variables x et y dans
la partie gauche pour abstraire les étiquettes respectives des nœuds a et d. Dans la
partie droite de la règle, un nouveau nœud e est ajouté entre les deux nœuds, et son
étiquette est donnée comme la somme des étiquettes de a et d par l’expression x+y.
De plus, les étiquettes des nœuds a et d sont interverties car a et b sont désormais
respectivement étiquetés par y et x.
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Figure 2.24 – Règle instanciée et son application
Intuitivement, pour instancier le schéma, les variables x et y sont substituées par
les valeurs dépendant du contexte d’application de la règle. Par exemple, si nous
souhaitons appliquer le schéma au graphe G de la figure 2.24 où les nœuds a et
d sont respectivement étiquetés par 1 et 2, x et y doivent être substitués par les
valeurs respectives 1 et 2. Notons σ la substitution qui associe 1 à x et 2 à y, i. e.
telle que σ(x) = 1 et σ(y) = 2. La règle instanciée Lσ ←↩ Kσ ↪→ Rσ, qui appliquée
sur la figure 2.24, est obtenue en appliquant la substitution aux graphes L, K et R
du schéma de règle.
34 Chapitre 2. Transformation de graphes topologiques
Un schéma de règle et son instanciation sont formellement définis
par [Hoffmann 2005] de la façon suivante. Afin de manipuler et d’évaluer les ex-
pressions, un ensemble de termes T (X) est introduit. Il dénote de façon générique
un ensemble d’expressions portant sur un ensemble de variables X. Ces termes sont
ensuite évalués à l’instanciation de la règle.
Définition 15 (Schéma de règle avec variables d’attribut) Soient CV et CE
respectivement un ensemble d’étiquettes de nœuds et un ensemble d’étiquettes d’arcs,
X un ensemble de variables et T (X) un ensemble de termes avec variables dans X,
évaluées dans CV .
Un schéma de règle avec variables d’attribut rX : L ←↩ K ↪→ R sur
(CV , CE) est une règle de transformation dans la catégorie des graphes partiellement
étiquetés sur (T (X), CE) telle que les propriétés suivantes sont respectées :
– les nœuds de L et K sont étiquetés par des variables de X ;
– les nœuds de R sont étiquetés par des termes de T (X) ;
– la règle est linéaire gauche - i. e. toute variable de X a au plus une occurrence
dans L et toute variable de X ayant une occurrence dans R a une occurrence
dans L.
Instanciation : pour σ : X → CV une valuation des variables de X, l’instancia-
tion de rX : L←↩ K ↪→ R pour σ est la règle de transformation rσ : Lσ ←↩ Kσ ↪→ Rσ
dans la catégorie des graphes partiellement étiquetés sur (CV , CE) obtenue par sub-
stitution des variables de X par σ et par évaluation des termes résultants.
Remarquons que les conditions sur les schémas de règles assurent la linéarité et
l’unicité de la valuation σ et ainsi l’unicité de la règle instanciée. L’application d’un
schéma de règle à un graphe donné revient alors à générer la règle instanciée
et le morphisme correspondant pour pouvoir effectuer la transformation directe.
Ainsi, pour appliquer le schéma de la figure 2.23 au graphe G de la figure 2.24,
nous avons dû déterminer la valuation σ pour construire la règle instanciée,
mais aussi le morphisme mσ entre la règle instanciée et le graphe G. Pour cela,
[Hoffmann 2005] propose la méthode suivante :
1. donner un morphisme de filtrage m : L→ G 2 où les étiquettes du schéma ne
sont pas prises en compte ;
2. induire une valuation σ à partir du morphisme de filtrage m ;
3. construire la règle instanciée rσ : Lσ ←↩ Kσ ↪→ Rσ ;
4. construire le morphisme instancié mσ par extension du morphisme de filtrage
m aux étiquettes de Lσ ;
5. construire le graphe résultat H par la transformation directe G rσ ,mσ⇒ H.
2. Rappelons que G est le graphe sous-jacent à G, de même structure, mais sans étiquette.
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Ces variables d’attribut sont ainsi adaptées pour calculer des trans-
formations du plongement, comme faire la moyenne de deux couleurs pour la
triangulation de la figure 2.22. Elles ne sont cependant pas appropriées aux trans-
formations de la structure du graphe, comme découper la face en plusieurs facettes.
Afin de capturer des motifs générique de graphe, Berthold Hoffmann intro-
duit [Hoffmann 2005, Hoffmann 2006] deux autres types de variables : les variables
clones et les variables de graphes. Elle ne sont toutefois pas utilisées dans ce manus-
crit. En effet, lorsqu’il s’est confronté à la définition d’opération topologiques par
des schémas de règles, Mathieu Poudret a jugé que ces variables non plus n’étaient
pas appropriées et a été amené à créer un nouveau type de variables.
2.2 Modèle topologique
Avant d’entamer la conception d’un langage de règles pour définir les opéra-
tions topologiques, Mathieu Poudret s’est confronté en premier lieu au choix du
modèle topologique utilisé pour représenter les objets. Parmi de nombreux modèles,
tous représentables par des graphes, son choix s’est porté sur les cartes générali-
sées [Lienhardt 1989, Lienhardt 1991] ou G-cartes. Leur bonne définition mathé-
matique ainsi que leur homogénéité quelle que soit la dimension topologique en font
un bon modèle pour une première étude. Par extension, ce modèle est également
utilisé dans nos travaux et nous le présentons dans cette section.
Nous commençons ainsi par présenter le cadre général de la modélisation à base
topologique et les grandes familles de modèles topologiques. Nous détaillons ensuite
les spécificités du modèle et sa définition sous forme de graphe.
2.2.1 La modélisation géométrique à base topologique
Comme nous l’avons vu dans l’introduction du manuscrit, la modélisation a de
nombreux domaines d’applications : arts, design, architecture, simulation physique,
archéologie, etc. Les objets à modéliser ont des natures très variées selon le domaine
d’application, et sont ainsi décrits par des informations de natures très différentes.
(a) Design de visuel (b) Simulation de déformation
Figure 2.25 – Deux approches de la conception d’un pont
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Prenons l’exemple de la conception d’un pont, que ce soit son design ou la
validation de sa résistance. Pour élaborer le design, l’architecte commence par décrire
la forme du pont par des schémas. Il donne ensuite des informations visuelles sur
l’apparence extérieure du pont comme sa couleur ou sa texture. À partir de ces
informations, l’outil génère un visuel du pont à proposer au client. Par exemple, la
figure 2.25(a) est un visuel proposé par une agence d’architecture 3 et retenu pour
la ville de Xinjin.
A contrario, pour étudier la résistance d’un pont, un expert ne se soucie par de
l’apparence extérieure mais d’informations internes sur les matériaux ,comme leur
masse volumique ou leur résistance, et d’informations globales sur l’environnement
de la simulation, comme le vent ou l’humidité. À partir de ces informations, l’outil
exécute la simulation et génère un compte-rendu. Par exemple, la figure 2.25(b)
est le résultat d’une simulation de déformation d’un pont réalisée par un cabinet
d’experts 4.
(a) Design de visuel (b) Simulation de déformation
Figure 2.26 – Deux modélisations d’un pont
Pour organiser correctement les informations, il est naturel de représenter en
premier lieu la structure des objets, c’est-à-dire leur décomposition élémentaire. Par
exemple, pour représenter un pont sur la figure 2.26, on commence intuitivement par
donner sa décomposition en piliers, câbles et tablier et leurs relations de voisinage
symbolisées sur le schéma par des doubles flèches. Ensuite, toutes les autres infor-
mations, comme la forme géométrique, la couleur ou la masse volumique peuvent
être associées à ces éléments. Ainsi les couleurs, dans le cas d’une proposition de
visuel sur la figure 2.26(a), ou les masses volumiques, dans le cas d’une simulation
de résistance sur la figure 2.26(b), sont associées aux différents éléments du pont
par des relations de plongement symbolisées par des flèches simples.
Cette façon de composer la structure des objets et de représenter les informations
associées est l’objectif premier de la modélisation géométrique à base topolo-
gique. Nous présentons ici succinctement les grandes familles de modèles existantes
avant de détailler le modèle utilisé dans ce manuscrit.
3. WXY Studio - http ://www.wxystudio.com/
4. TF Design - http ://www.tfdesign.co.za/
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Historiquement, deux grands familles de modèles sont à opposer, les modèles
de construction géométrique de solides et les modèles de représentation
par bord.
• Les modèles de construction géométrique de solides ou CSG pour
Constructive Solid Geometry [Laidlaw 1986] représentent la structure et la forme de
l’objet par un arbre de construction qui part d’objets élémentaires et les assemblent
successivement à l’aide d’opérations booléennes : union, intersection, différence. Par
exemple, la figure 2.27(a) présente l’arbre de construction de l’objet en haut de
celle-ci.
Ces modèles sont peu utilisés à l’heure actuelle. En effet, s’il permettent de
prototyper rapidement la forme générale d’un objet et d’en créer des variantes, ils
n’offrent pas de représentation explicite de l’objet final mais seulement l’arbre de
construction. Par conséquent, des modifications locales ou simplement l’affichage
de l’objet, passent systématiquement par un calcul complet de l’arbre, ce qui est
coûteux en temps.
(a) Arbre CSG (b) Représentation par bord
Figure 2.27 – Modèles CSG contre B-rep
• Les modèles de représentation par bord ou B-rep pour Boundary re-
presentation [Baumgart 1975] représentent au contraire les objets par leur bord,
c’est-à-dire en décrivant la surface fermée contenant l’intérieur de l’objet. Cette sur-
face est elle-même décrite par un ensemble de faces, d’arêtes et de sommets. Par
exemple, la figure 2.27(b) présente une représentation par bord d’une voiture. On
remarque que la surface de la voiture est composée de nombreuses facettes collées
entre elles.
Les modèles de représentation par bord corrigent les défauts des modèles de
construction géométrique de solides. Ils sont adaptés à tout type d’objet et per-
mettent un affichage rapide ainsi que des modifications locales. Citons parmi eux les
modèles polyédriques, encore très utilisés à l’heure actuelle, où la surface des solides
représentés est décomposée en polygones (faces planes orientés). C’est au sein de
ces modèles que les modèles dits à base topologique ont émergé et il arrive de ce
fait que le terme de représentation par bord soit encore utilisé pour parler de ces
extensions.
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Comme leur nom l’indique, les modèles à base topologique ou modèles topolo-
giques prennent comme base la structure topologique des objets. Les objets sont
décomposés en cellules de différentes dimensions, c’est-à-dire en sommets, arêtes,
faces, volumes, etc., et en relations de voisinage entre ces cellules. Notons que si
la majorité des objets est en deux dimensions ou trois dimensions, les dimensions
supérieures ne sont pas exclues. De même, si les cavités sont souvent interdites dans
le domaine industriel pour la conception de pièces usinées, elles sont indispensables
dans le domaine médical pour la représentation du corps humain. C’est entre autres
pour ces raisons qu’il existe de nombreux modèles topologiques, représentant des
classes d’objets différentes. Nous en présentons ici deux grandes familles : les mo-
dèles simpliciaux et les modèles cellulaires.
(a) Ensemble de simplexes (b) Ensembles de cellules
Figure 2.28 – Différence entre simplexes et cellules
• Les modèles simpliciaux : comme leur nom l’indique, dans ces modèles
les objets sont décomposés en cellules régulières de différentes dimensions (sommet,
arête, triangle, tétraèdre, etc.). Par exemple, un objet composé de simplexes est
représenté sur la figure 2.28(a). On notera principalement le modèle des complexes
simpliciaux abstraits [Paoluzzi 1993] qui a été généralisé par le modèle des ensembles
semi-simpliciaux [Lang 1996].
Sans entrer dans les détails, un ensemble semi-simplicial est composé d’un en-
semble de simplexes de dimensions variables et d’opérateurs de bord qui associent
à chaque simplexe son bord. Des contraintes sur ces opérateurs garantissent que les
objets représentés sont cohérents, c’est-à-dire qu’ils appartiennent à la bonne classe
d’objets représentables. Enfin, un des principaux attraits des ces modèles est leur
nature intrinsèque de décomposition en triangles : les objets triangulés sont toujours
préférés pour de l’affichage ou du calcul de collision car les tests d’intersection et de
cohérence topologique sont simplifiés.
• Les modèles cellulaires : comme leur nom l’indique et par opposition aux
modèles simpliciaux, dans ces modèles les objets sont décomposés en cellules quel-
conques de différentes dimensions, c’est-à-dire en sommets, arêtes, faces, volumes,
etc. Par exemple, un objet composé de cellules de différentes dimensions est repré-
senté sur la figure 2.28(b). Un objet est alors vu comme un ensemble structuré de
cellules et un ensemble de relations de voisinage sur celles-ci.
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Deux types de relation de voisinage sont à distinguer. Premièrement, les relations
d’adjacence qui relient deux cellules de même dimension voisines l’une de l’autre.
Par exemple, sur un quadrillage, deux cases côte à côte ont des faces adjacentes.
Deuxièmement, les relations d’incidence qui associent deux cellules de dimensions
distinctes et voisines l’une de l’autre. Par exemple, sur un quadrillage, le contour
d’une case est incident à sa face et vice-versa.
Comme les modèles simpliciaux, ce type de modèle est très adapté à la représen-
tation des plongements car ces derniers sont facilement associés à un type de cellule.
Par exemple, il semble naturel d’associer une coordonnée à un sommet, une cour-
bure à une arête ou une texture à une face. Les modèles cellulaires offrent également
de bonnes performances lors des modifications locales des objets. Encore une fois,
ces modèles peuvent être distingués selon la classe des objets qu’ils permettent de
représenter.
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Figure 2.29 – Un graphe d’incidence
Parmi les modèles cellulaires, le plus intuitif est sans conteste celui des graphes
d’incidence. Dans ce modèle, les objets sont représentés sous forme de graphes
orientés qui capturent les relations de voisinage. Nous donnons l’exemple du graphe
d’incidence de la figure 2.29(b) qui représente l’objet de la figure 2.29(a). Chaque
nœud représente une cellule de l’objet, sa hauteur dans le graphe est déterminée par
sa dimension.
Ainsi la face F1, l’arête u et le sommet A sont respectivement aux niveaux
2, 1 et 0 du graphe. Les arêtes du graphe correspondent aux relations de bord
entre cellules. Par exemple, la face F1 est incidente à l’arête u qui est elle-même
incidente au sommet A. Ce modèle est cependant de moins en moins utilisé car il
n’est pas ordonné. En effet, il n’y a pas de relation directe entre deux cellules de
même dimension, et la cohérence des objets représentés n’est pas garantie.
On leur préfère ainsi en général les modèles ordonnés. Contrairement aux
graphes d’incidence qui reposent sur une représentation explicite des cellules et des
relations de bord entre ces cellules, les modèles ordonnées se basent sur une repré-
sentation implicite des cellules.
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Parmi ces modèles se trouve le modèle des cartes généralisées
[Lienhardt 1989, Lienhardt 1994] utilisé dans les travaux de Mathieu Poudret et
les nôtres, et que nous détaillons dans la section suivante.
Signalons également parmi les modèles ordonnés celui des cartes combina-
toires [Tutte 1984, Bryant 1985], similaires aux cartes généralisées mais se limitant
aux objets orientables alors que les cartes généralisées englobent les objets non-
orientables. Cette limitation offre en pratique un gain non négligeable d’espace mé-
moire du modèle. C’est pour cette raison que les cartes combinatoires sont davantage
utilisées, car peu d’applications nécessitent la représentation d’objet non-orientables.
Cependant, cette limitation implique une définition moins homogène, et c’est pour-
quoi les G-cartes leur sont préférées dans ce manuscrit.
2.2.2 Les cartes généralisées
Comme nous l’avons introduit dans la section précédente, le modèle des cartes
généralisées [Lienhardt 1989, Lienhardt 1994] ou G-cartes, sur lequel nous nous
appuyons tout au long de ce manuscrit, fait partie des modèles topologiques ordon-
nés. Leur principal avantage est une formalisation mathématique homogène quelle
que soit la dimension des objets représentés.
Initialement, ce modèle a été défini selon une démarche algébrique. Dans les
travaux de Mathieu Poudret [Poudret 2009] et aussi dans ce manuscrit, nous privi-
légions une définition sous forme de graphes afin de bénéficier du corpus des
transformations de graphes.
La représentation d’un objet sous forme de carte généralisée peut être vue comme
le résultat de décompositions successives de l’objet en cellules topologiques
de dimensions décroissantes.
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Figure 2.30 – Décomposition d’un objet 2D en carte généralisée de dimension 2
Par exemple un objet 2D est décomposé en faces, elles-mêmes décomposées en
arêtes, à leur tour décomposées en sommets. Un exemple d’une telle décomposition
d’un objet 2D est donné sur la figure 2.30.
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1. L’objet de la figure 2.30(a) est tout d’abord décomposé en deux faces F1 et F2
sur la figure 2.30(b). Une relation de dimension 2 notée α2 est ajoutée entre
ces deux faces pour les relier le long de leur arête commune. Remarquons que
les arêtes au bord de l’objet sont liées à elles-mêmes par la relation α2 car
aucune autre face leur est incidente.
2. Le même processus de décomposition est ensuite appliqué aux bords des faces.
Sur la figure 2.30(c), chaque face est découpée en arêtes distinctes liées par
des relations de dimension 1 notées α1.
3. De la même façon, sur la figure 2.30(d), le bord de chaque arête est décom-
posé. Nous représentons les arêtes par deux sommets liés par une relation de
dimension 0 notée α0. Les relations α2 introduites précédemment sont alors
dupliquées et reportées sur les deux nœuds constitutifs de l’arête.
À l’issue de ce découpage, les éléments abstraits obtenus sont les nœuds
de la carte généralisée et les relations α0, α1, α2 sont les arcs.
Remarquons que la G-carte obtenue de la figure 2.30(d) est de dimension 2. Si
nous avions décomposé un objet 3D, une nouvelle relation α3 serait intervenue pour
décomposer en premier lieu l’objet en volumes. De façon générale, une carte géné-
ralisée de dimension n ou n-G-carte fait intervenir les relations α0, . . ., αn
où une relation αi permet de passer d’une i-cellule 5 à une autre.
Dans ses travaux, Mathieu Poudret [Poudret 2009] utilise α0, . . ., αn pour éti-
queter les arcs. Dans ce manuscrit, nous faisons le choix d’étiqueter les arcs sur [0, n]
et de renommer la fonction d’étiquetage des arcs lE par α. Nous utiliserons toutefois
la notation en vigueur dans la communauté de modélisation à base topologique 6.
Pour un arc e ∈ E, respectivement une boucle e ∈ E, étiqueté par i ∈ [0, n], nous
dirons que e est un arc αi, respectivement une boucle αi. Pour e1e2 . . . ek un chemin
de G, respectivement un cycle de G, étiqueté par l1l2 . . . lk, nous dirons dit que c est
un chemin αl1αl2 . . . αlk , respectivement un cycle αl1αl2 . . . αlk .
Avant de définir les G-cartes, nous commençons par définir les graphes topo-
logiques, c’est-à-dire les graphes dont les arcs sont étiquetés sur [0, n].
Définition 16 (Graphe topologique) Soit n ≥ 0 une dimension.
Un graphe G= (V,E, s, t, lV , α) est un graphe topologique de dimension n
si ses arcs sont étiquetés sur CE = [0, n].
Les G-cartes ne représentent alors qu’une sous-classe des graphes to-
pologiques. En effet, le modèle des cartes généralisées est muni de contraintes
topologiques définissant la classe des objets représentables, en l’occurrence celle
des quasi-variétés. Commençons donc par rappeler la notion de variété.
5. Une i-cellule est une cellule de dimension i : une 0-cellule est un sommet, une 1-cellule est
une arête, une 2-cellule est une face, une 3-cellule est un volume, etc.
6. Cette notation, en plus d’être répandue, offre d’avantage de lisibilité car α joue le rôle de
séparateur dans les mots d’étiquettes.
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Une variété de dimension n est un objet de dimension n dont chacun des points
possède un voisinage homéomorphe à une boule de dimension n, c’est-à-dire un
voisinage que l’on peut déformer en une boule de dimension n. Par exemple, sur
l’objet 2D de la figure 2.31(a), tout point possède un voisinage homéomorphe à un
disque. En revanche, sur l’objet de la figure 2.31(b) le voisinage du point C n’est
pas homéomorphe à un disque, ce n’est donc pas une variété.
F1
F2
C
B
A
(a) Une variété
F1
F2
B
A
C
(b) Un objet qui n’est pas une
quasi-variété
A
B
C
(c) Une quasi-variété qui
n’est pas une variété
Figure 2.31 – Variétés et quasi-variétés
La notion de quasi-variété a été introduite dans le but même de décrire l’ensemble
des objets que l’on peut représenter avec une carte généralisée. Intuitivement, une
quasi-variété de dimension i peut être définie par un ensemble de i-cellules collées
entre elles le long de (i−1)-cellules. Pour les dimensions inférieures à 2, quasi-variétés
et variétés représentent la même classe d’objets. Cependant, pour les dimension 3 et
supérieures, la notion de quasi-variété est moins restrictive que la notion de variété.
Par conséquence, toute variété est une quasi-variété sans que la réciproque soit vraie.
Prenons pour exemple l’objet de la figure 2.31(c), une sorte de sablier inversé
composé de deux volumes collés le long des deux triangles foncés. On peut imaginer
sa construction comme un cylindre qu’on aurait évidé par deux cônes en haut et
en bas. Cet objet est une quasi-variété de dimension 3 car il est bien composé de
volumes collés le long de faces. Cependant ce n’est pas un variété car si les voisinages
des points A et B sont homéomorphes à une boule, ce n’est pas le cas du point C.
Pour cela, les cartes généralisées sont définies avec des contraintes structurelles pour
garantir le bon collage.
La définition des cartes généralisées et de leurs contraintes est la suivante :
Définition 17 (Carte généralisée) Soit n ≥ 0 une dimension.
Une carte généralisée de dimension n ou n-G-carte G= (V,E, s, t, lV , α)
est un graphe topologique de dimension n G tel que les contraintes de cohérence
topologiques suivantes sont respectées :
– contrainte de non-orientation : G est un graphe non-orienté ;
– contrainte d’arcs incidents : pour tous i ∈ [0, n] et pour tout nœud v de
G, il existe exactement un arc αi de source v ;
– contrainte de cycles : pour tous i, j ∈ [0, n] tels que i + 2 ≥ j et pour tout
nœud v de G, il existe dans G un cycle αiαjαiαj de source v.
2.2. Modèle topologique 43
Ainsi, en pratique, c’est la contrainte de cycles qui garantit que deux i-cellules
sont adjacentes le long d’une (i−1)-cellule. Par exemple, pour une 2-G-carte comme
celle de la figure 2.30(d), pour que deux faces soient toujours collées le long d’une
arête, la contrainte de cycle impose que chaque nœud soit incident à une cycle
étiqueté par α0α2α0α2. Ainsi, le nœud e est incident à un cycle α0α2α0α2 qui passe
par les nœuds e, f , h et g. Remarquons que cette contrainte est également respectée
sur les arêtes du bord de l’objet grâce aux boucles α2. Ainsi le nœud a est incident
à un cycle α0α2α0α2 qui passe par les nœuds a, c, c et a.
Par la suite, afin de faciliter la lecture des schémas, nous ne représenterons pas
explicitement les étiquettes des arcs et utiliserons à la place le code graphique de la
figure 2.32 déjà utilisé dans les figures précédentes.
α0 α1 α2 α3
Figure 2.32 – Code graphique des étiquettes d’arcs
Ainsi les cellules ne sont pas représentées explicitement dans les G-cartes. Elle
sont implicitement définies comme des sous-graphes particuliers appelées orbites.
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Figure 2.33 – Reconstruction des cellules d’une G-carte
Prenons l’exemple des cellules d’une 2-G-carte sur la figure 2.33.
1. Pour une 2-G-carte, un sommet est un sous-graphe connexe ne contenant que
des arcs α1 et α2. Par exemple, le sommet B de l’objet 2D de la figure 2.33(a)
est le sous-graphe représenté sur la figure 2.33(b) qui contient les nœuds c, e,
g et i ainsi que les arcs α1 et α2 adjacents.
2. De façon analogue, une arête d’une 2-G-carte est un sous-graphe connexe ne
contenant que des arcs α0 et α2. Par exemple, l’arête w représentée sur la
figure 2.33(c) est le sous-graphe qui contient les nœuds e, f , g et h ainsi que
les arcs α0 et α2 adjacents.
3. Enfin, une face d’une 2-G-carte est un sous-graphe connexe ne contenant que
des arcs α0 et α1. La face F1 représentée sur la figure 2.33(d) est ainsi consti-
tuée des nœuds a, b, c, d, e, f et g.
44 Chapitre 2. Transformation de graphes topologiques
De manière générale, ces sous-graphes connexes représentant les orbites sont
définis à partir d’un nœud de départ comme des sous-graphes générés de la
définition 10 page 10.
Définition 18 (Orbite et cellule) On appelle type d’orbite tout mot
ω=ω1ω2 . . . ωl sur [0, n] tel que tout i ∈ [0, n] a au plus une occurrence 7
dans ω. On note ce type <αω1αω2 . . . αωl> ou plus simplement <ω>.
Soient G un graphe topologique de dimension n ≥ 0 et v un nœud de G.
L’orbite de type <ω> incidente au nœud v est le sous-graphe généré par v
et {ω1, ω2, . . . , ωl}. Cette orbite est notée <ω>G (v) ou plus simplement <ω> (v)
lorsqu’il n’y a pas d’ambiguïté sur le graphe.
Si G est une G-carte de dimension n, la i-cellule incidente au nœud v est
l’orbite <α0 . . . αi−1αi+1 . . . αn>G (v).
Ainsi sur la figure 2.33 le sommet (0-cellule) B incident au nœud e est l’orbite
<α1α2> (e), l’arête (1-cellule) incidente à e est l’orbite <α0α2> (e) et la face
(2-cellule) incidente à e est l’orbite <α0α1> (e).
De la même façon que la notion de graphe généré est étendue dans la défini-
tion 11, nous étendons la notion d’orbite aux motifs. Pour un type d’orbite <ω>,
un graphe G et un sous-graphe H ↪→ G donné, nous appelons saturation des or-
bites <ω> de H le sous graphe de G qui contient H ainsi que toutes les orbites de
type <ω> incidentes aux nœuds de H.
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Figure 2.34 – Saturation des orbites sommets
Reprenons l’exemple de la maison sur la figure 2.34(a). À partir du sous-grapheH
de la figure 2.34(a), la saturation des orbites sommets, c’est-à-dire de type <α1α2>
est construite comme le sous-graphe généré à partir du motif H et des étiquettes α1
et α2. Nous avons ainsi ajouté tous les nœud de G connectés à un nœud de H par
un chemin étiqueté sur {α1, α2}, ainsi que les arcs eux-mêmes.
7. k ∈ [1, l] est une occurrence d’une lettre a d’un mot ω = ω1ω2 . . . ωl si et seulement si ωk = a.
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Nous donnons la définition suivante de la saturation des orbites :
Définition 19 (Saturation des orbites) Soient G un graphe topologique de di-
mension n ≥ 0, H un sous-graphe de G et <ω> un type d’orbite de dimension n tel
que ω = ω1ω2 . . . ωl.
La saturation des orbites <ω> de H dans G notée <ω>G (H) est le
sous-graphe généré par le motif H et {ω1, ω2, . . . , ωl}.
Nous complétons enfin la notion d’orbite par la relation d’équivalence suivante :
Définition 20 (Équivalence à orbite près) Soit G un graphe topologique de di-
mension n ≥ 0.
Soit →<ω> la relation binaire définie sur les nœuds de G telle que pour tous les
nœuds v et v′ de G, v →<ω>G v′ ou plus simplement v →<ω> v′ si et seulement si il
existe un arc e de G étiqueté sur ω de source v et de cible v′.
Notons ≡<ω>G ou plus simplement ≡<ω> la cloture réflexive, symétrique et tran-
sitive de →<ω>. Par définition ≡<ω> est une relation d’équivalence.
Nous appelons ≡<ω> l’équivalence à orbite <ω> près.
Remarquons que pour un morphisme m : G → H entre deux graphes topolo-
giques, la relation d’équivalence est préservée par le morphisme. Pour v et v′ deux
nœuds de G tels que v ≡<ωpi>G v′, par préservation des sources, des cibles et des
étiquettes, on a nécessairement m(v) ≡<ωpi>H m(v′).
La notion d’orbite est au cœur du modèle des G-cartes, et ainsi à la
base même du langage de règles pour la modélisation à base topologique que nous
présentons dans la section suivante.
2.3 Transformations de graphes pour les opérations to-
pologiques
Nous présentons dans cette section le langage à base de règles introduit dans
[Poudret 2007, Poudret 2008, Poudret 2009, Poudret 2010] pour définir les opéra-
tions topologiques sur les G-cartes. Dans une première partie, nous rappelons sous
quelles conditions les transformations de graphes permettent de définir des opéra-
tions topologiques cohérentes, c’est-à-dire qui préservent la cohérence topologique
des objets. Nous constatons ensuite les limites des simples règles, qui ont motivé
l’introduction d’un langage dédié. Ce langage, à la manière des travaux présentées
dans la section 2.1.5, repose sur des schémas de règles instanciés par des règles
lors de leur application. Comme les règles, ces schémas doivent respecter certaines
conditions pour définir des opérations topologiques cohérentes. La présentation des
schémas et des conditions associées est l’objet de la deuxième partie de la section.
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2.3.1 Règles topologiques
Les cartes généralisées définies comme des graphes dans la section précédente, il
est possible de définir leurs opérations par de simples règles de transformation dans
la catégorie des graphes topologiques, que nous appelons règles topologiques.
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Figure 2.35 – Une règle topologique et son application
Sur la figure 2.35, nous donnons l’exemple de la règle insérant une arête sur un
sommet d’une 2-G-carte et son application selon le morphisme d’inclusion m. Cette
figure utilise le code graphique des étiquettes d’arcs donné sur la figure 2.32 de la
page 43. Intuitivement, la règle supprime l’arc α1 entre les nœuds a et b du sommet
pour insérer l’arête composée des nœuds o et p liés par un arc α0.
Cependant, une règle topologique ne préserve pas nécessairement la cohérence
topologique des G-cartes. Nous disons qu’une règle préserve la cohérence to-
pologique si elle produit une n-G-carte lorsqu’elle est appliquée à une n-G-carte.
Prenons l’exemple de l’éclatement d’une arête d’une 2-G-carte.
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(a) Première règle
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(b) Deuxième règle
Figure 2.36 – Règles incorrectes d’éclatement d’arête dans une 2-G-carte
Nous donnons une première version intuitive de la règle correspondante sur la
figure 2.36(a). La règle supprime l’arc α0 entre les nœuds u et v, insère un nouveau
sommet composé des nœuds x et y liés par un arc α1, et rattache enfin ce nouveau
sommet par des arcs α0 aux nœuds originaux u et v pour former les deux nouvelles
arêtes. Cependant, cette règle ne préserve pas la cohérence des 2-G-cartes.
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Figure 2.37 – Graphes résultant de l’application des règles incorrectes
Lorsque nous l’appliquons à une arête du bord de la 2-G-carte de la figure 2.30(d),
nous obtenons le graphe figure 2.37(a) qui n’est pas une 2-G-carte. En effet, la
contrainte d’arcs incidents n’est pas respectée pour les deux nœuds ajoutés auxquels
il manque leurs arcs α2. Remarquons cependant que cette règle est correcte pour
éclater une arête d’une 1-G-carte.
Si nous corrigeons cette erreur en leur ajoutant des boucles α2, la règle obtenue
sur la figure 2.36(b) ne préserve toujours pas la cohérence de toutes les 2-G-cartes.
En effet, si nous l’appliquons cette-fois à l’arête interne entre les deux faces de la
maison, nous obtenons le graphe de la figure 2.37(b) qui n’est également pas une
2-G-carte car la contrainte de cycles n’est pas respectée pour les nœuds ajoutés qui
n’appartiennent pas à un cycle α0α2α0α2. Elle n’est également par respectée pour
les nœuds préservés dont le cycle α0α2α0α2 n’a pas été rétabli.
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Figure 2.38 – Règles correctes d’éclatement d’arête dans une 2-G-carte
Il faut donc écrire les deux règles des figures 2.38(a) et 2.38(b) qui définissent les
éclatements respectifs d’une arête du bord et d’une arête interne pour les G-cartes
de dimension 2.
Pour garantir que ces règles préservent la cohérence topologique, c’est-à-dire
qu’elle produisent des 2-G-cartes à partir de 2-G-cartes, [Poudret 2009] introduit
des conditions de préservation de la cohérence topologique. Intuitivement,
ces conditions garantissent que chacune des contraintes des G-cartes est préservée
par les règles.
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Théorème 2 (Préservation de la cohérence topologique) Soient
r :L←↩K ↪→R une règle de transformation de graphe topologique de dimension
n ≥ 0, G une n-G-carte et m : L→ G un morphisme de filtrage.
La transformation directe G⇒r,mH existe et produit une n-G-carte si les condi-
tions de préservation de la cohérence topologique suivantes sont vérifiées :
– condition de non orientation : L, K et R sont non-orientés ;
– condition d’arcs incidents : pour tout i ∈ [0, n] :
– un nœud préservé de K est la source d’un arc αi dans L si et seulement si
il est la source d’un arc αi dans R ;
– tout nœud supprimé de L\K et tout nœud ajouté de R\K est la source
d’exactement un arc αi ;
– condition de cycles : pour tout couple (i, j) tel que 0 ≤ i ≤ i+ 2 ≤ j ≤ n :
– un nœud ajouté de R\K est la source d’un cycle αiαjαiαj ;
– si un nœud préservé de K est la source d’un cycle αiαjαiαj dans L, il est
la source d’un cycle αiαjαiαj dans R ;
– si un nœud préservé de K n’est pas la source d’un cycle αiαjαiαj dans L,
alors les arcs αi et αj dont il est la source sont préservés dans R.
Remarquons que ces conditions garantissent la condition d’arcs pendants, assu-
rant l’existence de la transformation directe G ⇒r,m H. La preuve de ce résultat
ainsi que celle de la préservation de la cohérence topologique peuvent être consultées
dans [Poudret 2009].
Ainsi les deux règles des figures 2.38(a) et 2.38(b) vérifient ces conditions pour les
2-G-cartes. En effet, les nœuds ajoutés par ces règles sont systématiquement sources
de trois arcs α0, α1 et α2, et appartiennent à un cycle étiqueté par α0α2α0α2. En
revanche la règle de la figure 2.36(a) viole en premier lieu la condition d’arcs incidents
car les nœuds ajoutés de R\K n’ont pas tous leurs arcs incidents. De même, la règle
de la figure 2.36(b) viole la condition de cycles car l’arc α0 entre les nœuds u et v
est modifié alors que ces derniers appartiennent à un cycle α0α2α0α2 qui n’est pas
entièrement filtré par L.
2.3.2 Schémas de règles topologiques
Certaines opérations topologiques peuvent être définies par un nombre limité de
règles. Par exemple, l’éclatement d’une arête d’une 2-G-carte est défini par les deux
règles des figures 2.38(a) et 2.38(b). Ceci s’explique par le fait qu’une arête d’une
2-G-carte n’a que deux formes possibles : soit c’est une arête du bord, soit c’est une
arête interne. Or, bien souvent, le résultat d’une opération topologique dépend de
la forme d’une cellule topologique qui n’est pas prédéfinie.
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(a) Face triangulaire (b) Face carrée (c) Face hexagonale
Figure 2.39 – Triangulation d’une face
Reprenons l’exemple de la triangulation d’une face sur la figure 2.39. Pour rappel,
cette opération consiste à créer une facette traingulaire pour chaque arête de la face
de départ. Par exemple, la face triangulaire de la figure 2.39(a) est subdivisée en
trois triangles, la face carrée de la figure 2.39(b) est subdivisée en quatre triangles
et la face hexagonale de la figure 2.39(c) est subdivisée en six triangles. Ainsi, pour
définir ces opérations par des règles, le nombre de nœuds ajoutés dépend du nombre
de nœuds filtrés.
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Figure 2.40 – Deux règles de triangulation de face
Par exemple, la triangulation de la face triangulaire est définie par la règle de la
figure 2.40(a). Cette règle filtre 6 nœuds dans sa partie gauche et en ajoute 2×6 = 12
dans sa partie droite. De la même façon, la règle de triangulation d’un carré sur la
figure 2.40(b) filtre 8 nœuds dans sa partie gauche pour en ajouter 2× 8 = 16 dans
sa partie droite.
Ainsi, pour chaque forme de face à k arêtes, il faut définir une règle qui filtre 2k
nœuds dans la partie gauche et en ajoute 4k dans la partie droite. Pour répondre à
cela, [Poudret 2008] introduit les schémas topologiques qui permettent de coder
l’ensemble des cas particuliers d’une opération topologique par un unique schéma.
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Comme nous l’avons rappelé dans la définition 18 page 44, les cellules dans les
G-cartes sont représentées par des orbites. Pour rappel, ces orbites sont des sous-
graphes générés dont le type donne l’ensemble des étiquettes d’arcs. Intuitivement,
l’idée des schémas topologiques est d’abstraire le sous-graphe d’une orbite par un
nœud étiqueté par un type d’orbite.
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Figure 2.41 – Schéma topologique et instanciations
Par exemple, les deux faces des figures 2.41(b) et 2.41(c) ont le type d’orbite
<α0α1>. Nous pouvons ainsi les abstraire sur le schéma topologique S de la
figure 2.41(a) par un unique nœud a étiqueté par le type <α0α1>. Ainsi les deux
graphes des figures 2.41(b) et 2.41(c) sont deux instanciations possibles du schéma
de la figure 2.41(a).
Plus généralement, dans un schéma topologique, un nœud étiqueté par un type
<αω1αω2 . . . αωl> est appelé à être instancié par un graphe topologique de type
<αω1αω2 . . . αωl>, c’est-à-dire un graphe topologique qui ne contient que des arcs
αω1 , αω2 , . . .αωl . Mais nous allons voir que cet étiquetage des nœuds par des types
ne se limite pas à l’abstraction de graphes.
En effet, si nous pouvons abstraire les faces filtrées pour les règles de triangula-
tion de la figure 2.40 par le schéma de la figure 2.41(a), il faut également pouvoir
construire la triangulation des faces par un unique schéma.
Commençons par construire le sommet ajouté par la triangulation. On appelle
ce sommet le dual de la face. Comme on peut le constater sur la figure 2.39, le
nombre d’arêtes incidentes à ce sommet dépend de la forme de la face filtrée, et
ainsi la forme du graphe de ce sommet dépend de la forme de la face de départ. Plus
précisément, ce sommet est composé d’autant de nœuds que la face de départ mais
agencés différemment.
Par exemple, sur la règle de triangulation du triangle de la figure 2.40(a), ce
sommet est composé de six nœuds, alors que sur la règle de triangulation du carré
de la figure 2.40(b), il est composé de huit nœuds. On peut remarquer de plus que
les arcs α1 du sommet dual remplacent les arcs α0 de la face originale et que les arcs
α2 remplace les arcs α1 de la face originale.
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<α1α2>
c
(S)
(a) Schéma
c3
c5 c6
c1 c2
c4
(ST)
(b) Inst. triangulaire
c1 c2
c3 c4
c5 c6
c7 c8
(SC)
(c) Inst. carrée
Figure 2.42 – Renommage d’arcs
Nous construisons donc le sommet dual en faisant une copie du graphe filtré
dont nous renommons les arcs. Plus précisément, nous renommons les arcs α0
en arcs α1 et les arcs α1 en arcs α2. Ainsi, à partir du triangle de la figure 2.41(b)
composé des nœuds a1, . . ., a6, nous construisons le sommet renommé de la fi-
gure 2.42(b) composé des nœuds c1, . . ., c6. De la même façon, à partir du carré de
la figure 2.41(c), nous construisons le sommet de la figure 2.42(c).
Remarquons que les graphes topologiques de ces deux sommets sont ainsi du
même type < α1α2 > et qu’ils peuvent être abstraits par le schéma S de la fi-
gure 2.42(a). Les fonctions qui permettent de passer d’un graphe topologique de
type donné, <α0α1> dans l’exemple, à un graphe topologique d’un autre type,
<α1α2> dans l’exemple, sont appelées fonctions de renommage.
Ces fonctions remplissent également un autre rôle nécessaire à la construction
du résultat : la suppression d’arcs. En effet, dans les règles de triangulation de
la figure 2.40, nous supprimons les arcs α1 de la face originale pour détacher ses
arêtes. Pour cela, une nouvelle étiquette dite « de suppression » et notée « _ » est
introduite dans les types de renommage. En pratique, un arc renommé « _ » est
supprimé.
<α0 _>
a
(S)
(a) Schéma
a4
a2
a3
a1
a5 a6(DT)
(b) Inst. triangulaire
a1 a2
a3 a4
a5 a6
a7 a8(DC)
(c) Inst. carrée
Figure 2.43 – Suppression d’arcs
Ainsi, à partir du triangle et du carré des figures 2.41(b) et 2.41(c), pour
construire les faces découpées des figures 2.43(b) et 2.43(c), nous supprimons les
arcs α1 de la face originale. Pour cela, nous renommons les arcs α1 par « _ ». Ces
faces découpées sont abstraites par le schéma de la figure 2.43(a) où le nœud a est
étiqueté par <α0_>. Ainsi, la fonction de renommage doit gérer la suppression
d’arcs en plus du ré-étiquetage des arcs.
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Nous construisons maintenant ces fonctions de renommage des graphes. Pour
cela, nous commençons par définir les types utilisés pour leur définition :
Définition 21 (Type topologique) Soient n > 0 une dimension et l > 0 une
longueur.
Un type topologique de dimension n et de longueur l est un mot ω =
ω1ω2 . . . ωl sur {0, . . . , n,_} tel que chaque i ∈ [0, n] a au plus une occurrence dans
ω, et est noté <ω> ou encore <αω1αω2 . . . αωl>.
Le type <ω> est dit complet s’il ne contient pas l’étiquette « _ ».
Pour <ω> un type complet, un graphe topologique G de dimension n est de type
<ω> si ses arcs sont étiquetés sur ω.
Une fonction de renommage est alors définie par deux types topolo-
giques de même longueur. Par exemple, le passage du type <α0α1> au type
<α1α2>, noté <α0α1>→<α1α2>, définit la fonction de renommage qui permet de
constuire les sommets duaux des figures 2.42(b) et 2.42(c) à partir des faces des fi-
gures 2.41(b) et 2.41(c). De la même façon, le changement de type <α0α1>→<α0_>
définit la fonction de renommage qui permet de construire les faces éclatées des fi-
gures 2.43(b) et 2.43(c) à partir des faces des figures 2.41(b) et 2.41(c).
Définition 22 (Fonction de renommage) Soient n > 0 une dimension et l > 0
une longueur. Soient <ω> et <β> deux types topologiques de dimension n et de
longueur l.
<ω>→<β> définit une fonction de renommage de dimension n si et
seulement si il existe une fonction µ : {0, ..., n,_} → {0, ..., n,_} entre les deux
mots ω = ω1 . . . ωl et β = β1 . . . βl telle que µ(_) = _, µ(ωi) = βi pour tout
i ∈ [1, l], et µ(x) = x pour tout x n’ayant pas d’occurrence dans ω.
La fonction de renommage de graphe correspondante associe tout graphe
topologique G = (V,E, s, t, lV , α) de dimension n au graphe topologique renommé
G′=(V ′, E′, s′, t′, l′V , α
′) de dimension n défini par :
– l’ensemble des arcs non-supprimés E′={e ∈ E | µ(α(e)) 6= _} ;
– les fonctions source et cible s′ et t′ sont les restrictions respectives de s et t
aux arcs de E′ ;
– la fonction d’étiquetage des arcs α′ telle que pour tout arc e de E′, α′(e) =
µ(α(e)).
Les différentes conditions données sur µ ont chacune un rôle précis :
– la condition µ(_) = _ garantit que l’on n’étiquette pas un arc absent, et ainsi
l’existence de la fonction de renommage de graphe correspondante à µ ;
– la condition µ(ωi) = βi pour tout i ∈ [1, l] garantit que le renommage est
unique pour un type d’arc donné, et ainsi l’existence de µ ;
– la condition µ(x) = x garantit que les arcs non filtrés par le type <ω> ont
leur étiquette préservée, et ainsi l’unicité de µ.
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Au delà du renommage, pour construire la triangulation, nous avons finalement
besoin de former des motifs en connectant entre eux différents graphes renommés.
Par exemple, pour créer les nouvelles arêtes centrales qui séparent les facettes créées
par la triangualtion, nous avons besoin de connecter les nœuds du sommet dual créé
à d’autres nœuds provenant d’une autre copie renommée de la face.
<_ α2> <α1α2>α0
b c
(S)
(a) Schéma
b1
c3
b3 c5 c6
b5 b6
b2
c1 c2
c4
b4
(AT)
(b) Inst. triangulaire
b1 b2
c1 c2b3 b4
c3 c4
c5 c6
b5 b6c7 c8
b7 b8(AC)
(c) Inst. carrée
Figure 2.44 – Connexion de plusieurs copies renommées
Pour cela, nous connectons sur le schéma de la figure 2.44(a) le nœud c étiqueté
par <α1α2> au nœud b étiqueté par <_α2>. Le renommage <α0α1>→<_α2>,
construit à partir de la face originale de type <α0α1> et le type du nœud b <_α2>,
consiste à supprimer les arcs α0 de la face filtrée et à remplacer ses arcs α1 par des
arcs α2 pour instancier b.
L’arc α0 entre les nœuds b et c du schéma signifie que les nœuds instanciés res-
pectivement pour b et c seront reliés deux à deux par des arcs α0, comme l’illustrent
les figures 2.44(b) et 2.44(c). Plus précisément, deux nœuds de l’instanciation sont
connectés par un arc α0 si ils sont des copies du même nœud de la face originale.
Par exemple, sur la figure 2.44(b), b1 et b2 sont respectivement connectés par α0 à
c1 et c2.
En procédant de la même façon, nous pouvons finalement schématiser la trian-
gulation de n’importer quelle type de face. Pour cela, il reste à connecter les coins
détachés de la face originale de la figure 2.43 aux nouvelles arêtes centrales de la
figure 2.44.
<_ α2> <α1α2>α0
b c
<α0 _>
a
α1
(S)
(a) Schéma
a4
a2
a3
a1
a5 a6
b1
c3b3
c5 c6b5 b6
b2
c1 c2
c4 b4
(TT)
(b) Inst. triangulaire
a1 a2
a3 a4
a5 a6
a7 a8
b1 b2c1 c2
b3 b4c3 c4
c5 c6b5 b6
c7 c8
b7 b8
(TC)
(c) Inst. carrée
Figure 2.45 – Face triangulée
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Dans le schéma topologique final de la figure 2.45(a), nous connectons les nœuds
a et b par un arc α1. En conséquence, dans les instanciations des figures 2.45(b)
et 2.45(c), les nœuds abstraits par a sont connectés par α1 à leur copies respectives
abstraites par b. Par exemple, sur la figure 2.45(b), a1 et a2 sont respectivement
connectés par α1 à b1 et b2.
Nous formalisons finalement la définition des schémas topologiques :
Définition 23 (Schéma topologique) Soient n ≥ 0 une dimension et l ≥ 0 une
longueur.
Un schéma topologique de dimension n et de longueur l est un graphe
topologique de dimension n dont les nœuds sont totalement étiquetés sur Topon,l
l’ensemble des type topologiques de dimension n et de longueur l.
Dans les exemples précédents, nous avons donné une intuition constructive de
l’instanciation des schémas topologiques. À partir du graphe de type face <α0α1>,
nous avons construits les différentes copies renommées que nous avons ensuite
connectées selon les arcs du schéma.
4
2
3
1
5 6
g
f '
f
(O)
(D2)
a4a3
a6(S(O))
a1 a2
(Ssat)
g' (1)
a v
a5
Figure 2.46 – Instanciation par un produit fibré
[Poudret 2009] a formalisé ce processus d’instanciation en utilisant le produit
fibré de la définition 6 page 19. Pour construire l’instanciation d’un schéma S par
une orbite O par produit fibré, il convient préalablement de saturer le schéma S,
c’est-à-dire de remplacer les arcs implicites des types topologiques qui étiquettent
les nœuds par des boucles explicites. Par exemple sur la figure 2.46, le schéma S est
réduit au nœud a étiqueté par <α0_>, et sa saturation Ssat est donc réduite au
nœud amuni d’une unique boucle α0. Son produit fibré (1) avec la face triangulaireO
produit l’instanciation S(0). En effet, les arcs α0 de O se composent avec la boucle α0
de Ssat et sont ainsi dupliqués dans S(O). En revanche, comme la boucle α1 de D2
n’a pas d’antécédent dans Ssat, les arcs α1 de O sont supprimés dans S(O).
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4
2
3
1
5 6
g
f '
f
(O)
(D2)
b4b3
b6(S(O))
b1 b2
(Ssat)
g' (1)
b
b5
v
Figure 2.47 – Insuffisance du produit fibré pour le renommage
Cependant en cas de renommage, un tel produit fibré ne produit pas l’instancia-
tion attendue. Prenons cette fois-ci le cas de l’instanciation du nœud b étiqueté par
<_α2>, toujours pour la même orbite face O. Sur la figure 2.47, le nœud b de Ssat
est donc uniquement muni d’une boucle α2. L’instanciation doit ainsi renommer les
arcs α1 de O en arcs α2, mais le produit fibré (1) les supprime. En effet, en raison
de la différence d’étiquette, la boucle α2 de Ssat ne peut pas avoir la même image
dans D2 que les arcs α1 de O.
4
2
3
1
5 6
g
f '
f
(O)
(D2)
b4b3
b6(S(O))
b1 b2
(Ssat)
g' (1)
b
b5
h'
h
(2)
b4b3
b6(S(O))
b1 b2
(Ssat)
g''
b
b5
v
Figure 2.48 – Instanciation par un double diagramme
Pour résoudre ce conflit d’étiquettes, le produit fibré (1) de la figure 2.48 est uti-
lisé pour construire la structure de graphe instancié. Puis un complément de somme
amalgamée (2) ajoute les étiquettes et construit ainsi l’instanciation proprement
dite. Comme la boucle de Ssat n’a pas d’étiquette, elle peut alors être associée à la
boucle α1 de D2 dans le produit fibré (1). Les arcs α1 de O sont ainsi dupliqués
dans S(O), mais sans étiquette. Le complément de somme amalgamée (2) permet
d’ajouter les étiquettes α2 dans S(O), car la boucle de Ssat est étiquetée par α2.
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a4
a2
a3
a1
a5 a6
b1
c3b3
c5 c6b5 b6
b2
c1 c2
c4 b4
a b c
a4
a2
a3
a1
a5 a6
b1
c3b3
c5 c6b5 b6
b2
c1 c2
c4 b4 4
2
3
1
5 6
g'' g' g
h' f '
fh a b c
α0 α1 α2 α3 *
(O  )
(D2)(Ssat) (Ssat)
(S(O)) (S(O))
(1)(2)
*
v
*
Figure 2.49 – Instanciation du schéma de triangulation pour un triangle
La construction de la figure 2.48 ne suffit cependant pas pour un schéma plus
large comme la triangulation de la figure 2.45(a). En effet, si les instanciations des
trois nœuds a, b et c de S seront bien construites comme des copies renommées
de O, elles ne seront pas reliées entre elles. Pour cela, de manière symétrique, il
convient de saturer O et D2 par des boucles d’une nouvelle étiquette notée « ∗ » et
représentée par des doubles pointillés sur la figure 2.49. Si le morphisme f associe
bien les arcs de Ssat qui étaient explicites dans le schéma initial S à cette nouvelle
boucle « ∗ » de D∗2, ils se composent avec les boucles « ∗ » de O∗ pour relier deux
à deux les copies de O dans S(O). Ainsi, sur l’exemple tout nœud ai de S(O) est
relié au nœud bi, lui-même relié au nœud ci, car S a deux arcs explicites qui relient
les nœuds a et b d’une part et b et c d’autre part.
Comme précédemment, le complément de somme amalgamée (2) ajoute les éti-
quettes conformément aux étiquettes de Ssat, qui conserve tels quels les arcs expli-
cites de S.
Pour résumer, cette instanciation se fait ainsi en deux étapes :
1. la construction de la structure non-étiquetée du résultat par le produit fi-
bré (1) ;
2. l’étiquetage des arcs avec renommage de cette structure par le complément de
somme amalgamée (2).
Nous donnons ci-après la définition de l’instanciation car nous la réutiliserons
dans la suite du manuscrit. Cependant cette définition est technique et peut être
passée en première lecture.
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Définition 24 (Instanciation d’un schéma topologique) Soient n ≥ 0 une
dimension et l ≥ 0 une longueur. Soient S = (V S , ES , sS , tS , lSV , lSE) un schéma to-
pologique de dimension n et de longueur l, et O=(V O, EO, sO, tO, lOV , l
O
E) un graphe
topologique de type <ω> de dimension n et de longueur l.
L’instanciation de G par O, notée S(O), est le graphe topologique de di-
mension n résultant du double diagramme suivant dans la catégorie des graphes
partiellement étiquetés sur (CV , [0, n] ∪ {∗}) :
S(O) oo
h′ ? _
g′′ (2)

S(O)
f ′ //
g′ (1)

O∗
g

Ssat oo
h ? _Ssat
f // D∗n
tel que S(O) est le résultat du produit fibré (2) avec :
– D∗n = (V D, ED, sD, tD, lDV , l
D
E ) l’élément neutre de dimension n est le graphe
défini par :
– V D = {v} ;
– ED = {(v, i, v) | i ∈ [0, n]} ∪ {(v, ∗, v)} ;
– lDV = ⊥V ;
– sD, tD et lDE sont canoniquement définies ;
– O∗=(V O∗ , EO∗ , sO∗ , tO∗ , lO∗V , l
O∗
E ) est le graphe défini par :
– V O∗ = V O ;
– EO∗ = EO ∪ {(v, ∗, v) | v ∈ V O} ;
– lO∗V = ⊥V ;
– sD, tD et lO
∗
E sont canoniquement définies ;
– Ssat = (V sat, Esat, ssat, tsat, lsatV , l
sat
E ) la saturation du schéma S est le graphe
défini par :
– V sat = V S ;
– Esat = ES unionmulti⊎v∈V,i∈[1,l]{(v, lSV (v)(i), v) | lSV (u)(i) 6= _} ;
– lsatV = ⊥V ;
– ssat, tsat et lsatE sont canoniquement définies ;
– Ssat est la structure non-étiquetée sous-jacente à Ssat ;
– f : Ssat → Dn est l’unique morphisme tel que tout arc issu de S a pour image
l’unique arc de D∗n étiqueté par ∗ et tout arc αi issu de la saturation de S a
pour image l’unique arc αi de Dn ;
– g : O∗ → Dn est l’unique morphisme de O∗ dans Dn ;
et tel que S(O) est l’unique graphe à isomorphisme près tel que le diagramme (1)
commute et que ses arcs sont étiquetés, c’est-à-dire que g′′ préserve l’étiquetage.
Une fois les schémas topologiques définis, un schéma de règle topologique
est simplement la donnée du motif filtré, de l’interface et du motif transformé par
des schémas topologiques. Nous définissons ainsi la triangulation de tout type de
face par le schéma de règle de la figure 2.50.
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(R)(K)(L)
<_ α2> <α1α2>α0
b c
<α0 _>
a
α1<α0α1>
a
<α0 _>
a
Figure 2.50 – Schéma de règle de triangulation d’une face
Remarquons cependant qu’un schéma de règle topologique r : L ←↩ K ↪→ R
n’est pas une règle dans la catégorie des schémas topologiques car les associations
K ↪→ L et K ↪→ R ne préservent pas les étiquettes de nœuds, et ne sont donc pas
des morphismes. Par exemple, sur la figure 2.50, K ↪→ L et K ↪→ R ne préservent
pas l’étiquette du nœud a. Nous définissons ainsi ces associations de schémas :
Définition 25 (Association de schémas topologiques) Soient deux schémas
topologiques S=(V,E, s, t, lV , lE) et S′=(V ′, E′, s′, t′, l′V , l
′
E) de dimension n ≥ 0 et
de longueur l ≥ 0.
Une association de schémas topologique f : S ↪→ S′ est la donnée de deux
fonctions identités fV : V → V ′ et fE : E → E′ associant respectivement les nœuds
et les arcs de S à ceux de S′ telles que :
– fV ◦ s = s′ ◦ fE ;
– fV ◦ t = t′ ◦ fE ;
– pour tout arc e de S, si lE(e) 6= ⊥ alors l′E(fE(e)) = lE(e) .
Instancier un schéma de règle topologique revient alors à instancier chacun des
trois schémas de la règle. Nous avons ainsi la définition suivante :
Définition 26 (Schéma de règle topologique) Soient n ≥ 0 une dimension et
l ≥ 0 une longueur.
Un schéma r : L ←↩ K ↪→ R de règle topologique de dimension n et
de longueur l est la donnée de deux associations K ↪→ L et K ↪→ R de schémas
topologiques de dimension n et de longueur l.
Instanciation : Soit O un graphe de type <ω> de dimension n et de longueur l.
L’instanciation de r par O est la règle topologique r(O) : L(O) ←↩ K(O) ↪→ R(O)
où L(O), K(O) et R(O) sont les instanciations respectives 8 de L, K et R par O.
Cependant comme nous l’avons déjà vu, une règle topologique appliquée à une
G-carte ne produit pas nécessairement une G-carte. Pour que ce soit le cas, cette
dernière doit satisfaire les conditions de préservation de la cohérence topologique.
Ainsi, [Poudret 2009] introduit également des conditions de préservation de la
cohérence topologique portant sur les schémas de règles topologiques.
8. Comme souvent en théorie des catégories, l’instanciation des schémas est unique à isomor-
phisme près. Pour reconstruire les deux morphismes d’inclusion de la règle instanciée r(O), il
convient alors de construire trois instances compatibles des schémas, c’est-à-dire telles que tous les
nœuds et les arcs de K(O) soient bien des nœuds de L(O) et R(O), comme le défini [Poudret 2009].
2.3. Transformations de graphes pour les opérations topologiques 59
Intuitivement, ces conditions garantissent que quelle que soit l’instanciation d’un
schéma, la règle obtenue satisfait les conditions des règles données dans le théorème 2
page 48. Pour rappel, ces dernières portaient sur le nombre d’arcs et la présence de
cycles dans les différentes graphes de la règle.
c d
(G)
a b
(a) Arête
<α0α2>
v
(S)
(b) Schéma d’arête
<α2>
v
(S')
<α2>
v'
(c) Autre schéma d’arête
Figure 2.51 – Abstraction des arcs et des cycles
Or, avec l’utilisation de types topologiques, certains arcs et ainsi certains cycles
ne sont plus explicites dans les schémas. Par exemple, lorsque nous abstrayons l’arête
de la figure 2.51(a) par le schéma de la figure 2.51(b), nous n’avons plus d’arcs α0
ou α2 qui deviennent implicites, et ainsi plus de cycle α0α2α0α2 explicite. Le même
problème se pose toujours lorsque nous abstrayons cette arête par le schéma plus
développé de la figure 2.51(c).
Pour cela, les conditions de préservation de la cohérence topologique sur les
schémas s’appuient sur les notions d’arc implicite et de cycle implicite. Ainsi,
dans le cas du schéma de la figure 2.51(b), le type topologique du nœud v abstrait
les arcs α0 et α2 et permet de garantir que chaque nœud filtré par v a bien un arc
α0 et un arc α2 adjacents. De la même façon, on peut établir pour le schéma de la
figure 2.51(c) que nous sommes en présence d’un cycle α0α2α0α2 car v et v′ sont
connectés par α0 et que l’étiquette α2 est à la même position dans leurs types. En
effet, deux nœuds instances de v reliés par α2 seront alors respectivement liés par
α0 à deux nœuds instances de v′, eux-mêmes reliés par α2.
Préserver la cohérence topologique revient alors avec vérifier les conditions
définies pour les règles topologiques dans le théorème 2 page 48, mais en
considérant pour les arcs et les cycles à la fois leurs versions explicites et
implicites.
Ainsi, le schéma de règle de la triangulation de la figure 2.50 satisfait ces condi-
tions. Par exemple, pour la condition d’arcs adjacents, le nœud ajouté b a bien tous
ses arcs adjacents. Il a en effet des arcs α0 et α1 explicites qui lui sont incidents
dans R et un arc α2 implicite qui provient de son étiquette <_α2>. De même, le
nœud a a les mêmes étiquettes d’arcs dans L et R. Dans L, ses deux arcs α0 et α1
sont implicites dans l’étiquette <α0α1>, alors que dans R, il a un arc explicite α1
pendant que son arc α0 reste implicite dans son étiquette <α0_>.
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Pour la condition de cycle, les nœuds b et c sont bien ajoutés avec un cycle
α0α2α0α2 implicite, selon le même cas que la figure 2.51(c). Remarquons de même
que le nœud a, qui n’est pas filtré avec son cycle α0α2α0α2, a bien son arc α0
implicite préservé par la règle. En effet, α0 est à la même position dans l’étiquette
<α0α1> de a dans L et l’étiquette <α0_> de a dans R.
Nous donnons ainsi la définition de ces conditions sur les schémas de règles :
Théorème 3 (Préservation de la cohérence topologique des schémas)
Soit un schéma r :L←↩K ↪→R de règle topologique de dimension n ≥ 0 et de
longueur l ≥ 0.
Pour un nœud v de L, K ou R étiqueté par le type <ω>, on dit que :
• v est la source d’un arc implicite αi avec i ∈ [0, n] si <ω> contient l’étiquette i ;
• v est la source d’une cycle implicite αiαjαiαj avec i, j ∈ [0, n] et i+ 2 ≥ j si :
– v est un nœud de L et <ω> contient les deux étiquettes i et j ;
– v est un nœud de R et <ω> contient les deux étiquettes i et j aux positions
respectives k et k′, et il existe un nœud v′ de L étiqueté par < γ > tel que les
étiquettes aux même positions dans γ filtrent un cycle, i. e. γ(k) + 2 ≥ γ(l) ou
γ(l) + 2 ≥ γ(k) ;
– le graphe contient un nœud v′ étiqueté par < γ > tel que v′ est connecté à
v par deux arcs αi inverses et que αj est à la même position k dans ω et γ,
i. e. ω(k) = γ(k) ;
– la réciproque de la proposition précédente en inversant i et j.
Si r vérifie les conditions de préservation de la cohérence topologique du théo-
rème 2 page 48 en considérant à la fois arcs et cycles explicites et implicites, alors
pour tout graphe O de type <ω> de dimension n et de longueur l, la règle instanciée
r(O) :L(O)←↩K(O) ↪→R(O) préserve la cohérence topologique.
La preuve qu’un schéma vérifiant ces conditions préserve la cohérence topolo-
gique peut être consultée dans [Poudret 2009].
Pour le critère de cycles, remarquons que b et c sont bien ajoutés avec un cycle
implicite α0α2α0α2. Il existe deux arcs α0 inverses entre b et c et α2 est à la même
position dans leurs étiquettes respectives <_α2> et <α1α2>.
Pour conclure, remarquons les schémas de règles topologiques nous ont permis
de définir toutes les opérations de modélisation topologique classique en
multiple dimensions : les opérations de couture, de découture, de cône, d’extrusion,
de triangulation, d’arrondi, de sudivision, etc. [Bellet 2010b].
Chapitre 3
Transformations de graphes plongés
Comme nous l’avons vu dans les chapitres 1 et 2 du manuscrit, les objets à
modéliser ont des natures très différentes selon le domaine d’application. Cependant,
la modélisation à base topologique permet de donner une base commune à ces objets
en les représentant en premier lieu par leur structure topologique. Toutes autres
informations comme la forme géométrique ou les données propres à l’application
sont appelées plongements et sont associées à cette structure topologique.
Les travaux que nous avons présentés dans la section précédente sur les opé-
rations topologiques s’appuient sur le modèle topologique des cartes généralisées.
Pour définir les opérations géométriques, c’est-à-dire les opérations modifiant les
plongements, nous nous appuyons naturellement sur ce même modèle.
• Pour cela, nous commençons dans la section 3.1 par décrire la notion de carte
généralisée plongée comme une classe de graphes pour représenter les objets avec
un plongement.
• Nous montrons ensuite dans la section 3.2.1 sous quelles conditions les règles
de transformations de graphes préservent la cohérence du plongement.
• Puis, de façon analogue aux opérations topologiques, nous introduisons dans
la section 3.2.2 des schéma de règles qui permettent d’abstraire l’ensemble des règles
qui correspondent aux différents cas d’application d’une opération géométrique.
• Nous montrons enfin dans la section 3.3 comment des conditions sur ces sché-
mas de règles, combinées à leur mode d’application, garantissent la préservation de
la cohérence du plongement.
3.1 Modèle plongé des cartes généralisées
Nous introduisons dans cette section un modèle à base topologique pour repré-
senter les objets avec plongement. Plus précisément, ce modèle est une extension des
cartes généralisées présentées dans le chapitre précédent. Nous utilisons les étiquettes
des nœuds, jusque là inutilisées dans la structure topologique des cartes généralisées,
pour représenter le plongement. De plus, nous introduisons une contrainte sur cet
étiquetage pour garantir la cohérence du plongement, à la manière de la cohérence
topologique.
Toutefois, avant de définir un modèle, il est primordial de comprendre ce qui ca-
ractérise un plongement. Pour cela nous exhibons quelques exemples de plongements
pour faire ressortir leurs points communs.
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3.1.1 Caractérisation d’un plongement
Reprenons quelques exemples donnés dans l’introduction et voyons quelles infor-
mations doivent être ajoutées à la structure topologique pour modéliser les objets :
(a) Maillage d’un visage (b) Texturing d’un personnage
Figure 3.1 – Conception d’un personnage
• pour la production d’un film de synthèse ou d’un jeu vidéo, un artiste utilise un
modeleur pour créer les modèles 3D des personnages et des décors :
– dans un premier temps, l’artiste sculpte la forme du modèle ; l’objet est repré-
senté pour cela par un maillage de faces qui est raffiné au fur et à mesure de la
sculpture ; le raffinement du maillage lors de la sculpture d’un visage est illus-
tré sur la figure 3.1(a) ; le maillage étant encodé par la structure topologique,
le plongement géométrique consiste usuellement à associer à chaque sommet
une coordonnées 3D ;
– dans un second temps, l’artiste peint la texture de l’objet ; la texture obtenue
consiste alors en une grande image « mise à plat » du modèle, comme l’illustre
la partie droite de la figure 3.1(b) ; le plongement texture consiste alors d’une
part à associer à chaque objet son image de texture, et d’autre part à associer
à chaque sommet du maillage des coordonnées de placage de texture, pour
que cette dernière soit « étirée » sur le modèle à l’affichage ;
(a) Plan (b) Visuel
Figure 3.2 – Conception d’une maison
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• pour la conception d’une maison, un architecte utilise un modeleur pour dessiner
le plan 2D de la maison et calculer un visuel pour le client :
– dans un premier temps, l’architecte dessine le plan de la maison ; un plan
de maison dessiné est donné sur la figure 3.2(a) ; intuitivement, représenter
un tel plan par une structure topologique consiste à le décomposer en faces
associées à chaque pièce et en arêtes associées à chaque mur ; dans l’exemple,
les informations de plongements à associer sont au moins les droites ou courbes
associées à chaque mur/arête pour donner la forme géométrique, et le nom de
chaque pièce/face ;
– dans un second temps, l’architecte a besoin de générer un visuel vendeur à
proposer au client, comme le visuel de la figure 3.2(b) ; pour obtenir ce type
de visuel à partir du plan, l’architecte doit alors fournir d’autres informations
de plongements dédiées à ce rendu ; par exemple, il doit définir le matériau
associé à chaque mur/arête pour pouvoir afficher la façade ;
(a) En laboratoire (b) Sur machine
Figure 3.3 – Simulation sismique
• pour simuler la résistance d’un ouvrage d’art ou la mécanique d’un prototype, un
physicien utilise un modeleur pour avoir une représentation physique détaillée des
objets et de leur environnement :
– par exemple, pour simuler la résistance d’un bâtiment à une secousse sismique,
il doit à la fois modéliser le bâtiment et les tremblements du sol ; comme
l’illustre la figure 3.3(a), lorsqu’on s’intéresse à la résistance de l’ouvrage dans
son ensemble, seule sa structure est importante, on ne s’intéresse pas aux
détails visuels comme les fenêtres ou le revêtement des murs ; ainsi pour re-
présenter la forme géométrique sur machine, comme sur la figure 3.3(b), on
se contente d’un modèle polygonal où des coordonnées 3D sont associées aux
sommets, mais en se limitant à des objets simples contrairement à la sculpture ;
– d’autre part, les autres informations de plongement relatives aux matériaux
comme la masse volumique, l’élasticité, le coefficient de dilatation thermique,
etc. sont associées aux volumes représentant les parties du bâtiment ;
– pour modéliser les tremblements, à la manière des vérins hydrauliques utilisés
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en laboratoire, on associe à la face qui représente le sol du bâtiment une
fonction de mouvement de haut en bas dépendante du temps écoulé.
Les exemples cités illustrent cette caractéristique commune des plongements mal-
gré leurs différences : ils peuvent systématiquement être associés à un type de cellule
donnée. Par exemple, les coordonnées 3D sont associés aux sommets, les courbes sont
associées aux arêtes, les masses volumiques sont associées aux volumes, etc. Nous
caractérisons ainsi un plongement à la fois par le type de données des informa-
tions représentées et par le type de cellules auxquelles il est associé.
Les types de cellules étant défini dans les G-cartes par de types d’orbites, nous
donnons la définition suivante d’un plongement :
Définition 27 (Plongement) Soit n ≥ 0 une dimension, <ω> un type d’orbite
de dimension n et τ un type de données 1.
Le plongement pi de dimension n et de profil <ω>→ τ est une fonction
des orbites de type <ω> vers les données de type τ . On note pi :<ω>→ τ .
Munis de cette définition, nous caractérisons le plongement des deux cas d’ap-
plications qui sont le support de ce chapitre.
A
B C
D E
(a) Sommet/point 2D
A
B
D E
C
F G
H
I
(b) Sommet/point 3D
Figure 3.4 – Plongement polygonal
Prenons en premier lieu l’exemple cité précédemment d’un plongement des som-
mets par des points illustré sur la figure 3.4, que nous appelons plongement po-
lygonal. Dans le cas d’une représentation 2D en figure 3.4(a), l’orbite support des
sommets dans les 2-G-cartes est de type <α1α2>. En conséquence, le plongement
choisi est point:<α1α2>→ point_2D.
Si on s’intéresse maintenant à une représentation 3D sur la figure 3.4(b), l’orbite
support des sommets dans les 3-G-cartes est de type différent, plus précisément
de type <α1α2α3>. Le plongement est alors point:<α1α2α3>→ point_3D. Nous
1. Nous nous plaçons ici dans le cadre usuel des types abstraits. Un type τ est connu par son
nom, en général τ lui même, et par ses opérations. On supposera que les types utilisés dans ce
manuscrit sont connus et munis de leur opérations usuelles.
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approfondirons par la suite cet exemple en nous intéressant aux règles des trois
opérations de modélisations suivantes : la translation d’un sommet, la triangulation
d’une face et la suppression d’une arête entre deux faces.
(a) Face/nb protéines (b) Volume/nb protéines
Figure 3.5 – Plongement biologique
Le deuxième cas d’application est une pseudo simulation biologique en fi-
gure 3.5 inspirée des travaux sur l’appareil de Golgi présentés dans l’introduction.
On représente ici une sorte de réseau de saccules interconnectés dans lequel circulent
des protéines jusqu’à leur excrétion dans des vésicules.
Dans la version 2D de la figure 3.5(a), les saccules sont représentés par des
hexagones. Ils sont connectés entre eux par des tubes représentés sous forme de
quadrilatères. Les protéines qui circulent dans les saccules et les tubes sont repré-
sentées par les points. Enfin, les triangles représentent des vésicules produites par les
saccules pour expulser les protéines. Ces opérations seront par la suite approfondies
sous forme de règles : le transfert de protéines, la production d’une vésicule et enfin
son expulsion.
Revenons à la définition même du plongement. Dans le cas d’une 2-G-carte, les
orbites support des faces sont de type <α0α1>. Ainsi, le profil de plongement choisi
est qté_protéines:<α0α1>→ entier.
Dans le cas de la représentation 3D en figure 3.5(b), on choisit plutôt de re-
présenter les saccules et les tubes par des volumes et par conséquence les cellules
plongées ne sont pas les mêmes. Sur la figure, les saccules sont représentés par des
décaèdres, les tubes par des parallélépipèdes et les vésicules par des tétraèdres. Les
orbites support des volumes sont de type <α0α1α2> dans les 3-G-cartes et ainsi le
profil de plongement choisi est qté_protéines:<α0α1α2>→ entier.
Dans les structures de graphes, les étiquettes sont naturellement associées aux
nœuds et aux arêtes. Nous allons étudier dans la section suivante comment les
données de plongement sont ajoutées au graphe représentant la G-carte, en tenant
compte des orbites support.
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3.1.2 Les cartes généralisées plongées
Comme nous l’avons détaillé dans la section 2.2.2, la structure topologique des
cartes généralisés est essentiellement portée par les étiquettes d’arcs. Pour ajouter
les informations de plongement, nous allons ainsi utiliser les étiquettes de nœuds.
Intuitivement, une carte généralisée plongée selon un plongement pi:<ω>→ τ a ses
nœuds étiquetés sur l’ensemble τ . Cependant, le plongement pi associe les données
de plongement à des orbites de type <ω>, et ainsi tous les nœuds d’une même orbite
de type <ω> doivent être étiquetés par la même valeur de τ . Par exemple, dans le
cas du plongement point:<α1α2>→ point_2D, tous les nœuds d’une orbite sommet
de type <α1α2> sont étiquetés par le même point 2D.
Ainsi, de la même façon que les G-cartes doivent respecter des contraintes de
cohérence topologique, les G-cartes plongées doivent respecter la contrainte de co-
hérence du plongement suivante : tous les nœuds d’une orbite support d’un
plongement doivent être étiquetés par la même valeur de plongement.
Nous commençons ainsi par définir la classe plus large des graphes plongés que
nous restreignons ensuite pour définir les G-cartes plongées. Tout comme les graphes
topologiques vis-à-vis des transformations topologiques des G-cartes, la notion de
graphes plongés est utile pour définir les transformations géométriques des G-cartes
plongées. Notons que de la même façon que nous avons renommé par α la fonction
d’étiquetage des arêtes lE , nous renommons par le nom du plongement pi la fonction
d’étiquetage des nœuds lV .
Définition 28 (Graphe plongé) Soit pi :<ω>→ τ un plongement de dimension
n ≥ 0.
Un graphe topologique G = (V,E, s, t, pi, α) de dimension n est un graphe
plongé sur pi ou pi-plongé si ses nœuds sont étiquetés sur CV = τ .
Notons que lorsque nous aurons à comparer par des morphismes les structures to-
pologiques de graphes plongées, les étiquettes de nœuds poseront parfois problèmes.
Pour cela, de la même façon que la structure des graphes partiellement étiquetés
introduite dans la définition 12 de la page 12, nous introduisons la structure to-
pologique Gα d’un graphe plongé G comme la version non-plongée de G dans la
même catégorie, c’est-à-dire où toutes les étiquettes de nœuds sont indéfinies. Nous
appelons également morphisme de plongement de G l’inclusion qui étiquette Gα
en G.
Définition 29 (Structure topologique et morphisme de plongement) Soit
pi:<ω>→ τ un plongement de dimension n ≥ 0.
Pour tout graphe pi-plongé G = (V,E, s, t, pi, α), la structure topologique de
G est définie par Gα = (V,E, s, t,⊥, α).
Le morphisme d’inclusion p : Gα → G est appelé le morphisme de plonge-
ment de G.
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(b) 2-G-carte plongée
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(c) Orbites plongées
Figure 3.6 – 2-G-carte plongée polygonale
Reprenons maintenant l’exemple de la maison sur la figure 3.6(a), où chaque
sommet est plongé sur un point 2D. Nous la représentons sous forme de la 2-G-carte
plongée de la figure 3.6(b). Les nœuds de la G-carte sont étiquetés par les points A,
B, C, D et E. Remarquons que la G-carte est totalement étiquetée.
Cet étiquetage total nous permet ainsi de rester dans le cadre défini
par [Habel 2002] pour les transformations géométriques par des règles. Ainsi, les
graphes transformés ont leurs nœuds totalement étiquetés et les étiquettes indéfinies
sont uniquement utilisées dans les règles à des fins de filtrage et de ré-étiquetage.
De plus, comme nous l’avons évoqué, pour que l’étiquetage soit cohérent avec le
plongement, nous étiquetons tous les nœuds d’un même sommet par la même valeur.
Ainsi, sur la figure 3.6(b), les nœuds c, e, g et i appartiennent au même sommet
topologique, c’est-à-dire à la même orbite de type <α1α2>, et sont de fait étiquetés
par le même point B. Les différentes orbites sommets et leurs valeurs de plongement
sont mises en évidence sur la figure 3.6(c).
De manière générale, pour un plongement pi :<ω>→ τ , tous les nœuds d’une
même orbite de type <ω> doivent être étiquetés par la même valeur de type τ .
C’est l’objet de la contrainte de plongement que nous introduisons.
Définition 30 (Contrainte de cohérence du plongement) Soient pi:<ω>→ τ
un plongement de dimension n ≥ 0 et G = (V,E, s, t, pi, α) un graphe pi-plongé.
G satisfait la contrainte de cohérence du plongement si et seulement si tous
les nœuds d’une orbite <ω> de G portent la même étiquette - i. e. pour tous nœuds
v et v′ de G tels que v ≡<ω> v′, pi(v) = pi(v′).
Cette contrainte peut également être caractérisée localement sur chaque arête :
Proposition 1 (Contrainte locale de cohérence du plongement) Soient
pi:<ω>→ τ un plongement de dimension n ≥ 0 et G = (V,E, s, t, pi, α) un graphe
pi-plongé.
G satisfait la contrainte de cohérence du plongement si et seulement si
pour tout arc e de G tel que α(e) est une étiquette de ω, pi(s(e)) = pi(t(e)).
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Preuve. Il est clair que si G satisfait la contrainte globale de la définition 30, G
satisfait également la contrainte locale. En effet, pour tout arc e de G étiqueté sur
ω, son nœud source et son nœud cible appartiennent par définition à la même orbite
<ω> et donc pi(s(e)) = pi(t(e)).
Montrons maintenant la réciproque. La relation ≡<ω> est la clôture réflexive,
symétrique et transitive de la relation →<ω> donnée dans la définition 20 de la
page 45 : v →<ω> v′ si et seulement si il existe un arc e de G étiqueté sur ω de source
v et de cible v′. Ainsi la contrainte locale peut être exprimée de la façon suivante :
pour tous nœuds v et v′ de G qui vérifient v →<ω> v′, on a v →=pi v′ (avec v →=pi v′
si et seulement si pi(v) = pi(v′)). Par clôture réflexive, symétrique et transitive, on
a ainsi : pour tous nœuds v et v′ de G qui vérifient v ≡<ω> v′, on a v =pi v′ (avec
v =pi v
′ si et seulement si pi(v) = pi(v′)) car =pi est déjà réflexive, symétrique et
transitive. On retrouve donc bien la propriété globale : pour tous nœuds v et v′ de
G qui vérifient v ≡<ω> v′, on a pi(v) = pi(v′).
Les deux contraintes de cohérence sont donc bien équivalentes. 
Nous donnons finalement la définition suivante d’une carte généralisée plongée :
Définition 31 (Carte généralisée plongée) Soit pi:<ω>→ τ un plongement de
dimension n ≥ 0.
Une carte généralisée de dimension n plongée sur pi ou n-G-carte pi-
plongée est un graphe plongé sur pi qui vérifie simultanément les contraintes de
cohérence topologique et la contrainte de cohérence du plongement.
(a) Objet 2D
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(b) 2-G-carte plongée
Figure 3.7 – 2-G-carte plongée biologique
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Nous illustrons de nouveau cette définition en prenant cette fois-ci l’exemple
biologique de la figure 3.7(a). Nous représentons le complexe cellulaire par la 2-G-
carte de figure 3.7(b) plongée selon le plongement qté_protéines:<α0α1>→ entier.
Remarquons que la contrainte d’orbite support est satisfaite car pour chaque orbite
face, tous les nœuds sont étiquetés par la même quantité de protéines.
Nous apportons également la définition du quotient de plongement d’un
graphe. Cette notion servira par la suite de support aux définitions des manipu-
lations du plongement et des conditions sur les schémas de règles. Intuitivement,
ce quotient est le graphe minimal où chaque orbite plongée est représentée
par un unique nœud. Pour cela, tous les nœuds appartenant à une même orbite
plongée sont identifiés en un unique nœud.
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(a) Quot. de la maison
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(b) Quot. du complexe biologique
Figure 3.8 – Quotients de plongement
Par exemple, le quotient de plongement de la 2-G-carte de la figure 3.6(b) plongée
sur point :<α1α2 >→ point_2D est représenté sur la figure 3.8(a). Le quotient
représente ainsi les orbites <α1α2> par autant de nœuds, connectés entre eux par
des arcs α0 qui n’appartiennent pas aux orbites <α1α2>. Ainsi dans le quotient, les
nœuds a et b sont identifiés en l’unique nœud u et l’arc α1 entre a et b est devenu
une boucle α1 sur v.
Nous donnons également l’exemple sur la figure 3.8(b) du quotient de plongement
de la 2-G-carte de la figure 3.7(b) plongée sur qté_protéines:<α0α1>→ entier. Cette
fois-ci, les nœuds du quotient représentent des orbites <α0α1> et sont connectés
entre eux par des arcs α2. Notons qu’afin de simplifier la lecture de la figure, les
boucles sont visuellement confondues, avec une étiquette pour les dénombrer.
Pour définir le quotient, nous utilisons la relation d’équivalence de la définition 20
pour l’orbite de plongement et nous considérons les classes d’équivalence 2 des nœuds
du graphe.
2. Pour E un ensemble non vide muni d’une relation d’équivalence ≡, la classe d’équivalence
d’un élément x de E, notée [x], est l’ensemble des éléments équivalents à x par ≡ - i. e.
[x] = {y ∈ E|x ≡ y}. On note E/≡ = {[x]|x ∈ E} l’ensemble des classes d’équivalence de E.
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Définition 32 (Quotient de plongement) Soient pi:<ω>→ τ un plongement de
dimension n ≥ 0 et G = (V,E, s, t, pi, α) un graphe pi-plongé qui vérifie la contrainte
de cohérence du plongement.
Le quotient de plongement de G est le graphe pi-plongé sur pi
G/pi = (V/pi, E/pi, s/pi, t/pi, pi/pi, α/pi) défini par :
– V/pi = V/≡<ω> ;
– E/pi = E ;
– pour tout arc e ∈ E/pi, s/pi(e) = [s(e)] ;
– pour tout arc e ∈ E/pi, t/pi(e) = [t(e)] ;
– pour tout nœud v ∈ V/pi, pi/pi(v) = pi([v]) ;
– α/pi = α.
Nous appelons morphisme quotient de G le morphisme q :G→G/pi défini par :
– pour tout nœud v de G, qV (v) = [v] ;
– qE = id.
Remarquons que le quotient ne peut exister que si le graphe de départ G satisfait
la contrainte de plongement. En effet, la construction pi/pi(v) = pi([v]) n’a de sens que
si pour tous les nœuds d’une même orbite plongée ont la même étiquette. Cette no-
tion de quotient de plongement permet en pratique de manipuler une représentation
compactée des plongements.
Si nous cherchons à collecter les valeurs de plongement d’un graphe, la repré-
sentation du quotient élimine la multiple représentation de chaque valeur, pour la
maison de la figure 3.6(b) page 67, chacune des valeurs A, B, C,D, E est représentée
selon le nombre de nœuds supports. Au contraire, sur le quotient de la figure 3.8(a),
chaque valeur a un unique nœud support par construction.
Notons le morphisme quotient q est bien un morphisme car il préserve les sources,
les cibles et les étiquettes. Par extension du quotient d’un graphe plongé, nous
définissons également le quotient d’un morphisme :
Définition 33 (Quotient de morphisme) Soient pi:<ω>→ τ un plongement de
dimension n ≥ 0 et f : G → H un morphisme entre deux graphes pi-plongés qui
vérifient la contrainte de cohérence du plongement.
Le quotient du morphisme f est le morphisme f/pi : G/pi → H/pi défini par :
– pour tout nœud v de G, fV/pi([v]) = [fV (v)] ;
– pour tout arc e de G, fE/pi(e) = fE(e).
Preuve. [Existence du quotient de morphisme] Prenons v et v′ deux nœuds de
G tels que v ≡<ω>G v′. Par préservation des étiquettes le long des morphismes,
f(v) ≡<ω>G f(v′). Ainsi pour deux nœuds v et v′ qui ont la même image [v] = [v′]
dans G/pi, f(v) et f(v′) ont la même image [f(v)] = [f(v′)] dans H/pi. De plus,
l’opération de quotient n’altère par les arcs. Il existe donc bien un morphisme
f/pi : G/pi → H/pi qui associe les deux quotients le long de f . 
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Désormais munis d’une structure plongée pour représenter les objets, nous défi-
nissons dans la section suivante leurs transformations par des règles qui préservent
leur cohérence.
3.2 Transformations de graphes pour les opérations
plongées
Afin de définir par des règles les opérations plongées, commençons par prendre
quelques exemples.
En premier lieu, reprenons le cadre de la modélisation polygonale sur la figure 3.9,
où les sommets sont plongés par des points. La figure illustre les applications succes-
sives des opérations suivantes : la translation d’un sommet, la triangulation d’une
face et la suppression d’une arête entre deux faces.
A
B C
D E
(a)
A
F
D
C
F =B +V
(b) Transl. d’un sommet
A
F
D E
C
G =   F+  C+  D+  E14141414
G
(c) Triang. d’une face
A
F
D E
C
G
(d) Suppr. d’une arête
Figure 3.9 – Opérations polygonales
En deuxième lieu, reprenons le cadre de la simulation biologique sur la figure 3.10,
où les faces sont plongées par des quantités de protéines. La figure illustre les appli-
cations successives des opérations suivantes : le transfert d’une protéine, la création
d’une vésicule et l’expulsion de cette vésicule.
(a) (b) Transf. d’une protéine (c) Créa. d’une vésicule (d) Expul. d’une vésicule
Figure 3.10 – Opérations bio-inspirées
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Remarquons d’emblée que toutes ces opérations peuvent être regroupées selon
les trois catégories suivantes :
– la translation d’un sommet et le transfert d’une protéine sont des opérations
qui transforment uniquement le plongement ;
– la triangulation d’une face et la création d’une vésicule transforment à la
fois la structure topologique et le plongement ;
– la suppression d’une arête entre deux faces et l’expulsion d’une vésicule trans-
forment uniquement la structure topologique.
Dans un premier temps, nous définissons ces opérations par de simples règles
de transformation de graphes et nous montrons que des conditions sur ces règles
permettent de garantir la préservation de la cohérence du plongement. Dans un
deuxième temps, nous introduisons un langage de schémas qui permet une défini-
tion générique des opérations sur le plongement. De manière analogue aux travaux
antérieurs sur la topologie, des conditions sur ces schémas étendent la préservation
de la cohérence du plongement.
3.2.1 Règles plongées
Nous avons définis dans la section précédente les objets plongés par des graphes
dont les étiquettes d’arcs représentent la structure topologique et les étiquettes de
nœuds représentent le plongement. Nous avons montré dans la section 2.3 page 45
comment définir les transformations de la structure topologique en ré-étiquetant
les arcs dans le cadre de [Habel 2002]. De la même façon, nous procédons ici à un
ré-étiquetage des nœuds pour décrire les transformations du plongement. Pour un
plongement pi, nous appelons règle pi-plongée une règle de transformation dans la
catégorie des graphes pi-plongés.
Commençons par décrire la translation du point B de la figure 3.9(b), dans le
cas du plongement polygonal point:<α1α2>→ point_2D. Translater un point par
un vecteur revient à changer l’étiquette des nœuds supports de la valeur translatée.
A
(L)
b
(K)
b
(R)
b
A+V
(a) Translation de A
B
(L)
e
(K)
e
(R)
e
B+V
(b) Translation de B
Figure 3.11 – Règles de translation incomplètes
Les deux règles des figures 3.11(a) et 3.11(b) définissent ainsi les translations par
~V de nœuds respectivement étiquetés par A et B. Dans la première règle, le nœud
est étiqueté par A dans la partie gauche, sans étiquette dans l’interface et étiqueté
par la valeur A+ ~V dans la partie droite. De même, dans la deuxième règle, le nœud
est respectivement étiqueté par B, sans étiquette et étiqueté par la valeur B + ~V .
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La translation d’un point par le vecteur ~V nécessite ainsi autant de règles qu’il
y a de valeurs possibles. L’utilisation de schémas de règles est alors nécessaire
pour définir des opérations en couvrant l’ensemble des cas d’applications.
Cependant, avant même de définir des schémas, remarquons qu’aucune de ces
règles ne translate un sommet de la maison de la figure 3.12(a) de façon cohérente.
Par exemple, si on applique chacune de ces règles selon les morphismes d’inclusion,
on obtient le graphe plongé de la figure 3.12(b) qui ne respecte pas la contrainte de
cohérence du plongement.
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e f
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B
B
B
B
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(a) Objet de départ
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b
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E
A+V
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(b) Translations incomplètes
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C
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D
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E
A+V
B+V
A+V
B+V
B+V
B+V
(c) Translations complètes
Figure 3.12 – Application des règles de translation
En effet, après application de la première règle de translation de A par ~V au
nœud b, les nœuds a et b, qui appartiennent à la même orbite sommet <α1α2>
support du plongement point, ne sont plus étiquetés par la même valeur. De la
même façon, après application de la deuxième règle, le nœud e est étiqueté par B+~V
alors que tous les autres nœuds de l’orbite <α1α2> (e) sont toujours étiquetés par
B. Intuitivement, pour qu’une transformation préserve la cohérence, il faut qu’elle
modifie le plongement pour le sommet complet.
Pour la translation d’un point, il faut que la valeur du point soit modifiée sur
l’ensemble des nœuds du sommet support. Par exemple, pour les translations de
A et B sur la maison la figure 3.12(a), il faut que tous les nœuds supports de ces
plongements soient modifiés à la manière de la figure 3.12(c).
Pour cela, les règles de translations correctes de A et B pour la maison sont
données sur la figure 3.13(a) où les orbites sommets <α1α2> sont cette fois entière-
ment filtrées. De ce fait, si on applique comme précédemment ces règles à la maison
sur la figure 3.13(b), les nœuds sont étiquetés de façon cohérente. Lorsqu’une valeur
de plongement est modifiée, cette modification porte sur une orbite support
complète.
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ba
A A
ba(L) (K) ba
A+V A+V
(R)
(a) Translation de A
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B+V
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B+V
B+V
(R)
(b) Translation de B
Figure 3.13 – Règles de translation complètes
Nous définissons pour cela les conditions de préservation de la cohérence
du plongement. Intuitivement, la première contrainte garantit que la partie droite
de la règle ne contient pas de plongement incohérent, pendant que la seconde
contrainte garantit que seuls les plongements dont les orbites support sont entiè-
rement filtrées sont modifiés.
Théorème 4 (Préservation de la cohérence du plongement) Soient
pi:<ω>→ τ un plongement de dimension n ≥ 0, r : L ←↩ K ↪→ R une règle
pi-plongée qui respecte les conditions de préservation de la cohérence topologique, G
une n-G-carte pi-plongée et m : L→ G un morphisme de filtrage.
Soient piL et piR les fonctions d’étiquetage respectives des nœuds de L et R.
La transformation directe G ⇒r,m H produit une n-G-carte pi-plongée H si les
conditions de préservation de la cohérence du plongement suivantes sont
vérifiées :
– condition de cohérence des orbites support : R vérifie la contrainte de
cohérence du plongement ;
– condition de complétude des orbites support : pour tout nœud v de K,
si piL(v) 6= piR(v) alors pour toute étiquette i de ω, v est la source dans K
d’exactement un arc étiqueté par i.
Preuve. Montrons que le résultat H de la transformation directe est une n-G-carte
pi-plongée :
L oo ? _
m (1)

K 
 //
(2)

R

G oo ? _D 
 // H
Pour tout graphe X de la double somme amalgamée, notons respectivement
sX , tX , αX et piX , ses fonctions source, cible, d’étiquetage arcs et d’étiquetage des
nœuds. Montrons que H est une n-G-carte pi-plongée, i. e. que H est une n-G-carte
qui vérifie la contrainte de cohérence du plongement. D’après le théorème 2 de la
page 48, comme r respecte les conditions de préservation de la cohérence topologique,
H existe et est une n-G-carte.
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Montrons maintenant que H satisfait la contrainte locale de cohérence du plon-
gement, c’est à dire que pour tout arc e de H tel que α(e) est une étiquette de ω,
piH(sH(e)) = piH(tH(e)).
Soit e un arc de H étiqueté par une étiquette i de ω :
• si e est un arc issu de la règle avec un antécédent eR par R → H ; d’après la
condition d’orbite support à droite piR(sR(eR)) = piR(tR(eR)) et donc piH(sH(e)) =
piH(tH(e)) par préservation des étiquettes le long des morphismes ;
• sinon e n’est pas issu de la règle ; par la somme amalgamée (2), e provient de G
via les inclusions D ↪→ H et D ↪→ G auquel cas sH(e) = sG(e) et tH(e) = tG(e) ;
notons v = sH(e) :
– si v est un nœud préservé par la règle, i. e. v a un antécédent vR dans R qui
est aussi un nœud de K et donc de L ; comme G vérifie les contraintes de la
cohérence topologique de la définition 17 de la page 42, d’après la contrainte
d’arcs incidents sur G, v est la source d’un unique arc étiqueté par i dans G,
c’est-à-dire l’arc e ; supposons que e est filtré par m - i. e. e a un antécédent
eL dans L, alors par commutativité de la somme amalgamée (1), s(eL) est un
nœud de K et aussi un nœud de R par définition de la règle ; ceci est contraire
à l’hypothèse que v n’a pas d’antécédent dans R ; donc e n’est pas filtré par
L et vR n’est la source d’aucun arc étiqueté par i dans L ; ainsi, d’après la
condition de modification, piL(vR) = piR(vR) et donc piG(v) = piH(v) ;
– si v est un nœud ajouté par la règle - i. e. v a un antécédent vR dans R
qui n’est pas un nœud de K ; ceci est contradictoire avec la condition d’arc
incident du théorème 2 page 48 vérifiée par la règle r ; en effet, cette condition
garantit que les nœuds ajoutés sont la source dans R d’un arc étiqueté par i
pour tout i ∈ [0, n] et de même dans H ; donc un arc eR étiqueté par αR(e)
dans R serait ainsi l’antécédent de e, ce qui est contraire à l’hypothèse ;
– sinon, v n’a pas d’antécédent dans R ; v est donc un nœud non filtré de la
règle et provient de G avec son étiquette ; on a alors piG(v) = piH(v) ;
notons v′ = tH(e) : d’après la contrainte de non-orientation de la définition 17 de la
page 42, v′ est la source d’un arc e′ de H symétrique de e et de même étiquette i ;
or d’après la condition de non-orientation du théorème 2 vérifiée par R, de la même
façon que e, l’arc e′ n’est pas issu de la règle ; en effet, si e′ avait un antécédent e′R
dans R, comme R est non-orienté, e′R aurait un arc inverse eR qui serait alors un
antécédent de e ; le même raisonnement que celui sur v et e peut donc être tenu sur
v′ et e′ ; ainsi, piG(v′) = piH(v′) ;
comme G est une G-carte pi-plongée, d’après la contrainte locale de cohérence du
plongement, piG(sG(e)) = piG(tG(e)), et par transitivité piH(sH(e)) = piH(tH(e)).
Ainsi, H vérifie la contrainte locale de cohérence du plongement. D’après la
proposition 1 page 67, H vérifie la contrainte de cohérence globale du plongement
et donc H est une n-G-carte pi-plongée selon la définition 30. 
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Remarquons que la condition de cohérence des orbites support est respectée par
les règles des figures 3.11 et 3.13 où une seule valeur est donnée par orbite sommet.
Cependant, les règles de la figure 3.11 ne respectent pas la condition de complétude
des orbites support car les orbites sommets <α1α2> supports du plongement ne
sont pas entièrement filtrées. En effet, les noeuds a et e ne sont pas filtrés avec leurs
arcs incidents α1 et α2. À contrario, sur les règles des figures 3.13, tous les nœuds
sont filtrés avec leurs arcs incidents α1 et α2.
(L) (K) (R)
3
3
3
3
3 3
3
3
3
3
3
2 2
2 2
2
2 1
2
4
4
4
4
4 4
4 4
4
4
4
4
1 1
1 1
1
1 1
1
3
Figure 3.14 – Règle de transfert d’une protéine
Nous prenons maintenant l’exemple du transfert de protéine de la figure 3.10(b).
La règle de la figure 3.14 peut être appliquée à l’objet de la figure 3.7(b) sans briser
les contraintes de plongement car les conditions de préservation de la cohérence du
plongement sont respectées.
En effet, la condition de cohérence des orbites support est respectée car chaque
cellule topologique a une valeur unique dans la partie droite de la règle. De même,
la condition de complétude des orbites support est respectée car chaque nœud ap-
partient à une orbite face <α0α1> complètement filtrée par la règle, et ainsi chaque
nœud est filtré avec tous les arcs α0 et α1 dont il est source.
Les deux exemples d’opérations de translation ou de transfert de protéine
montrent les limites des règles simples de transformation de graphes qui n’offrent
pas de moyen calculatoire. Ces opérations ne peuvent être définies par une règle
unique, il est nécessaire de donner une règle par valeur du plongement et
par forme de la cellule topologique considérée. C’est pour répondre à ce be-
soin de calcul sur les plongements et de diversité des orbites topologiques que nous
introduisons ici une nouvelle forme de schémas de règles.
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3.2.2 Schémas de règles plongées
Comme nous l’avons vu dans la section précédente, dans le cas d’opérations
géométriques, les règles de transformation de graphes ont pour limites :
– la dépendance des règles au motif topologique filtré ; il est impossible
de transformer une valeur de plongement sans filtrer le motif topologique de
son orbite support pour chaque cas d’application ;
– la dépendance des règles aux valeurs filtrées ; il est impossible de trans-
former une valeur de plongement sans explicitement donner sa valeur initiale
pour chaque cas d’application.
Pour le premier point, les schémas de règles topologiques de Mathieu Poudret
rappelés dans la section 2.1.5 offrent une réponse adaptée. Cette section apporte
une réponse au deuxième problème soulevé, c’est-à-dire le besoin calculatoire sur le
plongement.
a
x
d
(L)
y
a
y
d
(R)
xx+yj
a d
(K)
e
j j
Figure 3.15 – Schéma de règle avec variables d’attributs
Nous nous inspirons pour cela des variables attributs de Berthold Hoffmann
rappelées dans la section 2.1. Ces variables permettent de définir des transformations
indépendamment des valeurs filtrées. Nous redonnons par exemple sur la figure 3.15
le schéma de règle donné dans la section 2.1.5. Pour rappel, il permet de calculer
une étiquette en faisant la somme de deux autres étiquettes quelles que soient leurs
valeurs. Pour cela, les valeurs des étiquettes filtrées sont abstraites par les variables
x et y et la nouvelle valeur est calculée par l’expression x+ y.
Nous utilisons ici cette même approche. Cependant, comme nous avons besoin
de filtrer le plongement étiquetant chaque nœud de la règle et que nous allons par la
suite manipuler plusieurs plongements simultanément, il est inconcevable de nommer
arbitrairement chaque variable.
Nous proposons à la place un mécanisme de de nommage par défaut des va-
riables : pour un nœud v et un plongement pi, l’étiquette de plongement pi de
v est représentée par le terme v.pi. Par exemple sur la figure 3.16(a), le terme
a.point abstrait le plongement point du nœud filtré par a. Nous évitons ainsi la
multiplication des noms de variable pour les plongements. Ainsi notre approche dif-
fère des variables attributs car les variables de nos schémas ne sont pas les
étiquettes de plongement mais les noms de nœuds eux-mêmes.
D’autre part, lorsque nous considérerons par la suite des objets avec plusieurs
plongements, ces noms de variable seront significatifs. Par exemple, si un objet à
deux plongements pi1 et pi2, les différentes valeurs de plongement d’un nœud v seront
abstraites par les termes v.pi1 et v.pi2.
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a
(K)
a
(R)
a
a.point + Va.point
(a) Translation d’un sommet
(L)
a
b
(K)
a
b
(R)
b
b.qté + 1
a.qté - 1
a
a.qté
b.qté
(b) Transfert d’une protéine
Figure 3.16 – Schémas de règles plongées
Pour l’instant nous nous cantonnons à un seul plongement et nous donnons sur
les figures 3.16(a) et 3.16(b) les exemples des schémas de règles plongées corres-
pondant respectivement aux opérations de translation d’un sommet et de transfert
d’une protéine.
Le premier schéma de règle donné sur la figure 3.16(a) porte sur le plongement
point:<α1α2>→ point_2D. L’expression a.point + ~V qui étiquette le nœud a à
droite définit le nouveau point comme étant le translaté par ~V du point porté par
a. Ainsi, lorsque le schéma de règle est appliqué selon un morphisme de filtrage
m : L→ G, a.point sera substituée par point(m(a)).
De la même façon, le schéma de règle plongée de transfert de protéine est donné
sur la figure 3.16(b), pour le plongement qté_protéines:<α0α1>→ entier. Le trans-
fert d’une protéine d’un noeud à l’autre est modélisé par l’expression a.qt − 1 éti-
quetant le nœud a qui perd une protéine, et par l’expression b.qt + 1 étiquetant le
nœud b qui gagne une protéine.
Nous appelons termes de plongement ces expressions de calcul du plongement.
Remarquons que dans les deux exemples donnés, ces termes utilisent l’addition et la
soustraction. Cependant, l’addition d’un point et d’un vecteur du terme a.point+ ~V
n’est pas la même que l’addition de deux entiers du terme b.qt+1. Ainsi, pour chaque
plongement, les termes de plongement sont typés différemment, bien que construits
selon un même type d’expression.
En effet, afin de garder le langage riche et générique, nous construisons les termes
d’un plongement pi :<ω >→ τ sur les valeurs de τ à partir d’un ensemble Fpi
d’opérations de manipulation du plongement. Ces opérations peuvent faire
intervenir n’importe quel autre type et sont ainsi de la forme f : τ1×· · ·×τm → τm+1.
La définition de ces opérations est laissée à l’appréciation de concepteur d’opérations
géométriques. Notons que nous feront dans la suite l’amalgame entre le nom d’une
opération et sa fonction d’interprétation utilisée à l’instanciation des schémas.
De plus, le langage des termes est construit pour exploiter les spécificités des G-
cartes. Ainsi, en plus des opérations de Fpi sur les valeurs de plongements, les termes
sont formés sur des opérations spécifiques aux G-cartes. Plus particulièrement,
nous utilisons les relations de voisinage et les orbites qu’elles définissent.
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En premier lieu, nous utilisons les relations αi dans les termes pour accéder
aux plongements de nœuds voisins, qui peuvent être éventuellement non-filtrés
par la règle. En effet, la contrainte topologique d’arcs incidents des G-cartes, donnée
dans la définition 17 de la page 42, garantit que tout nœud a un arc αi pour tout
i ∈ [0, n]. Ceci permet alors de définir pour tout nœud v et tout i ∈ [0, n], le terme
v.αi représente le nœud t(e) tel que e est l’unique arc de source v étiqueté par αi.
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D =   A+  B+  C141412
(a) Intuition
(K)
a b
(R)
a b
p =       a.point +      a.α0.point +       b.α0.point
p p
1
2
14 14
(L)
a b
a.point b.point
(b) Schéma
Figure 3.17 – Lissage d’un sommet
Prenons le cas du lissage d’un sommet sur la figure 3.17(a). Intuitivement, cette
opération consiste à pondérer le point associé au sommet par les points associés aux
sommets voisins. Un seul sommet de l’objet est modifié et donc, sur le schéma de la
figure 3.17(b), nous nous contentons de filtrer les nœuds a et b de ce sommet. Pour
accéder aux étiquettes de plongement des nœuds associés non-filtrés, nous utilisons
les termes a.α0.point et b.α0.point. Ainsi, lors de l’application du schéma à un objet
donné, le terme p du nouveau point est évalué à l’aide des étiquettes des voisins par
α0 des images de a et b dans le graphe d’application.
D’autre part, nous utilisons les types d’orbite dans les expressions pour col-
lecter plusieurs plongements en une fois. Plus précisément, il s’agit de collecter
tous les plongements portés par une orbite donnée sans que celle-ci soit
nécessairement filtrée par la règle.
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p =  Φ(point            (a))
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pa.point b.point
(K)
a b
a.point b.point a.point b.point
(b) Schéma
Figure 3.18 – Enfoncement d’une arête
Prenons le cas de l’opération d’enfoncement d’une arête sur la figure 3.18(a). In-
tuitivement, cette opération consiste à insérer un sommet sur l’arête et à positionner
ce dernier au milieu de la face. Une seule arête est modifiée et donc, sur le schéma
de la figure 3.18(b), nous nous contentons de filtrer cette dernière par le couple de
nœuds a et b connectés par α0. Les autres nœuds de la face n’étant pas filtrés, nous
obtenons l’ensemble des points portés par la face par le terme point<α0α1>(a).
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Ainsi, lors de l’application du schéma à un objet donné, ce terme est évalué par
l’ensemble des points portés par l’orbite de type face <α0α1> adjacente à l’image de
a dans le graphe d’application, i. e. {B,C,D,E} dans l’exemple. Notons que nous
utilisons pour cela le quotient de plongement introduit dans la définition 32 page 70,
où chaque valeur de plongement a une unique représentation. L’opérateur noté Φ
calcul ensuite la moyenne des points collectés pour obtenir le barycentre.
Remarquons qu’en pratique, si deux sommets de la faces sont étiquetés par
le même point, nous pouvons avoir deux occurrences d’une même valeur lors de
la collecte. Ainsi, à la place des simples ensembles, nous utilisons la notion de
multiensemble pour définir l’évaluation de ces termes. Par exemple, le terme
point<α0α1>(a) précédent sera évalué par un multiensemble de valeur de type point.
On note alors {{B,C,D,E}} le multiensemble obtenu pour la figure 3.18(a).
La définition d’un multiensemble est la suivante :
Définition 34 (Multiensemble) Soit un ensemble τ .
Un multiensemble de valeurs de type τ est un couple (τ,m) où m : τ → N est
appelée multiplicité.
Remarquons que pour pouvoir exploiter convenablement les multiensembles ob-
tenus par collecte, il faut que l’ensemble de fonctions de manipulations du plon-
gement Fpi comprenne des fonctions sur ces multiensembles. Ainsi dans l’exemple
précédent de la figure 3.18(b), nous avons défini la fonction Φ qui calcule la moyenne
d’un multiensemble E = (τ,m) de points par Φ(E) = (
∑
v∈E
m(v) ∗ v)/(∑
v∈τ
m(v)).
Nous donnons finalement la définition suivante d’un terme de plongement :
Définition 35 (Terme de plongement) Soient pi :<ω>→ τ un plongement de
dimension n ≥ 0 et Spi un ensemble de sortes de type tel que τ ∈ Spi.
Pour chaque sorte s ∈ Spi, Mults est l’ensemble de multiensembles de valeurs de
type s. De même, nous définissons Mult(Spi) = {Mults|s ∈ Spi}.
Soit Fpi un ensemble d’opérations typées et interprétées sur Spi ∪ Mult(Spi).
Chaque opération f ∈ Fpi est munie d’un profil s1s˙msm+1 qui est un mot non nul
construit sur Spi ∪Mult(Spi) et d’une fonction d’interprétation notée feval. On note
f : s1 × · · · × sm → sm+1.
Notons Nœud le type des nœuds. Soit X un ensemble de variables de type Nœud.
L’ensemble des termes de signature Σpi = (n, pi, Spi, Fpi) sur X est le plus
petit ensemble tel que :
– une variable v ∈ X est un terme de type Nœud ; on note alors v : Nœud ;
– pour tout i ∈ [0, n], et tout terme v : Nœud, t.αi est un terme de type Nœud,
qui définit l’accès au voisin par αi ;
– pour tout terme v : Nœud, v.pi est est un terme de type τ , qui définit l’accès
au pi-plongement ;
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– pour tout type d’orbite <γ> de dimension n, et tout terme v : Nœud, pi<γ>(v)
est un terme de typeMultτ , qui définit la collecte des pi-plongements de l’orbite
<γ> (v) ;
– pour toute opération f : s1 × · · · × sm → sm+1 de Fpi, et tous termes t1 : s1,
. . ., tm : sm, f(t1, . . . , tm) est un terme de type sm+1 ; en particulier, toute
constante c : s ∈ Fpi est un terme de type s.
Les termes de type τ sont appelés termes de pi-plongement et sont notés TΣpi(X).
Ainsi, dans les exemples précédents des figures 3.16(a) et 3.16(b), les nœuds sont
tous étiquetés par des termes de plongements. Le terme a.point + ~V peut ainsi se
décomposer en :
– une variable a : Nœud ;
– l’accès au plongement point ;
– un vecteur constant ~V : vecteur_2D ;
– l’opération somme + : point_2D× vecteur_2D→ point_2D.
Ces termes sont évalués à l’application des règles à partir des étiquettes du graphe
d’application G. Pour cela, les variables de X sont substituées par des nœuds de G,
puis les fonctions calculées. Nous définissons ainsi la fonction d’évaluation suivante,
prenant en paramètre la substitution des variables de X :
Définition 36 (Évaluation d’un terme de plongement) Soient Σpi =
(n, pi, Spi, Fpi) une signature de termes de plongement, X un ensemble de va-
riables de nœuds, et σ : X → V une substitution des variables de X par les nœuds
d’une n-G-carte pi-plongée G = (V,E, s, t, pi, α).
L’évaluation d’un terme t de TΣpi(X) pour σ notée tσ est définie par :
– pour toute variable v ∈ X, vσ = σ(v) ;
– pour tout terme v.αi : Nœud tel que i ∈ [0, n] et v : Nœud, notons e ∈ EG
l’unique arc de G tel que s(e) = vσ et α(e) = i, (v.αi)σ = t(e) ;
– pour tout terme v.pi : τ , (v.pi)σ = piG(vσ) ;
– pour tout terme pi<γ>(v) : Multτ tel que <γ> est un type orbite de dimension n
et v : Nœud, soit O/pi = (V/pi, E/pi, s/pi, t/pi, pi/pi, α/pi) le quotient de <γ>G (vσ),
(pi<γ>(v))
σ = {{pi/pi(v)|v ∈ V/pi}} ;
– pour tout terme f(t1, . . . , tm) : s tel que f : s1 × ×˙sm → sm+1 de Fpi, t1 : s1,
. . ., tm : sm, (f(t1, . . . , tm))σ = f(tσ1 , . . . , t
σ
m).
Ainsi, si nous reprenons l’exemple du terme a.point + ~V , son évaluation pour
une substitution σ vers une G-carte G peut ainsi se décomposer en :
– la substitution de la variable a par son image a′ dans G par σ ;
– la récupération de la valeur point étiquetant a′ dans G ;
– le vecteur constant ~V conserve sa valeur ;
– l’interprétation avec la somme + avec les deux valeurs précédentes.
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Les termes de plongement définis, nous définissons maintenant les schémas. De
manière analogue aux schémas de règles topologiques, avant de définir les schémas
de règles à proprement parler, nous commençons par définir la notion de schéma
plongé et son évaluation. Comme nous en avons donné l’intuition, un schéma plongé
est un graphe topologique étiqueté par des termes de plongement.
Définition 37 (Schéma plongé) Soient Σpi = (n, pi, Spi, Fpi) une signature de
termes de plongement pi:<ω>→ τ et X un ensemble de variables de nœuds.
Un schéma plongé de signature Σpi = (n, pi, Spi, Fpi) sur X est un graphe
topologique de dimension n plongé sur piT :<ω>→ TΣpi(X), le plongement des orbites
de type <ω> par les termes de pi-plongement sur X.
Revenons maintenant aux schémas de règles. Nous reprenons les exemples des
schémas de lissage d’un sommet et d’enfoncement d’une arête sur la figure 3.19.
(K)
a b
(R)
a b
p =       a.point +      a.α0.point +       b.α0.point
p p
1
2
14 14
(L)
a b
a.point b.point
(a) Lissage d’un sommet
(L)
a b
(R)
a c
p =  Φ(point            (a))
p
<α0α1>
bd
pa.point b.point
(K)
a b
a.point b.point a.point b.point
(b) Enfoncement d’une arête
Figure 3.19 – Schémas de règle plongées
Remarquons que pour un schéma de règle L ←↩ K ↪→ R, les variables sur
lesquelles sont construits les termes de plongement sont les nœuds de la
partie gauche de la règle L. Par exemple, dans le cas du schéma de règle de la
figure 3.19(b), les nœuds a et b sont les uniques variables de la règle. En effet, nous
cherchons lors de l’application du schéma à substituer les variables de nœuds par
des nœuds du graphe d’application G, et ainsi récupérer les valeurs étiquetant G.
Or, utiliser les nœud c et d n’a pas de sens car ces nœuds n’auront pas d’image G.
Ainsi les schémas de règles plongées sont des règles dans la catégorie des
schéma plongés. Leur partie gauche est étiquetée par les termes représentant les
plongements filtrés sous la forme v.pi ou v est un nœud de L, et leur partie droite
est étiquetée par des termes de plongements qui calcule le nouveau plongement,
toujours à partir des nœuds de L.
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Définition 38 (Schéma de règle plongée) Soient Σpi = (n, pi, Spi, Fpi) une si-
gnature de termes de plongement.
Une schéma de règle plongée de signature Σpi = (n, pi, Spi, Fpi) est une règle
de transformation r :L←↩K ↪→R dans la catégorie des schémas plongés de signature
Σpi = (n, pi, Spi, Fpi) sur l’ensemble des nœuds de L telle que tout nœud v de L est
étiqueté par v.pi.
3.2.3 Application des schémas de règles plongées
Nous nous intéressons maintenant à l’application des schémas de règles. Intuiti-
vement, les termes qui étiquettent le schéma doivent tout d’abord être évalués.
Comme nous l’avons vu, les nœuds de la partie gauche L sont les variables de nos
termes. Ainsi, lorsqu’on cherche à appliquer un schéma, c’est donc le morphisme
de filtrage de L dans la G-carte d’application G qui définit la substitution
des variables, que ce soit pour L,K ou R. Remarquons toutefois que ce morphisme
de filtrage m : Lα → G doit désormais être défini sur la structure topologique Lα
de L, i. e. L sans ses étiquettes de nœuds, en raison de l’étiquetage du schéma.
Nous définissons ainsi l’évaluation d’un schéma de règle pour un morphisme
de filtrage m comme le graphe plongé résultant de l’évaluation des termes de plon-
gement selon la substitution des nœuds définie par m.
Définition 39 (Évaluation d’un schéma de règle plongée) Soient r : L ←↩
K ↪→ R un schéma de règle plongée de signature Σpi = (n, pi, Spi, Fpi) et m : Lα → G
un morphisme de filtrage vers G une n-G-carte pi-plongée.
L’évaluation du schéma de règle plongée r le long du morphisme de
filtrage m est la règle pi-plongée rm : Lm ←↩ Km ↪→ Rm qui résulte de l’évaluation
des termes qui étiquettent r selon la substitution mV où mV est la substitution des
nœuds extraite de m.
(L)
a
(K)
a
(R)
a
a.point + Va.point
(a) Schéma
A
(L)
b
(K)
b
(R)
b
A+V
(b) Évaluation pour A
B
(L)
e
(K)
e
(R)
e
B+V
(c) Évaluation pour B
Figure 3.20 – Évaluation du schéma de la translation
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Les schémas de règles obtenus sont ainsi indépendants des valeurs de plongement
dans le graphe d’application. Par exemple, le schéma de la figure 3.20(a) donné
pour la translation peut ainsi être évalué par les règles 3.20(b) et 3.20(c) selon
qu’on filtre le sommet A ou B de la maison. Remarquons cependant que ces règles
évaluées ne suffisent pas pour translanter correctement les sommets de la maison. En
effet, la modification d’étiquette porte sur un unique nœud, alors que les sommets
supports du plongement point sont tous constitués de plusieurs nœuds dans le cas
d’application de la maison.
ba
A A
ba(L) (K) ba
A+V A+V
(R)
(a) Règle pour un sommet isolé
c
i
g
e
B
B
B
B
(L)
c
i
g
e
(K)
c
i
g
e
B+V
B+V
B+V
B+V
(R)
(b) Règle pour un sommet adjacent à deux faces
Figure 3.21 – Règles de translation étendues
Pour rappel, nous redonnons les règles effectuant correctement ces translations
sur les figures 3.21(a) et 3.21(b). Dans ces règles, la modification de la valeur de
plongement est faite pour tous les nœuds du sommet support. Or nous souhaitons
justement définir la translation de façon minimale par le schéma de la figure 3.20(a),
sans se soucier de la forme topologique du sommet.
Nous introduisons pour cela une deuxième étape à l’instanciation des schémas
de règle, appelée saturation de la règle. Intuitivement, cette étape va permettre
de transformer automatiquement la règle évaluée à partir d’un schéma minimal en
la bonne règle dont le motif topologique a été étendu au cas d’application, et qui
garantit ainsi que les modifications du plongement apportées sont bien répercutées
sur tous les nœuds supports. Par exemple, après évaluation du schéma de la fi-
gure 3.20(a), les règles évaluées des figures 3.20(b) et 3.20(c) seront saturées pour
obtenir les règles des figures 3.21(a) et 3.21(b).
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1
1
1
1
11
a.qté - 1
a
a.qté - 1
b
c d
e f
g h
(L) (R)
a b
(K)
a b
a.qtéa.qté
Figure 3.22 – Schéma de règle de création d’une vésicule
Prenons un nouvel exemple avec le cas de l’opération de création d’une vésicule
sur la figure 3.10(c) de la page 71. La règle consiste à créer la nouvelle vésicule
et à la rattacher sur une arête libre du saccule. Pour cela, d’un point de vue de la
transformation topologique effectuée, il n’est pas nécessaire de filtrer la face complète
représentant le saccule mais uniquement l’arête. Ainsi, sur le schéma de règle de
la figure 3.22, seuls les nœuds a et b qui représentent l’arête sont filtrés, et la face
représentant la vésicule est collée dans la partie droite. L’étiquette a.qt−1 symbolise
la transition d’une protéine depuis le saccule vers la vésicule.
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1
1
1
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e f
g h
3
3
3
3
3 3
3 3
3
3
3
3
a b a b
(Lsat) (Rsat)(Ksat)
Figure 3.23 – Règle saturée de la création d’une vésicule
Lorsque ce schéma de règle est appliqué, chaque partie de la règle est évaluée
puis étendue par l’étape de saturation. En effet, appliquer le changement d’étiquette
uniquement aux nœuds de l’arête filtrée par le schéma briserait la cohérence. Les
deux nœuds de l’arête seraient étiquetés avec la nouvelle quantité alors que tous
les autres nœuds non filtrés du saccule seraient toujours étiquetés par l’ancienne
quantité. Ainsi l’étape de saturation étend le motif ré-étiqueté au saccule complet.
Par exemple, sur la figure 3.23, lorsque nous instancions le schéma de règle de la
figure 3.22 pour un saccule contenant 3 protéines, le ré-étiquetage de l’arête par 2
est alors étendu au saccule complet.
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En pratique, nous construisons la saturation de la règle en deux étapes :
– l’extension du motif topologique aux orbites plongées ; par exemple,
pour la création de vésicule, nous ajoutons tous les nœuds et arcs du saccule ;
– la propagation des valeurs de plongements sur les nœuds ajoutés ;
pour le même exemple, nous propageons le ré-étiquetage de 3 par 2 aux nœuds
ajoutés du saccule ;
2 2a b
1
1
1
1
11
c d
e f
g h
3 3a b a b
(Lext) (Kext) (Rext)
2 2a b
1
1
1
1
11
c d
e f
g h
3 3a b a b
(Lm) (Km) (Rm)
Figure 3.24 – Extension du motif topologique
Dans le détail, la règle avec extension du motif topologique est construite par
application de la règle évaluée au motif filtré étendu. Ce dernier est calculé au préa-
lable par saturation des orbites plongées de l’image de Lα dans la structure topolo-
gique Gα de G, tout en conservant les étiquettes de l’évaluation Lm du schéma L.
Nous donnons l’exemple de l’extension aux cellules pour la création de vésicule sur
la figure 3.24. À partir de la règle évaluée Lm ←↩ Km ↪→ Rm et du motif filtré
étendu Lext, nous obtenons la règle étendue Lext ←↩ Kext ↪→ Rext. Remarquons que
la construction du motif filtré étendu Lext se fait grâce à la saturation des orbites
au sens de la définition 19 page 45.
Il ne reste alors qu’à propager les étiquettes B et B+ ~V respectivement sur Lext
et Rext, conformément aux orbites plongées. Pour cela, nous utilisons le fait que
par construction, la règle étendue contient déjà toutes les étiquettes nécessaires. La
propagation consiste alors à prendre pour chaque nœud l’étiquette de son image dans
le quotient de plongement. Par exemple, pour le graphe Rext de la figure 3.25(a),
tous les nœuds non-étiquetés du saccule ont pour image le nœud étiqueté par 2 dans
le quotient Rextpi .
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(b) Résultat de la propagation
Figure 3.25 – Propagation des étiquettes de plongement
Remarquons cependant que pour un graphe plongé G donné, le quotient Gpi
n’existe que si G vérifie la contrainte de plongement. La propagation du plongement,
et ainsi la saturation, ne peut ainsi se faire que si les différentes parties de la règle
étendue respectent cette contrainte. Toutefois, nous verrons dans la section suivante
que les conditions de préservation de la cohérence du plongement sur les
schémas le garantissent.
Définition 40 (Propagation des étiquettes de plongement) Soient
G = (V,E, s, t, pi, α) un graphe plongé sur pi :< ω >→ τ tel que G satisfait la
contrainte de cohérence du plongement et q : G → Gpi le morphisme quotient de G
avec G/pi=(V/pi, E/pi, s/pi, t/pi, pi/pi, α/pi).
La propagation du plongement pi sur G proppi(G) est définie par le graphe
proppi=(V,E, s, t, pi
prop, α) tel que pour tout nœud v de V , piprop(v) = pi/pi(q(v)).
Définition 41 (Saturation d’une règle évaluée) Soient rm : Lm←↩ Km ↪→Rm
une règle plongée sur pi:<ω>→ τ évaluée pour m : Lα → G un morphisme de filtrage
vers G une n-G-carte pi-plongée.
Soit Lext =<ω>G (m(Lα)) le motif filtré étendu.
Soit rext :Lext←↩Kext ↪→Rext la règle étendue qui résulte de la transformation
directe suivante :
Lm oo ? _
(1)

Km 
 //
(2)

Rm

Lext oo ? _Kext 
 // Rext
Si Lext, Kext et Rext vérifient la contrainte de plongement, alors la saturation
rsat :Lsat←↩Ksat ↪→Rsat de la règle rm pour m est définie par Lsat = proppi(Lext),
Ksat = proppi(K
ext) et Rsat = proppi(Rext).
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Ainsi, appliquer un schéma de règle r : L ←↩ K ↪→ R selon un morphisme de
filtrage m : Lα → G revient à :
– construire l’évaluation rm du schéma r pour m ;
– construire la saturation rsat de la règle rm pour m ;
– construire la transformation directe G⇒rsat,msat H de G par rsat.
Remarquons que la transformation directe ne se fait pas avec le morphisme de
filtragem : Lα → G, mais son extensionmsat au motif filtré saturé. Par construction
Lα ↪→ Lsat. Ainsi msat : Lsat → G est l’unique morphisme injectif tel que :
– pour tout nœud v de Lα, msatV (v) = mV (v) ;
– pour tout arc e de Lα, msatE (e) = mE(e).
Voyons maintenant sous quelles conditions les schémas de règles plongées pré-
servent la cohérence du plongement.
3.3 Préservation de la cohérence du plongement
Rappelons que pour préserver la cohérence du plongement, une règle plongée
doit vérifier les conditions suivantes :
– condition de cohérence des orbites support : la partie droite de la règle
vérifie la contrainte de cohérence du plongement ;
– condition de complétude des orbite supports : la règle ne modifie les
plongements que sur des orbites plongées entièrement filtrées.
Par construction, la règle saturée obtenue à partir d’un schéma ne contient que
des orbites plongées complètes. Il nous reste alors à garantir que sa partie droite
satisfait la contrainte de cohérence du plongement. Or, dans les schémas, ce sont
désormais des termes qui étiquettent les nœuds et non des valeurs.
La première solution que nous avons envisagée consistait à imposer d’étiqueter
tous les nœuds d’une orbite plongée par le même terme. Cependant, ceci s’est révélé
trop restrictif pour la conception des règles finales combinant ces termes avec le
langage topologique introduit dans la section 2.3. Prenons par exemple le schéma
de règle plongée de la figure 3.26, obtenu avec le langage final lorsque nous réalisons
la triangulation pour un triangle.
Remarquons que pour le sommet en haut du triangle, le point associé est défini
à la fois par les termes a1.point et a2.point. Or, a1 et a2 sont connectés par α1 dans
L et appartiennent au même sommet. Ils sont plongés par le même point dans la
G-carte filtrée, par respect de la contrainte de plongement.
De la même façon, les termes u, . . ., z définissent le barycentre en prenant res-
pectivement a1, . . ., a6 comme point de départ de la collecte des points de la face
adjacente. Or a1, . . ., a6 appartiennent tous à la même face dans L, et sont donc
tous adjacents à la même face de la G-carte filtrée.
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Figure 3.26 – Schéma de règle plongée de la triangulation
Ainsi, nous définissons la relation d’équivalence à orbite près de deux
termes de plongement qui nous garantit que leurs évaluations seront égales.
Cette équivalence est basée sur l’exploitation de la structure topologique de la partie
gauche L.
Définition 42 (Équivalence à orbite près de deux termes) Soient Σpi =
(n, pi, Spi, Fpi) une signature de termes de plongement, <ω > un type d’orbite de
dimension n, et L = (V,E, s, t, pi, α) un graphe topologique de dimension n.
L’équivalence à orbite <ω> près dans L de deux termes de signature
Σpi sur V t ≡T<ω>L t′ est la plus petite relation d’équivalence telle que :
– pour tous termes t : V et t′ : V , t ≡T<ω>L t′ si et seulement si t et t′ sont deux
nœuds de la même orbite <ω>, i. e. t1 ≡<ω>L t2 ;
– pour tous termes t.αi et t′.αi tels que i est une étiquette de <ω>, t.αi ≡T<ω>L
t′.αi si et seulement si t ≡T<ω>L t′ ;
– pour tous termes t.αi et t′.αi tels que i n’est pas une étiquette de < ω >,
t.αi ≡T<ω>L t′.αi si et seulement si t ≡T<ω′>L t′ avec <ω′> la sous-orbite de <ω>
telle que toute dimension j de <ω′> vérifie j + 2 ≤ i ou i+ 2 ≤ j ;
– pour tous termes t.pi et t′.pi, t.pi ≡T<ω>L t′.pi si et seulement si t ≡T<ω>L v′ ;
– pour tous termes pi<γ>(t) et pi<γ>(t′) tels que < γ > est un type d’orbite de
dimension n, pi<γ>(t) ≡T<ω>L pi<γ>(t′) si et seulement si t ≡T<γ>L t′ ;
– pour tous termes f(t1, . . . , tm) et f(t′1, . . . , t′m) tels que f : s1×· · ·×sm → sm+1
est une fonction de Fpi, f(t1, . . . , tm) ≡T<ω>L f(t′1, . . . , t′m) si et seulement si
t1 ≡T<ω>L t′1, . . ., et tm ≡T<ω>L t′m.
Ainsi, dans le schéma de la figure 3.26, nous avons a1.point ≡T<α1α2>L a2.point
car a1 ≡<α1α2>L a2, et de même Φ(point<α0α1>(a1)) ≡T<α1α2>L · · · ≡T<α1α2>L
Φ(point<α0α1>(a6)) car a1 ≡<α0α1>L · · · ≡<α0α1>L a6.
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Théorème 5 Soient Σpi = (n, pi, Spi, Fpi) une signature de termes de plongement
pi :<ω>→ τ et m : Lα → G un morphisme de filtrage entre L= (V,E, s, t, pi, α) un
graphe topologique de dimension n et G une n-G-carte pi-plongée.
Si deux termes t et t′ de signature Σpi sur V sont équivalents à orbite <ω> près
dans L, i. e. t ≡T<ω>L t′, alors leurs évaluations le long du morphisme de filtrage m
sont égales, i. e. tmV = t′mV .
Preuve. Soient t et t′ deux termes de signature Σpi sur V équivalents à orbite <ω>
près dans L.
Montrons d’abord que si t et t′ sont de type Nœud, alors tmV ≡<ω>G t′mV :
– si t et t′ sont deux variables, t et t′ sont deux nœuds de L. Alors tmV et t′mV
sont deux nœuds de G ; le morphisme m préserve les arcs et donc, comme
t ≡<ω>L t′ dans L, tmV ≡<ω>G t′mV dans G ;
– si t = u.αi et t′ = u′.αi avec u et u′ deux termes de type Nœud et i une
étiquette de <ω>, par définition u ≡<ω>L u′ et donc umV ≡<ω>G u′mV dans G ;
grâce à la contrainte de plongement des G-cartes, umV .αi ≡<ω>G u′mV .αi, et
par interprétation tmV ≡<ω>G t′mV ;
– si t = u.αi et t′ = u′.αi avec u et u′ deux termes de type Nœud et tel que i
n’est pas une étiquette de <ω>, par définition u ≡<ω′>L u′ avec avec <ω′> la
sous-orbite de <ω> telle que toute dimension j de <ω′> vérifie j + 2 ≤ i ou
i + 2 ≤ j ; le morphisme m préserve les arcs, et donc umV ≡<ω′>G u′mV dans
G ; grâce à la contrainte de cycle de G-cartes, umV .αi ≡<ω′>G u′mV .αi ; ainsi
par interprétation des termes tmV ≡<ω>G t′mV car <ω′> est une sous-orbite de
<ω′>.
Alors, tmV et t′mV ont la même pi-étiquette dans G, car G vérifie la contrainte
de plongement des G-carte.
Ensuite, si t et t′ sont de type Spi ∪Mult(Spi), montrons que tmV = t′mV :
– si t = u.pi et t′ = u′.pi avec u et u′ deux termes de type Nœud ; d’après le
premier point, umV ≡<ω′>G u′mV et ainsi umV .pi = u′mV .pi ;
– si t = pi<γ>(u) et t′ = pi<γ>(u′) avec u et u′ deux termes de type Nœud et
<γ> un type d’orbite de dimension n, alors uT ≡<γ>L u′, par définition de
l’équivalence à orbite près ; comme m est un morphisme et preserve les arcs,
umV ≡<γ>G u′mV ; Ainsi, les orbites <γ>G (umV ) et <γ>G (u′mV ) sont égales
et pi<γ>(umV ) = pi<γ>(u′mV ) ;
– si t = f(t1, ..., tm) et t′ = f(t′1, ..., t′m) où f : s1 × ... × sm → sm+1 est une
fonction de Fpi et t1, t′1 : s1, ..., tm, t′m : sm sont des termes, alors tT1 ≡<ω>L t′1,
. . ., tm ≡T<ω>L t′m, par définition de l’équivalence à orbite près ; par récur-
rence, t1mV = t′1
mV , . . ., tmmV = t′m
mV , et ainsi f(t1mV , . . . , tmmV ) =
f(t′1
mV , . . . , t′m
mV ).

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Ainsi, pour un schéma de règle plongée r :L←↩K ↪→R et un morphisme de filtrage
m : Lα → G, si la partie droite R vérifie l’équivalence à orbite plongée près,
alors la partie droite Rm de l’évaluation rm :Lm←↩Km ↪→Rm satisfait la contrainte
de cohérence du plongement. Cependant, cette propriété ne suffit pas à garantir
que nous pouvons construire la saturation rsat :Lsat←↩Ksat ↪→Rsat.
En effet, pour rappel de la définition 41 page 87, la saturation de la règle évaluée
rm passe par la construction de la règle étendu rext : Lext ←↩ Kext ↪→ Rext et est
conditionnée au fait que Lext, Kext et Rext satisfont la contrainte de cohérence du
plongement. Or, cette extension peut provoquer des recouvrements des orbites
plongées du schéma.
(K)
a b
(L)
a b
a.qté b.qté
(R)
a b
a.qté + 1 b.qté - 1
(a) Schéma de règle d’inversion
1
1
1
1
11
a b
(G)
2
2
2
2
2 2
(b) Filtrage sans recouvrement
2a b
(Rext)
1
(c) Extension sans recouvrement
1
1
1
1
11
a b
(G')
(d) Filtrage avec recouvrement
12a b
(R' ext)
(e) Extension avec recouvrement
Figure 3.27 – Recouvrement des orbites plongées du schéma
Prenons l’exemple du schéma d’inversion des deux quantités de protéines associés
aux deux nœuds sur la figure 3.27(a). Si nous appliquons ce schéma en filtrant par a
et b deux nœuds de cellules distinctes, comme sur la figure 3.27(b), le motif étendu
Rext sur la figure 3.27(c) vérifie bien la contrainte de cohérence du plongement et
peut être saturé. En revanche, si nous appliquons ce schéma sur la figure 3.27(d)
en filtrant par a et b deux nœuds d’une même cellule, les cellules instanciées pour
a et b se recouvrent et ainsi, le motif étendu Rext sur la figure 3.27(e) ne vérifie
pas la contrainte de cohérence du plongement. On ne peut alors pas construire la
saturation.
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Une condition de non-recouvrement des orbite supports est ainsi posée
sur le morphisme de filtrage pour garantir la construction de la saturation. Cette
dernière interdit que deux orbites plongées distinctes de la règle se retrouvent filtrées
par la même orbite plongée à la manière de la figure 3.27(d). Pour cela, on utilise
encore une fois la notion de quotient.
(Lα/π)
a b
(G/π)
3 3
1
3 3
2m/π
6 6
(a) Quotient sans recouvrement
(G'/π)
3 3
1
(Lα/π)
a b m/π
6
(b) Quotient avec recouvrement
Figure 3.28 – Quotient du morphisme de filtrage
Observons sur la figure 3.28 les quotients m/pi : Lα/pi → G/pi des morphismes de
filtragem : Lα → G qui correspondent aux deux cas précédents de la figure 3.27. Re-
marquons que dans le cas sans recouvrement des orbites plongées de la figure 3.27(b),
le quotientm/pi : Lα/pi → G/pi de la figure 3.28(a) a bien deux images distinctes pour
a et b. En revanche, dans le cas avec recouvrement de la figure 3.27(d), le quotient
m/pi : Lα/pi → G/pi de la figure 3.28(b) associe une unique image aux deux nœuds.
Nous donnons ainsi une nouvelle condition de non-recouvrement des orbite sup-
ports à l’application des schéma de règles plongées. Celle-ci interdit les replie-
ment du quotient de plongement du morphisme de filtrage, i. e. pour un
morphisme de filtrage m, le quotient de plongement m/pi est injectif.
Combinée à l’équivalence à orbite plongée près des termes, cette condition ga-
rantit la préservation de la cohérence du plongement.
Théorème 6 (Préservation de la cohérence du plongement bis) Soient r :
L←↩ K ↪→ R un schéma de règle plongée de signature Σpi = (n, pi, Spi, Fpi) sur un
plongement pi :<ω>→ τ .
Pour tout morphisme de filtrage m : Lα → G sur G une n-G-carte pi-plongée, la
règle plongée rsat obtenue par saturation de la règle évaluée rm existe et satisfait les
conditions de la définition du théorème 4 page 74 si les conditions de préservation
de la cohérence du plongement suivantes sont vérifiées :
– condition de cohérence des orbites supports : deux termes qui étiquettent
une même orbite <ω> de R sont équivalents à orbite <ω> près, i. e. pour
R= (V,E, s, t, pi, α), pour tout arc e ∈ E tel que α(e) est une étiquette de ω,
pi(s(e)) ≡T<ω>R pi(t(e)) ;
– condition de non-recouvrement des obites supports : les orbites plon-
gées ne se recouvrent pas le long du morphisme de filtrage m , i. e. le quotient
de plongement m/pi est injectif.
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Preuve. Montrons que la règle rsat :Lsat←↩Ksat ↪→Rsat existe.
Par construction, la règle rm : Lm ←↩ Km ↪→ Rm obtenue par évaluation de r
pour m existe. Or, d’après le théorème 5 page 89, comme les termes qui étiquettent
une même orbite <ω> de R sont équivalents à orbite <ω> près, les valeurs qui
étiquettent une même orbite <ω> de Rm sont égales. Ainsi Rm vérifie la contrainte
de plongement. Notons que par construction, Lm et donc Km vérifient la contrainte
de plongement.
Montrons que la règle étendue rext : Lext←↩ Kext ↪→ Rext obtenue à partir rm
et m permet la construction de rsat de la définition 41 page 87. Plus précisément,
montrons que les extensions des motifs satisfont la contrainte de plongement,i. e.
Lext, Kext et Rext vérifient la contrainte de plongement.
Comme le morphisme de filtrage m ne provoque pas de recouvrement des orbites
plongées de L, le morphisme filtré étendu Lext =<ω>G (m(Lα)) satisfait toujours
la contrainte de plongement. Par application de rm à Lext, Kext et Rext vérifient
alors également la contrainte de plongement.
Ainsi rsat :Lsat←↩Ksat ↪→Rsat existe et par construction
– Rsat vérifie la contrainte de cohérence du plongement ;
– rsat ne filtre que des orbites <ω> complètes.
Alors rsat satisfait les conditions de préservation de la cohérence du plongement du
théorème 4 page 74. 
Le langage de schéma de règles plongées que nous avons introduit permet ainsi
la définition des opérations géométrique, à la fois :
– indépendamment des valeurs filtrées grâce aux termes de plongement qui
sont évalués à partir du graphe d’application ;
– indépendamment du motif topologique filtré grâce à la saturation des
orbites support qui propage les modifications du plongement dans le graphe
d’application ;
De plus, sous réserve que les schémas de règles vérifient les conditions d’équi-
valence sur les termes, la préservation de la cohérence du plongement est
garantie.
Nous disposons ainsi de deux langages qui permettent de définir respectivement
les transformations topologique et les transformations du plongement, et qui garan-
tissent la cohérence des objets modélisés. Nous allons voir dans le chapitre suivant
comment ces langages peuvent être combinés.

Chapitre 4
Combinaison des langages
À ce stade du manuscrit, nous disposons de deux langages de transformation de
graphes. Le premier, introduit par Mathieu Poudret et rappelé dans le chapitre 2,
permet de définir les opérations de modélisation purement topologiques, indépen-
damment de la forme des cellules topologiques. Plus précisément, ces opérations sont
décrites par des schémas où l’étiquetage des nœuds abstrait les orbites et décrit leurs
transformations. Le second langage, que nous avons introduit dans le chapitre ??,
permet pour sa part de définir les opérations géométriques, indépendamment des
valeurs de plongements. De façon similaire aux opérations topologiques, les opéra-
tions géométriques sont décrites par des schémas où l’étiquetage des nœuds abstrait
les valeurs de plongement et leurs transformations. Dans ce chapitre, nous combi-
nons les deux langages afin de définir les opérations de modélisation géométrique
indépendamment de la forme des cellules topologiques et des valeurs de
plongement.
• Cependant, comme nous venons de le rappeler, les deux langages utilisent les
étiquettes de nœuds. Pour faire cohabiter ces étiquetages, nous introduisons tout
d’abord dans la section 4.1 une nouvelle catégorie de graphes qui offre le multi-
étiquetage de nœuds, et nous montrons qu’elle est adaptée aux transformations de
graphes.
• Nous introduisons ensuite les schémas de règle combinant les deux langages
précédents dans la section 4.2.
• Nous tirons également partie dans la section 4.3 de la nouvelle catégorie de
graphes multi-étiquetés pour répondre à un autre besoin fondamental de la modé-
lisation géométrique : la combinaison de plusieurs plongements. En effet, comme
nous l’avons vu dans l’introduction du manuscrit, si les objets modélisés sont repré-
sentés par une structure topologique unique, ils ont souvent plusieurs informations
de plongement rattachées simultanément. Par exemple, on trouvera généralement
au moins un plongement relatif à la forme géométrique comme des cordonnées ou
des courbes, et au moins un plongement relatif à l’application comme des couleurs
ou des quantité de protéines. Nous introduisons ainsi un modèle des cartes géné-
ralisées avec plusieurs plongements. Sur ce modèle, nous donnons le langage final
des schémas de règles qui permet de définir simultanément les transformations de
la structure topologiques et des différents plongements.
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4.1 Graphes multi-étiquetés
Dans cette section, nous introduisons une catégorie de graphes supportant le
multi-étiquetage des nœuds. Nous avons défini [Bellet 2011] cette dernière comme
une extension des graphes partiellement étiquetés introduits par [Habel 2002]. Une
fois de plus, l’étiquetage partiel est utilisé pour renommer les étiquettes lors des
opérations et les objets manipulés sont eux complètement étiquetés.
Pour I une famille d’index, nous définissons la catégorie des graphes partielle-
ment I-étiquetés :
Définition 43 (Graphe partiellement I-étiqueté) Soient (CV,i)i∈I une famille
d’ensembles d’étiquettes de nœuds et CE un ensemble d’étiquettes d’arcs.
Un graphe G= (V,E, s, t, (lV,i)i∈I , lE) partiellement I-étiqueté sur (CV,i)i∈I
et CE est défini par :
– un ensemble V de nœuds ;
– un ensemble E d’arcs ;
– deux fonctions totales source s : E → V et cible t : E → V qui lient les arcs
aux nœuds ;
– une famille de fonctions partielles (lV,i : V → CV,i)i∈I d’étiquetage des nœuds ;
pour tout nœud v ∈ V , si lV,i(v) =⊥ on dit que v n’est pas i-étiqueté, sinon
on dit que v est i-étiqueté par lV,i(v) ;
– une fonction partielle lE : E→CE d’étiquetage des arcs ; pour tout arc e ∈ E,
si lE(e) = ⊥ on dit que e n’est pas étiqueté, sinon on dit que e est étiqueté
par lE(e).
Cette définition est une extension naturelle des graphes partiellement étiquetés
de la définition 12 page 28 où l’unique fonction partielle lV d’étiquetage des nœuds
est remplacée par une famille I-indexée (lV,i)i∈I de fonctions partielles d’étiquetage.
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(b) Morphisme partiellement I-étiqueté
Figure 4.1 – Graphe et morphisme partiellement I-étiquetés
Nous donnons sur la figure 4.1(a) l’exemple du graphe G partiellement I-étiqueté
pour les index I = {A,B}. G appartient à la catégorie des graphes partiellement
I-étiquetés sur ((CV,A = {1, 2}, CV,B = {I, II, III}), CE = {i, j, k}), où {1, 2} est
l’ensemble des A-étiquettes de nœuds, {I, II, III} l’ensemble des B-étiquettes de
nœuds, et {i, j, k} l’ensemble des étiquettes d’arcs. Sur la figure, les A-étiquettes sont
placées dans la partie grisée des nœuds, et les B-étiquettes dans la partie blanche.
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G est défini par G=(V,E, s, t, (lV,A, lV,B), lE) tels que :
– V ={a, b, c, d} ;
– E={e1, e2, e3, e4, e5, e6, e7} ;
– s(e1) = a, s(e2) = a, s(e3) = a, s(e4) = b, s(e5) = c, s(e6) = c, s(e7) = d ;
– t(e1) = a, t(e2) = b, t(e3) = d, t(e4) = a, t(e5) = a, t(e6) = c, t(e7) = c ;
– lV,A(a) = 1, lV,A(b) = 2, lV,A(c) = ⊥, lV,A(d) = ⊥ ;
– lV,B(a) = II, lV,B(b) = III, lV,B(c) = ⊥, lV,B(d) = I ;
– lE(e1) = i, lE(e2) = k, lE(e3) = j, lE(e4) = k, lE(e5) = i, lE(e6) = j,
lE(e7) = k.
De la même façon, par extension de la définition 13 page 30, un morphisme
f : G→ H entre deux graphes partiellement I-étiquetés G et H est défini par deux
fonctions fV : V → V ′ et fE : E → E′ qui préservent les sources, les cibles et les
étiquettes. Les morphismes ont juste davantage d’étiquettes à préserver.
Définition 44 (Morphisme de graphes partiellement I-étiquetés) Soient
deux graphes G= (V,E, s, t, (lV,i)i∈I , lE) et H = (V ′, E′, s′, t′, (l′V,i)i∈I , l
′
E) partielle-
ment I-étiquetés sur ((CV,i)i∈I , CE).
Un morphisme de graphes partiellement I-étiquetés f : G → H est la
donnée de deux fonctions fV : V → V ′ et fE : E → E′ telles que :
– fV ◦ s=s′ ◦ fE ;
– fV ◦ t= t′ ◦ fE ;
– pour tout nœud v ∈ VG et tout i ∈ I, si lV,i(v) 6= ⊥ alors lV,i(fV (v))= lV,i(v) ;
– pour tout arc e ∈ EG, si lE(e) 6= ⊥ alors lE(fE(e))= lE(e).
Pour I = {A,B}, un morphisme dans la catégorie des graphes partiellement I-
étiquetés sur ((CV,A={1, 2}, CV,B={I, II, III}), CE ={i, j, k}) est donné en exemple
sur la figure 4.1(b). Remarquons que toutes les étiquettes de nœuds sont préservées.
Les graphe partiellement I-étiquetés et leurs morphismes constituent une caté-
gorie. Il faut cependant montrer que les diagrammes commutatifs existent
dans cette catégorie pour pouvoir définir des transformations de graphes.
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(c) Structure topologique
Figure 4.2 – Projections et structure topologique
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Pour cela, nous introduisons quelques notions utilisées par la suite dans les dé-
finitions et preuves. La première est la projection d’un graphe partiellement I-
étiqueté sur un index i ∈ I, c’est-à-dire le graphe partiellement étiqueté par les
seules i-étiquettes. Par exemple, nous donnons sur les figures 4.2(a) et 4.2(b) les
projections du graphe G de la figure 4.1(a) respectivement sur le premier index A
et le deuxième index B.
Définition 45 (Projection d’un graphe partiellement I-étiqueté) Soient
un graphe G= (V,E, s, t, (lV,i)i∈I , lE) partiellement I-étiqueté sur ((CV,i)i∈I , CE) et
i ∈ I un index.
La projection de G sur i notée proji(G) est le graphe partiellement étiqueté
sur (CV,i, CE) défini par proji(G)=(V,E, s, t, lV,i, lE).
Par extension, pour un morphisme de graphes partiellement I-étiquetés
f : G→ H, on note proji(f) : proji(G) → proji(H) le morphisme qui considère
uniquement les i-étiquettes.
De façon inverse, nous introduisons le produit de plusieurs graphes partielle-
ment étiquetés en un graphe partiellement I-étiqueté. Par exemple, le produit des
graphes projetés des figures 4.2(a) et 4.2(b) permet de reconstruire le graphe original
de la figure 4.1(a).
Remarquons cependant que cette construction est possible car projA(G) et
projB(G) ont la même structure de graphe mais aussi les mêmes étiquettes d’arcs,
c’est-à-dire lamême structure topologique 1 selon la définition 29 page 66. Cette
structure topologique, notée GlE selon le nom de la fonction d’étiquetage des arcs,
est représentée sur la figure 4.2(c).
Par extension, pour tout morphisme de graphes partiellement I-étiquetés
f : G→ H, on note flE : GlE → HlE le morphisme qui considère uniquement les
étiquettes d’arcs.
Définition 46 (Produit de graphes partiellement étiquetés) Soient une fa-
mille de graphes (Gi)i∈I =(V,E, s, t, lV,i, lE)i∈I respectivement partiellement étique-
tés sur (CV,i, CE) tels tous les graphes ont la même structure topologique 2 GlE , i. e.
(Gi)lE =GlE pour tout i ∈ I
Le produit de (Gi)i∈I notée Prod((Gi)i∈I) est le graphe partiellement I-étiqueté
sur ((CV,i)i∈I , CE) défini par Prod((Gi)i∈I)=(V,E, s, t, (lV,i)i∈I , lE).
Par extension, pour toute famille de morphisme de graphes partiellement éti-
quetés (fi : Gi → Hi)i∈I de même structure topologique GlE , nous notons
Prod((fi)i∈I) le morphisme de graphe partiellement I-étiqueté de Prod((Gi)i∈I)
vers Prod((Hi)i∈I), qui coïncide avec tous les morphismes fi.
1. Bien que la structure topologique ait été définie pour les graphes topologiques plongés, elle
est en fait générale aux graphes partiellement étiquetés.
2. Remarquons que chaque structure topologique appartient à une catégorie (CV,i, CE) différente.
Nous pouvons cependant toujours définir leur égalité au sens ensembliste. En particulier, deux
fonctions d’étiquetage lV,i = ⊥ et lV,j = ⊥ sont identiques.
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Nous avons ainsi les identités remarquables suivantes :
– pour tout graphe G partiellement I-étiqueté, G=Prod((proji(G))i∈I) ;
– pour tout morphisme f de graphes partiellement I-étiquetés,
f=Prod((proji(f))i∈I).
Montrons maintenant l’existence des transformations de graphes dans la
catégorie des graphes partiellement I-étiquetés. Pour cela, nous devons étendre les
résultats sur les graphes partiellement étiquetés de [Habel 2002] au multi-étiquetage
des nœuds :
– l’existence et l’unicité du complément de somme amalgamée naturelle ;
– l’existence et l’unicité de la transformation directe ;
– la condition d’étiquetage totale de la transformation directe.
Remarquons tout d’abord qu’à partir du diagramme de graphes partiellement
I-étiquetés (1) suivant, nous pouvons dériver le diagramme (2) de graphes partielle-
ment étiqueté pour tout i ∈ I, que nous appelons projection sur i du diagramme (1),
ainsi que le diagramme (3) des structures topologiques, que nous appelons structure
topologique du diagramme (1) :
A
g (1)

f // B
g′

proji(A)
proji(g) (2)

proji(f)// proji(B)
proji(g
′)

AlE
glE (3)

flE // B
g′lE

C
f ′
// D proji(C)
proji(f
′)
// proji(D) ClE f ′lE
// DlE
Nous montrons ainsi l’existence et l’unicité du complément de somme amalga-
mée naturelle en réutilisant les résultats sur les graphes partiellement étiquetés
de [Habel 2002] sur les différentes projections du diagramme.
Lemme 1 (Existence et unicité du complément de somme amalgamée naturelle)
Soit m : L → G un morphisme injectif et K ↪→ L une inclusion dans la catégorie
des graphes partiellement I-étiquetés.
Il existe un graphe D et deux morphismes de graphes d : K → D et c : D ↪→ G
tels que le diagramme (1) suivant est une somme amalgamée naturelle si et seulement
si m satisfait la condition d’arc pendant. Dans ce cas, D est unique.
Y
h′
{{
y
~~
k′

L
h

m (1)

K? _
b
oo
d

G
z

D? _
coo
k
ssZ
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Preuve. Construisons D=(V D, ED, sD, tD, (lDV,i)i∈I , l
D
E ) comme suit :
– V D = V G\mV (V L\V K) ;
– ED = EG\mE(EL\EK) ;
– sD et tD sont les restrictions respective de sG et tG sur V D et ED ; comme m
respecte la condition d’arc pendant, sD et tD sont bien construites ;
– pour tout i ∈ I et tout nœud v de D, si v a un antécédent v′ dans K
i-étiqueté dans L, i. e. mV (v′) = v et lLV,i(v
′) 6= ⊥, alors lDV,i(v) = lKV,i(v′) ;
sinon lDV,i(v) = l
G
V,i(v) ;
– de même, pour tout arc e de D, si e a un antécédent e′ dansK étiqueté dans L,
i. e. mE(e′) = e et lLE(e
′) 6= ⊥, alors lDE (e) = lKE (e′) ; sinon lDE (e) = lGE(e).
Construisons d : K → D comme la restriction de m : L → G. Par construc-
tion de D, d est bien un morphisme qui préserve les sources, cibles et étiquettes.
Construisons c : D → G comme l’identité. Par construction de D, c est bien un
morphisme d’inclusion. Le diagramme (1) commute, car b et c sont des inclusions,
et d est la restriction de m.
Montrons que le diagramme (1) ainsi construit est une somme amalgamée.
Supposons qu’il existe un graphe partiellement I-étiqueté Z et deux morphismes
h : L → Z et k : D → Z tel que h ◦ b = k ◦ d existe. D’après le lemme 4
de [Habel 2002], la projection de (1) sur chaque index i ∈ I est une somme amal-
gamée, donc il existe zi : proji(G) → proji(Z) tel que proji(h) = zi ◦ proji(m) et
proji(k) = z
i ◦ proji(c).
Or pour tout nœud v de G :
– soit v est un nœud de D et alors ziV (v) = (proji(k))V (v) ;
– soit v est l’image d’un nœud v′ de L, i. e. mV (v′) = v, et alors ziV (v) =
(proji(h))V (v).
De même pour tout arc e de G :
– soit e est un arc de D et alors ziE(e) = (proji(k))E(e) ;
– soit e est l’image d’un arc e′ de L, i. e. mE(e′) = e, et alors ziE(e) =
(proji(h))E(e).
Donc dans tous les cas, pour tous index i, j ∈ I, zilE = z
j
lE
. Donc z =
Prod((zi)i∈I) existe et donc (1) est une somme amalgamée.
Le même raisonnement peut être appliqué sur la construction de Y pour montrer
que (1) est un produit fibré. Ainsi, le complément de somme amalgamée naturelle (1)
existe.
Montrons que D est unique. D’après le lemme 4 de [Habel 2002], la projection
de (1) sur chaque index i ∈ I défini proji(D) de manière unique à isomorphisme
près. Dans notre cas, nous ajoutons de plus l’hypothèse que c : D ↪→ G est une
inclusion, et donc sa projection proji(c) aussi.
Le graphe D construit ci-dessus est donc le seul complément possible. 
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La construction du complément de somme amalgamée naturelle étendue au ni-
veau des graphes partiellement I-étiquetés, nous étendons maintenant la transfor-
mation directe. Pour cela, nous commençons par étendre la définition 14 page 31
d’une règle de transformation de graphes partiellement étiquetés aux graphes par-
tiellement I-étiquetés.
Définition 47 (Règle de transformation de graphe partiellement I-étiqueté)
Soient (CV,i)i∈I une famille d’ensembles d’étiquettes de nœuds et CE un ensemble
d’étiquettes d’arcs.
Une règle de transformation de graphes r : L←↩ K ↪→ R dans la catégorie
des graphes partiellement I-étiquetés sur ((CV,i)i∈I , CE) est la donnée de deux mor-
phismes d’inclusion de graphe K ↪→ L et K ↪→ R tels que la propriété suivante soit
respectée :
– tout élément non-étiqueté de L est un élément préservé de K et non-étiqueté
dans R et réciproquement tout élément non-étiqueté de R est un élément pré-
servé de K et non-étiqueté dans L.
Nous définissons cette propriété sur (lLV,i)i∈I , l
L
E, (l
R
V,i)i∈I et l
R
E, les fonctions
respectives d’étiquetage des nœuds et des arcs de L et R :
– pour tout nœud v de L et pour tout index i ∈ I, si lLV,i(v) = ⊥, v est un nœud
de K et lRV,i(v) = ⊥ ; réciproquement, pour tout nœud v de R, si lRV,i(v) = ⊥,
v est un nœud de K et lLV,i(v) = ⊥ ;
– pour tout arc e de L, si lLE(e) = ⊥, e est un arc de K et lRE(e) = ⊥ ; récipro-
quement, pour tout arc e de R, si lRE(e) = ⊥, e est un arc de K et lLE(e) = ⊥.
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Figure 4.3 – Règle partiellement I-étiquetée et application
Un exemple de règle et son application par transformation directe sont donnés sur
la figure 4.3. Montrons maintenant l’existence et l’unicité de cette transformation
dans la catégorie des graphes partiellement I-étiquetés. Comme pour les graphes
partiellement étiquetés, son existence est soumise à la condition d’arc pendant. En
effet, cette condition porte uniquement sur les arcs et n’est donc pas modifiée.
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Théorème 7 (Existence et unicité de la transformation directe) Soient
r : L←↩ K ↪→ R une règle de transformation de graphes partiellement I-étiquetés et
m : L→ G un morphisme de filtrage.
La transformation directe G r,m⇒ H existe et est unique à isomorphisme près
si la condition d’arcs pendants suivante est respectée : aucun nœud de m(L\K)
n’est source ou cible d’un arc non filtré de G\m(L).
La démonstration de ce résultat est plus complexe car on ne peut pas réutiliser les
résultats sur les graphes partiellement étiquetés de [Habel 2002] sur les différentes
projections du diagramme. En effet, la construction utilisée dans [Habel 2002] ne
suppose pas K → R comme une inclusion, et ainsi ne la préserve pas dans la
transformation. La preuve technique qui suit n’est pas essentielle pour la suite.
Preuve. Montrons l’existence de la transformation directe G r,m⇒ H suivante :
L oo ? _
m (1)

K 
 //
(2)

R

G oo ? _D 
 // H
D’après le lemme 1, le complément de somme amalgamée (1) existe si et seule-
ment si m vérifie la condition d’arc pendant, et construit alors un unique graphe D.
Montrons que la somme amalgamée (2) qui construit H existe :
K
d (2)

  b // R
h

h′

D 

c
//
c′ ++
H
u
  
H ′
Notons X=(V X , EX , sX , tX , (lXV,i)i∈I , l
X
E ) pour tout graphe X de (2).
Construisons H comme suit :
– V H = V D ∪ (V R\V K) ;
– EH = ED ∪ (ER\EK) ;
– pour tout arc e de H, sH(e) = sD(e) si e ∈ ED, et sH(e) = sR(e) sinon ;
– pour tout arc e de H, tH(e) = tD(e) si e ∈ ED, et tH(e) = tR(e) sinon ;
– pour tout i ∈ I et tout nœud v de H, si v ∈ V R alors lHV,i(v) = lRV,i(v) ;
sinon v ∈ V D, si v a un antécédent v′ étiqueté dans R, i. e. lRV,i(v′) 6= ⊥ et
dV (v
′) = v, alors lHV,i(v) = l
R
V,i(v
′) ; sinon lHV,i(v) = l
D
V,i(v) ;
– de même, pour tout arc e de D, si e ∈ ER alors lHE (e) = lRE(e) ; sinon e ∈ ED,
si e a un antécédent e′ étiqueté dans R, i. e. lRE(e
′) 6= ⊥ et dE(e′) = e, alors
lHE (e) = l
R
E(e
′) ; sinon lHE (e) = l
D
E (e) ;
Construisons alors c comme l’identité respectivement sur V D et ED. Montrons
que c est un morphisme d’inclusion.
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Par construction de sH et tH , c préserve les sources et les cibles.
Montrons que c préserve les étiquettes d’arcs.
Soit e un arc de D.
– Si e n’a pas d’antécédent par d, par construction l’étiquette est préservée
lHE (e) = l
D
E (e).
– Si e a un antécédent e′ par d qui n’est pas étiqueté dans R, alors par construc-
tion l’étiquette est préservée, lHE (e) = l
D
E (e).
– Si e a un antécédent e′ par d qui est étiqueté dans R et dans K, alors par
préservation des étiquettes par b et d, lKE (e
′) = lRE(e
′) = lDE (e). Donc c préserve
l’étiquette de e car lHE (e) = l
R
E(e).
– Si e a un antécédent e′ par d qui est étiqueté dans R mais pas dans K,
alors d’après la définition 47 des règles, e′ est étiqueté dans L ; donc par la
construction de D du lemme 1, e′ n’est pas étiqueté dans D, et c n’a pas
d’étiquette à préserver.
Le même raisonnement peut être appliqué pour montrer que c préserve les
i-étiquettes de nœuds pour tout index i ∈ I.
Construisons h comme l’extension de d par l’identité. Montrons que h est un
morphisme.
Pour tout arc e de K, comme b est une inclusion, e a les mêmes nœuds source
et cible dans K et R, préservés par d, et donc par h. Pour tout arc e de ER\EK ,
par construction de H, e appartient à H et a les mêmes source et cible que dans R.
Montrons que h préserve les étiquettes d’arcs. Soit e un arc de R.
– Si e n’a pas d’antécédent par b, alors par construction de H, e est un arc de
H et a la même étiquette lRE(e) qui est préservée par h.
– Si e a un antécédent e′ par b dans K et e n’est pas étiqueté dans R, alors h
n’a pas d’étiquette à préserver.
– Si e a un antécédent e′ par b dans K et e est étiqueté dans R, alors par
construction de H, e a la même étiquette lHE (e
′) dans R, qui est donc préservée
par h.
Le même raisonnement peut être appliqué pour montrer que h préserve les i-
étiquettes de nœuds pour tout index i ∈ I.
De plus, le diagramme (2) commute car b et c sont des inclusions, et h étend d.
Montrons que le diagramme (2) est une somme amalgamée.
Soient le graphe H ′ et les morphismes h′ et c′ tels que h′ ◦ b = c′ ◦ d.
Construisons le morphisme u tel que :
– pour tout nœud v de H, uV (v) = c′V (v) si v ∈ V D, uV (v) = h′V (v) sinon ;
– pour tout arc e de H, uE(e) = c′E(e) si e ∈ ED, uE(e) = h′E(e) sinon.
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Montrons que u est un morphisme.
Si e ∈ ED, alors sH(e) et tH(e) sont des nœuds de V D, et donc par construction
de H et u, leurs images par u et c′ sont identiques. Or comme c′ préserve les sources
et cibles de e, u aussi.
Si e ∈ ER, et si sH(e) (respectivement tH(e)) est un nœud de V R, alors par
construction de H et u, leurs images par u et h′ sont identiques. Or comme h′
préserve les sources (respectivement les cibles) de e, donc u aussi.
Si e ∈ ER, et si sH(e) (respectivement tH(e)) est un nœud de V D, alors par
construction de H, h et c, sH(e) (respectivement tH(e)) a un antécédent v dans
R et K. Donc hV (bV (v)) = cV (dV (v)) = sH(e) (respectivement hV (bV (v)) =
cV (dV (v)) = s
H(e)) et donc uV (sH(e)) = c′V (s
H(e)) = h′V (v) (respectivement
uV (t
H(e)) = c′V (t
H(e)) = h′V (v)). Or uE(e) = h
′
E(e) et comme h
′ préserve les
sources (respectivement les cibles) de e, u aussi.
Donc u préserve les sources et cibles.
Montrons que u préserve les étiquettes d’arcs.
Soit e un arc de H.
– Si e ∈ ED et e n’a pas d’antécédent pas d, alors par construction de H,
lHE (e) = l
D
E (e), et par construction de u, uE(e) = c
′
E(e). Or comme c
′ préserve
l’étiquette de e, u aussi.
– Si e ∈ ED et e a un antécédent e′ par d, non étiqueté dans R, alors par
construction de H, lHE (e) = l
D
E (e), et par construction de u, uE(e) = c
′
E(e).
Or comme c′ préserve l’étiquette de e, u aussi.
– Si e ∈ ED et e a un antécédent e′ par d, étiqueté dans R, alors par construction
de H, lHE (e) = l
R
E(
′e), et par construction de u, uE(e) = c′E(e), et par commu-
tation c′E(e) = h
′
E(e
′). Or comme h′ préserve l’étiquette de e′, u préserve celle
de e.
– Si e ∈ ER, alors par construction de H, lHE (e) = lRE(e), et par construction de
u, uE(e) = h′E(e). Or comme h
′ préserve l’étiquette de e, u aussi.
Le même raisonnement peut être appliqué pour montrer que u préserve les i-
étiquettes de nœuds pour tout index i ∈ I.
Donc le diagramme (2) est une somme amalgamée.
Montrons que la somme amalgamée (2) est naturelle.
Pour tout arc e de K, si lKE (e) = ⊥, alors soit lRE(e) = ⊥, soit lRE(e) 6=
⊥ et alors lLE(e) 6= ⊥. Dans ce cas, par la construction de D du lemme 1,
lDE (dE(e)) = l
K
E (e) = ⊥.
De même, pour tout nœud v de K et tout index i ∈ I, soit lRV,i(v) = ⊥, soit
lDV,i(dV (v)) = ⊥.
D’après le lemme 3 de [Habel 2002], toute projection sur i ∈ I du diagramme (2)
est une somme amalgamée naturelle. Ainsi la somme amalgamée (2) est naturelle.
Ainsi la transformation directe G r,m⇒ H existe et est unique à isomorphisme près. 
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L’existence de la transformation directe dans la catégorie des graphes partiel-
lement I-étiquetés prouvée, il ne reste à montrer que le pendant du théorème 2
de [Habel 2002] sur l’étiquetage totale de la transformation directe. Pour rappel,
ce théorème stipule que le résultat H d’une transformation directe G ⇒ H est
totalement étiqueté si et seulement si G est totalement étiqueté.
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Figure 4.4 – Transformation totalement étiquetée
Reprenons sur la figure 4.4, l’exemple donné d’une transformation de graphes
partiellement I-étiquetés. Remarquons que la règle n’est pas totalement étiquetée.
Cependant, comme le graphe d’application G est totalement étiqueté, la transfor-
mation préserve dans H les étiquettes de G pour les éléments non étiquetés par
la règle. Par exemple, le nœud c préservé par la règle est non-étiqueté, et donc les
étiquettes de c dans H proviennent de G.
Théorème 8 (Étiquetage total de la transformation directe) Soient une
règle r : L←↩ K ↪→ R de transformation de graphes partiellement I-étiquetés et
m : L→ G un morphisme de filtrage qui satisfait la condition d’arc pendant.
Le résultat H de la transformation directe G r,m⇒ H est totalement étiqueté si et
seulement si G est totalement étiqueté.
Preuve. Si G est totalement étiqueté, d’après le théorème 2 de [Habel 2002], pour
tout index i ∈ I, la projection sur i de la transformation directe G r,m⇒ H est
totalement étiquetée.
Donc G r,m⇒ H est totalement étiquetée. 
Nous avons ainsi défini une nouvelle catégorie de graphes partiellement
I-étiquetés et établit l’existence des transformations de graphes dans cette caté-
gorie. Nous allons maintenant montrer comment utiliser ces graphes pour définir
des opérations de modélisation géométriques.
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4.2 Combinaison des schémas topologiques et plongés
Comme nous l’avons vu dans le chapitre 3, on peut distinguer trois groupes
d’opérations de modélisation géométrique :
– les opérations qui transforment uniquement la structure topologique, comme
la suppression d’une arête de la figure 4.5(d) ;
– les opérations qui transforment uniquement le plongement, comme la transla-
tion de la figure 4.5(b) ;
– les opérations qui transforment à la fois la structure topologique et le plonge-
ment, comme la triangulation d’une face de la figure 4.5(c).
A
B C
D E
(a)
A
F
D
C
F =B +V
(b) Transl. d’un sommet
A
F
D E
C
G =   F+  C+  D+  E14141414
G
(c) Triang. d’une face
A
F
D E
C
G
(d) Suppr. d’une arête
Figure 4.5 – Opérations de modélisation polygonales
Pour le premier groupe d’opérations, les schémas de règles topologiques rappe-
lés dans la section 2.3.2 page 48 permettent de les définir indépendamment de la
forme des cellules topologiques des objets transformés. Pour la deuxième catégorie
d’opérations, les schémas de règles plongées introduits dans la section 3.2.2 page 77
permettent de les définir indépendamment des valeurs de plongement des objets
transformés.
Nous traitons ici le cas de la troisième catégorie d’opérations qui transforment à
la fois la structure topologique et le plongement. Nous introduisons des schémas de
règles pour les définir, indépendamment de la forme des cellules topologiques
et des valeurs de plongement.
Pour cela, nous combinons dans ces schémas les langages des deux chapitres pré-
cédents en utilisant la nouvelle catégorie définie qui autorise le multi-étiquetage des
nœuds. Ainsi nos schémas ont deux étiquettes de nœuds, l’une décrivant la trans-
formation topologique, l’autre décrivant celle du plongement. Remarquons toutefois
que la classe de représentation des objets ne change pas et reste les graphes plongés,
sans multi-étiquetage des nœuds.
Prenons ainsi l’exemple de la triangulation d’une face de la figure 4.5(c). Pour
rappel, cette opération consiste, pour la structure topologique, à subdiviser la face
en autant de facettes qu’elle a d’arêtes, et pour le plongement, à placer le sommet
ainsi créé au barycentre de la face.
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(R)(K)(L)
<_ α2> <α1α2>α0
b c
<α0 _>
a
α1<α0α1>
a
<α0 _>
a
Figure 4.6 – Schéma de règle topologique de triangulation d’une face
Le schéma de règle topologique de la figure 4.6, précédemment introduit sur
la figure 2.50 page 58, définit la triangulation topologique d’une face quelle que
soit sa forme. Appliquer le schéma revient alors à l’instancier pour une orbite face
donnée. La structure topologique du schéma est alors instanciée avec cette orbite
pour obtenir la règle topologique adaptée.
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Figure 4.7 – Schéma de règle plongée de triangulation d’une face
De façon analogue, le schéma de règle plongée de la figure 4.7, définit la trian-
gulation polygonale d’un triangle quelles que soient les valeurs des points associés
aux sommets. Pour cela, il utilise le terme Φ(point<α0α1>(a)), précédemment intro-
duit sur la figure 3.18 page 79pour calculer le barycentre de la face. Appliquer le
schéma revient alors à l’instancier pour un morphisme de filtrage vers la G-carte
plongée d’application. Les termes de plongement qui définissent les nouveaux points
dans la partie droite sont alors évalués sur l’objet pour obtenir la règle plongée
adaptée. La règle est de plus saturée pour propager correctement les modifications
du plongement aux orbites de plongement du motif filtré dans la G-carte plongée
d’application.
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a.point
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a.point
b
α0
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Figure 4.8 – Schéma de règle combiné de triangulation d’une face
Nous combinons ainsi les schémas des figures 4.6 et 4.7 dans le schéma de règle
combiné de la figure 4.8. Dans ce schéma, la partie supérieure grisée des nœuds
porte l’étiquette topologique et la partie inférieure celle de plongement.
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Ainsi, dans la partie gauche du schéma, le type <α0α1> du nœud a indique
que ce dernier filtre une face et le terme a.point qu’il est filtré avec son plongement
point. Dans la partie droite du schéma, le nouveau type <α0_> du nœud a définit
l’éclatement de la face. De plus, a est toujours étiqueté par le terme a.point car les
points associés à la face ne sont pas déplacés. De la même façon, le nœud b ajouté
avec le type <_α2> définit la base des nouvelles arêtes. Comme le nœud b appartient
au même sommet que a auquel il est lié par α1, il est étiqueté par le même terme
de plongement a.point que a. Enfin, le nœud ajouté c porte le type <α1α2> qui
définit le sommet dual de la face. Ce sommet devant être positionné au barycentre
de la face triangulée, le nœud c est donc étiqueté par le terme Φ(point<α0α1>(a)) qui
calcule la moyenne Φ des points de la face, collectés par point<α0α1>(a).
Voyons comment un schéma de règle combiné est instancié et appliqué :
1. dans un premier temps, le schéma de règle combiné doit être instan-
cié par une orbite pour produire un schéma de règle plongée, à la
manière de l’instanciation des schémas de règles topologiques rappelée dans la
section 2.3 page 45 ;
2. dans un deuxième temps, le schéma de règle plongée obtenu doit être
instancié par un morphisme de filtrage pour produire une règle plon-
gée, selon l’instanciation des schémas de règles plongées définie dans la sec-
tion 3.2.2 page 77 ;
3. enfin, la règle plongée obtenue peut être appliquée à la G-carte plon-
gée d’application pour le morphisme de filtrage, selon l’application des règles
rappelée dans la section 2.1 page 13.
u = Φ(point            (a1))
(L) (K) (R)
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a1.point a2.point
a6.point a3.point
a4.pointa5.point
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a1.point a2.point
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w
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x
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v = Φ(point            (a2))<α0α1>
w = Φ(point            (a3))<α0α1>
x = Φ(point            (a4))<α0α1>
y = Φ(point            (a5))<α0α1>
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Figure 4.9 – Instantiation topologique et réécriture des termes
Remarquons cependant que l’instanciation du schéma de règle combiné pour une
orbite donnée diffère de celle définie pour un schémas de règle topologique dans les
définitions 24 page 57 et 26 page 58. Prenons par exemple, le schéma de règle plongée
de la figure 4.9 obtenu par instanciation du schéma combiné de la triangulation de la
figure 4.8 pour une orbite triangulaire. Remarquons qu’en plus de calculer les motifs
topologiques des trois parties, l’instanciation procède également à la réécriture des
termes de plongement.
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En effet, lors de l’instanciation du motif filtré sur la figure 4.9, le nœud a
sur lequel était défini les termes de plongements a.point et Φ(point<α0α1>(a))
n’existe plus dans le schéma de règle plongée où il a été remplacé par les nœuds
a1, . . . , a6. Ces nouveaux nœuds doivent donc être substitués aux anciens dans
tous les termes de plongement. Ainsi, pour chaque nœud a1, . . . , a6 du schéma
plongé, les termes a.point et Φ(point<α0α1>(a)) ont été respectivement substitués
par a1.point, . . . , a6.point et Φ(point<α0α1>(a1)), . . . ,Φ(point<α0α1>(a6)).
Remarquons également que tous les termes, bien que différents, définissent le
nouveau plongement de façon cohérente. Le schéma de règle plongée obtenu satis-
fait les conditions de préservation de la cohérence du plongement de la
définition 6 page 92. En effet, ces dernières reposent sur l’équivalence à orbite de
plongement près des termes de plongement, et ont été introduites dans l’optique de
répondre au cas de l’instanciation des schémas de règles combinés.
Ainsi, le point associé au sommet en haut du triangle est défini de façon co-
hérente à la fois par les termes a1.point et a2.point, car les nœuds a1 et a2 ap-
partiennent au même sommet dans L en raison de leur connexion par α1. Lors de
l’application de la règle instanciée sur une G-carte plongée, a1 et a2 filtrent deux
nœuds d’un même sommet qui portent nécessairement le même point. De même,
les termes Φ(point<α0α1>(a1)), . . . ,Φ(point<α0α1>(a6)) sont équivalents et définissent
bien l’unique barycentre, car a1, . . ., a6 appartiennent tous à la même orbite face
<α0α1>, et donc la collecte des points sur leur face adjacente est identique.
Ainsi comme pour les schémas de règles topologiques et les schémas de règles
plongées, avant de définir les schémas de règles combinés, nous commençons par
définir les schémas combinés et leur instanciation.
Définition 48 (Schéma combiné) Soient Σpi = (n, pi, Spi, Fpi) une signature de
termes de plongement, l > 0 une longueur, et X un ensemble de variables de nœuds.
Un schéma combiné de signature Σpi=(n, pi, Spi, Fpi) de longueur l sur X
est un graphe partiellement I-étiqueté avec I = {θ, pi} sur :
– CV,θ=Topon,l l’ensemble des types topologiques de dimension n et longueur l ;
– CV,pi=TΣpi(X) l’ensemble des termes de pi-plongement sur X ;
– CE =[0, n] l’ensemble des dimensions topologiques.
À la manière dont nous avons utilisé le nom α pour la fonction d’étiquetage
des arcs dans les graphes topologiques et le nom pi pour la fonction d’étiquetage
des nœuds dans les graphes pi-plongés, pour un schéma combiné nous utilisons les
notations suivantes :
– lV,θ est notée θ ;
– lV,pi est notée pi ;
– lE est toujours notée α.
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Donnons maintenant l’instanciation d’un schéma combiné pour une orbite et
une substitution des variables le long de cette orbite. Intuitivement, cette dernière
consiste à :
1. construire l’instanciation topologique du chapitre 2 du schéma par l’orbite ;
2. ré-étiqueter les nœuds en appliquant la substitution aux termes de plongement.
Définition 49 (Instanciation d’un schéma combiné) Soit un schéma combiné
S=(V S , ES , sS , tS , (θS , piS), αS) de signature Σpi = (n, pi, Spi, Fpi) de longueur l ≥ 0
sur un ensemble de variable de nœud X.
Soient O = (V O, EO, sO, tO, lOV , α
O) un graphe topologique de type <ω> de di-
mension n et de longueur l, et σO : V O ×X → XO une substitution des variables
de X le long de l’orbite O vers un ensemble de variables XO.
Soit Sα(O) le graphe topologique de dimension n qui résulte de l’instanciation
selon la définition 24 page 57 du schéma topologique Sθ = projθS (S) par l’orbite O,
selon le double diagramme suivant :
Sα(O) oo
h′S ? _
g′′S (1)

Sα(O)
  f
′
S //
g′S (2)

O∗
gS

Ssatθ
oo hS ? _Ssatθ
  fS // Dn
L’instanciation de S par 0 et σO est le schéma plongé S(O) = (V,E, s, t, pi, α)
de structure topologique S(O) = (V,E, s, t,⊥, α) tel que :
– pour tout nœud v ∈ V de S(O), pi(v) = σO(f ′S(v), piS(g′′S(v))).
Notons que la substitution σO est définie lors de l’instanciation du schéma de
règle. En effet, les différentes parties L, K et R d’un schéma sont toujours étiquetées
par des termes de plongement sur V L l’ensemble des nœuds de L. Ainsi, à l’instan-
ciation du schéma, nous définissons la substitution des nœuds de L pour l’orbite O
et l’appliquons au ré-étiquetage des trois instanciations des schémas L, K et R.
<α0 _>
a.point
a
α1
(R)
<_ α2>
a.point
b
α0
<α1α2>
c
Φ(point            (a))<α0α1>
<_ _>
a.point
a
<α0α1>
 a.point 
a
(L) (K)
Figure 4.10 – Schéma de règle combiné de triangulation d’une face
Définissons maintenant un schéma de règle combiné r : L ←↩ K ↪→ R, comme
l’exemple de la triangulation d’une face repris sur la figure 4.10. Remarquons que,
comme dans le chapitre 2, K ↪→ L et K ↪→ R ne préservent pas les étiquettes
topologiques des nœuds. Par exemple, sur la figure 4.10, K ↪→ L et K ↪→ R ne
préservent pas l’étiquette du nœud a. Ainsi, ils sont à nouveau définis comme des
associations de schémas, par extension de la définition 25 page 58.
4.2. Combinaison des schémas topologiques et plongés 111
Définition 50 (Association de schémas combinés) Soient deux schémas com-
binés S=(V,E, s, t, (θ, pi), α) et S′=(V ′, E′, s′, t′, (θ′, pi′), α′) de dimension n ≥ 0 et
de longueur l ≥ 0.
Une association de schémas combinés f : S ↪→ S′ est la donnée des deux
fonctions identités fV : V → V ′ et fE : E → E′ associant respectivement les nœuds
et les arcs de S à ceux de S′ telles que :
– fV ◦ s = s′ ◦ fE ;
– fV ◦ t = t′ ◦ fE ;
– pour tout nœud v de S, si pi(v) 6= ⊥ alors pi′(fV (v)) = pi(v) ;
– pour tout arc e de S, si α(e) 6= ⊥ alors α′(fE(e)) = α(e).
Nous définissons enfin les schémas de règles combinés et leur instanciation.
Définition 51 (Schéma de règle combiné) Soient Σpi = (n, pi, Spi, Fpi) une si-
gnature de termes de plongement et l > 0 une longueur.
Un schéma r : L ←↩ K ↪→ R de règle combiné de signature Σpi de lon-
gueur l est la donnée de deux associations K ↪→ L et K ↪→ R de schémas combinés
de signature Σpi et de longueur l sur l’ensemble des nœuds V L de L tels que tout
nœud v de L est pi-étiqueté par v.pi.
Instanciation :
Soit O=(V O, EO, sO, tO, lOV , α
O) un graphe topologique de type <ω> de dimen-
sion n et de longueur l.
Soit Lα(O) = (V Lα(O), ELα(O), sLα(O), tLα(O), l
Lα(O)
V , α
Lα(O)) le graphe topolo-
gique de dimension n qui résulte de l’instanciation par O du schéma topologique
Lθ = projθL(L) selon le double diagramme de la définition 49. Reprenons les nota-
tions f ′L : Lα(O)→ O∗ et g′′L : Lα(O)→ Lθ.
Soit σO : V O × V L → V Lα(O) la substitution des nœuds de L le long de l’orbite
O définie par :
– pour tous nœuds vO ∈ V O et v ∈ V L, σO(vO, v) = v′ tel que v′ est l’unique
nœud de V Lα(O) tel que f ′L,V (v
′) = vO et g′′L,V (v
′) = v.
L’instanciation de r par O est la règle topologique r(O) : L(O)←↩ K(O) ↪→ R(O)
où L(O), K(O) et R(O) sont les instanciations respectives 3 de L, K et R par O
et σO.
Remarquons que le schéma de règle plongée qui résulte de l’instanciation d’un
schéma combiné doit encore subir une étape d’instanciation pour obtenir la règle
plongée à appliquer à l’objet. Pour rappel, cette instanciation évalue les termes de
plongement et sature les orbites support des plongements. Reprenons l’exemple de
la création d’une vésicule dans le cadre du plongement biologique sur la figure 4.11.
3. Voir la remarque sur la construction des trois instances compatibles pour L(O), K(O) et
R(O) dans la définition 26 page 58
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(a) Intuition
<α0>
a.qté - 1
a
α2
(R)
<α0>
1
b
<α0>
a
<α0>
 a.qté 
a
(L) (K)
<_>
1
c
α1
<α1>
1
d
α0
α2 α2 α2
(b) Schéma de règle combiné
Figure 4.11 – Création d’une vésicule
Pour rappel cette opération consiste pour une arête filtrée d’une cellule, à créer
une face triangulaire collée le long de cette arête et d’y transférer une protéine.
Nous définissons cette opération par le schéma de règle combiné 4 de la figure 4.11.
Le nœud a abstrait l’arête filtrée de la cellule support de la vésicule. Le nœud b est
une copie de cette arête formant la base de la vésicule. Les nœud c et d forment
enfin les autres arêtes, connectées au sommet dual de l’arête support.
1
1
1
1
11
a1.qté - 1 a2.qté - 1
(L(O)) (R(O))
a2
(K(O))
a2.qté
a1 a2a1
a2a1
b1c1
d1
b2 c2
d2
a1.qté
Figure 4.12 – Instanciation du schéma de règle combiné de la création d’une vésicule
L’instanciation de ce schéma de règle combiné pour une arête constituée de
deux nœuds reliés par α0 est donnée sur la figure 4.12. Remarquons que le terme
a.qté a été réécrit par a1.qté et a2.qté, et que le terme a.qté − 1 a été réécrit par
a1.qté−1 et a2.qté−1. Pour appliquer ensuite le schéma de règle plongée obtenu, nous
devons alors procéder à son instanciation qui comprend l’évaluation des termes et la
saturation des orbites de plongements. Par exemple, la règle plongée ainsi instanciée
pour le cas d’application de la figure 4.11(a) est donnée sur la figure 4.13.
4. Notons que l’utilisation d’un type topologique pour filtrer l’arête libre a un intérêt limité du
fait que cette dernière est nécessairement composée de deux nœuds connectés par α0. Cependant, si
nous considérons cette même opération dans le cas de représentation 3D de la figure 3.5(b) page 65,
l’opération filtre alors une face libre et l’utilisation des schémas combinés prend tout son sens.
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Figure 4.13 – Instanciation du schéma de règle plongée de la création d’une vésicule
Intéressons nous maintenant à la préservation de la cohérence topologique et de
la cohérence du plongement. Intuitivement, le procédé d’instanciation d’un schéma
combiné reposant sur les mêmes constructions que celles définies pour les schémas
topologiques dans le chapitre 2, il n’y a pas lieu de modifier les conditions de pré-
servation de la cohérence topologique. Un schéma de règle combiné qui satisfait les
conditions de la définition 3 page 60, produit un schéma de règle plongée qui préserve
la cohérence topologique.
Remarquons en revanche que les conditions de préservation de la cohérence du
plongement de la définition 6 page 92 ne peuvent pas s’appliquer aux schémas de
règles combinés. En effet, ces dernières reposent sur une équivalence à orbites de
plongement près des termes de plongement. Or, les orbites plongées sont désormais
abstraites par les étiquettes topologiques des schémas combinés. Il nous faudra alors
définir une nouvelle équivalence des termes.
Remarquons que cette définition n’est pas aisée. En effet, il nous faut ainsi gérer
la dépendance entre les deux faits suivants :
– un terme de plongement peut désormais filtrer plusieurs valeurs ; par exemple,
dans le cas du schéma combiné de la triangulation sur la figure 4.10, a.point
filtre dans L les points des différents sommets de la face ;
– un terme de plongement peut désormais calculer plusieurs valeurs : par
exemple, dans le même cas de la triangulation, a.point calcule dans R les
points des différents sommets de la face.
Nous venons d’utiliser la nouvelle catégorie des graphes partiellement I-étiquetés
pour définir les opérations de modélisation qui transforment à la fois la structure to-
pologique et le plongement. Il nous reste cependant encore à établir sur les nouveaux
schémas introduits les conditions de préservation de la cohérence du plongement.
Montrons maintenant comment la catégorie des graphes partiellement
I-étiquetés répond également à un autre problème de la modélisation géométrique :
la manipulation d’objets avec plusieurs informations de plongement.
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4.3 Multi-plongement
(a) Modèle texturé (b) Moteur physique
Figure 4.14 – Multi-plongement pour le jeu vidéo
Les objets modélisés s’inspirent usuellement d’objets réels complexes. Pour les
représenter en machine, il faut alors extraire les caractéristiques suffisantes à l’ap-
plication et les associer au modèle. Pour cela, on a généralement besoin de plusieurs
plongements. Prenons l’exemple commun de la modélisation pour les jeux vidéos ou
on s’intéresse avant tout à l’aspect visuel des objets. Depuis l’avènement de la 3D,
les jeux vidéos utilisent le modèle polygonal texturé. Un exemple de personnage est
donné sur la figure 4.14(a).
La modélisation de ce personnage se décompose en deux étapes. On commence
par sculpter interactivement la forme de l’objet avec des opérations comme l’ajout ou
le retrait de matière. Ensuite, on peint directement le modèle sculpté avec des brosses
virtuelles. En machine, cet objet est alors représenté par les données suivantes :
– des coordonnées géométriques sont associées aux sommets de l’objet pour
définir la forme ; on peut parfois distinguer ces coordonnées à l’affichage par
l’aspect carré qu’elles donnent aux objets représentés, comme les épaules ou
le cou du personnage de la figure 4.14(a) ;
– une image de texture est donnée pour l’ensemble de l’objet, et des coordonnées
dans cette texture sont associées aux sommets de l’objet ; ainsi, à l’affichage,
l’image de texture est plaquée sur les différentes faces de l’objet en faisant
correspondre les coordonnées dans la texture aux coordonnées géométriques ;
parfois, la texture plaquée est trop étirée sur une face, et on obtient alors des
partie floues comme le baton du personnage sur la figure 4.14(a).
Avec les coordonnées géométriques, l’image de texture et les coordonnées de tex-
ture, on compte déjà trois types de plongements. Or dans la plupart des jeux vidéos
actuels, en plus de l’aspect graphique des objets, on simule également leur compor-
tement à l’aide d’un moteur physique. Par exemple, sur la figure 4.14(b), une action
du joueur entraîne l’explosion d’une cabane. Pour simuler ce comportement phy-
sique, il va de soi que de nouvelles informations supplémentaires sont associées aux
objets modélisés. Pour simuler l’explosion, la masse, la vitesse ou la résistance des
objets sont utilisées. Le problème ici est de représenter ces différentes informations
de plongement et les utiliser conjointement lors des transformations.
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(a) Objet 2D polygonal couleur
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(b) Complexe cellulaire poreux
Figure 4.15 – Objets multi-plongés
Pour illustrer notre propos, nous reprenons dans cette section les exemples précé-
dents de modélisation polygonale et de simulation biologique, que nous augmentons
tous deux d’une information de plongement supplémentaire.
Pour la modélisation polygonale, en plus des points associés aux sommets, nous
ajoutons des couleurs associées aux faces. Par exemple, l’objet 2D de la figure 4.15(a)
compte 18 sommets plongés par des points et 9 faces plongées par des couleurs.
Pour la simulation biologique, en plus des quantités de protéines associées aux
faces, nous associons aux arêtes des pourcentages de porosité des parois. Ainsi, sur
la figure 4.15(b), toutes les parois entre cellules sont plus ou moins poreuses, et les
parois du bord sont étanches.
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(b) Complexe cellulaire poreux
Figure 4.16 – Représentation par des graphes multi-plongés
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Commençons par représenter ces objets. Intuitivement, nous étendons les G-
cartes plongées dans la catégorie des graphe I-étiquetés, en utilisant une
étiquette de nœud pour chaque plongement. Par exemple pour représenter l’objet
de la figure 4.15(a), sur la figure 4.16(a) chaque nœud porte une première étiquette
pour le point associé au sommet adjacent, et une deuxième étiquette pour la couleur
associée à la face adjacente. Remarquons que pour plus de lisibilité, cette dernière
étiquette est représentée par la couleur du nœud. De la même façon, sur la fi-
gure 4.16(b), le complexe cellulaire de la figure 4.15(b) est représenté par des nœuds
étiquetés à la fois par une quantité de protéines dans la partie supérieure et un
pourcentage de porosité dans la partie inférieure.
Ces nouvelles informations de plongement sont également attachées aux cellules
et caractérisées de la même façon que les points ou les quantités de molécules. Pour le
modèle polygonal où nous avons déjà le plongement point :<α1α2>→ point_2D, nous
ajoutons le plongement couleur :<α0α1>→ couleur_RVB attaché aux faces. Remar-
quons que la G-carte de la figure 4.16(a) est conforme à cette spécification car tous les
nœuds d’une même face portent la même couleur. De la même façon, pour le modèle
biologique, où nous avons déjà défini le plongement qté_protéines :<α0α1>→ entier,
nous ajoutons le plongement porosité :<α0α2>→ pourcentage attaché aux arêtes.
Ainsi sur la figure 4.16(b), tous les nœuds d’une même arête portent le même pour-
centage de porosité.
Nous appelons G-cartes multi-plongées les G-cartes ainsi caractérisées par
plusieurs plongements. Comme précédemment, leur définition passe par celle des
graphes topologiques et des graphes multi-plongés.
Définition 52 (G-carte multi-plongée) Soit Π=(pi:<ωpi>→ τpi)pi∈Π une famille
de plongements de dimension n ≥ 0.
Un graphe partiellement Π-étiqueté G = (V,E, s, t, (pi)pi∈Π, α) est un graphe
multi-plongé sur Π si ses arcs sont étiquetés sur CE = [0, n] et ses nœuds sont
étiquetés sur (CV,pi)pi∈Π = τpi.
G est une carte généralisée de dimension n multi-plongée sur Π ou
n-G-carte Π-plongée si pour tout plongement pi ∈ Π, la projection projpi(G) de G
sur pi vérifie simultanément les contraintes de cohérence topologique et la contrainte
de cohérence du plongement.
Les deux G-cartes partiellement représentées sur les figures 4.16(a) et 4.16(b)
sont ainsi respectivement caractérisées par les familles de plongements suivantes :
– Poly=(point:<α1α2>→ point_2D, couleur:<α0α1>→ couleur_RVB) ;
– Bio=(qté_protéines:<α0α1>→ entier, porosité:<α0α2>→ pourcentage).
Intéressons nous maintenant aux opérations sur les objets avec plusieurs plonge-
ments. Comme nous avons montré l’existence des transformations de graphes dans la
catégorie des graphes partiellement I-étiquetés, nous pouvons définir ces opérations
par des règles.
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(a) Triangulation de F1
F2
(b) Triangulation de F2
F3
(c) Triangulation de F3
Figure 4.17 – Triangulation de faces multi-plongées
Reprenons tout d’abord la triangulation d’une face et considérons maintenant
l’aspect couleur. Nous présentons ici une version de la triangulation qui lisse les
couleurs. Pour cela, lorsque la face est subdivisée en facette, chacune des facettes
prend pour nouvelle couleur la moyenne entre celle de la face originale et celle de
la face qui lui est adjacente. Par exemple, la face bleue F1 de la figure 4.15(a) est
subdivisée sur la figure 4.17(a) en trois triangles de couleurs différentes : un triangle
bleu clair adjacent à la face grise F1, un triangle vert adjacent à la face jaune F2 et
un triangle du même bleu à l’endroit où il n’y a pas de face adjacente.
d
b
c
a
e f
d
b
c
a
e f
d
b
c
a
e f
g
km
o pq r
h
i j
l n
(L) (K) (R)
F F
H
H K
K
F F
H
H K
K
F F
H
H K
K
F F
H
H
K
K
L
L L
L
LL
1
3L =     F +     H +     K13 13
Figure 4.18 – Règle multi-plongée de triangulation
Nous définissons ainsi sur la figure 4.18 la triangulation de F1 par une règle
multi-plongée, i. e. une règle dans la catégorie des graphes multi-plongés. Notons
ainsi que les étiquettes de plongement couleur effectuent la transformation décrite ci-
dessus, pendant que les étiquettes de plongement point placent le nouveau sommet
au barycentre de la face.
Remarquons que les conditions de préservation de la cohérence topologique et
de la cohérence du plongement définies peuvent être étendues sur les règles multi-
étiquetées. En effet, tout comme pour les contraintes de cohérence des G-cartes
multi-plongées, il suffit alors de considérer les conditions définies dans les chapitres 2
et 3 sur les différentes projections de la règle.
Montrons maintenant comment nous pouvons définir des opérations multi-
plongées par des schémas, à la manière de la section précédente. Nous donnons
sur la figure 4.19 le schéma de règle multi-plongée pour la triangulation, qui peut
être appliquée pour chacun des cas de la figure 4.17
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<α0 _>
a.point
   a.col+   a.α2.col
a
<α0 _>
a.point
<α0α1>
a.point
a.col
(L) (K) (R)
<_ α2>
a.point
   a.col+   a.α2.col
b
<α1α2>
   a.col+   a.α2.col
c
Φ(point            (a))<α0α1>
a a
α1 α0
1
2
1
2
1
2
1
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1
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1
2
Figure 4.19 – Schéma de règle de triangulation multi-plongé
Pour définir cette opération par un unique schéma de règle, on étiquette ainsi
les nœuds du schéma à la fois par :
– des types topologiques qui définissent la structure topologique ;
– des termes de plongement qui définissent les points ;
– des termes de plongement qui définissent les couleurs.
Par exemple, le nœud a est tout d’abord filtré dans la partie gauche L avec
un type topologique face <α0α1>, le point associé a.point, et la couleur associée
a.col. Dans la partie droite R, le type topologique de a est renommé <α0_> pour
découdre les arêtes, le point associé ne change pas, et la couleur est redéfinie comme
la moyenne avec celle de la face adjacente 12a.col+
1
2a.α2.col. Remarquons que cette
expression produit bien le résultat escompté lorsqu’il n’y a pas de face adjacente. En
effet, si on est au bord de l’objet, l’arc α2 forme une boucle et donc a.α2.col=a.col.
De la même façon, le nœud c de la partie droite R a les trois étiquettes suivantes :
le type topologique <α1α2> qui définit le sommet dual, le terme de plongement
point Φ(point<α0α1>(a)) qui calcule le barycentre de la face avec Π la moyenne d’un
multiensemble de points, et le terme de plongement couleur 12a.col +
1
2a.α2.col qui
définit la couleur moyenne.
Remarquons maintenant que plusieurs plongements peuvent intervenir simulta-
nément dans un terme de plongement. Reprenons sur la figure 4.20 l’exemple du
transfert de protéines depuis une cellule vers un tube.
50% 50%
(a) Transfert d’une protéine
5% 5%
(b) Transfert nul
Figure 4.20 – Transferts de protéines multi-plongés
4.3. Multi-plongement 119
Nous faisons désormais intervenir le pourcentage de porosité dans la quantité de
protéines transférées. Dans le cas de la figure 4.20(a), la paroi a 50% de porosité et
la cellule contient 2 protéines, donc une protéine est transférée. Au contraire, sur la
figure 4.20(b), aucune protéine n’est transférée car la cellule ne contient pas assez
de protéines par rapport à la faible porosité de la paroi.
<α0>
a.qté
a.por
(L)
a
<α0>
b.qté
b.por
b
α2
<α0>
a.por
(K)
a
<α0>
b.por
b
α2
<α0>
a.qté - ⎣a.por*a.qté⎦
a.por
(R)
a
<α0>
b.qté + ⎣a.por*a.qté⎦
b.por
b
α2
Figure 4.21 – Schéma de règle de transfert multi-plongé
Cette opération est définie par le schéma de règle de la figure 4.21. Le type
topologique <α0> qui étiquette les nœuds a et b sert ici à filtrer les deux demi-
arêtes qui forme la paroi. Le nœud a représente la demi-arête de la cellule et le nœud
b la demi-arête du tube. Comme cette opération n’entraîne pas de modification de la
structure topologique, l’étiquette topologique n’est pas modifié dans la partie droite
de la règle.
Pour l’aspect plongement, seules les quantités de protéines sont modifiées par
l’opération. Le pourcentage de porosité est uniquement nécessaire au calcul des
nouvelles quantités. Il est donc filtré par a.por et b.por dans la partie gauche L,
sans être modifié dans la partie droite R. Il intervient alors dans les termes qui
définissent les nouvelles quantités, c’est-à-dire a.qt−ba.por ∗ a.qtc pour la cellule et
b.qt+ ba.por ∗ a.qtc pour le tube.
Ces schémas de règles multi-plongées sont ainsi la simple extension des schémas
combinés avec plusieurs étiquettes de plongements. Leur méthode d’instanciation est
la même, à la différence près que la réécriture des termes de plongement se fait alors
pour les différents plongements. Remarquons de plus qu’à l’application de la règle,
il faudra également réaliser la saturation de la règle pour les différents plongements
et leurs orbites. Enfin, notons que sous réserve qu’à l’avenir nous soyons en mesure
de définir l’équivalence des termes de plongements sur les schémas combinés pour la
préservation de la cohérence du plongement, il suffira alors de vérifier cet équivalence
pour chacune des projections sur les différents plongements.
Les schémas de règles multi-plongées sont la forme finale des schémas que nous
avons implantés dans notre prototype de modeleur. Toutefois, nous introduisons
dans le chapitre suivant quelques ajustements que nous y avons fait.

Chapitre 5
Éléments du langage implanté
Dans les chapitres précédents, nous avons introduit un noyau de langage formel
de schémas de règles qui permet de définir les opérations de modélisation géomé-
trique à base topologique. Pour cela, nous avons combiné le langage topologique
présenté dans [Poudret 2009] et rappelé dans le chapitre 2, avec le langage géomé-
trique présenté dans le chapitre 3, au sein d’un unique langage dans le chapitre 4. Ce
langage est ainsi à la fois indépendant de la forme topologique des objets transformés
et indépendant des plongements de ces objets. De plus, des conditions syntaxiques
portant sur les schémas de règles permettent de garantir la cohérence des objets
transformés.
Dans ce chapitre, nous montrons comment ce noyau de langage abstrait a été
complété par des éléments de syntaxe concrète pour implanter un noyau de modeleur
générique qui sera présenté dans le chapitre suivant.
• Dans la section 5.1, nous complétons les schémas avec la notion de nœuds
d’accroche. Intuitivement, l’association de ces nœuds à des nœuds de l’objet trans-
formé permettent le calcul du morphisme de filtrage et l’application du schéma à
l’endroit voulu. Dans le cadre de la modélisation interactive, ils permettent ainsi à
l’utilisateur de d’indiquer de façon minimale où il souhaite appliquer une opération.
• Dans la section 5.2, nous enrichissons nos schémas de préconditions. Elles
permettent par exemple de définir des opérations telles que la triangulation d’une
face constituée d’au moins trois arêtes, ou la subdivision d’une arête sous réserve
que sa longueur soit supérieure à une longueur donnée.
• Enfin, dans la section 5.3, afin d’obtenir le langage concret concis, nous mon-
trons comment la définition des schémas de règles peut être simplifiée. Nous partons
pour cela du constat que des informations comme l’interface K ou l’étiquetage de
la partie gauche L peuvent être superflues car déduites, et que d’autres comme les
termes de calcul du plongement peuvent être redondantes.
5.1 Nœuds d’accroche
Nous partons ici du constat que les données nécessaires à l’application des sché-
mas de règles sont multiples. Reprenons l’exemple de la triangulation polyédrique
couleur d’une face.
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Figure 5.1 – Éléments nécessaires à l’application du schéma de règle
Nous représentons sur la figure 5.1 l’ensemble des données à fournir pour instan-
cier la règle qui sera appliquée :
– l’orbite du bon type pour laquelle la première instanciation topologique doit
être effectuée ; sur la figure, cette orbite est représentée par le quadrilatère
fourni à l’instanciation topologique ; à partir de cette donnée, le schéma de
triangulation d’un quadrilatère en quatre facette est calculé ;
– le contexte de plongement nécessaire à la deuxième instanciation où les
termes de plongement sont évalués ; sur la figure, ce contexte est représenté
par la donnée des quatre sommets permettant le calcul du barycentre et des
couleurs des faces voisines permettant le calcul des couleurs des nouvelles
facettes ; nous obtenons ainsi la règle de triangulation qui correspond à ce
quadrilatère plongé et son voisinage ; rappelons que le contexte de plongement
est en pratique donné par substitution des nœuds du schéma vers des nœuds
du graphe d’application.
Notons que les données à fournir sont toutes issues du graphe d’application.
De façon naïve, si nous nous plaçons dans le cadre d’une application interactive,
fournir ces données peut consister à :
– pour la première instanciation, sélectionner avec le curseur les éléments du
sous-graphe qui forme l’orbite ;
– pour la deuxième instanciation, sélectionner pour chaque nœud du schéma de
règle multi-plongée son nœud de substitution dans le graphe d’application.
Or, pour des raisons évidentes d’ergonomie, il serait dommage de demander à
l’utilisateur de faire autant de sélections. De plus, le cadre de la modélisation inter-
active est propice à rendre l’interaction avec l’objet à son strict nécessaire. Comme
l’illustre la figure 5.2, dans une application de modélisation, l’objet est élaboré par
simples touches successives, à la manière de la peinture ou de la sculpture.
Pour cela, nous introduisons ici la notion de nœuds d’accroches d’un schéma
de règle. Il s’agit en pratique de donner un sous-ensemble non vide des nœuds de
la partie gauche qui permet, à partir d’une substitution vers des nœuds du graphe
d’application, de réaliser l’instanciation complète du schéma. Les nœuds de ce sous-
ensemble sont les nœuds d’accroches du schéma de règle, et la substitution de ces
nœuds est alors la seule donnée à fournir pour appliquer le schéma.
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(a) Peinture (b) Sculpture (c) Sur ordinateur
Figure 5.2 – Interactions de modélisation
Remarquons que leur intérêt n’est pas limité à la modélisation interactive. En
effet, dans un contexte de simulation, la problématique serait la même. Pour pouvoir
appliquer automatiquement un schéma de règle, il faut permettre le calcul automa-
tique de la règle instanciée et de son morphisme de filtrage, à partir de l’association
qui filtre le schéma dans le graphe d’application.
<α0 _>
a.point
a
α1
<α0 _>
a.point
a
<α0α1>
 a.point 
a
(L) (K) (R)
<_ α2>
a.point
b
α0
<α1α2>
c
Φ(point            (a))<α0α1>
Figure 5.3 – Schéma de règle de triangulation avec nœud d’accroche
Avant de montrer comment choisir ces nœuds, commençons par expliquer l’ins-
tanciation d’un schéma de règle à partir de ces derniers. Reprenons l’exemple de
la triangulation avec le schéma de règle de la figure 5.3, où nous ne considérons
que le plongement des sommets par des points. Comme ce schéma ne compte que
le nœud a dans sa partie gauche, il est donc nécessairement un nœud d’accroche.
Selon la convention graphique choisie, les nœuds d’accroche seront représentés avec
un trait double, et ainsi le nœud a est doublement cerclé. Voyons l’instanciation de
ce schéma pour le graphe G de la figure 5.4(a).
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(a) Graphe d’application
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(b) Orbite d’instanciation
Figure 5.4 – Graphe d’application et orbite d’instanciation
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Nous choisissons d’abord une substitution des nœuds d’accroche du schéma par
des nœuds du graphe d’application. Dans le cas présent, nous substituons le nœud
a par le nœud 6. À partir de cette substitution, nous réalisons la première étape
d’instanciation topologique. Pour cela, nous prenons comme orbite d’instancia-
tion l’orbite du type topologique étiquetant le nœud d’accroche a adjacente à son
image 6 dans le graphe d’application G, c’est-à-dire l’orbite face <α0α1> (6) repré-
sentée sur la figure 5.4(b). Le résultat de l’instanciation topologique du schéma avec
<α0α1> (6) est illustré sur la figure 5.5(a).
u = Φ(point            (a1))
(L(<α0α1>(6))) (K(<α0α1>(6))) (R(<α0α1>(6)))
<α0α1>
a1.point a2.point
a6.point a3.point
a4.pointa5.point
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v = Φ(point            (a2))<α0α1>
w = Φ(point            (a3))<α0α1>
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(a) Après la première étape d’instanciation topologique
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(b) Après la deuxième étape d’instanciation des plongements
Figure 5.5 – Instanciation à partir du nœud d’accroche
Le résultat de cette première étape est un schéma de règle multi-plongée. Il nous
reste ainsi à réaliser la deuxième étape d’instanciation des termes et orbites
de plongement.
Pour cela, il nous faut définir la substitution des nœuds de la partie gauche du
schéma de règle de la figure 5.5(a) par des nœuds du graphe d’application. Nous
prenons la substitution suivante : pour tout nœud ai du schéma obtenu à partir du
nœud a du schéma original et du nœud i de l’orbite d’instanciation, nous substi-
tuons ai par le nœud i dans le graphe d’application. Par exemple, le nœud a1 de
la figure 5.5(a) obtenu à partir du nœud a du schéma original de la figure 5.3 et
du nœud 1 de l’orbite de la figure 5.4(b) est substitué par le nœud 1 du graphe
d’application de la figure 5.4(a). Le résultat de la deuxième étape d’instanciation
pour cette substitution est illustré sur la figure 5.5(b).
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Le résultat après cette deuxième étape est une règle multi-plongée que nous pou-
vons appliquer au graphe d’application. Il nous reste toutefois à définir le morphisme
de filtrage m : L → G. Pour cela, il suffit de reprendre la substitution des nœuds
utilisée pour la deuxième étape et de l’étendre aux autres nœuds et arcs de L. m
est ainsi le seul morphisme injectif qui associe à tout nœud ai de L le nœud i de G.
Nous nous intéressons maintenant au choix des nœuds d’accroche. Nous donnons
les deux propriétés suivantes :
– un nœud d’accroche a un type topologique complet, c’est-à-dire qu’il
ne contient pas de suppression « _ » ;
– chaque composante connexe de L a un unique nœud d’accroche.
La première propriété est intuitive. En effet, pour v un nœud d’accroche de L
de type topologique <ω> et pour v′ le nœud de G cible de la substitution de v,
le nœud v est appelé à être instancié par <ω> (v′). Or, si <ω> n’est pas un type
complet, <ω> (v′) ne permet pas de construire une orbite aussi grande qu’attendue,
car il est impossible de construire de façon opérationnelle un arc « absent ». En
d’autres termes, l’absence d’un arc « _ » ne donne pas d’indication sur la manière
de construire une orbite compatible avec les types topologiques de la règle.
(a) Intuition
<α0>
 a.point 
a
<α0>
 b.point 
b
α2 α2
(L)
<α0>
   
a
<α0>
   
b
α2 α2
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<α0>
 p 
a
<α0>
 p 
b
(R)
α2
p =      a.point +     b.point12 12
(b) Schéma de règle
Figure 5.6 – Couture de deux faces
Montrons maintenant la motivation de la deuxième propriété. Commençons par
la nécessité d’un nœud d’accroche par composante connexe. Nous prenons l’exemple
de la couture de deux faces le long d’une arête, dont l’intuition est représentée
sur la figure 5.6(a). Lors de cette opération, les points des arêtes concernées sont
repositionnés deux à deux au milieu des deux arêtes qui sont cousues. De toute
évidence, lorsque l’utilisateur souhaite coudre deux faces, il va devoir désigner les
deux arêtes distinctes qui seront ensuite cousues.
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Ainsi, lorsque nous définissons la couture des deux faces sur la figure 5.6(b)
par un schéma de règle, ces deux arêtes sont représentées par deux composantes
connexes distinctes qui sont ensuite fusionnées. Dans ce schéma, les nœuds a et b
sont tous deux des nœuds d’accroche. Ceci traduit en pratique la nécessité d’associer
séparément les deux nœuds a et b à des nœuds de l’objet transformé.
(a) Intuition
<_>
 p 
a
<_>
 p 
d
(R)
p =      a.col +     d.col12 12
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 b.col 
b
(L)
<α0>
 c.col 
c
α2
<_>
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(b) Schéma de règle
Figure 5.7 – Fusion de deux faces
Montrons maintenant pourquoi un nœud d’accroche par composante connexe est
suffisant. Prenons le cas de la fusion de deux faces, dont l’intuition est représentée
sur la figure 5.7(a). Lors de cette opération, une arête entre deux faces est supprimée
et la face obtenue par fusion prend pour couleur le mélange de celles des deux faces
d’origine. Pour cette opération, il doit intuitivement suffire à l’utilisateur de désigner
l’arête à supprimer.
Ainsi, lorsque nous définissons la fusion par le schéma de règle de la figure 5.7(b),
nous utilisons b comme unique nœud d’accroche. En effet, lorsque nous instancions
la règle, la substitution pour les nœuds a, c et d peut être calculée à partir de celle
de b en suivant les différents arcs de L qui est connexe.
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Figure 5.8 – Instanciation de la fusion de deux faces
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Prenons par exemple l’instanciation de ce schéma pour la substitution de b par le
nœud 5 du graphe G de la figure 5.8(a). Cette substitution définit ainsi l’instancia-
tion du schéma par l’orbite de la figure 5.8(b), dont la partie gauche est représentée
sur la figure 5.8(c). Remarquons qu’à partir de la substitution de départ, il est ef-
fectivement possible de définir la substitution de tous les autres nœuds de la règle
instanciée par des nœuds du graphe d’application, et donc d’appliquer la règle. En
effet, le nœud 6 étant connecté à 5 par α1 comme a à b dans le schéma, la substi-
tution de a5 dans G est 6. De même, le nœud 9 étant connecté à 5 par un chemin
α2α1 comme d à b dans le schéma, la substitution de d5 dans G est 9.
Ainsi, les nœuds d’accroche que nous avons introduits permettent de définir de
façon minimale une instanciation de règle pour une application donnée. Ils sont
donc les paramètres d’entrée de la règle qui doivent être substitués par des nœuds
de l’objet transformé à l’application.
5.2 Préconditions d’application
Comme nous l’avons vu, le langage introduit dans les chapitres précédents per-
met de définir pour toute opération à la fois la construction de la structure topo-
logique et le calcul des nouvelles valeurs de plongement. Ces opérations sont appli-
cables dès que le motif de gauche peut être filtré. Cependant, on peut être amené en
modélisation à restreindre les conditions d’application des opérations, particulière-
ment lorsqu’une opération doit être appliquée globalement à l’ensemble d’un objet.
C’est souvent le cas dans les applications de simulation pour lesquelles l’application
des règles n’est pas déclenchée interactivement par l’utilisateur, mais automatique-
ment par le moteur de simulation.
(a) Triangulation de face de plus de trois côtés
(b) Lissage de sommet constitué d’au moins un angle aigu
Figure 5.9 – Opérations avec préconditions
128 Chapitre 5. Éléments du langage implanté
Prenons l’exemple d’une opération comme « trianguler une face si elle a plus
de trois côtés » illustrée sur la figure 5.9(a) ou « lisser un sommet si au moins
un des angles le constituant et appartenant à une face est aigu » illustrée sur
la figure 5.9(b). Sur les figures, ces deux opérations sont appliquées pour tous les
éléments topologiques qui répondent aux préconditions énoncées. Ainsi, seule la
face hexagonale et la face carrée ont été triangulées sur la figure 5.9(a). De la même
façon, sur la figure 5.9(b), seuls trois sommets de la face hexagonale et un sommet
du triangle rouge n’étaient constitués d’aucun angle aigu et n’ont pas été lissés. Pour
traduire ces restrictions, nous introduisons des préconditions à l’application des
règles.
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Figure 5.10 – Schéma de triangulation de face à plus de trois côtés
Par exemple, nous définissons la triangulation conditionnée par le schéma de
règle de la figure 5.10. Sur ce schéma, la précondition ssorb<α0>(<α0α1> (a)) > 3
exprime l’obligation d’avoir plus de trois côtés. Plus précisément, le nouvel opéra-
teur introduit ssorb<α0> renvoie le nombre d’orbites de type <α0>, i. e. d’arêtes,
contenues dans le graphe <α0α1> (a), i. e. la face que l’on veut trianguler. De
manière générale, pour un graphe plongé G, ssorb<γ>(G) renvoie le nombre d’orbites
de type <γ> contenues dans G.
Par exemple, pour le graphe d’application de la figure 5.8(a), si nous appliquons
cette précondition au nœud 1, l’orbite du triangle <α0α1> (1) ne contient que
les trois sous-orbites de type <α0> formées des ensembles de nœuds {1, 6}, {2, 3}
et {5, 4} et donc ssorb<α0>(<α0α1 > (1)) > 3 est fausse. Au contraire, si nous
considérons le nœud 7 du carré, <α0α1> (7) contient les quatre sous-orbites {7, 8},
{9, 11}, {10, 12} et {13, 14} de type <α0 >, et donc ssorb<α0>(<α0α1> (7)) > 3
est vraie.
Ainsi, de la même façon que nous considérons que les termes de plongement
d’un schéma sont définis sur un ensemble d’opérations FΠ, leurs préconditions sont
également définies sur un ensemble de prédicats PΠ. Les variables des préconditions
sont également les nœuds de la partie gauche du schéma. L’interprétation de ces
préconditions se fait alors comme l’évaluation des termes de plongement par substi-
tution des nœuds du schéma par des nœuds du graphes d’application. Remarquons
cependant que comme les nœuds du schéma abstraient des motifs topologiques, ils
n’ont pas de substitution unique dans G. Par exemple, le nœud a du schéma de la
figure 5.10 abstrait la face à trianguler.
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La précondition exprimée sur a est ainsi valable pour tous les nœuds de la face
instanciée dans le graphe d’application. En pratique, la précondition est donc éva-
luée pour tous les nœuds qui sont les images de a dans le graphe d’application de
la figure 5.8(a), c’est à dire les nœuds 1, . . . , 6. Il faut alors combiner les valeurs
obtenues pour les différents nœuds avec un opérateur logique n-aire pour
obtenir le résultat final de la précondition. Cet opérateur peut être formé de n’im-
porte quel combinaison des connecteurs logiques usuels ∧, ∨ et ¬.
Dans nos exemples, nous utilisons les opérateurs n-aires
∧
et
∨
correspon-
dant respectivement au « et logique » n-aire ou le « ou logique » n-aire. Dans
le cas du schéma de la triangulation de la figure 5.10, le « et logique »
∧
est
placé devant la précondition, et ainsi le résultat final pour l’application précédente
est ssorb<α0>(<α0α1> (1)) > 3 ∧ · · · ∧ ssorb<α0>(<α0α1> (6)) > 3. Remarquons que
dans le cas présent, la précondition est évaluée par 3 pour les nœuds 1, . . . , 6 et donc
que l’opérateur
∧
n’a pas d’influence.
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Figure 5.11 – Schéma de lissage de sommet consitué d’au moins un angle aigu
Prenons maintenant un cas ou cet opérateur prend son sens avec le schéma de
règle du lissage conditionné de la figure 5.11. La précondition |angle(a)| < 90 vérifie
que la valeur absolue de l’angle adjacent nœud a est inférieur à 90◦, c’est-à-dire que
cet angle est aigu. Pour cela, le terme angle(a), non explicité par souci de lisibilité,
calcule l’angle en utilisant à la fois les opérateurs de la G-carte et les fonctions sur
les points. Intuitivement, ce calcul est le suivant pour le nœud 1 de la maison sur la
figure 5.4(a) :
– on récupère les trois points définissant l’angle 1.point, 1.α0.point et
1.α1.α0.point, en l’occurrence les valeurs A, B et C ;
– à partir de ces points, on utilise le théorème d’Al-Kashi appliqués aux vecteurs
pour calculer l’angle, c’est-à-dire cos(β) = ~AB. ~AC|| ~AB||∗|| ~AC|| .
Si nous voulons maintenant appliquer le lissage au nœud 6 de la figure 5.8(a),
cette précondition doit être évaluée pour les quatre nœuds 6, 5, 7 et 9. Or cette fois-ci,
la précondition est vraie sur l’angle du triangle, |angle(6)| < 90 ou |angle(5)| < 90,
mais pas sur l’angle du carré, ¬|angle(7)| < 90 et ¬|angle(9)| < 90. Ainsi, le « ou
logique »
∨
sur le schéma indique qu’il suffit que la précondition soit vérifiée pour
un nœud, et ainsi le lissage sera effectué si au moins un angle est rencontré.
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5.3 Simplification des schémas de règles
Dans cette section, nous reprenons les schémas de règles pour en proposer une
écriture simplifiée. Cette simplification a pour but d’éliminer les redondances dans
leur définition et de proposer ainsi un langage concret concis et ergonomique.
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Figure 5.12 – Schéma de règle de triangulation d’une face
Reprenons sur la figure 5.12 le schéma de la triangulation d’une face dans le
cas polyédrique couleur. Pour rappel : les étiquettes topologiques subdivisent la face
originale en autant de facettes qu’elle a d’arêtes ; les termes du plongement point
associent respectivement les sommets de la face de départ à leurs positions originales
et le sommet dual créé au barycentre de la face ; les termes du plongement couleur
définissent la couleur de chaque facette créée comme la moyenne de la couleur de la
face originale et de la couleur de la face voisine par l’arête.
<α0α1>
a.point
a.col
(L)
a
<α0 _>
a.point
   a.col+   a.α2.col
a
(R)
<_ α2>
a.point
   a.col+   a.α2.col
b
<α1α2>
   a.col+   a.α2.col
c
Φ(point            (a))<α0α1>α1 α01
2
1
2
1
2
1
2
1
2
1
2
Figure 5.13 – Disparition de l’interface
La première simplification que nous proposons sur la figure 5.13 est la suppres-
sion de l’interface K qui devient ainsi implicite. Il s’agit d’une simplification déjà
largement pratiquée dans la communauté des transformations de graphes.
La règle est alors présentée directement sous la forme L → R où la fonction
d’association des nœuds et des arcs de L à ceux de R n’est pas un morphisme
mais l’identité partiellement définie sur les nœuds communs à L et R. Elle est donc
implicitement définie à partir des noms des nœuds. Par exemple, le schéma de la
triangulation est redonné sous cette forme sur la figure 5.13.
La partie K servant uniquement à expliciter le raccord du motif transformé avec
le reste du graphe, l’interface K peut être reconstruite par intersection de L et R.
Nous donnons ici la reconstruction de K dans notre cas des schémas multi-plongés.
5.3. Simplification des schémas de règles 131
À partir de L→ R, nous reconstruisons K de la façon suivante :
– si un noeud v appartient à la fois à L et R, alors v appartient à K ;
– l’ensemble de arcs de K est vide ; en effet, un arc préservé peut toujours être
supprimé puis ajouté ; ainsi dans notre langage concret, seuls les nœuds seront
nommés explicitement ;
– soient θL, θK et θR les fonctions d’étiquetage topologique des nœuds respec-
tivement de L, K et R ; pour tout nœud v de K, notons <ωL>= θL(v) et
<ωR>= θR(v) les types topologiques de longueur l qui étiquettent v dans L
et R ; alors θK(v) =<ωK> où ωK est le mot de longueur l tel que, pour tout
j ∈ [1, l], ωK(j) = ωL(j) si ωL(j) = ωR(j) et ωK(j) = _ sinon ;
– pour tout plongement pi de Π, soient piL, piK et piR les fonctions respectives
de pi-étiquetage des nœuds de L, K et R ; pour tout nœud v de K, si piL(v) =
piR(v) alors piK(v) = piL(v) ; sinon piK(v) = ⊥.
Ainsi, à partir des parties L et R du schéma de la figure 5.13, on peut reconstruire
la partie K du schéma original de la figure 5.12. Le nœud a est le seul nœud commun
aux deux parties et donc l’unique nœud de K. Pour le type topologique de a, comme
la deuxième lettre est différente entre L et R, celle ci est alors définie à «_ » dansK.
Pour le plongement point, a est étiqueté par le même terme dans L et R, et ainsi
également dans K. En revanche, pour le plongement couleur, a n’est pas étiqueté
par le même terme dans L et R, et est ainsi non-étiqueté dans K.
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Figure 5.14 – Disparition des termes de plongement à gauche
La deuxième simplification est une simple facilité d’écriture. Les étiquettes de
plongement des nœuds de L servent à déclarer les variables de plongement. Ce-
pendant, comme nous construisons leurs noms à partir de ceux des nœuds et des
plongements, seuls ces derniers doivent être déclarés.
Ainsi pour chaque plongement pi et chaque nœud v de la partie gauche L, sa
pi-étiquette est v.pi. On fait alors disparaître les termes de plongement qui
étiquettent L dans le langage concret.
Par exemple dans le cas du schéma de la triangulation de la figure 5.13, le nœud
a est étiqueté par a.point et a.col. Nous enlevons donc ces étiquettes dans le schéma
simplifié de la figure 5.14.
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Figure 5.15 – Unicité des termes de plongement à droite
Enfin, la troisième simplification proposée, l’unicité des termes de plongement
à droite, est plus spécifique car elle tire partie de la contrainte de plongement des
G-cartes. Intuitivement, elle consiste à définir les termes de plongements sur
un nombre minimum de nœuds.
Par exemple, sur la figure 5.15, au lieu de définir le terme du plongement couleur
comme précédemment pour a, b et c, on se contente de le définir sur a. Les nœuds
b et c appartenant à la même orbite face <α0α1> support du plongement couleur,
ils prendront donc la même couleur que a. De la même façon, comme les nœuds a
et b appartiennent au même sommet, on se contente de définir le terme point de a.
En effet, dans les schémas de règles donnés jusqu’à présent, tous les plonge-
ments sont définis sur tous les nœuds. Pour autant, deux nœuds différents doivent
être étiquetés par des termes équivalents s’ils appartiennent à la même orbite de
plongement. Par exemple, sur le schéma de la figure 5.14, a et b portent le même
terme a.point, et a, b et c porte le même terme 12a.col +
1
2a.α2.col.
Or l’instanciation des plongements comprend une phase de saturation qui pro-
page les termes évalués à toute l’orbite de plongement. Nous l’avons introduite dans
la définition 41 page 87 pour élargir le motif R aux orbites de plongement complètes,
mais elle peut aussi être utilisée pour propager les plongements à l’intérieur du mo-
tif R donné. Ainsi le schéma de règle de la figure 5.15, qui porte un seul terme de
plongement par orbite plongée, aura exactement la même instanciation que celui de
la figure 5.14 qui porte tous ses termes.
De façon générale, pour tout plongement pi d’orbite support <ωpi>, nous n’im-
posons plus que tous les nœuds d’une orbite <ωpi> soient étiquetés par le même
terme de pi-plongement, mais qu’un unique nœud de l’orbite porte un terme de
pi-plongement.
Remarquons que cette notation concise limite le nombre d’erreurs. Ainsi, on
n’attribue pas deux termes de plongement différents à deux nœuds d’une même
orbite plongée.
Chapitre 6
Implantation d’un modeleur
à base de règles
Ce chapitre présente le modeleur à base de règles que nous avons implanté.
Dans sa première version [Bellet 2010b], il s’agissait d’une implantation générique
du langage topologique défini par Mathieu Poudret dans sa thèse [Poudret 2009].
La version actuelle du modeleur implante tous les éléments de langage présentés
dans ce manuscrit : les renommages topologiques, les termes de plongement, les
plongements multiples, la vérification des contraintes de cohérence, les précondtions
d’application, etc.
• Dans la section 6.1, nous définissons les éléments nécessaires à l’élaboration
d’un modeleur à base de règles, en particulier comment permettre une application
générique de ces règles.
• Dans la section 6.2, nous détaillons la conception du modeleur. En particulier,
nous montrons comment l’architecture choisie répond aux objectifs fixés.
• Les deux sections suivantes s’intéressent aux choix d’implantation des diffé-
rentes parties du modeleur. La section 6.3 détaille la structure de données de la
G-carte plongée alors que la section détaille 6.4 les règles et leur application.
• La section 6.5 présente l’interface graphique que nous avons proposé pour le
modeleur et qui permet l’application interactive des règles.
• Nous terminons dans la section 6.6 par le bilan des performances du moteur,
à la fois du côté machine et du côté utilisateur.
6.1 Éléments constitutifs du modeleur
Nous commençons ici par redonner les objectifs que nous donnons à un modeleur
à base de règles. Pour cela nous reprenons sur la figure 6.1 la mise en perspective
de notre approche de la conception d’un modeleur avec l’approche classique.
Dans l’approche classique illustrée sur la figure 6.1(a), chaque chaque nouvelle
opération entraîne un effort de développement spécifique. La fiabilité du modeleur
dépend alors de l’implantation de chacune des opérations, c’est-à-dire du test et du
débogage de leurs codes respectifs.
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(a) Approche classique (b) Approche proposée
Figure 6.1 – Approches de la conception d’un modeleur
L’approche à base de règles, illustrée sur la figure 6.1(b), permet au contraire de
se dispenser de développements supplémentaires sous réserve que l’opération est dé-
finie sous la forme d’une règle et qu’il existe un moteur générique d’application
des règles. De plus, grâce aux conditions de préservation de la cohérence, nous
savons qu’une règle définit une opération cohérente si elle respecte ces dernières. La
quantité de code à vérifier est alors limitée aux fonctions d’application des règles et
de vérification des conditions.
Pour qu’un tel moteur d’application des règles soit générique, il faut que ce
dernier soit paramétrable par les éléments de signature du langage. Ainsi,
il doit être spécialisable à la fois par :
– la dimension topologique de la G-carte ;
– les types de données et les orbites support des plongements ;
– le langage des termes de plongement et des prédicats.
Ainsi nous distinguerons ainsi par la suite :
– le noyau de modeleur générique, qui regroupe la structure de G-carte plon-
gée, le moteur d’application de règles, et l’analyseur syntaxique des contraintes
sur les règles ;
– le modeleur polyédrique couleur prototypé à partir du noyau, qui est
enrichi des types et fonctions des plongements polyédrique et couleur, ainsi
que d’une interface de modélisation interactive.
Ce modeleur spécialisé, où des points 3D sont associés aux sommets et des cou-
leurs sont associées aux faces, est illustré sur la figure 6.2. La figure 6.2(a) présente
l’affichage combiné du modeleur, qui regroupe la structure topologique et les plon-
gements géométriques, alors que la figure 6.2(b) présente un affichage limité aux
plongements. Remarquons que ce modeleur est interactif, c’est-à-dire qu’il revient
à l’utilisateur de choisir à travers l’interface quelle opération appliquer et à quelle
partie de l’objet.
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(a) Un objet simple (b) Un objet complexe
Figure 6.2 – Captures du modeleur spécialisé
Par la suite, lorsque nous présentons le noyau de modeleur générique, nous l’illus-
trons systématiquement avec la spécialisation polygonale couleur. Le modeleur spé-
cialisé nous servira également à établir la compétitivité de l’approche à base de règles
avec les modeleurs traditionnels, à la fois pour les performances machines, i. e. les
coûts de temps processeur et d’espace mémoire, et pour l’efficacité d’utilisation, i.
e. la facilité à définir des règles et à les appliquer. Naturellement, ce noyau modeleur
pourrait être spécialisé pour de nombreuses applications comme l’analyse d’images,
la simulation biologique, l’architecture, etc.
6.2 Conception du modeleur
Dans cette section, nous présentons les choix réalisés dans l’implantation pour
répondre aux différents objectifs. Plus précisément, nous montrons comment nous
avons rendu le modeleur spécialisable à la fois pour le type des objets représentés
et leurs opérations de manipulation. Cependant, avant de nous lancer dans tout
nouveau développement, nous avons analysé l’existant.
En effet, il existe d’ores et déjà de nombreuses implantations de structures to-
pologiques plongées. Parmi elles, nous présentons les modeleurs Moka [Vidil ] et
CGoGN [IGG team ], respectivement illustrés sur les figures 6.3(a) et 6.3(b), qui
reposent tous deux sur le même modèle topologique des cartes généralisées.
D’un côté Moka est un modeleur 3D polyédrique interactif, complet en terme
d’opérations de modélisation. Il a été développé en C depuis de nombreuses années,
et son interface désormais en Qt a été recodée plusieurs fois. Bien que son noyau
topologique soit prévu à la base pour être générique en dimension, le modeleur et ses
opérations ont été développés spécifiquement pour la 3D polyédrique. Remarquons
qu’il a toutefois été conçu pour permettre l’ajout de plongements supplémentaires.
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(a) Moka (b) CGoGN
Figure 6.3 – Modeleurs à base de G-cartes
De l’autre côté, CGoGN est une bibliothèque récente développée en C++ de
structures topologiques génériques, comprenant les cartes, les G-cartes et leurs ex-
tensions multi-résolution. Remarquons que ces structures ne sont pas complètement
indépendantes de la dimension topologique, la généricité étant obtenue par héri-
tage. Il revient ainsi à l’utilisateur d’implanter les modifications pour l’ajout d’une
dimension topologique ou d’un plongement. CGoGN est concentré sur la perfor-
mance de ces structures et ne fournit ainsi pas un véritable outil de modélisation
interactive. Des interfaces minimales de visualisation existent, mais les opérations
de modélisation restent encore à implanter.
Figure 6.4 – Double spécialisation du modeleur
Nous avons choisi de développer entièrement notre propre noyau de modeleur
avec une architecture adaptée à notre besoin de spécialisation. Nous décomposons
ainsi ce dernier en deux modules encapsulés, tel qu’illustré sur la figure 6.4.
Le cœur du noyau de modeleur est formé par le module de G- carte plongée
qui contient la structure topologique ainsi que toutes ses primitives de manipula-
tions, c’est-à-dire les opérations de modification et de parcours du graphe. Ce module
doit être ainsi être spécialisé par toutes les informations qui ont trait à la G-carte
plongée, c’est-à-dire sa dimension topologique et la nature de ses plongements.
La couche extérieure du noyau de modeleur est formée par le module d’appli-
cation des règles. Ce dernier contient à la fois la structure de données des règles,
le moteur d’application des règles et l’analyseur syntaxiques des conditions sur les
règles. Ce module doit être spécialisé par les éléments calculatoires, c’est-à-dire les
types et opérateurs à utiliser pour calculer les plongements et les prédicats.
Mais avant d’entrer dans les détails de la spécialisation de ces modules, nous
présentons le langage de programmation retenu pour le développement.
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6.2.1 Langage de programmation
Nous avons choisi pour notre modeleur le langage Ocaml [INRIA ], un langage
adapté au prototypage en raison de son fort typage et de ses mécanismes
propres de paramétrage. De plus, bien que reconnu pour ses aspects fonctionnels,
Ocaml est également très performant dans ses aspects impératifs. Nous utiliserons
notamment les structures de tableaux pour manipuler efficacement une structure de
G-carte.
La syntaxe Ocaml étant également connue pour être facile à lire, nous utiliserons
par la suite le langage comme support de description lors de nos explications. Que le
lecteur se rassure, nous ne donnerons pas de longs exemples de code algorithmique,
mais juste des éléments de paramétrage du modeleur.
Nous commençons ainsi par redonner quelques types Ocaml classiques :
– int est le type entier ; par exemple dim = 3 représentera la dimension d’une
3-G-carte ;
– int list est le type liste d’entiers ; par exemple o = [0;1;2] représentera le type
d’orbite <α0α1α2> ;
– float array est le type tableau de réels ; par exemple p = [0.;0.;0.] représentera
un point à l’origine ;
Donnons également quelques éléments de création des types :
– type mon_type = {x : int ; y : float} définit un nouveau type, appelé enregistre-
ment, composé d’un entier et d’un réel ;
– type mon_type = Constr1 of int | Constr2 of float définit un nouveau type, appelé
type somme, avec deux constructeurs ; les éléments de ce nouveau type sont
ainsi soit de type entier s’ils utilisent le constructeur Constr1, soit de type réel
s’ils utilisent le constructeur Constr2.
Enfin, donnons les éléments de Ocaml relatif au paramétrage :
– module type Mon_module = sig ; type mon_type ; val x : mon_type ; end spécialise un
module composé d’un type et d’une valeur de ce même type ; implanter un
module qui respecte cette signature consiste alors à définir le type mon_type
et à affecter une valeur à la variable x ; par exemple, un module contenant
uniquement un type vecteur et le vecteur nul respecte cette signature ;
– module type Mon_module = functor (P : Mon_param) -> sig ; ... ; end spécialise un
module paramétré par un autre module de type Mon_param ; la spécialisation
du type Mon_module peut ainsi faire appel aux types et valeurs de Mon_param ; par
exemple, à partir d’un module contenant les éléments de signature d’une G-
carte plongée comme la dimension topologique et la nature des plongements,
nous définirons la structure de la G-carte ainsi que toutes ses primitives de
manipulation.
Le langage de programmation établi, nous montrons maintenant comment nous
avons rendu le modeleur paramétrable.
138 Chapitre 6. Implantation d’un modeleur à base de règles
6.2.2 Spécialisation de la G-carte plongée
Pour rappel, nous souhaitions implanter un modeleur indépendant de la dimen-
sion topologique et des différents plongements des objets manipulés. Nous avons
choisi pour cela de représenter ces objets par un module Ocaml de G-carte plongée
paramétrable.
Figure 6.5 – Première spécialisation du modeleur
Ce module de G-carte plongée représenté sur la figure 6.5 prend en paramètre
un autre module Ocaml, défini par l’utilisateur et appelé signature. Naturellement,
cette signature contient les différents paramètres évoqués précédemment, à savoir la
dimension topologique et la nature des plongements.
(a) Principe (b) 3D polyédrique couleur
Figure 6.6 – Spécialisation de la G-carte plongée
Les figures 6.6(a) et 6.6(b) résument ce mécanisme de spécialisation de la G-carte
plongée. La partie centrale représente le module générique de G-carte. La partie
haute représente la signature de G-carte plongée à fournir en entrée. Le modeleur
spécialisé obtenu est quant à lui représenté par la dernière partie en bas. Nous
détaillons ici les différents éléments qui composent la signature de la G-carte plongée,
et dont le profil Ocaml est donné dans le listing 6.1.
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Listing 6.1 – Signature de la G-carte plongée
module type EBD_GMAP_SIG =
sig
type t_ebd
type t_info
val dim : int
val ebd_names : string array
val ebd_orbits : (int list) array
end
Cette signature regroupe à la fois la spécialisation de la structure topolo-
gique et la spécialisation de la nature des plongements associés. Pour l’aspect
topologique, elle se résume à la valeur entière dim qui définit la dimension topologique
n de la n-G-carte. Dans le cas d’application du modeleur 3D polyédrique couleur,
nous définissons cette dimension topologique à 3.
Passons maintenant à l’aspect plongement. Nous devons ici définir la famille des
plongements (pi:<ωpi>→ τpi)pi∈Π. Dans le cas du modeleur polyédrique couleur, nous
avons un plongement des sommets par des points 3D et d’un plongement des faces
par des couleurs au format RVB. La famille des plongements de la G-carte plongée
est Π = (point:<α1α2α3>→ point_3D, couleur:<α0α1α3>→ couleur_RVB). Pour
représenter cette famille dans la signature de la G-carte plongée, nous la décompo-
sons en plusieurs éléments dans le listing 6.1.
D’une part, le type t_ebd représente par un type somme l’ensemble des
types de plongement τpi. Dans notre cas d’application polyédrique couleur,
ce type somme est t_ebd = Point of point_3d | Color of color_rvb. D’autre part, les
champs ebd_names et ebd_orbits représentent respectivement par des tableaux les
noms et les orbites support des plongements. À nouveau pour l’exemple poly-
édrique couleur, ces tableaux sont respectivement ebd_names= [| "point"; "couleur"|] et
ebd_orbits= [| [1;2;3] ; [0;1;3] |].
Expliquons maintenant la différence de représentation entre les types d’un côté
et les noms et orbites de l’autre. L’utilisation d’un unique type somme regroupant
tous les types de plongements s’explique par les limitations du langage Ocaml. Il
est en effet impossible de construire un module qui soit paramétré pour un nombre
indéfini de types. Nous reviendrons plus tard sur les problèmes posés par ce choix et
sur les solutions envisagées. Pour l’instant, nous supposons que l’utilisateur construit
et utilise correctement ce type.
Remarquons qu’il reste un élément de la signature que nous n’avons pas explicité,
le type t_info. Ce dernier est mis à part car il n’est pas relatif à la définition donnée
dans le chapitre 3 d’une G-carte plongée. Le champ t_info est le type des données
individuellement attachées aux nœuds. On utilise ce champ pour des données auxi-
liaires dont le temps d’accès doit être rapide, comme les donnés d’affichage. Notons
que d’autres modeleurs comme Moka et CGoGN procèdent de la même façon.
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(a) Points associés aux nœuds (b) Affichage final
Figure 6.7 – Données associées aux nœuds pour l’affichage
Dans le cas du modeleur polyédrique couleur, ce type t_info contient un point 3D
dédié à l’affichage du nœud. En effet, pour permettre les interactions, nous avons
opté pour le mode de représentation de la figure 6.7. Chaque nœud est représenté
par un point 3D, légèrement différent du point associé au sommet adjacent. Il s’agit
en pratique d’une version pondérée à la fois par le barycentre de la face adjacente
et le barycentre du volume adjacent. Ainsi, le point associé à un nœud est unique,
ce qui permet de le distinguer à l’affichage et à la sélection.
Par exemple, sur la figure 6.7(a), chaque nœud du tétraèdre est représenté par
un point différent. Remarquons que le nœud en rouge est le nœud sélectionné par
l’utilisateur. Dans le modeleur, cette représentation des nœuds est combinée avec
la représentation polyédrique couleur comme l’illustre la figure 6.7(b). Cette fois-ci,
plusieurs nœuds sont séléctionnés, avec différentes couleurs.
Une fois la signature du listing 6.1 définie, celle-ci est passée en paramètre au
module générique de G-carte plongée comme illustre la figure 6.6. Il en résulte un
module de G-carte plongée spécialisé qui peut être directement utilisé, même sans
règles. En effet, le module ainsi généré fournit toutes les primitives de manipulations
de base des G-cartes. Dans le détail, il s’agit de l’ajout ou la suppression d’un nœud,
d’un arc ou d’un plongement, ainsi que les fonctions de parcours sur les orbites.
Nous reviendrons sur ces primitives et la façon dont elles sont implantées dans la
section 6.3 page 144.
Mais avant d’en venir aux détails d’implantation, nous nous intéressons à la
deuxième couche de spécialisation du modeleur qui concerne les règles.
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6.2.3 Spécialisation du langage des règles
En effet, à ce stade nous avons uniquement un module de G-carte plongée spé-
cialisée. Nous nous intéressons maintenant à la couche supérieure de la figure 6.8,
relatives aux règles.
Figure 6.8 – Deuxième spécialisation du modeleur
Pour rappel, dans le langage de calcul du plongement introduit dans le chapitre 3,
les règles sont spécialisées par une signature Σpi des termes de plongement qui com-
prend des sortes Spi et des fonctions interprétées Fpi. Autrement dit, les termes de
plongement sont construits sur des types et des fonctions propres à l’application.
Remarquons que de la même façon, dans le langage final obtenu, les préconditions
sont également spécialisées par un ensemble de prédicats Ppi.
(a) Principe (b) 3D polyédrique couleur
Figure 6.9 – Spécialisation du module de règle
Cette étape de spécialisation, résumée sur la figure 6.9, peut se faire de diverses
façons en Ocaml. En effet, bien qu’il soit naturel de représenter les termes de plon-
gement et les préconditions par des arbres d’expressions Ocaml, il reste à définir
quel niveau de liberté nous laissons à l’utilisateur dans leur définition. Nous faisons
ici le choix d’une liberté totale, et le module de règles doit ainsi être spécialisé par
les types complets des arbres d’expressions Ocaml. L’utilisateur peut alors
utiliser à la fois tous les types et toutes les fonctions de manipulation de la G-carte
plongée, mais également tout type ou toute fonction extérieure.
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Listing 6.2 – Signature du module d’application des règles
module type RULE_SIG =
sig
module Gmap : EBD_GMAP
type t_expr
type t_param
type t_cond
val eval_expr : (int -> Gmap.t_node) -> (char -> t_param)
-> t_expr -> Gmap.t_ebd
val eval_cond : (int -> Gmap.t_node) -> (char -> t_param)
-> t_cond -> bool
(* int -> Gmap.t_node = rule node -> gmap node *)
(* char -> t_param = rule param -> param value *)
end
En pratique, ces différents éléments de construction des termes de plongements
et des préconditions, ainsi que leurs fonctions d’évaluation respectives, sont contenus
dans la signature du module d’application de règles donnée dans le listing 6.2. Tout
d’abord, le module de G-carte plongée Gmap : EBD_GMAP pour lequel on construit l’envi-
ronnement d’application des règles doit être fourni en paramètre. L’utilisateur peut
ainsi utiliser les types et les primitives des G-cartes spécialisées dans les termes de
mouvements et les préconditions. Dans le cas du modeleur polyédrique couleur, nous
utilisons donc le module de 3-G-carte polyédrique couleur spécialisé précédemment.
Listing 6.3 – Langage des termes du plongement point
type point_expr =
| Const of point_3d
| ConstVar of char
| Plus of point_expr * point_expr
| Minus of point_expr * point_expr
| Scal of float * point_expr
| ScalVar of char * point_expr
| Sum of ens_expr
| Mean of ens_expr
| PointEbd of node_expr
and ens_expr =
| EnsConst of point_3d list
| EnsExpr of point_expr list
| OrbitPoint of int list * node_expr
and node_expr =
| Node of int
| Alpha0 of node_expr
| Alpha1 of node_expr
| Alpha2 of node_expr
| Alpha3 of node_expr
Les types t_expr et t_cond sont respectivement celui des termes de plongement et
celui des préconditions d’application des règles, sous la forme d’arbres d’expressions
Ocaml. Dans notre cas d’étude, nous avons ainsi fourni tous les éléments de langage
que nous avons progressivement introduits dans ce manuscrit. Sur le listing 6.3, nous
donnons en exemple le type des expressions point_expr pour les termes du plongement
point. Ce type est la traduction Ocaml de la définition 35 page 80.
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Dans ce listing, le type point_expr représente les termes de plongement point, le
sous-type ens_expr représente les termes de multi-ensembles de plongement point, et
le sous-type node_expr représente les termes de nœuds. Dans le détail, un terme de
calcul d’un point peut être :
– Const of point_3d | ConstVar of char : un point constant qui peut être un para-
mètre de la règle, auquel cas il est représenté par un caractère ;
– Plus of point_expr * point_expr | Minus of point_expr * point_expr : la somme ou la
différence de deux sous-termes ;
– Scal of float * point_expr | ScalVar of char * point_expr : le produit d’un terme et
d’un réel ; ce réel peut être un paramètre de la règle, auquel cas il est représenté
par un caractère ;
– Sum of ens_expr | Mean of ens_expr : la somme ou la moyenne d’un terme de multi-
ensemble de points ; ce terme peut être un multi-ensemble constants EnsConst,
un multi-ensemble de termes EnsExpr, ou le résultat de la collecte d’une orbite
OrbitPoint ;
– PointEbd of node_expr : le point porté par un terme de nœud ; ce terme peut être
un nœud de la partie gauche de la règle Node, auquel cas il est représenté par
un entier, ou bien une succession d’arcs aboutissant sur un nœud de la règle
Alpha0, Alpha1, Alpha2 ou Alpha3.
Revenons sur la notion de paramètre à l’application des règles. Intuitivement,
un paramètre représenté par un caractère sera substitué par une valeur du bon type
à l’application de la règle. C’est pour cette raison que le type des paramètres t_param
est également à définir dans le listing 6.2. Par exemple, dans le cas des termes de
points du listing 6.3, le type des paramètres associé contient les points et les réels
pour respectivement répondre aux constructeurs ConstVar et ScalVar du type point_expr.
Remarquons qu’en plus des termes de plongement, ces paramètres peuvent intervenir
de la même façon dans l’évaluation des préconditions.
Cette évaluation, comme celle des termes, est en pratique à définir par l’utilisa-
teur par les fonctions eval_expr et eval_cond. Remarquons que ces fonctions doivent, en
accord avec les types t_expr et t_cond, être conformes d’une part à la représentation
des paramètres par des caractères, et d’autres part à la représentation des nœuds de
la partie gauche de la règle par des entiers, comme l’illustre le constructeur Node of int
du listing 6.3. C’est pour cette raison que les fonctions eval_expr et eval_cond sur le lis-
ting 6.2 prennent elles-mêmes en paramètres des fonctions de traduction des entiers
et des caractères vers respectivement des nœuds de la G-carte et des paramètres.
Remarquons que la représentation des nœuds de la règle par des entiers fait partie
des contraintes de représentation machine des règles qui seront détaillées dans la
section 6.4.
Avant cela, nous commençons par détailler l’implantation de la première couche
du modeleur, le module de G-carte plongée.
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6.3 Implantation de la G-carte plongée
Comme nous l’avons déjà mentionné, il existe de nombreuses implantations de
structures topologiques. La plupart de ces dernières étant basées sur les graphes,
leurs implantions sont en général des structures dynamiques à base de pointeurs.
#78 #31 #21 #18
(a) Représentation graphique
#18 #31 #21#21
α0 α1 α2
#21 #18 #18#18
α0 α1 α2
#78 #21 #31#31
α0 α1 α2
#31 #78 #78#78
α0 α1 α2
(b) Représentation machine
Figure 6.10 – implantation classique d’une G-carte
Par exemple, sur la figure 6.10, chaque nœud de la G-carte est une case allouée
de la mémoire. L’adresse mémoire devient alors le nom des nœuds et les arcs sont
représentés par des pointeurs sur ces adresses. Remarquons que des astuces sont
en général déployées pour compenser les pertes de performances engendrées par la
gestion de la mémoire. En effet, lamodélisation pour être interactive nécessite
de bonnes performances des structures, à la fois en termes de réactivité pour la
consultation/modification, mais aussi en termes de capacité à représenter beaucoup
d’informations.
0 1 2 3
(a) Représentation graphique
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(b) Représentation machine
Figure 6.11 – implantation d’une G-carte par un tableau
Nous faisons ici un choix différent, reposant uniquement sur la manipulation de
tableaux et illustré sur la figure 6.11. Intuitivement, l’idée est la suivante : l’en-
semble des nœuds de la G-carte est représenté par un unique tableau
dynamique. Un nœud est une case de la G-carte et son nom est l’indice dans le
tableau.
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Ce mode de représentation a la même complexité que les pointeurs mais offre en
sus une lisibilité naturelle. Il permet également d’allouer plusieurs nœuds d’un seul
tenant de manière continue en mémoire. Ceci présente notamment un intérêt certain
dans le cadre d’une structure hiérarchique en accélérant l’accès à tous les nœuds d’un
même objet. Enfin, pour éviter d’avoir à redimensionner le tableau représentant la
G-carte dans le cas d’une suppression de nœud, nous utilisons une liste classique
de "pool" des cases mémoires correspondant aux nœuds supprimés et à réutiliser à
l’ajout d’un nouveau nœud. Remarquons également que ce choix a été effectué à la
même période au sein de la bibliothèque CGoGN.
Ainsi un nœud est simplement désigné par l’entier représentant son indice dans le
tableau. Son typage masqué est donc type t_node = int. Toutefois, la véritable struc-
ture d’un nœud est l’enregistrement présenté sur le listing 6.4.
Listing 6.4 – Structure d’un nœud
type t_node_record = {
alpha: t_node std_array;
mutable mark: t_mark;
mutable ebd: t_node_ebd array;
mutable info: t_node_info}
Cet enregistrement est constitué des éléments suivants :
– le tableau alpha qui décrit le voisinage du nœud ; dans ce tableau, les indices
représentent les étiquettes α des arcs et les valeurs les noms des nœuds voisins ;
– le champ mark est un champ de bits ou chaque bit est utilisé pour représenter
une marque différente ; ces marques servent en pratique à parcourir efficace-
ment les orbites de la G-carte, en signalant les nœuds déjà parcourus ; ces
parcours d’orbite sont ainsi des algorithmes classiques de parcours de graphes
avec marquage ; remarquons que des listes de nœuds marqués sont également
associées à ces marques afin d’accélérer les traitements, notamment le parcours
des brins marqués ou leur démarquage ; notons également que la première
marque est utilisée pour indiquer la suppression d’un nœud ;
– le tableau ebd contient les différents plongements associés au nœud ; nous dé-
taillons ci-après la gestion de ces plongements ;
– le champ t_info contient la donnée en accès direct associée au nœud ; comme
nous l’avons mentionné, il s’agit dans le cas du modeleur spécialisé d’un point
3D propre au nœud permettant son affichage et sa selection.
Détaillons maintenant la gestion du plongement. En modélisation à base topo-
logique, deux modes de représentation s’opposent usuellement. D’une part, le mode
représenté sur la figure 6.12(a) consiste à faire porter l’information de plonge-
ment par tous les nœuds du graphe. Ainsi, l’accès au plongement est immédiat
pour tout nœud. Cependant, lorsqu’un plongement est modifié, cette modification
doit être reportée sur tous les nœuds de l’orbite support.
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(c) Un nœud porteur par orbite
Figure 6.12 – Modes d’implantion du plongement
D’autre part, le mode représenté sur la figure 6.12(b) consiste à faire porter l’in-
formation de plongement uniquement par un nœud par orbite plongée.
De ce fait, l’accès au plongement prend plus de temps lorsqu’un nœud n’est pas por-
teur de l’information car il faut parcourir l’orbite jusqu’à trouver un nœud porteur.
Cependant, lors des modifications, il n’y a alors qu’un unique nœud à modifier.
Nous adoptons ici une méthode intermédiaire qui permet de combiner avan-
tageusement les deux modes. Il s’agit d’effectuer un chaînage du plongement
sous la forme d’un arbre union/find comme l’illustre la figure 6.12(c).
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Figure 6.13 – Évolution du chaînage du plongement
Dans ce mode de représentation, seul un nœud par orbite plongée porte l’infor-
mation et pointe effectivement vers la valeur de plongement. Tous les autres nœuds
pointent vers cette valeur à travers un chaînage des nœuds le long de l’orbite. Par
exemple, sur la figure 6.12(c), sur le nœud e pointe vers la valeur B. Les nœuds c
et g pointent sur le nœud e, et le nœud i pointe sur le nœud g.
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Comme nous l’avons dit, ce chaînage évolue à la façon d’un arbre union/find, ce
qui lui confère son efficacité aussi bien en consultation qu’en modification. En effet,
la mise à jour de l’arbre se fait de façon paresseuse lors de ces opérations.
Prenons l’exemple sur la figure 6.13 de deux faces ouvertes que l’on coud le long
d’une arête. Avant couture, sur la figure 6.13(a), on a bien uniquement un nœud
par orbite plongée qui pointe vers le point associé. Lors de la couture, pour toute
valeur de plongement mise à jour, seul le nœud qui pointe vers l’ancienne valeur
de plongement est redirigé vers la nouvelle valeur. Ainsi, tous les autres nœuds de
l’orbite profitent de cette nouvelle valeur. Par exemple, sur la figure 6.13(b), seuls
g et h ont été mis à jour et i et j profitent automatiquement de la nouvelle valeur.
Ce n’est que lorsqu’une opération de consultation du plongement est appelée pour
les autres nœuds qu’ils sont mis à jour de façon à raccourcir la chaîne. Ainsi, sur la
figure 6.13(c), après consultation des plongements de i et j, leurs chaînes respectives
ont été raccourcies.
Cette structure union/find s’est révélée être un excellent compromis des
deux approches classiques en termes de performance. De plus, comme nous al-
lons le voir dans la section suivante, cette structure s’est également révélée adaptée
à l’application des règles.
6.4 Implantation du module d’application des règles
6.4.1 Structure de données des règles
Avant de détailler la méthode d’application des règles, nous entamons cette sec-
tion par la traduction sur machine de la représentation graphique des règles. Pour
cela, nous sommes partis de la forme condensée des schémas de règles donnée à l’is-
sue du chapitre précédent pour en faire une traduction Ocaml. Reprenons l’exemple
de la triangulation sur la figure 6.14(a).
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Figure 6.14 – Représentation de la triangulation d’une face
148 Chapitre 6. Implantation d’un modeleur à base de règles
Afin de définir un type Ocaml pour traduire la syntaxe graphique des règles, nous
avons effectué un changement de représentation pour simplifier son implantation et
les algorithmes d’application de règles. Dans sa forme implantée illustrée sur la
figure 6.14(b), les nœuds sont renommés par des entiers et numérotés à partir de 0
dans les deux parties de la règle.
Cette représentation par des entiers permet en pratique de manipuler dans les
algorithmes les différentes copies d’orbites dans des tableaux pour lesquels les noms
des nœuds servent d’indices. Ceci entraîne qu’un nœud puisse changer de nom entre
les deux parties, et donc implique qu’une association fasse correspondre les nœuds
entre les deux parties de la règle lorsqu’ils changent de noms. Cette association est
représentée sur la figure 6.14(b) par la notation 0 → 0 en dessous de la flèche. En
effet, pour la triangulation, le nœud 0 dans la partie gauche de la règle conserve son
nom dans la partie droite.
Nous donnons ainsi le type Ocaml correspondant à cette nouvelle représentation
dans le listing 6.5. Nous donnons également pour exemple dans le listing 6.6 la
traduction Ocaml de la règle de triangulation donnée sur la figure 6.14(b).
Listing 6.5 – Type des règles
type t_rule = {
hooks : int list;
left_nodes : (int list) array;
left_edges : (int * int * int) list;
node_match : int array;
right_nodes : (int list) array;
right_edges : (int * int * int) list;
apply_cond : R_sig.t_cond list;
ebd_expr : (int * string * R_sig.t_expr) list}
Listing 6.6 – Règle de triangulation d’une face
{hooks = [0] ;
left_nodes = [|[0;1]|] ;
left_edges = [] ;
node_match = [|0|] ;
right_nodes = [|[0; -1]; [ -1;2]; [1;2]|] ;
right_edges = [(0 ,1 ,1);(1 ,2 ,0)] ;
apply_cond = [] ;
ebd_expr = [(0,"point",PointEbd (Nod 0);
(2,"point",Mean (OrbitPoint ([0;1] ,( Node 0))));
(0,"color",PlusCol (ScalCol (0.5, ColorEbd(Node 0));
ScalCol (0.5, ColorEbd(Alpha2(Node 0)))))]};
Détaillons cette structure de données. En premier lieu, la liste hooks contient
l’ensemble des noms de nœuds qu’il va falloir donner en paramètre à l’application de
la règle. En pratique, ces noeuds représentent des indices dans le tableau des nœuds
de la partie gauche. Dans le cas de la triangulation, nous avons ainsi hooks = [0].
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Les tableaux left_nodes et right_nodes représentent respectivement les nœuds des
parties gauche et droite de la règle. Dans ces tableaux, les indices représentent les
noms des nœuds et les valeurs sont des listes représentant les types topologiques
de ces nœuds. La valeur −1 est utilisée pour désigner la suppression "_". Ainsi
pour la triangulation, left_nodes = [|[0;1]|] représente le nœud 0 étiqueté par le type
<α0α1>, et right_nodes = [|[0;-1]; [-1;2]; [1;2]|] représente les nœuds 0, 1 et 2 res-
pectivement étiquetés par les types <α0_>, <_α2> et <α1α2>.
Les listes left_edges et right_edges contiennent respectivement les arcs des parties
gauche et droite de la règle. Ils sont représentés sous la forme non-orientée de triplets
de la forme (nom du premier nœud, nom du deuxième nœud, étiquette α des deux
arcs opposés). Pour l’exemple de la triangulation, nous avons ainsi left_edges = [] et
right_edges = [(0,1,1);(1,2,0)].
Le tableau node_match indique ce que deviennent ces nœuds filtrés dans la partie
gauche au long de la transformation, c’est-à-dire l’association sous la flèche sur la
figure 6.14(b). S’ils sont conservés, la valeur correspondante est leur nouvel indice
(nom) dans la partie droite de la règle. S’ils sont supprimés, la valeur correspondante
est à −1. Dans le cas de la triangulation, nous avons ainsi node_match = [|0|] car le
nœud filtré par l’indice 0 est préservé.
Enfin, les listes apply_cond et ebd_expr sont respectivement les données des condi-
tions d’application de la règle et des termes de calcul du plongement. Il s’agit
ainsi des traductions des annotations de la règle dans le type Ocaml correspon-
dant. Pour cela, les termes sont associés par des triplets de la forme (nom du nœud
porteur, sorte du plongement calculé, expression de calcul). Notons que ces expres-
sions utilisent le type donné à la spécialisation du module d’application des règles.
Par exemple, le terme calculant le barycentre de la triangulation est défini par
Mean (OrbitPoint ([0;1;3],(Node 0))) selon le type défini dans le listing 6.3 page 142.
(a) Avant application (b) Après application
Figure 6.15 – Triangulation d’une face dans le modeleur
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(a) Avant application (b) Après application
Figure 6.16 – Suppression d’une face dans le modeleur
L’application de la version 3D cette règle dans le modeleur est illustrée sur la
figure 6.15. Nous donnons un autre exemple pour illustrer cette définition des règles
avec la suppression d’une face entre deux volumes. Cette opération est illustrée par
son application dans le modeleur sur la figure 6.18(b). Remarquons que contraire-
ment à la triangulation, cette opération supprime des nœuds au lieu d’en créer et
ne calcule pas de nouveaux plongements.
<_ _>
  
a
(L) (R)
<α0α1>
  
b
<α0α1>
  
c
<_ _>
d
<_ _>
a
<_ _>
d
α2 α3 α2 α2
(K)
<_ _>
a
<_ _>
d
(a) Forme complète
<_ _>
  
0 (L) (R)
<α0α1>
  
1
<α0α1>
  
2
<_ _>
3
<_ _>
0
<_ _>
1
α2 α3 α2 α23→1
(b) Forme implantée
Figure 6.17 – Représentation de suppression d’une face
Nous donnons la règle de cette opération sous sa forme complète sur la fi-
gure 6.17(a), ainsi sous sa forme implantée sur la figure 6.17(b). Notons que même
en présence de nœuds supprimés dans la partie droite de la règle, les noms des nœuds
sont toujours une suite continue d’indice 0, 1, ..., i. Pour cela, l’association donnée
sous la flèche assure le changement de nom du nœud 3 qui est préservé en 1.
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Listing 6.7 – Règle de suppression d’une face
let face_removal =
{hooks = [1] ;
left_nodes = [|[0; -1];[0;1];[0;1];[0; -1]|] ;
left_edges = [(0 ,1 ,2);(1 ,2 ,3);(2 ,3 ,2)] ;
node_match = [|0; -1; -1;1|] ;
right_nodes = [|[0; -1]; [0; -1]|] ;
right_edges = [(0 ,1 ,2)] ;
apply_cond = [] ;
ebd_expr = []}
Ainsi, lorsque cette règle est traduite dans la syntaxe Ocaml dans le listing 6.7,
la valeur 1 est positionnée à l’indice 3 du tableau node_match. Ceci signifie que le
nœud 3 de type <α0_> défini à la quatrième case (indice 3) du tableau left_nodes
est préservé et correspond au nœud 1 de type <α0_> défini dans la deuxième case
(indice 1) du tableau right_nodes. De plus, comme les nœuds 1 et 2 de la partie gauche
sont supprimés par la règle, ils n’ont pas de nouveau nom dans la partie droite. Nous
traduisons cela en mettant la valeur −1 aux indices correspondants 1 et 2 du tableau
node_match.
La structure de données des règles étant fixée, nous passons maintenant à leur
méthode d’application.
6.4.2 Application des règles
Nous détaillons dans cette section l’algorithme d’application des règles. En effet,
le moteur d’application étant la clé de voûte de l’approche de la modélisation à base
de règles, un effort particulier a été porté sur ses performances.
Nous ne présentons pas l’algorithme de vérification des critères de cohérence
sur les règles car ce dernier relève de techniques classiques d’analyse syntaxique.
Qui plus est, la vérification de contraintes est une opération qui est effectuée une
seule fois au chargement de la règle et n’a donc pas d’aspect critique en termes de
performance. Tout ce qu’il y a à savoir est qu’elle effectue une vérification de chaque
critère un à un et renvoie à la fois un booléen indiquant la correction de la règle et
le cas écheant le log des erreurs rencontrées.
Nous détaillons maintenant le déroulement d’application d’une règle.
• Avant de pouvoir procéder à toute transformation, nous commençons par cher-
cher le motif filtré par la règle dans la G-carte d’application. Plus préci-
sément, nous instancions les nœuds de la partie gauche de la règle par des orbites
concrètes de la G-carte, conformément aux types topologiques qui les étiquettent.
Pour cela, nous prenons comme point de départ une liste de nœuds de la G-carte
qui correspondent un à un à chaque nœud d’accroche de la règle. En pratique, cette
liste de nœuds est définie par les nœuds sélectionnés dans l’interface, leur ordre de
sélection définissant leur position dans la liste.
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Nous effectuons alors un parcours d’orbite à partir de ces nœuds, conformément
à leur type topologique. Pour rappel, les nœuds d’accroche doivent porter un type
topologique sans suppression, auquel cas le parcours serait impossible. Les nœuds
correspondant aux nœuds de la règle qui ne sont pas des nœuds d’accroche sont
obtenus à partir des nœuds collectés précédemment à l’aide des arcs de la règle.
Il faut alors vérifier que les arcs abstraits par les types topologiques étiquetant les
nœuds de la règle existent bien entre les nouveaux nœuds obtenus.
Notons que la vérification de la présence de ces arcs est nécessaire pour garantir
que le motif est entièrement présent. De la même façon, nous vérifions égale-
ment qu’un nœud n’est pas collecté plusieurs fois lors de ce parcours pour éviter
les repliements du motif. Ainsi, si un arc est absent ou un nœud est rencontré
plusieurs fois, une erreur est levée pour indiquer que le motif ne peut être filtré.
Lorsque le motif est bien filtré, la fonction renvoie une matrice dans laquelle une
colonne représente l’orbite qui instancie le nœud de la règle d’indice correspondant,
et une ligne représente l’ensemble des nœuds à la même position dans les différents
renommages de l’orbite. L’indice dans la ligne sera par la suite considéré comme la
position dans l’orbite du nœud.
Prenons l’exemple de la règle de suppression d’une arête sur la figure 6.18(a).
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Figure 6.18 – Règle de suppression d’arête et application
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Lorsque nous filtrons cette règle pour la maison de la figure 6.12(c) en prenant
le nœud e pour le nœud d’accroche 1, nous obtenons la matrice de la figure 6.18(c).
Les nœuds e et f sont d’abord obtenus comme instanciation du nœud 1 par un
parcours de l’orbite <α0> (e). Dans un deuxième temps, les couples de nœuds (c, d)
et (g, h) sont obtenus respectivement par voisinage de (e, f)par α1 et par α2. Enfin,
les nœuds i et j sont obtenus par voisinage α1 de g et h.
Remarquons que cette étape d’instanciation n’est effectuée qu’une seule fois au
début de l’application de la règle et ne représente qu’un temps négligeable. En
effet, dans la suite de l’algorithme, on se contentera de parcourir la matrice ainsi
instanciée. Pour cette raison, l’algorithme de parcours d’orbite de la G-carte n’a pas
été optimisé. En effet, bien que nous ayons introduit les parcours d’orbites comme
de banals parcours de graphe, certaines propriétés propres aux G-cartes permettent
de les optimiser pour certaines dimensions. Ces optimisations n’auraient cependant
pas d’impact réel ici et ne contribueraient qu’à alourdir le code générique.
• L’étape suivante est la vérification des préconditions. Elle consiste sim-
plement à évaluer les pré-conditions sur les nœuds instanciés. Si elles ne sont pas
satisfaites, une erreur est levée et les transformations ne sont pas effectuées. Repre-
nons l’exemple sur la figure 6.19(a) de la triangulation d’une face à condition qu’elle
ait plus de trois côtés.
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Figure 6.19 – Règle de triangulation de face à plus de trois côtés et application
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Pour rappel, cette condition est exprimée par ssorb<α0>(<α0α1> (0)) > 3. Elle
impose ainsi que le nombre de sous-orbites de type <α0> de la face soit supérieur
à trois. Lorsque nous cherchons à appliquer la règle, elle est ainsi calculée en sub-
stituant 0 pour les nœuds instanciés. Par exemple, en prenant un nœud du triangle
de la figure 6.18(b) pour le nœud d’accroche 0, la précondition n’est pas vérifiée car
la face ne contient que trois sous-orbites de type <α0> : {a, b}, {c, e} et {d, f}. En
revanche, en prenant un nœud du carré pour accroche, la précondition est vérifiée
car cette face contient les quatre sous-orbites {g, i}, {h, j}, {k,m} et {l, n}.
• Une fois le motif filtré et les préconditions satisfaites, les transformations ex-
primées par la règle sont calculées. Pour cela, nous commençons par créer les
nouveaux nœuds correspondant aux nœuds ajoutés par la règle. À la manière du
filtrage, les noeuds ajoutés sont stockés dans une table qui correspond cette fois-ci
à la partie droite de la règle.
Par exemple, la figure 6.19(b) représente la table des nœuds obtenue. Ainsi, pour
chaque nœud filtré de la première colonne, deux nouveaux ont été ajoutés dans les
deuxième et troisième colonnes. Ces nœuds correspondent aux copies 1 et 2 du nœud
filtré 0 de la règle. Remarquons que cette structure en table préserve la structure
des orbites car deux copies d’un même nœud se trouvent sur la même ligne.
• Les nœuds ajoutés sont ensuite connectés entre eux comme l’illustre la
figure 6.19(c) pour la triangulation. Cette étape se déroule en deux temps.
Tout d’abord, les nœuds issus d’un même nœud de la règle, c’est-à-dire d’une
même colonne sur la figure 6.19(b), sont interconnectés selon le type de renommage.
Ainsi, les nœuds g1, . . . , n1 sont interconnectés selon le type <_α2>, et les nœuds
g2, . . . , n2 selon le type <α1α2>. Pour cela, on utilise le type du premier nœud
d’accroche de la règle, qui est complet par définition, et les connections entre les
nœuds filtrés qui lui correspondent. Par exemple, pour créer les connections α1 et
α2 entre les nœuds ajoutés à la colonne 2, on reproduit respectivement la structure
des connections α0 et α1 entre les nœuds filtrés de la colonne 0. Par exemple, le
nœud g étant connecté par α1 au nœud i, on connecte les nœuds g1 et i1 par α2.
Nous optimisons cette étape avec une table de hachage qui associe à chaque
nœud du premier nœud d’accroche, ici la colonne 0, son numéro de ligne. Soit un
nœud ajouté v′, copie du nœud d’accroche v avec un renommage de αi en αj . Son
voisin par αj est le nœud de la même colonne que v qui se trouve à la même ligne
que le voisin αi de v. Ainsi sur la figure 6.19(b), le voisin i1 par α2 de g1 est le nœud
de la même colonne qui se trouve à la même ligne que le voisin i par α1 de g.
Dans un deuxième temps, nous connectons entre eux les nœuds ajoutés selon les
arcs de la partie droite de la règle. Par exemple, dans le cas de la règle de triangu-
lation de la figure 6.19(a), l’arc α0 entre les nœuds 1 et 2 implique que les nœuds
ajoutés g1, . . . , n1 soient connectés aux nœuds g2, . . . , n2. Pour cela, nous utilisons la
structure de la table de la figure 6.19(b). Pour chaque ligne, nous connectons deux
à deux le nœud de la colonne 1 avec le nœud de la colonne 2.
6.4. Implantation du module d’application des règles 155
A A
B
B
C
C
B
B
B
B
C
C
C
C
D
D
D
D
E
E
E
E
d
b
c
a
e f
g1 h1
g2 h2
j1
l1
n1m1
k1
i1 j2
l2
n2m2
k2
i2
g h
i j
k l
m n
(a) Avant affectation des plongements
A A
B
B
C
C
B
B
B
B
C
C
C
C
D
D
D
D
E
E
E
E
d
b
c
a
e f
g1 h1
g2 h2
j1
l1
n1m1
k1
i1 j2
l2
n2m2
k2
i2
g h
i j
k l
m n
G G
G
G
GG
G
G
(b) Après affectation des plongements
Figure 6.20 – Construction de la triangulation
•À ce stade, nous avons calculé le motif topologique ajouté sans le raccorder au
graphe existant. Par exemple, pour la triangulation, nous avons obtenu le graphe de
la figure 6.19(c). Avant de faire ce raccord, nous procédons au calcul des nouveaux
plongements.
En effet, ce calcul de nouveaux plongements doit impérativement s’effectuer
avant que le motif topologique original ne soit transformé pour ne pas fausser les
calculs. Par exemple, dans le cas de la triangulation, si nous avions raccordé la
partie ajoutée au reste comme sur la figure 6.20(a), nous ne serions plus en mesure
de calculer correctement le terme Φ(point<α0α1>(0)). En effet, si nous prenons par
exemple la substitution de 0 par g, le sous-terme point<α0α1>(g) est évalué par {B,C}
et nous n’obtenons pas le barycentre de la face. Nous devons donc effectuer les
évaluations des différents termes, les mettre de côté les temps des modifications
topologiques du motif original et du raccord avec la partie ajoutée, pour enfin les
affecter aux nœuds.
La difficulté de ce calcul des termes de plongement est de le rendre efficace. En
effet, chaque évaluation est coûteuse et il nous faut ainsi éviter d’évaluer les termes de
plongement pour chaque nœud, mais au contraire une unique fois par orbite support.
Cependant, ces orbites ne sont pas encore complètement formées par nécessité. Par
exemple, les nœuds g, i, g1 et i1 seront supports du même sommet à l’issue des
modifications topologiques sur la figure 6.20(a), mais ne le sont pas encore à l’étape
de l’algorithme décrite par la figure 6.19(c).
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Pour éviter les évaluations superflues, nous utilisons le principe suivant à base de
marquage des nœuds. Après chaque évaluation d’un terme sur un nœud non marqué,
nous marquons tous les nœuds de la future même orbite support. Pour cela, nous
prenons notamment en compte qu’il faut parcourir des arcs qui ne sont pas encore
de l’orbite support, mais qui sont destinés à l’être après renommage. Par exemple,
après avoir évalué le terme 0.point pour la substitution de 0 par g, nous marquons
également les nœuds h, g1 et h1.
Ainsi, dans le cas de la triangulation, nous avons calculé et mis de côté les valeurs
de plongement suivantes :
– g.point← g.point = B ;
– h.point← h.point = C ;
– k.point← k.point = D ;
– l.point← l.point = E ;
– g1.point← Φ({B,C,D,E}) = G.
• Une fois les plongements calculés, nous procédons auxmodifications topolo-
giques du motif original et à son raccord avec la partie ajoutée. Les orbites
finales supports des plongements seront ainsi formées.
Pour cela, nous commençons par déconnecter les nœuds selon les arcs supprimés
de la règle. Dans le cas de la règle de suppression d’arête de la figure 6.18(a), les trois
arcs de la partie gauche sont supprimés. Ainsi, pour le graphe d’application de la
figure 6.18(b), les couples de nœuds (c, e), (d, f), (g, i) et (h, j) sont α1-déconnectés
et les couples (e, g) et (f, h) sont α2-déconnectés.
Ensuite, ce sont les nœuds filtrés correspondant aux nœuds supprimés de la règle
qui sont effacés. Par exemple, pour la suppression d’arête, les couples de nœuds (e, g)
et (f, h) correspondant respectivement aux nœuds 1 et 3 sont supprimés.
Enfin, la transformation topologique se termine par les arcs de la règle laissés de
côté. Cela concerne d’une part l’ajout des nouveaux arcs entre les nœuds préservés.
Par exemple, pour la suppression d’arête sur la figure 6.18(d), nous connectons
par α2 le nœud c au nœud i, et le nœud d au nœud j. D’autre part, il s’agit
d’ajouter les arcs entre les nœuds préservés et les nœuds ajoutés. Par exemple, pour
la triangulation sur la figure 6.20(a), nous connectons par α1 les nœuds g et g1, h
et h1, etc. Remarquons que cette étape forme les orbites support des plongement,
et entraîne par conséquence des partages. Ainsi, sur la figure 6.20(a), le nœud g1 a
hérité du point B et de la couleur jaune.
• Les valeurs de plongement calculées sont finalement affectées. Dans le
cas de la triangulation, nous obtenons ainsi le graphe final de la figure 6.20(b).
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6.5 Interface du modeleur spécialisé
Dans cette section, nous présentons l’interface que nous avons choisi pour le
modeleur spécialisé polyédrique couleur. Remarquons que même si cette interface
est spécialisée, les idées qu’elle met en oeuvre pour l’application des règles peuvent
être réemployées.
Le principe de fonctionnement du modeleur polyédrique couleur que nous avons
prototypé est le suivant. L’utilisateur définit dans un fichier un ensemble de règles
au format Ocaml. Ces règles sont ensuite analysées pour vérifier leur cohérence et
chargées dans le modeleur. Elle peuvent ensuite être interactivement appliquées aux
objets modélisés.
Figure 6.21 – Organisation du modeleur polyédrique couleur
Pour cela, le modeleur est organisé selon le schéma de la figure 6.21. L’application
est construite à partir de la structure de G-carte plongée et du moteur d’application
de règles spécialisés. Elle est constituée d’une part d’une interface 3D qui permet à
l’utilisateur d’interagir avec les objets et d’appliquer les règles, et d’autre part d’une
console qui permet l’affichage d’erreurs ou la saisie de paramètres. La définition des
règles se déroule pour sa part en dehors du modeleur et nécessite un éditeur de texte.
La définition des règles par l’utilisateur se déroule de la façon suivante. L’utilisa-
teur définit une règle au format Ocaml avec l’éditeur de son choix comme l’illustre
la figure 6.22(a). Il peut ensuite demander dynamiquement au modeleur de char-
ger le fichier des règles. Une analyse syntaxique des règles est alors effectuée et si
des erreurs sont rencontrées, elle sont listées dans la console comme l’illustre la fi-
gure 6.22(b). Leur description est détaillée et contient ainsi les types de nœuds ou les
arcs qui posent problèmes. L’utilisateur peut ainsi éditer en conséquence le fichier
de règle et le recharger dans le modeleur jusqu’à disparition complète des erreurs.
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(a) Éditeur (b) Console
Figure 6.22 – Composants annexes du modeleur
L’application des règles passe ensuite par l’interface 3D. Cette dernière est une
fenêtre OpenGL [Group ] qui fournit une vue de la G-carte plongée. Comme on peut
le voir sur la figure 6.23(a), cette représentation combine les plongements polyédrique
et couleur avec le graphe de la G-carte. C’est avec ce graphe que l’utilisateur interagit
pour appliquer les règles.
En maintenant le clic gauche et en bougeant la souris, l’utilisateur tourne autour
de l’objet et du graphe associé. Avec un clic gauche simple, il peut sélectionner des
nœuds de la G-carte. Les différents nœuds sélectionnés sont alors colorés comme
l’illustre la figure 6.23(b). Les différentes couleurs indiquent l’ordre dans lequel ces
derniers ont été sélectionnés. Remarquons au passage que les différents éléments
comme les plongements, le graphe ou la grille peuvent être masqués pour améliorer
la lisibilité.
(a) Vue combinée (b) Sélection de nœuds
Figure 6.23 – Interface du modeleur
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(a) Avant application (b) Après application
Figure 6.24 – Application d’une règle avec l’interface
Après avoir sélectionné les nœuds à substituer aux nœuds d’accroche, l’utilisa-
teur peut ouvrir un menu des règles chargées par un clic droit et choisir celle qu’il
veut appliquer. Ce menu est illustré sur la figure 6.24(a). L’ordre de sélection des
nœuds représenté par les couleurs est alors utilisé comme ordre de substitution à
l’application de la règle. Dans le cas de la couture des faces de la figure 6.24(a),
le nœud rouge et le nœud jaune seront respectivement substitués au premier et au
deuxième nœud d’accroche de la règle. Le résultat de cette couture dans le modeleur
est représenté sur la figure 6.24(b), où l’affichage des faces a été rétabli.
La présentation du modeleur complétée, nous faisons maintenant un bilan de ce
dernier en termes de langage et de performances.
6.6 Bilan
Nous discutons dans cette section les résultats du modeleur implanté. Plus pré-
cisément, nous cherchons à établir si l’approche à base de règles apporte un réel gain
de conception, et si oui, à quel prix ?
6.6.1 Bénéfices de l’approche par règles
Commençons par faire le bilan du langage implanté. Dans le cas du modeleur
polyédrique couleur, nous avons pu définir toutes les opérations de modélisation
classique par des règles. Ainsi, les opérations de couture, de découture, de cône,
d’extrusion, de triangulation, d’arrondi, de sudivision, etc. ont été définies en mul-
tiples dimensions. Les figures 6.25(a) et 6.25(b) illustrent par exemple les opérations
d’arrondi généralisé et de subdivision volumique appliquées à un cube.
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(a) Arrondi des arêtes et des sommets (b) Subdivision volumique
Figure 6.25 – Opérations classique implantées
D’un point de vue temps d’implantation, l’approche règle est indéniablement
avantageuse. Une fois le langage connu, définir une de ces opérations par une règle
ne prend que quelques minutes grâce à la vérification des conditions syn-
taxiques. Il suffit de repartir de la définition d’une règle existante, de l’adapter à
l’opération à coup d’essais et d’erreurs détectées par l’analyseur syntaxique, et enfin
de vérifier qu’elle produit bien le résultat attendu une fois qu’elle est correcte. De
plus, la définition des règles des opérations de modélisation classique est facilitée car
ces dernières sont définies de façon homogène en toute dimension sur les G-cartes.
Il suffit bien souvent d’ajouter un nœud et de décaler les indices des types pour
obtenir une même opération en dimension supérieure.
À titre de comparaison, dans le modeleur 3D polyédrique Moka [Vidil ], égale-
ment à base de 3-G-cartes, le code d’une opération classique fait en moyenne des
centaines de lignes qu’il faut au moins une heure pour coder et débugger.
(a) Tapis de Sierpinsky (b) Eponge de Menger
Figure 6.26 – Fractales implantées
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De façon plus anecdotique, remarquons que l’approche règle est très adaptée à
la définition d’opérations fractales, de par leur aspect récurrent. Nous avons par
exemple ainsi défini les règles du tapis de Sierpinsky et de l’éponge de Menger dont
les applications réalisées avec le modeleur sont respectivement illustrées après rendu
sur les figures 6.26(a) et 6.26(b). Ces règles, bien que relativement complexes, ont
pu être définies en un temps relativement cours grâce à l’analyseur syntaxique.
Ainsi la règle de l’éponge de Menger, qui compte pas moins de 20 nœuds inter-
connectés sous forme de matrice, a demandé moins d’une heure de travail. Implanter
cette même opération dans un modeleur conventionnel prendrait nettement plus de
temps de programmation et de débuggage. Remarquons qu’en raison de la multi-
plication conséquente du nombre de nœuds qu’elles entraînent, ces fractales nous
ont servi à tester le modeleur sur des objets de taille réaliste, c’est-à-dire comptant
plusieurs centaines de milliers de nœuds.
Notons de plus qu’un outil d’édition graphique des règles pourrait encore amé-
liorer l’expérience. Cet outil devrait permettre de concevoir et de modifier les règles
interactivement, avec un affichage en surimpression des erreurs syntaxiques, à la ma-
nière d’un IDE. Plusieurs projets d’étudiants de licence et master ont par ailleurs
été initiés dans ce sens.
6.6.2 Compétitivité du modeleur
Nous faisons maintenant le bilan du noyau de modeleur en termes de perfor-
mances. Afin de mesurer sa compétitivité, nous avons comparé les résultats du mo-
deleur spécialisé, en ne conservant que le plongement polyédrique, sur plusieurs
opérations avec Moka [Vidil ], qui est également un modeleur polyédrique 3D à base
de G-carte. Remarquons que comme Moka est une application spécifiquement 3D
développée en C++, ses opérations ont été codées selon les méthodes traditionnelles
et soigneusement optimisées.
Nous donnons sur le tableau 6.27 extrait de [Bellet 2010b] des comparaisons
de temps de calcul 1 entre Moka et notre prototype. Ces comparaisons portent sur
une version limitée au plongement polyédrique de notre prototype et des règles,
Moka n’incluant pas de plongement couleur. Les tests ont été réalisés sur des objets
de différentes tailles, comptant plusieurs milliers de nœuds, et dont les degrés des
sommets et des faces variaient.
Si nous regardons les ratios entre les temps obtenus par notre protype et Moka,
nous constatons que ces derniers sont globalement fixes pour chaque opération.
Les implantations par des règles ont ainsi la même complexité que les
implantations classiques, avec un facteur plus ou moins important. Ce résultat
est très encourageant car contrairement à Moka, notre prototype est indépendant
de la dimension topologique et toutes les opérations sont implantées par une unique
fonction générique d’application des règles.
1. Temps de calcul mesurés sur un Intel Core 2 Duo 2GHz avec 2Go de mémoire RAM.
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Opération Nombre de nœuds Moka Prot. Ratio
Triangulation 32768→ 98304 0.09 s 0.19 s ×2.11
de face 65536→ 196608 0.19 s 0.37 s ×1.95
262144→ 786432 0.71 s 1.58 s ×2.23
Triangulation 12288→ 49152 0.03 s 0.10 s ×3.33
de volume 49152→ 196608 0.13 s 0.48 s ×3.69
196608→ 786432 0.60 s 2.18 s ×3.63
Arrondi creusé 3072→ 12288 0.08 s 0.05 s ×0.63
des arêtes et 24576→ 98304 0.72 s 0.46 s ×0.64
des sommets 196608→ 786432 5.79 s 3.96 s ×0.68
Arrondi complet 3072→ 12288 0.14 s 0.06 s ×0.42
des arêtes et 24576→ 98304 1.17 s 0.61 s ×0.52
des sommets 196608→ 786432 9.01 s 5.63 s ×0.62
α3-sewing 65536 0.22 s 0.19 s ×0.86
131072 0.43 s 0.39 s ×0.91
262144 0.91 s 0.83 s ×0.91
α3-unsewing 65536 0.22 s 0.19 s ×1.16
131072 0.43 s 0.51 s ×1.19
262144 0.86 s 1.00 s ×1.16
Figure 6.27 – Comparaison de temps d’exécution
Par exemple, pour la triangulation, notre implantation est plus lente que Moka
avec un facteur d’environ 2.1 pour les faces et 3.5 pour les volumes. Au contraire,
l’opération d’arrondi affiche des temps de calcul plus courts avec un facteur d’en-
viron 0.7 en version creusée et 0.5 en version complète. Cependant, ce gain n’est
pas significatif dans la mesure où bien que les opérations aient réalisé les mêmes
transformations sur les objets de test, elle diffèrent dans leur fonctionnement. Notre
opération d’arrondi est généralisée à l’objet alors que celle de Moka peut être par-
tielle et utilise pour cela des préconditions géométriques. Toutefois, le fait que le
facteur soit constant est un résultat en soit.
D’autre part, les opérations de couture et découture sont très similaires avec un
facteur de 0.9 pour la couture de faces et 1.2 pour la découture de faces. Cette légère
différence entre les opérations trouve son explication dans la gestion du plongement.
En effet, contrairement à notre prototype dans lequel chaque nœud porte les infor-
mations de plongement, Moka utilise un unique nœud par orbite plongée pour porter
l’information, à la manière de la figure 6.12(b) page 146. Pour rappel, ce mode de
représentation est plus lent en consultation mais plus rapide en modification. On
constate cependant que notre chaînage union/find des plongements compense en
grande part notre désavantage, et offre même un gain pour la couture. En effet,
pour réaliser la couture, illustrée pour les arêtes sur la figure 6.13(b) page 146, nous
mettons directement à jour les nœuds porteurs des plongements dans l’une des par-
tie. En revanche, Moka effectue un parcours systématique des orbites support pour
retrouver les nœuds porteurs et les mettre à jour.
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Remarquons enfin que ces temps de calcul sont à mettre en relation avec des
gains de temps de développement très importants. L’aspect règle prend tout
son sens lorsque nous comparons la quantité de code développée. Notre noyau de
modeleur fait 700 lignes de code Ocaml. Ceci inclut à la fois les structures de données
génériques des G-cartes plongées et des règles, l’analyseur des conditions syntaxiques
et les 200 lignes du moteur d’application de règles. De même, chaque règle au format
Ocaml contenue dans le fichier chargé ne fait que quelques lignes. Au contraire, dans
Moka, chaque opération fait plusieurs centaines de lignes de code C++ et le noyau
de modeleur complet fait environ 30000 lignes.
Qui plus est, avec l’approche de développement classique chaque ligne de code
doit être testée, débuggée et validée. Ainsi, les modeleurs classiques comme Moka
demandent plusieurs années de développement. Au contraire, une fois la phase de
conception du langage passée, le développement de notre prototype n’a demandé
que 3 mois. Les premiers résultats ce dernier montrent que l’approche à base de
règles fournit un moyen rapide et fiable de prototyper un modeleur. En effet, une
fois passé l’apprentissage du langage des règles, l’implantation d’une nouvelle
opération a un coût extrêmement faible.

Chapitre 7
Conclusion
Contribution
Dans ce document, nous avons défini et mis en œuvre une nouvelle approche
générique à base de règles pour la modélisation géométrique à base topologique.
En premier lieu, nous avons mis au point un langage de schémas de règles, fondé
sur le cadre formel des transformations de graphes, pour définir des opérations de
modélisation géométrique à base topologique. Ces schémas reposent sur la manipu-
lation conjointe de deux types de variables :
– des variables topologiques qui abstraient les orbites topologiques filtrées ainsi
que leurs transformations ;
– des variables de plongement qui abstraient les valeurs du plongement de l’objet
transformé ainsi que le calcul de son nouveau plongement.
Ils permettent ainsi de définir, pour des objets comportant plusieurs informations
de plongement, des opérations de modélisation géométrique qui transforment la
structure topologique et/ou les plongements.
Par exemple, nous donnons sur la figure 7.1, le schéma qui définit l’arrondi gé-
néralisé des arêtes avec lissage des couleurs dans le cas du plongement polygonal
couleur. Comme l’illustre son application dans le prototype de modeleur sur la fi-
gure 7.2, cette opération ajoute une face sur chaque arête et chaque sommet, et
définit leur couleur par la moyenne des couleurs de leurs faces adjacentes.
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Figure 7.1 – Schéma de règle de l’arrondi généralisé des arêtes
(a) Avant application (b) 1ère application (c) 2ème application (d) 3ème application
Figure 7.2 – Application de l’arrondi généralisé des arêtes
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Les étiquettes topologiques, représentées dans la partie grisée des nœuds sur
le schéma de la figure 7.1, définissent le type des orbites filtrées, et leur type re-
nommé après transformation. Pour transformer une orbite concrète d’un objet, la
règle correspondante est alors instanciée puis appliquée.
D’autre part, les étiquettes de plongement, représentées dans la partie blanche
des nœuds sur le schéma de la figure 7.1, définissent par des termes les valeurs filtrées
et transformées par la règle. Ces termes sont alors évalués à l’application de la règle
à partir des plongements du graphe transformé.
La définition du langage de manipulation du plongement nous a amené à résoudre
plusieurs problèmes :
– établir un langage de calcul générique pour tout plongement ; pour cela, nous
avons introduit des expressions qui manipulent à la fois la structure topolo-
gique plongée et toute fonction propre à un type de plongement ;
– donner des schémas de règles minimaux ; pour cela, nous avons introduit un
nouveau mécanisme d’instanciation des schémas appelé saturation qui propage
les modifications du plongement apportées dans l’objet d’application ;
– préserver la cohérence du plongement ; pour cela, nous avons introduit des
contraintes d’équivalence sur les termes de plongement ; notons toutefois que
ces conditions ne suffisent pas à l’heure actuelle pour la prise en compte de la
combinaison des étiquettes topologiques et de plongement.
Remarquons enfin l’ergonomie du langage final. La définition de toute nouvelle
opération est facilitée par la réutilisation possible de briques de schémas déjà définies
et par le guide que constituent les conditions de préservation de la cohérence et leur
vérification automatique. Même des opérations complexes comme la fractale utilisée
pour créer l’objet de la figure 7.3 ne demandent que quelques minutes de conception
une fois le langage assimilé.
(a) Génération dans le modeleur (b) Rendu de la fractale
Figure 7.3 – Modélisation d’une fractale
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En second lieu, nous avons implanté un noyau de modeleur basé sur ce langage.
Ce noyau est conçu comme une structure de G-carte multi-plongée et munie d’un
moteur d’application des règles. Il est générique pour toute dimension topologique,
tous types de plongements, et toutes règles.
Pour valider ce noyau, nous avons prototypé un modeleur polyédrique couleur,
illustré sur la figure 7.4. Toutes les opérations classiques de modélisation polyédrique
ont été implantées par des règles en un temps de développement très inférieur à la
conception classique d’un modeleur, en raison notamment de l’absence de traduction
dans un langage de programmation.
(a) 1er exemple (b) 2ème exemple
Figure 7.4 – Modélisation d’objets polyédriques couleurs
À titre d’exemple, l’objet de la figure 7.4(a) a ainsi été obtenu par application
successives des règles suivantes :
– l’extrusion d’une face pour générer le cube ;
– le cône d’une face pour générer la pyramide ;
– la couture de ces deux volumes ;
– l’arrondi creusé du sommet sur les différents coins.
De même, l’objet de la figure 7.4(b) a été obtenu par les règles suivantes :
– l’extrusion d’une face pour générer le cube ;
– la triangulation volumique de ce cube pour générer les pyramides ;
– l’arrondi non creusé du sommet dual pour générer le petit cube ;
– la décousure de certains volumes ;
– la suppression de la composante connexe pour les volumes décousus.
Remarquons enfin qu’en plus des temps de développement réduits, des compa-
raisons de performance logicielle avec un modeleur classique, également à base de
G-cartes, ont montré la compétitivité de l’approche à base de règles.
168 Chapitre 7. Conclusion
Perspectives
Voyons en premier lieu comment le langage pourrait être étendu. Notre première
remarque porte sur la définition même des objets représentés. Jusqu’à présent, nous
avons défini la cohérence des G-cartes plongées comme une simple contrainte d’éti-
quetage des nœuds. Or des contraintes différentes pourraient être introduites :
60%
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(a) Total des pourcentages par face (b) Contact des carreaux paramétrés
Figure 7.5 – Contraintes de cohérence pour un plongement
• des contraintes sur les différentes valeurs d’un même plongement ; par exemple,
sur la figure 7.5(a), dans le cas de la simulation biologique plongée par des quantités
de protéines et des pourcentages de porosité, on peut imposer que la somme des
pourcentages pour une cellule soit égale à 100% ; de même, sur la figure 7.5(b), dans
le cas d’un ensemble de faces plongées par des carreaux de surfaces paramétrées,
on souhaite que les carreaux de deux faces adjacentes soient bien géométriquement
collés le long de leur arête commune ;
(a) Couleur indéfinie pour
les petites surfaces
(b) Adjacence des points,
arêtes, surfaces et volumes
Figure 7.6 – Contraintes de cohérence entre plongements
• des contraintes entre les valeurs de différents plongements ; par exemple, sur la
figure 7.6(a), dans le cas du plongement polyédrique couleur, on peut imposer que les
faces dont la surface est trop petite aient une couleur indéfinie, représentée en blanc ;
de même, prenons sur la figure 7.5(b) le cas d’un plongement polyédrique nD 1 où
chaque i-cellule est plongée par un sous-espace de dimension i, i. e. les sommets par
des points, les arêtes par des segments de droites, les faces par des surfaces, etc. ;
il faut alors que la surface associée à une face soit incidente aux segments de ses
arêtes, qui doivent eux-même être incidents aux points des sommets, etc.
1. Ce plongement générique en dimension des G-cartes à base d’algèbres géométriques, a été
proposé au début de la thèse. Le lecteur aventureux peut se référer à [Bellet 2008, Bellet 2010a].
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Remarquons cependant que tout ajout de contraintes sur la G-carte plongée doit
entraîner la définition de nouvelles conditions sur les règles pour que ces contraintes
soient préservées. Or établir cette définition, et prouver la préservation de la cohé-
rence par les schémas demande un effort conséquent. Il sera donc plus profitable
d’établir ces résultats pour des plongements communs à plusieurs domaines d’appli-
cation, comme les plongements géométriques.
Nous abordons maintenant les possibles extension du langage de règle à propre-
ment parler.
Remarquons que la définition des opérations booléennes, issues de la géométrie
de construction de solides et évoquées dans le chapitre 2, n’est pas encore capturée
par les règles. Ces opérations, illustrées sur la figure 7.9 sont l’union, la différence
et l’intersection.
(a) Union (b) Différence (c) Intersection
Figure 7.7 – Opérations de modélisation booléennes
En effet, les opérations booléennes ne peuvent être implantées par des règles
simples. Pour réaliser l’union, la différence ou l’intersection de deux objets, la struc-
ture topologique est calculée en fonction des plongements géométriques. Il s’agit
en général de procéder à un balayage fin des deux objets, afin de créer tous les
sommets, arêtes et faces ajoutées, pour ensuite rétablir la cohérence de la structure
topologique. Pour donner une idée de la complexité du processus, l’implantation de
ces opérations dans Moka [Vidil ] prend plusieurs milliers de lignes de code.
Ces opérations nécessiteraient typiquement d’être définies par un ensemble de
règles élémentaires utilisant des préconditions géométriques, qui seraient ensuite ap-
pliquées selon une stratégie d’application. Remarquons que ce besoin est également
naturellement présent dans les applications de type simulation, comme la biologie
ou la physique.
Il deviendra alors intéressant de spécifier précisément les entrées et les sorties
d’une règle, pour pouvoir déterminer à priori quels enchaînements de règles sont
possibles. Ceci permettrait également la définition d’opérations de modélisation plus
complexes comme des scripts permettant d’enchaîner plusieurs règles, par exemple
« la translation du sommet dual obtenu par triangulation d’une face » ou « l’arrondi
des arêtes du volume extrudé d’une face ».
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De façon réciproque, on peut vouloir générer des schémas de règles par des
scripts, lorsque le nombre de nœuds du schémas est lui-même paramétré. Pour cela,
nous avons commencé à élaborer une première ébauche de syntaxe [Bellet 2009].
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Figure 7.8 – Schéma de règle de k-subdivision d’une arête
Prenons l’exemple de la k-subdivision d’une arête, c’est à dire le découpage d’une
arête en k+ 1 arêtes. Remarquons que le schéma de règle qui définit cette opération
dépend du nombre de subdivision k. Par exemple, sur la figure 7.8(b), le schéma de
la 1-subdivision dans une 2-G-carte ajoute 2 nœuds dans la partie droite. De manière
analogue, le schéma de la 2-subdivision sur la figure 7.8(c) ajoute pour sa part 4
nœuds dans la partie droite. Et de manière générale, le schéma de la k-subdivision
d’une arête ajoute 2k nœuds.
Nous devons donc générer le bon schéma de règle en fonction de k. Pour cela,
sur le schéma de règle de la figure 7.8(a) paramétré par k, la portion du schéma sur
fond rayé doit être répétée pour i ∈ [1, k]. Pour saisir intuitivement cette répétition,
remarquons que les schémas des figures 7.8(b) et 7.8(c) en sont les instanciations
respectives pour k = 1 et k = 2.
Par exemple, pour k = 2, remarquons que les nœuds ai et bi du schéma original
ont été instanciés en a1, b1, a2 et b2. De plus, leur connexion par la succesion d’arcs
α0, α1, α0 et α1, respectivement entre les couples de nœuds (a, a1), (a1, b1), (b1, a2)
et (a2, b2), est le résultat de la duplication des arcs grisés α0 et α1 incidents aux
nœuds ai et bi.
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Un autre exemple de l’intérêt de ce type de schéma paramétré est la définition
des opérations en toutes dimensions. En effet, si nous avons jusque là utilisé l’aspect
homogène de la définition des G-cartes pour proposer un langage unique, nous ne
l’avons pas exploité pour la définition des opérations. En effet, sous leur forme
algébrique, les opérations classiques de modélisation sur les G-cartes sont définies
quelle que soit la dimension de la G-carte et la dimension des cellules affectées. Par
exemple, la triangulation est définie pour une i-cellule d’une n-G-carte.
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Figure 7.9 – Schéma de règle de i-triangulation
Nous pouvons alors définir cette opération par un unique schéma de règle sur la
figure 7.9(a) paramétré par i la dimension de la cellule à trianguler et n la dimension
de la G-carte. Remarquons que cette fois-ci, le motif grisé doit être répété pour la
suite de valeurs décroissante représentée par j ∈ [i − 1, 0]>. De plus, notons que
les types topolgiques des nœuds dépendent également des paramètres i et j, et
que le type topologique du nœud à répéter dépend également de l’itération j de la
répétition.
Remarquons que l’instanciation de ce schéma pour i = 2 et n = 2 sur la fi-
gure 7.9(b) produit le schéma de triangulation d’une face d’une 2-G-carte déjà pré-
senté dans ce document. Nous donnons un deuxième exemple d’instanciation sur la
figure 7.9(c) pour i = 3 et n = 3, c’est-à-dire la triangulation d’un volume dans une
3-G-carte.
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Enfin, une étape nécessaire à la diffusion du langage sera son extension à d’autres
modèles topologiques, et plus particulièrement le modèle plus répandu des cartes
combinatoires mentionnées dans le chapitre 2. Cependant, nos premiers essais ont
révélé que pour l’aspect topologiques des transformations, la perte de l’homogénéité
du modèle avec la dimension topologique rend la définition des règles plus ardue.
Ainsi l’analyse des besoins des futures extensions du langage est déjà bien
avancée, mais la contrepartie conceptuelle est plus difficile à formaliser.
Abordons maintenant les extensions du noyau de modeleur implanté.
Parmi les améliorations à apporter au modeleur, la plus urgente est celle d’une
interface graphique d’édition interactive des règles. Cet outil devrait permettre de
concevoir et de modifier les règles « à la souris », et ainsi éviter à l’utilisateur d’éditer
les règles dans un format textuel issu de la syntaxe Ocaml.
Figure 7.10 – Capture de l’interface d’édition des règles
Des projets d’étudiants ont été initié pour réaliser une IHM dédiée, dont no-
tamment l’éditeur de règle illustré sur la figure 7.10. À son stade actuel de dévelop-
pement, cet éditeur permet déjà la saisie et la modification des schémas de règles
topologiques, que ce soit leur graphe ou les types topologiques. Les conditions syn-
taxiques de préservation de la cohérence topologique ont également été intégrées, et
leur vérification devrait sous peu de temps se faire en temps réel, avec soulignage
des erreurs à la manière d’un IDE.
D’autre part, nous souhaitons porter notre moteur d’application de règles dans
CGoGN [IGG team ], la bibliothèque de structures topologiques génériques présen-
tée dans la section 6.2. En effet, CGoGN offre des structures de G-cartes perfor-
mantes, mais ne fournit pas leurs opérations de modélisation. Ce portage permet-
trait ainsi d’obtenir à moindre développement toutes ces opérations et de diffuser le
langage proposé.
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Transformation de graphes pour la modélisation géométrique à base topologique
Résumé : De nombreux domaines comme le jeu vidéo, l’architecture, l’ingénierie ou l’archéologie font
désormais appel à la modélisation géométrique. Les objets à représenter sont de natures diverses, et leurs
opérations de manipulation sont spécifiques. Ainsi, les modeleurs sont nombreux car tous spécialisés à
leur domaine d’application. Or ils sont à la fois chers à développer, souvent peu robustes, et difficilement
extensibles.
Nous avons proposé dans la thèse l’approche alternative suivante :
– fournir un langage dédié à la modélisation qui permet de définir les opérations quelque soit le
domaine d’application ; dans ce langage, les objets sont représentés avec le modèle topologique des
cartes généralisées, dont nous avons étendu la définition aux plongements ; les opérations sont elles
définies par des règles de transformation de graphes, issues de la théorie des catégorie ;
– garantir les opérations définies dans le langage à l’aide de conditions de cohérence ; une opération
dont la définition vérifie ces conditions ne produit pas d’anomalie ;
– développer un noyau de modeleur générique qui interprète ce langage ; les opérations définies
sont directement appliquées dans le modeleur, sans implantation dans un langage de programmation ;
l’outil assure également la vérification automatique des conditions du langage pour prévenir un
utilisateur lorsqu’il propose une opération incohérente.
Le langage et le modeleur développés se sont révélés performants à la fois en termes de temps de
développement et en termes de temps machine. L’implantation d’une nouvelle opération par une règle ne
prend que quelques minutes à l’aide des conditions du langage, au contraire de l’approche classique qui
nécessite plusieurs heures de programmation et de déboggage.
Mots clés : Modélisation géométrique, Modélisation à base topologique, Structures topologiques combina-
toires, Méthodes formelles, Théorie des catégories, Transformations de graphes, Génie logiciel, Prototypage
rapide
Graph transformations for topology-based geometric modelling
Abstract : Geometric modeling is now involved in many fields such as : video games, architecture, engi-
neering and archaeology. The represented objects are very different from one field to another, and so are
their modeling operations. Furthermore, many specific types of modeling software are designed for high
programing costs, but with a relatively low rate of effectiveness.
The following is an alternative approach :
– we have conceived a dedicated language for geometric modeling that will allow us to define any
operation of any field ; objects in this language are defined with the topological model of generalized
maps, this definition has been extended to the embedding informations ; here the operations are
defined as graph transformation rules which originate from the category theory ;
– we have ensured operation definitions with consistency conditions ; these operations that satisfy
those conditions do not generate anomalies ;
– we have designed generic modeling software to serve as an interpreter of this language ; the
operation definitions are directly applied without the need for more programing ; the software also
automatically checks the language conditions and warns the user if he designs a non-consistent
operation.
The provided language and software prove to be efficient, and all for a low programing cost. Designing
a new operation takes only minutes thanks to the language conditions, as opposed to hours of programming
and debugging with the past approach.
Keywords : Geometric modeling, Topology-based modeling, Combinatorial (topological) structures, For-
mal methods, Category theory, Graph transformations, Software engineering, Rapid prototyping
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