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 要  旨 
ベイジアン・ネットワークの学習は大きく分類して，(1)スコアリング・メトリック(Scoring 
metrics)を用いた学習と(2)条件付き独立(CI: Conditional Independence )検定を用いた学習に分類
される．これまでに，真のネットワーク構造内に多くのアークが存在する場合，スコアリングメ
トリックを用いた学習は CI 検定を用いた学習に対して推論精度が低くなるという研究成果が報
告されている．この問題の原因として，多くの親ノードを持つノードが構造内に存在する場合に，
ベイジアン・ネットワークの尤度関数がアークのあるなしに関して鈍感となることが挙げられる．
CI 検定を用いた学習では，エントロピー(情報量)を用いた学習が親ノード数の多いネットワーク
に対して安定して推論制度が高いといった報告がされている．しかし CI検定を用いた学習は一致
性を持っていないことや，同型性が保たれない場合があるため正しい因果モデルを推定できる保
証はないといった問題がある．エントロピー(情報量)を用いて同型性のある構造を推定できる学
習法としては植野(1994)による逐次消去アルゴリズムがあるが，小規模ネットワークへ適用した
のみで従来の手法とは優位な差が出せていなく，また，親ノード数に関する問題意識もなかった． 
そこで本論では，逐次消去アルゴリズムを，親ノード数が多い構造に対して適用することで，
これらの問題の影響を受けずに，頑健に真の構造を推定することを目的とした． 
逐次アーク消去アルゴリズムとは，ベイジアン・ネットワークの完全グラフから逐次的にアー
クを消去していき，完全グラフのネットワークエントロピーと，アークを消去した構造でのそれ
ぞれの構造のネットワークエントロピーの差を比較する探索アルゴリズムである． 
逐次アーク消去アルゴリズムを親ノードの多い構造を持つベイジアン・ネットワークに適用し
たシミュレーション実験を行った結果，従来手法（一様事前分布モデル(K2)，MDL）と比較して
も，本手法が従来手法の問題点を改善し，親ノードの多い構造を持つベイジアン・ネットワーク
でも頑健に真の構造を推定できることを示した． 
 
