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Sufficient completeness has been throughly studied for equational specifica-
tions, where function symbols are classified into constructors and defined sym-
bols. But what should sufficient completeness mean for a rewrite theory R =
(Σ,E,R) with equations E and non-equational rules R describing concurrent
transitions in a system? This work argues that a rewrite theory naturally has
two notions of constructor: the usual one for its equations E, and a different one
for its rules R. The sufficient completeness of constructors for the rules R turns
out to be intimately related with deadlock freedom, i.e., R has no deadlocks out-
side the constructors for R. The relation between these two notions is studied in
the setting of unconditional order-sorted rewrite theories with (i) a frozenness
map restricting rewriting with R, and (ii) a context-sensitive map restricting
rewriting with the equations E, as it is possible for specifications in the Maude
language. Sufficient conditions are given allowing the automatic checking of suf-
ficient completeness, and other related properties, by equational tree automata
modulo equational axioms such as associativity, commutativity, and identity.
They are used to extend the Maude Sufficient Completeness Checker from the
checking of equational theories to that of both equational and rewrite theories.
Finally, the usefulness of the proposed notion of constructors in proving induc-
tive theorems about the reachability rewrite relation→R associated to a rewrite
theory R (and also about the joinability relation ↓R) is both characterized and
illustrated with examples.
But that does not matter.
In the next fifty years, Mathematics will emerge as
The Art and Science of Effective Formal Reasoning, and
we shall derive our intellectual excitement from learning
How to Let the Symbols Do the Work. Calculemus!
E.W. Dijkstra, “The next fifty years”
EWD1243.
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1 Introduction
Formal specification and declarative programming of concurrent systems can be
naturally achieved with rewrite theories [36] of the form R = (Σ,E,R), where
(Σ,E) is an equational theory axiomatizing the set of system states as elements
of the initial algebra TΣ/E , and where the system’s concurrent transitions are
axiomatized by the rules R. Equational deduction with the theory (Σ,E) al-
lows for proofs of equalities t = u between Σ-terms, written (Σ,E) ` t = u,
and rewriting logic deduction with the theory R (see [36]) allows for proofs of
sequents of the form t → v, intuitively meaning that state t can reach state v
after a possibly complex combination of zero, one, or more transitions, written
R ` t → v. This paper is concerned with the sufficient completeness and dead-
lock freedom of rewrite theories R, with automatic proof methods for checking
these properties, and with the closely related topic of constructor-based inductive
reasoning for R.
A Running Example. Consider the following system comprising a sender of a
list of numbers, a receiver of such a list, and a communication channel through
which numbers are sent to the receiver, and acknowledgments are sent back
to the sender. It can be specified (with essentially self-explanatory syntax) as
the following rewrite theory CHANNEL=(ΣCHANNEL, ECHANNEL, RCHANNEL) in the Maude
rewriting logic language [10].
mod CHANNEL is
sorts Nat List NilList EmptyChannel Channel Terminal State .
subsorts NilList < List . subsorts Nat EmptyChannel < Channel . subsorts Terminal < State .
op 0 : -> Nat [ctor metadata "rctor"] . op s_ : Nat -> Nat [ctor metadata "rctor"] .
op nil : -> NilList [ctor metadata "rctor"] .
op _;_ : Nat List -> List [ctor metadata "rctor"] . op _@_ : List List -> List .
op mt : -> EmptyChannel [ctor metadata "rctor"] .
op ack : -> Channel [ctor metadata "rctor"] .
op <_:_:_> : List Channel List -> State [ctor] .
op <_:_:_> : NilList EmptyChannel List -> Terminal [ctor metadata "rctor"] .
vars M N : Nat . vars L L’ : List .
eq [ap01] : nil @ L = L . eq [ap02] : (N ; L) @ L’ = N ; (L @ L’) .
rl [send] : < N ; L : mt : L’ > => < L : N : L’ > .
rl [recv] : < L : N : L’ > => < L : ack : L’ @ (N ; nil) > .
rl [ack] : < L : ack : L’ > => < L : mt : L’ > .
endm
Note that the type structure is order-sorted, with sorts sometimes including
smaller subsorts, and with operators sometimes overloaded in smaller subsorts.
The signature ΣCHANNEL is here given by the sorts, subsorts, and operator (op)
declarations, where the list of argument sorts is followed by the result sort. The
constructor (ctor) and rewrite-constructor (metadata "rctor") declarations
are essential for the sufficient completeness and inductive reasoning concepts
and methods discussed below. States of this systems are (ground) terms of sort
State, that is, ground terms of the form < l : c : l′ >, where l is the list of
numbers still to be sent by the sender, c is the current contents of the channel,
and l′ is the list of numbers already received by the receiver. The contents c
can be either a natural number built up with 0 and the successor operator s,
or the empty contents mt, or an acknowledgment ack. Lists of natural numbers
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are defined with the function symbols nil, ; , and @ , with ; a list “cons”
operator, and @ a list append operator. The equations ECHANNEL are labelled
[ap0] and [ap1], and are declared with the eq keyword; they define the append
function in the usual way. The rules RCHANNEL specifying the system’s transitions
are labelled [send],[recv], and [ack], and are declared with the rl keyword.
Rule [send] puts the leftmost number of the sender’s list in the channel if
the channel is empty, rule [recv] appends the number in the channel to the
receiver’s list and sends back an ack, and rule [ack] consumes the ack message
and clears the channel so that a new number can be sent. Note that the sort
Terminal is the subsort of State determined by those states < l : c : l′ > such
that l = nil and c = mt. The intention, of course, is to characterize the terminal
or final states of the system, for which no more transitions are possible.
Sufficient Completeness and Deadlock Freedom. Sufficient completeness
is proved relative to a subsignature of constructor operators. However, since a
rewrite theory comprises deduction with both equations E and rules R, the
present work argues that there are two different notions of constructors for R,
and therefore two different notions of sufficient completeness with quite different
meanings:
1. equational constructors, or E-constructors, are specified by a subsignature
Ω ⊆ Σ, and then E-sufficient completeness is the usual requirement that for
each sort s and each ground term t ∈ TΣ of that sort there is a ground term
u ∈ TΩ of sort s such that (Σ,E) ` t = u, and
2. rewrite constructors, or R-constructors, are specified by a subsignature Υ ⊆
Σ, and then R-sufficient completeness is the different requirement that for
each sort s and each ground term t ∈ TΣ of that sort there is a ground term
v ∈ TΥ of sort s such that R ` t→ v.
Intuitively, E-sufficient completeness means that the operators in Σ−Ω are
fully defined by means of the equations E, so any ground term can be proved
equal by E to one where only operators in Ω are used. The ctor keyword is used
above for this purpose. Note that the only symbol not having the ctor declara-
tion is the list append operator @ . Therefore, ECHANNEL-sufficient completeness
is the claim that @ is fully defined by the equations [ap0] and [ap1].
How should R-sufficient completeness be intuitively understood? First of all,
note that, because of rewriting logic’s equality rule (see [9]), whenever there
is a proof of (Σ,E) ` t = u there is also a (zero-step) proof of R ` t → u.
That is, since the states of R are E-equivalence classes of terms [t]E , there is
already a representative term u ∈ [t]E with u ∈ TΩ , so that E-constructors
are trivially R-constructors. Therefore, for R-constructors to have any teeth, a
more restrictive subsignature Υ ⊆ Ω is needed, so that each ground Σ-term of
a given sort reaches nontrivially a ground Υ -term of the same sort. R-sufficient
completeness then provides an algebraic notion of deadlock freedom, that is,
of proper termination. A concurrent system design often has an intended set
P of goal states that any computation should ultimately reach. A system is
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then called deadlock-free outside P iff all terminal system states belong to P .
Therefore, R-sufficient completeness implies that R is deadlock free outside TΥ .
In the CHANNEL example, Υ is specified by the operators having the metadata
"rctor" declaration. Since only terms of sort State can be rewritten by the rules
RCHANNEL, the key point is that only the subsort-smallest version of the operator
op <_:_:_> : NilList EmptyChannel List -> Terminal [ctor metadata "rctor"] .
has the metadata "rctor" declaration. This means that every state is expected
to be rewritable with RCHANNEL to one of the form < nil : mt : l >. It is easy to
see by inspection of the rules in RCHANNEL that all such states are terminal states.
Section 5 shows that, conversely, all terminal states are of that form.
Automatic Proof Methods. This work also investigates automatic sufficient
completeness proof methods based on equational tree automata under appro-
priate left-linearity assumptions, and it reports on their implementation in an
extension of Maude’s Sufficient Completeness Checker (SCC) [24]. The need for
equational tree automata, as opposed to just standard tree automata, comes
from the fact that the equations E in many rewrite theories R = (Σ,E,R) nat-
urally decompose as a disjoint union E = G ∪ A, where A is a set of structural
axioms such as associativity, and/or commutativity, and/or identity for some
operators in Σ, and the equations G are (ground) confluent and terminating
modulo A.
Inductive Reasoning. It is well-known that E-constructors are essential for
inductive equational reasoning, i.e., reasoning about the theorems satisfied by the
initial algebra TΣ/E . For instance, in the CHANNEL example the ctor declaration
for nil and ; can be used to prove by structural induction that append is asso-
ciative, i.e., that TΣCHANNEL/ECHANNEL |= (∀l, l′, l′′ : List) l@(l′@l′′) = (l@l′)@l′′. This
paper shows that R-constructors (and also E-constructors) play a similarly cru-
cial role in reasoning about inductive reachability properties of the initial model
TR of the rewrite theory R, which intuitively models the states and concurrent
computations of the system defined by R. For example, it presents a detailed
proof of the fact that TCHANNEL satisfies the inductive ground reachability property
TCHANNEL |= (∀l, l′ : List) < l : mt : nil >→< nil : mt : l′ > =⇒ l = l′
from which it is easy to show that: (i) all sequences of numbers in the sender
are fully received in order by the receiver; and (ii) the protocol terminates with
the sent list in the receiver, the sender with empty list, and the channel empty.
This work also shows that inductive reasoning about ground joinability, that is,
about the relation ↓R , which can be used to show that rewriting is confluent
on ground terms, also depends crucially on using R-constructors.
Generalization to Generalized Rewrite Theories. One last contribution
of this work is to generalize the notions of constructors, sufficient completeness,
deadlock freedom, the equational tree automata methods of checking sufficient
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completeness and deadlock freedom, and the role of R constructors (and E-
constructors) in reasoning about inductive reachability and joinability properties
to the case of generalized rewrite theories of the form R = (Σ,E,R, φ) (see [9]),
where the additional component φ maps each operator f or n arguments to
a subset φ(f) ⊆ {1, . . . , n} of its frozen argument positions, so that rewriting
with R under such positions is forbidden. Note that a standard rewrite theory
R = (Σ,E,R) can now be seen as the special case R = (Σ,E,R,⊥), where
⊥(f) = ∅ for each function symbol f . Such a frozenness map φ is very natural in
various applications; therefore a more general theoretical treatment in this form
is given. This generalization achieves, for the sufficient completeness of rules R
with frozenness constraints φ, proof methods (and tool support in the extended
version of the Maude SCC presented here), which are similar to those developed
in [26] at the equational level for algebraic specifications where the equations E
are applied with a context-sensitive rewriting restriction map µ.
Outline. Section 2 gathers preliminaries on rewrite theories. Section 3 gives
the main definitions and theorems about sufficient completeness and deadlock
freedom of generalized rewrite theories. Section 4 covers the tree automata foun-
dations of the automated checking of these properties for such theories in the
left-linear case, and the extension of the Maude SCC tool supporting such check-
ing. Section 5 discusses the crucial relationship of constructors for generalized
rewrite theories to inductive reasoning for both ground reachability and ground
joinability. Section 6 discuses related work, including the relationship to the al-
ready cited [26] and to the recent work by I. Gnaedig and H. Kirchner [19], and
Section 7 presents some concluding remarks. Additional background on order-
sorted equational logic and on generalized rewrite theories are gathered in the
appendices.
2 Preliminaries
2.1 Order-sorted Generalized Rewrite Theories and the Initial
Reachability Model TR
Rewriting logic [36] is parametric on the underlying equational logic. Order-
sorted equational logic is used as the the underlying equational logic throughout
the paper. In an order-sorted signature Σ = (S, F,≤), the sorts S form a poset
(S,≤) and the function symbols in F can be subsort overloaded (like + for Nat,
Int, and Rat). The existence of a subset K ⊆ S of top sorts is assumed, one per
connected component of (S,≤), and each operator f ∈ Fs1...sn,s is also assumed
to be declared at the level of its top sorts f ∈ Fk1...kn,k (see Appendix A).
Definition 1. An (unconditional) order-sorted generalized rewrite theory (GRT)
is a tuple R = (Σ,E,R, φ), where:
– ER = (Σ,E) is an (unconditional) order-sorted equational theory,
– R is a set of universally quantified (unconditional) rewrite rules of the form
l→ r with l, r ∈ TΣ(X)k for some top sort k ∈ K, and
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– φ : Σ −→ Posfin(N), called a frozenness map, is a map assigning to each
fs1...sn,s in Σ a finite set φ(f) ⊆ {1, . . . , n} of its frozen positions, under
which it is forbidden to perform any rewrite with the rules in R; furthermore,
if fs′1...s′n,s′ is a subsort-overloaded version of fs1...sn,s, then φ(f) is the same
set for both versions.
Positions in a term are denoted by strings of natural numbers, indicating the
sequences of branches from the root to each subterm. Pos(t) denotes the (set of
all) positions of the term t ∈ TΣ(X). Given a position pi ∈ Pos(t), tpi and pi(t)
denote, respectively, the subterm of t occurring at position pi, and the topmost
operator in tpi. For , the empty position, t denotes the whole term t. Given a
set C of function symbols, PosC(t) denotes the set of positions of the subterms
of t whose root symbol is in C, that is, PosC(t) = {pi ∈ Pos(t) | tpi ∈ C}. For
Σ = (S, F,≤), let PosΣ(t) = PosF (t), for all t ∈ TΣ(X).
Given a GRT R = (Σ,E,R, φ) and a term t ∈ TΣ(X), the subterm tpi at
position pi is called frozen if there are two positions pi1, pi2 and a natural number
n such that pi = pi1.n.pi2 and n ∈ φ(pi1(t)). Posφ(t) denotes the set of frozen
positions of the term t under the frozenness map φ. The occurrence of tpi is
called unfrozen if it is not frozen. Given t ∈ TΣ(X), the variable x ∈ X is frozen
in t if there exists a frozen occurrence of x in t, otherwise it is called unfrozen.
For all f in Σ, let φ = {1, . . . , n}−φ(f). ⊥ represents the unique Σ-map φ such
that φ(f) = ∅, for each f in Σ of arity n, and > = ⊥ by definition. φ(t) and φ(t)
represent, respectively, the set of frozen and unfrozen variables of t. Analogously,
φ(t1, . . . , tn) (respectively, φ(t1, . . . , tn)) represents the set of variables for which
a frozen occurrence appears in at least one ti (respectively, the variables that
are unfrozen in all ti).
Sentences in rewriting logic are sequents (∀X) t → u, with t, u ∈ TΣ/E(X)k
for some top sort k ∈ K. A GRT R entails a sequent (∀X) t → u, written R `
(∀X) t→ u, iff (∀X) t→ u can be obtained by finite application of the deduction
rules in [9]. For an equality (∀X) t = u, R ` (∀X) t = u iff ER ` (∀X) t = u.
Definition 2. Given a pair (Σ,φ), with Σ an order-sorted equational signature
and φ a frozenness map, a (Σ,φ)-reachability model is a pair A→ = (A,→A)
where:
– A = (A, ιA) is an (order-sorted) Σ-algebra, and
– →A= {→A,k}k∈K is a K-indexed family of binary relations, with →A,k⊆
A2k such that →A,k is reflexive and transitive, and for each fk1...kn,k in Σ
such that φ(f) = {i1, . . . , im} 6= ∅, whenever a1 ∈ Ak1 , . . . , an ∈ Akn , and
aij →Akij a
′
ij
for 1 ≤ j ≤ m, then fA(a1, . . . , ai1 , . . . , aim , . . . , an) →A,k
fA(a1, . . . , a′i1 , . . . , a
′
im
, . . . , an).
Given a GRT R = (Σ,E,R), the initial reachability model of R, denoted by
TR = (TΣ/E ,→R), has the initial (Σ,E)-algebra TΣ/E for its states and satisfies
[t]E →R [u]E iff R ` t → u, for t, u ∈ TΣ. See [9] for a detailed description of
TR.
8
2.2 The Canonical Reachability Model CanR
Rewriting logic’s rules of deduction [9] allow for correct reasoning about a GRT
R = (Σ,E,R, φ). But because they are based on the equational deduction re-
lation =E , which is in general undecidable, it may be undecidable whether just
a one-rewrite inference step [t]E
1→R [u]E can be taken. Furthermore, even if
deduction with E is decidable, there may be an infinite number of terms in E-
equivalence classes; so, an infinite search may be needed to find a term t′ ∈ [t]E
that can be rewritten with the rules in R. Therefore, the most useful rewrite
theories satisfy some executability conditions under which the relation →R can
be reduced to simpler forms of rewriting.
First, it is reasonable to have a disjoint union E ∪ A of sets of equations in
R = (Σ,E∪A,R, φ), with A a collection of axioms (such as associativity, and/or
commutativity, and/or identity) for which there exists a matching algorithm
modulo A producing a finite number of A-matching substitutions, or failing oth-
erwise. The second condition is that E should be ground sort-decreasing, ground
confluent, and ground strongly-normalizing modulo A. This means that in the
rewrite theory RE = (Σ,A,−→E ,⊥), where −→E = {(∀X) l → r | (∀X) l = r ∈ E},
with simpler rewrite relation →RE : (i) for each s ∈ S and [t]A ∈ TΣ/A,s,
[t]A →RE [u]A implies [u]A ∈ TΣ/A,s, and (ii) for each sort s ∈ S and for
each [t]A ∈ TΣ/A,s all maximal 1→RR/A -sequences beginning with [t]A terminate
in a unique A-equivalence class [canΣ,E/A(t)]A ∈ TΣ/A,s, called the E-canonical
form of [t]A. The third condition is that the rules R should be ground coherent
relative to the equations E modulo A [40] (w.r.t. φ). This precisely means that,
in the rewrite theories RE = (Σ,A,−→E ,⊥) and RR = (Σ,A,R, φ) (which have
decidable rewrite relations →RE and →RR/A because of the assumptions on A),
for each A-equivalence class [t]A such that [t]A
1→RR/A [u]A there is a rewrite
[canΣ,E/A(t)]A
1→RR/A [v]A such that [canΣ,E/A(u)]A = [canΣ,E/A(v)]A. Intu-
itively, ground coherence means that any rewriting with R modulo E ∪ A can
be equivalently achieved by adopting the strategy of first simplifying a term to
canonical form with E modulo A, and then applying a rule in R modulo A.
Definition 3. R = (Σ,E ∪A,R, φ) is called executable iff it satisfies the three
executability conditions above.
Proposition 1. Let R = (Σ,E∪A,R, φ) be executable, with order-sorted signa-
ture Σ = (S, F,≤). Define the canonical reachability model CanR = (CanΣ,E/A,
→CanR), where:
– CanΣ,E/A is the canonical term algebra CanΣ,E/A = ({CanΣ,E/A,s}s∈S ,
ιCanΣ,E/A), where for each s ∈ S, CanΣ,E/A,s = {[canΣ,E/A(t)]A ∈ TΣ/A |
t ∈ TΣ,s}, and where the Σ-algebra structure ιCanΣ,E/A is defined for each
f ∈ F by the definitional equality
fCanΣ,E/A([t1]A, . . . , [tn]A) = [canΣ,E/A(f(t1, . . . , tn))]A and,
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– →CanR={([canΣ,E/A(t)]A, [canΣ,E/A(u)]A) |R ` t→ u′∧u′ ∈ [canΣ,E/A(u)]A}.
Then the initial reachability model TR and the canonical reachability model CanR
are isomorphic (written TR ∼= CanR).
3 Sufficient Completeness and Deadlock Freedom
This section proposes two different notions constructors and of sufficient com-
pleteness for an order-sorted generalized rewrite theory R, and relates R-con-
structors to deadlock freedom. Another important notion is the definition of the
class of simple generalized rewrite theories; these are specifications in rewriting
logic for which it is sound and complete, relative to reachability analysis, to
ignore the semantic distinction between equations and rules at the operational
level, even in the presence of strategy information for both equations and rules.
Definition 4. Let R = (Σ,E,R, φ) be a GRT. A constructor signature pair
for R is a pair (Υ,Ω) of order-sorted sub-signatures Υ = (S, FΥ ,≤) ⊆ Ω =
(S, FΩ ,≤) ⊆ Σ = (S, F,≤). The set TΩ = {TΩ,s}s∈S is called the S-sorted set
of E-constructor terms, and the S-sorted set CΥR = {CΥR,s}s∈S ⊆ TΩ is called
the set of R-constructor terms and it is defined by the condition t ∈ CΥR,s iff
t ∈ TΩ,s ∧ Posφ(t) ⊆ PosΥ (t), for each s ∈ S.
The intuition behind E-constructor terms is the traditional one: that any
ground Σ-term should be provably equal to a term in TΩ . The intuition about R-
constructor terms is that any Σ-term should be rewritable after a finite number
of steps to a term in CΥR. Of course, these are claims about R that need to be
verified. Note that in Definition 4, if φ = ⊥ then CΥR = TΥ , that is, the R-
constructor terms then coincide with the Υ -terms. The somewhat subtle point is
that, because of frozen positions in some of the operators in Ω, frozen subterms
may not be rewritable at all with R, and therefore they may still be Ω-terms
and not Υ -terms.
The notion of sufficient completeness of a rewrite theory R relative to a
constructor signature pair (Υ,Ω) is the expected one (i.e., Ω are the constructors
for the equations, and Υ the constructor for the rules), and includes as a special
case the standard concept of constructor for equational specifications.
Definition 5. Let R = (Σ,E,R, φ) have signature Σ = (S, F,≤), and let (Υ,Ω)
be a constructor signature pair. R is called:
1. E-sufficiently complete relative to Ω iff
(∀s ∈ S)(∀t∈TΣ,s)(∃u∈ TΩ,s) ER ` t = u,
2. R-sufficiently complete relative to Υ iff
(∀s ∈ S)(∀t∈TΣ,s)(∃v∈ CΥR,s)R ` t→ v, and
3. sufficiently complete relative to (Υ,Ω) iff (1) and (2).
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The constructors Ω are called E-constructors, and the constructors Υ are called
R-constructors.
Definition 5 makes explicit use of sort information by requiring the witnesses
u and v to have sort less or equal than the sort s of t. This sort requirement can
be crucial, for example, when inducting on a variable xs of sort s.
Note that Definition 5 does not yet make any use of the executability assump-
tions about R. Under such assumptions, the notion of sufficient completeness for
R = (Σ,E ∪ A,R, φ) can be further sharpened by relating it to two other fun-
damental concepts, namely, those of the canonical term algebra CanΣ,E/A for
(Σ,E ∪A) (see Proposition 1), and the set NormR/A of R-normal forms of R.
Definition 6. Let R = (Σ,E ∪ A,R, φ) be executable. The S-sorted family of
sets NormR/A ⊆ CanΣ,E/A, called the family of R-terminal states of CanR, is
defined for each s ∈ S by the condition [t]A ∈ NormR/A,s iff [t]A ∈ CanΣ,E/A,s
and ( 6 ∃u ∈ TΣ)R ` t 1→ u. Call R ground weakly-normalizing (modulo A) iff
(∀t∈ TΣ)(∃[v]A ∈NormR/A)R ` t→ v, and ground sort-decreasing (modulo A)
iff [t]A ∈ TΣ/A,s and [t]A 1→RR/A [u]A imply [u]A ∈ TΣ/A,s.
Theorem 1. Let R = (Σ,E∪A,R, φ) with Σ = (S, F,≤) be executable, ground
weakly-normalizing and ground sort-decreasing, and let (Υ,Ω) be a constructor
signature pair. If:
1. CanΣ,E/A ⊆ TΩ/A, and
2. NormR/A ⊆ CΥR/A (where, by definition, for each s ∈ S, CΥR/A,s = {[t]A |
t ∈ CΥR,s}),
then R is sufficiently complete relative to (Υ,Ω).
Proof. Since for each s ∈ S, t ∈ TΣ,s, E∪A ` t = canΣ,E/A(t), and, by E ground
sort-decreasing modulo A, [canΣ,E/A(t)]A ∈ CanΣ,E/A,s, (1) implies E ∪ A-
sufficiently completeness relative to Ω. Since R is ground weakly normalizing
and ground sort-decreasing, for each s ∈ S and each t ∈ TΣ,s there is a [v]A ∈
NormR/A, s such thatR ` t→ v, and by (2) there is a v′ ∈ CΥR,s s.t. [v]A = [v′]A,
so that R ` t→ v′, which implies R-sufficiently completeness relative to Υ . uunionsq
Definition 7. R = (Σ,E ∪ A,R, φ) is called canonically sufficiently complete
relative to (Υ,Ω) iff it is executable, ground weakly-normalizing, ground sort-
decreasing, and satisfies conditions (1) and (2) in Theorem 1. Furthermore,
1. Ω is called a signature of E-free constructors modulo A iff CanΩ,E/A =
TΩ/A, and
2. Υ is called a signature of R-terminal constructors iff NormR/A = CΥR/A.
By definition (see Section 1), condition (2) in Theorem 1 exactly means that
R is deadlock free outside CΥR/A. Therefore, if R is canonically sufficiently com-
plete relative to (Υ,Ω), then it is deadlock free outside CΥR/A. The S-sorted sets
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TΩ/A and C
Υ
R/A provide respective envelopes containing the key sets CanΣ,E/A
(the set of states of CanR) and NormR/A (the set of terminal states of CanR).
Furthermore, if Ω is a signature of E-free constructors modulo A, and Υ is
a signature of R-terminal constructors, these envelopes are tight, in the sense
that TΩ/A and TΥ/A exactly characterize CanΣ,E/A and NormR/A, respectively.
Figure 1 depicts the containment relationships between these S-sorted sets of
terms.
Fig. 1. Containment relationships between the sets of terms associated to a canonically
sufficiently complete GRT R = (Σ,E∪A,R, φ) with constructor signature pair (Υ,Ω).
3.1 Sufficient Completeness of Simple Generalized Rewrite Theories
For purposes of checking canonical sufficient completeness of a ground weakly-
normalizing and ground sort-decreasing rewrite theory R = (Σ,E ∪ A,R, φ), it
is helpful to find simple conditions under which the rewrite relations →E/A and
→R/A can be jointly captured by a single rewrite relation. This is not entirely
straightforward, because frozenness requirements apply to R but not necessarily
to E.
To better understand the problem, it is helpful to slightly generalize the
notion of GRT to that of a Generalized Rewrite Specification (GRS), explained
in detail in Appendix B. The key idea is that languages like Maude support more
general specifications of the form S = (Σ,E ∪A,µ,R, φ), where (Σ,E ∪A,R, φ)
is a GRT, and where µ assigns to each fk1...kn,k in Σ, a subset µ(f) = {1, . . . , n}
of its E-reducible positions (i.e. positions where it is allowed to simplify terms
12
with the equations E). Note that the complement µ of µ is a frozenness map for
the GRT (Σ,A,
−→
E ,µ).
As explained in [26], under appropriate executability conditions, the notion
of canonical term algebra CanΣ,E/A can be relativized to a map µ specifying
E-reducible positions, yielding an algebra CanµΣ,E/A. The way to combine→E/A
and →R/A into a single rewrite relation →E∪R/A without changing the math-
ematical semantics of the given GRT R is then, in essence: (i) to require that
µ = φ, so that →E/A and →R/A obey the same frozenness constraints, and (ii)
to further require that the canonical term algebra remains unchanged. This is
captured by the following notion of simple generalized rewrite theory.
Definition 8. Let R = (Σ,E ∪ A,R, φ) be executable. Then R is a simple
generalized rewrite theory (SGRT) iff CanΣ,E/A ∼= CanφΣ,E/A.
Consider the GRS BAG-CHOICE+CARD = (ΣBCC, EBCC ∪ABCC, µBCC, RBCC, φBCC).
Intuitively, the equations EBCC = {[card0], [card1]} define the cardinality of any
bag (or multiset) of natural numbers, and the rewrite rule [choice] non-deter-
ministically chooses an element of a non-empty bag of natural numbers.
mod BAG-CHOICE+CARD is
sorts Nat .
op 0 : -> Nat [ctor metadata "rctor"] .
op s_ : Nat -> Nat [ctor metadata "rctor"] .
sorts NeBag Bag .
subsort Nat < NeBag < Bag .
op mt : -> Bag [ctor metadata "rctor"] .
op __ : Bag Bag -> Bag [assoc comm id: mt ctor] .
op |_| : Bag -> Nat [strat(0) frozen(1)] .
eq [card0] : | mt | = 0 .
eq [card1] : | N:Nat B:Bag | = s | B:Bag | .
rl [choice] : N:Nat NeB:NeBag => N:Nat .
endm
In Maude, µBCC is declared with the attribute keyword strat which always
begins with a 0 and is followed by the numbers i1, . . . , im such that µ(f) =
{i1, . . . , im}. Instead, φBCC is declared with the attribute keyword frozen (see [11]
for details). Then, for this specification, µBCC(| |) = ⊥ = > = φBCC(| |), and
µBCC(f) = > = ⊥ = φBCC(f) for any f ∈ {0, s, mt, }. φBCC prevents the rewrite
rule [choice] from performing any rewrites below any occurrence of the car-
dinality function symbol | | in any ΣBCC-term, which is necessary to avoid the
cardinality of a bag itself to be rewritten to smaller cardinalities. Observe that
µBCC = φBCC. Furthermore, whether CanΣBCC,EBCC/ABCC and Can
µBCC
ΣBCC,EBCC/ABCC
coincide
is a decidable property [26] that can be automatically checked by Maude’s SCC
tool for this specification. Moreover, the executability conditions in Section 2.2
can also be checked automatically. (See Appendix C for mechanical proofs of
these latter claims.) In this case, the GRT (ΣBCC, EBCC ∪ ABCC, RBCC, φBCC) is in-
deed a SGRT.
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As an important remark, observe that any GRT (Σ,E ∪ A,R, φ) satisfying
the executability conditions given in Section 2.2 for the special cases when E = ∅
or φ = ⊥ is trivially a SGRT, i.e., when φ and µ are ignored, all rewrite theories
are inherently SGRTs.
Definition 9. For any SGRT R = (Σ,E ∪ A,R, φ) define the GRTs R̂E =
(Σ,A,
−→
E , φ) and R̂ = (Σ,A,−→E ∪R,φ).
Although R̂E and R̂ ignore at the operational level the semantic distinction
between the equations E and the rules R of R, these two GRTs are sound
and complete relative to reachability analysis with respect to R, even in the
presence of strategy and frozenness information for the equations E and the
rules R, respectively. The key observations are that under suitable executability
assumptions: (i) the sets CanΣ,E/A and NormR̂E/A coincide, and (ii) the sets
NormR̂/A and NormR/A also coincide, even though R̂ has a simpler rewrite
relation than R. These claims are verified in Theorem 2.
Theorem 2. Let R = (Σ,E∪A,R, φ) be an executable and ground sort-decreasing
SGRT. Then
1. NormR̂E/A = CanΣ,E/A, and
2. NormR̂/A = NormR/A.
Proof. Let Σ = (S, F,≤). For (1) observe that the since R is executable and it is
a SGRT, it follows that NormR̂E/A = Can
φ
Σ,E/A = CanΣ,E/A. For (2) first note
that NormR̂/A ⊆ NormR̂E/A because
−→
E ⊆ −→E ∪ R, and NormR̂/A ⊆ CanΣ,E/A
by (1). Let t ∈ TΣ,s and observe: [t]A ∈ NormR̂/A,s iff [t]A ∈ CanΣ,E/A,s and
(6 ∃[u]A ∈ TΣ/A) s.t. [t]A 1→RR [u]A iff (by ground coherence) [t]A ∈ CanΣ,E/A,s
and ( 6 ∃u′ ∈ TΣ) s.t. R ` t 1→ u′ iff (by definition) [t]A ∈ NormR/A. Therefore
NormR̂/A = NormR/A, as desired. uunionsq
4 Checking Sufficient Completeness Properties with PTA
Tree automata techniques have been used to check the sufficient completeness
of equational specifications, e.g., [14, 26, 24]. Given a constructor signature pair
(Υ,Ω) for an SGRT R = (Σ,E ∪ A,R, φ), this section introduces sufficient
conditions under which the problems of deciding whether: (i) R is canonically
sufficiently complete relative to (Υ,Ω), (ii) Ω is a signature of E-free constructors
modulo A, and (iii) Υ is signature of R-terminal constructors, can all be reduced
to emptiness checks of languages recognized by propositional tree automata. The
treatment here generalizes that of [26, 24], where such automata were used to
check E-sufficient completeness of order-sorted (equational) specifications.
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4.1 Propositional Tree Automata
Propositional Tree Automata [27] (PTA) extend traditional equational tree au-
tomata by allowing inputs to range over a many-kinded signature instead of over
an unsorted signature, recognition is done modulo axioms, and an input term is
accepted if its set of reachable states satisfies a given proposition.
Definition 10. A propositional tree automaton is a tuple A = (K,F,Q, Γ,A,∆)
where
– (K,F ) is a many-kinded signature, i.e., a set K of kinds and a K∗ × K-
indexed set F of function symbols,
– Q = {Qk}k∈K is a K-indexed set of pairwise disjoint sets of states such that
Qk ∩ F,k′ = ∅ for each k, k′ ∈ K,
– Γ = {γk}k∈K is a K-indexed set of Boolean propositions where the atoms in
each γk are the states in Qk,
– A is a set of unconditional (K,F )-equational axioms, and
– ∆ is a set of transition rules of the form f(p1, . . . , pn)→ q, or p→ q, for
some k ∈ K, p, q ∈ Qk, f ∈ Fk1...kn,k, and each pi ∈ Qki .
A PTA A can be regarded as a RT RA, so that L(A), the language accepted
by A, can be defined in terms of reachability in RA.
Definition 11. Let A = (K,F,Q, Γ,A,∆) be a PTA, and let Σ = (K,F ∪
Q, ∅), where each q ∈ Qk is viewed as a constant of kind k ∈ K. Then, RA =
(Σ,A,∆,⊥) is the associated RT of A and the move relation →A is the binary
relation defined by t →A u iff [t]A 1→RA [u]A, for t, u ∈ TΣ. Let ReachA,k :
TΣ −→ P(Qk) be the map t 7→ {q ∈ Qk | t ∗→A q}, for each k ∈ K. Then,
L(A) = {L(A)k}k∈K , where L(A)k = {t ∈ TΣ,k | ReachA,k(t) |= γk}, and where
|= denotes the satisfaction relation of propositional logic.
When the emptiness problem for PTA is decidable, other typical decision
problems, such as inclusion, universality and intersection-emptiness are all de-
cidable due to the Boolean closure properties of PTAs. As shown in [27], when
A is any combination of associativity, commutativity and identity axioms, but
excluding the case in which there is an associative but not commutative symbol
in A, the emptiness problem for PTA is decidable. In the special case in which
there are associative but not commutative symbols in A, machine learning tech-
niques can be applied to create a semi-decision procedure which can always show
non-emptiness, and can show emptiness under certain regularity conditions [27].
Definition 12. R = (Σ,A,R) is PTA-checkable iff
– R is ground weakly normalizing and ground sort-decreasing,
– Sk ∩ F,k = ∅ for each k ∈ K,
– the axioms A are any combination of associativity, commutativity and iden-
tity axioms, except for the cases in which a symbol is associative but not
commutative, and
– every rule in R is of the form f(t1, . . . , tn)→ t, with f(t1, . . . , tn) linear.
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4.2 Checking Canonical Sufficient Completeness
An executable SGRT R = (Σ,E ∪ A,R, φ), with signature Σ = (S, F,≤), is
not canonically sufficiently complete relative to the constructor signature pair
(Υ,Ω) iff there is a sort s ∈ S and a term t ∈ TΣ,s such that either (i) [t]A ∈
NormR̂E/A,s ∩ (TΣ/A,s − TΩ/A,s) or (ii) [t]A ∈ NormR̂/A,s ∩ (TΣ/A,s − CΥR/A,s).
Under PTA-checkability, canonical sufficient completeness can be reduced to an
emptiness problem of PTAs by constructing two automata that accept precisely
those terms t ∈ TΣ,s such that [t]A satisfies (i) or (ii).
Theorem 3 extends to SGRTs Theorem 9 in [26] for context-sensitive equa-
tional specifications.
Theorem 3. Let R = (Σ,E∪A,R, φ) be an executable, ground weakly-normalizing
and ground sort-decreasing SGRT, and let (Υ,Ω) be a constructor signature
pair for R. If R̂E and R̂ are PTA-checkable, then there are PTAs AE and
AE∪R such that R is canonically sufficiently complete relative to (Ω, Υ ) iff
L(AE) ∪ L(AE∪R) = ∅.
Proof. First, the construction of AE∪R is shown in detail. A s-context is a term C
in which a subterm t of sort s has been replaced by a s-hole, here signified by s.
The symbol  is the simplest context. If C is a s-context and t is a term of sort
s, then C[t] indicates C with s replaced by t. At the same time, C[t] indicates
that the term C contains an occurrence of the subterm t. Let Σ = (S, F,≤), and
define ΣK = (K,FK). Define IE∪R = {t | C[t] ∈ lhs(−→E ∪R) ∧ t /∈ X ∧ C 6= },
and construct AE∪R = (ΣK , Q, ΓCSC, ∆E∪R) as follows:
– Q = {Qk}k∈K with Qk = {rk} ∪ {cs | s ∈ S} ∪ {ps | s ∈ S} ∪ {pu |u ∈
IE∪R ∩ TΣ,k},
– ΓCSC = {γk}k∈K with γk = ¬rk ∧
∨
s∈[k]≤ ps ∧ ¬cs, and
– ∆E∪R = {f(ps1 , . . . , psn)→ ps | f ∈ Fs1...sn,s}
∪ {c(rep1c(s1), . . . , repnc (sn))→ cs | c ∈ Υs1...sn,s}
∪ {ps → ps′ | s, s′ ∈ S ∧ s < s′}
∪ {cs → cs′ | s, s′ ∈ S ∧ s < s′}
∪ {f(pt1 , . . . , ptn)→pf(t1,...,tn) | f(t1, . . . , tn)∈IE∪R}
∪ {f(pt1 , . . . , ptn)→ rk | f(t1, . . . , tn) ∈ TΣ,k ∩ lhs(
−→
E ∪R)}
∪ {f(pk1 , . . . , rki , . . . , pkn)→ rk | f ∈ FKk1...kn,k ∧ i ∈ φ(f)},
where repic(s) equals cs if i ∈ φ(c), and ps otherwise.
Let t ∈ TΣ . By structural induction on t, it follows that t→AE∪R ps iff t ∈ TΣ,s.
A similar inductive argument shows that t→AE∪R pu iff there is a substitution
θ such that t = uθ. This implies that t→AE∪R rk iff there is an unfrozen context
C, ground substitution θ, and rule l→ r ∈ −→E ∪R such that t = C[lθ]. From an
inductive argument, it also follows that t →AE∪R cs iff t ∈ TΣ,s and Posφ(t) ⊆
PosΥ (t). Hence, t ∈ L(AE∪R)k iff [t]A ∈ NormR̂/A,k and [t]A /∈ CΥR/A,k. The
construction and proof for AE are entirely similar to those for AE∪R, with
AE = (ΣK , Q, ΓCSC , ∆E), where ∆E is defined as ∆E∪R but omitting the rules
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R (with the appropriate E-constructors Ω and IE). By mimicking the argument
above, it is straightforward to show that t ∈ L(AE)k iff [t]A ∈ NormR̂E/A,k and
[t]A /∈ TΩ/A,k. uunionsq
4.3 Checking Signatures of E-free and R-terminal Constructors
Recall that if a SGRT R = (Σ,E ∪ A,R, φ), with signature Σ = (S, F,≤),
is canonically sufficiently complete relative to (Υ,Ω), then: (i) Ω is an E-free
constructor signature iff (∀s ∈ S) TΩ/A,s − NormR̂E/A,s = ∅; and (ii) Υ is an
R-terminal constructor signature iff (∀s ∈ S) CΥR/A,s −NormR/A,s = ∅.
Theorem 4. Let R = (Σ,E ∪ A,R, φ) be an SGRT that is canonically suffi-
ciently complete relative to (Ω, Υ ), and with R̂E and R̂ PTA-checkable. Then
there are PTAs FE and GE∪R such that Ω is a signature of E-free construc-
tors modulo A iff L(FE) = ∅, and Υ is signature of R-deadlock constructors iff
L(GE∪R) = ∅.
Proof. Let Σ = (S, F,≤), and let ΣK = (K,FK). Define IE = {t | C[t] ∈
lhs(
−→
E )∧ t /∈ X ∧C 6= }, and IE∪R = {t | C[t] ∈ lhs(−→E ∪R)∧ t /∈ X ∧C 6= }.
The construction of FE = (ΣK , QE , ΓE , ∆E) is as follows:
– QE = {QE,k}k∈K with QE,k = {rEk } ∪ {cs | s ∈ S} ∪ {ps | s ∈ S} ∪ {pu |u ∈
IE ∩ TΣ,k},
– ΓE = {γE,k}k∈K with γE,k = rEk ∧
∨
s∈[k]≤ ps ∧ cs, and
– ∆E = {f(ps1 , . . . , psn)→ ps | f ∈ Fs1...sn,s}
∪ {c(cs1 , . . . , csn)→ cs | c ∈ Ωs1...sn,s}
∪ {ps → ps′ | s, s′ ∈ S ∧ s < s′}
∪ {cs → cs′ | s, s′ ∈ S ∧ s < s′}
∪ {f(pt1 , . . . , ptn)→pf(t1,...,tn) | f(t1, . . . , tn)∈IE}
∪ {f(pt1 , . . . , ptn)→ rEk | f(t1, . . . , tn) ∈ TΣ,k ∩ lhs(
−→
E )}
∪ {f(pk1 , . . . , rEki , . . . , pkn)→ rEk | f ∈ FKk1...kn,k}.
The construction of GE∪R = (ΣK , QE∪R, ΓE∪R, ∆E∪R) is as follows:
– QE∪R = {QE∪R,k}k∈K with QE∪R,k = {rEk , rRk } ∪ {cs | s ∈ S} ∪ {ps | s ∈
S} ∪ {pu |u ∈ IE∪R ∩ TΣ,k},
– ΓE∪R = {γE∪R,k}k∈K with γE∪R,k = rRk ∧ ¬rEk ∧
∨
s∈[k]≤ ps ∧ cs, and
– ∆E∪R = {f(ps1 , . . . , psn)→ ps | f ∈ Fs1...sn,s}
∪ {c(rep1c(s1), . . . , repnc (sn))→ cs | c ∈ Υs1...sn,s}
∪ {ps → ps′ | s, s′ ∈ S ∧ s < s′}
∪ {cs → cs′ | s, s′ ∈ S ∧ s < s′}
∪ {f(pt1 , . . . , ptn)→pf(t1,...,tn) | f(t1, . . . , tn)∈IE∪R}
∪ {f(pt1 , . . . , ptn)→ rEk | f(t1, . . . , tn) ∈ TΣ,k ∩ lhs(
−→
E )}
∪ {f(pt1 , . . . , ptn)→ rRk | f(t1, . . . , tn) ∈ TΣ,k ∩ lhs(R)}
∪ {f(pk1 , . . . , rEki , . . . , pkn)→ rEk | f ∈ FKk1...kn,k}
∪ {f(pk1 , . . . , rRki , . . . , pkn)→ rRk | f ∈ FKk1...kn,k ∧ i ∈ φ(f)},
where repic(s) equals cs if i ∈ φ(c), and ps otherwise.
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Let t ∈ TΣ . By structural induction on t, it follows that t →FE ps (resp.
t →GE∪R ps) iff t ∈ TΣ,s. A similar inductive argument shows that t →FE pu
(resp. t→GE∪R pu) iff there is a substitution θ such that t = uθ. This implies that:
(i) t →FE rEk (resp. t →GE∪R rEk ) iff there is a context C, ground substitution
θ, and rule l → r ∈ −→E such that t = C[lθ], and (ii) t →GE∪R rRk iff there
is an unfrozen context C, ground substitution θ, and rule l → r ∈ R such
that t = C[lθ]. From an inductive argument, it also follows that t →FE cs
(resp. t →GE∪R cs) iff t ∈ TΩ,s (resp. t ∈ TΣ,s and Posφ(t) ⊆ PosΥ (t)). Hence,
t ∈ L(FE)k iff [t]A ∈ TΩ,E/A,k and [t]A /∈ NormR̂E/A,k, and t ∈ L(GE∪R)k iff
[t]A ∈ CΥR/A,k and [t]A /∈ NormR̂/A,k. Observe that because R is a SGRT, it
is correct to ignore frozen contexts in the automata FE and GE∪R when only
considering equations. uunionsq
4.4 The Extended Maude Sufficient Completeness Checker
The Maude Sufficient Completeness Checker [26] (SCC) has been extended in
this work to construct the automata defined in the proofs of Theorems 3 and 4,
so that sufficient completeness checks, and also checks for E-free constructors
and R-terminal constructors, can be automatically handled for such GRTs.
Given an executable SGRT R = (Σ,E∪A,R, φ) annotated with constructor
signature pair (Υ,Ω) in the syntax of Maude and satisfying the conditions in
Theorem 3, the SCC’s command scc-df builds the automata AE and AE∪R
and checks for their emptiness. For the running example, and the example in
Section 3.1, it works as expected:
Maude> (scc-df CHANNEL .)
Checking sufficient completeness and deadlock freeness of CHANNEL...
Success: The equational subtheory of CHANNEL is sufficiently complete under the assumption
that it is ground weakly-normalizing, ground confluent, and ground sort-decreasing.
Success: The rewrite theory CHANNEL is deadlock-free outside rctor-terms under the assumption
that it is ground weakly-normalizing, ground sort-decreasing, and ground coherent.
Maude> (scc-df BAG-CHOICE+CARD .)
Checking sufficient completeness and deadlock freeness of BAG-CHOICE+CARD...
Success: The equational subtheory of BAG-CHOICE+CARD is sufficiently complete under the assumption
that it is ground weakly-normalizing, ground confluent, and ground sort-decreasing.
Success: The rewrite theory BAG-CHOICE+CARD is deadlock-free outside rctor-terms under the
assumption that it is ground weakly-normalizing, ground sort-decreasing, and ground coherent.
For R and (Υ,Ω) as above, and under the assumption of R being canonically
sufficiently complete relative to (Υ,Ω), the SCC’s commands free-terminal
builds the automata L(FE) and L(GE∪R) and checks for their emptiness.
Maude> (free-terminal CHANNEL .)
Checking freeness of constructors of CHANNEL...
Success: The equational subtheory of CHANNEL has equational free constructors under the
assumption that it is sufficiently complete, ground weakly-normalizing, ground confluent,
and ground sort-decreasing.
Success: CHANNEL has terminal constructors under the assumption that it is deadlock-free
outside rctor-terms, ground weakly-normalizing, ground sort-decreasing, and ground coherent.
Maude> (free-terminal BAG-CHOICE+CARD .)
Checking freeness of constructors of BAG-CHOICE+CARD...
Success: The equational subtheory of BAG-CHOICE+CARD has equational free constructors under the
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assumption that it is sufficiently complete, ground weakly-normalizing, ground confluent,
and ground sort-decreasing.
Success: BAG-CHOICE+CARD has terminal constructors under the assumption that it is deadlock-free
outside rctor-terms, ground weakly-normalizing, ground sort-decreasing, and ground coherent.
As an additional example, consider the one-sorted SGRT NAT-LIST adapted
from [20]:
mod NAT-LIST is
sort List .
ops 0 nil err : -> List [ctor metadata "rctor"] .
ops nats zeros : -> List [ctor] .
op s : List -> List [ctor metadata "rctor"] .
ops incr adx head tail : List -> List [ctor] .
op cons : List List -> List [ctor metadata "rctor"] .
vars X L : List .
rl incr(nil) => nil .
rl incr(cons(X,L)) => cons(s(X),incr(L)) .
rl adx(nil) => nil .
rl adx(cons(X,L)) => incr(cons(X,adx(L))) .
rl nats => adx(zeros) .
rl zeros => cons(0,zeros) .
rl zeros => cons(0,nil) .
rl head(cons(X,L)) => X .
rl tail(cons(X,L)) => L .
rl adx(0) => err .
rl adx(s(X)) => err .
rl incr(0) => err .
rl incr(s(X)) => err .
rl tail(nil) => nil .
rl tail(0) => err .
rl tail(s(X)) => err .
rl head(nil) => nil .
rl head(0) => err .
rl head(s(X)) => err .
endm
Running the scc-df command on the NAT-LIST yields and error:
Maude> (scc-df NAT-LIST .)
Checking sufficient completeness and deadlock freeness of NAT-LIST...
Success: The equational subtheory of NAT-LIST is sufficiently complete under the assumption
that it is ground weakly-normalizing, ground confluent, and ground sort-decreasing.
Failure: The term adx(err) is a terminal term outside rctor-terms of sort List.
It turns out that the rewrite system given in [20] was missing rewrite rules
for defining adx, incr, tail, and head when the argument was the error list
err. By adding the rewrite rules “adx(err) => err”, “incr(err) => err”,
“tail(err) => err”, and “head(err) => err” to complete the above Maude
specification to one called NAT-LIST-COMPLETE, the sufficient completeness check
succeeds.
Maude> (scc-df NAT-LIST-COMPLETE .)
Checking sufficient completeness and deadlock freeness of NAT-LIST-COMPLETE...
Success: The equational subtheory of NAT-LIST-COMPLETE is sufficiently complete under the
assumption that it is ground weakly-normalizing, ground confluent, and ground sort-decreasing.
Success: The rewrite theory NAT-LIST-COMPLETE is deadlock-free outside rctor-terms under the
assumption that it is ground weakly-normalizing, ground sort-decreasing, and ground coherent.
5 Constructor-based Inductive Reasoning
This section discusses the crucial role that R-constructors and E-constructors
play in inductive proofs of ground reachability and ground joinability properties
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for a rewrite theory R. The discussion here does not cover in detail either the
theoretical foundations for the soundness of the inductive arguments given in
the examples, or the alternative proof techniques that could be used for proving
ground reachability and ground joinability properties. The aim here is more
modest, namely: (i) to characterize when it is sound to use constructors in such
inductive proofs; and (ii) to illustrate by simple examples the key role played by
constructors in such proofs.
5.1 Ground Reachability
Ground reachability is an inductive property of GRTs. In particular, it is im-
portant for establishing reachability properties of concurrent systems specified
by GRTs, for instance, when algorithmic model checking techniques are limited.
This section clarifies the role of constructors in ground reachability proofs and
uses the CHANNEL example of Section 1 to illustrate how they can be used to
prove relevant reachability properties.
Definition 13. Let R be a GRT with signature Σ = (S, F,≤), and let t, u ∈
TΣ(X)s, for some s ∈ S. Then u is (deductively) R-reachable from t iff R `
(∀X) t → u, and u is ground R-reachable from t, written R  (∀X) t → u, iff
R ` tθ → uθ for each ground substitution θ : X −→ TΣ.
In general, reasoning in R about an inductive property ϕ requires a deduc-
tion relation `ind with inductive inference support (and more powerful than `)
such that if R `ind ϕ then R  ϕ. Note that there is no hope for the converse
in general to hold because of Go¨del’s Incompleteness Theorem. The relation-
ship between these relations is made explicit by the following chain of (meta)
implications:
R ` ϕ ⇒ R `ind ϕ ⇒ R  ϕ ⇔ TR |= ϕ.
The notion of R = (Σ,E,R, φ) being sufficiently complete relative to a con-
structor signature pair (Υ,Ω) is important for inductive reasoning at both equa-
tional and rewrite levels because different explicit or implicit inductive proof
methods (including structural induction) become much more effective when the
inductions can be restricted to constructor terms.
Inductive reasoning about rewrite sequents for a rewrite theory R is some-
what subtle, particularly in the presence of frozenness information. The first
subtle point is that, because of frozen variables occurring in some of the terms
in the goal, it is wrong to assume that it is enough to “instantiate” the induction
variables with R-constructor terms. The problem is that frozen subterms may
be Ω-terms and not R-constructor terms, and so they may not be rewritable at
all with R into R-constructor terms. The solution is then to consider the possi-
bility of frozen subterms being Ω-terms. For ground reachability the reasoning
is even subtler, because even if frozen variables are handled as just explained,
there is the hidden risk of the target term in the reachability goal becoming a
“moving” target. The problem here is that rewrite sequents are not symmetric
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and the proofs obtained by induction over R-constructor terms in general cannot
be “lifted” to proofs for Ω-terms. A solution for this problem is to require that
the E-equivalence class of the target term in the reachability goal be invariant
under the substitutions used in the proof, by imposing a simple condition on the
variables occurring in the target term. As a direct consequence of these observa-
tions, for a constructor-based structural induction proof of ground reachability
to be sound, it is mandatory to consider all E-constructor terms of the given sort
s not only when inducting on a frozen variable xs, but also when this variable
(even if not frozen) occurs in the target term of the reachability goal.
Theorem 5. Let R be a GRT with signature Σ = (S, F,≤) and frozenness
map φ, let t, u ∈ TΣ(X)s for some s ∈ S, and let θ : X −→ TΣ. If R is
sufficiently complete relative to the constructor signature pair (Υ,Ω), then there
exists η : X −→ TΩ such that:
1. η(x) ∈ CΥR for x ∈ φ(t)−Vars(u), and ER ` θ(x) = η(x) for x ∈ Vars(u),
2. R ` tθ → tη.
Furthermore, R  (∀X) t→ u iff R ` tη → uη for each η as above.
Proof. (Existence of η) Let θ : X −→ TΣ be as given. Since R is sufficiently
complete relative to (Υ,Ω), there are β : X −→ TΩ s.t. ER ` θ(xsi) = β(xsi),
and ρ : X −→ CΥR s.t. R ` β(xsi)→ ρ(xsi), for each xsi ∈ X. Take η : X −→ TΩ
to be the map x 7→ ρ(x) if x ∈ φ(t)−Vars(u), and x 7→ β(x) otherwise. Observe
that η fulfills (1) and (2). (If-part) Let η : X −→ TΩ satisfy (1) and (2). Observe
that CΥR ⊆ TΩ ⊆ TΣ , and hence R ` tη → uη follows from the assumption.
(Only-if-part) Let θ : X −→ TΣ . There exists η : X −→ TΩ satisfying conditions
(1) and (2), and such thatR ` tη → uη from the assumption. Then,R ` tθ → uη
follows from the transitivity of rewrite sequents. Observe that η is such that
ER ` uη = uθ, and then R ` tθ → uθ. Therefore R  (∀X) t→ u, as desired.
uunionsq
Formal Properties of CHANNEL. Recall the CHANNEL specification from Sec-
tion 1, with constructor signature pair (ΥCHANNEL, ΩCHANNEL). Two key properties of
CHANNEL are of particular interest:
1. In-order reception: every (ground) terminal state reachable from an initial
state of the form < l : mt : nil > preserves the order of messages, i.e.,
CHANNEL  (∀l, l′ : List) < l : mt : nil >→< nil : mt : l′ > =⇒ l = l′.
2. Proper termination: the protocol always terminates in a state of sort Terminal.
Observe that, if CHANNEL is strongly-normalizing and the constructor subsig-
nature ΥCHANNEL is a signature of terminal constructors, then (1) and (2) together
ensure that the protocol always terminates with successful in-order communi-
cation. Note also that (1) cannot be checked by standard model-checking algo-
rithms because the number of ground instances of l is countably infinite.
CHANNEL is executable (see Appendix C), and it is sufficiently complete rela-
tive to its constructor signature pair, as was shown in Section 4. This latter fact
21
implies that the reachability condition in (1) is not void. Two complementary
proofs are required for establishing (1), namely, a proof of the existence of a
reachable terminal state preserving the order of messages for each initial state,
and a proof of the uniqueness of such a terminal state. Property (2) follows di-
rectly from the strong-normalization of ̂CHANNEL (see Appendix C), plus the fact
that ΥCHANNEL is a signature of terminal constructors as verified in Section 4.4.
The existence claim is a logical consequence of the following inductive claim:
CHANNEL `ind (∀l, l′ : List) < l : mt : l′ >→< nil : mt : l′@ l > .
Using the sufficient completeness of CHANNEL relative to its constructor signa-
ture pair (ΥCHANNEL, ΩCHANNEL), the steps of the constructor-based inductive proof
are a base case in which the property is proved for l = nil, and an inductive case
in which the property is proved for l = n; l, assuming there is a proof for l = l,
with l a fresh “constant” of sort List. The soundness of the proof follows from
Theorem 5 (observe that C⊥CHANNEL,List = TΥCHANNEL,List) and the soundness of struc-
tural induction. As a remark observe that the choice of induction variable for
this proof does not increase its complexity, because ΥCHANNEL,List = ΩCHANNEL,List.
– Base case. Let l = nil:
< nil : mt : l′ >
= { (∀l :List) l@ nil = l is an inductive consequence of ECHANNEL }
< nil : mt : l′@ nil >
– Inductive case. Assume the property holds for l = l, where l is a “fresh”
constant of sort List. Let l = n; l with nNat:
< n; l : mt : l′ >
1→ { [send] }
< l : n : l′ >
1→ { [recv] }
< l : ack : l′@ (n; nil) >
1→ { [ack] }
< l : mt : l′@ (n; nil) >
→ { induction hypothesis }
< nil : mt : (l′@ (n; nil)) @ l >
= { associativity of @ is an inductive consequence of ECHANNEL }
< nil : mt : l′@ ((n; nil) @ l) >
= { [ap01] }
< nil : mt : l′@ (n; (nil@ l)) >
= { [ap02] }
< nil : mt : l′@ (n; l) >
The inductive claims about ECHANNEL can be discharged automatically with the
current version of Maude’s Inductive Theorem Prover [24] by constructor-based
equational induction over ECHANNEL-constructors (see Appendix C).
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The uniqueness proof requires a ground confluence argument about CHANNEL.
A GRT R = (Σ,E ∪ A,R, φ) is ground confluent iff R ` t → u and R ` t → v
implies R ` u ↓ v, for t, u, v ∈ TΣ (see Definition 14 in Section 5.2). A ground
confluence proof for R is not mechanizable in general because of the undecid-
ability of equational deduction with E ∪ A. However, if R is ground coherent
and under reasonable conditions, the ground confluence of R follows from the
ground confluence of R̂, for which automated methods have better chances of
success because of the executability assumptions on A (see Section 2.2).
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Fig. 2. IfR = (Σ,E∪A,R, φ) is an executable SGRT, and such that R̂ is (ground) sort-
decreasing, (ground) confluent and (ground) weakly-normalizing, then the (ground)
confluence of R̂ implies the (ground) confluence of R. In this figure, e.g., t R→ u is a
short hand for R ` t→ u.
As shown in Figure 5.1 for R a SGRT satisfying the executability conditions
in Section 2.2, if the rewrite rules R ∪ −→E are ground sort-decreasing, ground
confluent, and ground weakly-normalizing modulo A, then the ground confluence
of R is a logical consequence of the ground confluence of R̂. The key observation
is that for rewrite proofs R ` t→ u and R ` t→ v, there are analogous rewrite
proofs R̂ ` t → canΣ,E/A(u) and R̂ ` t → canΣ,E/A(v), and since R̂ is ground
confluent, the (ground) R̂-joinability witness for canΣ,E/A(u) and canΣ,E/A(v) is
also a witness for the R-joinability of u and v: membership to E∪A-equivalence
classes is invariant under sequent inference with R̂E . In this way R inherits the
ground confluence from R̂. Note that in Figure 5.1 there is no need to mention
R̂E because R̂ subsumes deduction with R̂E , but this mention is made explicit
for better understanding of the proof. Also, note that R̂E is trivially ground
sort-decreasing, ground confluent and ground strongly-normalizing modulo A
because of the assumptions on R.
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CHANNEL is a SGRT for which ground sort-decreasingness, ground conflu-
ence, and ground strong normalization can be all shown automatically (see Ap-
pendix C). This then establishes the desired uniqueness proof of a reachable
deadlock state preserving the order of messages for each initial state, and hence,
property (1) holds. Property (2) follows directly from the strong-normalization
of ̂CHANNEL. Moreover, it is also the case that ΥCHANNEL is a signature of deadlock
constructors, as verified in Section 4.4.
Therefore, as desired, the CHANNEL protocol always terminates in a state of
sort Terminal with successful in-order communication.
5.2 Ground Joinability
The notion of ground joinability is of great importance in the field of term rewrit-
ing and also in theorem proving, see, e.g., [39, 3, 30, 35, 4, 2, 6]. In particular, it
is a key technique for proving ground confluence. This section explains how R-
constructors can be used to prove ground joinability and illustrate the ideas by
means of a simple example. A detailed discussion of alternative proof techniques
for ground reachability is outside the scope of this paper: the focus here is in
clarifying the role that R-constructors can play in such proofs.
Definition 14. Let R be a GRT with signature Σ = (S, F,≤), and let t, u ∈
TΣ(X)s, for some s ∈ S. The terms t and u are called (deductively) R-joinable,
written R ` (∀X) t ↓ u, iff ∃v ∈ TΣ(X)s s.t. R ` (∀X) t→ v and R ` (∀X)u→
v, and ground R-joinable, written R  (∀X) t ↓ u, iff R ` tθ ↓ uθ for all ground
substitutions θ : X −→ TΣ.
The notion of R = (Σ,E,R, φ) being sufficiently complete relative to a con-
structor signature pair (Υ,Ω) is also important for ground joinability. For induc-
tive reasoning about ground joinability the only subtle point is that of frozen
variables occurring in some of the terms in the goal: it is wrong to assume that
it is enough to “instantiate” the induction variables with R-constructor terms.
As explained for ground reachability, the problem is that frozen subterms may
be Ω-terms and not R-constructor terms, and so they may not be rewritable at
all with R into R-constructor terms. As shown by Theorem 6, it is sufficient to
consider the possibility of frozen subterms being Ω-terms for inductive proofs to
be sound. That is, for a constructor-based structural induction proof of ground
joinability to be sound, it is sufficient to consider all equational constructor terms
of sort s when inducting on a frozen variable xs.
Theorem 6. Let R be a GRT with signature Σ = (S, F,≤) and frozenness map
φ, and let t, u ∈ TΣ(X)s, for some s ∈ S. If R is sufficiently complete relative
to the constructor signature pair (Υ,Ω), then
R  (∀X) t ↓ u iff R ` tη ↓ uη
for each η : X −→ TΩ such that if η(x) ∈ CΥR then x ∈ φ(t, u) for all x ∈ X.
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Proof. (If-part) Let η be such that if η(x) ∈ CΥR then x ∈ φ(t, u) for each
x ∈ X. Observe that CΥR ⊆ TΩ ⊆ TΣ , and hence R ` tη → uη follows from the
assumption. (Only-if-part) Let θ : X −→ TΣ . Since R is sufficiently complete
relative to (Υ,Ω), there are β : X −→ TΩ s.t. ER ` θ(xsi) = β(xsi), and
ρ : X −→ CΥR s.t. R ` β(xsi) → ρ(xsi), for each xsi ∈ X. Take η : X −→ TΩ
to be the map x 7→ ρ(x) if x ∈ φ(t, u) and x 7→ β(x) otherwise. Observe that
R ` tθ → tη and R ` uθ → uη, and η is defined so that R ` tη ↓ uη follows
from the assumptions. Therefore R  (∀X) t ↓ u, as desired. uunionsq
The Ground Confluence of CNAT. One important contribution of this work
is to make available to the Maude Church-Rosser Checker Tool (CRC) [18],
constructor-based methods for checking ground confluence of specifications, thus
complementing its current decision algorithms for checking confluence.
Consider the following specification CNAT = (ΣCNAT, ACNAT, RCNAT,⊥) defining
the natural numbers with commutative addition and multiplication.
mod CNAT is
sorts Zero Nat .
subsort Zero < Nat .
op 0 : -> Zero [ctor metadata "rctor"] .
op s_ : Nat -> Nat [ctor metadata "rctor"] .
ops _+_ _*_ : Nat Nat -> Nat [comm ctor] .
vars N M : Nat .
rl [nat01] : 0 + N => N .
rl [nat02] : s(N) + M => s(N + M) .
rl [nat03] : 0 * N => 0 .
rl [nat04] : s(N) * M => M + (N * M) .
endm
The confluence and sort-decreasingness of (the equational version of) CNAT
are investigated in [18] with the newest version of the CRC, under the assumption
of weak-normalization of the rewrite rules RCNAT modulo the axioms ACNAT, which
specify + and ∗ as commutative operators with the comm attribute. Since the
rules RCNAT are weakly-normalizing modulo ACNAT, the CRC tool uses the local
confluence criterion by testing the joinability of the critical pairs that arise from
the various overlappings of the left-hand sides of the rewrite rules.
For CNAT, the sort-decreasingness test succeeds but the confluence test fails
because the terms (critical pair arising from the overlap of [nat04] with itself),
with x and y variables of sort Nat,
x+ (y + (x ∗ y)) and y + (x+ (x ∗ y))
are not CNAT-joinable. In what follows, the signature pair (ΥCNAT, ΩCNAT) is shown
to be a constructor signature pair for the rewrite theory CNAT, and specifically,
ΥCNAT is used to prove the ground joinability CNAT  (∀x, y, z :Nat)x+ (y + z) ↓
(x+ y) + z, thus implying the ground confluence of CNAT.
The sufficient completeness of CNAT relative to its constructor signature pair
is checked first. CNAT is a SGRT because ECNAT = ∅; also, the rules RCNAT are
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strongly-normalizing and sort-decreasing modulo ACNAT [18]. Moreover, the rules
RCNAT are left-linear. Hence, ĈNAT and ĈNATECNAT are both PTA-checkable and
the sufficient completeness of CNAT can be automatically verified by the decision
procedures in Section 4:
Maude> (scc-df CNAT .)
Checking sufficient completeness and deadlock freeness of CNAT...
Success: The equational subtheory of CHANNEL is sufficiently complete under the assumption
that it is ground weakly-normalizing, ground confluent, and ground sort-decreasing.
Success: The rewrite theory CNAT is deadlock-free outside rctor-terms under the assumption
that it is ground weakly-normalizing, ground sort-decreasing, and ground coherent.
Using the sufficient completeness of CNAT relative to its constructor signature
pair (ΥCNAT, ΩCNAT), the steps of the constructor-based inductive proof are a base
case in which the property is proved for x = 0, and an inductive case in which
the property is proved for x = s(x), assuming there is a proof for x = x, with x a
fresh “constant” of sort Nat. The soundness of the proof follows from Theorem 6
(observe that C⊥CNAT,Nat = TΥCNAT,Nat).
– Base case. Let x = 0:
CNAT ` (∀y, z :Nat) 0 + (y + z) ↓ (0 + y) + z
⇐ { [nat01] twice }
CNAT ` (∀y, z :Nat) y + z ↓ y + z
⇔ { joinability is reflexive }
true
– Inductive case. Assume the property holds for x = x, where x is a “fresh”
constant of sort Nat, and take CNATx to be CNAT with the addition of x and
the induction hypothesis. Let x = s(x):
CNATx ` (∀y, z :Nat) s(x) + (y + z) ↓ (s(x) + y) + z
⇐ { [nat02] twice }
CNATx ` (∀y, z :Nat) s(x + (y + z)) ↓ s(x + y) + z
⇐ { [nat02] }
CNATx ` (∀y, z :Nat) s(x + (y + z)) ↓ s((x + y) + z)
⇐ { joinability is closed under contexts }
CNATx ` (∀y, z :Nat) x + (y + z) ↓ (x + y) + z
⇔ { induction hypothesis }
true
The proofs of the facts that joinability is reflexive and closed under (non-
freezing) contexts are left to the reader.
6 Related Work
Sufficient completeness was first defined in Guttag’s thesis [22]; this property is
in general undecidable, even for unconditional equational specifications [22, 23].
Sufficient completeness of equational specifications has been widely studied, see,
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e.g., [28, 38, 12, 29, 5, 7, 6, 34], but some of the proposed approaches are restricted
to simple expressive formalisms, such as unsorted specifications or specifications
without structural axioms, or assume strong properties such as termination and
confluence. For a good review of the literature up to the 1980s and for impor-
tant decidability/undecidability results see [32, 31]. A closely connected concept
is ground reducibility, see, e.g., [39, 32, 13, 33, 15]. Tree automata methods have
been used since the late 1980s for both sufficient completeness and ground re-
ducibility, see, e.g., [13, 15, 26, 7], and Chapter 4 of [14] and references there.
In the context of order-sorted and membership equational logic specifications,
sufficient completeness has been studied in, e.g., [8, 25, 6], and for order-sorted
specifications modulo axioms, including the context-sensitive case, in [26, 24].
The work presented here combines and generalizes two different research
strands. On the one hand, it can be seen as a natural generalization from the
case of equations E to that of both equations E and rules R, of the work
in [26, 24] on (propositional) equational tree automata methods for checking suf-
ficient completeness of left-linear equations modulo axioms for context-sensitive
order-sorted specifications. On the other hand, it also generalizes the work by
I. Gnaedig and H. Kirchner [19] on constructors for non-terminating rewrite sys-
tems in the following precise sense: the notion of sufficient completeness proposed
in [19] exactly corresponds to that of R-sufficient completeness in this work for
the special case of a rewrite theory R = (Σ, ∅, R), where Σ has a single sort and
there are no equations. The treatment of the more general case of rewrite theo-
ries R = (Σ,E∪A,R, φ) clarifies the important distinction between constructors
for equations and constructors for rules, extends the ideas to the more general
order-sorted case modulo axioms and with frozenness information, provides new
tree automata automated techniques that complement the deductive narrowing-
based techniques proposed in [19], and, to the best of the author’s knowledge,
investigates for the first time the use of R-constructors (and E-constructors) for
inductive proofs of ground reachability.
7 Concluding Remarks and Future Work
This work has proposed notions of constructors and of sufficient completeness
for generalized rewrite theories R = (Σ,E,R, φ) in which a crucial distinction
is made between two types constructors: E-constructors and R-constructors.
It has motivated why they are useful both to check that specifications have
been “fully defined” in their equational part and also in their non-equational
rules, and for inductive reasoning purposes. It has also developed the theoretical
foundations of sufficient completeness in the setting of generalized order-sorted
rewrite theories whose equations and rules are applied modulo equational axioms
such as associativity and/or commutativity and/or identity; and it has shown
how, except for the case of associativity without commutativity, the property is
decidable by propositional tree automata under reasonable assumptions, and is
supported by the extension of the Maude SCC tool reported here. Finally, it has
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shown how R-constructors (and E-constructors) play a crucial role in inductive
proofs of ground reachability and ground joinability.
As usual, much work remains ahead. Since the goal in this work has been to
obtain automatic techniques for checking the sufficient completeness of a rewrite
theory, some restrictions have been imposed, such as treating only the order-
sorted case (leaving out the case of membership equational theories), and also
assuming that equations and rules are left-linear and unconditional. The notion
of a sufficiently complete rewrite theory is equally meaningful and useful without
these restrictions. Therefore, reasoning techniques that will allow such a property
to be established for more general rewrite theories should be investigated, even
if such techniques are no longer automatic. The related topic of constructor-
based inductive techniques for ground reachability and ground joinability has
only been sketched out; it deserves a much fuller development in future work,
in which a detailed comparison with alternative approaches to proving such
properties should also be given. Furthermore, these constructor-based induction
techniques should be supported by tools such as, for example, an extension of
the current Maude Inductive Theorem Prover (ITP).
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A Order-sorted Equational Logic
Order-sorted equational logic [21] is an extension of many-sorted equational logic
where a partial order ≤ is associated to the sorts in order to build a notion of
subtype and supertype into the models of the theories, and operators can be
overloaded to agree on the common data.
Definition 15. A (sensible) order-sorted signature is a tuple Σ = (S, F,≤)
where (S,≤) is a poset, and F = {Fw,s}(w,s)∈S∗×S is a family of operator symbols
such that if f ∈ Fw,s ∩ Fw′,s′ then w ≡≤ w′ implies s ≡≤ s′, where ≡≤ denotes
the equivalence relation generated by ≤ extended to sequences in the usual way.
The existence of an S-sorted family of variables X = {Xs}s∈S distinct from
the operators in F is assumed, where each Xs is countably infinite and pairwise
disjoint. xs denotes that the variable x belongs to Xs.
It is assumed for any given order-sorted signature Σ = (S, F,≤), that each
connected component [s] ∈ S/≡≤ contains a maximal sort denoted by ks; K
denotes the set of maximal sorts ks ∈ S. Moreover, it is also assumed that all
function symbols f ∈ F are overloaded at the level of maximal sorts, that is,
for each f ∈ Fs1...sn,s there is f ∈ Fks1 ...ksn ,ks ; FK ⊆ F denotes the set of
overloaded function symbols at the level of maximal sorts.
When Σ = (S, F,≤) is clear from the context, f : s1 . . . sn −→ s is written
for f ∈ Fs1...sn,s. Given the signature Σ, TΣ(X)s denotes the set of terms with
sort s formed by the operators in Σ and variables in X, and TΣ,s denotes the
set of ground terms with sort s. For t ∈ TΣ(X), Vars(t) ⊆ X denotes the set of
variables occurring in t. Analogously, Vars(t1, . . . , tn) denotes the set of variables
occurring in at least one ti. A substitution θ : X −→ TΣ(X) is a mapping such
that θ(xs) ∈ TΣ(X)s for each xs ∈ X.
Definition 16. An order-sorted equational theory is a tuple E = (Σ,E) where
Σ = (S, F,≤) is an order-sorted signature, and E is a set of equations of the form
l = r with l, r ∈ TΣ(X) terms having sorts in the same connected component
[s] ∈ S/≡≤.
Sentences in order-sorted equational logic are equalities (∀X) t = u, with
t, u ∈ TΣ(X) in the same connected component. An order-sorted equational
theory E entails an equality ϕ, written E ` ϕ, iff ϕ can be obtained by finite
application of the deduction rules in [37].
Definition 17. A Σ-algebra A for an order-sorted signature Σ = (S, F,≤)
consists of a set As for each sort s ∈ S such that As ⊆ As′ for s ≤ s′, and
a function Afw,s : Aw −→ As for each symbol f ∈ Fw,s where w = s1 . . . sn,
Aw = As1 × · · · ×Asn , and Afw,s(a) = Afw′,s′ (a) for each f ∈ Fw,s ∩Fw′,s′ such
that w ≡≤ w′ and a ∈ Aw ∩Aw′ .
Given an order-sorted equational theory E = (Σ,E), an E-algebra is a Σ-
algebra satisfying the equations in E. TΣ denotes the term algebra for Σ, and
TΣ/E denotes the E-algebra such that TΣ/E,s = {[t]E | t ∈ TΣ,s} for each sort
s ∈ S, where [t]E denotes the equivalence class of t under =E . Both TΣ and
TΣ/E are initial for the categories of Σ-algebras and E-algebras, respectively.
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B Generalized Rewrite Specifications
Given a ground weakly-normalizing GRT R = (Σ,E ∪ A,R, φ) in the syntax of
Maude, and satisfying the executability conditions given in Section 2.2, the result
of a Maude rewrite command, beginning with a term t in canonical form, is
always a term u such that canΣ,E/A(t) →CanR u. However, Maude allows more
general specifications where an evaluation strategy µ can be associated to the
operators in the signatureΣ. The purpose of µ is to constraint deduction with the
equations E (typically for efficiency purposes), complementing the constraints
imposed by φ for deduction with the rules R.
Definition 18. An (unconditional) generalized rewrite specification (GRS) is
a tuple S = (Σ,E, µ,R, φ) where:
– ER = (Σ,E) is an order-sorted equational theory,
– µ : Σ −→ Posfin(N) is a K∗ × K-indexed family of functions assigning to
each f : k1 . . . kn −→ k ∈ FK the finite set µ(f) ⊆ {1, . . . , n} of its available
positions under which it is allowed to perform rewrites with the equations in
E,
– R is a set of universally quantified (unconditional) rewrite rules of the form
l→ r with l, r ∈ TΣ(X)k for some k ∈ K, and
– φ : Σ −→ Posfin(N) is a K∗ × K-indexed family of functions assigning to
each f : k1 . . . kn −→ k ∈ FK the finite set φ(f) ⊆ {1, . . . , n} of its frozen
positions under which it is forbidden to perform any rewrite with the rules
in R.
The operational semantics of a GRS S = (Σ,E ∪ A,µ,R, φ) is given by the
two rewrite relations →R and →E , and it is defined by the inference system in
Table 1 (adapted from [17]).
C Some Mechanical Proofs
In this section, the proofs of ground sort-decreasingness, ground-confluence and
ground coherence are obtained mechanically with the latest versions of the
Maude Church-Rosser Checker and the Maude Coherence Checker tools [18].
The proofs of ground normalization are obtained with the Maude Termination
Tool [16]. Inductive claims about initial algebras are proved using the current
version of Maude’s Inductive Theorem Prover [24].
C.1 Section 3.1
In order to simplify notation, let BCC stand for BAG-CHOICE+CARD.
Lemma 1. BCC satisfies the executability conditions in Section 2.2.
Proof. Let B̂CCE = B̂CCEBCC .
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(R-Ref)
t
∗→E u
t
∗→R u
(R-Trans)
t
1→R t′ t′ ∗→R u
t
∗→R u
(R-Cong)
ti
1→R ui
f(t1, . . . , ti, . . . , tn)
1→R f(t1, . . . , ui, . . . , tn)
where i /∈ φ(f)
(R-Subs)
t
∗→E t′ rθ ∗→R u
t
1→R u
if t′ =A lθ
where l→ r ∈ R
(E-Ref)
.
t
∗→E u
if t =A u
(E-Trans)
t
1→E t′ t′ ∗→E u
t
∗→E u
(E-Cong)
ti
1→E ui
f(t1, . . . , ui, . . . , tn)
1→E f(t1, . . . , ui, . . . , tn)
where i ∈ µ(f)
(E-Subs)
.
t
1→E rθ
if t =A lθ
where l = r ∈ E
Table 1. Operational semantics for an GRS S = (Σ,E ∪A,µ,R, φ).
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– The rewrite rules in B̂CCE are ground local confluent, and ground sort-
decreasing modulo ABCC:
Maude> (check Church-Rosser .)
rewrites: 26197 in 76ms cpu (83ms real) (341226 rewrites/second)
Church-Rosser checking of BAG-CHOICE+CARD
Checking solution:
The following critical pairs cannot be joined:
cp s | #4:Bag |
= s | mt #4:Bag | .
The specification is sort-decreasing.
Despite the fact that this critical pair is not joinable automatically by the
CRC tool, it is easy to see that it is indeed joinable because mt is the identity
operator for and the structural axioms ABCC are not affected by the strategy
map µBCC.
– The rewrite rules in B̂CCE are ground strongly-normalizing modulo ABCC: this
proof is obtained with the MTT using AProVE as the backend. The proof
is rather long, so a reduced snapshot of it is presented.
START Maude C;Uk;B false false
SUCESSFULLY 4 Maude seconds 3
(VAR B N V1 V2 V X X@@@)
(THEORY
(AC ---osb-Bag-csb-osb-Bag-csb)
)
...
Using the Dependency Graph resulted in no new DP problems.
Termination of R successfully shown.
Duration:
0:00 minutes
– RBCC and EBCC are ground-coherent modulo ABCC:
Maude> (check coherence .)
rewrites: 24006 in 71ms cpu (75ms real) (336378 rewrites/second)
Coherence checking of BAG-CHOICE+CARD
Coherence checking solution:
All critical pairs have been rewritten and all equations are non-constructor.
The specification is ground coherent.
uunionsq
Lemma 2. CanΣBCC,EBCC/ABCC
∼= CanµBCCΣBCC,EBCC/ABCC .
Proof. The isomorphism is checked with the SCC’s command “ccc” (see [26] for
details):
Maude> (ccc BAG-CHOICE+CARD .)
Checking canonical completeness of BAG-CHOICE+CARD ...
Success: BAG-CHOICE+CARD is canonically complete.
uunionsq
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Lemma 3. The rewrite rules in B̂CC are ground sort-decreasing, and ground
weakly-normalizing modulo ABCC.
Proof.
– The rewrite rules in B̂CC are ground sort-decreasing modulo ABCC:
Maude> (check Church-Rosser .)
rewrites: 26197 in 76ms cpu (83ms real) (341226 rewrites/second)
Church-Rosser checking of hatBAG-CHOICE+CARD
Checking solution:
...
The specification is sort-decreasing.
– The rewrite rules in B̂CC are ground weakly-normalizing modulo ABCC: this
proof is obtained with the MTT using AProVE as the backend. The proof
is rather long, so a reduced snapshot of it is presented.
START Maude C;Uk;B false false
SUCESSFULLY 5 Maude seconds 3
(VAR B N NeB V1 V2 V X X@@@)
(THEORY
(AC ---osb-Bag-csb-osb-Bag-csb)
)
...
Using the Dependency Graph resulted in no new DP problems.
Termination of R successfully shown.
Duration:
0:00 minutes
uunionsq
C.2 Section 5.1
Lemma 4. CHANNEL satisfies the executability conditions in Section 2.2.
Proof. In order to simplify notation, let ̂CHANNELECHANNEL = ̂CHANNELE .
– The rewrite rules in ̂CHANNELE are ground local confluent, and ground sort-
decreasing modulo ACHANNEL.
Maude> (check Church-Rosser .)
rewrites: 9474 in 34ms cpu (37ms real) (278606 rewrites/second)
Church-Rosser checking of CHANNEL
Checking solution:
All critical pairs have been joined.
The specification is locally-confluent.
The specification is sort-decreasing.
– The rewrite rules in ̂CHANNELE are ground strongly-normalizing: this proof
is obtained with the MTT using µ-Term as the backend:
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YES
Problem 1:
(VAR M N L L’)
(RULES
_@_(_;_(N,L),L’) -> _;_(N,_@_(L,L’))
_@_(nil,L) -> L
)
Problem 1:
Order-Sorted Dependency Pairs Processor:
-> Pairs:
_@_#(_;_(N,L),L’) -> _@_#(L,L’)
-> Rules:
_@_(_;_(N,L),L’) -> _;_(N,_@_(L,L’))
_@_(nil,L) -> L
Problem 1:
SCC Processor:
-> Pairs:
_@_#(_;_(N,L),L’) -> _@_#(L,L’)
-> Rules:
_@_(_;_(N,L),L’) -> _;_(N,_@_(L,L’))
_@_(nil,L) -> L
->Strongly Connected Components:
->->Cycle:
->->-> Pairs:
_@_#(_;_(N,L),L’) -> _@_#(L,L’)
->->-> Rules:
_@_(_;_(N,L),L’) -> _;_(N,_@_(L,L’))
_@_(nil,L) -> L
Problem 1:
SubNColl Processor:
-> Pairs:
_@_#(_;_(N,L),L’) -> _@_#(L,L’)
-> Rules:
_@_(_;_(N,L),L’) -> _;_(N,_@_(L,L’))
_@_(nil,L) -> L
->Projection:
pi(_@_#) = 1
Problem 1:
SCC Processor:
-> Pairs:
Empty
-> Rules:
_@_(_;_(N,L),L’) -> _;_(N,_@_(L,L’))
_@_(nil,L) -> L
->Strongly Connected Components:
There is no strongly connected component
The problem is finite.
– RCHANNEL and ECHANNEL are ground-coherent modulo ACHANNEL:
Maude> (check coherence .)
rewrites: 11760 in 37ms cpu (43ms real) (315408 rewrites/second)
Coherence checking of CHANNEL
Coherence checking solution:
All critical pairs have been rewritten and all equations are non-constructor.
The specification is coherent.
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uunionsq
Lemma 5. The rewrite rules in ̂CHANNEL are ground sort-decreasing, ground
confluent and ground strongly-normalizing modulo ACHANNEL.
Proof.
– The rewrite rules in ̂CHANNEL are ground sort-decreasing, and ground local
confluent modulo ACHANNEL:
Maude> (check Church-Rosser hatCHANNEL .)
rewrites: 51279 in 141ms cpu (157ms real) (361845 rewrites/second)
Church-Rosser checking of hatCHANNEL
Checking solution:
All critical pairs have been joined.
The specification is locally-confluent.
The specification is sort-decreasing.
– The rewrite rules in ̂CHANNEL are ground strongly-normalizing: this proof is
obtained with the MTT using AProVE as the backend. The proof is rather
long, so a reduced snapshot of it is presented. Observe that this proof implies
the ground strong-normalization of ̂CHANNELE .
START AProVE
SUCESSFULLY AProVE seconds: 3
...
R ->Dependency Pair Analysis
...
->DP Problem 1
->SCP
->DP Problem 2
->SCP
->DP Problem 3
->SCP
->DP Problem 4
->Polo
->DP Problem 5
->DGraph
...
->DP Problem 6
->Polynomial Ordering
...
Using the Dependency Graph resulted in no new DP problems.
Termination of R successfully shown.
Duration:
0:01 minutes
uunionsq
Lemma 6. CHANNEL is canonical sufficiently complete relative to the constructor
signature pair (ΥCHANNEL, ΩCHANNEL). Moreover, ΩCHANNEL is a signature of ECHANNEL-
free constructors modulo ACHANNEL, and ΥCHANNEL is a signature of R-terminal con-
structors.
Proof. Machine proofs have already been given in Section 4.4. uunionsq
Lemma 7. The following are inductive consequences of ECHANNEL:
1. nil is the right identity of @ , and
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2. @ is associative.
Proof. In order to avoid clashes between the names of the sorts already defined
in Maude’s prelude, such as Nat and List, the sorts Nat and List in CHANNEL
are renamed to Nat2 and List2, respectively. Both goals are discharged auto-
matically by structural induction on the equational constructors ΩCHANNEL,List2
via the ITP’s command ind* which creates constructor-based structural induc-
tion goals and tries to discharge them automatically. For a detailed explanation
of the ITP’s commands see [24].
1. ECHANNEL |= (∀l : List) l@ nil = l
=================================
label-sel: id@0
=================================
A{l:List2} l:List2 @ nil = l:List2
+++++++++++++++++++++++++++++++++
(ind* on l:List2 .)
rewrites: 625 in 4ms cpu (4ms real) (141019 rewrites/second)
Eliminated current goal.
q.e.d
2. ECHANNEL |= (∀l, l′, l′′ : List) l@ (l′@ l′′) = (l@ l′) @ l′′
=================================
label-sel: assoc@0
=================================
A{l’’:List2 ; l’:List2 ; l:List2}
l:List2 @(l’:List2 @ l’’:List2) = (l:List2 @ l’:List2)@ l’’:List2
+++++++++++++++++++++++++++++++++
(ind* on l:List2 .)
rewrites: 1126 in 5ms cpu (5ms real) (211098 rewrites/second)
Eliminated current goal.
q.e.d
uunionsq
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