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Résumé 
Au Canada et plus particulièrement au Québec, la consommation d'électricité augmente 
de manière significative pendant la période hivernale. Les besoins de chauffage, qui sont 
en relation directe avec les basses températures, sont les principaux responsables de cet 
accroissement saisonnier de la demande de puissance. En effet, le profil de consommation 
d'électricité résidentielle au Québec présente un comportement particulier contribuant avec un 
30% de la consommation totale. Cette demande de puissance est d'ailleurs en étroite relation 
avec les facteurs météorologiques et les habitudes de vie des résidents; par exemple, les 
horaires d ' occupation, les préférences de réglage de température intérieure et la composition 
familiale sont des facteurs qui déterminent ce profil de consommation des résidences. La 
gestion optimale des charges résidentielles peut donc jouer un rôle capital; plus spécifiquement, 
la gestion des charges thermostatiques comme le chauffage de l'espace et de l'eau dans le 
contexte québécois, devient essentielle en période hivernale. 
Bien que plusieurs projets pilotes ont démontré les avantages de la gestion de la demande, 
une implantation massive des approches proposées dans la littérature dépend d'une part d'un 
déploiement massif des technologies de communication et de mesurage intelligent et d ' autre 
part de l'acceptation des clients résidentiels à adhérer aux programmes de gestion. 
Une bonne stratégie de gestion doit être à la fois attirante pour les clients et bénéfique pour le 
distributeur. Du point de vue du client, la réduction de la facture et le maintient du confort 
doivent être en première loge. Tandis que pour le distributeur, la possibilité d'implanter des 
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fonctions de gestion de la demande, dont la réduction de la pointe, à moindre coût serait 
un atout. Satisfaire entièrement les besoins des deux côtés simultanément semble un grand 
exploit. Ce défi est encore plus grand en conditions de froid extrême, en absence de systèmes 
de production et/ou de stockage d'appoint locaux et en absence de tarifs modulés dans le 
temps. 
À travers cette thèse nous proposons une architecture de gestion optimale et dynamique du 
système de chauffage résidentiel permettant de réduire l'impact de la charge locale sur la 
pointe de puissance en périodes critiques pour le réseau. Cette architecture comporte trois 
propositions complémentaires. 
La première proposition consiste en un système d'émulation de bâtiment basé sur la modé-
lisation du comportement des bâtiments résidentiels typiques au Québec. Nous proposons 
une structure de Processeur Élémentaire et son architecture d'implantation en technologie 
VLSI. Cette structure permet l'exécution du modèle avec des caractéristiques de réponse et 
une fidélité plus performantes par rapport aux techniques actuelles. La possibilité d'exécution 
en temps-réel ou en mode accéléré est intégrée dans le système d'émulation ce qui le rend 
idéal pour l'évaluation des méthodes et stratégies de gestion. 
La deuxième proposition est un système de mesurage et d'analyse de la tension pour l'estima-
tion de la charge du secteur vue par le fournisseur électrique. La méthode d'analyse comporte 
trois étapes: une phase de filtrage numérique, une analyse de transitoires et l'estimation 
de la charge. Cette méthode originale et de nature locale a été validée avec des données 
expérimentales. Elle présente des avantages majeurs par rapport aux méthodes traditionnelles 
de gestion de la demande, qui nécessitent la complexité d'un système de communication pour 
envoyer un signal depuis le fournisseur électrique afin de moduler la consommation locale 
selon les besoins du réseau. 
Enfin, nous proposons une architecture de gestion prédictive et adaptative basée sur modèle qui 
intègre les deux premières propositions. L'architecture proposée permet à la fois de répondre 
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aux besoins du client en termes du confort thermique des occupants et du distributeur en 
termes de réduction de la puissance en heures de pointe. Le caractère local et automatisé de la 
méthode proposée pourrait éliminer certaines craintes des clients, fondées ou non, en relation 
à la sécurité et à de possibles atteintes à la vie privée attribuées aux systèmes traditionnels 
basés sur l'échange d ' information entre le client et le distributeur et qui nécessitent des 
infrastructures de communication entre ces derniers. 
Abstract 
In Canada and particularly in Quebec, the electricity consumption increases significantly 
during the winter period. Heating requirements, directly related to the low temperatures, are 
the main contributors to this seasonal augmentation in power demand. Indeed, the profile 
of residential electricity consumption in Quebec shows a particular behavior contributing 
with 30% of the total consumption. This power demand is also largely associated to the 
meteorological conditions and the life style of the residents; for ex ample, the occupation 
schedules, the preferences of indoor temperature setup and the family composition are the 
main factors that determine the patterns of residential consumption. Optimal management of 
residentialloads can play a crucial role; more specifically, the management of thermostatic 
loads such as the space and water heating systems, in the Quebec context becomes essential in 
winter time. 
In spite of the fact that several pilot projects have demonstrated the benefits of demand 
management, a massive implementation of the proposed approaches in the literature depends 
on both the massive deployment of smart communication and measurement technologies as 
weIl as on the acceptance of residential customers to join management programs. 
A good management strategy must be attractive for customers and beneficial for the electrical 
supplier. From the customer's point of view, the reduction of the bill and keeping the indoors 
comfort must be their priorities. For the utility, the ability to impIe ment demand management 
functions , including the peak power reduction at lower cost would be an as set. Fully satisfying 
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the needs of both sides simultaneously seem to be a great achievement. This challenge is even 
greater in extreme cold conditions, in the absence of local production and 1 or storage systems, 
and in the absence of modulated rates over time. 
Throughout this research project, three propositions that complement each other are presented, 
to allow a new proposaI for the optimal intelligent management of the residential heating 
system. In this way, the residential customer contributes to the reduction of the power peak 
during critical periods for the electric grid, without reducing its comfort. 
The first proposaI consists of a building emulation system based on modeling the behavior of 
typical residential buildings in Quebec. It includes an Elementary Processor (EP) structure and 
its implementation architecture in VLSI technology for the paralleled execution of the EPs 
model with better response characteristics and fidelity compared to CUITent techniques. 
The second proposaI is a voltage measurement and analysis system, for estimating the sector's 
power load as seen by the electrical supplier. The analysis method has three steps : a digital 
filtering phase, a transient analysis and the estimation of the load. This original and local 
method has been validated with experimental data. It offers major advantages over traditional 
demand management methods, which require the complexity of a communication system to 
send a signal from the utility to modulate local consumption according to the needs of the 
electric network. 
Finally, we propose a model-based predictive and adaptive management architecture that 
integrates the first two propositions. The proposed architecture meets both, the customer's 
needs in terms of the thermal comfort of the occupants and the distributor needs in terms of 
power reduction during peak hours. The local and automated nature of the proposed method 
could eliminate sorne fears of customers, whether founded or not, in relation to the security 
and possible privacy breaches attributed to tradition al systems based on the exchange of 
information between the customer and the distributor, and which require communication 
infrastructures between them. 
Avant-propos 
Cette thèse a été réalisée dans le cadre du projet de recherche et développement coopératif 
(RDC) financé en part par le Conseil de Recherches en Sciences Naturelles et en Génie du 
Canada (CRSNG), le Laboratoire des Technologies de l'Énergie d' Hydro-Québec (LTÉ) et 
la Fondation de l'UQTR. L'objectif principal de ce projet porte sur la gestion intelligente de 
la demande afin d'éviter les pointes de puissance lors de périodes de forte consommation 
d'électricité dans le contexte Québécois. 
Le projet RDC a été divisé en trois volets: 
Volet 1 : Développer une connaissance approfondie du système énergétique résidentiel québé-
cois afin de réaliser une gestion adaptative de la demande locale; 
Volet II : Modéliser le comportement électrique et énergétique des clients résidentiels qué-
bécois afin de permettre la prévision de la consommation et la proposition de systèmes de 
contrôle adaptatifs et prédictifs pour la gestion de la demande; 
Volet III : Proposer des stratégies de gestion domestique de l'énergie et de la puissance élec-
trique considérant l'aspect transactionnel entre client et distributeur, les différentes topologies 
de système local d'énergie (client), et les aspects de stockage d'énergie lorsque l'infrastructure 
locale le permet. 
Trois étudiants ont été assignés à chaque volet l'hiver 2014 pour le démarrage du projet. Pour 
le volet I, l'étudiant Nilson Henao; pour le volet II, l'étudiante Fatima Amara et pour le volet 
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Chapitre 1 Introduction 
Cette thèse a été réalisée dans le contexte de la gestion de la demande de puissance vue par le 
fournisseur d 'électricité, dans ce cas-ci, Hydro-Québec. Elle vise entre autres l'analyse et la 
proposition de nouvelles méthodes de gestion de la consommation résidentielle à partir des 
actions entreprises localement et de manière automatisée. Nous présentons dans ce chapitre 
une description abrégée du contexte de la recherche, du problème abordé, des objectifs et 
de la méthodologie adoptée dans la thèse. Enfin nous décrivons rapidement les principales 
contributions. 
1.1 Contexte général de recherche 
Le secteur énergétique est dans une phase de transformation d' une part influencée par la forte 
croissance de la demande d'électricité, par l'épuisement des ressources d 'énergie fossile, par 
le réchauffement climatique et par le besoin de moderniser des infrastructures vieillissantes; 
et d'autre part favorisée par les avancées technologiques dans les domaines énergétique, 
électronique, et les technologies de l'information et communication [1-3]. Ce changement 
amène à la mise en place des Réseaux Électriques Intelligents (RÉI), appelés couramment 
« Smart Grid » avec des objectifs clairs d 'améliorer l 'efficacité, la fiabilité et la sécurité des 
réseaux électriques. Le concept des RÉI vise essentiellement la modernisation et l'optimisation 
des réseaux électriques existants, l'ajout d ' intelligence à tous les niveaux, l'intégration des 
sources d 'énergie renouvelable et fluctuantes, du stockage décentralisé et des technologies 
propres ainsi qu ' une participation active des clients dans la gestion du réseau [4-7]. 
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Dans le concept traditionnel du réseau, les clients sont vus comme simples consommateurs 
passifs d'électricité. Dans le scénario des RÉI, ils sont aussi appelés, par la Gestion de la 
Demande en Puissance (GDP), à être actifs et jouer le rôle de producteurs d 'électricité et, ce 
faisant, d' une certaine manière à contribuer à la gestion du réseau. En effet, dans la planification 
et implantation des RÉI il est prévu la mise en place des approches de gestion intelligente de 
la demande locale [8]. Ces approches doivent permettre de mieux gérer l'équilibre entre la 
production et la consommation d 'énergie ainsi que de puissance électrique. 
Dans les pays nordiques, dont le Canada, la consommation d'électricité est fortement influen-
cée par les saisons et les conditions climatiques. La Figure 1-1 présente les variations de la 
température extérieure au Québec pour une période de quatre années consécutives (2012-
2015). On observe dans cette période une température moyenne autour de 5°C, et des valeurs 
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FIGURE 1-1 Variations de la température registrée pendant la période 2012 à 2015 (Ville de 
Trois-Rivières, QC) [9]. 
Le climat, et principalement la température, a donc un effet saisonnier sur la courbe de puis-
sance ce qui est bien illustré, pour le Québec, par la Figure 1-2. Sans doute, cette Figure montre 
que la consommation annuelle présente un pic plus prononcé pendant la période hivernale; 
qui apparaît normalement durant le mois de Janvier [10]. En fait, dans la province du Québec 
la puissance crête des trois dernières années s'approche de 40GW, dépassant momentanément 
la capacité installée, ce qui a un impact direct sur les coûts d 'approvisionnement [11 ]. Cet 
3 
effet est présenté à la Figure 1-3. Dans cette Figure, on peut constater que durant la période 
de 2012 à 2015 la capacité installée a été dépassée par la demande en période de pointe; ce 
qui "oblige Hydra-Québec à produire chaque année un maximum d'électricité en hiver et 
àfaire des achats à court terme sur des marchés voisins, à prix très élevés" [1 0]. En plus, 
d'après l'évolution de la pointe de puissance annuelle au Québec sur la période 2008-2014 tel 
qu'observé dans la Figure 1-2 et selon les prévisions du Plan d'approvisionnement 2014-2023 
d'Hydro-Québec, les besoins en puissance de la province sont en croissance, imposant une 
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FIGURE 1-2 Production mensuelle d'électricité au Québec (TWh), et pointe annuelle de consom-
mation (MW),janvier2008 àjuin 2014 [ 10] 
On déduit facilement que la courbe de puissance est liée premièrement au chauffage d'espace. 
Celui-ci représente environ 60% de la consommation d'énergie résidentielle. En deuxième 
rang, le chauffage de l'eau compte environ pour 20%. Ces deux charges représentent ensemble 
environ 80% des besoins d'énergie des ménages québécois. La distribution moyenne des 
besoins est présentée par la Figure 1-4 [1 2]. Tel qu'illustré dans la Figure 1-5, l'augmentation 
de la demande globale en puissance pendant l' hiver est attribuée en grande partie à la clientèle 
40 • 
3: 39 • • • • S2. • • • • ~ 38 • • c • • • • Puissance installée CIl ~ 37 • • • • Besoins en puissance ·S X 2013 ... y 3607 • Besoins prévus a.. 36 • 4: • • 35 
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FIGURE 1-3 Évolution des besoins de puissance versus la capacité installée. Hydro-Québec -
État d' avancement 2015 du Plan d'approvisionnement 2014-2023 [Il ] 
Distribution de la consommation énergétique résidentielle au Canada 2013 
63" 
• Chauffage de l'espace 
• Chauffage de l'eau 
• Appareils ménagers 
tclairage 
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résidentielle et agricole, même si l'apport du secteur commercial et institutionnel n'est pas 
négligeable. Les besoins liés au chauffage d'espace dans les secteur résidentiel et agricole, 
représentent plus de 30% du total de la pointe de puissance vue par le distributeur. Ces besoins 
ont une tendance à la hausse, tel que présenté par Hydro-Québec dans l'État d'avancement 
2015 du Plan d'approvisionnement 2014-2023 [13]. 
Cette différence dans la contribution à la pointe, selon la catégorie de clientèle, peut être 
expliquée d'une part par la nature de la charge, et d'autre part, par le fait que certains clients du 
secteur commercial et institutionnel, ont des ententes avec le distributeur pour contribuer à la 
réduction de la consommation pendant les heures de pointe. Plus précisément, certains clients 
sont appelés à utiliser l'auto-génération ou à moduler ou éteindre certaines charges durant les 
périodes critiques, ceci moyennant une compensation économique dans la facturation. C'est 
5 
ainsi que les clients institutionnels, industriels et d'affaires présentent une consommation 
plus ou moins stable tout au long de l'année; cela s'explique d'ailleurs par une utilisation du 
chauffage au gaz naturel dans la plupart des bâtiments dans ces secteurs. À l'inverse, dans le 
secteur résidentiel québécois le seul facteur restrictif appliqué est une «prime de puissance» 
pour le dépassement d'un seuil de la demande de puissance [14]. Le seuil fixé à 50kW est 
souvent ignoré par les clients résidentiels, ce qui rend peu probable une réduction volontaire 
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(b) Besoins totaux en puissance. 
FIGURE 1-5 Profil mensuel des besoins totaux en énergie (TWH) et en puissance (MW) par 
catégorie de clientèle, projections 2015 [10] 
Pour Hydro-Québec l'augmentation de la consommation d'énergie représente des avantages 
économiques, plus significatifs dans le secteur résidentiel tel que montré par le Tableau 1-1 [11]. 
Cependant, les périodes «critiques», qui sont essentiellement des appels de très forte puissance, 
surchargent momentanément le réseau représentant des conditions de «pointe», vues comme 
des sources de stress pour le réseau électrique. D'ailleurs une courbe typique journalière de 
consommation en période hivernale au Québec présente deux pointes de puissance; en temps 
normal l'une apparaît dans les premières heures de la journée entre 6H et 9H et l'autre en 
soirée entre 16H et 20H. Ce qui coïncide avec les horaires habituels moyens de l'activité 
humaine dans les ménages [1 5]. 
TABLE 1-1 Résultats des produits et bénéfices nets d 'exploitation d'Hydro-
Québec Distribution et pourcentage des produits des ventes d'élec-
tricité par secteur (Rapport : Voir grand avec notre énergie propre 
Hydro-Québec 2015 [Il)) 
Secteur Produits Bénéfice Net Pourcentage 
Résidentiel 45% 
Commercial, institutionnel et petites industries 32% 
Grands clients industriels 20% 
Autres 3% 
Total 1l.8 G$ 364M$ 100 
1.2 Enjeux énergétiques et économiques spécifiques du Québec 
6 
Les statistiques montrées dans le Tableau 1-2 permettent de faire une analyse des besoins et 
des caractéristiques spécifiques des bâtiments résidentiels canadiens et québécois [16]. 
TABLE 1-2 Contexte énergétique au Canada et au Québec 
Description Canada Québec 
SOURCE DE CHAUFFAGE 
Électricité 36% 
Gaz Naturel 42% 
Mazout 7% 
Autres 15% 
TYPE DE SYSTÈME DE CHAUFFAGE 
Central - type fournaise 









UTILISATION DE SYSTÈME DE CLIMATISATION 
Central 
U ne seule pièce 







Il est facile de constater qu 'au Québec, différemment des autres provinces du Canada, l'uti-
lisation de l'énergie électrique est plus répandue, ce qui amène à une tendance beaucoup 
plus élevée quant à l' utilisation du chauffage décentralisé par plinthes électriques. Cette 
caractéristique conduit également à une utilisation réduite du chauffage central au mazout 
et au gaz. Contrairement à ce qui se passe aux États-Unis et dans la plupart des pays de 
l'Europe, l'utilisation d'air climatisé ne joue pas un rôle important dans la consommation 
7 
d'énergie et environ la moitié des ménages n'utilisent aucun système d'air climatisé. Dans 
le contexte particulier du Québec, tel que montré par la Figure l-6a, le type de construction 
majoritairement retrouvé dans le parc immobilier est la maison individuelle, en deuxième 
rang d'utilisation on retrouve les appartements de moins de 5 étages. Plus spécifiquement, 
environ 46% des ménages au Québec, et 55% au Canada, habitent en maison individuelle. En 
ce qui concerne l'occupation des bâtiments résidentiels, tel qu ' illustré par la Figure 1-6b, les 
ménages sont en grande majorité composés d'une ou deux personnes par habitation. Ce qui 
peut être expliqué en partie par le fait qu'au niveau socio-économique le Canada est considéré 
un pays riche avec une population vieillissante. 
Distribution par type de ménage au Québec 
(a) Type de construction. 
• Maison individuelle non attenante 
• Appartement 5 étages ou plus 
• Maison jumelée 
l ogement mobile 
• Maison en rangée 
• Appartement duplex 
• Appartement de moins de 5 étages 
Autre maison invividuelle attenante 
Distribution par occupation Québec 
. 1 personne 
. 2 personne 
. 3 personne 
4 personne 
. 5 personne 
. 6 person ne ou plus 
(b) Nombre des personnes par ménage. 
FIGURE L-6 Statistiques Québec 20LO [17] 
Ces caractéristiques climatiques, démographiques et économiques ont évidemment un effet sur 
l'utilisation de l'énergie. Au Canada, la consommation d'électricité moyenne par ménage varie 
entre 1 1 590kWh/an et 32054kWh/an selon le type et les dimensions du bâtiment [18]. Cette 
consommation particulièrement élevée est conditionnée essentiellement par le climat nordique 
du Canada. En fait, la consommation moyenne d ' énergie par habitant au Canada est parmi les 
8 
dix plus élevées au monde. Ainsi, la consommation d'énergie moyenne par habitant au Canada 
est 4741 kWh/an; celle des États-Unis est 4517kWh/an; celle de la France est 2883kWh/an; 
et celle de la Chine est 433kWh/an. D'ailleurs, la demande de puissance électrique moyenne 
par personne au Canada est de 1.7kW. 
Un autre aspect qui est bien particulier au Québec est la façon de gérer le marché de l'électricité. 
Au Québec, après la nationalisation de l'électricité dans les années 40 et 60, Hydro-Québec 
devient le fournisseur unique d'électricité dans la province [10]. Contrairement à la plupart 
des provinces du Canada, à l'Europe et aux États-Unis où le marché de l'électricité est 
ouvert, Hydro-Québec comme fournisseur unique a une clientèle assurée, mais également 
doit répondre aux politiques d'État en ce qui concerne les plans d'approvisionnement, les 
investissements et les schémas tarifaires qui doivent être approuvés par le gouvernement. 
En réalité, le Québec n'a pas de tarifs modulés et les programmes d'encouragement pour 
les clients résidentiels, visant la réduction de la consommation en heures de pointe, sont 
presque inexistants. Ces conditions sont complètement différentes et posent plus de défis 
techniques par rapport aux marchés ouverts où les prix sont variables et servent comme moyen 
d'encouragement pour faire que les clients modulent leur consommation. 
1.3 Problématique de la thèse 
Le déséquilibre entre la consommation et la puissance instantanée disponible, même s'il 
apparaît pendant des courtes périodes, exige des mesures de gestion de la pointe de consom-
mation vue par le fournisseur. Pendant l'hiver, le fournisseur d'électricité doit donc faire 
face à ces périodes «critiques» qui demandent des actions correctives, d'une part du point 
de vue de l'opération du réseau, afin de maintenir le niveau de tension, la fréquence et la 
stabilité du système; d'autre part, du point de vue économique, le fournisseur doit prévoir 
des investissements pour augmenter la capacité installée et pour l' achat d'électricité afin de 
couvrir le dépassement momentané de puissance. De ce fait, il est nécessaire d ' adopter des 
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approches intelligentes de gestion qui doivent tenir compte du confort, des besoins et des 
habitudes particulières des clients, des conditions météorologiques et des caractéristiques 
des bâtiments. Les facteurs qui influencent la pointe en période hivernale et qui doivent être 
considérés dans la gestion peuvent être regroupés en deux composantes: 
<) une composante qui dépend des conditions météorologiques, dont les effets de la 
température extérieure, le facteur éolien et l'ensoleillement, qui font que l'ensemble de 
la population utilise plus (ou moins) les systèmes de chauffage. 
<) une deuxième composante qui dépend plus des habitudes de vie des clients. Notamment, 
les horaires d'occupation et le type de réglage (ou programmation) des thermostats 
électroniques sont des facteurs avec une forte influence sur le profil de consommation. 
Les systèmes de chauffage décentralisés par plinthes électriques, étant majoritairement utilisés 
au Québec, ont un effet important sur la pointe de consommation. En effet, l'introduction 
et la commercialisation des thermostats électroniques programmables, a permis aux clients 
de mieux contrôler la température interne du bâtiment et de réduire dans certains cas leur 
facture par l'abaissement de la consigne pendant certaines périodes. Par exemple, selon les 
recommandations d'Hydro-Québec sur les bonnes habitudes à adopter en hiver, abaisser 
la température de réglage de 3°C durant la nuit et lors des heures d'absence durant le jour, 
permettraient aux clients de faire des économies de 4 à 5 % sur les coûts de chauffage; diminuer 
d'un degré Celsius la température de réglage au long de l'hiver permettrait d'économiser 
de 5 à 7% sur les coûts de chauffage. Cependant, le déploiement de cette technologie, sans 
une gestion intelligente, peut engendrer aussi une augmentation de la consommation lors des 
périodes de« reprise» (après une période d'abaissement de la consigne) qui coïncident souvent 
avec les périodes de pointe de puissance vues par le fournisseur d'électricité [15]. 
Une difficulté majeure de la mise en œuvre des stratégies de gestion est la conciliation entre la 
réduction de la puissance consommée localement durant les périodes de pointe et le maintien 
du confort lors des heures d'occupation du bâtiment. Satisfaire ces deux conditions devient trop 
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difficile en utilisant les méthodes classiques de gestion de la demande qui sont implémentées 
du côté réseau sans ou avec trop peu d'information relative au confort des occupants. 
Dans le contexte des réseaux électriques intelligents et des nouvelles technologies, la gestion 
intelligente de la demande au niveau résidentiel constitue une problématique actuelle et impor-
tante à résoudre. Notons que la mise en place d'une gestion intelligente de la consommation 
électrique résidentielle requiert entre autres une connaissance des habitudes et des besoins 
des clients; une modélisation de la consommation énergétique des bâtiments résidentiels; et 
l'adoption des stratégies de gestion adaptatives de la puissance, de l'énergie et du confort des 
clients. 
Ce projet de recherche vise essentiellement la problématique de la gestion locale en temps 
réel et automatisée de la consommation et du confort pour les installations résidentielles avec 
chauffage électrique. Ceci dans le contexte québécois où un tarif non-différencié dans le temps 
est utilisé. 
1.4 Objectifs et contributions 
1.4.1 Objectifs 
L'objectif principal de ce projet de recherche consiste à proposer des stratégies de gestion 
optimale, à implanter chez le client résidentiel, pour aider à réduire la pointe de consommation 
vue par le fournisseur électrique en période hivernale sans affecter le confort des clients. Cette 
étude se concentre essentiellement sur les systèmes résidentiels utilisant un chauffage par 
plinthe électrique. Les objectifs spécifiques du projet de recherche peuvent être définis comme 
suit: 
<) Proposer et mettre en œuvre une plateforme permettant l'émulation du comportement 
énergétique des bâtiments résidentiels québécois avec chauffage par plinthe électrique. 
Ceci comprend la modélisation électrique détaillée (définition multizones) du bâtiment 
Il 
résidentiel considérant les caractéristiques propres au climat, aux normes et codes du 
bâtiment québécois . 
o Proposer une architecture de gestion résidentielle en temps réel afin d'optimiser la 
puissance du chauffage électrique visant la réduction de la pointe de consommation 
vue par le distributeur. Les stratégies à implanter chez le client doivent demander le 
minimum d'échange d'information entre le client et le fournisseur, et doivent répondre 
aux besoins spécifiques du client du point de vue de la sécurité et du confort. 
o Valider les propositions par émulation en temps réel et analyser l'effet des stratégies sur 
la pointe de consommation et sur le confort thermique des occupants au niveau local et 
au niveau d'un groupe de clients. 
1.4.2 Contributions 
Les contributions de cette thèse sont regroupées en trois parties: 
o Une méthodologie de description matérielle visant l'émulation en temps réel du com-
portement typique de maisons québécoises avec systèmes de chauffage par plinthe 
électrique considérant une modélisation thermique multizones et multicouches. 
o Une architecture de gestion en temps réel de la puissance pour les clients résidentiels 
avec chauffage par plinthe électrique. Cette architecture comporte deux contributions 
importantes : 
• Une méthode pour la détection en temps réel des périodes de pointe à partir des 
mesures de tension réalisées chez le client. Cette information servira comme signal 
de modulation de « coût» pour l'optimisation de la consommation dans l' absence 
ou comme complément d'un signal envoyé par le distributeur . 
• Description matérielle de méthodes avancées d'optimisation pour garantir si-
multanément la réduction de la pointe de puissance et le confort thermique des 
occupants. 
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<) Structures d'implantation matérielle en technologie d'intégration à très grande échelle 
(VLSI) des différentes propositions logiques/algorithmiques en vue de leur validation. 
Ce projet contribue à une utilisation plus efficace des ressources énergétiques dans les milieux 
résidentiels, avec une possible application aux systèmes institutionnels, dans le nouveau 
contexte des RÉI et par la voie d'une participation active et automatisée des clients. 
1.5 Infrastructure de recherche 
Toutes les ressources informatiques (ordinateurs, licences logicielles, etc.) et électroniques né-
cessaires, pour l'implantation de la plateforme d'émulation, et pour les études de modélisation, 
ont été fournies par l'Institut de Recherche sur l'Hydrogène et par le Département de Génie 
Électrique et Génie Informatique de l'Université du Québec à Trois-Rivières. Des campagnes 
de mesure ont été réalisées dans des bâtiments résidentiels québécois afin d'obtenir certaines 
informations utiles à la validation des propositions. 
1.6 Méthodologie de recherche 
La Figure 1-7 illustre la démarche méthodologique adoptée afin d'acquérir les connaissances 
nécessaires de chaque domaine en relation avec ce travail de recherche. En premier lieu, des 
études ont été réalisées sur la modélisation de bâtiments typiques québécois, ce qui constitue la 
base des méthodes d'évaluation du confort thermique humain dans le bâtiment; en deuxième 
lieu, nous avons abordé le sujet de l'identification ou estimation des périodes de pointe de 
consommation; et en troisième lieu, des études ont été menées sur la gestion locale intelligente. 
Ces travaux théoriques ont abouti à la proposition d'une solution logique et matérielle d'un 
système de gestion pour les systèmes résidentiels alimentés électriquement dans le contexte 
québécois. 
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Modélisation et émulation de bâtiment québécois: Ce premier axe du projet est centré 
sur : 1) l'évaluation des outils de simulation et plateformes de développement disponibles 
permettant l'exécution des modèles de bâtiment; 2) les types de modèles de bâtiment; 3) les 
types de contrôle de chauffage et 4) les principales caractéristiques des bâtiments résidentiels 
québécois sur la base des normes et codes de construction propres au Québec [19, 20]. Ces 
études sont réalisées afin de déterminer le type de construction et le type de modèle à utiliser 
considérant les particularités du Québec. Cette modélisation est réalisée afin de permettre la 
validation des algorithmes de gestion intelligente en temps réel. Dans cet axe nous étudions 
également les systèmes d'émulation pouvant être employés pour la validation des algorithmes 
de gestion résidentielle. 
Simulateurs et outils 
de modélisation 
Types de modèles de 
bâtiment 





Systèmes et outils 
d'émulation 





FIGURE 1-7 Méthodologie de recherche proposée. 
Techniques de lestlon 
de la demande 




Normes et méthodes 
d'analyse du confort 
Analyse des 
technololles 
Nous cherchons principalement, dans cet axe, la proposition d'une méthodologie de description 
matérielle du modèle de bâtiment résidentiel canadien (québécois) permettant son implantation 
en technologie d'intégration à très grande échelle (VLSI pour Very-Large-Scale Integration en 
anglais) pour l'émulation en temps réel et l'intégration à un système de contrôle embarqué de 
type VLSI. 
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Estimation des périodes de pointe: Ce deuxième axe du projet est consacré à la proposition 
d' une approche ou méthode pour indiquer aux clients résidentiels, ou au système de gestion 
locale, de manière automatisée et en temps réelles périodes de pointe de consommation vues 
par le fournisseur électrique. Cette information est déduite à partir du mesurage local et de 
l'analyse des tensions électriques au niveau du panneau électrique. 
Plus spécifiquement, nous considérons dans cet axe, l'étude 1) des normes et moyens de 
régulation de la tension électrique fournie aux clients; 2) des systèmes de mesurage et de 
traitement de signal en temps réel; et 3) des méthodes et techniques de détection de transitoires 
en séries temporelles. 
Cette étude poursuit essentiellement la détection des périodes de pointe à partir de l 'analyse 
en temps réel de la tension fournie aux clients par le réseau de distribution. 
Architecture de gestion locale: Le troisième axe du projet porte sur l'étude 1) des mé-
thodes de gestion de la demande; 2) des méthodes de contrôle prédictif; 3) des techniques 
d'optimisation ; 4) des normes et méthodes d'analyse du confort; et 5) des technologies liées 
à la gestion résidentielle. Comme résultat principal de cet axe du projet, nous envisageons 
la proposition d ' une architecture de gestion locale dont l'objectif principal est de déplacer 
la pointe de consommation locale en dehors des heures critiques de stress du réseau tout en 
gardant le confort thermique du client. Cela devrait permettre la participation active des clients 
à la gestion de manière automatisée, adaptative et flexible. À cet effet, la proposition considère 
les aspects suivants : 
o l'architecture de gestion doit permettre un contrôle optimal en temps réel de la puissance 
de chauffage (central ou par plinthes électriques) et le maintien du confort thermique 
des zones occupées dans le bâtiment résidentiel. Le problème d'optimisation pose deux 
objectifs: 
• Minimiser la puissance totale consommée localement lors des périodes de pointe 
vues par le réseau ; 
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• Maximiser le confort aux heures d'occupation. 
Le système de gestion considère également des contraintes en relation avec les objectifs: 
o limites de la puissance installée et crête maximale permise; 
o bornage dynamique du confort selon les périodes d'occupation. 
Validation des propositions: Une phase de validation est réalisée pour chaque proposition; 
pour cela nous réalisons des campagnes de mesurage dans des bâtiments résidentiels en 
vue de l'obtention de profils de puissance réels en période hivernale. A cet effet, compte 
tenu de l'importance de l'exécution en temps réel et des besoins de l'information avec une 
bonne résolution temporelle, le développement et / ou l'intégration d'un système de mesurage 
intelligent sont également considérés. 
Les modèles et algorithmes proposés sont implantés en technologie VLSI pour la validation 
par la voie de la co-simulation et l'émulation en temps réel avec des données obtenues dans 
les campagnes de mesurage. 
1. 7 Structure de la thèse 
Ce travail de recherche est présenté en 6 chapitres, la suite du document est organisée 
amsl : 
o Chapitre 2: Dans ce chapitre, nous présentons l'analyse des connaissances acquises à 
travers l'état de l'art pour mettre en évidence l'état actuel des stratégies et des méthodes 
utilisées pour le contrôle et la gestion locale de l'énergie et la puissance résidentielle. 
Les aspects clés de la gestion sont abordés dans le contexte de cette recherche. Parmi 
eux nous avons: la modélisation des bâtiments, les stratégies actuelles pour faire face 
aux périodes de forte consommation d'énergie et les mesures actuellement prises pour 
contrer les problèmes de déséquilibre entre la production et la consommation. 
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\) Chapitre 3 : Nous présentons dans ce chapitre la proposition de modélisation pour 
déterminer le transfert de chaleur dans les bâtiments résidentiels dans une approche 
multi-couches et multi-zones d'ordre élevé; nous présentons également la proposition 
et le développement d'un système d'émulation de bâtiment résidentiel québécois. 
Ô Chapitre 4 : Dans ce chapitre, il est présenté la proposition d'une nouvelle méthode 
pour identifier les périodes de pointe de puissance vues par le fournisseur d'électricité, à 
partir de la mesure de tension. Nous expliquons les étapes définies pour déterminer la 
charge du réseau et identifier en conséquence les périodes de forte demande de puissance. 
Des résultats des validations exhaustives sont présentés pour démontrer la validité de la 
proposition. 
Ô Chapitre 5 : Pour ce chapitre, nous exposons la proposition de gestionnaire domes-
tique. Nous expliquons l'intégration du système d'émulation de bâtiment résidentiel 
et de la méthode pour la détection des périodes de pointe, avec le système de gestion. 
L' architecture de gestion résidentielle nettement locale tient compte des deux objectifs 
suivants: aider à la réduction de la pointe et garantir le confort thermique des occupants. 
L' architecture de gestion proposée comporte une structure de contrôle prédictif basée 
sur modèle (MPC pour Madel Predictive Control) qui utilise l'optimisation par essaim 
de particules. 
\) Chapitre 6 : Finalement, nous présentons la conclusion et les possibles directions des 
futurs travaux de recherche dans le domaine. 
~ 
Chapitre 2 Etat de la technique sur la gestion de la de-
mande en puissance 
Afin d'aborder chacun des aspects liés à cette recherche, ce chapitre présente une description 
abrégée de l'état de la technique sur la gestion de la demande résidentielle. Une analyse des 
outils de modélisation et d'émulation de bâtiments résidentiels et des systèmes de gestion 
proposés dans la littérature est également présentée. 
2.1 La gestion de la demande dans le contexte des réseaux intelligents 
Les réseaux électriques intelligents (RÉI), en termes généraux, ont comme but principal la 
« modernisation » des réseaux électriques conventionnels de façon durable, économique et 
sécuritaire [5], [21]. Dans tous les niveaux de la chaîne de production, transport et distribution 
de l'énergie, la gestion optimale de la demande d'énergie et de puissance est définie comme un 
des piliers des réseaux intelligents. Cette gestion cherche à augmenter l'efficacité énergétique 
et à favoriser une meilleure utilisation des ressources du réseau. Dans une approche globale, 
elle comprend trois thèmes clés: 
<) La communication bidirectionnelle entre le fournisseur ou opérateur du réseau, les 
différentes entités (systèmes de production et stockage) et les clients; 
<) L'intégration des technologies et des sources d'énergie propres, la création de mini et 
micro-réseaux autonomes [22], et la production combinée d'électricité et de chaleur 
(micro-co-génération électrique/thermique) [23]. Toutes ces technologies sont vues 
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comme des moyens de supporter les réseaux électriques existants pour augmenter leur 
efficacité, fiabilité, disponibilité et augmenter la part d'énergie renouvelable. 
\; L'automatisation des réseaux électriques pour améliorer l'efficacité énergétique et la 
maniabilité de ressources disponibles. 
Plusieurs travaux de recherche dans le contexte de RÉI ont mené à des applications telles 
que les infrastructures de mesurage avancée (AMI pour Advanced Metering Infrastructure); 
l'adoption de modèles avec tarifs dynamiques (NRO pour New Rate Options); le contrôle de 
la tension et la puissance réactive dans les lignes (VVC pour VoltNAR or Voltage and Reactive 
power control); l'îlotage planifié et la détection des défauts; la détection de défauts, l'isolation 
et la restauration (SG pour Self-healing Grids) ; l'îlotage planifié et les micro-réseaux (MG 
pour Micro-Grid). 
Les travaux de cette thèse s'adressent à la gestion intelligente de la demande du point de 
vue du bâtiment résidentiel. Dans ce contexte, une structure de gestion comprend plusieurs 
composants qui doivent être analysés tel qu'illustré dans Figure 2-1 [24]. Plus spécifiquement, 
ces travaux ciblent le processus du maintien de l'équilibre production/demande en énergie et 
puissance pour le producteur d'électricité par l'entremise de la gestion de la consommation du 
client résidentiel. 
La gestion de la demande au niveau résidentiel, dans le contexte des réseaux intelligents, 
consiste essentiellement à adopter des stratégies pour gérer la consommation locale de manière 
convenable au gestionnaire du réseau dans le respect des besoins du client [5]. Il est possible 
de réaliser cette gestion selon deux approches différentes: dans la première approche, de type 
centralisé, le gestionnaire du réseau prend les décisions et fait les interventions directement 
avec consentement des clients; dans la deuxième approche, de type local, les décisions finales 
appartiennent aux clients en fonction des besoins de l'opérateur du réseau. Ces deux tendances 




































FIGURE 2-1 Composants des réseaux intelligents appliqués à la gestion d'énergie dans les 
bâtiments [24]. 
2.1.1 Approche centralisée de gestion de la demande (DSM) 
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Par définition, la gestion de la demande locale (DSM pour Demand Side Management) n'a 
pas trop changée à travers les années; cependant le concept de DSM est constamment en 
évolution. On définit alors DSM comme la planification et l'implantation des mesures visant 
à inciter le consommateur à altérer sa consommation afin de moduler ou redistribuer le 
profil de la charge (côté client) pour éviter ou diminuer le stress du réseau électrique (ou 
périodes de pointe de consommation). Ces mesures vont évidemment affecter, voire améliorer, 
directement ou indirectement l'efficacité énergétique globale des résidences et par conséquent 
du réseau [7, 25- 27]. Des exemples en sont le contrôle de charge à distance, l'acquisition de 
systèmes de surveillance de la consommation, la définition et l'envoi d'un signal d'information 
lors de heures de pointe, etc. Différents objectifs sont définis selon le niveau de gestion 
(transmission, distribution, demande) des opérateurs du réseau dont l'intérêt principal consiste 
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à contrôler la quantité d'énergie et de puissance transitées lors de périodes spécifiques. Les 
objectifs de la gestion de la demande le plus souvent mentionnés dans la littérature sont: 
o Minimiser ou modifier le profil de consommation électrique en puissance pendant les 
périodes de stress du réseau; 
o Améliorer l'efficacité énergétique des certains appareils électroménagers «énergivores» ; 
o Minimiser le coût d'approvisionnement de l'énergie; 
o Promouvoir l'intervention du client comme producteur local d'énergie et gestionnaire 
de sa consommation; 
o Favoriser l'implantation des approches transactionnelles pour l'échange de puissance 
(et énergie) entre le fournisseur électrique et le consommateur; 
o Diminuer la consommation de carburant des systèmes polluants pour ainsi réduire les 
émissions de gaz à effet de serre (GES). Ceci en réalisant une meilleure intégration des 
sources d'énergie renouvelable qui sont souvent intermittentes. 
Il est nécessaire de préciser, que dans la majorité des cas considérés dans littérature sur DSM 
les modèles de marchés sont ouverts, c'est-à-dire plusieurs fournisseurs d'électricité offrent 
des prix concurrentiels aux clients, et ces derniers ont donc la possibilité de choisir la meilleure 
option. Parfois certains fournisseurs interconnectés peuvent s'entraider afin de déplacer la 
pointe de puissance et couvrir les besoins d'énergie pendant des périodes spécifiques. Dans 
certains cas ponctuels, il y a des distributeurs qui ont des besoins d'énergie dans ces périodes 
spécifiques et d'autres ont des excès de production; ce qui leur permet d'échanger l'énergie 
pour combler des besoins complémentaires. Toutefois, l'équilibrage de la production et de la 
demande ne peut pas toujours se faire à travers les actions des distributeurs, et évidemment, 
d'autres alternatives impliquant la participation des clients doivent être envisagées. 
Les programmes de gestion de la demande peuvent être classés dans deux grands groupes: 
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1) Programmes de sensibilisation et contrôle indirect de charges: qui cherchent à influencer 
de façon indirecte le comportement des clients à travers des prix (tarifs) variables ou à travers 
des programmes de «sensibilisation». C'est le cas du contrôle indirect, où un évènement 
de déplacement de la charge est réalisé par le client selon les directives du fournisseur pour 
contribuer à la diminution de la charge globale pendant des heures d'intérêt pour ce dernier [28]. 
Dans ce même groupe, les mesures telles que changer les électroménagers pour des appareils 
à haut rendement ou améliorer l'efficacité énergétique des maisons (minimisant les pertes de 
chaleur) sont des exemples. Ces programmes qui visent à encourager les changements des 
profils de consommation de manière indirecte sont aussi connus sous le nom «Programmes de 
Réaction à la Demande» ou simplement DR pour «Demand Response» [29]. 
Parmi les programmes DR les plus connus dans la littérature, il y a ceux basés sur le dépla-
cement volontaire des charges par les clients en fonction des tarifs modulés définis par le 
distributeur; dans cette catégorie nous pouvons mentionner plusieurs approches dont le TOU 
(pour Time of Use) [30], le CPP (pour Critical Peak Pricing) [31], le DAP (pour Day Ahead 
Pricing) [32], [33] et le RTP (pour Real-rime Pricing) [34-37]. Certains services publics 
encouragent aussi l'intégration des systèmes de stockage électrique ou thermique [36,38], 
l'intégration des énergies renouvelables ainsi que l'achat de systèmes de surveillance, comme 
moyens pour augmenter la participation des clients dans la gestion de la demande. 
2) Programmes de contrôle direct de charges: ces programmes connus comme DLC pour 
Direct Load Control consistent à réaliser un contrôle à distance des appareils ou équipements 
avec un pré-engagement du client par l'entremise d'une compensation offerte par le fournisseur 
de services publics: p. ex. un meilleur prix de l'énergie. Dans ces programmes, on utilise des 
charges intelligentes (ou communicantes) dédiées temporairement, dotées d'un contrôleur local 
et d'un système de communication via des protocoles standards pour supporter l'opération du 
réseau et faire le contrôle centralisé à distance [39-43]. Dans la pratique actuelle le délestage 
des charges est la technique la plus utilisée pour le contrôle direct [44-46], et dans la plupart 
des cas les décisions pour le contrôle direct des charges sont prises à partir des prévisions (une 
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journée en avance) et par la voie de techniques d'optimisation hors-ligne [35,47,48]. 
Le modèle de demande dynamique ou DDC (pour Dynamic Demand Control) est un concept 
déjà évalué au Royaume-Uni et aux États-Unis qui exploite l'effet de la charge sur la fréquence 
des génératrices. Dans ce modèle on avance ou déplace l'opération de certains appareils pour 
une période déterminée de manière automatisée à partir de la dérive de la fréquence [49]. 
Dans ce cas, les appareils contrôlables sont munis d'un dispositif qui permet d'identifier les 
variations de fréquence qui correspondent à des conditions extrêmes du réseau. Suite à la 
détection d'une condition extrême, le contrôleur local déconnecte ou module automatiquement 
la charge selon une programmation pré-établie. Évidemment, ce type de gestion est possible 
seulement quand la dérive de fréquence est provoquée par une surcharge du réseau ou quand 
elle est introduite volontairement selon l'état de charge du réseau afin de réaliser le partage de 
puissance entre plusieurs unités de génération [50]. 
Dans tous les cas, les différents types de gestion visent à changer le profil de la demande et à 
couvrir les forts appels de puissance de façon efficace avec l'énergie disponible, c'est-à-dire 
une distribution plus efficace de l'énergie. Dans ce sens, les méthodes de gestion de la demande 
doivent permettre, selon les besoins, de diminuer la pointe de consommation, de déplacer la 
charge à des périodes plus convenables ou de moduler les charges qui présentent des pics 
transitoires importants. 
2.1.2 Approche locale de la gestion de la demande (HEMS) 
L'approche de gestion locale de la demande résidentielle cherche des solutions automatisées, 
à faible coût et adaptées pour le consommateur final, avec le moindre d'impact sur la vie 
privée du client et en même temps avec un intérêt pour le producteur. L'acronyme le plus 
souvent utilisé pour ce type de système de gestion est HEMS pour Home Energy Management 
System [51]. Dans certaines études on fait référence à SHEMS ou REMS pour respectivement 
Smart Home Energy Management System et Residential Energy Management System [5 2]. 
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Dans un concept plus large, incluant des applications commerciales et institutionnelles, on 
parle de BEMS pour Building Energy Management System. Néanmoins, pour les applications 
dans le contexte commercial et institutionnel la gestion est plus dirigée vers le contrôle et 
la surveillance des équipements mécaniques et électriques des bâtiments. Notamment, dans 
BEMS on traite des systèmes de contrôle de la ventilation, de la qualité de l'air, de l'intensité 
de l'éclairage, des systèmes de puissance et des systèmes d'incendie et de sécurité [53]. Dans 
tous les cas, soit la gestion au niveau institutionnel, commercial ou résidentiel, ces systèmes 
devraient idéalement permettre, d'une part, d'obtenir des économies d'énergie et améliorer le 
confort pour les clients, et d'autre part de diminuer le stress du réseau au profit des fournisseurs 
d'énergie [52,54]. 
2.1.3 Approche industrielle dans la gestion de la demande 
Les tendances de l'industrie en ce qui concerne la gestion locale de la demande sont orien-
tées vers deux types de systèmes, un premier type permettant des actions pour le contrôle 
(on/off) des charges communicantes, et le deuxième vers le mesurage et la surveillance de la 
consommation [27]. Ces systèmes sont souvent dotés d'une passerelle permettant l'affichage 
local chez le client et l'accès à distance à l'information de la consommation. Un bon exemple 
des efforts réalisés pour faciliter le déploiement des programmes de gestion est la plateforme 
logicielle lancée récemment par le Pacific Northwest National Laboratory (PNNL) et l'équipe 
Building Energy Management Open Source Software (BEMOSSTM) qui permet l'intégration 
de certains dispositifs de contrôle avec différents protocoles de communication [55]. 
Dans certains cas, les compteurs «intelligents» agissent comme passerelle pour J'échange 
d'information entre le fournisseur et le client [52,56]. Plusieurs systèmes commerciaux sont 
offerts pour la surveillance au niveau du panneau électrique ou au niveau d'une charge spéci-
fique (ou fiche électrique) avec des applications pour l'affichage sur le téléphone intelligent 
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(p.ex. TED Pro Home, Digi XBee Smart Meter, Elgato Eve, Neurion WI-HEM, Smappee, 
Energy Elite 4.0). 
2.1.4 Contrôle de charges et gestion de la demande 
Dans une installation résidentielle, il y a des charges pouvant être considérées pour la gestion 
et d'autres appelées «charges critiques» dont l'opération ne peut pas être ni modulée ni 
déplacée et considérées uniquement pour la surveillance. L'implantation des techniques de 
gestion de la demande suit des critères de sélection des charges basés principalement sur 
la puissance de l'appareil, la flexibilité de la charge à être déplacée, et l'acceptation du 
client [57]. Toute charge considérée pour la gestion automatisée doit être munie d'un dispositif 
de contrôle communicant. Selon ces critères, les charges les plus utilisées dans la littérature 
sont: les chauffe-eau électriques [58,59], les systèmes de chauffage et climatisation [60], les 
pompes à chaleur [57], et dernièrement les véhicules électriques comme moyen de stockage 
d'énergie [61]. Certaines charges, connues sous le nom de «Grid Friendly Appliances» ou 
GFA, sont munies de dispositifs communicants qui détectent le déséquilibre du réseau à partir 
de la mesure de la fréquence et se mettent en marche ou en arrêt afin de contribuer à la gestion 
lors des périodes de forte consommation [62]. Dans le cas spécifique du Canada et de la 
province de Québec, les charges résidentielles ayant plus de potentiel pour la gestion de la 
demande sont celles du chauffage d'espace et les chauffe-eau [63]. 
2.2 Méthodes de contrôle pour la gestion de la demande 
Parmi les méthodes proposées dans la littérature pour la gestion résidentielle de la demande, 
les techniques de contrôle prédictif et optimal et le contrôle basé sur des règles empiriques 
sont les plus utilisées. De manière générale, il est possible de classer les méthodes de contrôle 
en trois catégories : 
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2.2.1 Méthodes basées sur la planification des événements 
Cette première catégorie comprend les méthodes conventionnelles basées sur la planification 
des périodes de fonctionnement des charges contrôlables. Cette planification tient compte du 
compromis entre les priorités d'utilisation des charges, les horaires critiques et les préférences 
des clients pour garantir une performance optimale. Des approches qui utilisent l' ordonnan-
cement de l' opération (scheduling) en fonction de la fluctuation du prix et la prévision de 
la consommation, ont été proposées pour le contrôle des charges dont les plus importantes 
sont les charges thermostatiques [33 , 64]. Pour ce faire, le réglage de ces charges joue un 
rôle important pour déterminer la meilleure option d'équilibre entre le coût et le bénéfice 
(niveau de confort) [33, 53]. Ce type d'approche utilise, pour l'implémentation une plate-
forme de capteurs qui nécessite une passerelle domestique pour l'interopérabilité entre les 
réseaux externes (fournisseur électrique) et les réseaux locaux. La Figure 2-2 représente ce 
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FIGURE 2-2 Système de gestion résidentiel basé sur plateforme de capteurs et de communication 
entre le service électrique et le bâtiment [65]. 
Des options contradictoires peuvent résulter de telles approches pour maintenir la consom-
mation au-dessous d'une limite de puissance donnée sans affecter le niveau de confort des 
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occupants, par exemple appliquer un délestage sur une charge qui est déjà en arrêt. D'autres ap-
proches de planification utilisent des charges «énergivores» avec flexibilité quant à leur temps 
d'utilisation et avec différents modes d'opération (p.ex. laveuse, sécheuse, lave-vaisselle) [66]. 
Les préférences des consommateurs sont des facteurs qui contribuent à la réussite de ces 
méthodes. 
D'autres scénarios considèrent aussi les véhicules électriques, les énergies renouvelables (e.g. 
photovoltaïque) et des systèmes de stockage avec une planification de l'utilisation de ces 
ressources décentralisées (ou distribuées) afin de contribuer à la gestion du flux de puissance en 
heures de pointe favorisant en même temps le fournisseur électrique et le client [67,68]. 
Le principal inconvénient des méthodes basées sur la planification est que l'optimalité des 
décisions dépend grandement de la qualité de la prévision utilisée pour l'optimisation. Nor-
malement, dans cette approche l'optimisation est réalisée hors-ligne et tient compte d'une 
prévision à une journée à l'avance. 
2.2.2 Méthodes basées sur des règles ou des conditions 
Ces méthodes sont connues dans la littérature comme RBC pour Rules Based Control [31, 
32,60]. Elles sont souvent en relation avec le contrôle par logique floue ou FLC pour Fuzzy 
Logic Control où un ensemble de règles est défini avec une hiérarchie de décisions [31,69]. 
Ces méthodes, fréquemment utilisées pour le contrôle dans plusieurs domaines, requièrent un 
processus de calibration qui est plus ou moins facile à obtenir pour des systèmes à une variable 
de contrôle mais plus difficile pour des systèmes à plusieurs variables. D'ailleurs, pour ce 
type de méthode, une connaissance très poussée du système est requise et typiquement les 
informations nécessaires dans les étapes de développement sont déterminées empiriquement 
[70,71]. Dans l'ensemble, les méthodes RBC sont utilisées en précisant des règles logiques de 
type { if, and, then} avec une pondération des priorités selon les objectifs de contrôle. 
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Des approches hybrides qui combinent différents niveaux et types de contrôle et des stages 
RBC sont aussi utilisées. Le principal inconvénient de la méthode RBC est le caractère unique 
et empirique de chaque implantation et la forte dépendance sur la connaissance du système et 
les habitudes des occupants. 
2.2.3 Méthodes basées sur le contrôle prédictif et optimal 
Le contrôle optimal, les algorithmes d'optimisation et la formulation mathématique du pro-
blème d ' optimisation deviennent évidemment des aspects essentiels pour la mise en place 
des stratégies de gestion. L'utilisation des approches de contrôle prédictif et optimal est très 
répandue dans les milieux de la recherche et du développement. On trouve également une 
bonne acceptation au niveau industriel dans plusieurs disciplines [32,71-81]. Selon la revue 
réalisée dans [82], les techniques de contrôle prédictif gagnent de plus en plus une place 
privilégiée au sein de la communauté scientifique; p.ex. le nombre d'articles publiés sur le 
contrôle prédictif en 2015 a été 31 fois plus élevé qu ' en 2000. 
La prédilection de l'approche de contrôle prédictif et optimal dans certains secteurs peut être 
expliquée essentiellement par le fait qu'elle permet de considérer plusieurs objectifs d'optimi-
sation, plusieurs variables et des contraintes et limitations liées aux variables de contrôle. Ce 
qui permet évidemment de mieux circonscrire le problème de gestion avec multiples objectifs. 
On attribue au contrôle prédictif une robustesse accrue face aux perturbations et aux variations 
de consigne, ainsi qu'une bonne réponse transitoire. 
Le contrôle prédictif est connu de manière générique comme MPC pour Model Predictive 
Control. Cette approche comporte trois parties essentielles: le modèle, le stage d'optimisation, 
et la fonction de coût. Évidemment le modèle doit correspondre au processus ou système 
qu ' on désire contrôler. Tel qu'illustré dans la Figure 2-3 , on définit un horizon de prévision 
qui correspond à un intervalle de temps (exprimé en nombre d'échantillons) pour prédire 
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l'évolution des sorties ou états du système. De sorte que pour un horizon de prévision H, une 
séquence de prévisions des sorties peut être définie ainsi: 
)Î (t + lit) , )Î (t + 21t) , ... , )Î (t + H It) (2-1) 
Cette séquence est calculée à partir de l'information de ]' évolution observée du système, selon 
son modèle dynamique, jusqu'à l'instant présent t, c'est-à-dire que le calcul est fait en utilisant 
les valeurs passées des entrées (ou actions passées) du système, et les valeurs présentes et 
passées des sorties du système. Une séquence optimale d'actions de contrôle futures est 
calculée pour un horizon de contrôle défini avec N échantillons, et peut être exprimée comme 
suit : 
u (t It) ,u (t + lit) , ... u (t + N - lit) (2-2) 
La détermination de la séquence optimale d'actions à appliquer est basée sur des critères ou 
des indices de comportement définis et pris en compte par la technique d'optimisation. 
Horizon de prévision 
Horizon de contrôle' 
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FIGURE 2-3 Principe de fonctionnement du MPC. 
Cette approche de contrôle MPC peut être bien adaptée pour la gestion des systèmes électriques 
résidentiels où on peut retrouver plusieurs variables (p.ex. température, puissance, énergie, 
coût), plusieurs objectifs (p.ex. efficacité énergétique, minimisation de la pointe, maximisation 
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du confort), et plusieurs contraintes (p. ex. puissance installée, température minimale et 
maximale, et confort). 
Le principal désavantage de cette approche réside dans sa complexité vis-à-vis du modèle 
du système à contrôler; spécifiquement, la solution itérative du modèle dans le processus 
de recherche d'un ensemble de solutions optimales fait que le temps de calcul augmente en 
fonction de la complexité du modèle et de l'horizon de prévision. Ainsi, pour un système 
pouvant être représenté par un modèle simple, la complexité est basse. Au contraire, pour un 
système complexe on s'attend à un contrôleur ayant une complexité élevée. Notons, que le 
temps minimal d'exécution du contrôleur prédictif dépend de la complexité du modèle, du 
nombre d'échantillons dans l'horizon de prévision, du nombre d'itérations et de la capacité de 
calcul du processeur utilisé pour l'implantation. 
2.3 La gestion de la demande dans le contexte du Québec 
Le déploiement des réseaux intelligents au Canada avance à un rythme différent dans chacune 
des provinces et territoires . Étant donné que l'orientation gouvernementale du marché de 
l'électricité est une compétence provinciale (art. 92A de la Loi constitutionnelle), même si des 
efforts ont été déployés pour établir un chemin stratégique unique pour le Canada en matière 
des réseaux intelligents, les plans de modernisation et l'adoption des nouvelles technologies 
progressent de manière différente au Québec par rapport aux autres provinces. Tel qu'illustrée 
dans la Figure 2-4, à l'année 2013, le déploiement des infrastructures de mesurage avancé 
AMI pour Advanced Metering Infrastructure était réalisé à 100% seulement en Ontario et 
Colombie Britannique. À la même époque plusieurs provinces, dont l'Ontario, la Nouvelle 
Écosse, le Nouveau-Brunswick et l'Île-du-Prince-Édouard, avaient déjà amorcé le déploiement 
des programmes de gestion de la demande, particulièrement des programmes de réaction à 
la demande (DR). Au Québec on avait déployé environ 60% de l'infrastructure de mesurage 
avancé et on n'avait pas encore commencé le déploiement des programmes de gestion de la 
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demande. Ces différences sont expliquées en partie par le cadre normatif, l'état et la topologie 
du -réseau, les priorités gouvernementales, les attentes et les demandes des consommateurs qui 
sont différents . 
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FIG URE 2-4 Déploiement des projets des réseaux intelligents au Canada à l'année 2013, source : 
Ressources Naturelles Canada. 
Malgré les manières différentes d'aborder la modernisation du réseau au Canada, et le fait 
qu ' il y a peu de signes d'un consensus national [83], certains fournisseurs d' énergie ont créé 
des plateformes afin de partager leurs expériences technologiques, et la perception sociale, 
environnementale et économique par rapport aux déploiements réalisés. 
Au Québec, le secteur électrique étant géré par un seul fournisseur avec un seul tarif par type 
de client, l'implantation des méthodes de réaction à la demande devient plus difficile que 
dans les autres provinces où des tarifs modulés sont disponibles. Par exemple, en Ontario les 
opérateurs adoptent des stratégies de gestion de la demande, souvent avec périodes spécifiques 
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(Off-peak, Mid-peak, On-peak) pour la planification et le contrôle à distance des charges basés 
sur des structures de pondération du prix selon la consommation [84,85]. Contrairement à cela, 
le Québec présente peu d'incitatifs au secteur résidentiel considérant que le prix de l'électricité 
est plus bas et que la demande fluctue avec une tendance plus favorable pour le réseau 
qu'ailleurs au Canada. Les seules restrictions appliquées à la consommation résidentielle sont 
sous forme d'une «prime de puissance» lorsque la demande dépasse de 50kW [14], et une 
augmentation du coût du kWh selon la consommation journalière. Plus précisément, les clients 
résidentiels (tarif D - usage domestique) d'Hydro-Québec paient, à compter du 1 avril 2018, 
les 36 premiers kWh consommés chaque jour à 5,91 cents le kWh, et les suivants à 9,12 cents 
le kWh. 
Les périodes de pointe de consommation, au Québec, apparaissent normalement lors de jour-
nées de grand froid en hiver à cause principalement de l'utilisation des systèmes de chauffage 
électrique. Durant ces journées, les clients sont informés, par la voie de communiqués dans les 
médias émis par le distributeur, du besoin d'abaisser leur consommation durant des périodes 
spécifiques dans la journée [13]. Dans cette perspective, les clients résidentiels québécois ne 
sont pas très attirés par les initiatives du fournisseur et un signal automatisé indiquant les 
périodes de pointe n'est pas pour l'instant disponible chez les clients résidentiels. 
2.4 Aspects clés pour la mise en place des stratégies de gestion de la demande 
Trois aspects sont fondamentaux pour l'implantation et l'évaluation des stratégies de gestion 
optimale de la demande locale: la modélisation et/ou émulation de bâtiment; l'information 
des périodes de pointe et les méthodes ou algorithmes d'optimisation. 
2.4.1 Modélisation et émulation de bâtiments résidentiels 
La modélisation du bâtiment résidentiel est essentielle à l'implantation et à la validation des 
algorithmes de gestion de la demande. Plusieurs outils de modélisation et simulation sont 
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disponibles et sont souvent utilisés; parmi les plus populaires nous pouvons citer TRNSYS 
[86], EnergyPlus, DOE Building Benchmarks, et GridLAB-D. Ces outils sont hautement 
performants, cependant le compromis entre la complexité du modèle et le temps de calcul 
devient un inconvénient à surmonter lorsque la modélisation détaillée du bâtiment est requise 
(p.ex. description multi-zone) [87-90]. Ces outils sont plus appropriés pour l'évaluation 
de l'efficacité énergétique des bâtiments dans la phase de conception; ils sont également 
utilisés pour l'évaluation des méthodes de gestion. Néanmoins, la contrainte principale de 
ce type d ' outi ls pour modèles détaillés réside dans l'effort requis pour établir et calibrer le 
modèle. Tâche qui doit s'effectuer pour chaque bâtiment ce qui devient une labeur longue et 
compliquée. 
Certains groupes de recherche ont proposé l'utilisation des modèles sous MATLAB/Simulink 
pour représenter la dynamique du bâtiment et le comportement de quelques appareils élec-
troménagers (incluant les systèmes de chauffage et climatisation HVAC). L'utilisation de 
MATLAB donne une flexibilité pour intégrer le modèle de bâtiment avec des modèles élec-
triques (p.ex. réseaux électriques, électronique de puissance, énergies renouvelables) que 
les outils spécialisés n'ont pas [91]. L'utilisation de deux ou plusieurs environnements de 
simulation est aussi proposée pour profiter des avantages individuels et de la complémentarité 
des différentes plateformes logicielles [86]. 
Des modèles avec une complexité raisonnable basés sur les caractéristiques physiques des 
bâtiments sont souvent préférés dans la littérature pour simuler la dynamique des bâtiments. 
Idéalement, le modèle doit représenter le comportement de la température interne, la consom-
mation d'énergie (et puissance) et le niveau de confort des occupants en fonction des besoins 
des utilisateurs et des conditions météorologiques [53,73,92]. Les approches semi-physiques 
de modélisation de bâtiments basées sur l'analogie thermique-électrique, connues sous le nom 
de modèles RC, sont largement utilisées et préférées pour leur modularité et leur flexibilité aux 
fins de contrôle et de gestion [93-99] . Ce type d'approche permet de représenter la dynamique 
du système considérant différents niveaux de complexité. Ces niveaux sont déterminés par 
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le nombre de zones thermiques et selon le nombre de couches des éléments de l'enveloppe 
thermique et des éléments internes (murs, divisions, plafonds, toit) [8,73,99]. Dans le contexte 
canadien, en raison du climat nordique, les couches des parois des maisons sont définies en 
fonction du niveau d'isolation déterminé par les besoins de chauffage et selon les spécifications 
dictées par le Code national du bâtiment - Canada 2015 [100]. Au Québec les caractéristiques 
d'isolation sont définies par la Loi sur le bâtiment - Code de Construction du Québec [1 9,20]. 
Particulièrement, au Québec un modèle de bâtiment doit tenir compte de l'utilisation de 
plinthes électriques comme systèmes de chauffage utilisé majoritairement [1 8, 10 1]. 
Des modèles qui adoptent des hypothèses simplificatrices afin de gérer le problème de la 
complexité versus le temps de calcul sont rapportés dans la littérature. Ces simplifications 
ont cependant un effet non-négligeable sur la fidélité du modèle [87]. Ces stratégies de 
simplification peuvent difficilement être adaptées aux applications de contrôle et de gestion 
en temps réel, y compris l'optimisation et les algorithmes prédictifs basés sur des modèles 
[8,73,92]. 
Récemment, la co-simulation intégrant plusieurs composantes logicielles de simulation a été 
proposée comme une méthode pour achever une émulation en temps réel. Dans ce cas, la 
principale préoccupation est liée à la complexité du système implémenté, où la performance 
dépend principalement des caractéristiques du (des) processeur (s) et des particularités de 
chaque composante logicielle et matérielle. 
Par exemple, dans la littérature des auteurs ont proposé l'intégration des outils de simulation 
spécialisés comme TRNSYS, EnergyPlus ou SIMBAD avec des outils de calcul comme 
MATLAB [93,102]. Dans ce type de configuration, les modèles et contrôleurs sont simulés 
séparément ce qui demande un noyau logiciel permettant la synchronisation entre les différents 
outils. Ce type de « testbench » devient très complexe et demande une maitrise avancée et les 
licences des outils concernés. La période d'échantillonnage du contrôleur doit être ajustée 
selon celle de l'outil ayant la latence plus longue. Notons que typiquement, cette période peut 
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être de l'ordre de dizaines de minutes pour l'exécution des algorithmes de contrôle, gestion et 
optimisation. Même s'il est possible de faire l'évaluation des algorithmes de contrôle sur des 
modèles fiables, ce type de configuration n'est pas toujours applicable pour un système réel en 
raison des délais d'exécution. 
Pour les cas de co-simulation en temps réel avec matériel dans la boucle (HIL pour Hardware 
in the [oop), le système doit considérer les contraintes physiques réelles propres à l'application 
et le temps de simulation doit être synchronisé avec le temps réel. Il doit être possible de choisir 
ce qu'on veut avoir en matériel et en logiciel. Par exemple intégrer une station météo, des 
capteurs, ou des thermostats. Dans la co-simulation en temps réel, la complexité du système 
dépend essentiellement du niveau de détail du modèle en termes d'équations différentielles 
ou des équations d'état (en relation avec le nombre de nœuds ou matrices à résoudre), et des 
caractéristiques du système de contrôle (le nombre d'itérations dans la boucle d'optimisation). 
Alors, l'implantation et l'évaluation peuvent être limitées par le nombre ou la capacité des 
processeurs disponibles et par le coût associé au matériel [102-104]. 
Des systèmes d'émulation commerciaux basés sur des configurations hybrides avec pro-
cesseurs multi-core (CPU) et FPGA ont été récemment introduits dans le marché. De tels 
systèmes sont actuellement utilisés pour le prototypage et l'émulation des systèmes de puis-
sance [105, 106]. Même s'ils peuvent être adaptés à l'émulation de bâtiment, leur coût est 
normalement élevé et peut augmenter rapidement selon le niveau de performance souhaitée. 
Cette performance est définie en termes du nombre de nœuds et de la période d'échantillonnage 
minimale réalisable. L'utilisation de ces systèmes est restreinte aux laboratoires spécialisés et 
aux installations de prototypage rapide des fabricants de haute technologie. 
2.4.2 Information des périodes de pointe de consommation 
L'information des périodes de pointe de consommation vue par le réseau électrique est l'un 
des éléments fondamentaux pour l'implantation des méthodes de gestion de la demande dont 
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le but principal est de réduire la consommation lors de ces périodes. Couramment, cette 
information des périodes de pointe est fournie par le service public et sert à la programmation 
ou planification des mesures de réduction ou de déplacement de la charge. Il est à noter que, 
dans la pratique actuelle, on assume que le client résidentiel est doté d'un compteur intelligent 
ou d'un dispositif communicant permettant la réception des signaux depuis le fournisseur 
électrique [56]. 
Deux manières de déterminer les périodes de pointe sont rapportées dans la littérature: 
o La première, plus souvent utilisée dans les techniques de contrôle direct de charges, 
consiste à réaliser une prévision de la consommation globale vue par le producteur 
d'énergie et à partir de cette information produire les signaux de contrôle. Normale-
ment, la prévision est faite une journée en avance, avec cette prévision un programme 
d'optimisation détermine les périodes de délestage des charges [66,68, 107, 108]. 
o La deuxième, plus utilisée dans les méthodes de réaction à la demande, consiste à établir 
des périodes (horaires) sur une base statistique de consommation pour moduler les prix 
de l'électricité. Avec l'information du prix par plage horaire, le client peut prendre 
la décision de modifier ou non la consommation d'électricité selon ses besoins et les 
réductions potentielles de la facture d'électricité. Dans les techniques plus automatisées 
l'information du prix de l'énergie en temps réel est requise et fournie [34, 109]. 
Il faut rappeler que dans le cas du Québec, aucun signal émis par le distributeur n'est disponible 
chez les clients résidentiels pour réaliser la gestion locale de la demande. 
2.4.3 Méthodes d'optimisation pour la gestion de la demande 
Les approches de gestion de la demande, notamment celles basées sur la planification des 
événements et celles de contrôle prédictif et optimal, requièrent une solution mathématique 
permettant de satisfaire des critères, des objectifs et des contraintes propres au problème 
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d'optimisation. Ces solutions passent par l'implantation des algorithmes ou méthodes d'opti-
misation. En général, les méthodes d'optimisation permettent de chercher la meilleure solution 
parmi un ensemble de solutions possibles. Cette solution optimale permet de minimiser ou de 
maximiser une fonction définie comme «objectif». Les méthodes d' optimisation peuvent être 
classées en deux grands groupes [110-11 3] : 
o Méthodes classiques: dans ce groupe nous trouvons les méthodes de minimisation 
séquentielle sans contrainte, Lagrangien augmenté, Newton-Raphson, programmation 
quadratique et dynamique, algorithme de descente, et optimisation stochastique (mé-
thode de Newton). 
Ô Méthodes méta-heuristiques: ces méthodes, inspirées des phénomènes de la nature, 
peuvent être groupées en méthodes basées sur des trajectoires et méthodes basées sur 
des populations . 
• Méthodes basées sur des trajectoires : parmi les méthodes de ce sous-groupe on 
peut citer les algorithmes de descente (Hill-climbing), et le recuit simulé (Simulated 
Annealing) [114 ]. 
• Méthodes basées sur des populations: dans ce sous-groupe on peut citer, dans 
deux catégories, les méthodes suivantes. 
- Algorithmes évolutionnaires : algorithmes génétiques, recherche tabou, al-
gorithme concurrentiel impérialiste (imperialist competitive algorithm), al-
gorithme immunitaire (immune algorithm), sélection par clonage (clonaI 
selection), recherche harmonisée (harmony search), évolution différentielle 
(differential evolution) [41]. 
- Algorithmes basés sur l'intelligence des essaims: algorithme des colonies de 
fourmis (Ant colony), algorithme des abeilles (Bee algorithm), fourrage bac-
térien (Bacterial foraging) et optimisation par essaim de particules (Particle 
swarm optimization) [67], [115]. 
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Bien que les méthodes classiques d'optimisation soient appropriées pour l'optimisation hors-
ligne dans les approches basées sur la planification, les méthodes méta-heuristiques sont 
préférées pour la solution de problèmes avec deux ou plusieurs variables et objectifs [32, 116-
118]. Ces méthodes apparues dans les années 80 sont relativement nouvelles mais prennent de 
plus en plus d'importance dans l'optimisation multiobjectif et non-linéaire. Dans le contexte 
de la gestion de la demande, ces méthodes peuvent offrir des avantages par rapport aux 
méthodes classiques. Plus précisément, elles peuvent offrir la possibilité de réduire le temps 
de calcul des contrôleurs prédictifs tout en gardant une définition du problème d'optimisation 
multiobjectif. 
2.5 Temps de réponse dans le contexte de gestion de la demande 
Le temps de réponse des éléments associés à la gestion de la demande, soit dans le contexte de 
gestion locale HEMS ou dans une approche globale du DSM, varie selon le niveau dans la 
structure du réseau. La Figure 2-5 montre sous une forme résumée le temps de réponse selon 
le niveau et les différents éléments et applications. Il est à noter que dans 1'échelle de temps 
les couches inférieures, avec des réponses dans l'ordre des millisecondes et microsecondes, 
sont celles des éléments électroniques utilisés pour la conversion, la communication et le 
contrôle. Dans le plus haut niveau de l'échelle dans l'ordre des heures et jours, nous trouvons 
les systèmes d'optimisation hors-ligne et de planification. Dans les études rapportées dans la 
littérature sur le contrôle et gestion de l'énergie en temps réel, le temps de réponse (exécution) 
des contrôleurs est souvent fixé à 15 minutes [103, 104]. Ce choix est expliqué en raison de la 
période d'acquisition de l'information qu'est, dans la plupart des infrastructures de mesurage 
avancé, fixée également à 15 minutes. D'autres travaux utilisent des périodes de 30 minutes 
ou encore d'une heure, en raison essentiellement de la période d'échantillonnage des données 
disponibles, et dans certains cas de la dynamique du système à contrôler. Dans la plupart 
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des études la prévision à une journée à \' avance est privilégiée, ce qui permet l'adoption des 
approches classiques d'optimisation [35, 66, 108]. 
milli/ micro 
secondes 
eAnI~ tS('!;ADA.HIEM~. 8618). 
Électronique de puissance (systèmes de conversion); 
réseaux de communication (Wifi, Zig Bee, Ethemet,); 
synchronisation réseau (60Hz). 




Dans certains cas, les limitations par rapport au temps de réponse des contrôleurs sont associées 
aussi aux caractéristiques de la plateforme de simulation/émulation utilisée et à la complexité 
des algorithmes d'optimisation. 
2.6 Conclusion du chapitre 
La gestion de la demande poursuit des objectifs d'une part bénéficiant au distributeur et d'autre 
part respectant les besoins des clients. Bien que plusieurs fonctions du réseau puissent être 
appuyées par la gestion de la demande, l'équilibre entre la production et la consommation 
apparaît au premier rang parmi les objectifs du distributeur. Du côté des clients, la réduction 
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de la facture, le maintien du confort et le respect de la vie privée apparaissent comme des 
objectifs prioritaires. 
La gestion de la demande est abordée tant par l'industrie que par le secteur académique de 
deux manières différentes. Ainsi, nous trouvons une première approche globale connue sous 
l'acronyme DSM pour Demand Side Management, et une deuxième approche locale connue 
comme HEMS pour Home Energy Management System. 
La mise en place et la validation des stratégies de gestion de la demande résidentielle requièrent 
une connaissance dans plusieurs domaines; particulièrement la modélisation thermique et 
électrique des bâtiments, les méthodes de contrôle optimal, et les méthodes d'optimisation sont 
des piliers pour la proposition de stratégies intelligentes de gestion. Dans le but d'améliorer 
les fonctions du réseau, et spécifiquement pour la réduction de la pointe de consommation en 
périodes critiques, un signal d'indication des besoins vus par le fournisseur doit être disponible 
et doit être intégré dans le système de gestion. 
Même si plusieurs fournisseurs de services publics ont avancé des travaux pour la mise en 
place des stratégies de gestion de la demande dans plusieurs provinces du Canada, dans le 
contexte québécois le déploiement de la gestion de la demande pose certains défis. En effet, 
le marché de l'électricité est exploité en monopole par la société d'état Hydro-Québec; de 
sorte que l'opération, les plans d'approvisionnement et les schémas tarifaires du distributeur 
doivent être approuvés par l'état en fonction des préférences des citoyens. Cette particularité 
du Québec a une incidence directe sur la gestion de la demande; spécifiquement, les tarifs 
fixes par type de client d'Hydro-Québec ne permettent pas l'adoption de stratégies de gestion 
basées sur la modulation du prix de l'énergie en fonction de la demande globale vue par le 
fournisseur; ceci réduit les possibilités en termes d'une gestion en temps-réel de la demande 
car aucun signal d'indication provenant du fournisseur sur l'état du réseau n'est disponible 
chez les clients résidentiels. 
Nous avons identifié trois aspects centraux en termes des besoins pour la gestion de la demande 
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locale dans les bâtiments résidentiels. Le premier besoin est la modélisation et l'émulation 
du comportement électrique et thermique du bâtiment; le deuxième est la nécessité de rendre 
disponible un signal d'indication des périodes de pointe; et le troisième est le besoin d'une 
architecture de gestion optimale en temps réel qui considère les priorités du distributeur sans 
compromettre celles des clients résidentiels. 
Dans les chapitres suivants, nous présentons les trois propositions réalisées en lien avec les 
besoins identifiés dans le cadre de ce projet de recherche. 
Ô Chapitre 3: proposition d'un système d'émulation en temps réel de bâtiment résidentiel 
québécois. 
Ô Chapitre 4: proposition d'une méthode pour l'estimation des périodes de pointe. 
Ô Chapitre 5 : proposition d'une architecture de gestion optimale en temps réel de la 
demande résidentielle. 
Chapitre 3 Proposition d'un système d'émulation en temps 
réel de bâtiment résidentiel québécois 
Dans ce chapitre, nous présentons la proposition d'un système d'émulation en temps réel 
de bâtiment résidentiel considérant les particularités des constructions québécoises. Cette 
proposition est motivée par le besoin d'avoir une plateforme permettant l'émulation du 
comportement des bâtiments résidentiels québécois du point de vue électrique et thermique, et 
favorisant la validation des stratégies de gestion dans des conditions proches de la réalité et à 
moindre coût. 
Le chapitre est divisé en quatre parties, dans la première section nous présentons brièvement 
les principales caractéristiques des bâtiments résidentiels québécois; dans la deuxième section 
nous détaillons la méthodologie adoptée pour la modélisation; dans la troisième nous présen-
tons la proposition du système d'émulation en temps réel et dans la quatrième les résultats de 
validation. Pour finir le chapitre nous présentons la conclusion. 
3.1 Le bâtiment résidentiel québécois 
Cette section présente un portrait du bâtiment résidentiel québécois . Cette partie de l'étude 
conduite dans cette thèse a permis de mieux préciser les particularités du point de vue 
réglementaire et fonctionnel des constructions typiques des bâtiments utilisés par les familles 
québécoises. 
Le rendement énergétique et conséquemment les besoins d'énergie pour le chauffage d'un 
bâtiment dépendent de plusieurs facteurs. Parmi les facteurs les plus importants nous pouvons 
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mentionner l' emplacement géographique du bâtiment, son orientation, ses dimensions, ses 
caractéristiques d' isolation et évidemment son occupation. Le code de construction du Québec 
précise les caractéristiques minimales des constructions conformes aux exigences d' isolation 
thermique qui varient selon les degrés-jour de chauffage (DJC) par rapport à l' emplacement 
géographique [19,20] 1. Les DJC servent donc à établir les caractéristiques d'isolation, à 
estimer les besoins en chauffage et en climatisation et également à dimensionner l'équipement 
nécessaire pour garantir le confort thermique dans les bâtiments. 
Les modifications apportées dans le temps aux normes et règlements font que les bâtiments ont 
des caractéristiques d' isolation qui varient selon l' année de construction. Le niveau d' isolation 
d ' un bâtiment est établi en termes de la résistance thermique; cette dernière se réfère à la 
propriété des matériaux de l' enveloppe d ' empêcher le flux de chaleur entre le bâtiment et 
l'extérieur. Les exigences en termes de caractéristiques d ' isolation des bâtiments sont alors 
définies par la résistance thermique minimale à respecter selon l' élément de l' enveloppe du 
bâtiment et par le coefficient de transmission thermique globale des ouvertures (portes et 
fenêtres essentiellement) . La norme définit par exemple les valeurs RSI 2 minimales, en m~K, 
du toit, des murs hors-sol, et des murs de fondation ; et le coefficient de transmission thermique 
globale U-value maximale, en m'r.
K
, des portes et fenêtres. 
Par ailleurs, trois zones climatiques ont été définies pour le Canada selon la norme ENERGY 
STAR®, tel que présenté dans la Figure 3- 1. Ces zones thermiques permettent de définir les 
caractéristiques minimales d ' isolation. Il faut souligner que la plupart des villes québécoises 
dans la vallée du fleuve Saint-Laurent sont dans la zone climatique 2, correspondant à des 
besoins de chauffage annuels entre 3500 et 6000 degrés-jour. Les autres villages, situés au Nord 
l. Degrés-jour: Selon Environnement et Changement climatique Canada, les degrés-jour d' une journée 
représentent l' écart négatif ou pos iti f, en degrés Celsius, qui sépare la température ambiante moyenne d' une 
valeur de base donnée. Par exemple, les degrés-jour de chauffage (DJC) sont calculés comme le nombre de 
degrés inférieurs à 18°C (ftp ://ftp.toLec.gc.ca/Pub/Documentation_Canadian_Climate_NormaIs/). 
2. La résistance thermique est défi nie par la valeur RSI ou par le facteur R, pour le système international 
d' unités (abrégé en SI) ou le système impéri al respectivement. Ce dernier est utili sé couramment dans les 
commerces en Amérique du Nord. 
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du Québec sont classés dans la zone climatique 3 avec des besoins de chauffage supérieurs à 
6000 degrés-jour. 
ZONE 3: >= 6000 Degrés-jours de chauffage 
ZONE 2: >= 3500 et < 6000 Degrés-jours de chauffage 
ZONE 1: < 3500 Degrés-jours de C~tlaUffage 
ENERGY STAR® 








FIG URE 3-1 Degrés-jour par zones climatiques au Canada selon la Norme ENERGY STAR. 
Source :http://www.nrcan.gc.ca 
Alors, pour le Québec on établit une limite de 6000 degrés-jour/an pour définir deux niveaux 
d'isolation tel que montré au Tableau 3-1. Le Tableau 3-2 présente les caractéristiques des 
coefficients de transmission thermique globaux pour différents types de fenêtres selon le code 
de bâtiment du Québec. 
Il faut mentionner que les portes et les fenêtres représentent des pertes de chaleur en fonction 
du coefficient U-value, mais elles peuvent également dans certains cas, selon l'orientation du 
bâtiment, permettre de gagner la chaleur par ensoleillement en fonction de leur coefficient de 
gains de chaleur par rayonnement solaire SHGC pour Solar Heat Gain Coefficient. La valeur 
du SHGC varie entre 0 et l , où une valeur élevée correspond à un facteur élevé de gains par 
ensoleillement. Typiquement les fenêtres opaques, tintées ou très réftectives ont des SHGC 
TABLE 3- 1 Résistance thermique totale selon l'emplacement géographique et 
le nombre de degrés-jour de chauffage annuels. (Tableau Il.2.2.1 
A et 11.2.2.1 B du Code de Bâtiment de Québec) 
Élément du bâtiment Valeur minimale RSI (R-value) 
Zone climatique 
ZONE 2 
DiC < 6000 
ZONE 3 
DiC 2: 6000 
ISOLATION 
Toit 7.22 (R-41 ) 
Murs hors-sol 4.31 (R-24.47) 
Murs de fondation 2.99 (R- L6.98) 
Planchers hors-sol 5.20 (R-29.53) 
Dalle sur sol (au plus de 600mm au·dessous du niveau du so l conLigu) 7.5 (R-l1.32) 
9.00 (R-5U) 
5.1 J (R-29.00) 
2.99 (R-J6 .98) 
5.20 (R-29.53) 
7.5 (R- I 1.32) 
TABLE 3-2 Coefficient de transmission thermique globale (U) maximal des 
fenêtres. Code de Bâtiment du Québec Tableau 11 .2.2.4.A et 
ASHRAE Handbook-Fundamentals [119,120] 
Type de fenêtre U-Value 
Vitrage simpLe , transparent / clair, bois ou vinyle 
Vitrage double, transparent / clair, remplissage air, bois ou vinyle 
Vitrage double, remplissage argon, entretoise métallique 
Vitrage double, U moyen, SHGC élevé 












autour de 0.2 et celles complètement transparentes avec très peu de réflexion peuvent avoir 
des coefficients élevés près de 0.8. 
Les maisons individuelles ou détachées de type Bungalow, majoritairement utilisées au Québec 
tel qu ' illustré dans la Figure 1-6a, sont des constructions à ossature en bois avec plusieurs 
couches de revêtement intérieur et extérieur. Normalement les constructeurs comblent les 
exigences établies par le code de bâtiment en termes de résistance thermique en calculant 
la rési stance thermique effective des assemblages. Un exemple de calcul de la valeur RSI 
équivalente d ' un mur hors-sol est illustré dans la Fig. 3-2 [121 ]. Dans ce cas, la valeur RSI 
est obtenue en utilisant des matériaux isolants dans les couches intérieures de l'ossature sous 
forme de laine minérale, mousse ou de panneaux isolants rigides et en fonction de l'épaisseur 
du mur. 
Assemblage typique d'un mur hors-sol 
RSI = 4.55 
1
111 
~ ","'o"""",,œ • mm do", es, • 0" 
Revêtement intérieur, Gypse 1/2 po, RSI = 0.08 
Lame d'air 3/4 po, RSI = 0.18 
Isolant en nattes, RSI = 2.36 
'--------.. Isolant en polystyrène, 2 po, RSI = 1.52 
'----------:~Lame d'air 3/4 po, RSI = 0.18 
L---------:~Revêtement exterieur, Brique 4 po, RSI = 0.07 
'------------.. Finition extérieure + film d'air, RSI = 0.04 
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FIGURE 3-2 Exemple de calcul de la résistance thermique RSI d ' un assemblage de mur hors-sol 
pour un bâtiment placé dans la zone climatique 2 ( DJe < 6000) [12 1]. 
Tel que montré dans l'exemple, cet assemblage typique, ayant un~ valeur RSI de 4.55 m~K , 
respecte les normes pour une maison construite dans la zone climatique 2 (p.ex. à Montréal), 
où le DJC annuel moyen est inférieur à 6000 et la valeur RSI des murs hors-sol doit être 
supérieure à 4.31 m~K. L'exemple montre également, que la valeur RSI équivalente d'un 
assemblage i, formé par C couches chacune avec une valeur RSI propre, dépend de la valeur 
RSI individuelle de chaque couche c. 
C 
RSIAssemblage-i = L RSlcouche-c 
c= l 
(3-1) 
La résistance équivalente de chaque élément i de l'enveloppe d' un bâtiment peut être calculée 
à partir de la valeur RSI équivalente de l'assemblage et de la superficie S de l 'élément. 
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RSIAssemblaoe-i 
RÉlément-i = S , 0 
Elément-i 
(3-2) 
Lorsqu'un élément i est composé de A assemblages, la résistance équivalente de l'élément i 
est obtenue à partir des valeurs RSI et superficies de chaque assemblage. 
avec 
1 
R Élément-i = -S-=-A-ss-e n-'b-la-ge-- l-+-S-=-A-ss-e m-b-la-ge--2-+-.. -.-+-S-=-A-ss-en-'b-Ja-ge--A-
RSI AssembJage- J RSI Assemblage-2 RSI AssembJage-A 
A 




De cette manière, il est donc possible de déterminer la valeur approximative de la résistance 
thermique équivalente du bâtiment. Évidemment, une connaissance des dimensions et des 
caractéristiques de matériaux de construction utilisés est nécessaire. 
Les éléments d'un bâtiment ont aussi la capacité de stocker l'énergie sous forme de chaleur. 
Cette caractéristique appelée capacité thermique, combinée à l'effet de la résistance au transfert 
de chaleur, fait que chaque élément d'un bâtiment et le bâtiment lui même peut être vu comme 
un système avec une dynamique qui dépend fortement des matériaux et des dimensions . 
La capacité thermique Ci d'un élément i peut être obtenue à partir de la capacité thermique 
massique ou chaleur spécifique Cp, de la densité du matériel p et du volume V de l'élément. 
Ci =p ·Cp · Vi . [k;h] (3-5) 
Dans certains cas, si la capacité calorifique volumétrique, V HC pour Volumetrie Heat Capacity, 
est disponible, le calcul peut être fait directement tel qu'indiqué ci-dessous. 
[k;h] (3-6) 
VHC=p·Cp [kWh] m3 ·K (3-7) 
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Le calcul de la résistance Ri et la capacité thermique Ci de chaque élément i du bâtiment, 
permettra de modéliser les pertes de chaleur et la caractéristique permettant d'emmagasi-
ner la chaleur du bâtiment, ce qui permet de reproduire le comportement dynamique du 
système. 
3.2 Méthodologie de modélisation du bâtiment résidentiel 
La modélisation d'un bâtiment doit considérer l'effet de plusieurs variables dont la température 
extérieure figure parmi les plus importantes. La prise en compte des effets de la température 
extérieure exige une modélisation de l'échange de chaleur, entre l'intérieur et l'extérieur, à 
travers l'enveloppe du bâtiment. En raison du climat nordique du Québec et des exigences 
d'isolation thermique beaucoup plus élevées que dans d'autres régions du globe, un modèle 
de bâtiment québécois doit différer des modèles classiques et utiliser une description multi-
couches de l'enveloppe [99]. 
Le système de chauffage résidentiel majoritairement utilisé au Québec est de type décentralisé 
par plinthes électriques contrôlées par thermostat électronique individuel [18, 101]. Cette 
caractéristique fait évidemment qu'une description multi-zones est requise pour une meilleure 
modélisation du comportement thermique. 
3.2.1 Modélisation de la dynamique thermique du bâtiment 
Nous adoptons dans cette thèse une méthodologie de modélisation de la dynamique du 
bâtiment considérant les aspects suivants: 
o L'enveloppe du bâtiment de type multi-couches (murs, toit, etc) pour bien représenter 
l'isolation thermique et la capacité de stockage de chaleur dans les différentes couches; 
o La distribution multi-zones pour tenir compte du chauffage décentralisé par plinthes 
électriques. 
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L'approche de modélisation proposée, illustrée par la Figure 3-3, est basée sur la représentation 
semi-physique par analogie électrique-thermique de type n-RC [73] pour une description multi-
couches et multi-zones. Cette analogie, tel qu'illustré au Tableau 3-3, permet d'utiliser les 
notions d'analyse de circuits dans le domaine thermique de la même manière que dans le 
domaine électrique. 
T e 
Dimensions de chaque élément de l'enveloppe, 
Orientation du bâtiment, 
Niveau d'isolation (RSI). 
Matériaux des revêtements et structure du bâtiment, 
Type de fenestration, 
Zones internes. 
Modèle discret 
(analyse dynamique + implantation matérielle) 
FIGURE 3-3 Méthodologie de modélisation proposée 
TABLE 3-3 Analogie thermique - électrique 
Thermique Électrique 
Débit thermique Q Courant électrique 
Différence de Température !lT Différence de potentiel 
Résistance thermique R Résistance électrique 





La Figure 3-4 et l'équation (3-8) montrent un exemple de l'analogie thermique - électrique 
incluant un élément de stockage et deux nœuds adjacents. Dans le cas thermique, l'élément de 
stockage correspond à la capacité thermique (mCp ) d'une couche d'un mur avec température T2. 
Cette capacité est connectée aux couches adjacentes avec températures TI et T3 respectivement, 
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les résistances thermiques RI et R2 limitent le transfert de chaleur entre les couches. Dans 
le cas électrique, le condensateur C, chargé à une tension V2, est connecté à deux sources de 
tension VI et V3 par les résistances RI et R2. 
Circuit thermique Circuit électrique 
T
mcp 
FIGURE 3-4 Exemple d'analogie thermique-électrique incluant élément de stockage 
Les maisons détachées de type bungalow majoritairement utilisées au Québec ont été prises 
dans cette étude comme modèle type pour la suite des travaux. Dans ce type de construction, 
en ossature en bois, il est possible d'identifier trois couches dominantes dans les murs hors-
sol: une couche de revêtement extérieur en brique, une couche d'isolant et une couche de 
revêtement intérieur en gypse. La Figure 3-5 montre une esquisse de la structure du mur 
hors-sol à trois couches. L' épaisseur et par conséquent la résistance thermique de la couche 




L I L--. Revêtement mtérieur (Gypse) ~[SOla~t (Fibre de verre 1 panneau nglde) Revêtement exteneur (Bnque) 
FIGURE 3-5 Couches dominantes dans un mur hors-sol typique 
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Un assemblage de mur hors-sol extérieur à trois couches dominantes est représenté par son 
équivalent électrique dans la Figure 3-6. Les résistances thermiques RI, R2, et R3 représentent 
l'équivalent des résistances entre les couches ayant une capacité thermique non-négligeable 
. 
(brique, isolant et gypse), R4 représente la résistance entre le mur et la zone thermique interne 
à chauffer (pièce de la résidence). La résistance identifiée comme Rs correspond à l'équivalent 
des ouvertures dans le mur, cette résistance permet de représenter les pertes de chaleur par les 
portes et fenêtres. Les capacités thermiques équivalentes du mur sont représentées par CI, C2 
et C3, et la capacité interne de la zone à chauffer est représentée par C4. 
Portes et fenêtres 
\ ..... . 
. ............ " Rs 
Résistance thermique 
.. -- ....... . 
...... ~ Rl 
Température 
extérieure O-~~ 







FIGURE 3-6 Représentation à trois couches d'un mur hors-sol avec ouvertures. 
Considérant les exemples précédents pour le cas spécifique d'un mur à manière d'exemple, on 
déduit la formulation générique d'un nœud où il y a un élément de stockage représenté par 
une capacité thermique C à une température 'Ii. Le bilan thermique peut être défini alors en 
équations différentielles ordinaires (ODE pour Ordinary Differentiai Equations) en utilisant la 
fonction de transfert Hi(S) , comme suit : 
'Ii(s) J 1 
( )
- 1 
Hi(S) = - = C's+ L-
Ui(S) ) = 1 Ri,) 
Avec une entrée générique Ui(S) définie par: 
f, 'Ii ,). . LG . Ui(S) = ~ - + Qi, avec Qi = Qg 
R· . 




OÙ Ri,) fait référence à la résistance thermique entre la masse thermique i et la masse adjacente 
j; Ti ,) est la température de la zone adjacente j; et Qi représente les gains et pertes totales. 
Cela inclut, d'une part les gains provenant du système de chauffage et de la radiation solaire, 
les gains par l'occupation, l'éclairage et les appareils électroménagers et d'autre part les pertes 
soit par infiltration (ou ex-filtration) et par la ventilation. 
Les gains relatifs au système de chauffage dépendent du dimensionnement, des modes de 
fonctionnement, et de l'écart entre la température de réglage et celle mesurée. Les gains 
par rayonnement solaire dépendent principalement de l'orientation du bâtiment, du facteur 
d'ombrage, des dimensions des ouvertures et leur SHGC, et évidemment des conditions météo-
rologiques. Les gains liés à l'occupation dépendent du nombre d'occupants, de leur âge et de 
leur niveau et horaire d'activités. Les gains associés à l'éclairage et appareils électroménagers 
dépendent du type d'appareil , de leur puissance et de leur horaire d'utilisation. 
Les pertes par infiltration et ventilation dépendent de deux facteurs, le premier est le mode 
de ventilation utilisé sans ou avec récupération de chaleur; et le deuxième est l'étanchéité du 
bâtiment. On estime que dans une maison avec un faible niveau d'isolation et d'étanchéité, 
les pertes par infiltration d'air et ventilation représentent plus de 20% du total des pertes de 
chaleur dans le bâtiment [122]. 
3.2.2 Modélisation de charges thermostatiques contrôlables 
Les charges thermostatiques contrôlables: le chauffage d'espace et le chauffe-eau, représentent 
environ 80% de la facture des ménages québécois. Leur gestion fait partie des priorités dans 
les programmes de gestion de la demande. Conséquemment, leur maîtrise et modélisation 
deviennent incontournables. 
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3.2.2.1 Système de chmiffage d'espace 
Il existe deux types de systèmes de chauffage majoritairement utilisés, le premier de type 
centralisé et le deuxième décentralisé. Le premier utilise une fournaise ou source de chaleur 
centrale et le deuxième plusieurs plinthes électriques ou sources de chaleur distribuées dans les 
différentes pièces du bâtiment. Bien qu'il soit centralisé ou distribué, pour calculer les besoins 
de puissance pour le chauffage (ou climatisation), il faut tenir compte des caractéristiques 
d'emplacement et d'occupation du bâtiment. La méthodologie couramment utilisée considère 
de nombreux facteurs pour estimer les gains et les pertes thermiques tels que: 
o les propriétés thermiques de l'enveloppe du bâtiment; plus spécifiquement la conduction 
et le transfert de chaleur par convection à travers les murs, le toit, les planchers, les 
portes et les fenêtres. 
o le rayonnement par les fenêtres qui détermine les gains de chaleur de l'énergie solaire; 
o les normes établies par le code du bâtiment et pratiques utilisées pour prévenir les 
infiltrations d'air, les pertes de chaleur et d'humidité; 
o les gains ou pertes de chaleur et d'humidité liés à la ventilation forcée pour maintenir la 
qualité de l'air (échangeurs d'air); 
o les gains de chaleur provenant des appareils, des lumières , des équipements et des 
personnes (gains de chaleur des résidents principalement en fonction du niveau d'activité 
et des modèles d'occupation); 
o gains de chaleur par les systèmes de distribution d'air et d'eau (lignes d'eau chaude); 
o et les conditions météorologiques (température, humidité, vitesse du vent, rayonnement 
solaire, etc.). 
La masse thermique du bâtiment, qui est responsable du retard de l'évolution de la température 
intérieure est aussi considérée comme un paramètre important pour le dimensionnement des 
appareils de chauffage et de climatisation via les fonctions de transfert. 
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3.2.2.2 Système de chmiffage centralisé 
Une représentation simplifiée 2R2C d'un bâtiment avec chauffage central est illustrée sur la 
Figure 3-7 . Dans cette représentation, deux masses thermiques équivalentes sont considérées 
(2C), la masse interne (air, mobilier, équipement et accessoires) qui est affectée par la somme 
des différents flux de chaleur de l'enveloppe du bâtiment, par les gains internes et externes 
ainsi que par le système de chauffage; et la masse équivalente de l'enveloppe du bâtiment qui 
est isolée de l'extérieur et de l'intérieur du bâtiment par les résistances thermiques RI et R2 
(2R). 
T E x t . [ . Masse 1 QEnveloppe .CD QTotal~ 
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Q C ha uffage + QGa ins/ pertes , / 
FIGURE 3-7 Structure du système de chauffage central et représentation 2R2C. 
Le flux de chaleur QTotale affectant la masse interne peut être formulé comme suit, 
QTotale = QChauffage + QGains/pertes + QEnveloppe (3-11 ) 
où QChauffage correspond à la chaleur produite par le système de chauffage d'espace; QGains/pertes 
représente les gains et pertes internes et externes (p.ex. rayonnement solaire, occupation, venti-
lation, infiltration d'air) ; et QEnveloppe se rapporte aux gains ou pertes par conduction à travers 
l'enveloppe du bâtiment (murs, toiture, portes et fenêtres). Le flux de chaleur du système de 
chauffage d'espace peut être défini comme suit, 
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QChauffage = r . TJChauffage . PChauffage (3-12) 
où r est le cycle d'opération Cl : en marche et 0 : en arrêt) imposé par le contrôleur thermo-
statique, TJChauffage est le rendement du système de chauffage et PChaujfage est la puissance 
nominale de l'élément chauffant, et Ttnt est la température moyenne de la masse interne. 
Ainsi, le flux de chaleur est déterminé par la température moyenne de l'extérieur TExt et les 
paramètres de construction et dimensions du bâtiment. La dynamique de transfert de chaleur 
peut être définie par les équations suivantes: 
Tint - TEnveloppe + TExt - TEnveloppe _ C t 
R2 RI - MasseEnveloppe' Enveloppe (3-13) 
Q
. _ TEnveloppe - Tint 
Enveloppe - R2 (3-14) 
. . TEnveloppe - Ttnt . 
QChauffage + QOains/pertes + R 2 = CMasselnt erne . Tint (3-15) 
où RI est la résistance équivalente entre la masse thermique de l'enveloppe et l'extérieur et R2 
est la résistance équivalente entre la masse thermique de l'enveloppe et l'intérieur du bâtiment. 
TEn veloppe est la température interne moyenne de la masse équivalente de l'enveloppe. L'ordre 
et la fidélité du modèle augmentent en fonction des couches analysées, dans la Figure 3-7 
l'enveloppe du bâtiment est représentée par une seule masse thermique. 
3.2.2.3 Système de chauffage par plinthes électriques 
L' échange de chaleur dans une zone thermique i (p.ex. une pièce) avec chauffage décentralisé 
par plinthe électrique peut être représenté par le schéma-bloc et le circuit illustrés dans la 
Figure 3-8. Comparé au système de chauffage central, dans ce cas-ci, le transfert de chaleur 
entre la zone thermique i et chaque zone adjacente {i , 1} , {i , 2} , ... {i,J} (p.ex. murs extérieurs, 
pièces adjacentes, toit, garde-robe) est considéré séparément. 
Le flux de chaleur QTotale affectant la masse interne peut être formulé comme suit, 
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QTotale = QChauffage + QGains/pertes + QZones Adjacentes (3-16) 
où QZones Adjacentes correspond à la chaleur échangée avec les J zones adjacentes, ce qui peut 
englober aussi le transfert avec l'enveloppe. Cela signifie que cette chaleur peut comprendre 
celle échangée à travers les murs extérieurs. Il faut souligner que selon la géométrie du 
bâtiment, certaines zones n'ont aucun échange direct de chaleur avec l'extérieur. 







QChauffage + QGa ins / pertes " / 
FIGURE 3-8 Structure du système de chauffage par plinthes électriques. 
La dynamique de chaque zone thermique i E [1 ... /] du bâtiment est définie par les équations 
(3-9) et (3-10). 
3.2.2.4 Système de chauffage à accumulation 
Les systèmes de chauffage à accumulation (ETS pour Electric Thermal Storage) ont été étudiés 
comme systèmes d'appui au chauffage résidentiel central ou par plinthe électrique. En effet, 
les ETS permettent de stocker l'énergie lors de périodes de basse demande et l'utiliser lors 
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de périodes de forte consommation. Les résultats de cette partie de la recherche, présentés 
dans l' Annexe A-2, sont encourageants par rapport au potentiel de réduction de la pointe de 
consommation. Cette technologie par contre présente certains désavantages en relation avec 
leur poids et coût. Notons que le but principal de cette recherche est la proposition de solutions 
adaptées à la réalité des résidences québécoises sans un investissement important. 
3.3 Architecture d'implantation matérielle proposée pour l'émulation en temps réel 
La formulation générique de transfert de chaleur, définie par les équations (3-9) et (3-10) , 
permet de définir complètement la dynamique thermique d ' un bâtiment au niveau de détail 
désiré et selon les besoins. La forme discrète de chaque fonction de transfert peut être obtenue 
à partir de sa version continue, (3-9) et (3-10), à]' aide de la méthode de maintien d'ordre zéro 
(ZOH pour zero-order hold) et de la transformée en z comme suit: 
1i (z) z- l JI 
[ ( )]
- 1 
-- = -- ·Z s· Ci ' S + L -
Ui (Z) Z j = 1 Ri ,j 
- Ts 
'[; (z ) 1 - e Ti 
1 -R. 
- () - l' - Te U · Z _., 





Par la méthode de maintien d ' ordre zéro, ou d'échantillonnage naturel, le signal d ' entrée 
est maintenu constant durant un pas ou intervalle de calcul (période d'échantillonnage), et 
l'équation aux différences qui décrit l'évolution de la température au nœud i peut être écrite en 





8= [el (3-24) 
Il est alors possible de faire une définition grossière ou simplifiée avec très peu de masses 
thermiques (p.ex. le modèle simplifié 2R2C de la Figure 3-7), ou bien avec une définition plus 
complexe multi-couches et multi-zones. Cependant, trouver la solution des équations en lien 
avec plusieurs nœuds ou éléments de stockage peut dans certains cas poser des défis en termes 
du temps de calcul. Plus spécifiquement, il existe un lien étroit entre la fidélité du modèle, le 
nombre d'équations et le temps de calcul. C'est ainsi que dans les modèles de bâtiments avec 
des murs à plusieurs couches la fidélité du modèle est préservée si la dynamique des couches 
dominantes est modélisée individuellement par sa propre équation différentielle. Notons que 
le nombre d'équations requises pour la description complète du bâtiment augmente avec le 
nombre de couches et de zones thermiques définies. Les options envisageables pour garder 
la fidélité des modèles des bâtiments avec des murs à plusieurs couches sans réduire le pas 
d'échantillonnage, consistent essentiellement à paralléliser la solution des équations via: 
<) des processeurs multicoeur à haute performance ; 
<) des implantations matérielles dédiées à la solution des équations. 
La première option semble la plus facile à mettre en place du point de vue de la programmation 
du modèle, cependant elle peut s'avérer coûteuse. La deuxième option peut être mieux adaptée 
pour des applications en temps réel, et c'est l'option envisagée dans cette recherche. Nous 
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proposons de paralléliser la solution des équations aux différences, à travers une implantation 
matérielle, pour permettre le calcul dynamique de chaque température 'Ii de la zone i avec un 
contrôle précis du pas de calcul. 
Implantation directe: Dans un premier lieu, et d'après les équations en temps discret (3-21), 
(3-22), (3-23) et (3-24), une implantation matérielle directe pour la solution d'une équation 











FIGURE 3-9 Représentation graphique de l'implantation directe pour la solution d' une équation 
=I.. 
aux différences associée à une masse ou nœud thermique; o/i = e fi , 
On peut remarquer qu'une implantation directe de cette formulation imposerait M multiplica-
tions et A additions; où M et A peuvent être définis en fonction du nombre de nœuds adjacents 
J et du nombre de sources ou puits de chaleur G dans la description du modèle selon l'équation 
(3-25). 
M =J+2, A =J+G (3-25) 
La complexité du système, qui est définie en fonction du nombre de nœuds, a un impact direct 
sur le coût de l'implantation exprimé en termes de ressources de calcul (p.ex. multiplieurs, 
additionneurs, mémoire) pour le cas de l'implantation matérielle. 
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Architecture d'implantation proposée: Afin de surmonter le problème lié à la complexité 
du modèle, nous proposons un système d'émulation basé sur un processeur élémentaire (EP) 
permettant la solution des équations aux différences pour des modèles multi-zones et avec murs 
multi-couches. Chaque processeur élémentaire, tel qu'illustré dans la Figure 3-10, représente 
un nœud ou élément de stockage (p.ex. zone thermique ou couche d'un mur) et permet de 
calculer la température ~ du nœud i. Dans cette architecture, le vecteur dynamique ai regroupe 
:::Ji 
FIGURE 3- Lü Processeur élémentaire permettant la solution d'une équation ; lfIi = e Ti • 
les variables d'entrée (températures de zones adjacentes ~ , j et gains ou pertes de chaleur 
Qi , j). Le vecteur statique roi représente les paramètres décrivant la zone thermique i et sa 
relation avec les zones adjacentes (coefficients de transfert de chaleur, Ài). Les vecteurs ai et 
roi sont définis par les équations (3-26) et (3-27). 
(3-26) 
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e· 2 ! , (3-27) 
La dimension de ai et CtJi est associée au nombre des nœuds adjacents et sources ou puits de 
chaleur, et peut être définie comme J + G. 
Dans la proposition de cette thèse, l'architecture de la Figure 3-10 peut être modifiée pour 
résoudre plusieurs équations tel qu'illustré dans la Figure 3-11. 
· · • 
œ,{Î t 
SEL! 
FIGURE 3- L L Processeur élémentaire permettant la solution d' un nombre r d'équations 
Le bloc de synchronisation, dans les Figures 3-10 et 3-11, génère les signaux de contrôle 
des multiplexeurs et des opérateurs élémentaires (multiplieurs, additionneurs et mémoire) 
partagés pour la solution des équations avec une utilisation réduite de ressources . Dans 
cette architecture, les éléments du processeur sont arrangés pour permettre le partage et 
l'optimisation des ressources. Des blocs multiplexeurs et démultiplexeurs permettent le partage 
de deux multiplieurs et 2· r additionneurs pour la solution d'un nombre r d'équations, tel 
qu'indiqué par (3-28). 
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M=2, A =2·f (3-28) 
Enfin, dans cette architecture la quantité de ressources de calcul utilisées dépend essentielle-
ment du niveau de complexité et de la latence désirée. Notons que la latence totale dépend du 
nombre maximum d ' entrées des multiplexeurs et de la latence minimale des multiplieurs. À 
titre d'exemple, dans les FPGA Xilinx une latence minimale de trois (3) coups d'horloge est 
requise pour les multiplications à entrées de 24 bits. 
La structure de Processeur Élémentaire, Figures 3-10 et 3-11, peut être répliquée k fois de 
manière à représenter en détail toutes les zones thermiques (ou couches) dans le bâtiment, 
et même d ' un groupe de bâtiments. Une structure d'échange de chaleur permet de faire le 
lien entre les processeurs élémentaires et ainsi tenir compte des phénomènes d'échange entre 
zones ou nœuds thermiques. Cette architecture est illustrée dans la Figure 3-12. 
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FIGURE 3-12 Structure modulaire du modèle de bâtiment 
Nœuds de 
températures 
L'entrée de sélection du mode, dans la Figure 3-12, permet la configuration du système 
d'émulation pour la solution du modèle en deux modes différents: 
.~---~--------
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() Émulation en temps réel: imposant la période de l'horloge de synchronisation TCLK 
égale à la période d' échantillonnage du modèle Ts (TCLK = Ts) 
() Simulation accélérée: utilisant une période de l'horloge de synchronisation inférieure à 
la période d'échantillonnage du modèle (TCLK « Ts). 
Tel qu'illustré dans la Figure 3-12 nous avons considéré la modélisation du chauffe-eau 
électrique (EWH pour Electric Water Heater) comme charge thermostatique importante. Nous 
utilisons la version discrète du modèle détaillé dans l'Annexe A-3. 
3.4 Validation du système d'émulation en temps réel proposé 
L' architecture proposée pour l'émulation du bâtiment résidentiel a été implantée en FPGA 
et validée sous différentes conditions. Nous détaillons dans cette section, la méthodologie 
adoptée pour la description matérielle, les cas d'étude et les résultats de validation. 
3.4.1 Méthodologie de description 
Afin de valider le système d'émulation proposé nous adoptons la méthodologie de description 
représentée graphiquement dans la Figure 3-13. 
Les étapes suivantes sont établies pour permettre la génération du fichier « bitstream » pour 
configurer un FPGA qui agit comme processeur du système d'émulation. 
1. Identification des caractéristiques physiques du bâtiment à modéliser, (dimensions des 
murs, portes et fenêtres, matériaux de base des murs extérieurs et intérieurs et du toit); 
2. Définition du niveau d'isolation du bâtiment (selon la norme ou défini par l'utilisateur), 
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FIGURE 3-13 Diagramme simplifié de la méthodologie de description pour un ou plusieurs 
bâtiments utilisant MATLAB et Xi linx XSG/ISE 
3. Définition par analogie électrique thermique du nombre de nœuds du modèle nRC à 
développer pour chaque élément du bâtiment (enveloppe, nombre de zones, nombre de 
couches définies, etc) ; 
4. Calcul de paramètres: coefficient des pertes (R) et de la masse thermique (C); 
5. Transformation en termes de fonction de transfert pour chaque nœud (équation 3-9) et 
l'entrée générique Ui(S) définie par l'équation 3-10. 
6. Discrétisation du modèle à partir des fonctions de transfert et transformation en équation 
aux différences. Selon les équations en temps discret (3-21), (3-22), (3-23) et (3-24). 
7. Implémentation matérielle en VLSI utilisant Xilinx System Generator (XSG) et ISE 
Foundation. 
Les étapes 1 à 6 sont réalisées sous MATLAB à l' aide d'un « script » qu ' on peut éditer selon 
les besoins. Les informations des étapes 1 et 2 sont utilisées comme informations primaires 
pour l'obtention des coefficients du modèle. Une interface graphique a été également proposée 
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afin de faciliter la configuration du modèle à implanter. À ]' aide de cette interface, illustrée par 
la Figure 3-14, l'utilisateur peut entrer les informations relatives aux paramètres du bâtiment. 
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Cb) Interface d ' entrée. 
FIGURE 3-14 Implémentation du modèle de bâtiment sous MATLAB/Simulink. 
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L'interface de la Figure 3-14 permet de : 
\; modifier ou entrer manuellement les caractéristiques de la résistance thermique globale 
et de la fenestration, les dimensions physiques de la maison et son orientation; 
\; choisir des modèles prédéfinis avec les caractéristiques d'isolation thermique typiques 
selon différents degrés-jours de chauffage et selon le code de bâtiment du Québec. 
\; choisir le type de thermostat (bi-métallique ou électronique); 
\; choisir le type des portes et fenêtres; 
\; définir les dimensions et le SHGC des ouvertures du bâtiment. 
Les informations entrées sont alors utilisées pour mettre à jour le « script» de MATLAB 
et obtenir les coefficients des modèles discrets permettant la représentation dynamique du 
bâtiment cas d'étude. Le résultat des calculs peut être directement utilisé pour exécuter le 
modèle sous MATLAB/Simulink tel que montré par la Figure 3-14a. Dans ce cas, les variables 
d'entrée sont la température extérieure, la température de consigne, les gains de chaleur 
par ensoleillement, les gains de chaleur dus aux appareils électroménagers et à l'occupation 
(personnes). Les variables de sortie sont la température intérieure (moyenne ou par zone 
thermique), la consommation d'énergie et la puissance instantanée de chauffage et totale. 
Évidemment, l'exécution du modèle sous MATLAB, en continu sous SimPowerSystems ou 
en discret sous Simulink, a des limitations concernant le temps de calcul. Cependant elle peut 
être utile aux fins de calibration ou de validation préliminaire. 
L'étape 7 est celle qui permet de passer du modèle discret à la réalisation matérielle utili-
sant l'architecture d'implantation proposée dans cette thèse pour permettre l'émulation en 
temps réel du bâtiment. Cette étape consiste d'abord à réaliser l'instanciation des processeurs 
élémentaires et la structure d'échange de chaleur propre au bâtiment selon 3-12. Une fois 
l'instanciation réalisée, il est possible de générer le fichier « bitstream » de configuration du 
FPGA. 
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La structure proposée peut également être adaptée pour l'émulation d'un parc virtuel de bâti-
ments chacun avec différentes caractéristiques d' isolation. À cet effet, et selon la méthodologie 
de description présentée à la Fig. 3-13, la définition des paramètres dans le script doit être 
faite dans une boucle selon le nombre de bâtiments à modéliser. Les coefficients (8 et À) 
correspondant à chaque bâtiment et leurs équations aux différences associées sont également 
obtenues à l'intérieur de la boucle. Ainsi, les vecteurs ai et roi illustrés dans la Figure 3-11, 
deviennent les matrices ai , n et roi , n; se référant respectivement aux équations de différence i 
du bâtiment n. Dans ce contexte plus large, la seule modification nécessaire dans l'architecture 
d'implantation matérielle est la configuration de mémoire supplémentaire pour stocker les 
valeurs de vecteurs supplémentaires selon le nombre de bâtiments à émuler. 
3.4.2 Cas d'étude 1 : maison dans la région de Trois-Rivières 
Une résidence située à Trois-Rivières (QC) et avec les caractéristiques du Tableau 3-4, le 
plan et photo présentés dans la Figure 3-15 a été utilisée comme cas d'étude. Cette maison 
uni-familiale est habitée par deux (2) adultes et trois (3) enfants. Plusieurs campagnes de 
mesure ont permis de recueillir des données de puissance instantanée et de températures afin 
de valider le système proposé. Ces campagnes de mesurage ont été réalisées utilisant des 
systèmes commerciaux de surveillance de charges. Étant donné les limitations du point de vue 
de la période d'échantillonnage et de la capacité de stockage des outils commerciaux, nous 
avons développé un système de mesurage intelligent avec une résolution de 16Hz qui nous 
a permis d'obtenir des mesures avec les périodes de transitoires détaillées. Ce système de 
mesurage, détaillé dans l'Annexe A-4, a été développé en technologie VLSI, ce qui permet 
une intégration plus directe des algorithmes proposés dans cette thèse. 
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FIG URE 3-15 (a) Vue réelle, (b) Modèle sur SketchUp pour TRNSYS-3D et (c) plan de la maison 
cas d 'étude_ 
La structure montrée par la Figure 3-16 a servi à la collecte de données pour la validation 
préliminaire du système proposé. Dans cette première phase de validation, la puissance de 
l'éclairage, des appareils électroménagers, et du système de chauffage et la température interne 
ont été mesurés pendant la période d ' hiver 2015. La température extérieure pour la même 
période a été obtenue à partir du site web SIMEB-Hydro-Québec [9]. À titre d 'exemple, les 
données recueillies durant une semaine sont présentées dans la Figure 3-17. 
Nous avons adopté la méthodologie suivante pour la calibration du modèle à partir des 
données obtenues. Tout d ' abord on établit un coefficient de déperditions moyennes (CDM) 
qui représente les pertes moyennes de chaleur du bâtiment selon 3-29. 
CDM = L Q Totale (k ) 
[ (TInt (k) - TExl (k)) 
(3-29) 
TABLE 3-4 Caractéristiques de la maison cas d 'étude à Trois-Rivières. 
Description Valeur Unités 
CARACTÉR ISTIQUES DU BÂTIMENT 
Année de construction 
Localisation 
Latitude / Longitude 
Type de fenêtres 
Type de portes 
Murs extérieurs 
Toiture 
Surface zone 1- Salon 
Surface zone 2- Corridor 
Surface zone 3- Chambre 1 
Surface zone 4- Chambre 2 
Surface zone 5- Chambre principale 
Surface zone 6- Garde-manger 
Surface zone 7- Cuisine/Salle à manger 
Surface zone 8- Salle de bain 




46.36068 / -72.57298 
Double vitrage - air 
Standard double vitrage 
Multicouche (brique, isolant, gypse) 











CHAUFFE-EAU ÉLECTR IQ UE 
Puissance de l'élément chauffant 
Conductivité thermique 
Capacité du réservoir 
Capacité thermique 
Hauteur du réservoir 
3 
l.055xlO- 3 








QTotale (k) = PChauffage (k) + '!9-. P Autres (k) 
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(3-30) 
On considère que la puissance du chauffage PChauffage est complètement convertie en chaleur, 
et le facteur de correction '!9- permet de déterminer la portion de la puissance des autres charges 
P Autres qui est convertie en chaleur et aide à chauffer le bâtiment [88]. De cette manière on tient 
compte des apports en chaleur des appareils qui contribuent au chauffage de manière indirecte 
tel que présenté par le Tableau 3-5 tel que proposé dans la méthodologie de modélisation de 
GridLAB-D [88]. Par exemple, une cuisinière apporte plus de chaleur à la maison qu' une 
laveuse ou encore qu' une sécheuse. Dans cette calibration nous négligeons l'effet des autres 
apports en chaleur qui n'ont pas été mesurés, p.ex. les gains par l'occupation humaine et les 






FIG URE 3-16 Système de mesurage utilisé pour la collecte de données. 
TABLE 3-5 Pourcentage de gains de chaleur des charges principales selon 
GridLAB-D [88]. 
Charge Valeur Unités 
Éclairage 90 % 
Laveuse 50 % 
Sécheuse 11 % 
Micro-ondes 25 % 
Cuisinière électrique 100 % 
f~I:J~l 
06 12 18 00 06 12 18 DO 06 12 18 00 06 12 18 00 06 12 18 00 06 12 18 00 06 12 18 00 06 12 
Temps (HH) 
FIGURE 3-17 Mesures de la puissance des autres charges, de la température intérieure et des 
cycles de chauffage. 
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À partir du coefficient de déperditions moyennes nous procédons au calcul de la résistance 
thermique équivalente du bâtiment. Ensuite utilisant cette valeur et en fonction des dimensions, 
matériaux des murs extérieurs et de la fenestration du bâtiment nous pouvons obtenir la valeur 
RSI équivalente des murs de l'enveloppe du bâtiment. 
Une fois la valeur RSI ajustée, nous ajustons la masse thermique interne équivalente à partir 
de sa valeur théorique. L'ajustement est fait de manière à minimiser l'erreur de la température 
interne. Les pertes thermiques moyennes du bâtiment et la masse thermique obtenues pour la 
maison du cas d'étude après la procédure de calibration sont 164W/K et 25kWh/K respective-
ment. Ce qui correspond effectivement à une maison à faible efficacité énergétique et à haute 
capacité thermique (maisons en brique). Les paramètres du modèle après la calibration sont 
indiqués dans le Tableau 3-6. 
Après la calibration, nous avons procédé à l'implantation matérielle du modèle et à la mise 
en place d'une plateforme de validation tel que montré par la Figure 3-18. Cette plateforme 
comporte un FPGA de Xilinx, un ordinateur type PC avec MATLAB/Simulink/XSG, et des 
périphériques permettant l'interface avec d'autres composantes logicielles ou matérielles. 
Dans cette plateforme, les entrées du système d'émulation, stockées dans des tables de 
correspondance (Lookup Tables), correspondent aux mesures de tensions et de puissances, 
aux températures internes et externes, aux gains de chaleur dus aux appareils électroménagers, 
au rayonnement solaire et au soutirage de l'eau chaude. 
TABLE 3-6 Caractéristiques de la maison cas d'étude à Trois-Rivières. 
Description Valeur Unités 
Niveau d'isolation des murs extérieurs 1.9855 K.m2 / W 
Niveau d' isolation du toit 1.18525 K·m2 / W 
Résistance thermique équivalente 0.0060989 K/W 
Coefficient de déperditions moyennes 163.96 W/ K 
Capacité thermique 25075.79 Wh/ K 
Un signal RT/ST (temps réel ou temps de simulation), généré par l'entité d'horloge, pilote le 
modèle embarqué en FPGA des bâtiments émulés, et permet le contrôle de l'acquisition des 
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MATLAB/Simulink/XSG Xilinx Artix-7 FPGA 
FIG URE 3-18 Diagramme simplifié de la plateforme de validation. 
signaux d'entrée de Simulink (lookup table) ou directement à partir du système de mesurage. 
Ce signal sert à synchroniser également le stockage des signaux de sortie. 
U ne interface logique de contrôle rend possible l ' interaction de l' utilisateur avec le système 
d'émulation de différentes manières: 1) via une interface utili sateur graphique (GUI), déve-
loppée sous MATLAB, permettant le suivi de tous ou certains signaux sélectionnés; 2) via des 
signaux numériques et analogiques issus de l'émulation (p.ex. puissances, températures, états 
des thermostats) permettant le pilotage de matériel externe; et/ou 3) via une interface de port 
série qui permet de recevoir les informations des signaux d'entrée et d 'obtenir l'information 
des résultats de l'émulation pour des applications personnalisées. 
Dans une première validation, nous avons testé le système d 'émulation en lui imposant un 
profil de puissance de chauffage connue pour essayer de reproduire le comportement de la 
température moyenne à l'intérieur du bâtiment. Les données expérimentales utilisées dans 
cette validation correspondent à la puissance agrégée du chauffage et des autres charges, et 
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à la température mesurée dans la zone centrale du bâtiment (zone 2 au Tableau 3-4). Cette 
information a été obtenue à l'aide du montage de la Figure 3-16. Dans ce cas-ci le contrôle 
thermostatique dans la Figure 3-18 est inactif. Les résultats de la valeur absolue de l'erreur 
de température pour le cas d'étude de la maison à Trois-Rivières sont présentés par la Figure 
3-19. L'erreur moyenne absolue obtenue est de 0.38°C . 
26-Feb-20 15 08,04, 15 to 05-Mac-20 15 08,04, 15 
FIGURE 3-19 Erreur absolue de la température pour le cas d' étude 1 (maison à Trois-Rivières). 
Dans cette partie de la validation, nous avons aussi testé pour le même bâtiment les différents 
types de thermostats disponibles, p.ex. électronique avec cycles de lSs et bimétallique. À 
titre d ' exemple la Figure 3-20 présente les résultats de la température intérieure dans chaque 
cas comparée aux mesures et réglage obtenus expérimentalement. On observe que le modèle, 
avec différents types de thermostat, permet de reproduire le comportement de la température 
intérieure du bâtiment en suivant les variations de réglage imposées avec une erreur moyenne 
inférieure à O.S°c. 
26-Feb-20 15 08:04:1510 OS-Mar-2015 08:04:15 
--Consigne (réglage) 
-- Eleclronique 15minules (mesure) 
-- Eleclronique 15secondes 
-- Bimélallique 
19 
1806 12 18 00 06 12 18 00 06 12 18 00 06 12 18 00 06 12 18 00 06 12 18 00 06 12 18 00 06 
Temps (H) 
FIGURE 3-20 Contrôle de température pour différents types de thermostat pour le cas d'étude 1 
(maison à Trois-Rivières). La température mesurée est celle de la zone 2 du bâtiment. 
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3.4.3 Cas d'étude 2 : maison dans la région de Montréal 
Le système d'émulation a été validé également avec des données expérimentales de puissance 
de bâtiments résidentiels québécois de la région de Montréal. La même procédure de calibration 
a été utilisée pour ajuster la résistance thermique équivalente. Étant donné que dans ce cas-ci la 
température intérieure du bâtiment est inconnue, la masse thermique équivalente a été ajustée 
pour minimiser l'erreur de puissance, contrairement au cas d'étude 1 où c'est l'erreur de 
température qui était minimisée. 
Dans cette validation, le système d'émulation est donc utilisé pour reproduire la puissance de 
chauffage à partir d'un réglage de température intérieure fixe de 21 °C, qui est typiquement 
utilisé et reconnu comme température moyenne de confort en période hivernale. Tel que dans 
le cas précédent, étant donné que seulement la valeur agrégée de puissance de chauffage est 
disponible, la validation est faite de manière à contrôler la température moyenne du bâtiment. 
Les résultats obtenus de la puissance totale sont présentés dans la Figure 3-21. 
Validation modèle n-AC - Maison MorIl réal (HydroOuébec), Jan 01 , 1995 - Jan 25, 1995 
IO'-'--'-'--'--'-'--'--'-.--'-'--'~'-'--r-''-'--r-'--'--'-'--'-'--' 
1 Modèle n-Rcl 
- Mesure 
OL-~-L~ __ ~-L~ __ L-~~ __ L-~~ __ L-~~~L-~-L~~~~~ __ L-~~ 
01 02 03 04 05 06 07 08 09 10 Il 12 13 14 15 16 17 18 19 20 2 1 22 23 24 25 26 
Temps (jour) 
FIGURE 3-21 Résultats expérimentaux de validation avec données pour une maison à Montréal 
(erreur moyenne 0.423kW) 
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3.4.4 Interface du système d'émulation avec matériel externe 
Une caractéristique importante du système d'émulation développé est la possibilité d'interfacer 
le modèle avec d'autres dispositifs externes (p.ex. charges, sources, dispositifs de cornrnuni-
cation et contrôle). Cette caractéristique devient un atout dans l'évaluation des stratégies de 
gestion de l'énergie et du confort dans un bâtiment. 
Tel qu'indiqué dans le diagramme de la Figure 3-18, la plateforme d'émulation proposée 
accepte l'interface avec différentes composantes externes de type logiciel ou matériel. Afin de 
démontrer cette fonctionnalité et tel qu'illustré dans la Figure 3-22, un dispositif DAC à 8 bits 
et 4 canaux avec un périphérique SPI (AD7303) a été utilisé comme interface électronique. 
Celui-ci permet d'envoyer à un oscilloscope numérique les signaux de réglage et mesures de 
la température intérieure, de la température extérieure et de la puissance totale utilisée par le 
bâtiment. 
Dispositif AD7303 
FIGURE 3-22 Vue réelle de l'installation expérimentale avec zoom des SPI-DACs et de la carte 
de développement Xilinx FPGA pour la validation 
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Les résultats tracés dans la Fig. 3-23 correspondent aux données reçues par l'interface gra-
phique de MATLAB, et les signaux analogiques affichés à l'aide de l'oscilloscope numérique. 
Il est à remarquer que dans ce test, la température de réglage est programmée avec un recul 
de 2 oC appliqué pendant la nuit et les heures de bureau. Ce recul est couramment utilisé 
lorsque des thermostats électroniques programmables sont utilisés. Dans ce test, le système 
d'émulation fonctionne en mode accéléré avec une période d'échantillonnage TCLK = lO.us et 
Ts = O.lms. 
(a) Interface GUI MATLAB. 
Température 
Zone 2 (corridor) Température de 
consigne 
Température 1 
eKterieure............... ....... ttz IW ""A ........ 
,.,,_._-~ 
'1+ 
LH1 SOOM'IIEt~1 CH2 SOOm'llEl,..! M 2S0ms CH4 f . 
(b) Oscilloscope numérique. 
FIGURE 3-23 Résultats interface avec matériel externe. 
La Figure 3-24 présente un exemple des signaux individuels des températures intérieures et des 
puissances par zone thermique (pièce) pour le cas d'étude de la maison à Trois-Rivières. 
3.4.5 Émulation en temps réel avec matériel dans la boucle 
Afin de montrer le plein potentiel du système d'émulation proposé, nous avons mis en place 
une plateforme de validation permettant l'interaction du modèle avec d'autres systèmes. Plus 
spécifiquement, le système d'émulation échange de l' information avec un système de mesurage 
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(c) Puissance total du chauffage. 
FIGURE 3-24 Résultats de la sortie du système d'émulation pour le cas d'étude avec 8 zones 
thermiques. 
Nous profitons du parallélisme de la technologie VLSI pour implanter dans un seul FPGA les 
processeurs du système d'émulation et du système de mesurage intelligent. Dans cette confi-
guration, illustrée dans la Figure 3-25, le FPGA Artix-7 de Xilinx a été configuré de manière à 
faciliter l'échange d'information entre les deux noyaux de calcul. Le premier noyau, désigné 
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"MPA core" (MPA pour Measurement and Power Analysis core), agit comme processeur 
principal pour le mesurage des grandeurs électriques (tension et courant) et des températures 
dans le bâtiment, l'estimation de la fréquence, et le calcul de la puissance active et réactive. Il 
gère également une machine à états finis (FSM pour Finite-State Machine) pour le transfert de 
l'information de mesurage vers une "Application de Mesurage" externe. Le deuxième noyau 
est celui du système d'émulation de bâtiment (BE pour Building Emulation core), ce noyau 
permet aussi 1'échange d'information avec une "Application Émulateur" externe, le pilotage 
d'une charge électronique programmable, et le contrôle d'un (ou plusieurs) interrupteur(s) 
statique(s) (Static Switch). L'échange de l'information entre le système d'émulation et le 
système de mesurage se fait en temps réel via un bus interne configurable (p.ex. la tension du 
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FIGURE 3-25 Plateforme de validation avec matériel dans la boucle. 
Les applications (mesurage et émulateur) ont été implantées sous Python et permettent l'en-
registrement de données dans des bases de données PostgreSQL et peuvent être accédées à 
distance. Il faut souligner que l'application externe de l'émulateur permet d'obtenir l'informa-
tion de la température extérieure à partir du site web "Open Weather Map", cette information 
est transférée au modèle du bâtiment à travers la machine à états finis "FSM Émulateur". À 
titre d'exemple, la Figure 3-26 montre les résultats de 1'émulation d'une plinthe électrique de 
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lkW de puissance nominale. La Figure 3-27 montre les courbes de température, puissance et 
tension résultant de l'émulation en temps réel avec matériel dans la boucle. 
1000 n n n n 11-Émulée - modèle 
- Émulée - mesure 
0 W~~W~~~~~~~~~~~~~~~~ 
40:00 41:00 42:00 43:00 44:00 45:00 
Temps (MM:SS) 
FIGURE 3-26 Résultats de l'émulation de la puissance d'une plinthe électrique. 
Emulation results for 02-Feb-2018 to 06-Feb-2018 
20r-----------------------------~==============~_1 
1
_- Température extérieure 1 
-- Température intérieure 






Ca) Température intérieure et extérieure. 
Emulation results for 02-Feb-2018 to 06-Feb-2018 
18 00 06 12 18 00 06 12 18 00 06 12 18 00 06 12 18 
Temps (l-n-I) 
Cb) Puissance totale du chauffage. 
Emulation results for 02-Feb-20 18 to 06-Feb-20 18 
228L-~~~~~~~~--~~~~--~~~~--~~~-L--~~L--L--J 
18 00 06 12 18 00 06 12 18 00 06 12 18 00 06 12 18 
Temps (HH) 
CC) Tension mesurée. 
FIGURE 3-27 Résultats système d 'émulation en temps réel avec matériel dans la boucle. 
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3.5 Analyse des performances obtenues 
La performance du système d'émulation a été comparée à celle de l'outil spécialisé de simula-
tion TRNSYS. L'objectif de cette comparaison portait essentiellement sur le temps d'exécution 
d'un modèle similaire à celui du cas d 'étude 1. Pour ce faire, seulement l'enveloppe du bâti-
ment a été définie et simulée avec l'outil TRNSYS et avec le système proposé considérant 
différentes durées de simulation de 1 à 45 jours. Dans les deux cas avec une période d'échan-
tillonnage du modèle de Ts = 1s. Les résultats sont montrés dans la Figure 3-28. Comme 
résultat de cette évaluation, on a constaté que le système proposé dans cette thèse répond 
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FIGURE 3-28 Résultats de comparaison avec TRNSYS. 
En plus de l'amélioration de la vitesse de calcul, le système proposé évite les inconvénients des 
méthodes de solution basées sur le calcul de coefficients des équations de transfert de chaleur 
par conduction (CTF pour Conduction Transfer Function coefficients) [87]. Ces méthodes 
ont comme désavantage que les coefficients sont calculés pour une base de temps définie en 
fonction des couches dominantes dans les murs à plusieurs couches. Cetté base de temps est 
souvent supérieure à 15 minutes pour des murs typiquement utilisés en climat nordique. Si 
la période d'échantillonnage souhaitée pour la simulation est inférieure à la base de temps, 
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il apparaît un effet d'escalier qui devient plus prononcé à mesure que la différence entre la 
période d'échantillonnage et la base de temps augmente. 
Les résultats de validation, avec des données expérimentales, ont démontré que le système 
d'émulation proposé reproduit la dynamique du bâtiment résidentiel dans différents contextes. 
Plus spécifiquement, le système peut être employé pour valider la performance de contrôleurs 
ou simplement pour valider la performance énergétique des bâtiments. Les résultats obtenus 
montrent des erreurs moyennes de 0.423kW et de 0.38°C respectivement pour la puissance et 
les températures instantanées. L'erreur de puissance est d'environ 4.4% par rapport à la valeur 
crête et de 10.5% par rapport à la valeur moyenne. Ce qui est amplement acceptable étant 
donné que la puissance moyenne en heures de pointe d'une résidence sur une base horaire 
se situe entre 6kW et 10kW; il faut souligner que la puissance instantanée peut dépasser les 
20kW. 
Les caractéristiques suivantes du système d'émulation de bâtiment proposé dans cette thèse 
font de lui un outil idéal pour les applications de gestion de la demande résidentielle: 
(i) le système permet l'émulation de plusieurs zones thermiques et murs à plusieurs couches, 
ce qui est souhaitable pour l'analyse de la dynamique de bâtiments avec chauffage 
décentralisé par plinthes électriques; 
(ii) toutes les variables du système sont mises à jour de façon dynamique à chaque pas 
d'échantillonnage; 
(iii) les valeurs instantanées et moyennes des signaux (puissance, énergie, température) sont 
disponibles à des taux d'échantillonnage configurables permettant l'analyse des signaux 
en régime transitoire et permanent; 
(iv) l'évaluation du contrôle et des stratégies de gestion est possible sous différentes manières 
et modes d'exécution, p.ex. en simulation accélérée ou en émulation en temps réel; 
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(v) l'exécution itérative du modèle de bâtiment rend possible son utilisation pour la mise en 
œuvre de méthodes d'optimisation dans un délai raisonnable permettant l'implantation 
des stratégies de gestion optimale en temps réel; 
(vi) le système peut interagir avec des dispositifs externes, p.ex. capteurs et actionneurs, 
thermostats, relais, charges électriques et dispositifs de communication de différentes 
technologies. 
3.6 Conclusion de chapitre 
L'objectif de proposer un système qui permettrait d'émuler en temps réelle comportement 
d'un bâtiment résidentiel québécois avec ses caractéristiques et particularités a été atteint à 
travers la proposition présentée dans ce chapitre. Spécifiquement, nous avons proposé une 
architecture d'implantation matérielle permettant une description multi-zones et multi-couches, 
qui reproduit fidèlement la dynamique thermique et électrique du bâtiment et qui peut être 
utilisée pour l'émulation en temps réel. 
L'architecture d'implantation matérielle proposée offre l'avantage d'une solution rapide du 
modèle en l'espace de quelques microsecondes, ce qui permet son utilisation pour la simulation 
accélérée, pour l'émulation en temps réel et pour l'implantation de contrôleurs prédictifs basés 
sur un modèle sans contraintes par rapport à la vitesse de calcul. 
Le système d'émulation proposé présente de nombreuses applications potentielles dont: 
l'exécution de stratégies de gestion en ligne pour l'optimisation de l'énergie et du confort par 
zones thermiques, l'intégration facile de matériel externe permettant l'évaluation en temps 
réel des contrôleurs avec "matériel dans la boucle" (Hardware in the loop), et l'émulation 
(ou simulation accélérée) d'un parc virtuel de bâtiments (p.ex un quartier ou une ville). Cette 
dernière caractéristique rend possible son utilisation dans le contexte de la gestion de l'énergie 
résidentielle ainsi que de la demande locale sans le coût d'un bâtiment réel. 
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La performance de l'architecture d'implantation matérielle et du système d'émulation, a 
été validée avec succès utilisant de mesures réelles et, celle-ci a été évaluée sous différents 
scénarios de bâtiments résidentiels occupés. Les résultats expérimentaux confirment également 
le potentiel de la proposition pour la simulation accélérée et pour l'émulation en temps réel. Les 
résultats obtenus ont confirmé que le système proposé offre une bonne précision et robustesse. 
Plus spécifiquement, l'erreur de la puissance instantanée par rapport à sa valeur moyenne est 
inférieure à Il % dans les cas évalués. 
Le système proposé peut être facilement adapté à d'autres types de bâtiment avec plus ou 
moins de complexité en utilisant des cartes de développement avec FPGA ou des plateformes 
commerciales d'émulation en temps réel. 
Chapitre 4 Proposition d'une méthode pour l'estimation 
des périodes de pointe 
Comme mentionné dans le premier chapitre de cette thèse, contrairement aux autres provinces 
du Canada et à la plupart de pays, le Québec a un fournisseur principal d 'électricité et les 
tarifs d 'électricité ne sont pas, dans la plupart du territoire, modulés en fonction du temps 
de consommation ni en fonction des coûts réels d 'approvisionnement. Ces caractéristiques 
particulières signifient que la mise en place de méthodes d ' incitation à la gestion de la de-
mande résidentielle au Québec est plus difficile et moins intéressante pour les consommateurs 
en raison de l'absence d'un signal modulant et d'incitatifs financiers. En conséquence, la 
participation des clients devient facultative et nécessite un changement de paradigme dans la 
façon dont ils consomment l'électricité. 
En effet, les fournisseurs de services publics qui ont modulé les tarifs, en fonction de l'heure 
de la journée, et ajusté en fonction de la demande globale, utilisent des informations tarifaires 
pour inciter les clients à ajuster volontairement leur consommation. Ce scénario permet 
évidemment une participation plus aisée du client dans sa gestion de l'énergie. Cependant, 
le succès dépend du niveau d'automatisation des décisions chez le client via un système de 
gestion. Il faut souligner également que la consommation d ' un secteur spécifique du réseau 
ne suit pas nécessairement la tendance globale vue par l'opérateur. Il peut donc y avoir des 
problèmes locaux de pointe sur le réseau de distribution alors que l'ensemble du réseau de 
distribution et de transport n'en ont pas. Le signal de contrôle doit être en mesure de prendre 
ce fait en considération. 
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Nous présentons dans ce chapitre la proposition d'une nouvelle méthode pour l'estimation de 
l'état du réseau afin de déterminer les périodes de pointe de consommation d'un secteur. Cette 
estimation est faite à partir de la mesure locale de la tension au niveau du panneau électrique 
résidentiel. La méthode proposée dans cette thèse introduit un changement important dans la 
notion traditionnelle de la gestion de la demande locale (HEMS ou DSM) en ce qui concerne 
le besoin d'un signal modulant provenant du distributeur. 
La première section de ce chapitre est dédiée à l'analyse des effets de la charge sur la tension 
fournie aux clients et mesurée au panneau électrique. Ensuite nous présenterons les détails de 
la proposition pour obtenir en temps réel l'information sur les périodes de pointe vues par le 
distributeur, ainsi que les résultats de validation. 
4.1 Effet de la charge agrégée sur les caractéristiques de la tension d'alimentation 
La demande de puissance vue par les fournisseurs d'électricité est en constante évolution 
et dépend principalement des éléments suivants: chaque période de l'année (saisons), les 
conditions météorologiques et les comportements particuliers des utilisateurs selon le jour 
de la semaine et le moment (heure) de la journée. Ces variations dans les besoins d'énergie 
et la demande de puissance sont étroitement liées à la tension de service. Notons que les 
changements dans la demande sont vus par la source de tension centralisée (centrale électrique 
ou poste de distribution) comme des changements d'impédance du système ce qui engendre 
des pertes et des niveaux de tension variables au panneau électrique de chaque client. On 
distingue notamment un effet sur l'amplitude et un autre effet sur la fréquence de la tension 
fournie . 
4.1.1 Effet de la charge sur l'amplitude de la tension 
Les normes et les pratiques recommandées exigent que les services publics d'électricité garan-
tissent un niveau de tension en dedans de certaines limites pour chaque client indépendamment 
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de la charge vue par le réseau [123, 124]. Normalement, une variation maximale de ± 10% de 
la valeur nominale de la tension est permise. Cependant, chaque fournisseur fixe ses propres 
limites de variation selon la qualité de la tension offerte aux clients [125]. Afin de maintenir 
ces caractéristiques de tension, le fournisseur d'électricité utilise des moyens de compensation 
qui permettent de réguler le niveau toujours près de la valeur nominale. 
Dans un schéma de base de régulation de tension, le distributeur fixe les limites supérieures 
et inférieures de la tension. Lorsqu'une diminution très importante de la charge survient, la 
tension augmente et dépasse la limite supérieure. Le moyen de compensation réagit de manière 
à ramener la tension au point central de la bande définie par les limites inférieure et supérieure. 
Dans le cas contraire, on peut identifier une forte demande lorsqu'une diminution importante 
de la tension est observée. Si le niveau de la tension descend en dessous de la limite inférieure, 
le moyen de compensation réagit afin de ramener la tension vers le point central pour maintenir 
toujours la tension contrôlée à l'intérieur des valeurs permises [1 26- 131 ]. 
4.1.2 Effet de la charge sur la fréquence 
La fréquence nominale de la tension de service est fixée à 60Hz en Amérique ou à 50Hz en 
Europe et la plupart des pays asiatiques (Figure 4-1). De même que le niveau de tension, la 
fréquence mesurée est parfois éloignée de sa valeur nominale à cause du déséquilibre entre 
la charge et la puissance des centrales électriques. Ceci est expliqué par le ralentissement ou 
l'accélération des générateurs face à des variations rapides de la charge, plus spécifiquement, 
le générateur a tendance à ralentir ou à diminuer sa fréquence face à une augmentation 
soudaine de la charge et vice-versa à s'accélérer ou à augmenter sa fréquence face à une 
diminution. 
L'estimation de la fréquence ou sa mesure peut donc donner une indication de la consommation 
vue par le générateur. Plus précisément, si un schéma de contrôle de dérive de la fréquence 
versus la puissance demandée (f/P Droop control) est utilisé par le distributeur, la mesure 
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de la fréquence donne en tout moment l'indication du niveau de charge du réseau. Si aucun 
schéma de dérive de fréquence n'est implémenté, la mesure de fréquence peut être utilisée 
pour la détection des évènements de changements brusques dans la demande vue par le 
générateur. 
• 100 V, 50 Hz 
. 220 V, 50 Hz . 110 V, 60 Hz. Z20 V. 60 Hz. I!GV, 50 Hz 
. 2lOV,SOHZ. 115V,60Hz nov, 60 Hz 115Y,SOHz 
240 V, 50 Hz . 120 v, 60 Hz 240 V, 60 Hz 
. 127 V. 60 Hz 0 127 v, 50 Hz 
FIG URE 4-1 Niveau et fréquence de la tension de service dans le monde. (Source: https ://com-
mons.wikimedia.org/wiki/File :World_Map_oCMains_ Voltages_and_Frequencies,_Detailed.svg, 
par Som nus De) 
L'utilisation de la fréquence pour déterminer le niveau de charge ou le stress du réseau de-
mande un système de mesurage assez précis et capable de détecter fidèlement les variations et 
déviations de la fréquence par rapport à sa valeur nominale. L'introduction des contrôleurs 
basés sur l'analyse de la fréquence est souvent limitée par quatre enjeux importants: 1) les 
bandes de variations permises de fréquence sont très étroites ce qui impose une détection 
très fine, 2) les systèmes et méthodes de synchronisation requises lorsque plusieurs généra-
teurs alimentent le réseau, 3) les effets des variations de la fréquence sur le fonctionnement 
des machines ou équipements industriels et 4) le risque de compromettre à la stabilité du 
réseau. 
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4.1.3 Moyens de régulation de la tension 
Les variations dans le niveau de la tension du réseau sont principalement associées aux 
phénomènes suivants: 
o l'effet des pertes dans la ligne suite à des variations de la puissance consommée par la 
charge agrégée; 
o l'effet des moyens de compensation en vue de maintenir la tensiQn près des valeurs 
nominales d'opération. 
Ces deux phénomènes ont des caractéristiques temporelles différentes, plus spécifiquement, 
l'effet des moyens de compensation correspond à un événement rapide et d'une amplitude 
plus importante par rapport à l'effet des pertes liées à des variations de la charge. 
Les moyens de compensation de tension typiquement utilisés dans les réseaux électriques 
sont: 
o les compensateurs de type réactif, dont les condensateurs en série ou en parallèle (SCs 
pour switched capacitors) et les compensateurs inductifs (shunt reactors); 
o les changeurs de prise en charge des transformateurs (LTC pour on Load Tap Changer). 
Les LTC, tel qu'illustré dans la Figure 4-2, sont utilisés au niveau du réseau de distribution 
pour régler le niveau de la tension de sortie du transformateur en charge et sans interruption. 
Ils sont également connus sous les acronymes OLTC (pour On- Load Tap Changer) ou encore 
ULTC (pour Under-Load Tap Changer). Les transformateurs équipés avec LTC peuvent avoir 
normalement jusqu'à 33 prises pour permettre une régulation de tension de jusqu'à 20% de la 
valeur centrale. Selon la complexité du réseau plusieurs transformateurs avec LTC peuvent 
être mis en cascade pour permettre une régulation plus large. 
Le réglage des LTC est fait par l'opérateur du réseau de distribution de manière à limi ter en tout 
temps la déviation de la tension par rapport à la valeur centrale tel qu'illustré dans la Figure 4-3. 
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Tel qu'observé dans la Figure 4-3, si la demande de puissance augmente et la tension descend 
en dessous de la limite prédéfinie pendant une période de temps prédéfini (~T), le rapport de 
transformation du transformateur est augmenté de manière à faire augmenter la tension et la 
ramener près de sa valeur centrale. Lors d'une diminution de la puissance demandée par la 
charge et une augmentation du niveau de la tension au-delà de la limite supérieure, le rapport 
de transformation est réduit également pour réduire le niveau et le ramener près de sa valeur 
centrale. 
Source de tension 
utilité électrique 

















FIGURE 4-2 Changeur de prises en charge du transformateur (LTC pour Load Tap Changer) 
dans un réseau de distribution. 
Ilt Action de oorrection lorsque la 
Tension 
•••••• ........... .......... ................... ........... .................... ... .. ..... Bande inférieure 
Action de oorrection lorsque la 
demande augmente 
Temps 
FIGURE 4-3 Exemple de correction de la tension par le changeur de prises en charge du transfor-
mateur (LTC pour Load Tap Changer). 
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4.1.4 Caractéristiques de la tension d'alimentation au Québec 
Selon les caractéristiques de tension définies par Hydro-Québec [125], la valeur efficace de la 
tension fournie se situe dans les plages recommandées par la norme CSA CAN3-C235-834. 
Plus spécifiquement, pour la tension monophasée nomjnale 120/240V, cette valeur peut varier 
entre l06/212V et 127/254Y. 
La Figure 4-4 montre les résultats de la mesure de tension durant neuf (9) jours en période 
hivernale à trois endroits différents dans la région de Trois-Rivières. Ces mesures ont été 
réalisées au panneau électrique dans une résidence uni-familiale, dans un bloc d'appartements, 
et à l'Université du Québec à Trois-Rivières tel qu'illustré par la Figure 4-5. Il est possible 
de constater selon ces résultats, que les variations de la tension d'alimentation restent, pour 
les trois cas, dans les limites établies par les conditions normales d'opération. On observe 
également des différences quant au niveau de la valeur efficace mesurée, qui est plus élevé 
pour le bloc d'appartements que pour les deux autres points de mesure. Ces écarts entre les 
mesures peuvent être expliqués par l'emplacement et les distances entre chaque point de 
mesure par rapport au poste de distribution. En effet le bloc d'appartements se trouve à moins 
d'un kilomètre de distance en ligne droite du poste de distribution tandis que la résidence 
uni-familiale se trouve à environ 2.2km et l'Université à environ 2.5km. Ni les distances réelles 
du câblage entre chaque point de mesure et le poste de distribution, ru les détails du réseau de 
distribution ne sont connus. 
255,--------,------,---------,-------,--------,,--------,-------,----------,-----, 
2~Lon------=TLue-------::W:"--ed.,---------:T::'-hu ---:!-Fr-:-i -------='Sa'---' ------=SuLn-----:-M-!-o n ---:T-!-ue -~Wed 
Temps (ddd) 






FIGURE 4-5 Points de mesurage région de Trois-Rivières. 
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Les mesures présentées dans la Figure 4-4 ont été obtenues à l'aide du système de mesurage 
décrit dans l'Annexe A-4. La Figure 4-6 montre la mesure de tension et sa valeur moyenne 
pour la période d'observation comprise entre décembre 2015 et octobre 2016. Ces mesures à 
long terme correspondent à la résidence uni-familiale à Trois-Rivières (cas d'étude No. 1). Il 
est facile de remarquer dans cette figure que la densité des variations est plus élevée durant la 
période froide et moins importante en période estivale. On remarque également que la valeur 
moyenne de la tension est inférieure dans les périodes de grand froid, particulièrement dans 
les mois de janvier et février. 
Jan-16 Fcb-16 Mar-16 Apr- 16 May- 16 Jun- 16 
T imc 
Jul- 16 Aug-1 6 Sep-16 Oct-16 
FIGURE 4-6 Tension mesurée entre décembre 2015 et octobre 2016 et valeur moyenne 
9] 
La Figure 4-7 présente les variations de la tension mesurée autour du 18 février 2016 dans 
la maison cas d'étude à Trois-Rivières. Deux évènements de correction par les changeurs 
de prise en charge sont détaillés dans cette figure, le premier vers 23H la nuit du 17 février, 
et le deuxième vers 17H du 18 février. Le premier évènement correspond à une diminution 
soudaine de la tension par l'action de compensation suite à une augmentation de la tension 
dépassant la valeur nominale de tension (> 240V). Le deuxième, contrairement au premier, 
correspond à une augmentation soudaine de la tension par l'action de compensation suite à 
une diminution de la tension au-dessous de la valeur nominale de tension « 230V). Notons 
qu'environ une dizaine d'évènements transitoires d'amplitude supérieure à 2V sont observés 
durant cette journée hivernale. 
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FIGURE 4-7 Exemple de l'action de correction des changeurs de prises en charge de transforma-
teur sur la tension mesurée. Agrandissement à gauche pour un évènement de diminution de la 
tension et à droite pour une augmentation de la tension. 
Ces résultats préliminaires nous encouragent à proposer une méthode permettant d'obtenir 
en ligne et de manière automatisée l'information de la poi nte de consommation à partir de 
l'analyse de tension. 
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4.2 Méthode proposée pour l'estimation de la charge agrégée 
Une nouvelle approche est proposée dans cette thèse pour estimer en temps réelles périodes de 
pointe vues par le réseau. Cette estimation est faite à partir de l'analyse de la tension mesurée 
au niveau du panneau électrique du bâtiment résidentiel. 
L'information relative aux périodes de pointe est obtenue localement et peut être utilisée par 
le système résidentiel de gestion pour moduler la consommation de la résidence de manière 
automatisée. L'approche proposée permet la mise en place des stratégies de gestion, incluant 
des fonctions DSM (p.ex. réduction de la pointe et remplissage de creux), à très faible coût 
pour le fournisseur et pour les utilisateurs finaux. La méthode proposée élimine des barrières 
importantes qui limitent le déploiement des stratégies de gestion de la demande, notamment le 
besoin d'un système de communication et les craintes ou inquiétudes des clients par rapport à 
la sécurité et atteintes à la vie privée pouvant être associées (par le public) aux systèmes de 
contrôle à distance. 
4.2.1 Hypothèses et considérations de la proposition 
Les considérations et faits suivants ont servi de base à la proposition de la méthode: 
(i) Les normes sur la qualité de l'onde pour les systèmes de puissance exigent que l'opé-
rateur du réseau électrique fournisse aux clients une tension sinusoïdale propre et 
stable en termes de fréquence et amplitude respectant des limites permettant le bon 
fonctionnement des charges électriques; 
(ii) Dans un réseau de distribution, les variations de la tension de service sont étroitement 
liées aux variations dans la demande de puissance ; 
(iii) Les opérateurs sont confrontés aux problèmes de régulation de la fréquence et du niveau 
de tension (amplitude) face aux variations de la charge. Ces paramètres, fréquence et 
93 
amplitude, varient en fonction de l'impédance du réseau et de la charge vue par les 
générateurs; 
(iv) La fréquence est maintenue en dedans des limites permises en ajustant la vitesse des 
générateurs; une augmentation soudaine de la demande de puissance de la charge peut 
entrainer un ralentissement des générateurs qui doit être compensé par le système de 
régulation afin de réguler la fréquence ; 
(v) Dans certains réseaux de distribution et réseaux autonomes une dérive de fréquence 
(frequency droop) est utilisée pour permettre le partage de puissance de la charge 
entre plusieurs générateurs. Dans ces systèmes la fréquence est ajustée (augmentée 
ou diminuée) en suivant la puissance de charge vue par les générateurs. L'utilisation 
de cette dérive de fréquence offre l'opportunité d'obtenir directement une information 
relative à la charge du réseau par l'analyse locale de fréquence [132]; 
(vi) Dans une topologie radiale de réseau de distribution, le niveau de la tension mesurée 
chez le client est affecté par l'impédance globale vue par le transformateur au niveau 
du poste de distribution. C'est-à-dire une augmentation dans la charge entraîne une 
diminution du niveau de la tension mesurée chez le client; 
(vii) Les changeurs de prises ou régleurs en charge des transformateurs (LTC pour on 
Load Tap Changer), les condensateurs commutés (SC) et les réacteurs shunt sont 
des dispositifs de régulation utilisés par l'opérateur du réseau de distribution afin de 
maintenir le niveau de la tension à l'intérieur des seuils acceptables (p.ex. l20/ 240V ± 
10% pour une installation résidentielle); 
(viii) Les LTC ont normalement un maximum de 33 positions ce qui leur donne une possibilité 
d'augmenter ou de diminuer le rapport de transformation de manière à permettre une 
capacité de régulation d'environ 20% par rapport à la tension nominale; 
(ix) Dans un mode normal d'opération, si la demande en puissance augmente et la limite 
prédéfinie de basse tension est dépassée pendant une période de temps (Ôt) également 
prédéfini, le rapport de transformation du transformateur de régulation de tension est 
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augmenté à l'aide des LTC, et vice-versa, lorsque la charge diminue, et la tension 
augmente et dépasse la limite supérieure (de haute tension), le rapport de transformation 
du transformateur est alors réduit; 
(x) Les transitions introduites par les LTC peuvent représenter une source d'information 
relative à la consommation globale vue par le réseau de distribution; 
(xi) Cette information étant propagée et disponible à travers le réseau de distribution jusqu'au 
panneau électrique chez le client n'a aucun coût; 
(xii) Si après traitement elle peut être corrélée aux facteurs déterminant la consommation 
globale vue par le réseau, elle peut être utilisée massivement comme signal de contrôle 
ou de modulation pour la gestion locale de la consommation de manière automatisée ou 
manuelle (par le client) ; 
(xiii) La demande de puissance vue par le distributeur dépend principalement des conditions 
météorologiques et des comportements des usagers selon chaque période de l'année, le 
jour de la semaine et l'heure dans une journée. 
4.2.2 Étapes de la méthode proposée 
La méthode proposée pour l'estimation des périodes de pointe est illustrée par la Figure 4-8 et 
comporte les étapes suivantes: 
1. Filtre numérique: le signal de tension est mesuré et traité par un processus de filtrage 
numérique en vue d'extraire l'information des transitoires. Cette étape fournit alors un 
signal des discontinuités 8(n) qui contient les transitoires et les fluctuations observées 
dans la tension mesurée. 
2. Analyse des transitoires: le signal8(n) est analysé afin de séparer les transitoires pou-
vant être associés aux moyens de régulation et compensation utilisés par le distributeur. 
Cette analyse permet également de déterminer l'amplitude des transitoires introduits 
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par les moyens de compensation, et de générer un signal L\X(n) qui correspond à une 
estimation de la compensation introduite à l'instant n. 
3. Estimation du niveau de charge: dans cette étape, le signal mesuré et les variations esti-
mées L\X(n) sont utilisés pour obtenir un nouveau signal avec les fluctuations normales 
comme si aucune compensation n'avait été appliquée. Ce nouveau signal de tension es-
timée sans compensation X (n) peut être utilisé comme information du niveau de charge 
et permet de déterminer ou d'estimer les périodes de stress ou de forte consommation 
vues par le réseau. 
Filtre Analyse des 
Estimation 









Signal de la 
tension estimée 
sans compensation 
FIGURE 4-8 Diagramme simplifié de la méthode proposée pour l'estimation des périodes de 
pointe. 
4.2.3 Étape 1 : Filtre numérique 
La première étape de filtre numérique permet l'extraction en ligne de l'information des 
discontinuités de tension 8(n). Bien que plusieurs méthodes puissent être employées pour 
l'analyse transitoire des séries temporelles, le traitement par filtres numériques à convolution 
a été choisi en raison des avantages concernant leur implantation matérielle pour opération en 
temps réel. Tel qu'illustré dans la Figure 4-9, une partie du signal de mesure est gardée dans 
un registre à décalage pour être utilisée dans le filtre; et la sortie du filtre est le résultat de la 
convolution entre l'information dans le registre et les coefficients du filtre f. 
Données 
de mesure 
Coefficients du filtre numérique! 
[/(-/) /(-/+ 1) /(-/+2) . .. /(+l) l 
Sortie 
signal filtré 
x I-----I--+- +1--------lI~ 
------lI>~ s(n) s(n-I) s(n-2) 
Registre à décalage 
FIGURE 4-9 Filtre numérique à convolution. 
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Nous considérons dans cette étude trois types de filtres numériques ayant le potentiel pour la 
détection des évènements rapides dans les séries temporelles. Plus spécifiquement, le filtre 
gaussien et les filtres à ondelettes de Morlet et de Ricker (Chapeau mexicain) [133, 134] ont 
été analysés. 
Les filtres numériques ont été évalués utilisant le signal de la tension mesurée avec une période 
d'échantillonnage Ts = Is. Le nombre de coefficients des filtres a été fixé considérant une 
fenêtre d'analyse d'environ une (1) minute. Toutes les analyses ont été réalisées sur des 
données expérimentales obtenues des mesures effectuées durant la période 2015-2016. 
4.2.3.1 Le filtre Gaussien 
Le premier filtre numérique considéré dans cette étude est le filtre Gaussien, dont les coeffi-
cients peuvent être obtenus à partir de l'équation 4-1, 
1 _ k2 
GF(k,a) = ~ ·eT;;'[ 
V 2n· a 
(4-1) 
où a est le coefficient de dilatation du filtre, - l ~ k ~ l, et 2l + 1 est la dimension du filtre. 
Nous proposons, l = 30 avec une période d'échantillonnage de Is, ce qui permet l'analyse 
dans une fenêtre d'environ une (1) minute. 
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Étant donné que le filtre Gaussien par définition permet de retrouver la valeur moyenne 
du signal, nous proposons l'équation 4-2 pour l'obtention de l'information des variations 
<5(n) : 
1 
<5 (n + 2a) = X (n + 2a) - L [G F (k , a) . X (n + k) 1 
k=-I 
(4-2) 
Il est à noter que le signal de mesure X est décalé de 2a par rapport à la convolution afin de 
compenser le délai introduit par le filtre et de cette manière obtenir correctement la variation 
<5 (n) à un instant donné. À titre d'exemple, la Figure 4-10 présente un agrandissement, à 
gauche, de la sortie du filtre Gaussien et, à droite, de l'estimation de la variation de tension 
<5 (n) pour différentes valeurs du coefficient de dilatation a. 
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FIGURE 4-10 Agrandissement de la sortie du filtre Gaussien et estimation des variations 8(n ) 
4.2.3.2 Les filtres à ondelettes de Ricker et de Morlet 
Dans une deuxième catégorie de filtres, nous considérons les filtres à ondelettes, particulière-
ment nous nous intéressons aux filtres permettant d'isoler les évènements transitoires. 
Aussi, nous considérons le filtre à ondelettes de Ricker dont les coefficients peuvent être 
obtenus à l'aide de l'équation 4-3, 
(4-3) 
avec a le coefficient de dilatation. 
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La Figure 4-11 représente le filtre à ondelettes de Ricker pour différentes valeurs du coefficient 
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FIGU RE 4-11 Filtre à ondelettes de Ricker pour différents coefficients de dilatation a. 
Contrairement au filtre Gaussien, décrit par l'équation 4-10, les filtres à ondelettes fournissent 
directement, à partir de la convolution (4-4), l' information des variations de tension 8 (n). 
l 
8(n) = L [lJf(k,a) ·X(n+ k)] (4-4) 
k=-l 
où 2i + 1 est le nombre de coefficients du filtre. 
Les coefficients du filtre à ondelettes de Morlet peuvent être obtenus à l'aide de l'équation 4-5 , 
(4-5) 
où a est le coefficient de dilatation, b est le coefficient de translation, et f3 est le coefficient de 
« contrôle de forme ». On représente également le filtre à ondelettes de Morlet dans la Figure 
4-12 pour différentes valeurs du coefficient de dilatation, a. 
Il faut souligner que dans le filtre de Morlet, le coefficient de « contrôle de forme » est 
étroitement lié avec l'entropie de l'ondelette. Selon [135], la valeur optimale de f3 pour obtenir 
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l' entropie minimale est de 0.6. Notons qu'une valeur faible d'entropie permet une meilleure 
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FIGURE 4-12 Filtre de Morlet pour différents coefficients a, coefficient b = 0, et coefficient de 
contrôle de forme f3 = 0 .6. 
La Figure 4-13 présente un exemple des résultats de l' estimation de la variation de tension 8 (n) 
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FIG URE 4-13 Sortie 8(n) utilisant le filtre à ondelettes de Ricker pour différentes valeurs de a. 
4.2.4 Étape Il : Analyse des transitoires 
La Figure 4-14 montre les résultats de la détection des variations de tension 8 (n) et la 
distribution de leur amplitude pour chacun des trois types de filtre. Dans ces résultats, on 
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observe une grande similitude entre les résultats obtenus avec le filtre Gaussien et le filtre à 
ondelettes de Ricker. Plus spécifiquement, la séparation en amplitude entre les événements 
normaux et ceux pouvant être associés aux moyens de compensation semble plus évidente. 
Temps 
(a) Résultats filtre Gauss ien (b) Distribution 
. 1 .0$ 0 0.5 1 1.5 2 2., 
V &nation de lemlon (V) 
(c) Résultats Ondelette de Morl et (d) Distribution 
VariAhon de tcnJIOIl (V) 
(e) Résultats Ondelette de Ricker (t) Distribution 
FIGU RE 4- 14 Variations de tension avec le filtre Gaussien, le filtre à ondelettes de Morlet et le 
filtre à ondelettes de Ricker. 
Dans les distributions de type Gaussien, comme celles de la Figure 4-14, les valeurs entre 
± 3(J englobent 99 .73% de la distribution et peuvent être associées aux variations normales, 
où (J est l'écart type de la distribution. 
La distribution des variations obtenues à l' aide des filtres numériques est analysée de manière 
à établir un seuil 8T H permettant l' identification en ligne des variations qui peuvent être dues 
aux moyens de compensation. Nous proposons dans l' étape de détection, te) qu ' illustré dans la 
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Figure 4-15, une analyse de la distribution des événements afin d ' établir un seuil de détection 
&rH défini supérieur à 3a. Nous avons fixé dans cette étude &rH = 6a, de manière à isoler les 
évènements transitoires pouvant être associés aux moyens de régulation de tension de ceux 
dus aux variations normales de la tension. Notons que l'écart type de la distribution peut être 
affecté par le comportement de la charge locale, alors nous proposons de réaliser une mise à 
jour en ligne du paramètre &rH à partir de l'analyse des données de la dernière journée. 
8(n) 
X (n) - X (n - a) lVl LlX(n ) 
--O.-"---'------.:...-J .. ~~ .. 
FIGURE 4-15 Diagramme simplifié de l'étape d'analyse des transitoires. 
Tel que montré par le diagramme de la Figure 4-15, la sortie du processus d'analyse des 
transitoires est l'estimation de la compensation M(n) introduite à l'instant n, qui est obtenue 
entièrement à partir du signal 8(n) fourni par le filtre numérique. 
4.2.5 Étape Ill: Estimation de la charge 
Dans cette étape, un nouveau signal de tension estimée sans compensation X(n) est obtenu 
à partir des signaux de la tension mesurée (X) et de la compensation accumulée de tension 
estimée (LlXc), comme suit 
X(n) = X(n) + LlXc(n) (4-6) 
où 
LlXc(n) = LlXc(n - 1) +M(n) (4-7) 
Le signal de tension estimée sans compensation X(n) sert de base pour l'obtention d'un signal 
qui donne une information de la puissance relative PA (n ) vue par le réseau à l'instant n. Ce 
signal peut être obtenu à l'aide de l'équation (4-8). 
X(m) - (x(n) + . r. [L1X(i)]) 
PA(n) = ml=m+ 1 
X(m) + L [L1X(i)] 
i = 1 




Notons que la puissance relative estimée PA(n) peut être calculée par rapport à un instant 
spécifique défini par défaut comme m = 1 pour réaliser un calcul par rapport à la première 
donnée de mesure. Cependant, au besoin selon la période d'analyse, m peut être redéfini 
en tout moment pour correspondre à un instant spécifique dans les données d'analyse; par 
exemple m peut être défini pour correspondre à un instant dans la journée ou dans la semaine, 
ou pour signaler un changement de saison ou une période dans l'année ayant typiquement 
des caractéristiques de consommation particulières. Dans un scénario de contrôle optimal, le 
signal de puissance relative estimée peut être utilisé comme indication du coût associé à la 
charge du secteur vue par le réseau CL. 
4.3 Validation de la méthode proposée 
Nous avons réalisé une validation exhaustive de la méthode proposée avec des données expéri-
mentales sur la période d'observation comprise entre décembre 2015 et octobre 2016. 
4.3.1 Filtre numérique et analyse des transitoires de tension 
Un exemple des variations de tension détectées durant la période d'observation et de leur 
distribution journal ière est présenté dans la Figure 4-16. Dans ce cas spécifique nous avons 
utilisé le filtre à ondelettes de Ricker défini avec un coefficient de dilatation a = 4. Ces résultats 
montrent que l 'écart type (J" de la distribution des variations de la tension 8 pour la période 
d'analyse correspond à environ 0.3V. Cette mesure nous permet de faire l'hypothèse que les 
variations normales de la tension sont inférieures à ±0.9V. Ce qui est tout à fait normal selon 
les cibles de l'opérateur du réseau. En effet Hydro-Québec établit la limite des variations de 
la tension (n iveau d'émission de papillotement) dues à la charge locale raccordée au réseau 
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de distribution, avec un taux de répétition entre 1 et 19 par minute, à moins de 0.4% ce qui 
correspond à ±0.96V pour une tension de service de 240V [136]. 
Tel que montré par la Figure 4-16b, la forme de la distribution et conséquemment l'écart type 
varient légèrement en fonction du temps. On remarque notamment une distribution plus aplatie 
et avec un écart type plus important lors de la période froide, plus spécifiquement durant les 
mois de janvier et février où on observe également plus de variations dans la tension selon la 
Figure 4-16a. De ce fait, le seuil de détection initial est fixé en fonction de la première journée 
de mesure à &rH = 6Œ, ce qui correspond à 1.73V pour un écart type initial de Œ = 0.28V . 
Notons que pour la première journée la majorité des variations de tension sont inférieures à 
±0.865V , donc inférieures à la limite de ±0.96V établie par le distributeur. 
Jan· 16 Feb- 16 Mar-16 Apr-16 May- 16 Jun-16 Jul-16 Aug- 16 Scp-16 OCl-16 
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Variation de teraion [VI 
(b) Distribution journalière de l' amplitude des variations 8 (n) 
FIG URE 4-16 Résultats de la détection des variations de tension avec le filtre à ondelettes Ricker 
pour a = 4, durant la période compri se entre décembre 2015 et octobre 2016. 
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Deux exemples des résultats obtenus de l'analyse des variations de tension selon la méthode 
proposée sont illustrés dans les Figures 4-17 et 4-18. Dans chaque cas, on peut observer le 
niveau de la tension mesurée X(n), la sortie du filtre numérique 8(n), la compensation de 
tension estimée L1X (n ) et la compensation accumulée de tension L1Xc( n). 
Dans le premier exemple, illustré dans la Figure 4-17, une action de compensation est introduite 
par le système de régulation de tension du réseau de distribution suite à une diminution 
progressive du niveau de tension de service en début de journée. Dans ce cas, l'action de 
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(b) Sortie du filtre 8(n), variation estimée.1X (n) et la compensation accumulé .1Xc(n). 
FIGURE 4-17 Variation de tension détectée pour compenser la réduction de la tension en dessous 
de la limite inférieure et compensation accumulée de la tension estimée. 
Dans le deuxième exemple, illustré dans la Figure 4-18, une action de compensation est 
introduite par le système de régulation de tension du réseau de distribution suite à une 
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augmentation progressive et soutenue du niveau de tension en fin de soirée. Dans ce cas, 
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(b) Sortie du filtre 8(n), variation de la tension estimée LlX (n) et compensation de la 
tension accumulée LlXc(n). 
FIGURE 4-18 Exemple de la variation de la tension détectée et la compensation accumulée de 
la tension estimée de transitoires lors de la variation soudaine de la tension pour compenser 
l' augmentation de la tension au-dessus de la limite supérieure. 
Il faut souligner que dans les deux cas, après la compensation, le niveau de tension est 
près de la valeur moyenne de la période observée. Plus spécifiquement, les deux exemples 
correspondent à la même journée en hiver où le niveau moyen de tension est d'environ 
23sV tel qu ' illustré dans la Figure 4-6. Dans le premier cas, la tension varie de 230.1 V à 
233.3V; dans le deuxième cas, de 238.6V à 234.9V. Dans les deux cas, la méthode proposée 
permet l'identification correcte de l'instant et de l'amplitude des événements de compensation 
introduits par le système de régulation de tension du réseau de distribution. 
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À cette étape-ci, des performances similaires sont obtenues utilisant le filtre de type gaussien 
et le filtre à ondelettes de Morlet. 
4.3.2 Analyse de corrélation entre la tension estimée sans compensation et la température 
extérieure 
Une analyse de la corrélation entre la tension estimée sans compensation X(n) et la température 
extérieure a été réalisée utilisant le coefficient de corrélation de Pearson (équation 4-9). 
(4-9) 
où x et y sont les valeurs moyennes des variables x et x calculées pour un ensemble N de 
données. 
La courbe de la tension estimée sans compensation a été comparée à celle de la température 
extérieure registrée pour la région de Trois-Rivières durant la période froide en 2016. Cette 
comparaison et l'analyse de corrélation ont été effectuées pour les trois types de filtres 
employés dans cette étude. Les résultats de la comparaison pour le filtre gaussien sont présentés 
dans la Figure 4-19. Dans ce cas on obtient un coefficient de corrélation r = 0.43 pour une 
analyse durant la période hiver-printemps 2016, et r = 0.61 considérant seulement le mois de 
février. Il faut souligner que durant l' hiver 2016 le mois de février correspond à la période 
plus froide pour la région de Trois-Rivières. 
Les résultats de la corrélation utilisant les filtres à ondelettes de Morlet et de Ricker sont 
présentés dans les Figures 4-20 et 4-21. Ces résultats montrent que l'utilisation du filtre à 
ondelettes de Morlet permet d' obtenir une corrélation r = 0.49 pour l'évaluation à long terme 
et r = 0.53 pour l'évaluation à court terme. Lorsque le filtre à ondelettes de Ricker est utilisé 
le résultats sont r = 0 .62 et r = 0.63 respectivement pour les évaluations à long et à court 
terme. 
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FIGURE 4-19 Corrélation de la tension estimée sans compensation avec la température extérieure 
pour le Filtre Gaussien . 
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FIGURE 4-20 Corrélation de la tension estimée sans compensation avec la température extérieure 
pour le Filtre à ondelettes de Morlet. 
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Fi ltre à ondelettes de Ricker. r "" 0.62 
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FIGURE 4-21 Corrélation de la tension estimée sans compensation avec la température extérieure 
pour le Filtre à ondelettes de Ricker. 
Les résultats montrent également une forte corrélation entre la courbe de tension estimée 
sans compensation et la température extérieure. Cette corrélation est plus importante dans les 
périodes plus froides. Notons que les meilleurs résultats sont obtenus en utilisant le filtre à 
ondelettes de Ricker. Dans la comparaison des courbes de température et tension estimée sans 
compensation on remarque les mêmes tendances de variation. C'est-à-dire, une diminution 
importante de la tension estimée sans compensation coïncide avec une diminution soutenue de 
la température extérieure. 
Le Tableau 4-1 montre les résultats de la corrélation entre la tension estimée sans compensation 
ex + ,1Xc) et la température extérieure TEXT. Le coefficient de corrélation est calculé par 
mois durant la période comprise entre décembre 2015 et octobre 2016, et pour trois périodes 
spécifiques durant les mois de février, mars et juillet 2016; dans ces cas le calcul est fait en 
considérant les valeurs moyennes horaires des deux variables étant donné que l'information 
de température est disponible sur une base horaire. Tel qu'attendu le coefficient de corrélation 
r est positif durant la période froide et négatif durant la période estivale. On précise que 
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la corrélation est plus élevée durant la période de grand froid en début de mars 2016. Ces 
résultats montrent également que les coefficients de corrélation obtenus sont particulièrement 
plus faibles en décembre 2015, avril et octobre 2016, qui sont les périodes de transition entre 
les saisons froides et chaudes. 
La Figure 4-22 présente la relation entre la moyenne mensuelle de la tension estimée sans 
compensation (X +Xc) et la température extérieure mesurée pour la période d'analyse. Cette 
Figure montre plus clairement l'effet de la température extérieure sur la tension estimée sans 
compensation, qui est liée à la consommation de puissance, en fonction de la période de 
l'année. Il faut souligner que dans cette analyse à long terme, la première mesure de tension au 
mois de décembre est prise comme référence (équations 4-6, 4-7 et 4-8). De ce fait, la courbe 
n'est pas centrée sur la valeur nominale de tension mais sur une valeur plus élevée estimée 
dans le changement de saison entre les mois d'avril et mai. 
TABLE 4-1 Résultats de l'analyse de corrélation entre la tension estimée sans 
compensation et la température extérieure mesurée pour la région 
de Trois-Rivières. 
r X +L1Xc TexT 
Mois [0/0] Moy. Min / Moy, / Max 
[V] [OC] 
Décembre 2015 +0.6 239.1 -13 / +0.02/ + 12.6 
Janvier 2016 +48.7 228.2 -19/ -7.8/+2.2 
Février 2016 +56.8 235.3 -27.2/ -7.9/+3.6 
Mars 2016 +73.5 245.9 -23.6/ -2.5/+6.4 
Avril 2016 +1l.7 250.0 -12.5/ +1.8/+16.0 
Mai 2016 +56.9 271.5 +0.8/ +12.2 / +27.8 
Juin 2016 -19.7 28l.2 +7.4 / +16.3 / +26.1 
Juillet 2016 -45.3 281.1 +12.5/ +19.8 / +27.7 
Aout 2016 -47.0 28l.7 +12.4 / +21.2 / +28.7 
Septembre 2016 -60.3 288.0 +6.2/ +16.5 / +26.7 
Octobre 2016 -2.8 292.4 -0.7 / +8.9/+20.6 
Période 
07 au 21 Février +65.9 233 .9 -27.2/ -10.3/+2.9 
01 au 14 Mars +81.8 245.6 -23.6/ -3.94/+6.2 
07 au 21 Juillet -46.5 28l.6 +13.4 / +19.9/+27.7 
JAN 
2~~O ------~.2~O--------.~IO--------~O--------~IO~------~20~------~30 
Tempéranrre extérieure (oC) 
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FIG URE 4-22 Tension estimée sans compensation versus température extérieure mesurée pour la 
région de Trois-Rivières. 
4.3.3 Analyse des événements de compensation et des périodes critiques 
Les périodes de forte ou basse consommation sont directement en relation avec plusieurs 
aspects. Notamment, la température extérieure, l'effet calendaire Gours, mois, saisons) et le 
moment du jour. Nous avons déjà analysé précédemment le lien entre la tension estimée sans 
compensation et la température extérieure, dans cette section nous analysons l'effet calendaire 
et du moment du jour en lien avec les variations de tension. Dans ce sens, les distributions par 
jour de la semaine des événements de compensation AX(n) positifs et négatifs sont présentés 
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FIGURE 4-23 Distribution journalière par jour de la semaine des évènements de compensation 
~(n) durant la période d'analyse comprise entre décembre 2015 et octobre 2016. 
De ces résultats les aspects suivants se révèlent: 
<) un nombre élevé d'événements positifs de compensation de tension (augmentation 
soudaine de la tension pour compenser une réduction progressive) apparaît tôt le matin, 
entre 5 heures et 9 heures du matin , ce qui correspond au début des activités humaines; 
<) un nombre élevé d 'événements positifs de compensation de tension apparaît également 
entre lSh et 18h, ce qui correspond aux activités associées au retour à la maison après 
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la journée d'école, la fin des heures de bureau et évidemment les activités associées à 
l'heure du souper; 
o un nombre élevé d'événements négatifs (diminution soudaine de la tension pour com-
penser une augmentation progressive) est enregistré entre 20 heures du soir et minuit, ce 
qui correspond à la fin des activités humaines; 
o un nombre relativement faible d'événements apparaît durant la fin de semaine en 
comparaison au nombre d'évènements dans les jours ouvrables. 
La distribution journalière des évènements de compensation de tension positifs et négatifs pour 
la période d'observation est présentée dans la Figure 4-24. Cette distribution montre le lien 
entre le moment du jour et les habitudes moyennes de consommation dans la région d'analyse. 
Notamment un plus grand nombre d'évènements de compensation positifs en matinée et en 
début de soi rée, et un plus grand nombre d'évènements négatifs en fin de soirée. 
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FIGURE 4-24 Distribution journalière des évènements de compensation M(n) durant la période 
d'analyse comprise entre décembre 2015 et octobre 2016. 
Afin de vérifier l'effet saisonnier, nous présentons dans la Figure 4-25 la distribution hebdo-
madaire des évènements de compensation positifs et négatifs sur toute la période d 'analyse. 
Comme prévu, le nombre d 'événements détectés est beaucoup plus élevé durant les mois 
dans la saison froide Uanvier et février). Le plus faible nombre d'événements est observé au 
printemps, entre avril et mai, qui marque la transition entre la période froide et la période 
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chaude de l' année où les maisons ne sont ni chauffées ni climatisées. Un comportement parti-
culier est observé durant la première semaine du mois de mars, où une réduction du nombre 
d ' événements est constatée. Cette semaine un peu particulière correspond à la "semaine de 
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FIG URE 4-25 Distribution hebdomadaire des évènements de compensation M (n) durant la 
période d'analyse comprise entre décembre 2015 et octobre 2016. 
4.3.4 Estimation de la puissance relative et identification de périodes de pointe 
Tel que discuté dans la section précédente, le nombre d'événements détectés utilisant l'analyse 
de la tension proposée dans cette thèse donne déjà une information importante qui peut être 
corrélée avec certains comportements attendus ou normaux du profil de la charge globale. 
Nous pouvons notamment vérifier le lien des évènements de compensation avec les saisons, les 
périodes spécifiques dans l ' année, les jours de la semaine, et le moment de la journée. 
La puissance relative estimée par la méthode proposée donne une information en temps réel 
beaucoup plus utile sur les périodes critiques de forte consommation. Cette information peut 
être utilisée pour la mise en place des stratégies de gestion de la demande locale en temps 
réel. 
La Figure 4-26a présente la puissance relative estimée avec la méthode proposée pour la 
période d'observation comprise entre décembre 2015 et octobre 2016. La Figure 4-26b 
présente les données historiques de la production d'électricité au Québec pour les années 
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2009, 2010 et 2011. Cette courbe montre la tendance de consommation annuelle de l'ensemble 
du réseau d'Hydro-Québec; ceci considérant les données disponibles plus récentes de la 
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FIG URE 4-26 Puissance relative estimée et historique de la production d 'électricité au Québec 
(Canada) [137- 139] 
Les résultats de la Figure 4-26 montrent la forte corrélation entre l'estimation et l'historique de 
production d'électricité et corroborent le potentiel de la méthode proposée pour l'estimation 
de la puissance relative vue par le réseau électrique. Dans les deux cas, les périodes de forte 
consommation se trouvent aux mois de janvier et février, et des creux sont observés aux mois 
de juin et septembre. 
Un exemple du profil de consommation estimé, puissance relative, pendant trois journées 
consécutives en hiver est présenté dans la Figure 4-27. Tel que rapporté par l'opérateur du 
LIS 
réseau, deux périodes de pointe de puissance sont observées, la première débutant environ à 
6h du matin et la deuxième après 15h en après-midi [15]. 
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FIG URE 4-27 Puissance relative estimée pour trois jours de grand froid (18 au 20 Janvier 2016). 
4.3.5 Évaluation de la robustesse de la méthode proposée 
Tel que mentionné précédemment, les variations dans la tension peuvent être induites par 
plusieurs phénomènes, dont certains associés à la charge locale. Afin d' évaluer la performance 
de la méthode proposée, nous avons évalué l'effet des phénomènes suivants sur la capacité 
de la méthode à les différencier des variations associées à la compensation de tension par les 
changeurs de prise en charge : 
1. Variations brusques de puissance de la charge locale; p.ex. charges résidentielles de 
chauffage ou des gros électroménagers; 
2. Variations de la charge agrégée du secteur ; p.ex. charges institutionnelles; 
3. Creux de tension introduits normalement par les charges de type inductif; p.ex. démar-
rage de moteurs à forte puissance. 
Variations brusques de puissance de la charge locale: dans un premier temps nous avons 
évalué l'effet des variations brusques de puissance de la charge locale. Un exemple de cette 
évaluation est présenté dans la Figure 4-28 où des fortes variations de la charge locale sont 
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produites de manière répétitive pendant une période d'environ deux heures tel que montré dans 
la Figure 4-28a. La charge locale dans ce cas spécifique introduit des variations de tension 
avec des amplitudes supérieures à 1 volt entre 7h 19 et 9h05 du matin. Ces variations sont 
produites par l'opération d ' une sécheuse (sèche-linge) et d ' un four électrique, et atteignent 
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FIGURE 4-28 Réponse de la méthode proposée lors des variations brusques de la charge locale. 
Quelques minutes avant la période des fortes variations de puissance, à 6h53 du matin, une 
variation pouvant être associée aux moyens de compensation s'est aussi produite. Tel que 
montré dans la Figure 4-28b, la méthode proposée permet de bien identifier la variation 
associée à la compensation de tension ; et de traiter correctement les variations de tension dues 
à la charge locale sans les interpréter de manière erronée. 
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Variations de la charge agrégée du secteur: Nous avons évalué dans un deuxième temps, 
l'effet des variations de tension introduits par les variations dans la charge agrégée. Essentiel-
lement, l'entrée en opération des charges institutionnelles très tôt le matin. Un exemple de ce 
type de transitoire de tension est illustré par la Figure 4-29. Ce cas spécifique correspond à un 
jour ouvrable dans le mois de décembre 2015. 
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(b) Réponse de la méthode proposée. 
FIG URE 4-29 Réponse de la méthode proposée lors des variations de la charge agrégée. 
On observe dans cet exemple qu 'à 03h19 une variation de tension s'est produite par l'entrée 
en opération de l 'équipement dans les installations industrielles et institutionnelles. Il faut 
souligner que ce phénomène de démarrage en puissance introduit une variation de tension 
d 'environ SV; plus spécifiquement la tension varie graduellement de 237V à 232V. Un peu 
plus tard, à 5h38 une première variation soudaine de tension d' environ 3V est observée, celle-ci 
est associée à l'opération des changeurs de prise en charge. Environ une demi-heure plus tard 
une autre action de compensation de tension s'est produite vers 6h. 
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La réponse de la méthode proposée face aux trois variations importantes de tension survenues, 
durant cette période matinale, a permis d'identifier correctement les deux variations associées 
aux actions de compensation de tension par les changeurs de prise en charge. La variation 
de tension due à la charge agrégée a été tel qu'attendu, ignorée par la méthode de détection. 
Notons que dans ce cas, même si la charge agrégée varie et la tension descend, la sortie du 
filtre <5 (n) donne une valeur très faible ce qui est interprété comme une variation normale de 
la tension. 
Creux de tension: Dans un troisième type d'analyse, nous considérons les creux de tension 
qui sont souvent introduits par des charges industrielles avec des courants instantanés très 
élevés. Un exemple de la réponse de la méthode face à un creux de tension d'environ lOV est 
présenté par la Figure 4-30. 
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FIGU RE 4-30 Réponse de la méthode proposée lors d ' un creux de tension d' environ 1OY. 
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Il faut souligner que ce type de phénomène peut être produit par la charge résidentielle si 
elle présente des appels importants de courant; p.ex. par les thermopompes ou climatiseurs 
centraux, ou encore par les moteurs des balayeuses centrales. 
Tel que présenté par l'exemple, la méthode proposée permet de bien faire l'estimation de la 
tension sans être affectée par les transitoires dans la tension. On peut observer dans la Figure 
4-30a, que le creux de tension n'a aucun lien avec la puissance locale. Cette observation 
nous laisse supposer qu'il a été produit par une charge distante du point de mesure et à fort 
comportement inductif ou encore par une anomalie dans le réseau de distribution. 
4.4 Conclusion de chapitre 
Dans ce chapitre nous proposons une nouvelle méthode pour la détection en temps réel des 
périodes de pointe de consommation du secteur. Cette méthode est basée sur l'analyse de la 
tension mesurée au niveau du panneau électrique dans le bâtiment résidentiel. Nous intégrons 
un traitement en ligne du signal de tension basé sur des filtres numériques à convolution pour 
la détection des transitoires. Une analyse des transitoires incluant une approche statistique 
permet d'isoler les variations normales de la tension de celles introduites par le système de 
régulation du réseau de distribution et essentiellement par les changeurs de prise en charge. 
Enfin, un signal de puissance relative du secteur est estimé et rendu disponible pour son 
utilisation locale. 
Ce signal peut être utilisé directement par le contrôleur local comme signal de modulation 
(TS pour Transactive Signal) dans l'implantation des stratégies de gestion de la demande 
résidentielle en temps réel. L'approche proposée permet la mise en place des stratégies incluant 
des fonctions de gestion de la demande locale; p.ex. la réduction de la pointe et le remplissage 
de creux. 
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La méthode proposée permet un déploiement des stratégies de gestion à faible coût pour 
le fournisseur de services publics et pour les utilisateurs finaux, puis élimine des barrières 
importantes dont le besoin d'un système de communication et les craintes ou inquiétudes 
des clients par rapport à la sécurité et atteintes à la vie privée pouvant être associées (par la 
clientèle) aux systèmes de contrôle à distance. 
Une validation exhaustive de la méthode proposée a été réalisée avec des données expérimen-
tales. Cette validation a démontré la pertinence et performance de la méthode pour la détection 
des périodes de pointe sur différents horizons d'analyse. 
Chapitre 5 Proposition d'une architecture de gestion ré-
sidentielle 
Ce chapitre est consacré à la proposition d'une architecture de gestion résidentielle de la 
demande. Nous envisageons, selon les objectifs de la thèse, une stratégie de gestion prédictive 
et adaptative permettant de répondre aux objectifs de la gestion de la demande dans une 
approche locale. Dans ce sens, l'architecture proposée doit à la fois répondre aux besoins du 
client en termes du confort thermique des occupants et du distributeur en termes de réduction 
de la puissance en heures de pointe. 
Le problème de gestion locale prédictive et adaptative nous amène à l'analyse de plusieurs 
aspects techniques importants: 
<) contrôleur adaptatif et optimal en temps réel: cette analyse est motivée par le besoin 
d'avoir une réponse en temps réel des variables de contrôle et une adaptation continuelle 
des paramètres de contrôle afin de permettre une gestion optimale. 
La mise en œuvre d' un contrôleur adaptatif et optimal nécessite un modèle du système 
assez précis et d'exécution rapide pour permettre sa solution de manière itérative dans 
la boucle d'optimisation. 
<) méthodes et techniques d'optimisation: cette étude est motivée par le besoin de 
produire des actions optimales de contrôle en vue de respecter les besoins des clients 
(maximisation du confort) et du fournisseur d'énergie (minimisation du pic de puis-
sance). 
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Les méthodes d'optimisation méta-heuristiques ne garantissent pas une solution opti-
male, mais elles permettent d'obtenir une approximation de cette valeur optimale et 
donnent un meilleur compromis entre la rapidité et l'optimalité de la solution. 
<) analyse de réponse temporelle de la gestion locale: cet aspect a été considéré compte 
tenu de la diversité des constantes de temps intervenant dans le comportement thermique-
électrique d'un bâtiment résidentiel. 
À titre d'exemple, les thermostats électroniques programmables amplement utilisés au 
Québec pour le contrôle des plinthes électriques ont des périodes ou cycles d'opération 
entre 15 et 20 secondes selon le fabriquant. Il faut souligner que la synchronisation 
d'une grande quantité de thermostats suite à une augmentation brusque de la consigne 
de température impose un fort appel de puissance et constitue une des problématiques 
de cette technologie. L'analyse de ce type de phénomène demande un détail au niveau 
temporel dans l'ordre de secondes ou millisecondes pour permettre l'observation du 
comportement en puissance des plinthes électriques. 
À un autre extrême dans l'échelle du temps, les variations de température à l'extérieur 
du bâtiment sont très lentes et permettent une résolution de plusieurs minutes. Notons 
que la plupart des bases de données météo à accès gratuit donnent l'information sur une 
base horaire. 
Une nouvelle architecture de gestion adaptative et optimale pour les systèmes résidentiels 
est proposée dans cette thèse. Cette architecture de gestion est basée sur l'implantation 
matérielle d'une structure de contrôle prédictif basé sur un modèle qui comprend une boucle 
d'optimisation par essaim de particules (MPC-PSO pour Madel Predictive Control with 
Particle Swarm Optùnization). 
La méthode PSO a été retenue comme algorithme d'optimisation après une analyse des 
méthodes méta-heuristiques pour la solution de problèmes non-linéaires et multi-objectifs. 
Plus spécifiquement, nous avons étudié et testé par simulation les méthodes de Recuit Simulé, 
• 
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Recherche Tabou, Algorithmes Génétiques et l' Optimisation d'Essaim de Particules (PSO) 
pour enfin retenir la méthode qui a donné des meilleures performances considérant l'évaluation 
de fonctions de test complexes où l'espace de solution a n dimensions . 
Notre proposition d'architecture de gestion a été réalisée en deux étapes. Nous avons tout 
d'abord analysé le problème de contrôle du confort thermique et proposé une première 
architecture. Ensuite, nous avons abordé le problème du contrôle optimal pour le maintien du 
confort thermique et pour la réduction de la pointe de puissance. 
5.1 Architecture de gestion proposée pour le contrôle du confort thermique 
5.1.1 Architecture proposée MPC-PSO 
L'architecture de contrôle prédictif MPC-PSO proposée est illustrée dans la Figure 5- L et 
comporte trois éléments principaux. 
1. Le modèle dynamique qui reproduit fidèlement la dynamique du système. Dans cette 
proposition, un modèle de type n-RC décrit le comportement thermique de l'enveloppe 
du bâtiment, et permet d'obtenir les valeurs futures de la température intérieure en 
fonction de la puissance de chauffage, des gains de chaleur incluant l'ensoleillement 
(Gd, de la température extérieure (TEXT) et de la température interne actuelle (TMES) . 
2. L'algorithme d 'optimisation utilise la prévision donnée par le modèle de manière 
itérative et permet de chercher la valeur optimale de la variable de contrôle parmi 
un ensemble de solutions possibles. En effet, la sortie de contrôle doit satisfaire les 
contraintes du problème d'optimisation et doit être mise à jour à l'intérieur de la période 
de contrôle afin d 'apporter la correction de manière opportune. Dans cette architecture, 
la variable de contrôle est la puissance de chauffage (P) ; et dans le cas spécifique de 
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la méthode PSO, les positions des particules représentent les valeurs possibles de la 
puissance pouvant être appliquées au système de chauffage. 
3. La fonction de coût doit évidemment tenir compte des contraintes et des facteurs de 
pénalité permettant de définir l'optimalité de chaque solution par rapport aux conditions 
réelles du système. Dans cette architecture, la fonction de coût est définie en termes 
du confort thermique dans le bâtiment résidentiel à l'aide de la Fonction de Fanger 
[108, 119, 140]. 
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FIGURE 5-1 Architecture de contrôle prédictif du confort avec optimisation par essaim de 
particules (MPC-PSO). 
Tel que mentionné précédemment, au Chapitre 2, la formulation du contrôleur prédictif prend 
en compte un horizon de prévision et un horizon de contrôle. Dans cette architecture, les 
horizons de contrôle et de prévision ont été réglés à 5 et 30 minutes respectivement. 
Étant donné que l' horizon défini permet une prévision de très court terme, nous considérons 
que la puissance moyenne des charges contrôlables (p.ex. électroménagers et éclairage), les 
gains de chaleur par ensoleillement, et la température extérieure restent constants durant 
l'horizon de prévision. En d'autres termes, la prévision de ces variables est faite au moyen 
d'un modèle de persistance, tel que défi ni par (5-1). 
y(n+h) = y(n)+c(n+h) (5-1) 
où h est le nombre de pas en avance de la prévision et c est l'erreur de la prévision. 
• 
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Tel que mentionné précédemment, la fonction de coût est définie en termes du confort ther-
mique [119]. Spécifiquement nous utilisons l'équation (5-2). 
i(n) = 100 - PPD (5-2) 
où PPD est le Pourcentage Prévu d'Insatisfaits selon les définitions de confort thermique de 
Fanger adoptées par les normes internationales tel que défini dans l'Annexe A-5. Dans cette 
définition des variables principales, en plus de la température de la pièce, nous considérons le 
pourcentage d'humidité qu'en conditions normales peut varier entre 30% et 60%, et le taux 
métabolique des occupants qui varie en fonction de leur niveau d'activité. 
5.1.2 Implantation matérielle en technologie VLSI de la structure MPC-PSO pour le contrôle 
du confort thermique 
En fonction de ce qui précède, nous proposons une architecture d'implantation du contrô-
leur MPC-PSO. Cette architecture est illustrée dans la Figure 5-2 et comporte trois proces-
seurs: 
<) le processeur d'initialisation qui est chargé de la génération des nombres aléatoires 
utilisés dans l'initialisation de la vitesse et de la positions des particules; 
<) le processeur de mise-à-jour qui permet de mettre à jour les positions et la vitesse de 
l'ensemble de particules. 
\;> le processeur du modèle qui permet l'évaluation de la fonction de coût et la mise àjour 
des meilleures valeurs de vitesse et position. 
Tel que montré dans la Figure 5-2, l'architecture comporte également un bloc de synchronisa-
tion et une logique de contrôle. Chacun des blocs fonctionnels sont décrits ici-bas. 
Le bloc de synchronisation permet de coordonner et de gérer l'échange d'information entre 
les différents blocs. Ainsi, les signaux de synchronisation sont générés à chaque étape pour 
coordonner le fonctionnement du modèle et de l'algorithme d'optimisation. 
Synchron isation 
Mise il jour de positions et vitesse 





FIGURE 5-2 Structure générale du contrôleur du confort avec MPC-PSO. 
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Ce bloc génère des signaux pour indiquer entre autres les numéros actuels de la phase, 
de l'itération et des particules. Deux phases de fonctionnement sont définies par le bloc : 
la phase d'initialisation, et la phase d'apprentissage. La Figure 5-3 montre le principe de 
fonctionnement de la boucle d'optimisation et le lien entre les trois processeurs (Figure 5-3a). 
Dans la Figure 5-3b on indique les N séquences de la boucle d'optimisation; la séquence 
{O} correspond à la phase d'initialisation où les particules prennent des valeurs aléatoires de 
vitesse et position, et les séquences subséquentes {l , 2 ... N - l} correspondent chacune à une 
itération dans la phase d'apprentissage. 
Modèle 
Échantillon _ K + N xP Initialisation FondIon de coOt . + 
Mise il jour meilleures 
Mise il jour de 
pxetJW 
(a) Boucle NxP 
.. , 
Échantillon 1 Échantillon 2 ••• 
~::::::::::~- 127,67 11$ _.::::::.'::::::'::::::::~::::::::::::::=="---.:.: 127,67 Ils 
(b) Séquence. 
FIGURE 5-3 Boucle d'optimisation. 
Dans la deuxième phase, l'apprentissage est répété (N - 1) x P, où N - 1 est le nombre 
d' itérations et P est le nombre de particules défi nies dans l'essaim. 
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La logique de contrôle permet l'échange d'information entre les différentes entités du 
système. Ce bloc génère les signaux d'écriture et de lecture (R/W) pour les blocs de mémoire 
et les registres temporels, ce qui rend possible la mise à jour du système dans chaque séquence. 
Cette opération est faite à partir de l ' information provenant du bloc de synchronisation 
identifiant la phase, l' itération et la particule. 
Le bloc d'initialisation génère les positions px et les vitesses pv aléatoires pour chaque 
particule au moyen d'un générateur de nombres pseudo-aléatoires (PRND pour pseudo-
random) avec une résolution de 16 bits et une latence de deux cycles d'horloge. La structure 
du PRND est montrée dans la Figure 5-4 et considère une méthode XOR & shift [141]. 
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FIG URE 5-4 Initialisation pour la génération de nombres aléatoires. 
Dans cette méthode, à chaque itération, un décalage à droite est appliqué à la valeur actuelle. 
Pour obtenir le bit moins significatif de la nouvelle valeur une opération XOR des deux bits 
les plus significatifs de la valeur actuelle est réalisée. La période de la séquence générée par le 
PRND est définie en fonction du nombre de bits b comme 2b - 1, ce qui donne 65535 pour 
une résolution de 16 bits. Cette période de répétition est assez longue pour cette application. Il 
est à noter que deux générateurs de nombres pseudo-aléatoires sont employés, l'un pour les 
positions et l'autre pour les vitesses. 
Le bloc de mise à jour de positions et vitesse permet de faire l'adaptation des positions et 
vitesses de chaque particule (px et pv). Ce bloc permet aussi de garder en mémoire la position 
et la valeur de la fonction de coût qui correspondent à la meilleure solution parmi l'essaim 
(PXbest et gXbest) à la fin de chaque itération. 
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Nous proposons une modification de la formulation classique de la mise à jour de la vitesse 
des particules présentée dans l'Annexe A-6; spécifiquement l'équation proposée pour la mise 
à jour est définie par (5-3). 
pV(tk) =PV(tk -1) 
+C, x l ~pl x ~p 
+C2 x I~gl x ~g 
avec ~p et ~g définis par (5-4) et (5-5) respectivement. 
~p = PXbest (tk - 1) - px (tk - 1) 




Tel que montré dans (5-3), (5-4) et (5-5), cette modification consiste à remplacer la valeur 
aléatoire (rdn(-)) de la formulation originale par la valeur absolue (abs) de la différence des 
positions PXbest et px et de gXbest et px. Il faut souligner que l'initialisation est faite de manière 
aléatoire sans affecter la diversité initiale de l'essaim. Cette modification permet d'accélérer 
la convergence des particules vers les meilleures positions individuelles et d'essaim, tout en 
gardant une utilisation réduite de ressources pour l'implantation matérielle. L'architecture 
utilisée pour la mise à jour de positions et vitesses est présentée dans la Figure 5-5. La latence 
maximale de cette architecture est de 13 cycles d'horloge et correspond à celle nécessaire pour 
la mise à jour des vitesses. 
La Fonction coût, ou fonction objectif J, permet d'évaluer le confort des occupants à chaque 
itération afin de déterminer la meilleure solution à appliquer comme signal de contrôle. 
Cette fonction est évaluée à chaque itération pour chaque position de particule dans l'essaim 
(fx = f(px)). 
Afin de simplifier l'implantation une mémoire ROM est définie pour contenir la fonction de 
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FIGURE 5-5 Structure pour l' étape de mise à jour de position et vitesse meilleures dans l'essaim. 
L'adressage du bloc de mémoire ROM est possible grâce à un ensemble additionneur -
multiplieur utili sé pour convertir les valeurs de température et d' humidité en adresses valides. 
Ce bloc a une latence de 5 cycles d'horloge. 
5.1.3 Validation et résultats 
Le contrôle de confort proposé avec MPC-PSO a été implémenté en FPGA utilisant comme 
cible le dispositif Xilinx Artix-7 XC7 Al OOT-CS324. Les paramètres utilisés pour la méthode 
d ' optimisation sont définis dans le Tableau 5-1. 
Tel que mentionné précédemment et illustré dans la Figure 5-3, l'itération {O} correspond à la 
phase d' initialisation, et les itérations { l ) 2 ... N - 1} correspondent aux phases d'apprentissage 
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ou d'optimisation. Le modèle et la fonction de coût sont évalués, dans ce cas spécifique, un 
total de 960 fois, soit 30 itérations x 32 particules. 
TABLE 5-1 Paramètres de la méthode d'optimisation pour le contrôleur de 
confort thermique 
Paramétrer Description Valeur 
P Population (nombre de particules) 32 
N Nombre d'itérations 30 
CI Composante cognitive 0.1 
C2 Composante sociale 0.2 
!1t Variation de vitesse 0.1 
L'architecture proposée avec les paramètres du Tableau 5-1 permet un échantillonnage des 
signaux avec une période minimale de 327.68 ilS pour un signal d'horloge du FPGA de 100 
MHz. Ce qui est équivalent à une fréquence d'échantillonnage de plus de 3kHz, ce qui répond 
amplement aux exigences de la gestion en temps-réel de la demande locale. 
La structure proposée, tel que montré au Tableau 5-2, a un faible coût d'implantation matérielle. 
Ce coût est défini en termes du nombre de slices, de blocs de mémoire et de blocs DSP après 
placement et routage de l'architecture proposée. 
TABLE 5-2 Ressources utilisées pour l'implantation en FPGA du contrôleur 
de confort thermique avec une résolution de 16 bits à virgule fixe 
et utilisant le dispositif Xilinx Artix-7 XC7 A IOOT-CS324. 
Description Utilisé Disponible 
Slices Registers 1,450 (1 %) 126, 800 
Slices LUTs 1,508 (2%) 63 ,400 
RAMB36E1/FIF036E1s 10 (7%) 135 
DSP48Els 17 (7%) 240 
Après l'implantation du contrôleur en FPGA, nous avons validé son fonctionnement avec des 
données expérimentales sur une période de 25 jours d'hiver en 2016. Dans cette évaluation, 
les entrées d'information météorologique, spécifiquement de température et d'ensoleillement, 
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correspondent aux valeurs de mesures réelles obtenues à partir de la base de données du site 
web de SIMEB- Hydro-Québec [9] et sont présentées dans la Figure 5-6a. Notez que seulement 
la température extérieure est utilisée par le contrôleur, et que l'autre variable météorologique 
est considérée comme un signal de perturbation. Ces données ainsi que celles des gains 
associés à l'occupation et à l'opération des charges résidentielles sont utilisées et appliquées 
au système d'émulation de bâtiment détaillé au Chapitre 3. 
Les Figures 5-6b et 5-6c présentent les résultats obtenus utilisant le contrôleur MPC-PSO. 
Spécifiquement, les réponses de température intérieure et du confort sont présentées. La 
puissance de chauffage appliquée, PCH est également indiquée sur la Figure 5-6d. 
Ces résultats montrent que la boucle d'optimisation permet de maintenir le confort des occu-
pants à chaque instant au long de la période d'évaluation, indépendamment des perturbations. 
C'est-à-dire que la fonction de coût, J = 100 - PPD, est maintenue près de son maximum qui 
est défini comme 95%, selon la définition du PPD présentée dans l'Annexe A-S. 
Tel qu'attendu, lorsque des gains par ensoleillement élevés sont présents en même temps que 
la température extérieure est élevée (près ou supérieure à DoC), la température intérieure peut 
augmenter légèrement dépassant la valeur de référence définie par le contrôleur, donc une 
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FIGU RE 5-6 Résultats obtenus avec le contrôleur de confort thermique MPC-PSO implémenté 
en FPGA. 
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5.2 Architecture de gestion proposée pour le contrôle du confort thermique et la ré-
duction de puissance en heures de pointe 
Cette deuxième architecture proposée intègre un deuxième objectif: la réduction de la consom-
mation de puissance en heures de pointe. Dans ce sens, cette nouvelle architecture de contrôle 
a les priorités suivantes : 1) fournir un déplacement automatique de la consommation de 
puissance locale en dehors des périodes critiques vues par le distributeur et 2) maintenir le 
confort thermique des occupants du bâtiment résidentiel. L'architecture de contrôle proposée, 
montrée par la Figure 5-7 est de type prédictif basé sur modèle avec optimisation par essaim 
de particules (MPC-PSO), suit les mêmes principes de base que celle présentée dans la sec-
tion précédente. Cependant, les actions de contrôle, cette fois-ci, sont basées sur le réglage 
en temps-réel de la température de consigne des thermostats communicants, ce qui permet 
indirectement de modifier le profil de consommation de puissance. 
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FIGURE 5-7 Structure de l'architecture de gestion proposée. 
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5.2.1 Principales hypothèses 
L'architecture de gestion proposée considère les hypothèses suivantes: 
(i) Le bâtiment résidentiel est chauffé au moyen de plinthes électriques commandées 
individuellement par des thermostats électroniques communicants (p.ex. utilisant WiFi, 
ZigBee, PLC ou autres technologies) ; 
(ii) la puissance totale consommée par le bâtiment, la tension et la fréquence fournies par le 
distributeur, ainsi que la température extérieure sont obtenues à partir d'un système de 
mesurage intelligent intégré qui communique avec le contrôleur (Annexe 4A); 
(iii) la puissance nominale de chaque plinthe chauffante et celle du chauffe-eau sont connues. 
Le comportement du bâtiment résidentiel est analysé de deux manières, chacune considérant 
une partie du comportement: une partie déterministe qui est associée aux caractéristiques 
thermiques du bâtiment et une partie stochastique qui est associée aux particularités en 
termes de préférences et activités des résidents selon le temps du jour et chaque jour en 
particulier. 
5.2.2 Description détaillée etformulation de l'architecture de gestion 
Le schéma présenté par la Figure 5-7 montre chaque bloc de l'architecture de gestion. On 
distingue trois grand blocs: la structure MPC, le bloc d'estimation et prévision et le bloc de 
mesurage intelligent. Chacun des blocs a été implémenté de manière à pouvoir fonctionner 
comme un processeur indépendant pour faire de l'ensemble un seul système adaptatif. Dans 
ce sens, les approches utilisées pour la prévision et l'estimation fonctionnent en processus 
parallélisés en ligne, alimentés par le système de mesurage intelligent. 
Nous présentons dans ce qui suit, une description de chaque partie des processeurs dans 
l'architecture de gestion. 
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La prévision à un horizon h de la consommation de puissance associée aux appareils électro-
ménagers, à l'éclairage et au chauffe-eau, pfiA(tk+h), est accomplie en utilisant l'approche de 
prévision du Jour Similaire de la Semaine JSS (SDWP pour Similar Day of Week Prediction). 
L'analyse avec JSS permet de faire la prévision des séries temporelles en considérant les simili-
tudes de comportement de la variable de prévision et de certaines variables connexes [142- 144]. 
Dans ce travail nous avons adopté une base calendaire circulaire pour déterminer le comporte-
ment de la consommation de chaque jour de la semaine et des jours particuliers (fériés, congés, 
vacances) à partir de l'historique moyen du comportement. Ainsi les valeurs de la prévision de 
puissance à l'instant tk+h sont définis par (5-6), 
(5-6) 
où tk et tk+h dénotent respectivement le temps présent et futur, et ({Jk+h = mod( k + h, L) la posi-
tion dans le buffer circulaire avec longueur L défini en termes de la période d'échantillonnage 
(Ts) et de la période de la base circulaire (hebdomadaire ou journalière) selon (5-7). 
L= 
Lw = 7 X24Ps3600 pour une base hebdomadaire 
(5-7) 
L - 24 x 3600 d - Ts pour une base journalière 
Les valeurs espérées de la puissance consommée pHA (({Jk, tk), à l'instant tb sont mises à jour 
utilisant 1) les valeurs précédentes pHA (({Jk, tk - l) et 2) la puissance mesurée lissée pHA (tk). 
Ceci utilisant un facteur d'apprentissage entre 0 < Àp < 1, avec 
(5-8) 
La puissance lissée, pHA(tk), est obtenue en ligne à partir des mesures de puissance des autres 
charges et du chauffe-eau identifiées p OHA (tk) et pEW H (tk) respectivement. Le lissage est fait 
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en utilisant un filtre à convolution de type Gaussien défini par, 
[pOHA (tH i) + pEWH (tHi) ] } 
x [~Œexp( -ick)] 
(5-9) 
avec Œ l'écart type et 2r + 1 la taille du filtre Gaussien. Il faut souligner qu'un retard de r 
échantillons est introduit par le filtre. 
La prévision de la puissance de chauffage Ef=l ppH (tk) est accomplie à travers le modèle 
de bâtiment tel que présenté au Chapitre 3. Ce modèle reproduit la dynamique électrique-
thermique du bâtiment et est exécuté de manière itérative dans la boucle d'optimisation. De la 
même manière que dans l'architecture décrite précédemment, le modèle discret permet l'éva-
luation des candidats de la variable de contrôle et la recherche de l'optimum par l'algorithme 
d'optimisation en dedans d'une période d'échantillonnage. 
La méthode JSS est également utilisée pour la prévision du réglage de la température en 
fonction des préférences des occupants sur la base de l'information de l'historique du réglage 
utilisé ou préféré par les occupants. 
(5-10) 
Les valeurs espérées de la température de réglage de prédilection sont mises à jour avec un 
facteur d'apprentissage entre 0 < ÂT < l, utilisant 
---TPR( C{Jk,tk) = ÀT X TPR(tk) + (1- ÀT ) x TPR(( C{Jk,tk- l)) (5-11) 
La température moyenne favorite à l'instant tk, TPR(tk), est obtenue à partir des valeurs 
instantanées T PR (tk) observées. Ces valeurs sont lissées par l'utilisation d'un filtre de type 
Gaussien, selon (5-12). 
137 
(5-12) 
La prévision de la charge du secteur vue par le distributeur, pour un horizon H, est accomplie 
à partir de l'information obtenue utilisant la proposition présentée au Chapitre 4. Ceci évoque 
l'estimation de la charge du réseau à partir de la mesure de la tension au niveau du panneau 
électrique de la résidence. Nous proposons une prévision basée sur l'approche du Jour Similaire 
de la Semaine, JSS, combinée avec la prévision du Temps du Jour Similaire TJS (STDP pour 
Similar Time of Day Prediction) selon l'équation (5-13). 
---- (5-13) 
aD x cfs( V'k+h , tk) 
avec aw + aD = L, ({Jk+h = mod(k+h,Lw) et V'k+h = mod(k+h,Ld)· 
----
Les valeurs espérées c(v (({Jk, tk) et cfs( V'k, tk) sont mises à jour considérant les facteurs d' ap-
prentissage 0 < Âw < 1 et 0 < ÂD < 1 respectivement, utilisant les équations (5-14) et (5-
15). 
~ ----
c(v (((Jk,tk) = Âw x CL(tk ) + (1 - Âw) x c(v (((Jk,tk- l) (5-14) 
----
Cfs(V'k,tk) = ÂD X CL(tk) + (1 - ÂD) X CÉ5(V'k,tk- l) (5-15) 
Les valeurs moyennes de la charge du secteur, CL(tk), sont obtenues après un processus de 
filtrage Gaussien à partir de l'estimation CL(tk ), selon (5-16). 
(5-16) 
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Il faut souligner que la valeur estimée à l'instant tk de la charge du secteur vue par le réseau 
CL(tk) est obtenue en ligne utilisant l'analyse de la tension proposée au Chapitre 4. 
Afin de bénéficier aux occupants et au fournisseur électrique, nous avons défini deux termes de 
coût de manière à considérer simultanément l'impact de la courbe de puissance et du confort 
thermique. Cette fonction est prédite pour un instant tk+h comme C [::,. (tk+h) selon (5- L 7). 
(5-17) 
où tel que vu précédemment ct (tk+h) est la prévision de la charge du secteur vue par le réseau 
électrique; pI (tk+h) est la prévision de la puissance consommée par la résidence définie par 
l'équation (5-18). 
1 
pI (tk+h) = L ifH (tk+h) + pf,A (tk+h) (5-18) 
Î= l 
où, plH (tk+h) est la puissance moyenne utilisée par le chauffage de la zone thermique (ou 
la pièce) i E { 1) 2 ... I}; et pf,A (tk+h) , définie par (5-6), est la prévision de la puissance 
consommée par le chauffe-eau et les autres électroménagers de la résidence. 
Le terme ~ (tk+h), dans (5-17), est la prévision du coût associé au confort thermique basé sur 
la définition du PPD de Fanger. Ce terme du coût est défini par (5-19). 
(5-19) 
Où T [::,. (tk+h) correspond à la température intérieure prévue de la maison à l'aide du modèle, le 
paramètre ç (tk+h) = f(TI/(tk+h)) est associé à l'activité et l' habillement des occupants. Ce 
paramètre est prévu à partir de la prévision de la température de réglage préférée (5-10) . Le 
139 
coefficient 0 :::; J.1 :::; 1 permet de définir la priorité ou pondération pour chaque terme de coût; 
e.g. J.1 > 0.5 donne plus de priorité au confort des occupants. 
Finalement, nous définissons la fonction de coût J à minimiser à l'instant tH 1 considérant un 
horizon de prévision H selon (5-20). 
(5-20) 
Il faut souligner que J dépend de trois facteurs importants : 1) de la charge du secteur vue par 
le réseau; 2) de la consommation locale résidentielle; et 3) des variables en relation avec le 
confort thermique, notamment de la température intérieure, de l'activité et de l'habillement 
des occupants. 
La fonction de coût définie précédemment par (5-20) est minimisée par le contrôleur prédic-
tif qui impose la température de réglage {TR(tHl) , TR(tH2), ... TR(tH H)} en dedans d' un 
horizon de prévision {tHI ,tH2 ... tHH}, avec TR(tHh) = TR(tk) + ~TR(h). De cette façon, 
un ensemble fini et borné de possibles variations de réglage de la température - 1 < ~TR < 1 
est considéré par l'algorithme d'optimisation. L'ensemble de solutions admissibles est donc 
défini sans discontinuités par l'équation (5-21), et montré dans la Figure 5-8. 
~TR(h , r) = 1 - exp( -~) sin (67rr) + ~ sin (27rr) 
exp( -2lb) y 4 Y 
(5-21) 




H mod(r,H) 64rl 
2 H Y 
(5-22) 
Cette définition sans changements brusques favorise une large variété de réponses de type 
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FIGURE 5-8 Ensemble de solutions admissibles de variation de réglage de température I1TR. 
Pour un horizon H=l28 échantillons et rang Y = 2 LO • 
Cette saturation indésirable des thermostats survient notamment lors des augmentations 
brusques de réglage de température et entraine des pics de consommation atteignant ou 
dépassant la valeur de la puissance installée de chauffage [15]. Les trajectoires exponentielles 
adoucies permettent aussi d'exploiter la réponse naturelle du phénomène de transfert de 
chaleur dans le bâtiment. 
Nous avons proposé cette définition d'ensemble de solutions, cependant d'autres formulations 
peuvent être utilisées tout dépendant des contraintes imposées aux variations de réglage de la 
température. 
L' implantation matérielle de l'algorithme d'optimisation par essaim de particules est similaire 
à celle présentée dans la section 5.1.2. Ainsi, chaque possible position de particules x(r) est 




où r E [l , Yl. Les positions et vitesses de l'essaim, composé de P particules, sont définies par 
(5-24) et (5-25) respectivement. 
(5-24) 
(5-25) 
Ces positions et vitesses, ainsi que les meilleures, sont mises à jour à chaque itération n E [l , Nl 
pour minimiser J avec (5-26) et (5-27). 
Les variations I1p et I1g sont définies respectivement par (5-28) et (5-29) , 





où PXheSI et gXhesl sont les meilleures positions des particules et de l'essaim respectivement. 
La meilleure position PXhest de la particule P correspond à la solution qui permet d 'obtenir 
la valeur minimale de la fonction de coût J après chaque itération. La meilleure position de 
l'essaim ou du groupe, gXhesl, correspond à la solution qui donne la valeur minimale parmi 
toutes les évaluations réalisées dans la boucle d 'optimisation. Notons que la fonction de coût 
J est évaluée un maximum de N x P fois , où N est le nombre d ' itérations et P est le nombre 
de particules dans l'essaim. 
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5.2.3 Implantation matérielle en technologie VLSI 
Afin de permettre la validation du contrôleur et de vérifier sa faisabilité, nous avons proposé 
une architecture d'implantation matérielle en technologie VLSI. Cette architecture et son 
diagramme de temps sont présentés dans la Figure 5-9. 
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FIG URE 5-9 Architecture d ' implantation maté rielle en technologie VLSI du contrôleur proposé. 
Tel que montré dans le diagramme de temps de la Figure 5-9b, une nouvelle boucle d'optirni-
sation est démarrée par une phase d ' initialisation lors du front montant du signal d'horloge 
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d'échantillonnage du contrôleur ayant une période Tc. Dans cette première phase, les posi-
tions et vitesses des particules sont générées aléatoirement pour introduire le comportement 
stochastique de l'essaim, ceci en utilisant un générateur pseudo-aléatoire tel que décrit dans la 
section 5.1.2 et représenté par la Figure 5-4. Chacune des N itérations d'optimisation permet 
de mettre à jour progressivement les vitesses et positions des particules, après l'évaluation du 
modèle thermique et de la fonction de coût pour chaque particule dans l'essaim et chaque pas 
dans l'horizon de prévision. 
Après les N itérations réalisées, la valeur future de la variable de contrôle est mise à jour avec 
la valeur optimale obtenue. Afin d'assurer un échantillonnage régulier avec une période Tc, 
une période d'attente TWAIT est définie entre la fin de la boucle d'optimisation et le prochain 
coup d'horloge permettant de recevoir les nouvelles valeurs des mesures et d'envoyer au 
système la nouvelle valeur de la variable de contrôle. 
Les paramètres pour cette étape de l'implantation MPC-PSO sont énumérés dans le Tableau 
5-3. 
TABLE 5-3 Paramètres de la méthode d'optimisation du contrôleur proposé. 
Paramétrer Description Valeur 
p Population (nombre de particules) 32 
N Nombre d'itérations 32 
CI Composante cognitive 0.2 
C2 Composante sociale 0.3 
I1t Variation de vitesse 0.1 
H Horizon de prévision 128 min 
Tc Période d'échantillonnage du contrôleur 1 min 
5.2.4 Validation et résultats 
Après avoir implanté le contrôleur en technologie VLSI, nous avons réalisé plusieurs va-
lidations utilisant]' émulation de la résidence du cas d'étude dont les caractéristiques sont 
détaillées au Tableau 3-4. Nous avons utilisé également des mesures de la puissance des 
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charges domestiques (électroménagers) et de la tension au niveau du panneau électrique 
pendant l'hiver 2016. L'information de la température de réglage, la température intérieure et 
extérieure ont été aussi collectées pour la période d'évaluation. 
Nous présentons les résultats de validation en deux parties. La première partie pour les résultats 
de la prévision, et la deuxième partie pour les résultats du contrôleur. 
5.2.4.1 Résultats de la prévision 
La Figure 5-10 présente les résultats de la prévision de la température de prédilection des 












FIGURE 5-10 Prévision de la température préférée avec SDWP pendant une semaine en Janvier 
2016. 
plupart des valeurs mesurées dans les différentes zones thermiques (ou pièces) du bâtiment 
résidentiel et les préférences signalées par les occupants. 
La Figure 5-11 montre les résultats de la prévision de la puissance locale liée aux appareils 
électroménagers pendant une semaine en janvier 2016, et l'erreur RMSE (Root Mean Square 
Error) de la prévision calculée par jour durant toute la période hiver-printemps 2015-2016. 
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FIGURE 5-11 Prévision de la puissance des charges domestiques (électroménagers) pendant une 
semaine en Janvier 2016, et erreur RMSE pour la période hiver-printemps 2015-2016. 
Il est particulièrement remarquable que la puissance locale prédite, sur la Figure 5-11, suit de 
près les mesures dans les jours ouvrables. Cependant, tel qu 'attendu la précision de la prévision 
est moins bonne la fin de semaine. Cette baisse de la performance en fin de semaine s'explique 
essentiellement par le comportement particulier des occupants qui est moins routinier. 
On observe également par ces résultats que le processus d'apprentissage répond bien après 
quelques semaines considérant qu 'au départ, au mois de décembre, la valeur moyenne de 
RMSE est supérieure à 1 kW. Au fur et à mesure que le système apprend cette erreur décroit 
à environ 0.7kW. Tel que mentionné précédemment le processus d 'estimation est meilleur 
durant les jours ouvrables, ce qui permet au contrôleur d 'offrir une meilleure performance 
globale durant la semaine où les besoins de réduction de la pointe sont plus importants pour le 
réseau de distribution. 
La Figure 5-12 montre les courbes de la tension efficace mesurée localement au niveau du 
panneau électrique et de la prévision de la puissance relative du secteur pour une période 
d' une semaine en janvier 2016. Le signal de puissance relative présenté dans la Figure 5-12b 
est obtenu à partir de la tension mesurée utilisant la méthode d'estimation des périodes de 
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pointe proposée au Chapitre 4 et la méthode de prévision détaillée dans la section 5.2.2. Ces 
résultats montrent des crêtes prononcées de puissance relative en matinée et en après-midi, 
et des vallées ou périodes de basse consommation autour de l' heure du midi et minuit. Les 
périodes estimées de forte consommation correspondent bien aux périodes de pointe signalées 
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FIGURE 5-12 Tension du réseau électrique normalisée et prévision de la puissance du secteur 
avec SDWP+STDP pendant une semaine de janvier 2016. 
5.2.4.2 Résultats du contrôleur 
Afin de valider la performance du contrôleur proposé dans des conditions différentes, nous 
avons considéré deux bâtiments avec niveaux d'isolation thermique différents. Le premier avec 
un ni veau d ' isolation standard tel que recom mandé par les normes et le deuxième avec une 
faible isolation. Dans les deux cas, les préférences de réglage par les utilisateurs comprennent 
une réduction de la température durant la nuit, comme dans la plupart des résidences utilisant 
des thermostats programmables. 
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Les résultats du pic quotidien du coût pour le premier cas, où le bâtiment a une isolation 
thermique standard, sont présentés par la Figure 5- l3 . 
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FIGU RE 5-13 Résultats des pics quotidiens des coûts et température extérieure mesurée du-
rant l' hiver-printemps 201 5-201 6 - pour le bâtiment résidentiel avec une isolation thermique 
standard. 
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Les résultats du pic quotidien du coût pour le deuxième cas, où le bâtiment a une faible 








Il-Dcc 2Q-Occ 27-Dec 03-Jan IO-Jan I1-Jao 24-Jan 31-Jan 07-Feb 14-Feb 21-Fcb 28-Feb 06-Mar 13-Mar 20-Mar 27- Mar 
Temps 
Ca) Pic quotidien du coût total 
0 .7,----,--,-----r----,----,---,----,-----,--,-----,----,----,-----,~~=======;_,_-, 









U O. 1 
D Conlrôleur proposé 
isolation diftcicnlc 
I1- Dcc 20-Dec 27- Dcc 03-130 IO-Jao 17-Jan 24-Jan 31-Jan 07-Fcb 14-Feb 2 1-Fcb 28-Fcb 06-Mar 13-Mar 20-Mar 27-Mar 
Temps 
Cb) Pic quotidien du coût associé à la charge 
) .' .' .' · . · . · 
~ 










D Contrôleur proposé 
lsoladon slandant 
IJ- Dec 20-Dcc 27-Dcc 03-Jan ID-Jan 17-Jan 24-130 31-Jan 07-Fcb 14-Feb 2t-Fcb 28-Feb 06-Mar I3-Mar 20-Mar 27-Mar 03-Apr 
Temps 
Cc) Pic quotidien du coût associé à la température CPPD) 
-~~,~,-~~·-c r-2~~~D~c-cr-2~7~-~C--703~-7J"-"--~10~-LJ"-"--~1 ~7-Lh-"--~2~4-LJ "-"--~3~I -LJ-""--~0~7-~F~Cb--~~r-~2~1 -~F~c--:-br-2~8~-F~.C~b r-~-M~'-"--~13~-M~~--2~~-LM-"'--~27--:-LM-"'--~O'~-Apr 
Temps 
Cd) Température extérieure mesurée 
FIGURE 5-14 Résultats des pics quotidiens des coûts et température extérieure mesurée durant 
l'hiver-printemps 2015-2016 - pour le bâtiment résidentiel avec une faible isolation thermique. 
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Spécifiquement, les graphiques des Figures 5-13a et 5-14a présentent le pic quotidien du coût 
total. Ces courbes permettent de vérifier que le contrôleur proposé permet de réduire dans la 
plupart des cas le coût total maximal observé dans chaque journée dans la période d ' analyse. 
Cette réduction du coût total est possible grâce à une réduction importante dans le coût associé 
à la charge, tel que montré par les Figures 5-13b et 5-14b. Évidemment, un impact sur le coût 
associé au confort thermique est observé dans les Figures 5-13c et 5-14c ; cependant, le pic 
d'inconfort thermique reste toujours en bas de 15% ce qui est amplement acceptable selon les 
normes internationales. II faut souligner que la valeur minimale d'inconfort définie par le PPD 
est de 5%. 
Dans les deux cas, une courbe de la température extérieure est présentée (Figures 5-13d et 
5-14d) afin de faciliter l'interprétation des résultats. On peut observer que le contrôleur proposé 
permet de réduire le coût associé à la charge malgré les variations importantes observées dans 
la température extérieure. 
Afin d'évaluer les avantages du contrôleur proposé par rapport au rasage de la crête journalière, 
nous avons évalué le rapport valeur de crête/valeur moyenne (PAR pour peak-ta-average ratio) 
sur deux périodes froides en janvier et février 2016. Le Tableau 5-4 présente les résuitats pour 
les deux cas analysés. 
Ces résultats ont été comparés à ceux obtenus en utilisant un mode de contrôle de préchauffage 
où la configuration de température préférée estimée est requise à l'avance en fonction de la 
dynamique du bâtiment et des appareils estimés. II faut souligner qu'en général le contrôleur 
proposé avec MPC-PSO permet d'améliorer significativement le rapport crête/moyenne (PAR) 
de consommation d'énergie locale comme on l'observe au Tableau 5-4. 
La Figure 5-15 montre de manière graphique les résultats du PAR pour les 14 jours indiquant 
la température moyenne à l'extérieur du bâtiment. On remarque que les résultats pour le 
bâtiment avec une mauvaise isolation thermique sont inférieurs à ceux obtenus pour le bâtiment 
bien isolé. II faut souligner que les valeurs du PAR sont plus élevées dans les bâtiments à 
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haute efficacité énergétique en raison de leur consommation moyenne inférieure. De ce fait, 
l'amélioration du rapport est plus évidente dans ce type de bâtiment. On remarque également 
que pour les deux semaines analysées les dimanches et lundis on obtient un PAR sensiblement 
inférieur par rapport aux autres jours de la semaine. 
TABLE 5-4 Rapport de puissance crête / puissance moyenne (PAR) pendant 
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Feb 142016 -27.0/-22.3 
Feb 15 2016 -23.3/-16.1 
Feb 162016 -8.6/-3.2 
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Feb 182016 - 15.7/- 11.4 
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FIGURE 5-15 Courbe du rapport de puissance crête / pui ssance moyenne pendant une semaine 
en janvier et une semaine en février 2016. 
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Tel qu'illustré dans la Figure 5-16, dans le cas du bâtiment avec mauvaise isolation la réduction 
de la pointe de puissance est moins importante lors des jours les plus froids. Cependant, malgré 
le froid, l'absence d'éléments externes de stockage et la mauvaise isolation thermique du 
bâtiment, il est possible d'obtenir une diminution de la puissance en heures de pointe. Par 
exemple, pour le 14 et 15 février 2016 avec des températures extérieures moyennes enregistrées 
de -22.3°C et -16.1 oC respectivement, il a été possible d 'obtenir une réduction de 3.2kW et 
0.85kW respectivement dans le bâtiment à faible rendement énergétique. La réduction obtenue 
pour les mêmes jours dans le bâtiment bien isolé a été respectivement de 4.58kW et 4.05kW. 
On remarque également que la réduction moyenne durant les deux semaines analysées a été de 
4.5kW et de 3.9kW pour le bâtiment avec isolation thermique standard et mauvaise isolation 
respectivement. Le 15 février 2016 a été enregistré comme une journée particulièrement 
difficile pour la réduction de pointe de puissance; nous présentons les graphiques des valeurs 
instantanées et moyennes de puissance et de température au cours de cette journée pour le 
bâtiment avec une faible isolation thermique dans la Figure 5-17. II est à souligner que le défi 
à surmonter dans cette journée spécifique est complexe considérant que dans une maison avec 
mauvaise isolation la dynamique thermique est plus rapide que dans une maison avec isolation 
standard. 
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FIGU RE 5-17 Résultats de puissances et températures enregistrées pour le jour 15 du mois de 
Février 2016 pour la mai son avec faible isolation. 
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D'autre part, face à de très basses températures extérieures comme celles montrées dans la 
Figure 5-17c, la température intérieure peut descendre très rapidement si la source de chauffage 
est limitée ou délestée. Dans ce sens, il est attendu que la réduction de la pointe pendant 
cette période soit limitée afin de garder le niveau de confort. Malgré ces conditions, tel que 
montré dans les Figures 5-17a et 5-17b, le contrôleur déplace automatiquement une partie 
de la consommation locale afin de réduire la pointe locale de consommation de près de lkW 
environ à 6h30 du matin. Il est également à noter que, tel que montré dans la Figure 5-17d, 
la température intérieure suit de près la configuration préférée, préservant ainsi le confort 
thermique. 
5.3 Conclusion du chapitre 
Nous avons proposé dans ce chapitre un contrôleur optimal basé sur modèle intégrant une 
approche d'optimisation par essaim de particules (MPC-PSQ), le modèle thermique-électrique 
du bâtiment résidentiel proposé au Chapitre 3, et la méthode proposée au Chapitre 4 pour la 
détection de la pointe de puissance. Nous avons également proposé une architecture pour son 
implantation matérielle en technologie VLSI, ce qui a permis de valider sa performance et 
faisabilité pour un éventuel déploiement. 
Dans un premier temps, une architecture de base a été implantée dans le but de valider son 
application pour le contrôle du confort thermique. Suite à cette validation, une architecture 
plus avancée a été proposée afin de permettre son application pour le contrôle optimal de 
la puissance de chauffage et la température intérieure du bâtiment. Cette architecture du 
contrôleur répond aux objectifs de contribuer de manière automatisée à la réduction de 
la pointe globale vue par le réseau électrique tout en préservant le confort thermique des 
occupants. 
Une validation a été réalisée en utilisant des données expérimentales pour la période hiver-
printemps 2015-2016. Cette évaluation a été faite considérant deux scénarios, l'un pour un 
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bâtiment résidentiel avec isolation thermique selon les normes en vigueur et l'autre pour un 
bâtiment avec mauvaise isolation thermique. 
Les résultats obtenus démontrent que l'architecture de contrôle proposée permet de réduire 
la pointe de puissance même dans des conditions non favorables; spécifiquement dans les 
bâtiments à faible rendement énergétique et en présence de basses températures à l'extérieur 
du bâtiment. 
L'architecture de gestion proposée non-seulement a permis d'obtenir des bonnes performances 
en ce qui concerne la réduction de la pointe et le maintien du confort, mais elle est avantageuse 
en termes de complexité, coût d'implantation et vitesse d'exécution en temps-réel. 
Chapitre 6 Conclusions et recommandations 
Les travaux entrepris dans cette thèse ont été centrés sur la gestion locale de la demande 
résidentielle en puissance. Dans un cas particulier nous avons abordé le problème de gestion 
dans des conditions spécifiques sous les contraintes suivantes: l'emplacement du bâtiment dans 
la province du Québec; le bâtiment résidentiel est chauffé à l'électricité; aucun investissement 
en équipement autre que celui des contrôleurs n'est nécessaire; la seule charge disponible 
pour la gestion est celle du chauffage électrique; la stratégie de gestion doit permettre une 
réduction de la consommation de puissance en heures de pointe tout en gardant le niveau de 
confort des occupants. 
Dans ce sens, nous avons proposé dans cette thèse une approche de modélisation du bâtiment 
résidentiel multi-zones et multi-couches; un système d'émulation du bâtiment résidentiel ; une 
méthode pour l'estimation des périodes de pointe vues par le réseau et une architecture de 
gestion optimale avec contrôleur prédictif basé sur modèle. Nous avons proposé également les 
architectures d'implantation matérielle en technologie VLSI des différentes composantes du 
contrôleur. 
Une validation exhaustive de chacune des propositions a permis de corroborer leur performance 
individuellement et dans l'ensemble de l'architecture de gestion. Afin de permettre cette 
validation, les architectures proposées ont été implantées en FPGA. Plusieurs campagnes de 
mesurage dans des bâtiments résidentiels ont permis d'obtenir les informations requises pour 
la validation dans des conditions proches de celles d'un cas réel des bâtiments résidentiels 
québécois. 
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Le système d'émulation proposé, basé sur l' approche de modélisation multi-zones et multi-
couches, offre des performances améliorées en termes de vitesse de calcul et de précision par 
rapport à l'état de l'art des outils de simulation. Plus spécifiquement; il permet la simulation 
du modèle de bâtiment en mode accélérée 80 fois plus vite que les outils commerciaux 
existants. Il offre également la possibilité de faire l'émulation en temps-réel notamment pour 
la validation de contrôleurs et systèmes de gestion utilisant des configurations avec matériel 
dans la boucle. 
La méthode proposée dans cette thèse pour l'estimation des périodes de pointe rend possible 
l'implantation de méthodes de gestion sans avoir besoin d'un système de communication 
permanent entre le fournisseur et le contrôleur local. Cette méthode obtient l'information 
relative aux périodes de pointe à partir de la mesure locale de tension au panneau électrique 
du bâtiment résidentiel. Le caractère local de la méthode proposée élimine également les 
craintes des clients par rapport à la sécurité et atteintes à la vie privée associées aux systèmes 
de contrôle à distance. Ces caractéristiques font de la méthode proposée une option réelle 
et envisageable pour le déploiement à coût et complexité faibles des stratégies de gestion 
optimale de la demande. 
L'architecture de gestion proposée dans cette thèse a mis en lumière la possibilité de réduire 
la pointe de puissance locale tout en gardant le confort des occupants dans un contexte 
où le stockage d'énergie est restreint à celui de la masse thermique du bâtiment. En effet, 
l'architecture de gestion optimale avec contrôle prédictif basé sur modèle a permis d'obtenir 
de bonnes performances même dans le cas des bâtiments à faible rendement énergétique, 
c'est-à-dire avec pertes de chaleur plus importantes que celles permises par les normes en 
VIgueur. 
Les architectures d'implantation matérielle en technologie VLSI des propositions réalisées 
dans cette thèse ont permis de réaliser une validation exhaustive utilisant des données expé-
rimentales de la période hivernale considérant les caractéristiques et conditions propres aux 
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bâtiments québécois. Notamment, l'architecture proposée a permis de réduire de plus de 3 kW 
la pointe de puissance en hiver dans les maisons avec isolation thermique standard, et de près 
de 1kW dans les maisons avec mauvaise isolation thermique. 
Recommandations: D'après les résultats et les limites des travaux accomplis, des possibles 
travaux à venir dans les domaines reliés à cette thèse sont les suivants: 
o Études conduisant à la proposition et évaluation de nouvelles stratégies de gestion 
incluant simultanément l'information locale telle que proposée dans cette thèse et une 
éventuelle information provenant du fournisseur obtenue à plus basse fréquence, p.ex. 
modulation de tarifs aux 15 minutes ou d'autres signaux transactionnels. 
o Études conduisant à la proposition des améliorations à la prévision de la consommation 
locale relative à l'occupation et à l'utilisation des appareils électroménagers dans les 
bâtiments résidentiels. 
o Études conduisant à la proposition et évaluation de stratégies de gestion utilisant simul-
tanément plusieurs charges domestiques et des systèmes de chauffage à accumulation 
comme charges contrôlables. 
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A-2 Système de chauffage à accumulation 
L'article de journal suivant porte sur l'utilisation des systèmes de chauffage à accumulation 
dans la gestion de la pointe de puissance. Ce travail de modélisation par la Représentation 
Énergétique Macroscopique montre le potentiel de cette technologie du point de vue technique. 
Cependant, des analyses plus poussées sont requises pour établir l'acceptabilité d'une telle 
technologie dans le contexte québécois. 
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Abstract 
As a part of the Smart Grid concept, an efficient energy management at the residential level has 
received increasing attention in lately research. Its main focus is to balance the energy consump-
tion in the residential environment in order to avoid the undesirable peaks faced by the electricity 
supplier. This challenge can be achieved by means of a home energy management system (HEMS). 
The HEMS may consider local renewable energy production and energy storage, as weil as local 
control of sorne particular loads when peaks mitigation is necessary. This paper presents the mo-
deling and comparison of two residential systems; one using conventional electric, baseboard heat-
ing and the other one supported by Electric Thermal Storage (ETS); the ETS is employed to optim-
ize the local energy utilization pursuing the peak shaving of residential consumption profile. Si-
mulations of the proposed architecture using the Energetic Macroscopic Representation (EMR) 
demonstrate the potential ofETS technologies in future HEMS. 
Keywords 
Home Energy Management, Energetic Macroscopic Representation, Building Modeling, Electric 
Thermal Storage 
1. Introduction 
Smart grid concept brings within the scope of implementing more efficient and performing technologies to im-
How to cite this paper: Guzman, C, Agbossou, K. and Cardenas, A. (2015) Energetic Macroscopic Representation of an 
Electrically Heated Building with Electric Thermal Storage and Heating Control for Peak Shaving. Energy and Power Engi-
neering, 7,144-153. http://dx.doi.org/10.4236/epe.2015.74014 
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prove the electricity system. Modern and attractive technologies would also motivate residential clients to be-
come managers of their own consumption as a better way for the energy use [1]. 
Local energy production systems, local energy storage and residential load management are new challenges 
pursuing the efficiency improvement of the grid without the stress engendered by the unbalance between energy 
production and consumption. Among the many initiatives to improve the residential energy efficiency and 
commercial buildings, sorne of them propose local renewable electricity generation as photovoltaic, and elec-
trical or thermal local storage systems [2]-[4] . 
Electric Thermal Storage (ETS) systems are inspired from an ancient technology used by aboriginal arctic 
populations, which employed heated stones as storage medium. This technology has lately emerged as a good 
option to improve the energy utilization , and can be employed for water-heating systems, space heating/cooling 
systems of buildings and off-peak electricity storage systems [5]-[8]. In the residential environment this option is 
quite easy to carry out, however some limitations and rejection arise taking into account, the space and the quite 
high weight of such storage systems. In sensible heat technologies [9] [10] , when water heater is employed as 
storage medium, the temperature must remain between 60°C and 82"C (140°F - 180°F). Otherwise when sol id 
materials are employed, as ceramic and brick, temperatures can go up to 700°C (I300°F). In latent heat technolo-
gies phase change materials (PCM) are employed which permit to store heat using a narrow temperature range 
without employing high temperatures [ll ]-[ 13]. 
Electric Thermal Storage (ETS) typically use high density ceramic bricks as storage element. The bricks are 
placed inside a cabinet which can weight hundreds of pounds [ 14]. For residential use, ETS is weil adapted to be 
supplied by renewable energy local generation (as photovoltaic or wind power) or taking advantage of cheap 
off-peak power [l5]. The use of ETS might be a good alternative to shave the unwanted peak of energy con-
sumption, when this peak is mostly caused by the heating utilization and, can be appropriate for cold climate 
countries like Canada. As matter of facts , it could be a practical choice taking into account that heating power 
represents more than 60% ofenergy consumption in Canadian residential buildings. 
The Energetic Macroscopic Representation (EMR) has been introduced as a graphical descriptor approach 
offering a macroscopic energetic view of multiphysics system [16]-[ 18]. EMR offers an inversion-based control 
contributing to the controller design and the implementation of energy management strategies. 
This paper presents the development of the EMR of a residential system with electric thermal storage. The 
main parts of the system have been represented and a simulation model has been implemented by using MATLAB/ 
Simulink. Simulation results using a classic management strategy show the potential of the electric thermal sto-
rage for peak shaving during winter grid peak periods. The remainder of this paper is organized as follows, Sec-
tion 2 presents the EMR of the studied system; Section 3 presents the simulation results for a system with and 
without electric thermal storage; and the conclusion of the paper will be presented in Section 4. 
2. EMR of Residential System with Electric Thermal Storage 
2.1. General Description ofStudied System 
The studied system consists of an electrically heated detached house. In the base case, the system comprises the 
Electric Heating System (EHS) composed of resistive baseboards, represented as a single aggregated unit and 
the critical loads. A second case considers additionally the use of Electric Thermal Storage (ETS) as illustrated 
in Figure 1. The modeling of the thermal envelope of the building and the behavior of the external and the in-
ternai tempe ratures are important features in the management of this kind of systems which become essentials 
for the study. 
Figure 2 represents a simplified view of the energetic macroscopic representation of the residential system, 
which is coupled to the utility grid as the main Energy Source (ES). Through the distribution panel three sub-
systems are connected: the Space Heating System (SHS), the Electric Thermal Storage (ETS) and the Critical 
Loads (water heater, lighting and home appliances). The subsystems are denoted DS-l , DS-2 and DS-3 respec-
tively. 
The utility grid is represented as the electric source ES, the utility voltage and main current are denoted as U G 
and IG respectively. The main CUITent of the system is represented by: 
(1) 
where, IL is the CUITent of critical loads, Iii is the current of the SHS and f s is the current of the ETS. As il-
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Figure 1. Simplificd EMR representation of residential system with 
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Figure 2. Simplificd EMR representation of residential system witl~ 
electric thennal storage. 
lustrated in Figure 2 the distribution panel is modeled as a coupling block, and the voltages applied to each 
subsystem are the action variables, in counterpart the CUITents are the reaction variables. 
2.2. Space Heating System 
Residential heating systems in Quebec are essentially electric systems, and in this study it is supposed that ail 
heating needs are supplied from the electric source. The EMR representation of the SHS is depicted by Figure 3, 
there, the Electric Heater, normally an assembly of baseboard systems, is controlled by means of a thermostatic 
control which is connected to the voltage source. The control signal of the thermostatic control is called ml and 
permits to modulate the power sent to the baseboard assembly. The mean voltage applied to the electric heater 
(USH ) is defined by 







where, R SH is the equivalent electric resistance of the electric heater assembly. Then, the CUITent from the main 
source (IN) can be defined by 
(4) 
Notice that the electric heater is represented by a multi-physical conversion element. This representation be-




C. Guzma n et al. 
Energy Thermal 
+----7) ( ) ( ) ( ) ( Storage 
Voltage Thermostatic Electric Internai Interface 
Source Control Heater Mass (coupling) 
Figure 3. EMR representation of residential spacc hcating system (SHS). 
second law in thermodynamics conservation the entropy flow rate S is found [1 9]. Then, the power at each 
side of this block can be computed as 
(5) 
where, SSH is the entropy flow rate ofheating in [W/" K] and T.. T is the internai temperature of the residential 
building in [OK]. 
An energy storage element is employed to represent the internai thermal mass of the building (internai walls, 
air mass and home furniture). The differential equation of the internai thermal mass and the internai temperature 




TINT = - I;NT , and mCPIM is the heat capacity of the internai thermal mass in [W·s/" K]. The output entropy 
dt 
flow rate is defined by 
(7) 
where SIW is the entropy flow rate From the internai side of the walls (coming from the thermal envelope), and 
SIS is the entropy flow rate From the energy thermal storage system. 
It is to remark that in the coupling system three entropic flow rates are defined, the first for the internai ther-
mal mass, the second for the thermal envelope and the third one for the ETS. A common temperature is at the 
three sides of coupling block corresponding to the internai temperature of the residential building. 
2.3. Building Thermal Envelope 
Canadian homes are built using materials with high thermal resistance looking to reduce the heat losses during 
winter time. These construction characteristics impose a modeling of the walls as a resistive part (thermal insu-
lation) and a thermal capacity part. The EMR of the building envelope is depicted in Figure 4. There, the inter-
nai layer of walls is represented by a mono-physical conversion element connecting the interior of the building 





where, SIW is the entropy flow rate From internai layer of walls to the internai thermal mass; Sw is the en-
tropy flow rate to the thermal mass of the walls from the internai layer of the walls. R,W is the equivalent ther-
mal resistance of the internaI side layer ofwalls. 
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Figure 4. EMR representation ofbuilding themlal enveloppe. 
External 
environ ment 
The thermal mass of the walls is represented by an energy storage element connected to the internai and ex-
ternal layers of the walls; the differential equation of this storage element can be written as 
(II) 
where, SEW is the entropy flow rate from external layer of the walls, T\VM is the temperature inside the walls; 
mCpWALL is the heat capacity of the walls mass. 
The external layer of the walls, like the internai one, is also represented by a mono-physical conversion ele-
ment with an equivalent thermal resistance denoted REW . This element connects the thermal mass of the walls 
with the external environment. The external environment which imposes a variable tempe rature (TEXT ) is de-
noted as DSA in Figure 3. Then, the power at each side of the conversion element can be written as 
S EW ·TWM = S ExT -TExT (12) 
The entropy flow rate to the environ ment (SEXT ) is defined by the difference of temperature between the 
walls and the environ ment, and can be written as 
. (TwM -TEXT ) 
S EXT = -'- ------'-
T EXT · REW 
(13) 
The windows and doors are represented as a mono-physical conversion element, as the resistive layers of the 
walls. The power at each side of the conversion element can be written as 
S WD · I; NT = S EXT.WD· TEXT (14) 
The entropy flow rate to the environment (SEXT-WD ) is defined by the difference of internai mass tempera-
ture and the environment, and can be written as 
. (I;NT - TEXT ) S = ..:.......::-'----=~ 
EXT-WD T. . R 
EXT WD 
(15) 
where RWD corresponds to the equivalent thermal resistance of the doors and windows. 
2.4. Electric Thermal Storage System 
The electric thermal storage system normally consists of a heat storage control , an electric heater (heating ele-
ment), a thermal mas s, and a heating blower (forced air heating). The EMR of this subsystem is depicted in 
Figure 5. The heat storage control permits to modulate the voltage applied to the electric heater according to a 
modulation index m2 • In most of cases, m2 is considered a binary input which imposes an ON/OFF control of 
the electric heater. The voltage and currents of the control block can be defined by 
VETS = m2 ·VG ( 16) 
f - V ETS (17) ETS -
R ETS 
f s = [ ETS ·m2 (18) 
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As in the space heating system case, the electric heater is modeled as a multi-physical conversion element. 
The differential equation ofthis element can be written as 
. d 




where rnCPETS is the heat capacity of the thermal mass of the storage system. S ETS is the entropy flow rate 
from the electric heater; -SEA is the entropy flow rate from the storage system (transferred to the internai mass 
of the building). 
The forced air heating system is modeled similarly to the heat storage control , that's as a mono-physical con-
version element. The input and output powers can be written as 
(21) 
The heating power transferred from the ETS to the internai mass of the building is controlled by means of the 
input rn) and the nominal heating power (PBH ) ; a constant power representing the heat leaks of the storage 
system (PHL ) is also inc1uded using 
(22) 
2.5. Critical Loads 
As illustrated in Figure 2 critical loads are considered in the system. They are simulated using hourly typical 
residential profiles of energy consurnption, measured from a Quebec residence by means of a commercial ener-
gy monitoring system [20] . The total current of critical loads 1 L is computed using the load profile and the in-
put voltage. The complete EMR of the studied residential system with ETS is presented in Figure 6, where ail 
the explained modeled subsystems are coupled. 
3. Simulation Results 
The system described in previous section has been implemented in MATLAB/Simulink. Two systems have been 
implemented, one including the ETS and the other without it, as illustrated in Figure 7, the two systems have 
similar characteristics and their parameters are presented in Table 1. These parameters correspond to a single 
family house (detached house) of Quebec as explained before. It is to remark that only the temperature effect has 
been studied being the most important parameter for this Nordic locations; e.g. solar radiation gains and internai 
gains have been neglected. 
For simulation purposes a classic proportional and integral (PI) controller is employed to control the internai 
temperature which is set to 21 ' C during the day period (from 6H to 22H) and at 19.5 ' C at night. The propor-
tional and integral gains of controllers are also presented. The external temperature used in this study has been 
obtained from the SIMEB Hydro-Quebec website [2 1] for the winter period of 2013-2014 (November 2013 to 
April 2014). 
The ETS is controlled considering the "heat storage" at "off-peak periods" and the "heat discharge" at peak 
period; in the "off-peak period" the load current at the distribution panel is measured and used to obtain the total 
power of the residential building, then the storage power is computed according to the actual power not exceed-
ing 6 kW. The storage is enabled from November to March, months during which larger amount of heating is 
usually required. The "peak period" is considered fixed for weekdays between 6H and lOH and between 16H 
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Figure 6. EMR representation ofresidential system with electric thermal storage. 
Figure 7. Model implcmented in Simulink/MATLAB. 
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and 20H, weekend period is considered off-peak. During the "peak period" the internai temperature of the 
building is controlled by means of two PI controllers, one driving the ETS and the other one driving the classic 
space heating system. 
Simulation results are plotted in Figures 8-10 , where Figure 8 presents the internai and external temperature 
during the simulation period (November 2013 to April 2014) and the total power of the two systems; it is to re-
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Figure Il. Distribution ofpeak power for each simulated residential building (from November 2013 to April 2014 . 
mark that the coldest period corresponds to the January and February months. Results corresponding to 3 days 
of cold period (January 2014) are plotted in Figure 9. It is observed that the peak of consumption is shaved us-
ing the electric thermal storage while the control of temperature is maintained. Moming peaks are encircled in 
Figure 9 in order to better illustrate the peak shaving. In Figure 10 the total energy consumption in kWh/day is 
plotted, showing that the peak of daily energy in the coldest period is also smoothed. Notice that the two systems 
use the same energy during the simulation period. The distribution of peak power per day for each system is 
presented in Figure 11 , where the maximal frequency appears at 9.67 kW (62 days) and at 5.8 kW (45 days) for 
the system using classic heating and for the one with ETS respectively. 
4. Conclusion 
This paper has presented the modeling of two residential systems: one using conventional electric baseboard 
heating and the other one supported by Electric Thermal Storage. The models have been built using the Energetic 
Macroscopic Representation (EMR) which permits the description of multiphysic systems using simple blocks 
interconnected with power exchanges links . The implemented models, using MATLAB, have permitted to vali-
date the concept of Electric Thermal Storage and its potential for peak shaving; in fact peak power reduction 
without negative effects on the temperature regulation has been obtained by simulations. This model could be 
employed to study control strategies for Demand Side Management (DSM). 
Acknowledgements 
This work was supported in part by the L TE Hydro-Québec, the "Bureau de l'Efficac ité et de l' Innovation Éner-
gétiques du Québec" and Natural Science and Engineering Research Council of Canada. 
References 
[1] Kok, K. , Kamouskos, S., Ringelstein, J., Dimeas, A. , Weidlich , A., Warmer, c., Drenkard, S. , Hatziargyriou, N. and 
Lioliou, V. (20 Il) Field-Testing Smart Houses for a Smart Grid. 21 st International Conference on Electricity Distribu-
tion (CIRED) , Frankfurt, 6-9 June 20 Il ,6-9. 
C. Guzman et al. 
[2] Van Roy, B.1., verbruggen, B. and Driesen, J. (2013) Ideas for Tomorrow. IEEE Power and Energy Magazine, 11 , 75-
81. http://dx.doi.org/ 10.1109/MPE.2013.2268815 
[3] Molderink, A. , Bakker, V., Bosman, M.G.C., Hurink, J.L. and Smit, G.1.M. (2010) Management and Control of Do-
mestic Smart Grid Technology. fEEE Transactions on Smart Grid, 1, 109-119. 
http://dx.doi .org/ IO.II 09/TSG.20 10.2055904 
[4] Davito, B. , Tai , H. and Uhlaner, R. (2010) The Smart Grid and the Promise of Demand-Side Management. McKinsey 
on Smart Grid. McKinsey & Company, Atlanta, 38-44. 
[5] Craven, C. and Grunau, B. (2013) Thennal Storage Technology Assessment. Cold Climate Housing Research Center 
(CCHRC), Alaska Housing Finance Corporation & the Alaska Department of Commerce, Community, and Economie 
Development, Fairbanks. 
[6] Sharnla, A. , Tyagi , v.v., Chen, C.R. and Buddhi, D. (2009) Review on Thennal Energy Storage with Phase Change 
Materials and Applications. Renewable and Sustainable Energy Systems, 13, 318-345. 
[7] Science Applications International Corporation (SAIC Canada) (2013) Compact Thermal Energy Storage Technology 
Assessment Report. Presented to City of Pickering and Natural Resources Canada. 
[8] Dincer, I. (2002) On Thennal Energy Storage Systems and Applications in Buildings. Energy and Buildings, 34, 377-
388. http://dx.doi.org/IO.I 0 16/S0378-7788(0 1)00 126-8 
[9] Pérez-Lombard, L. , Ortiz, J., Coronel, J.F. and Maestre, I.R. (2011) A Review of Hv AC Systems Requirements in Build-
ing Energy Regulations. Energy and Buildings, 43, 255-268. http://dx.doi.org/IO.I 0 16/j.enbuild.20 1 0.10.025 
[10] Kulkarni , M.R. and Hong, F. (2004) Energy Optimal Control of a Residential Space-Conditioning System Based on 
Sensible Heat Transfer Modeling. Building and Environment, 39, 31-38. 
http://dx.doi .org/10.1016/ j.buildenv.2003.07.003 
[II] Kiziroglou, M.E., Wright, S.W., Toh, T.T. , Mitcheson, P.D. , Becker, T. and Yeatman, E.M. (2014) Design and Fabri-
cation ofHeat Storage Thennoelectric Harvesting Devices. fEEE Transactions on Industrial Electronics, 61 , 302-309. 
http ://dx.doi .org/IO. II 09/TIE.20 13.2257140 
[12] Rousse, D.R., Ben Salah, N. and Lassue, S. (2009) An Overview of Phase Change Materials and Their Implication on 
Power Demand. 2009 fEEE Electrical Power & Energy Conference (EPEC) , Montreal, 22-23 October 2009, 1-6. 
http://dx.doi.org/10.1109lEPEC.2009.5420979 
[13] Kaplan, F., De vivero, c., Howes, S., Arora, M., Homayoun, H., Burleson, W. , Tullsen, D. and Coskun, A.K. (2014) 
Modeling and Analysis of Phase Change Materials for Efficient Thennal Management. 32nd fEEE International Con-
ference on Computer Design (fCCD) , Seoul, 19-22 October 2014, 256-263 . 
[14] Steffes Corporation, Owner's and lnstaller's Manual for Room Heating Units-21 00 Series. http://www.steffes.com 
[15] Armaroli, . and Balzani, v. (2006) The Future of Energy Supply: Challenges and Opportunities. Angewandte Chemie 
International Edition, 46,52-66. http ://dx.doi.org/ 10.1002/anie.200602373 
[16] Chen , K. (20 10) Common Energetic Macroscopic Representation and Unified Control Structure for Different Hybrid 
Electric vehicles. PhD Dissertation, École Doctorale des Sciences pour l'Ingénieur, Université Lille 1. 
[17] University of Lille 1, Energetic Macroscopic Representation Web Site. 
http://www.emrwebsite.org/energetic-macroscopic-representation.html 
[18] Horrein, L. , Bouscayrol , A. and EI-Fassi, M. (2012) Thennal Energetic Model of an Internai Combustion Engine for 
Simulation of a Thermal vehicle. 2012 fEEE Vehicle Power and Propulsion Conference (VPPC), Seoul, 9-12 October 
2012, 978-983. http ://dx.doi.org/IO. II 09NPPC.20 12.6422768 
[19] Dong, Y., EI-Bakkali , A., Descombes, G., Feidt, M. and Périlhon, C. (2012) Association of Finite-Time Thennody-
namics and a Bond-Graph Approach for Modeling an Endoreversible Heat Engine. Entropy, 14, 642-653. 
http://dx.doi .org/ 1 0.3390/e 14040642 
[20] Technical Specifications ofTED Pro Energy Monitoring and Control System, Rev 7.1 , TED the Energy Detective. 
http://www.theenergydetective.com/5000docs 
[21] SIMEB Web Site, Simulation énergétique des bâtiments. https://www.simeb.ca 
171 
A-3 Modèle du chauffe-eau électrique 
Le modèle choisi est un modèle relativement simple à deux nœuds. Par la suite, le développe-
ment mathématique est présenté pour la discréti sation du modèle et après pour l ' implantation 
en technologie VLSI sur FPGA. La fonction de transfert qui décrit le comportement thermique 
du chauffe-eau est donnée par, 
ou 
dTw 
Qe -rhCp (Tw - '0 ) - UAWH (Tw - TA) = Cw-dt 
H(s) = Tw(s) = _ 1_ 
u(s) Cw·s 
u(s) = [Qe - rhCp (Tw - '0) - UAWH (Tw - TA)] 
H(z) = Tw(z) = z - 1 . Z (H (S) ) 
u(z) z s 
H(z) = Tw(z) = z- 1 .z (~. _1_) 
u(z) z s Cw· s 
H(z) = Tw(z) = _1 . z- 1 .z (~) 
u(z) Cw Z s2 
H(Z) = Tw(z) = _1 . z- l. Ts ·z 
u(z) Cw Z (z- I)2 
H(z) = Tw(z) = _1 . Ts 
u(z) Cw (z-1) 
Ts 












Tw(z)· z = u(z)· - + Tw(z) 
Cw 
Ts 




L'évolution de la température de l'eau dans le domaine de la fréquence Tw(s), pour un modèle 
d'un nœud peut être décrite de la façon suivante, 
Tw(s) 1 




où Cw c'est la capacité thermique de l'eau dans le réservoir, en BTUfOF, rh est le débit d'eau 
chaude en lb/heure, Cp est la capacité calorifique spécifique de l'eau en BTU/(lb·oF), UAWH est 
la conductance thermique du réservoir, Qe est la capacité de chauffage de l'élément chauffant 
du chauffe-eau en BTU / heure, TJ et TA sont respectivement la température de l'eau d'entrée 
et la température ambiante. 
Un modèle à deux nœuds considère deux compartiments verticaux, le premier en haut avec de 
l'eau chaude et l'autre en bas avec de l'eau froide. Ce modèle reproduit le comportement du 
chauffe-eau lorsqu'il est en phase d'appauvrissement partiel, ce modèle permet d'obtenir la 
hauteur h du compartiment d'eau chaude qui varie de zéro à H, où H est la hauteur maximale 
d'eau chaude. 
G(s) = h(s) = l 
Uh(S) (s+ U~:H) (A-l4) 
(A-15) 
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La dynamique du chauffe-eau est reproduite en basculant entre le modèle à un nœud décrit par 
(A-12) et (A-13), et le modèle à deux nœuds décrit par (A-14) et (A- 15 ); le modèle à deux 
nœuds commence à fonctionner lorsqu ' un débit important d 'eau chaude rh est détecté et est 
utilisé lorsque le niveau d'eau chaude h reste inférieur à H. Lorsque le niveau d 'eau chaude h 
atteint H et qu'aucune consommation d'eau chaude n'est détectée, le modèle à un nœud est 
employé. Il est à noter qu ' un seul modèle est utilisé à la fois , ainsi que seulement l'équation 
différentielle du modèle opérant est mise à jour. La discrétisation du modèle est présentée par 
la suite: 
G(Z) = h(z) =Z- l .Z(G(S) ) 
Uh(Z) Z S 
(A-16) 
G(Z) = h(z) =Z- l.z ( 1 ) 
Uh( Z) Z S .(S+U~;H) 
(A-17) 
G(Z)- h(z) _'rZ-l.Z ( t ) 






h(z) z- l z( l -e-1f ) 
G(z) = -- = 'r - . Ts 
Uh( Z) Z (z- l )· (z-e-~ ) 
(A-20) 
h(z) ( _D. ) 1 
G(z) = -(-) = 'r . 1 - eT. ( _D.) 







A-4 Système de mesurage 
Le système de mesurage utilisé dans cette thèse a été conçu et réalisé dans l'équipe de 
recherche, après plusieurs mises à niveau il permet entre autres le sous-mesurage de la 
puissance active et réactive, l'estimation de la fréquence, la valeur efficace de la tension, et le 
mesurage de la température dans le bâtiment résidentiel. Le système est muni d'une interface 
locale et peut être accédé à distance par une connexion Internet. 
Les articles suivants détaillent le fonctionnement du système de mesurage utilisé dans le cadre 
du projet. 
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Abstract-One of the most important objectives of Smart Grids 
is to achieve an intelligent use of power and energy to improve 
the ove rail performance of the power network. Pursuing the 
objectives of energy efliciency, the implementation of Microgrids, 
Demand Side Management and Home Energy Management is 
proposed by academia and industry to include the participation 
of end users as a part of the solution of power balance. In 
this path of grid transformation, the convergence of the elec-
tronics, telecommunication and computing technologies permits 
the deployment, in recent years, of advanced measurement 
infrastructures (AMIs), helping the utilities to obtain in real-
time operational information. This work deals on the process 
of acquisition, processing and storage of data in the context 
of energy monitoring and management systems. We present a 
data management case of study for residential real·time power 
analysis and energy management applications. A SQL structure 
for the data management strategy is proposed and validated 
experimentally on residential buildings. 
Illdex Terms-Data Management, Real-time Information Sys-
tems, Electronic Instrumentation, Intelligent Supervision, Mea-
surement Systems, Power Systems. 
1. INT RODUCT ION 
The development and massive utili zation of new technolo-
gies and the great acceptance of automati on in the industry, in 
recent decades, have evidentl y improved life. These progress 
also permitted the in tegration on new energy sources and 
storage means looking for cleanest energy with bidirectional 
power tl ow. However, this has brought chang ing patterns and 
excessive increase in power and energy consumpti on around 
the world [1 ], [2]. This transformation of power consumption 
permits to affi rm that "today 's electric network has been 
designed and implemented to meet the requirements of the 
last century", and consequentl y new management strategies 
must be adopted [3]. 
Thi s leads to a worldwide concern about the CUITent di s-
tributi on and transmission systems to achieve the energy 
effi ciency. Thus, governments, industry and academia promote 
the adoption of new strategies taki ng into account the Smart 
Grids targets [4]. Particularl y, the efficient use of resources, 
the integration of renewable energy sources and intelligent 
management of consumption appear among the priorities of 
the general population to reduce the environmental impact 
of human actlvltles [5]. Additionally to the interests and 
concerns of the c iti zens, the utilities must balance production 
and consumption in order to optimize the cost of electricity 
and to maintain the network e ffi ciency and reliability. 
Among the Smart Grid trends, the integration of renewable 
energy and mjcrogrids [6], [7], the Demand Side Management 
(DSM) [8], and the Home Energy Management (HEM) strate-
gies and systems appear as possible solutions which involve 
the active participation of users [9]. These approaches pursue 
the energy effi ciency improvement are supported on advanced 
measurement infrastructures (AMIs) implemented by utilities, 
local measurement and load monitoring systems at the client 
si de [10], [11] and interconnectivity technologies [l 2]. 
The recent progress in electronics, telecommunication and 
computing techno logies enable the implementation of ad-
vanced monitoring, control and interoperability of high num-
ber of di spersed intelligent dev ices and make possible the 
birth of the Internet of Things (loT) [1 3]. This new concept 
leads to the needs of management of huge amounts of data 
supporting automation and control applications. In thi s context 
of data management and particularl y fo r research and devel-
opment purposes, it is necessary to optirruze the acquisition 
and storage, with a much higher level of detail , keeping 
as much data as possible without affecting decision making 
processes and maintaining affordable costs. Even the variety of 
products and the advantages of current commercial monitoring 
devices for home monitoring and automation, they present 
sorne limitations. Specifical ly, sampling rates and data storage 
capacity become typical di fficulties of commercial products to 
be adopted for research purposes [ 14]. 
This paper presents an analysis o f data acqui sition, storage 
and management fo r smart measurement system. The mai n 
focus of thjs work concerns the management of the collected 
data on the basis of research purposes utilization. We propose 
and validate experimentally a method of data management 
permitting to achieve acceptable sampling rates and local and 
remote accessibility. The rest of this document is organi zed 
as fo llows: section II presents a di scussion of the context of 
data management in residenti al measurement systems; section 
III describes the smart measurement system used in thjs study. 
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Afterwards in section IV we describe the methodology used 
for the implementation of the proposed data management 
system, followed by the results and experimental analysis 
in section V. We finish in section VI with sorne concluding 
remarks. 
II. CONTEXT OF DATA MANAGEMENT 
Power and energy management applications in smart grids, 
and more specifically in residential sector, may be supported 
by real-time monitoring and control systems [12]. The im-
plementation of these Home Energy Management Systems 
(HEMS) requires good data collection provided by the loads, 
controllers and sensors with different characteristics. Indeed, 
data management becomes an essential aspect for the de-
ployment of smart grid applications, as their success highly 
depend on the quality of data and a its good interpretation . 
Accuracy, completeness, consistency, uniqueness, and time-
liness are pursued quality characteristics of proper data. An 
effective data management system will consequently focus on 
most of these features. In recent years, scientist and industry 
pushed forward important developments on loT, intelligent 
networks, and big data management and platforms [15], [16], 
[17]. These emerging concepts allow to increase the capacity 
of compilation and the analysis of varied and much larger data 
required for the different environments and applications. 
When the application is known in advance, it is possible 
to define what are the data requirements and what are the 
targeted characteristics? What about if data should be used to 
perform analysis in the research context with multiple possible 
applications? In such case the data management must keep as 
much as possible data with reasonable costs. It is to highlight 
that, most of commercial products for data acquisition and 
management do not offer greater benefits without generating 
more costs as the data increases. It is the great evidence then 
that databases play an important role for future applications, 
seeking the greatest granularity of the data without increasing 
compute execution times, and in this way providing and 
obtaining data from one or several measurement points (e.g. 
houses, appliances, controllers). 
Data management includes the analysis, storage and deliv-
ery of data to users and different applications in a unique 
or in different ways [18], [19] . Data storage is an important 
foundation for smart grids, as it is in the backbone of real-
time monitoring and control systems which will permit to 
improve the efficiency of future power systems. The increas-
ing needs on data processing and storage motivated , in last 
decades, the development of electronic systems with large 
memory capacity. These progress in electronics also include 
new processing systems with a large variety of footprints and 
processing capacities. Thus, depending on the application, it is 
possible to choose among a variety of processing devices such 
as the the classic microprocessors, micro-controllers, Digital 
Signal Processors (DSP), Field Programmable Gate Arrays 
(FPGA) and Application-Specific Integrated Circuit (A SIC) 
[ 18] . 
In addition to the considerations about the hardware aspects, 
we must address the structure and the organization of data 
which become the key aspects on data management. There 
are two main trends on data management: the first one 
is the traditional Relational Database Management System 
(RDBMS), and the second is the NoSQL databases [15] , 
[20]. The difference between them is that the NoSQL, which 
is defined as the "next generation of databases being non-
relational, distributed, open-source and horizontally scalable" 
(http://nosql-database.orgl), contains the main language for 
queries, reducing the time when accessing the information, 
and the stored data does not require fixed structures such as 
a table. This type of database, typically, works through the 
Internet network; the data acquisition system sent data directly 
to be stored in a cloud without any definition. Even if the 
storage is lighter than when using classic RDBMS, CUITent 
research on Big Data and the loT focuses on the improvement 
the challenging tasks of data handling and queries when no 
fixed structures are employed [13]. In contras!, the Structured 
Query Language (SQL) databases using RDBMS, that have 
been present in the market from long time ago, are tools 
offering more support, supplements and software components 
with the advantage of easy and fast queries implementation. 
Fig. 1 presents sorne ex amples of database management 
software available for SQL and NoSQL. It is to remark that 
sorne of them are license-free softwares and others offer 
enterprise licensing with improved features. More details about 
the common used database engines are presented in Table 
1. Evidently, high performance solutions as Oracle NoSQL 
database offers significant advantages when exabyte amount 
of information , EB = 1018 Bytes, must be handled. However, 
depending on the kind of application and the amount of data 
sorne of free license solutions could offer enough performance, 
in other cases it could be better to implement an hybrid 
solution using NoSQL and RDBMS [21]. 
SQL NoSQL 
'-jJ cdis ~ ... Â " :11' .. ~ Cnssandrlt 
~< 08 . rrlongoDB 
):(membase , rlok 
Fig. 1: Different database software. 
In this context we analyze the acquisition, storage and 
management of data for a residential smart measurement 
system detailed in the next section. 
III. SMART MEASUREMENT SYSTEM FOR RESIDENTIAL 
BUILDINGS 
Following previous work a Smart Measurement System 
(SMS) has been developed [la] , [22] and new improvements 
of the system, considering the data management, have been 
added in this work. A functional diagram of the implemented 
system is gathered in Fig. 2 and the main characteristics are 
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TABLE 1: COMMON USED DATA BASE ENG INES. 
Structured Query Language - SQL databases 
Name Max. table slze Operating system Llcense Known users References 
Postgres 32TB Linux, Unix, Berkeley Software IMdb, Skype, https://wWW.poslgresql.org! 
Mac OS X, Solaris, Distribution Sony Onine 6 
Windows 32/64 
Oracle 4GB Linux, Mac OS X, OTN lieense ProhlLoglc, JRelek Inc, https://docs.orac1e.com/ 
Windows 32/64 PeopleSoft , https://cloud.orac1e.com/ 
MySQL 16TB LIIlU X, Mac OS X, GNU GPL Youtube, Spolify, https://www.mysql.com/ 
Windows 32/64 NetAix , Github 
Ms SQL 16TB Wi ndows J2IM Mlcrosott EuLA Rolis-Royee, Carnaval, https://www.microsoft .com/es-es 
server Jet, Stackoverflow /sql-server/ 
NO:SQL databases 
Name Max. database slze Operatmg system Llcense Known users References 
Mongo DB 32TB LIIl UX , Windows 32/64 GNU AG PL 3.0 The Wealher channel , https://docs.mongodb.com/ 
Solaris Linkedln 
Cassandra 48TB/node Lmux, Windows 32/64 Apache v2.0 Cloudkick, Dlgg, htt p://cassandra.apache.org! 
Unix, Solari s Facebook, Rack, Twitter 
Oracle NoSQL Depends on Linux, Solaris Community Ed Ition Red Slack Tech Ltd, https://docs.oracle.com/cd/NOSQL 
storage nodes Apache v2.0 Passoker 
listed in Table II . The SMS uses a hardware/software co-
processing architecture where the hardware processor (Xilinx 
- XC7 A I OOT- l CSG324C FPGA) performs the acquisition and 
pre-processing of electrical signais coming from voltage, cur-
rent and temperature sensors. A seriai link permüs the transfer 
of data from the hardware to the software processor (Raspberry 
Pi-3) . This last all ows the data storage and management, 
and web server tasks/functionali ties through a PostgreSQL + 
Django + Python customjzed application. As listed in Table 
II, the measurement system enables the acquisition of the data 
related to electrical characteristics such as voltage, current, 
freq uency, active and reactive power and indoor temperature; 
needed for local energy management applications. Notice that 
the measurements of two main voltage one per leg of the 
l20/240V input, two main currents and up to 28 currents of 
individual circui ts are avail able. This in formation is stored in 
di sk with a reconfigurable sampl ing rate. In the present study 
the sampling rate is set to 16Hz which is more adapted for 
event detection purposes than lower rates provided by commer-
cial devices and smart meters that are under 1 Hz. Ev identl y, 
TABLE II: M A IN CHARACT ERISTICS OF T HE SM A RT M EAS URE-




Local storage capaci ly 
Dalabase engine 
Web framework 
High-Ievel programming language 
Measured voltages 
Measured currents 
Measured temperatu re 
SignaIs sampli ng frequency 
DaIa storage frequency 
Value / Description 
Xilinx - XC7AlooT- ICSG324C 





2 main legs 
2 main legs + 28 circui ts 
Indoor 
250k H z 
,", 16H z 
the amount of memory used to store a dataset increases as a 
function of the sampling rate, the number of signais, the fo rmat 
and the resolution of information. For the particu lar case using 
SQL database, it is expected that the SMS application has to 
store and handle about 1.38 millions of rows each day. Thus, 
depending on the number of variables (columns), as illustrated 
in Table III, the amount of information becomes higher and 
diffic ult to manage. Specifica lly, when there is no limitation or 
ac tive control of storage in the database, two main problems 
appear: fi rst, the access to data and queries becomes slower 
as the number of rows increases; and second, as the size of 
tables increases without control the memory usage increases 
reaching its limit point and the process of web server and the 
acqui sition could collapse that involve the loss of information 
until ail processes restart. 
TABLE Ill: AMOUNT OF DATA V ERS US SAMPLING RATE. 
Sampling rate 
Amount of data per day 
One column 52 columns 
1 Hz 86.400 4 '492.800 
16 Hz 1'382,400 7 1 ' 884,800 
IV. P ROPOSED D ATA M ANAGEMENT M ETHODOLOGY 
The preceding issues in the context of data management 
in residential applications are quite telling the specific needs 
of advanced intelligence. More specifica ll y the needs of de-
tailed information are important requirements for research on 
modeling, contro l and automation. We propose the following 
methodology permitting to store data with high sampling rate, 
and to access it locally and remotely. 
In order to maintain the detail of power and voltage in for-
mation, as needed fo r the validation of previously mentioned 
research works, a dynamic structure of data storage and 
management is adopted. This dynamic structure is created 
takj ng into account the application depicted in Fig. 3. This 
application permi ts to create a new table dai ly depending of 
the year, month and day of the CUITent date, therefore achieving 
a unique table each day. This way allows a better performance 
of application when consulting the data avoiding the problems 
of memory and speed of execution of web queries. 
As illustrated in Fig. 3, at the instant of change of date 
the proposed data management method executes three main 
actions: stops the storage, creates a new table (model) in the 
database and restarts the storage process. The proposed method 
compri ses several hardware/software components distributed 
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Fig. 2: General description of the system [10), (22). 
OH 24 H 
~---~-~~---~-+----------------~ STOAAGETIME ~ 
Fig. 3: Proposed structure for the daily definition of a new model of 
data storage. 
in the two processors. The general architecture of the system 
is depicted in Fig. 4. It should be noted that the embedded 
, 
" 1 1 iH! +-FSM-+i::i~ , M.~ D:;~_i:~I+~! 
Woo : : 1 lIiiiiiiII 1: 1 : 
: M[ASUIUM(NT : : HE ~P.CI : l"if1 : 
, OlKUlf, 1833 ~ I ~ I 
:'--__ ...J:: .eU'fII)": & - Il I l, ,II...' __ ---' 
RASPBERRY PI 3 wu 
Fig. 4: Program components of the implemented system. 
Finite-State Machine - FSM (in FPGA) is by deFault in id le 
state and starts data transmission when asked by the software 
processor (Raspberry pi 3). As illustrated in Fig. 5, this last 
starts enabling the seriaI communicati on, asks for data vector 
and handles the received data for storage in the database. 
As illustrated in the simplified diagram of the system 
operation presented in Fig. 6, the proposed system permits 
to make queries and reads as automated tasks. In order to 
do that, scheduled tasks were performed by using libraries 
such as crontab (short for cron table) and bash files. We 
can observe that the raspberry starts executing the command 
of run acquisition which permits 1) the communication with 
the hardware processor; 2) the acquisition of measurement 
information and 3) the storage in the database. At the same 
time, the user can access the information of the database 
through a web server application. The system, thanks to 











D:mo < I> 
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Fig. 5: Communication protocol timeline. 
nll!pfÇIIIG"'1I 
Fig. 6: Simplified diagram of system operation. 
time; by default, it continues on the acquisition process with 
the structures already defined and storing the data in the 
table corresponding to the current day. If the current time 
corresponds to the one specified for the creation of a new 
table, the acquisition process is stopped, then the file that 
defines the models of tables (models.py) config.py is executed 
through bash commands to allow the updating of the structure 
of the database and the creation of a new table for the new 
day. Once the re-configuration process finished, the acquisition 
is re-Iaunched. An independent process launches a web server 
permitting to access locally or remotely the stored information. 
The server application provides visualization and downloading 
functions in different ways, e.g. the last day power consump-
tion (Latest.html), customized queries (Search.html) or historie 
consumption (Historic.html). 
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y. FIEL D T ESTS R ESU LTS 
The proposed data management system has been pro-
grammed using Python as high level language and Django as 
framework. The database was implemented using PostgreSQL 
as prev iously defi ned in Table II. A screen-shot view of 
the application runn ing at the Hydrogen Research Institute 
laboratory in Canada is presented Fig. 7. 
Fig. 7: Screen-shot of French version of lalest.html when the system 
is running at the Hydrogen Research lnstitute laboralory. 
A second prototype of the system has been also installed in 
an occupied house, through which sorne measurement results 
are plotted ln Fig. 8. In these plots, the voltage, power and 




o.Ulot.hot>M2011-1, - 11 
(c) 
Fig. 8: Measuremenls examples : (a) voIlage, (b) power and (c) indoor 
temperalure. Data on 1.34 millions of rows collected on November 
11 , 20 17. 
indoor temperature evolution during one day are presented. 
It should be noticed that Canadian residential buildings are 
supplied by single phase 120/ 240V - 60H z voltage; thus the 
power consumption is distributed into two legs each powered 
at 120V. Further, the most used residential loads such as the 
heating baseboards and water heaters are powered at 240V. 
The dail y storage of data has been analyzed fo r a period of 
one month of operation of the system. This way, the number 
of rows on each daily table of the database is plotted in Fig. 
9a, the corresponding space on disk utilization fo r each day 
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Fig. 9: Results of daily storage of data (a) number of rows in lhe 
database, (b) space on disk and (c) mean daily sampling rate. 
determine that the system is storing regul arl y the in formation 
From the measurement system. In fac t, the daily mean effective 
sampling rate in the evaluation period was 15.56H z , the 
minimal mean sampling rate was 15.47 H z; this lowest value 
was registered on Nov 30 2017. In this particul ar day a 
system update has been perfo rmed, thi s process consequentl y 
impacted the acqui sition process speed and stopped it for about 
two minutes. The evolution of the sampling rate during one 
day, one hour and one minute of observation are presented in 
Fig. 10. Here, it is confirmed that most of time the sampling 
rate is close to the reference value of 16H z . It is to highlight 
that, a real-time regular sampling rate at a fi xed frequency 
is poss ible using real-time processor / operating systems or 
using extra buffering or redundancy. When using traditional 
processors as in thi s case, the latency of the process becomes 
non-deterministic, hence the mean performance of the system 
might be very close to the expected one but sorne epi sodes of 
slow down speed may arise. 
VI. C ONCLUS IO 
This paper provides the results of an experimental study 
on the data management for residenti al energy management 
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Fig. 10: Results of instantaneous sampling rate during (a) one day, 
(b) one hour and (c) one minute of observation. (Data of November 
Il ,2017). 
of huge amount of data based on the traditional Relational 
Database Management System (RDBMS) and validated it 
using a low cost software processor RaspbeITY Pi-3 . 
A short review of current database management engines 
gives the key elements of the context of this research and 
opens a window to future works. [n fact, the data management 
using the Structured Query Language (SQL) databases allows 
easy processing, and structural organization of content. In 
counterpart, it demands a higher use of space in memory com-
pared to emerging NoSQL databases intended for Big Data 
applications. The results of this study permits to cOIToborate 
the importance of Data Management as promising research 
domain in Smarts Grids. 
CUITent and further research works include the use of 
emerging techniques of NoSQL and determini stic real-time 
applications for monitoring and control in power systems 
including microgrids and residential systems. 
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Abstract-Load monitoring emerges in the smart grids context 
as an important part of the backbone of management systems. 
A variety of new products are offered by markets adding a 
certain level of intelligence in load monitoring systems, many 
of them focusing households to verify and in sorne cases regulate 
their own consumption. However, those systems even if they 
are affordable, sorne technical lacks are present limiting their 
utilization in research and development activities, e.g. the accu-
racy, completeness, consistency, and timeliness of information. 
Focusing in that, this paper proposes a sub-metering prototype 
system that fits weil for the research and development activities 
for residential buildings in the smart grid context. Details of 
the system design and experimental resuIts are provided which 
confirm the validity of the proposition. 
Index Terms-Measurement systems, Hardware software co-
design, Field programmable gate arrays, Home energy manage-
ment systems. 
1. INTRODUCTION 
The excessive utilization of the energy during critical hours 
makes that electricity companies create new strategic programs 
to make end-users to get more involved into their pl ans of the 
Smart Grid context projects . One reason is that at the end-
user domestic level the portion of energy consumption is not 
negligible in many countries. For example in the European 
Union the residential consumption takes 37%, the United 
States 48%, in Canada 32.9% and in China 15% [1], [2], 
[3]. For this reason a new era customers are then switching 
form just consumers to managers or even producers of their 
own energy usage. AIso, as the technologies grow and the 
demand also, this change of paradigm imposes intelligent 
energy tracking that requires the accu rate data information 
to make instant actions (by utilities or by customers) during 
critical time periods. Optimized actions could evidentl y help 
to better manage the avai lable power and energy taking into 
account the changes on the consumption behavior of end-
users. Thus, the optimality of the decisions is influenced 
by the quality of the information of power and energy use 
(e.g. accuracy, completeness, consistency, and timeli ness). 
Consequently power monitoring system, being the backbone of 
smart management systems, influences directl y the result of the 
whole decision making process. It is to be highlighted that the 
quality of the information do es not guarantee a good decision 
but it certainl y wi ll help to take a good one. The residential 
power and energy monitoring is needed in many applications. 
In the Smart Grid context one can mention the Demand 
Side Management (DSM) and the Home Energy Management 
Systems (HEMS); in the simplest way the monitoring systems 
allow end-users to control and reduce their consumption. 
Such monitoring systems that have recently appeared in the 
market, have gained popularity thanks to their characteristics 
and because they allow real-time feedback at a relative ly low 
cost. These systems generally provide a software platform that 
through a user interface, informs and visuali zes the numerical 
and graphical data of the measurements taken with voltage and 
CUITent sensors. Two main categories of monitoring systems 
are currently avail able for providing detailed information of 
consumption. The first one uses individual sensors for each 
load that users wish to monitor. In the second category, the 
sensors permits the measurement of the aggregated power of 
the hou se, as through the smart meter, and use advanced load 
disaggregation algorithms to identify individual consumption 
[4] , [5] , [6]. Ali these systems are also provided by a commu-
nication standard, rather using wired protocol as SmartPlug or 
wireless such as ZigBee, WiFi, Z-Wave [7], [8] . This feature 
allows the access to the information remotely or in di ffe rent 
electronic devices su ch as cell phones and tablets. 
For research purposes, the commercial monitoring devices 
used for households present sorne limitations. In particular, 
accuracy, latency of information (or time lag) and data storage 
capacity become typical barri ers to being used directly for 
research and development purposes; e.g. for the real-time 
deci sion-making process in home energy management or de-
mand side management applications. It is noteworthy in terms 
of system delays in the examples context, that information 
from smart meters can be obtained normally with a sampling 
period of 15 minutes. On the other hand , available systems that 
allow real-time monitoring, can supply information of energy 
consumption in intervals of 15 minutes and the power in 15 
seconds [9]. 
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ln this paper, we present the development of a sub-metering 
system which permits the real-time analysis of residential 
consumption, the storage of detailed information including 
voltage, frequency, real and reactive power and room tempera-
ture. The proposed system using free software and a hardware-
software processi ng architecture offers many advantages for 
research and development activities. In order to illustrate the 
usefulness of the proposed system, we also provide an analysis 
of electricity consumption of an electrically heated residenti al 
building in winter period. 
The remainder of this paper is organized as follows: section 
II presents a di scussion of the context and motivation of 
this work; section III describes the proposed system; section 
IV yields experimental results and analysis; and concluding 
remarks in section Y. 
II. CONTEXT AND MOTIVATION: IMPORTAN CE OF POW ER 
M EASUREMENT 1 SMART GRID ApPLICATIONS 
A detailed monitoring of electric power in residential sector 
becomes a challenging task in Nordic countries, where the 
climatic conditions impose the use of space and water heat-
ing systems. Particularly in Quebec province of Canada, the 
electric baseboard heaters controlled by electronic thermostats 
are widely employed for space heating. The energy use on 
space heating represents near to 60% of household energy 
consumption [2], [3]. Similarly, the water heating systems, 
which are mostly electric, represent about 20% of the energy 
use. Thus, these two loads are responsible of about 80% of the 
annual electricity bill of Quebec 's residences. In fact, during 
the periods of more intense cold in the winter, the utility grid 
is highly demanded because of them. To avoid those periods, 
demand side management strategies are essential to mitigate 
the over charge impact and to improve the power balance 
between demand and production . To achieve this balance, sev-
eral activities are imposed in the energy management context: 
i)- One of them is the Load Monitoring to allow access the 
information of power and energy consumption necessary to 
the decision making process. The data of the consumption 
From such monitoring systems, can be aggregated or detailed 
by load or by circuit (in the electrical panel ); but may also 
include complementary information e.g. voltage and power 
quality, weather and occupation. ii)- In Load and Building 
Modeling as it is necessary to evaluate control and manage-
ment strategies before their adoption and deployment. iii )- The 
analysis of energy efficiency before and after the adoption of 
energy management strategies become also essential to verify 
the effectiveness of each proposition. Pilot or demonstration 
projects are carried out before the massive deployment. 
Ali these activities are supported by power measurement 
systems in the research and development context which is 
the focus of thi s paper. Thus, we provide the details of the 
proposed and implemented sub-metering system designed to 
be installed in the distribution panel of the residential building. 
Sorne examples of use are also presented. 
m. PROPOSED SUB-METERING SYSTEM 
The proposed architecture of the sub-metering system is 
depicted in Fig 1, and the characteristics are summarized in 
Table 1. In the proposed architecture, two main parts can 
be differentiated: an embedded and electronics part and a 
microprocessor and software part, both are detailed hereafter. 
Fig. 1: Simplified diagram of proposed sub-metering system. 
A. Measuremenl and Embedded Processing 
The measurement and embedded processing part is com-
posed of electronic circuits for the measurement of the cur-
rents, voltages and temperature, and a FPGA based customized 
processor. The electronic circuit is responsible for converting 
the physical to electrical magnitudes, and the FPGA core 
performs the acquisition of the data. This embedded processor 
is charged of the control of each electronic stage of the 
measurement, of the analog-to-digital conversion, and the 
UO interfaces and communication ports. Fig. 2 illustrates 
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Fig. 2: Embedded processing and measurement diagram. 
As illustrated in the Fig. 2, the sub-metering system 's 
architecture and processing is able to plug-in 24 sensors in 
parallel to AID converters. As a matter of fact, there are 2 
voltage sensors to measure the main power supply line, and 22 
current sensors for the main and each subsidiary circuits. Three 
AD7606 converters permit the analog-to-digital conversion 
of the 24 channels in parallel and simultaneously, thereby 
ensuring data acquisition in the order of microseconds ({LS). 
After the conversion, the AD7606 delivers a seriai data flow 
directly connected to FSM (1) in the FPGA core, which is in 
fact is the applicative layer in charge of the data processing and 
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acquisition control. The embedded Power Analysis block has 
two important tasks . One is the seriaI signal disaggregating, 
and second it calculates characteri stic values such as real, 
reactive and apparent power, frequency and harmonic content 
[10], [II). Finally, the data signal is sent to a second FSM (2) 
which sets up a data transfer protocol toward external devices 
or processing systems. 
B. Data Acquisition and Storage 
The sub-metering system's architecture, coupled with any 
local display or remote web application, provides an overall 
measurement of electric consumption, as weil as , providing 
measurement of specific residential electric loads. The ac-
quisition application running on a Raspberry-Pi starts the 
seriaI communication, through the UART, with the FSM(2) 
embedded in the FPGA (see Fig. 3). The FSM (2) approves 
the seriaI communication request. Then , the Raspberry-Pi send 
a data request to the FSM(2) and establishes the connection 
to the database enabling the storage. This allows the FSM(2) 
to get the required data from the embedded processing (Power 
Analysis block). It is clear that the FSM(2) is al ways waiting 
for the request of the data. The requested data is saved in a 
buffer and sent to the application, which is directed to store 
the data one by one in the database until the FSM(2) sends 
the stop bit. The cycle re-starts with a new data request sent 
by the application (cycle N in Fig. 3). The data is stored 
in a SQL database using a structural model which allows 
ftexibility and availability of data management for research 
purposes. ln the application layer of the system a web interface 
provides different views and data search functionalities to the 
users to access the stored data allowing the visualization and 
downloading (see Fig. 1). 
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Fig. 3: Simplified diagram of data acquisition and storage protocol. 
IV. FIELD TESTS RESULTS 
Field test of the proposed system has been carried out in 
electrically heated residential buildings during winter period. 
The buildings are situated in different geographic locations 
in the province of Québec (Canada) as detailed in Table II. 
One is at Saint Étienne des Grès and the other at Trois-
Rivières. A real view of prototype installation is illustrated 
in Fig. 4a, and a screen-shot of the web user interface is 
presented in 4b. The collected information has been processed 
to provide the following analysis. This validation search to 
present the potential of the sub-metering system in research 
and development taking into account its ftexibility, resolution 
of measurement and precision. Thus, even if the potential 
utilization is large, this paper have only considered three 
aspects : 1) the analysis of voltage and frequency; 2) the 
analysis of energy performance of the studied residential 
buildings; and 3) the analysis of detailed consumption of one 
building. 
TABLE 1: MAIN CHARACTERISTI CS OF PROPOSED SUB-




Local storage capacity 
Database engine 
Web framework 
High-Ievel programming language 
Measllred voltages / currents 
SignaI s sampling frequency 
Data storage frequency 
(a) 
Value 1 Description 
Xilinx - XC7AIOOT- ICSG324C 





2 / 22 
250k H z 
16H z 
(b) 
Fig. 4: View of installation : (a) residential electric board panel with 
prototype, (b) screen-shot of French version of web user interface. 
A. Analysis of Voltage and Frequency 
The end-user voltage is regulated by the utility to be 
kept within the recommended limits near its nominal value 
regardless of the load condition; normally VNOM ± 5%. Thus 
for a nominal value of 240V the voltage range is between 
228V and 252V. Fig. S shows the plots and histograms of 
the measured voltage during a week on January 2017. It is 
to remark that the regulation system keeps the voltage near 
its nominal value in both locations. However, the mean value 
measured at house 2 is hjgher than the one measured in the 
house 1; this difference can be explained by the location of 
each building with respect to the electrical substation in the 
distribution grid. The frequency of the service voltage is also 
weil regulated and maintained close to the nominal value, 
60H z Canadian case . The plot and histogram of frequency 
measured at house 2 are presented in Fig. Sc. It is to be notice 
that the frequency variations are mostly under ± O.lH z. 
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Latitude 1 Longitude 
Construction year 
Housing type 




Mai n/secondary space heating system 
Electric water heater 
Location 
Latitude 1 Longitude 
Construction year 
Housing type 




Main/secondary space heating system 
Electric water heater 
Value 1 Description 
Saint-Etienne-des-Grés (QC) 
46.44809 1 -72.76506 
20 10 
Isolated - Detached 
13 1 m 2 
2 Adu lls 1 2 children 
240V 1l 20V 1 60Hz I I-phase 
Heat pumplBaseboard heaters 
4.5kW 1 60 gallons 
Trois-Rivières (QC) 
46.37254 1 -72.62989 
20 12 
Twin - Semi-detached 
90 m 2 
2 Adul ts 1 2 children 
240V 1l20V 160Hz I I-phase 
Baseboard heaterslheat pump 
4.5kW 1 60 gallons 
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Fig. 5: Voltage measured during a week on January 20 17 at (a) hou se 
l , (b) house 2, and (c) frequency measured al house 2. 
B. Analysis of Energy Performance 
The energy consumption of a residenti al building depends 
on several aspects. The most important among them are: 1) the 
building dimensions and characteristics of thermal insul ation; 
2) the needs of heati ng defin ed in terms of the difference 
between the setup of the indoor temperature and the measured 
outdoor or external temperature ( /::"T = Tf NT - T EXT ); 
and 3) the occupancy behavior and family composition. We 
performed an analysis of energy consumption versus the needs 
of heating (TINT - T EXT ) as illustrated in Fig. 6. Two 
di ffe rent periods of one week are defin ed for the house l , one 
on January with mean temperature close to OOC and another in 
February with mean temperature under - 15°C. A consecutive 
peri od of two weeks are defin ed for hou se 2. As expected the 
resul ts show that the house l , with a larger surface, exhibi ts 
higher consumption versus the outdoor compared ta the hou se 
2. More specifically, the mean thermal conductance of the 
hou ses 1 and 2 are 143.87W 1 J( and 95.64W 1 J( respectively. 
The mean daily energy consumption of each house has been 
compared to the expected consumption according to R2000 
Standard for energy-effi cient housing technology [1 2], and 
new ordinary houses with similar dimensions and location. 
Table III summarizes these results showing that the studied 
buildings perform better than ordinary new houses but with 
inferior performance than the R2000 Standard . 
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Fig. 6: Energy effic iency analysis (a) one week of house 1 on January, 
(b) one week of house 1 on February, and (c) two consecutive weeks 
of house 2 at end of February and begin of March. 
TABLE III: COMPARISON OF EN ERGY P ERFORMA NCE FOR TH E 
P ER IOD OF ANALYS IS 
Description House 1 House 2 Units 
Mean heat ing degree day* 29.57 32.27 oC 
Dai 1 y energy use 
- Expected for ordinary new house 107,06 83,96 kWh 
- Measured performance 101 ,63 72,85 kW h 
- Expected for R2000 Standard 7 1,37 55,97 kW h 
*the preference setup temperature in Quebec is 21°C 
C. Analysis of Power and Detailed Consumption 
The total power consumption during a week is plotted in 
Fig. 7a for house 1 and in Fig. 7b fo r house 2. The high 
sampling rate of the proposed sub-metering system allows to 
identi fy transients and particul ar behaviors of each household 
power profil e. In plots of Fig. 7, it is clearly detectable that 
the power of house 1 shows higher peak values and the one 
of house 2 presents more variati ons. This is explained by the 
higher heating energy requirements for the house 1 which is 
larger than house 2. The di fferences on the power variati ons 
are explained by the type of heating system. In the case of 
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study il is expected that house 2, using baseboard heaters con-
trolled by electronic thermostats as the main heating system, 
shows more variations on the measured power [13]. 
An important advantage of sub-metering is the possibility 
of detailed analysis of consumption, in this case measuring up 
to 22 circuits or loads. The data of house 2 detailed by circuit 
have been grouped in seven categories according to similar 
load use: (a) the baseboard heaters, (b) the heat pump and air 
exchanger, (c) the water heater, (d) the clothes dryer/washing, 
(e) the kitchen appliances (e.g. stove, oven, refrigerator), (f) 
the lighting and (g) other pluggable app liances. Fig. 8 presents, 
for each category, the profile during a week, the histogram and 
a zoom-in of each power profile. As expected, the baseboards 
exhibit the most diverse power distribution and the highest 
number of transitions. As a matter of fact, in the zoom-in 
of Fig. 8a several events, or abrupt changes in the measured 
power, appear within a short period of sorne seconds. This 
behavior is due to the distributed use of heaters in the house 
for each room of the building, and because the use of electronic 
thermostats with heating cycle of 15 seconds. 
The plots and hi stogram of Fig. 8b reveal a power dis-
tribution under lkW for the heat pump and air exchanger. 
Contrary to the previous case, the transitions on the power 
profile take several minutes and present damped slope when 
power is rising. Even in the detailed power profile (zoom-in 
at right of Fig. 8b), it is difficult to identify the steady state 
power consumption. 
The quasi rectangular profile of the water heater, plotted 
in Fig. 8c, permits to easy confirm the nominal power of 
the heating element, in this case 4.5kW commonly used in 
Canadian households. This is a good ill ustration of two-state 
(or ON/OFF) loads with dominant real power. 
An example of multi-state appliance is presented in Fig. 8d 
through the c10thes dryer power pattern. This load, with very 
low density of events, presents at least two level of power 
easily identified by direct observation of the histogram or the 
shape of power profile. 
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Fig. 8: Details of power consumption on house 2 (a) baseboard 
heaters, (b) heat pump, (c) water heater, (d) dryer, (e) kitchen, (f) 
lighting and (g) other appliances. Measurements of January 2017. 
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[n this composite load of Fig. 8d, the low power state 
corresponds to the functioning of the blower motor, and the 
high power state to the simultaneous operation of the motor 
and the heating element. 
The power profile of the kitchen appliances, plotted on Fig. 
8e, presents higher activity in the afternoons of each day. The 
histogram reveals at least three power levels which can be 
easily associated to the loads. The first power lever with more 
frequency of occurrences are of under 1kvV which corresponds 
to the low power refrigerator and the small elements of the 
stove. The second bunch of occurrence shows a mean power 
between 1kW and 2kW which correspond to the microwave, 
the toaster, the coffee-maker and the medium elements of the 
stove. And the third, with a power lever higher than 2kW, 
which corresponds to the big elements of stove and the oven 
or combinations of previous levels of power. 
The plots and histograms of Fig. 8g correspond to the 
combination of other pluggable appliances e.g. computers, 
hair-dryer, audio and TV, c1eaner, etc. In this category most 
of the power levels are under 500W. 
lt is to highlight that the kitchen and heating (several base-
boards working simultaneously) present peaks power higher 
than other appliances; in contrast, lighting loads present the 
lowest power consumption among the defined categories. 
The data of measures, taken during the month of January 
2017 to the hou se 2, were analyzed to determine the distribu-
tion of the utilization of the energy and is presented in Fig. 
9. Here, the space heating and air exchange count conjointly 
for 58.7%, being 51.1% and 7.6% respectively, the water 
heating represents 22.7%; kitchen and clothes washing/dry 
demand is 8.6% and 4.1 % respectively of the total household 
consumption. The distribution of electricity demand for this 
particular hou se follows the typical use of energy of the 
Canadian households where about 80% of energy bills are 
associated to the space and water heating needs [2]. 
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Fig. 9: Distribution of consumption of house 2 on January 20 17. 
V. CONCLUSION AND FURTHER WORK 
This paper proposes the development of a hardware-
software co-design architecture for a power sub-metering 
system. The resulting design has been implemented and exper-
imentally tested in field to collect information of consumption 
of two electrically heated buildings. 
The proposed and implemented architecture perrnits 1) to 
perform embedded processing using the customized FPGA 
core, 2) to store the measurements information in a SQL 
database and 3) to access remotely this data by means of a 
web application running on the Raspberry processor. 
Significant analysis has been carried out taking advantage of 
the detailed information obtained through the prototype of the 
proposed sub-metering system. This study covers the voltage 
and frequency analysis, the energy efficiency evaluation and 
the assessment of the distribution of household consumption. 
The work related in this paper confirms the usefulness of 
the proposed system and permitted the collection of highly 
detailed dataset of consumption useful for research purposes 
in residential energy management context. 
Current works include the design of an optimized version 
of the tested prototype to collect information of a park of 
residential buildings and the proposition and evaluation of new 
methods for big data management. 
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Abstract-Residential load management plays an important 
role in Demand Side Management (DSM) when a more optimized 
Smart Grid (SG) is envisaged. Actions must be done to add ress 
the local and remote control to obtain a load profile matching the 
available power. The identification of the working cycles of 
controllable and non-controllable loads, out of an aggregated 
load profile, is a desirable feature for the implementation of DSM 
technologies. A detailed knowledge of the loads can be obtained 
by means of intrusive or non-intrusive methods. Non-intrusive 
ones are preferred by customers and utilities due to the lower 
cos t, lower hardware complexity, and easy installation. Non-
Intrusive Appliances Load Monitoring (N IALM) is not a new 
concept in order to extract loads signature; it is lately taking 
more importance with the evolution of the SG technologies. Most 
of the literature works are devoted to the off-line NILM 
algorithms. Nevertheless, real-time load monitoring becomes 
necessary to feed the future Home Energy Management Systems 
(HEMS); the consumers and the utilities with accu rate 
consumption information. This paper proposes the 
implementation in Field Programmable Gate Arrays (FPGAs) of 
real-time admittance analysis for residential load monitoring. 
Explorative experimental results of Non-intrusive Load 
Monitoring are provided and discussed. 
Keywords- NOIl-illtrusive load monitoring, Demalld side 
mallagemellt, Programmable logic arrays, Power (l/wlysis 
1. lNTRODUCTIO 
SMART Grid (SG) technologies have been recently introduced and promoted by governments and utility 
operators to increase the reliabi lity and capability of future 
power systems. SG technologies at the distribution level 
include the integration of c1ean energy sources for stationary 
and mobile power applications. The recent developments in 
information technology (fT) can be also applied for the load 
and distributed generation monitoring and control. The SG 
approach thus focuses a smarter power network with smart 
centralized and distributed generation, smart transport and 
distribution and also with the client intervention as manager of 
his own energy [1 ]-[3]. Accordingly at the residential side, 
the concept of Home Energy Management Systems (H EMS) 
has arisen to improve the ro le of customers adopting a friend ly 
controlled consumption behavior in the SG scenario [4]. A 
HEMS, proposes a path for the consumption management, 
considering the monitoring and control of smart appliances, 
the distributed generation implementation and the local 
storage such as plug-in vehicles and thermal loads. For the 
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monitoring and control of the residential loads, a good 
knowledge of the loads characteristics and profiles is required. 
As a matter offacts researchers and industry have been widely 
working over the past two decades on the analysis of 
residential profiles for load identification using non-intrusive 
methods. Such methods are better preferred as they respect the 
consumer's privacy [5]-[7]. Non-Tntrusive App li ances Load 
Monitoring (NIALM) or in a more wide concept Non-
Intrusive Load Monitoring (NILM) has evolved in time with 
the evolution of technology especially with the Information 
Technology (IT) progress [8]-[23]. Early algorithms and 
techniques were based on the total power analysis of the 
residential load. New techniques consider the harmonics, the 
waveforms, the transient response, the power profile and the 
combinations of those variables, to establish a signature which 
permits to identify each load. 
Very Large Scale Integration technologies (VLSI) have 
permitted to introduce the Field Programmable Gate Arrays 
(FPGAs) as a promising technology which is suggested as the 
target device for many applications including signal 
processing, monitoring, and control of power systems [24]-
[27] . FPGAs' high capacity of programmable resources and 
parallel processing capabi lity permit the flexible operation of 
different functions avoiding the communication constraints of 
multi-processor systems. 
This paper proposes a real-time analysis of the admittance 
for non-intrusive residential load monitoring implemented in 
VLSI technology. The remainder of this paper is organized as 
follows, section TT presents the proposed FPGA-based smart 
measurement system; section III describes the implementation 
of non-intrusive load monitoring system based on the real-
time admittance analysis; sections IV presents the 
experimenta l resu lts and discussion , and in section V some 
concluding remarks are presented. 
Il. FPGA-BASED SMART MEASUREMENT SYSTEM 
Residential electric systems in Canada employ two electric 
lines which are used to supply the loads at 120V 160Hz or at 
240V 160Hz according to the type of load and respecting the 
international and local standards [28], [29]. The baseboard 
heaters, water heaters, oyen electric ranges and clothes dryers 
are normally wired at 240V and the other pluggable 
appliances at 120V. Fig. 1 illustrates a block diagram of the 
proposed measurement system for a typical 240V residential 
installation, where the two main currents and the two voltages 
are measured at the electric panel level. Conditioning and 
analog-to-digital converters (ADC) are employed to convert 
the measured signais into the digital information sent to the 
FPGA-based computing core. The power and admittance of 
each line are computed by means of a Multiple Variable 
Frequency Adaptive Linear Neuron with Frequency Locked 
Loop (M-VF-ADALlNE&FLL) [24] , [30], which permits to 
obtain, in real-time, the harmonic decomposition of current 
and voltage signais, 
() 
~I {W(2n+l,k)cOS(nCùkTs) 
y(k)=Wd k+L,. () (1) 
C 1/=0 + W 2n,k sin(nCùkTs ) 
where W"c and W are respectively the DC and the orthogonal 
components of the measured alternating signal y at the k 
instant denoted as y(k). The harmonic decomposition for each 
power line can be useful to better identify a specific load From 
others with similar fundamental power characteristics (P and 
Q); e.g. in reference [8] the total active and reactive power and 
the total harmonic distortion (P, Q, and THD) are used for 
clustering purposes. 
The proposed computing core, as detailed in Fig. 1, 
comprises the following structures: four Weight Vector 
Updating (WVU) blocks with one pair per voltage line 
(voltage and cUITent); one Frequency Locked Loop (FLL) fed 
by the WVU of the voltage line 1; and one Variable 
Frequency Direct Digital Synthesizer (VF-DDS) [24]. The 
apparent fundamental power of line 1 (Su), at the k instant, 
can be computed From the orthogonal components of voltage 
and CUITent as follows, 
where VLl and ILl subscripts refer to the voltage and the 
CUITent components of line 1 respectively. Similarly, it is 
possible to compute the apparent power of line 2 (Su). The 
total power of the residential system is th en the result of the 
addition of the two individual powers (S=SLI+SL2). The 
admittance components (conductance Gand susceptance jB) 
of each line, at the k instant, can be determined by using the 
orthogonal components of fundamentals voltage and current 
as follows, 
WVL1 (O,k)· ~LI (O,k) + WVLI (I,k)' ~LI (l ,k) 
GL1(k) = 2 2 (3) 
WVL1 (I ,k)+WvLI (O,k) 
. _ ,{WVL1 (l,k)' ~LI (O,k) - WVLI (O,k)· ~LI (l,k)} 
jBL1(k)-j 2 2 (4) 
WVL1 (l,k)+WVL1 (O,k) 
Admittance information can be used directly as the input of 
the event detection algorithms or transformed into a 
normalized power (PNORM) by using 
(5) 
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where ~ exponent depends on the nature of the load. 
Considering that in our case the most important residential 
loads are the space heating systems by baseboards and due to 
their resistive nature ~ can be assumed as 2. In this work, ail 
analysis are carried out using admittances instead of 
normalized powers. 
Fig. 1. Simplifïed diagram of the FPGA implementation of the Smart 
Measurement System for Non-intrusive load monitoring. 
1/1. R EAL-TIME ADMITTANCE ANALYSIS FOR NON-INTRUS IV E 
LOAD MONITORI NG 
Admittance analysis includes the following functions: low 
pass tiltering, events detection, clustering, admittance 
mapping and signal reconstruction. 
A. Low passfiltering 
The admittance information, obtained From the M-VF-
ADALlNE&FLL structure, is passed through a low pass filter 
bank. This filter bank counts with four-channels; two for each 
line admittance (conductance and susceptance), which is 
implemented by using 
smeaik) = ,1 . sin(k) +(1- À)smean(k -1) (6) 
where À. permits to detine the time constant (1:) of the low pass 
tilter with a sampling period (Ts). 
(7) 
The time constant (1:) of the filter bank must be set 
"cautiously" considering the possible switching frequency of 
the measured loads, e.g. base board heating systems with 
electronic thermostats work with cyc\ing periods of 15 or 20 
seconds with a minimal dut y cycle near to one second (in 
sorne cases sub-second). Thermostats employed in central 
HY AC systems typically use heating periods varying between 
5 and 15 minutes. Trons, toaster-ovens, and stoves use 
thermostatic controls with ON/OFF periods under 30 seconds. 
Other appliances have cycles of several minutes or hours . 
Considering the switching frequency and the minimum 
pulse width of baseboard heaters, it is reasonable to use a filter 
frequency higher than 10Hz (1:< IOOms); the use of a lower 
frequency can eliminate important information resulting in a 
high number of events overlapping or misinterpretation and 
consequently an inaccurate disaggregation . 
B. Online events detection 
Events detection can be achieved online by comparing the 
instantaneous and the mean values (filtered) of the 
conductance and susceptance; Fig. 2 illustrates the events 
detection logic for the conductance of tine 1 (GLI ); the outputs 
of this logic are the indication of the positive and the negative 
events (GLI-PE and G LI -NE) and the event waveforms (GLI -PE-w F 
and GLI -NE-WF). The thresholds Su and SL can be defined 
considering the characteristics of the measurement system and 
the minimally detected conductance (or susceptance) 
variation, so SL must be higher th an the measurement error and 
Su must be lower than the minimal variation to be detected. 
The waveforms and event state can be employed to establish 
the peak value (vppand VNP), the steady state (vsp and VSN) and 
the duration (VDP and VDN) of each detected positive and 
negative event. This information can be used for transient 
analysis which permits to obtain better performances than 
steady state NILM techniques [23] . 
Fig. 2. Simplified diagram of the proposed structure for event detection 
(conductance of line 1). 
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C. Clustering Finite State Machine 
ln the implemented approach, each event is analyzed online 
by means of a Clustering Finite State Machine (C-FSM) and 
an "admittances ' map" implemented in Random Access 
Memory (RAM), only using the steady state infonnation of 
the positive and negative events. The admittances' map 
contains the information of the already detected loads. At the 
first system start-up (at installation), the map is empty and is 
progressively updated by the C-FSM. The updating is made 
with the information of the detected events. The value of 
admittance itse lf and its actual state are the information for 
each entry. The actual state represents the number of active 
loads with similar admittance; e.g. two or more baseboard 
heaters with same rated power and located at a comparable 
distance from the electric panel can be c\assified in the same 
entry like similar admittances. 
The C-FSM operation can be summarized as follows: 
• [dIe state: the FSM is waiting for events. 
• Pre-event computation: if one event is detected the actual 
" total admittance" ( ê and Ê) is computed From the 
"admittances' map" information and using 
M 
ê = L g(i)· s(i) (8) 
i=1 
M 
Ê = L b(i) . s(i) (9) 
i=1 
where g(i) and b(i) are the registered mean values of 
conductance and susceptance, sri) is the actual state of the 
entry i; and M is the total number of detected loads with 
different admittance characteristics. 
• Event search: the value of the detected event (Vi") is searched 
in the "admittances' map"; if it is found, it is registered in 
the map if the admittance related to the event is already 
reg istered in the map, then an "updated state" (su) and an 
"updated value" (vu) are generated according to the "event 
state" (Si") and the "registered value and state" (v and s); 
else, in the case that the admittance of the event is not found 
in the map, a "new entlY" is appended to the map. 
{
Vi" 













where O<a< 1 is the updating factor of the reg istered value. 




where vS? and VSN are the steady state va lues of the positi ve 
and negative events respectively; sign(a) yields + 1 if a is 
positive and -1 if a is negative. Lt is to remark that the 
structure of the event detection provides only one event at a 
time, and the event detection is only enabled during the " ldle 
state" of the FSM . 
• Admittance Map update: the "admittances' map" is updated 
with the new values and with the states VII and Sil' 
• Post-event computation: the "total admittance" is again 
computed in order to obtain the new estimated value of the 
aggregated admittance using (8) and (9). 
D. Disaggregated cycles and signal reconstruction 
The information of each Admittance Map entry permits to 
generate online the operation cycles of a detected load i, using, 
ê(i) = g(i) . sei) 
â(i) = b(i) . s(i) 
( 14) 
(15) 
The total admittance is reconstructed using (8) and (9), and 
is constantly compared with the measured one. Ail the 
information is sampled, formatted and transferred to the user 
interface for analysis and post-processing. This work does not 
consider the modeling and labeling of di saggregated loads. 
LV. EXPERIMENTAL V AL IDATION 
The proposed measurement and admittance analysis system 
has been implemented in FPGA development board Nexys-4 
[31] equipped with an Artix-7 device (XC7A IOOT-
1 CSG324C). The prototype of the measurement system is 
illustrated in Fig. 3, which includes: the current and voltage 
sensors, the conditioning circuits, the analog-to-digital 
converters, and the communication ZigBee module. This 
version of measurement system permits to transfer the 
information to a LabVlEW application or to a 
MATLAB/Simulink-Xilinx interface using the USB port or 
the ZigBee communication ports. The main characteristics of 
the implemented system are li sted in Table Il. 
A. FPGA implementation 
Ail functions of the proposed system have been embedded 
m an Artix-7 FPGA as mentioned before. Xilinx ISE 
Foundation has been employed to generate the bitstream file 
corresponding to the main structure of the admittance analysis. 
As summarized in Table Ill, the implemented system uses 9% 
of available slices registers and 2 1 % of slice LUTs of the 
targeted device (XC7 AI OOT-l CSG324C); the remammg 
resources could be used to implement additional features or 
more complex algorithms. 
B. Comparing measured and normalized power 
Experimental tests have been carried out by using a 240V 
baseboard heater (controlled by an electronic thermostat) and 
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a portable heater in order to illustrate the difference between 
the normalized power (From conductance and equation 5) and 
the measurement PNORM and PMES. ln the first test, the 
baseboard heater is controlled by a commercial e lectronic 
thermostat with a heat ing period of 15 seconds. 
Measurement system 
Ct 24OV/ZOOA panel 
Fig. 3. A prototype of deve loped measurement system installed at the 
Hydrogen Research Institute. 
TABLE 1. MAIN CHARACTERlSTICS OF THE IMPLEMENTED 
MEASUREMENTSYSTEM 
Description (units) Value 
Embedded system 
FPGA device XC7 AI OOT -1 CSG324C 




Analog-to-digital converters (ADC) 
Salllple time of ADC (ilS) 
Voltage and current analysis 
Number of ana lyzed harmonics 
DDS sample time - TO (ilS) 
Number of im plemented WVU-TO 
WVU-TO learning facto r 
FLL gain GFLL 
FLL sampling period - TFLL ÜlS) 
FLL error threshold - eMIN 
FLL sliding window period -TSW (ms) 
Events detection 
Low pass filter time constant '[ (ms) 
Event detection thresholds SU and SL (mS) 
Seria i interface US B-UART bridge 
ZigBee Interface 















Digi XBee 2,4 GHz 
( ImW) 
12bits 
TABLE II. DEV ICE UTILIZATION FOR XC7 AI OOT-I CSG324C 
Logic Utilization 
NUlllber of Slice Registers 
NUlllber ofS lice LUTs 





Used / availablc 
12024 / 126800 
13601 / 63400 
91 / 240 
The voltage, conductance, and powers have been 
measured/computed during one houT. The second test was 
carried out, in the same way, using the portable heater (always 
on during the test). The measured and the normalized powers 
(From the estimated conductance) versus voltage are plotted in 
Fig. 4. As expected, the results show that the normalized 
power is a more voltage-independent signal (immune to 
voltage fluctuations) and consequently better adapted for 
events detection. According to Fig.4-a, the same baseboard 
shows a steady state value varying within a ±3,5W margin 
when normalized power is employed; this variation margin is 
±13.5W for the measured power wh en voltage varies from 
235 .25V to 239V. Similar behavior is observed with the 
portable heater (Fig. 4-b), where the voltage varies from 229V 
to 234V and the margins are ±12.5W for normalized and 
±14.5W for measured powers (voltage varies between 230 and 
234 V). Evidently, it is a real advantage if a steady state 
analysis is used for the clustering of events. It is to remark that 
a low variation of power among detected events from the same 
load enables the creation of clusters with a small radius. This 
characteristic permits a more accurate load identification 
taking into account that the international standards define the 
acceptable limits of voltage variation between 88% and 110% 
of the nominal value (e.g. 221 .2 - 264V for a 240V system) 
[29]. This means that in the worst case, and neglecting the 
thermal and aging effects of the load, the measured power of a 
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Fig. 4. Plots o f nonnali zed (From the estimated conductance) and 
measured power o f a) baseboard heater and b) portable heater. 
Experiments span one hour. 
C. Laboratory tests with conventionalloads 
Laboratory tests have been carried out using commercial 
loads. The following loads have been employed in the tests: 
two 120V portable heating systems (800 and 1000W) and 
120V commerciallight bulbs (one of200W, two of 100W and 
two of 60W). Fig. 5 shows the experimental results of 22 
events within a period of 240s. Fig. 5-a and 5-b present the 
measured and the estimated total conductance during the test 
period and a zoom-in between 105 and 140s; the number of 
estimated working loads is presented in Fig. 5-c; and the 
desegregated information of each operation cycle of the seven 
700 
loads is presented in Fig. 5-d. In this test, ail the events have 
been correctly classified and ail of the estimated operating 
cycles correspond to the ones imposed to each load. 
O.14 r-r--,------,----,-----,------,-----,,--,---==:::r---.-, 
0. 12 






















100 120 140 160 180 200 220 240 
Tnne(s) 
(a) 
liS 120 125 130 140 
TUDC(s) 
(b) 




~ . _._ . - . -_ . _ . - . _ . -.-.-.-.-.-.- . -.-.-.- . -.-.-.- . -.-.- . - '1 
0.06 
! i 
1 • •••• 800W ponable healer 1 . 
................... i _.- lOOOW port.ble he ..... 2 ' .......... 1 : 
1 ~~~~~;~" i 0.02 
o 40 60 80 100 200 220 240 
Fig. 5. Experimenta l results o f a) measured and reconstructed 
conductance; b) zoom·in o f measured and reconstructed conductance; c) 
estimated number of working loads and d) disaggregated conductance . 
System with seven manually switched loads. 
V. CONCLUSION 
This paper proposes a real-time admittance analysis system 
used for on-line non-intrusive load monitoring. The proposed 
embedded structure includes the voltage and current analysis 
by means of M-ADALlNE&FLL, the events detection 
algorithms, and the admittances mapping. 
The proposed system has been implemented in FPGA for 
the experimental validation in a laboratory test bench using 
conventional loads. The main advantages of the real-time nOI1-
intrusive load monitoring system based on the admittance 
analysis proposed in this work are: 
Ali functions are embedded in a sole digital processor 
enabling high-frequency ana lysis and more accurate 
events detection compared with commercial systems; 
The admittances' map is built on-line from the detected 
events and no infonnation about the number and type of 
loads is required in advance; 
Additionally to the on line load monitoring capabi li ty, the 
proposed system includes local user interface and 
communication ports looking forward to a smart energy 
monitoring and home energy management functions. 
CUITent works include 1) the test of the proposed system in an 
occupied house, and 2) the update of the system enabling the 
measurement of other variab les (e.g. room temperature and air 
moisture) and the control of some thermostatically controlled 
loads a llowing the implementation of Home Energy 
Management strategies. 
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A-S Modélisation du confort 
Dans l'évaluation d'un modèle de bâtiment le paramètre d'occupation est très important à 
considérer. Également l'évaluation de l'environnement intérieur tel que perçu par les êtres 
humains. La norme ASHRAE 55 [108, 119] précise la méthode pour mesurer et évaluer 
l'ambiance thermique « idéale» pour atteindre l'état idéal de l'esprit pour déterminer une 
étiquette de confort acceptable et neutre. 
Le vote moyen prévisible PMV ( pour Predictive Mean Vote) et le pourcentage prévu des 
insatisfaits PPD (pour Predictive Percentage of Dissatisfied) introduits par Fanger [108, 140] 
et adoptés par l' ASHRAE, établissent une prévision quantitative du confort. En effet, la norme 
définit par équations, l'équilibre thermique entre le corps humain et son environnement. Ces 
équations établissent alors, des paramètres physiques qui dans l'environnement thermique 
tiennent compte de la température de l'air, de la température radiante moyenne, de la vitesse 
relative de l'air et de la pression de vapeur dans l'air ambiant; ainsi que les paramètres tels 
que le niveau d'activité et la résistance thermique des vêtements qui sont plus directement pris 
en compte dans l'équilibre thermique du corps et de la sensation thermique pour obtenir une 
perception de neutralité thermique. 
Le facteur de température intérieure du bâtiment varie selon la différence de température à 
l'intérieur du bâtiment et l'extérieur. Pendant l'hiver la température intérieure des différentes 
surfaces à l'intérieur de la maison comme le toit, les fenêtres, les murs est toujours inférieure 
à la température de l'espace intérieur. Pour l'été la température de réglage idéale considérant 
le confort des habitants est autour de 75 ou 78 OF (23.9 ou 25.6 OC). En pratique, il peut y 
avoir une tolérance de ±2 à 3 OF (± l.1 - l. 7 OC) qui est considérée acceptable en termes de 
confort [108]. En termes de sensation, le confort thermique est décrit comme une sensation 
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T ABLE A-l Niveaux de sensation thermique [140]. 
La température opératoire Ta est un indicateur du confort thermique du corps humain dans 
son ensemble et qui tient compte de la température de l'air, du rayonnement thermique moyen 
et de la vitesse de l' air (0.15 à 0.2 mis). La température opératoire varie selon la saison (hiver 
ou été) ainsi influencée par la tenue vestimentaire. À un taux d ' humidité relative de 50 %, ces 
températures se retrouvent entre 23 et 26 oC en été, et entre 20 et 23,5 oC en hiver. 
L'indice de perméabilité à l'humidité im indique la perméabilité à l' humidité de l'habille-
ment. Selon l'ASHRAE, pendant l' hiver, la zone de confort est basée sur une isolation de 
0.9 cio y compris pantalons lourds, chemise à manches longues et veste. Les limites de la 
température sont normalement définis entre 74°F (23.3°C) et 64°F (17.8°C). Ainsi, la vitesse 
de l 'air à l ' intérieur de la maison, pendant l ' hiver est supposée de moins de 30 pieds par 
minute (0.15 mis) . 
L' humidité relative minimale est considérée acceptable pendant l'hiver entre 30 et 40% étant 
donné que l'humidification de l'ambiance produirait plus de consommation d 'énergie et de la 
condensation de la vapeur d 'air sur les surfaces froides. Pendant l' été l' humidité intérieure 
peut varier entre 50 et 60%. 
Les équations du PMV et du PPD sont définies comme suit selon [140, 145] : 
où 
PMV = (0.303e -2. 100M +0.028) . {58.15 x (M - W) 
- 3.5 X 10- 3 . [5733 - 406.7 (M - W)] - Pa 
- 24.42 X [( M - W ) - 1]- 10- 3 . M (5867 - Pa) 
- 0.0814· M x (34 - ta) 
- 3.96· 1O- 8tel X [(tcl + 273)4 - (tel + 273)4] 
- iel . he' (tcl - ta)} 
tel =35.7 - 1.628 (M - W) 
- 0.155· Icl{3 .96 X 10- 8 iel [(tel + 273)4 - (tel + 273 )4] 
+ iel . he (tel - ta)} 
{
2.38(tcl -ta)O.25 SI 
he = 
12.1JV; SI 
(tel-ta)O.25 > 12.1 JV; 
(tel - ta)O.25 < 12.1 JV; 
Pa = 610.78 X exp ( ta X 17.2894) X RH 
ta+238.3 
M = taux métabolique [Btu/h . ft2 (W/m2)] ; 
W = travail externe (typiquement=O); 
Ici = indice de perméabilité à la vapeur d 'eau du vêtement [cIo]; 
tel = température de la surface externe du vêtement; 







Pa = pression de vapeur d'eau dans l'air inspiré [kPa]; 
ta = température de l'air; 
he = coefficient d'échange convectif, W/m2.K. 
Var = vitesse relative de l'air [mis]; normalement entre 0 - 1m1s 
RH = taux d'humidité. 
1 cIo = 0.155m2KfW 
Icl varie normalement entre 0 - 2 cIo (0 - 0.310 m2KfW). 
La surface moyenne, définie par la formule de Du-Bois, du corps humain est d'environ 1,8 m2 
(19,4 pi2). La chaleur métabolique totale pour un corps moyen peut être calculée en multipliant 
avec la surface. 
En tenant compte de cela, et selon l'analyse réalisée par Fanger le vote PPD (Indice de 
pourcentage prévu des insatisfaits), par rapport au confort thermique, lorsque PMV = 0 
correspond à un 5% et PMV = ±1 est autour 27%. 
Les calculs du confort thermique considèrent les paramètres selon le tableau du taux métabo-
lique de l'être humain selon l'activité, le Tableau A-2 et selon la tenue vestimentaire tel que 
présenté par le Tableau A-3 : 
TABLE A-2 Taux métabolique du corps humain selon l 'activité 
Activité [W/m2] W [Btu/hr] [Met] 
Dormant 46 83 282 0.8 
Assis détendu 58 104 356 1.0 
Debout au repos 70 126 430 1.2 
Activité sédentaire 70 126 430 1.2 
Travail domestique* 100 80 64 1.7 
*rasage, lavage et habillage 
L' implémentation du code en MATLAB, a donné comme résultats la Figure A-l et Figure 
A-2 en 3-D pour un plage d'humidité entre 20 et 70%. Les paramètres du métabolisme, M et 
le taux d'habillement Ici ont été définis pour les conditions du jour, c'est-à-dire légèrement 
TABLE A-3 Habillement 
Habillement 
Culottes, T-shirt, shorts, chaussettes légères, sandales 
Slip, chemise à manches courtes, 
pantalon léger, chaussettes légères, chaussures 
Culottes, jupon, bas, robe, chaussures 
Sous-vêtements, chemise, pantalon, chaussettes légères, 
chaussures 
Culottes, chemise, pantalon, veste, chaussettes, chaussures 
Culottes, bas, chemisier, jupe longue, veste, chaussures 
chemise, pantalon, veste extérieure lourde et matelassée 
et salopettes, chaussettes, casquettes, gants 
Sous-vêtements à manches longues et jambes, chemise, pantalon, 
Pull à col en V, veste, chaussettes, chaussures 
Sous-vêtements à manches courtes et jambes, chemise, 






















habillé et en activité sédentaire, et pour les conditions de soir, comme par exemple, bien habillé 
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(a) Conditions diurne. 
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(b) Conditions nocturne. 
FIGUR E A-l Variations de température en fonction des conditions d ' habillage et métabolisme 
diurne et nocturne. 
Tel qu 'on peut remarquer comparant les deux figures c'est la température de confort qui varie; 
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(a) Conditions diurne. (b) Conditions nocturne. 
FIGURE A-2 Variations de humidité et température en fonction des conditions d' habillage et 
métabolisme diurne et nocturne. 
À titre d'exemple après l'implémentation en MATLAB, la Figure A-3 montre l' évaluation 
du confort à travers la température intérieure mesurée, pour deux différents pourcentages 
d'humidité considérant la maison d'étude No. 1 pendant une période d'une semaine. L'étude 
du confort nous permet de déduire qu ' à partir de 12% il est possible que la sensation de confort 
commence à se dégrader. Afin d' identifier le fréquence de sensation d'inconfort la Figure A-4 
présente l'histogramme pour la même période d' évaluation. Comme les résultats le montrent 
pour la maison analysée la plupart de temps le niveau de confort est acceptable sachant que 
les seuils d'acceptation du PPO sont: 
PPD < 20% = niveau typique ; 
PPD < 10% = niveau exigeant. 
C'est bien de remarquer que la maison en évaluation date de 1954 et a un niveau d'isolation 
inférieur aux normes en vigueur, de ce fait il est plus probable d' avoir des périodes de sensation 
d' insatisfaction pour les occupants. 
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FIGURE A-4 Histogramme d'évaluation du confort pour deux différents pourcentages d' humidité 
relative HR ; M= 1 ; Icl= l .5clo. 
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A-6 Méthodes méta-heuristiques 
Cette section se concentre sur l'étude des méthodes méta-heuristiques pour résoudre des 
problèmes multi-variables ou multi-objectifs. Dans ce sens, quatre méthodes méta-heuristiques 
ont été sélectionnées: le Recuit Simulé, la Recherche Tabou, les Algorithmes Génétiques 
et l'Optimisation d'Essaim de Particules. Ces méthodes ont été explorées en considérant 
l'évaluation de fonctions de test complexes où l'espace de solution a n dimensions. Cette 
analyse a fourni des informations utiles qui ont aidé dans le choix de la meilleure méthode 
d'optimisation qui tient compte de la performance et de la complexité de la fonction de coût 
avec ces caractéristiques ainsi que de la complexité de la méthode elle-même. 
A-6.1 Recuit simulé 
Avec son nom en anglais Simulated Annealing (SA), cette technique est essentiellement basée 
sur l'observation dans les procédés métallurgiques pour obtenir un alliage sans défauts en 
alternant les cycles de chauffage et le refroidissement lent des métaux. Son principe consiste 
à explorer de manière itérative l'espace des solutions. L'organigramme représentant cet 
algorithme est présenté à la Figure A-S. Comme illustré, une solution aléatoire Sol(i ) est 
générée comme solution potentielle à chaque itération i , avec cette solution la fonction de 
Coût Cost(i) = F(Sol(i)) est évaluée et utilisée pour appliquer le critère de Metropolis défini 
par l'équation (A-29). Ce résultat est comparé à un nombre aléatoire pour définir si la solution 
potentielle devient la nouvelle solution optimale SOPT . 
[ 
- (F(SOPT) - cost(i))] 
ap = exp T (A-29) 
Ce processus est répété N fois, jusqu'à ce que la température T, qui est réduite à chaque 
itération N par le facteur a, reste supérieure à un minimum TMlN. Ainsi, le nombre total 
de cycles d'évaluation dépend des paramètres: 'F{NlT (température au démarrage), TMlN 
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(température minimale), ex (coefficient de réduction compris entre 0 et 1), et N (nombre 
d'itérations). Le nombre total de cycles de l'algorithme NSA peut être défi ni selon l'équation 
(A-30). 
[










FIGURE A-S Organigramme de Recuit Simulé (SA). 
A-6.2 Recherche Tabou 
Avec son nom en anglais Tabu Search (TS), cet algorithme d 'optimisation, comme illustré 
dans la Figure A-6, commence par une solution initiale s générée aléatoirement d'un ensemble 
de solutions locales. Un nombre N d'itérations permet de chercher une meilleure solution dans 
un voisinage généré aléatoirement, où chaque candidat voisin est situé dans un rayon défini 
par dn ; en d'autres termes, la distance entre chaque voisin et la solution réelle est inférieure à 
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dn · Ainsi, chaque solution potentielle dans le voisinage permet d'évaluer la fonction de coût F. 
La solution qui améliore la valeur de F est conservée et incluse dans le Tabu List qui a une 
longueur maximale L. À chaque itération, l'algorithme cherche de nouvelles solutions autour 
du voisinage de la meilleure solution en éliminant les solutions précédemment incluses dans 
le Tabu List. La fonction de coût doit être évaluée, N· TI times, où N est le nombre d'itérations 
et TI est le nombre de candidats voisins. 
Start 
FIGURE A-6 Organigramme de Recherche Tabou (TS). 
A-6.3 Optimisation par essaim de particules 
L'optimisation par essaim de particules est une autre méthode méta-heuristique; coopérative et 
intelligente qui est basée sur le comportement naturel de nombreux essaims d'individus comme 
les abeilles, les fourmis et les oiseaux. L'algorithme doit être initialisé par une population 
aléatoire de particules. Chaque particule initialement avec une position et une vitesse aléatoire 
représente une solution potentielle à travers l'espace du problème. Les particules ont de la 
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mémoire et chaque particule conserve une trace de : 1) sa position px et sa vitesse pv actuelles, 
et 2) sa meilleure position précédente PXbest et sa fonction (F(PXbest)) associée ou qui s'aj uste 
mieux (fitness) à PXbest. Dans l 'essaim il y a un nombre P de particules et la meilleure, qui 
signifie celui avec le plus grand fitness ou meilleure position par rapport aux autres est la 
meilleure globale du groupe gXbesl' À chaque itération k, l'objectif consiste à accélérer chaque 
particule de l'essaim vers la meilleure position individuelle PXbesl et simultanément jusqu ' à 
avoir la meilleure position de l'essaim gXbesl' Un organigramme simplifié de l'algorithme 
PSO est représenté sur la Figure A-7 . Le processus de mise à jour de la vitesse de chaque 
particule est couramment accompli au moyen de l'équation A-3I. Les paramètres CI et C2 sont 
respectivement liés aux composantes cognitives et sociales des particules dans l'essaim, le 
nombre aléatoire (rnd(-)) introduit un comportement chaotique au mouvement des particules 
comme dans le comportement naturel des essaims. 
pv (k) = pv (k - 1) 
+ CI x rnd ( .) X (pXbesl (k - 1) - px (k - 1)) 
+ C2 x rnd ( .) X (gxbesl (k - 1) - px (k - 1)) 
px(k) = px(k - 1) + pv(k) x !::.t 
(A-3 1) 
(A-32) 
où le terme !::.t est la vitesse de convergence normalement fixé entre 0 < !::.t ~ 1. La meilleure 
position de chaque particule est mise àjour par l'équation (A-33). 
px(k) 
PXbest (k) = 
PXbest (k - 1) 
Si 
F(PXbest(k - 1)) < F(px(k)) 
Sinon 
(A-33) 




F(gXbest(k - 1)) < F(px(k)) 
Parameters 
Initialization 
Update of velocities of particles 
Update of positions of particles 
Update of cost function 
Update of best particles 
position of the group 
n=n+l 
Sinon 
FIGURE A-7 Organigramme d ' Optimisation par essajm de particules (PSO). 
A-6.4 Implémentation, comparaison et choix de l 'algorithme d 'optimisation 
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(A-34) 
Les méthodes présentées précédemment ont été codées dans MATLAB et comparées pour 
vérifier leurs avantages concernant les performances et la complexité. Le Tableau A-4 présente 
les principaux paramètres utili sés pour chaque méthode évaluée. Ces paramètres ont été choisis 
afin d'obtenir des résultats similaires. 









OPTIMISATION PAR ESSAIM DE PARTICULES 
Population des particules, nombre d'itérations 
Composante cognitive, Composante sociale 




Coefficient de réduction, nombre d'itérations 
RECHERCHE TABOU 
Nombre de voisins, Nombre de itérations 
Distance maximum entre voisins normalisé 
Taille maximale de la liste Tabu 












Nous avons choisi trois fonctions d'évaluation [146- 148] qui comportent plusieurs optima 
locaux (minima ou maxima) pour évaluer les méthodes d'optimisation SA, TS et PSO visant 
des applications avec fonctions de coût complexes. Parmi les fonctions choisies la prerllière et 
la seconde sont la fonction d'Ackley et la fonction Rastring dont les définitions numériques 
pour les dimensions d peuvent être trouvées dans [148] et montrées par les équations A-35 et 
A-36. 
F(x) = -a exp (-b ~ Êxi) 
(A-35) 
- exp (~it cos(c -Xi)) +a+exp(l) 
où les valeurs de paramétrés recommandées sont a = 20, b = 0.2 et c = 2n. Nous avons utilisé 
d = 1 pour faciliter la comparaison des méthodes. 
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d 
F(x) = lOd + L (xT - lOcos(2nxi)) (A-36) 
i= l 
où d est la dimension de la fonction. 
La troisième fonction de test est le Griewank avec une modification tel que définie dans 
(A-37). Cette modification représente un défi plus important pour la solution d'algorithme 
d'optimisation. 
( Xi ) d XT d cos Vi 
F(x) = L - - il-----'-:-~ 
i= 14000 i= l 1 + IXil 
(A-37) 
Les trois méthodes d'optimisations étudiées ont pour but de minimiser la fonction objectif. Les 
trois méthodes commencent avec la même initialisation aléatoire. Les résultats plus importants 
sont montrés par la suite. D'abord les résultats des trois méthodes évaluées avec la fonction 
Ackleys sont présentés dans la Figure A-8, ceux obtenus avec la fonction de Rastring sont 
présentés dans la Figure A-9. Ici on observe, que les trois méthodes obtiennent le minimum de 
la fonction alors qu'elles commencent avec la même solution potentielle initiale. 
Les résultats de la fonction Griewank sont illustrés sur les Figures A-lO; dans cet exemple 
particulier, il est à remarquer que l' algorithme PSO présente la meilleures performance. 
Ensuite, sur les Figures A-Il, nous avons rassemblé les résultats d'erreur évaluant le SA, TS et 
pso en exécutant 5000 fois les fonctions de test définies précédemment. Comme le montrent 
les résultats, la distribution de l'erreur démontre une meilleure performance pour l'algorithme 
pso, toujours moins de 4% ; même pour la fonction Griewank modifiée qui présente plus de 
défi parmi les trois fonctions évaluées. Il est important de souligner selon les résultats, que les 
trois méthodes d'optimisation permettent d'obtenir une solution proche des optima globaux; 
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FIG URE A-8 Résultats de minimisation de la fonction Ackleys utilisant SA, TS et PSO. 
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(c) Optimisation par essaim de particules 
FIG URE A-9 Résultats de minimisation de la fonction Rastring utilisant SA, TS et PSO. 
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FIGURE A-l 0 Résultats de minimisation de la fonction Griewank modifiée utilisant SA, TS et 
PSO. 
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Cc) Évaluation avec la fonction Griewank 
FIGURE A-Il Résultats de la minimisation et de la distribution d'erreur à ID sur 5000 tests des 
fonctions de Ackley, Rastring et Griewank modifiée au moyen de SA, TS et PSO. 
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La performance de la méthode PSO a été évaluée à multiples reprises sur différentes fonctions 
de coût plus complexes tel que sera montré par la suite. En premier lieu nous montrons les 
résultats après avoir exécuté 100 fois la fonction d'Ackleys pour tester la convergence de 
l'algorithme où le maxima ou la solution optimale est 14.29. On a constaté que la relation 
minimale entre le nombre de particules versus le nombre d'itérations (PIN) est 20/20 (A-12b). 
On peut également souligner que même si la meilleure option de toutes les six montrées 
sur la Figure A-12 correspond à P=40 et N=40 (A-12g), le pourcentage d'erreur est autour 
de 1.7%; et à partir de la relation 30/30 la moyenne est toujours proche du maximum. Ces 
résultats prometteurs pour le cas d'application ont été décisifs pour les choix de l'algorithme 
d'optimisation. 
Avec plus de défi, nous avons testé les fonctions Ackleys, Rastring et Griewank avec PSO 
pour l'optimisation 2D avec N = 40, P = 40 où on cherche le minimum dans l'espace de 
recherche. Les autres paramètres restent tel qu'utilisés pour l'optimisation ID comme présenté 
dans le Tableau A-4. Les résultats, présentés sur la Figure A-13, montrent que l'objectif de 
minimisation est atteint dans tous les cas et avec une faible erreur. 
Un test final de la méthode PSO a été réalisé, cette fois-ci en utilisant les trois fonctions de test 
pour une évaluation 5000 fois dans la minimisation et les résultats sont montrés par la Figure 
A-14. Comme prévu, la méthode PSO fonctionne mieux pour les fonctions de test classiques 
(Ackleys et Rastring). Cependant, même avec la fonction Griewank modifiée, l'erreur de 
distribution est toujours inférieure à 4%. 
En prenant en compte les performances obtenues avec PSO pour les différentes fonctions de 
test présentées, nous avons choisi cette méthode et l'avons utilisée pour la fonction objectif 
qui considère le confort et la pointe de consommation. 
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FIGURE A-12 Résultats des validations d 'exécution de lOO fois la méthode PSO avec la fonction 
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FIGURE A-13 Exemple de minimisation des fonctions 20 avec PSO 
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FIGURE A-14 Distribution de l'erreur utilisant PSO pour la minimisation des fonctions 20. Total 
de tests réalisés = 5000. 
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A-7 Système d'émulation de bâtiment 
L'article de journal suivant porte sur le système d'émulation de bâtiment proposé. 
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Real-time Emulation of Residential Buildings by 
Hardware Solution of Multi-Iayer Model 
Cristina Guzman, Student Member, IEEE, Kodjo Agbossou, Senior Member, IEEE, 
and Alben Cardenas, Member, IEEE 
Abstract-Building modeling and consumption analysis take 
vast importance in smart grid applications. Particularly the mod-
els of residential buildings in Nordic countries, where multi-Iayer 
slabs are mandatory to meet energy efficiency requirements, the 
modeling task becomes challenging. In fact, the complexity of the 
detailed model rises as the number of layers and thermal zones 
increases. This situation Iimits in sorne cases the implementation 
of model-based predictive control where the computation time for 
the execution of the model must be as short as possible to achieve 
optimized loop time performance. In this perspective, this paper 
proposes the development of a modular, accu rate and flexible 
real-time multi-zone and multi-Iayer building emuJation system 
representing the dynamic thermal-electric behavior of residential 
buildings. The proposed Hardware Implementation Architecture 
(HIA) includes space and water heating systems, as these are 
main consuming loads in Nordic countries. The emulation system 
can perform in accelerated simulation or in real-time modes, 
for one building or for a virtual park of buildings. Experimen-
tai validation using measurement data of occupied Canadian 
buildings with different insulation characteristics and using a 
Hardware-in-the-Ioop configuration has permitted to corroborate 
the usefulness of the proposed emulation system. 
Index Terms-Real-time systems, Building Modeling, Field 
programmable gate arrays, Space Heating. 
1. I NT ROD UCTION 
N OWADA YS one of the major challenges for uti Iities is to improve the energy efficiency at ail levels so as to 
meet a growing end-user demand. Significant changes have to 
be made in the future smart grid context, changes which must 
be supported by innovative monitoring technologies as weil as 
by advanced control and management strategies [1]-[3]. 
A key element, at the end user level , is the integration of 
home energy management systems (HEMS) and demand side 
management (DSM) s tr~tegies, so as to support the power 
requirements of users while minimizing the stress of the grid 
[4]-[6]. The implementation of optimal real-time control for 
energy management requires, as an essential prerequisite, the 
accurate modeling of the building dynamics [7]-[10]. A com-
plete building modeling for these purposes, DSM or HEMS, 
should include the main controllable loads, which in Nordic 
countries are represented by the space and water heating 
systems. Particularly in Canada such thermostatic loads are 
responsible for about 80% of residential energy consumption 
This work was supported in part by the LTE-Hydro-Québec, and the Natural 
Sciences and Engineering Research Counc il of Canada. 
C. Guzman, K. Agbossou and A. Cardenas are with University of Québec 
al Trois-Rivières, QC, Canada Ce-mail: Cristina.guzman, Kodjo.agbossou, 
Alben.cardenasgonzalez@ uqtr.ca). 
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[11] , [12] , and are suitable for energy management strategies 
taking into account the important portion of household load 
they represent and because of their intrinsic energy storage 
capabi lity. 
The great challenge, in real-time control app lications, con-
si st in the rapid execution of building models, whose equations 
have to be solved inside predefined prediction horizons or 
time limits. Simulation tool s, such as TRNSYS, GridLAB-
D, EnergyPlus, or DOE Building benchmarks, are excellent 
specialized tools to explore widely the behavior of the build-
ing system [13]-[ 16]. However, the computational time and 
resources requirements are not suitable for control applications 
needing short sarnpling periods. As an example, the com-
mercial software TRNSYS computes the Conduction Transfer 
Function (CTF) coefficients for a time-base which depends on 
the characteristics of the multi-Iayer slabs of the building. If 
the simulation uses a short time step, e.g. Is, the difference 
between time step and time-base, which is normally higher, 
"creates a stair-step effect which becomes more pronounced 
as the difference increases" [13] ; In fact, the CTF-based 
simulator permits to obtain proper simulated response and 
energy balance only if the time-step is equal to or higher than 
the time-base period. Otherwise an interpolation mechanism is 
employed to obtain the transient response between two valid 
samples, but this mechani sm introduces an undesirable bias 
in the form of stair-step. This inaccuracy makes inappropriate 
the utilization of such software solutions in real-time control 
applications requiring a short sampling period, e.g. demand-
side setback strategies typically needing time steps under 1 
minute [13]. 
Usually, simplification strategies are also used to reduce the 
model order, however the compression of complexity affects 
the fidelity of the model [8], [13], [17]. Consequently, such 
strategies would not be adapted, in most cases, for detailed 
control studies or applications. 
It is to be noticed that, for the real-time applications of 
complex building models, a compromise between fidelity, 
speed, and complexity must be met. Accordingly, approaches 
such as semi-physical building modeling based on the thermal-
electric anal ogy, known as RC models, are widely used in the 
literature [18]-[20]. The reason is that thi s kjnd of approach 
permits representing a building considering different levels on 
complexity that depend on the defined number of thermal 
zones and walls layers. Detailed RC models provide high 
fidelity, and permit to describe complex multi-zone building 
structures; however, the speed of solution is directly dependent 
on complexity. Such approaches are th us preferred for their 
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modularity and their flexibility for control and management 
purposes [21]-[23]. To fui fi Il the named characteristics, it 
must be remarked that the complexity of multi-zone models 
certainly increases with the number of thermal zones (or 
rooms), as weil as with the number of defined layers of the 
building elements, and these represent the order of the model 
[4] , [8], [20]. In fact, the order of the model is related to the 
number of storage elements (or nodes), each one associated to 
a thermal capacity and a differential equation or state function. 
Progress in electronics has permitted the emerging of Very 
Large Scale Integration (VLSI) technology which represents 
an interesting option for a complex computation process. 
Specifically, optimal hardware implementation, using Field 
Programmable Gate Arrays (FPGA) or Application-Specific 
Integrated Circuits (ASIC), could meet real-time requirements 
by exploiting the parallel processing and pipelining features 
possible in such technologies [24]-[29]. For example, high-
performance real-time platforms are nowadays proposed and 
commercialized for simulation and rapid prototyping, and, 
lately, are increasingly adopted by industry and academia. 
Such commercial solutions normally comprise hybrid config-
urations combining multi-core (CPU) and FPGA processors 
[30]-[32]. However, their utilization is, in sorne cases, limited 
by the cost or by the available resources. 
This paper proposes a hardware implementation architecture 
(HIA) for a multi-zone and a multi-Iayer description which 
perrnits to reproduce the dynamics of any building with a 
reduction of the burden time or latency and the computational 
cost represented by the resources utilization. More specifically, 
the latency of the hardware implementation is reduced by 
the paralleled disposition of elementary processors (EPs) , and 
the structure of each EP permits to reduce the number of 
arithmetic blocks necessary to solve the equations of high 
complex models. The HIA is a low-cost, high-performance 
solution that, for the rapid and accurate simulation of build-
ing models, will certainly contribute to the deployment and 
implementation of model-based home energy management 
strategies. The proposed architecture permits the real-time em-
ulation as weil as the reconfigurable accelerated simulation of 
building models including individually their high consuming 
thennostatic loads, space and water heating systems. 
The remainder of this paper is organized as follows: the real-
time emulation concept to be applied to residential manage-
ment system is presented in section IL Section III describes the 
modeling approach used to represent the residential building 
including the space and water heating systems. Section IV 
presents the proposed HIA for the real-time emulation and 
accelerated simulation. Section V provides experimental re-
sults, and a discussion part. The conclusions and perspectives 
are presented in section VI. 
IL REAL-TIME EMULATION OF RESIDENTIAL BUILDINGS 
The design of a building emulation system, which is meant 
to run in real-time with short sampling periods, must consider 
the characteristics indicated below: 
1) A dynamic updating of the variables: Ail variables 
should be updated dynamically at each time step. 
2 
2) Transient & Steady State Analysis: The instantaneous 
and mean values of signais (power, energy, temperature) 
must be provided at different sampling rates permitting 
the transient and steady state analysis. 
3) Evaluation of Classic and Optimal Control: The eval-
uation of control and management strategies should 
be available; the iterative execution of the building 
model should permit the implementation of optimization 
strategies within a defined time step. 
4) Interaction with External Devices: The system should be 
able to interact with external devices e.g. sensors and 
measurement systems, thermostats, relays, electric loads 
and communicating devices using different technologies. 
5) Multi-zone Analysis: The data of multiple zones should 
be available for analysis and control purposes. 
Besides the previously mentioned characteristics, the em-
ulation system should offer the option of evaluation of the 
aggregated profile of a virtual park of buildings. This feature 
might allow the analysis of the impact of the local and global 
profiles on the power grid considering a HEM or DSM context. 
As mentioned earlier, the commercial systems proposed for 
emulation are often based on hybrid configurations with multi-
core (CPU) and FPGA processors, and are mostly employed 
for the emulation of power systems [26], [30], [31]. However, 
they could be adapted for the emulation of buildings, but their 
implementation cos t, which is usually very high, depends on 
the definition of the desired performance; which would be 
associated with the number of nodes or masses (or layers or 
equations to be solved) and a minimum achievable sample 
lime. As a matter of fact, those hybrid configurations are 
usually restricted to specialized rapid prototyping laboratories 
of high-tech manufacturers' facilities. Recent co-simulation 
platforms integrating different simulation software compo-
nents have been proposed as a method to achieve real-time 
emulation [21], [30]. ln such cases, the main concern is 
related to the complexity of the implemented system, where 
the performance depends mainly on the characteristics of 
the host processor(s) and the particularities of each software 
component. 
III. MODELlNG ApPROACH 
Experience has shown that, in Canadian residences during 
winter time, space and water heating systems (ESH and 
EWH) counts for about 60% and 20% respectively of energy 
consumption [Il], [12] . The emulation of those thermostatic 
loads, mostly controlled by electronic thermostats with 15 or 
20 seconds cycles [33], becomes then essential if focusing on 
the local power or energy management. Consequently, both 
ESH and EWH with their thermostatic controls are considered 
as main parts of the proposed emulation system. User-driven 
loads, e.g. appliances, can be emulated by using statistical 
approaches [34], or, as in this work, using measurements of 
loads operation in occupied residential buildings [12]. 
A. Building Modeling 
The national and provincial energy policies and building 
codes, in Canada as in many other countries, are basic tools 
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to meet the requirements for the design and construction of 
new buildings [35]-[38]. In the Canadian context of today, 
two constraints on building design are of paramount impor-
tance: (1) Because of the relatively cold weather, the thermal 
insulation requirements of buildings are much higher than in 
other countries. This makes essential the use of a multi-layered 
description of the walls [20] ; and (2) the ever-widening use 
of electric home-heating, through separate baseboard heating 
elements in every room, with each element controlled by 
its own thermostat with its own heating cycle [Il], [39]. 
This obviously demands a multi-zone subdivisioning, and 
is the approach used in this paper. Under these conditions, 
and in order to achieve real-time emulation for control and 
optimization relevant processes in the HEMS context, a multi-
layer and multi-zone modeling nRC approach is developed in 
this paper. The walls are modeled as a series of nRC sections 
as represented in Fig. 1. The thermal-electric analogy [8], [16] 
is used for the dominant wall layers (such as brick, polystyrene 
rigid insulation , and gypsum board) which have non-negligible 
resistance or heat capacity. 
T T T 
Fig. 1: Basic structure of an equivalent electrical representation of 
an outer wall with N defined layers. 
In this representation, the mean thermal capacity Ci (de-
fined in equation (1» of each layer i, is computed considering 
the physical properties of the construction materials (specific 
mass heat capacity C Pi and density p) , their thickness L, and 
their area A. 
Ci = P . C Pi . L . A [kWh / K] (1) 
Also, the mean thermal resistance ~ (K / k W) of each layer 
i is obtained using the thermal conductivity of materials and 
the layer dimensions (thickness and area) or, if available, from 
datasheet speci fications. Otherwise, the Ri can be obtained 
from recommended RSr (metric thermal resistance) limits 
defined for each building element. Indeed, RSI assignments 
are usually based on the heating energy needs according to the 
heating degree day (HDD) for a specific geographic location 
[35]-[38]. Once the structure of the building and the thermal 
parameters (Ci and Ri) of each building element are defined , 
it is possible to formulate the ordinary differential equations 
(ODE) of the heat balance for each node corresponding to an 
equivalent thermal mass Ci. In our approach, an equivalent Ci 
refers to a wall layer or to any thermal mass of the considered 
building that in fact is one of the nodes of the system. From 
the ODE formulation, a generic transfer function Hi(S) can 
be defioe~;,) ~ T.(,) ~ ( Ci' S + t _1_) -1 (2) 
Ui(S) j=1 Ri,j 
with the generic input Ui (s) defined by 
J G 
Ui(S) = L ~,j + Qi, with Qi = L Qg (3) 
j=1 ,J g=1 
where Ri,j refers to the thermal resistance between the thermal 
mass i and the adjacent m~ss j; Ti,j is the temperature of 
the adjoining zone j; and Qi represents the total heat gains 
or losses. This takes into account the gains from the heating 
systems, solar radiation , equipment and human occupancy, and 
losses to infiltration (or exfiltration) and ventilation. The dis-
crete form of each transfer function can be obtained using the 
zero-order hold method (ZOH) and z-transform as follows 
Hi(z) = Ti(z) = Z - 1 . z (Hi(S) ) 
Ui( Z) Z S 
(4) 
[ ( ) ]
- 1 
J Ti( z) z- l 1 




With the ZOH method, the input signal is held constant 
during the time tep (sampling interval), and the difference 
equation describing the temperature of the node i can be 
written in terms of its previous value and the input Ui( Z) as 
Ti(z) = [Ài . Ui(Z) + 'lj; . Ti( z) ]· z-l, Ài = R· (1 - 'lj;) (8) 
Ài . Ui( Z) = [Ti,1(Z) Ti,2(Z) ... Ti ,J(z)], e + Ài . Qi (9) 
_1]T ···R l,J 
(10) 
In a multi-layer wall description the number of nodes, and 
consequently the number of equations, depends on the number 
of dominant layers. Hence, the number of equations required 
for the full description of the building increases with the 
number of defined layers and thermal zones. The discrete for-
mulation can be used to de scribe the mean temperature of any 
thermal mass in the building and can be illustrated graphically 
in Fig. 2. This figure shows that a direct implementation of this 
Ti,l ---.. 
Fig. 2: Graphic representation of the direct implementation of a 
differences equation for an equivalent thermal mass with 1 adjoining 
nodes and G heat sources (or sinks). 
formulation would impose NI multiplications and A additions, 
where NI and A can be defined depending on the number of 
adjoining nodes J and the number of heat sources (or sinks) 
G (\ 1) . 
NI = J + 2, A = J + G (ll) 
Thus, the complexity of the described system directly impacts 
the burden time and/or the implementation cost of the emula-
tion system. 
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B. Electric Water Heater Modeling 
In this paper we privilege the use of a composite two-mass 
model for the EWH as adopted by GridLAB-D [40], [41]. The 
reason is that this approach permits a fast computation of the 
thermal-electric behavior with reasonable accuracy, compared 
to more sophisticated models based on partial differential 
equations [42]. Indeed, in the GridLAB-D approach, two 
different models are employed depending on the state of the 
tank; the mean temperature of the hot water Tw , using a one-
mass model , can be described in the frequency domain using 
Tw( s) 1 
~ Cw · s+ rhCp+UAWH 
(12) 
and 
U(s) =Qe + rhCp· TI+UAwH·TA (13) 
where Cw is the thermal capacitance of the water in the tank 
(in kWh/ K), rh is the hot water flow rate (in kg / hau1' ), 
Cp is the specific heat capacity of water (in kWh/( kgK)), 
U Aw H is the thermal conductance of the tank (in kW / K) . 
Qe is the heating capacity of the heating element of the water 
heater (in kW), TI and TA are respectively the inlet water 
and room temperatures (in K) . A two-mass model considers 
two vertical compartments, one for the hot water and the other 
for the co Id water. This model reproduces the behavior of the 
water heater's partial depletion stage through the variab le h, 
the height of the hot water in its compartment. h varies from 
zero to H, where H, the maximum height of hot water. 
G(s) = h(s) = 1 
Uh(S) ( s + ~) (14) 
CW 
Uh(S) = H [Qe +UAWH (TA- TI ) - rhCp] (15) 
Cw (Tw - TI ) 
The modeling of the system is done by applying the one-
mass model of heat transfer (using (12) and (13)) to the heat 
transfer through the wall s, and switching to the two-mass 
model (using (14) and (15)) when the hot water starts to flow ( 
rh > rhmin ) , and is used while the level of hot water h remains 
below H. When the hot water level reaches H and no more 
hot water consumption is detected, the simulation is switched 
back to the one-mass mode!. Obviously only one model is in 
use at any moment of time, thus only the differential equation 
of the working model is updated after each time step. 
IV. PROPOSED HARDWARE IMPLEMENTATION 
ARCHITECTURE FOR REAL- TIME EMULATION 
To overcome the drawback of excessive computational 
resources and burden time just described in the previous 
sections, we propose an HIA based on paralleled elementary 
processors (EPs), which are strategically optimized to permit 
a fast solution of models of high complexity. The proposed 
HIA employs customized sharing of fixed-point operations 
and parallelized EPs allowing short burden with low resources 
utilization. Fig. 3a illustrates the architecture of the proposed 
EP permitting the solution of multiple differences equations; 
in this structure, the number of multipliers and adders are 
respectively 
M = 2, A = 21' (16) 
4 
with T the number of difference equations to be solved by the 
EP. The dynamic inputs vector Qi , and the static coefficients 
vector Wi of the thermal zone i are defined as follows : 
Q' = [I:- 1 , " 
.. .]T 
Ti,] Q i , l Qi.2 Qi,G 
( 17) 
( 18) 
The Qi and W'i here are column vectors with the same 
dimension defined by the number of adjoining nodes and heat 
sources (or sinks) as J + G . This way, the reduction of compu-
tational resources depends on the multiplexing levels and the 
desired latency. The synchronization block is responsible for 
the generation of control signaIs to correctly address each vec-
tor to solve each difference equation. This block is driven by 
the EP-Clock signal defined by the clocking block according 
to the mode selected by the user. This characteristic permits a 
flexible control of the sample time and of the computing time, 
enabling real-time emulation or even accelerated simulation. 
In fact, the two mode selection input has been defined as 
shown in Fig. 3b. This permits choosing between the real-
time emulation or the accelerated simulation options, using 
predefined clocking signais. This feature permits to drive the 
EP at different rates, without any other changes necessary. 
It should be noted that the EP can be reproduced as many 
times as necessary as the modeling detail increases, permitting 
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Fig. 3: Simplified diagram (a) of the elementary processor (EP) for 
the solution of l' difference equations; and (h) of the structure with 
k EP of the proposed architecture and of the EWH mode!. 
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For example, the structure illustrated in Fig. 3b permits the 
solution of up to r x k differential equations describing the 
dynamics of a building. This modular architecture is weil 
adapted for the implementation of emulation systems in low 
cost programmable logic devices. 
To illustrate the improvement in terms of computational 
cost, Fig. 4 compares the need in the number of arithmetic 
blocks when using the proposed architecture (in blue) to 
that number required under direct implementation defined 
by equation II (in red). The advantage of using the HIA 
proposed here is quite apparent, particularly when the limit 
of resources (the dashed line imposed by using the Xilinx 
Artix-7 series XC7 AI OOT hardware) is taken into account. A 
higher multiplexing factor (presently at r = 4) would permit 
even lower numbers of arithmetic blocks (DSP48E 1 slices) . 
~Ir=ç=~~~~~~~~~~-n· 
"'" 1: ~~~:;;=~ J ~ • Adden .. proposee! mA (1'-4) 
t: .. MI~" propond HIA (r-4) i 400 --- AV1iIabieDSP48El SIicHon XClAJOO'TArtix·1FPOA • 
:0300 
.~ - - -- -- -- ---- -- --- - --. - -- - - -- --- - - - - - - - - - - - - - - -- - - - -- - _ ..
S lOG • 
~ 
100 
F ig. 4: Comparison of arithmetic blocks usage for direct implemen-
tation and the proposed HIA. 
The EWH model described in section III has been similarly 
implemented in hardware, as illustrated in Fig. 3b. Here, 
the HIA takes into account the interaction, through the heat 
exchange structure, between the model of the building and the 
model of the EWH (considering the zone where the EWH is 
installed). 
The description methodology established for the emulation 
of one or multiple buildings is presented in Fig. 5. As 
shown, this methodology permits the generation of the generic 
hardware description (VHDL) and also the bitstream file for 
the implementation in a specific FPGA device, this from the 
information of building characteristics. The proposed HIA can 
also be adapted for the emulation of a virtual park of bui ldings 
with different insulation ratings and characteristics. For thi s 
purpose, and according to Fig. 5, the definition of pararneters 
must be executed inside a loop as many times as the number 
of de ired buildings, each building having its own individual 
characteristics. The coefficients (0 and À) corresponding to 
each building and their associated difference equations are also 
solved inside the loop. Thus, the a i and w i vectors illustrated 
in Fig. 3a, become the matrices ai,n and Wi,n respectively 
referring to the difference equations i of the building n. 
For this larger context, the only modification needed is the 
mapping of extra memory to store the values of additional 
vectors given the number of buildings to emulate. 
V. EXPERIMENTAL VALIDATION 
The proposed HIA has been used to implement the multi-
layer and multi-zone description of a residential building 
model in a Xilinx Artix-7 (XC7 AI OOT- I CSG324C) FPGA. 
In this study, MATLAB/Simulink has been employed to edit 
MATLAB 
Simulink 
FOR e a ch Bu ilding t o be emulated 
Definition of building characteristics J 
(Dimensions, layers of walls, mate rials, number of 
zones, heat exchange structure, insulation level, ... ) 
( 
Computing thermal parameters J 
(Heat capacities and thermal resistances for each node) 
( 
.L. 
Computing discrete model coefficients 
Irom thermal parameters and time step J 
Script 
XSG/ISE 1
1nstantiation of elementary processors and J} Hardware 
heat e"change structure Description file 
l. (VHDl/Verilog) 
(
Hardware implementation for an specifie J} Bitstream 
target and validation file 
Fig. 5: Simplified diagram of the description methodology established 
for the emulation of one or multiple buildings using MATLAB and 
Xilinx XSG/ISE. 
and run the script permitting to obtain the coefficients of the 
di screte model based on the characteristics of the bui lding, and 
Xilinx System Generator (XSG) and ISE Foundation (ISE) 
have been employed for the hardware description and the 
bitstream generation. However, the architecture proposed in 
thi s work can be implemented using other tool s, depending 
on the programmable logic device. 
The resulting building emulation processor is then used 
to emulate the thermal-electrical dynamics of the residential 
bui lding through two different test bed configurations. In the 
first case permüting the real-lime emulation as weIl as the 
accelerated simulation mode, and in the second case enabling 
Hardware-in-the-Ioop (HIL) real-time emulation. 
A. Real-Time Emulation and Accelerated Simulation 
The first test bed configuration illustrated in Fig. 6 uses data 
of occupied bui ldings, and permitted to validate the proposed 
system under different scenarios. The tests performed using 
thi s configuration corroborate the usefulness of the proposed 
HIA for the emulation of temperature, power and energy 








Fig. 6: Block diagram of the test bed of the emulation system. 
The mode selector switch is set to position A when using measured 
heating power as input, and to position B when under thermostatic 
control. 
The implemented mode selection, in Fig. 6, permits the 
solution of the model by real-time emu/ation, imposing 
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TCL!( = Ts = 100ms, or by accelerated simulation, using 
clock signais varying from TCLK=5f..Ls to Ts. The inputs of 
the emulation system, stored in lookup tables, correspond to 
measurements of voltages and powers, internaI and outdoor 
temperatures, the estimated heat gains from appliances and 
solar radiance, and hot water withdrawal and occupancy. The 
real-time (RT) or simulation time (ST) signal, generated by the 
embedded clocking entity, drives the model of the emulated 
buildings, enables the control of acquisition of the input signaIs 
from the lookup table or directly from a measurement system, 
and also the storage of the output signais. The data of external 
tempe rature and solar radiance is acquired From the SIMEB-
Hydro-Quebec website [43] and the other signais have been 
obtained directly From field measurements and observations 
on occupied residential buildings. 
An interfacing control logic makes possible the interaction 
of the user with the emulation system in different ways: l) 
via a graphical user interface (GUI), developed in MATLAB, 
permitting the monitoring of ail or sorne selected signais; 
2) via digital and analog signais of the emulated powers, 
temperatures and states of thermostats (which are available 
as outputs) permitting to drive external hardware; and 3) via a 
seriai port interface that permits to receive the information of 
input signaIs and to obtain the information of the emulation 
results From and to custom applications. 
1) First case: Temperature analysis in occupied buildings: 
The first study case considers a Canadian residential building, 
with an occupation of 2 adults and 3 children, defined with 
the characteristics of Fig. 7 and Table 1. 
Wf.(~--~ 
,.' • 
'" , ~ .. ,....~ 
(a) (b) 
(c) 
Fig. 7: (a) Real view, (b) SketchUp model for TRNSYS-3 D and (c) 
distribution plan of the building model of the case of study. 
The dimensions and construction characteristics are used as 
the primary information permitting to obtain the coefficients of 
the discrete mode!. The power consumption of the loads, the 
heating power, as weil as the indoor temperature have been 
measured during the winter time and used to estimate the 
equivalent thermal parameters of the building (heat capacity 
and thermal resistance) . Accordingly, the equivalent mean 
building thermal losses and heat capacity obtained after the 
model calibration are: l64W/K and 25kWh/K respectively. 
These parameters correspond to a bungalow construction with 
low energy efficiency and high heat capacity. The objective, in 
TABLE 1: CHARACTERISTICS OF THE HOUSE CASE STUDY 
Description 
Year o f constructi on 
Location 
(Latitude / Longitude) 
Type of windows 




Tro is-Rivieres (Canada) 
46.36068 / -72.57298 
Double glazing wi th air 
Standard with glazing 
6 
Type of external wa ll s Multilayer(brick, insulation, gypsul11) 
Area zone 1- Living roOI11 
Area zone 2- Hallway 
Area zone 3- 8 edrool11 1 
Area zone 4- 8 edrool11 2 
Area zone 5 Main 8 edroo l11 
Area zone 6- Pantry 
Area zone 7- Kitchen/din ing roOI11 
Area zone 8- Bathrool11 
14.56 m 2 
6.87 m 2 
8.6 1 m 2 
11.02 m 2 
17.64 m 2 
5.07 m 2 
14.97 m 2 
5.24 m 2 
Electric Water Heater 
Power of heating element 
Thermal conductance 
Tank capac ity 
Thermal capacitance 
He ight of tank 
3 
1.055x lO - 3 








thi s case, is to validate the capability of the emulation system 
to reproduce the behavior of the internaI temperature; thus, the 
measured heating power is imposed as input. Since this is an 
emulation using measured heating power, the embedded ther-
mostatic control is bypassed ay setting the heating selection 
switch to position A as illustrated in Fig. 6. 
Fig. 8a shows the outdoor temperature and Fig. 8b the 
measured, the emulated and the reference signaIs of the indoor 
temperature of the hallway, for a week From February 26 
to March 5, 2015. It is evident From the results (Fig. 8c), 
that the emulation system closely reproduces the dynamics of 
the temperature; and that the Mean Absolute Error (MAE) of 
temperature for this period is 0.38 oC, which is an acceptable 
result. It is expected that better results can be obtained if the 
information of other gains (and los ses) were available, e.g. 
gains by solar radiation and human occupancy, and losses by 
infiltration and exfiltration of heat. As a matter of fact, only 
the heat gains from the appliances were considered as "other 
gains" in this validation. 
2) Second case: power analysis in occupied buildings: In 
thi s second test, the objective is to validate the capability of 
the emulation system to reproduce the behavior of the heating 
power while under thermostatic contro!. The setting of the 
heating selection switch is therefore in position B (Fig. 6), 
with the thermostatic control set for a reference temperature of 
21 oC, that being the preferred indoor temperature for Canadian 
homes during winter time [44]. Data of outdoor temperature 
and power consumption of occupied residential buildings 
located in Montreal (Canada) is the point of comparison in 
thi s validation. Note that in this case the setup temperature 
now becomes an input of the mode!. Fig. 9 shows the plots 
of the results for a 26-day winter period run . It is to be noted 
from Fig. 9 that the profile of the emulated total power closely 
fits the measurements, and for this case the calculated MAE is 
0.423kW. This en'or can be explained by the effects of other 
heat gains, the source of which was not available and hence 
not considered. 
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Fig. 8: Results of (a) outdoor lemperalure, (b) internai lemperature 
of zone 2 and (c) absolule mean error. 
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Fig. 9: Results of (a) Internal temperature and external lemperature; 
and (b) absolule and mean error. 
3) Third case: interfacing with external hardware: The ob-
jective of this third validation is to demonstrate the capability 
of the emulation system to interact with external hardware. 
A 4-channel 8-bit DAC with SPI device (AD7303) has been 
used as electronic interface to send to a digital oscilloscope 
the setup, indoor and outdoor temperature signaI s, and the 
emulated total power. Fig. 10 presents sorne results and the real 
view of the experimental setup. Plots in Fig. LOa correspond to 
data received by the GUI, and a snapshot of the four analog 
signaIs displayed using the digital oscilloscope is shown in 
Fig. lOb. It is to be remarked that in thi s test, the setup 
temperature is programmed with a setback of 2°C applied 
during the night and office hours, which is commonly used 
when electronic programmable thermostats are employed [33]. 
Temperature 
l ona 2 IHotIlw.,1 
Time (day) 
(a) 
Outdoortemper.ture:1 ___ - __ _ 
~ .. 
.... . ------ + 
(c) 
Fig. 10: Resu lts of emulation a) si mulation, b) analog si; nals (oscil-
loscope screenshot) (T = 64 v'J'.P - 32°C and P = 32~), and 
c) real-view of experimenlal setup with zooming of the SPI DACs 
and the Xilinx FPGA developmenl board. 
To better illustrate the emulation of the instantaneous power 
of the baseboard controlled by electronic thermostats, Fig. Il 
shows the analog signaIs of the total power of the building, 
the heating power of the thermal zones 1 and 2 (living room 
and hallway) and the outdoor temperature . Notice in the 
osci 1I0scope screenshot (Fig. 11 ) that the electronic thermostat 
cycle of the emulated heating system corresponds weil to the 
15 seconds as in commercial thennostats. This heating cycle 
(15s) in accelerated mode, using TCLK= IOMS and T s=100m s, 
is equivalent to 1500MS. 
4) Long-term emulation of residential building: This last 
validation g ives an example of the utilization of the emulation 
system for power, energy and temperature analysis in resi-
dential buildings. Here, a dataset of input vectors has been 
built based on field measurements and used to validate the 
emulation system as illustrated in Fig. 12. 
In fact, the emulation of the residential building defined 
in Table 1 have been repeated for different insulation ratings 
and indoor temperature settings. As an example, the effect 
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Fig. Il: Analog signaIs of total power, the heating power of zone 
1 and 2 and outdoor temperature obtained by accelerated simulation 
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Fig. 12: (a)Total power obtained by emulation, (b) outdoor tempera-
ture and (c) interna] evolution of temperature in zone 2 during winler 
- spring 2016. 
of outdoor temperature and time of day on the total power 
consumption and the internai temperature of zone 2 (hallway) 
during winter and spring 2016 is illustrated in Fig.12. In this 
emulation, the setup of the internai temperature includes night 
and office hours setback (Fig. 12c). 
B. Hardware-In-the-Loop Real-Time Building Emulation 
The second test bed configuration is devoted to Hardware-
in-the-Ioop real-time emulation. For this test we have im-
plemented, in the sa me low cost Xilinx FPGA, a paralleled 
embedded configuration of the Residential Building Emulation 
processors proposed in this paper and the Measurement and 
Power Analysis processor proposed in [45]. The structure of 
the test bench is illustrated in Fig l3. This paralleled imple-
mentation enables to take into account real-time measurements 
in the residential building emulation process. This version of 
8 
the proposed emulation system has also been implemented in 
the laboratory of the Hydrogen Research Institute. 
As illustrated, this setup permits to reproduce the be-
havior of a part of the residential building's power con-
sumption through an electronically-programmable AC load or 
real baseboard heaters adapted to the Quebec utility voltage 
( l20/240V). 
The information from the measurements of voltage and 
currents is obtained by means of LEM-sensors and analog-to-
digital converters (ADCs) interfaced to the measurement and 
power analysis system via a SeriaI Peripheral Interface (SPI) . 
These measurements permit to compute in real-time the infor-
mation of power through the Measurement and Power Analysis 
embedded core. In fact , the customized cores implemented in 
parallel in the sa me FPGA device share common information 
in real-time e.g. voltage, frequency and power. Additionally, 
each implemented core (MPA and BE) communicates sep-
arately with Python-Django applications, the Measurement 
Application and the Emulation Application respectively. This 
by means of Finite State Machines (FSM) which control the 
data exchange through seriaI UART/USB dedicated ports. 
The Measurement Application, running in a Raspberry-
pi, consist of a data management function permitting the 
acquisition and storage of the measurements information in 
a PostgreSQL database and a web server permitting to access 
this data remotely through a secured Internet connection. 
The Emulation Application permits to obtain the informa-
tion of the outdoor temperature from a public weather web 
site (https://www.openweathermap.org/). this information is 
(a) 
(b) 
Fig. 13: Hardware-in-the-Ioop configuration for real -time emulation, 
(a) simplified di agram and (b) real-view. 
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used directly as input for the building model running in the 
embedded emulation core. This application also includes a user 
interface which permüs to modify the setup of temperatures 
of the electronic thermostats corresponding to each emulated 
thermal zone of the residential building; this interface also 
perrnits to manually emulate the behavior of home appliances. 
The information of ail variables used in or resulting from 
the emulation process (which include voltages, powers and 
temperatures) is collected in real-time and stored in the Post-
greSQL database, to be available for further analysis. 
Several tests have been conducted using the setup of Fig. 13 
to emulate the residential building with similar characteristics 
to the one described in Table 1 and taking into account the 
preferred indoor temperature of 21 °C. In these tests a 1 kW 
baseboard heater of the building is emulated by means of the 
electronically programmable AC load. 
The plots of the outdoor and indoor temperatures, the 
power and grid voltage are presented in Fig. 14. These results 
correspond to HIL real-time emulation tests carried out over 
a span of 4.5 days in February 2018, and show the effects 
on the heating power of both the outdoor temperature and 
the utility voltage. The five-mjnute plot presented in Fig. 15 
permüs to verify the proper emulation of the instantaneous 
baseboard power controlled by electronic thermostat with a 
heating cycle of 15 seconds. 
These results confirm that this HIL structure of the proposed 
emulation system enables the analysis of power consumption 
and indoor temperature in real-time and taking into account the 
real variations of external variables, e.g. weather condition and 
utility voltage. Consequently, the proposed system is suitable 
for the real-time evaluation of control strategies under more 
realistic scenarios than those of common simulation software. 
Emwllion remIU for O'Z-Feb..'1018 to 06-Feb-201S 
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Fig. 14: Hardware In the Loop real -time emulation results, (a) 
Outdoor and indoor temperature, (b) Heating power, (c) Grid voltage. 
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Fig. 15: Measured power of 1 kW emulated baseboard healer. 
C. Discussion 
A comparison with a recognized building simulation soft-
ware has been carried out to highlight the advantages of the 
present proposition. Thus, an eight-zones model , such as the 
one implemented for the emulation, has also been defined in 
SketchUp (Fig. 7b) and TRNSYS-3D plugin, and simulated 
using Type 56 of TRNSYS-17, with a time step T s=ls. To 
have similar characteristics, the emulation system is configured 
with TCL F<=IOf..Ls and considers the same time step as the 
commercial software (Ts= 1 s). The results of the comparison 
of performances demonstrated that the proposed emulation 
system has a response of about 80 times faster than TRNSYS 
while keeping the fidelity of that model. For example, and 
as shown in Fig. 16 over a simulation period of a week (168 
hours), the proposed HIA system takes 6.65 seconds compared 
to the TRNSYS software's 585 seconds. Note that this last was 
running on a Windows [ntel Core i5 , 3.2GHz computer, with 
16GB of RAM. 
10' r.=::::;:::;=.~;-----"----.-----r---~---:l 
: 1 • TRNSYS 3D 1 
lOI ri • HIA l'roposed 1 
10' • 
- 4 .. . . ---- -... -.- . --.. 
--•. 
I O·~~1,-4 ----;4;--' ----::,;--, --';"~'--~J36.---~-----w':1084 
Simulation pe:riod (H) 
Fig. 16: Comparison of the burden lime of TRNSYS and the proposed 
emulation system (wilh TCLK=IOf..Ls). 
The HIA system, for the model case of study, summarizes 
81 thermal nodes corresponding to the same number of equa-
tions to be simultaneously solved. This complex model has 
been implemented in hardware using 20 paralleled EP, some 
of them solving up to 8 difference equations (r=8). Vnder 
these conditions, the resulting latency of the EP is defined as 
384 cycles of the main c1ock. Thus, for a 100MHz main c1ock, 
it is possible to solve aIl the equations within 3.84f..Ls. 
In the upper half of Table Il we present the utilization of 
the resources of the proposed HIA, using specifically one 
Xilinx FPGA XC7AIOOT-ICSG324C. As shown, only 55% 
of avrulable logic and 67% of DSP blocks have been used for 
this implementation of the building model , the proportional 
thermostats (one for each internai thermal zone), the EWH 
model with its thermostatic control , and the control logic for 
the DAC circuits. This efficient optimization of resources is 
obviously very desirable, and reflects the advantage of the 
method as shown by Fig. 4. This means that to solve a similar 
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system of equations by direct implementation would need 
multiple or higher capacity FPGA devices. 
As summarized in Table II, the paralleled implementation of 
the proposed Building Emulation (BE) core and the Measure-
ment and Power Analysis (MPA) core can be achieved using 
the same low cost Xilinx FPGA device. This represents a huge 
advantage in terms of real-time execution of the emulation 
including real-world variables, e.g. voltages and temperatures. 









163 (67 %) 
2 (1 %) 
BE&MPA 
10,767 (67%) 







BE: Building Emulation core, MPA: Measurement and Power Analysis core 
VI. CONCLUSION 
This paper proposes a Hardware Implementation Architec-
ture (HIA), worlàng as a real-time emulation system, to closely 
reproduce the thermal-electric dynamjcs of any residential 
building. The HIA considers a multi-zone and multi-layer 
description of the building, and has the advantage of solving 
the model equations within sorne microseconds or even in real-
time. The proposed emulation system presents many potential 
applications. Among these the following can be mentioned: 
the execution of on-line management strategies for multi-zone 
energy and thermal comfort optimjzation, the easy integration 
of extemal hardware enabling the real-time evaluation of 
controllers by hardware in the loop (HIL), and the emulation 
(or accelerated simulation) of a virtual park of buildings. 
This last characteristic makes poss ible its use in the context 
of Home Energy Management as well as in Demand Side 
Management without the incurred cost if a real residential test 
building had been used . 
The performance of the HIA system has been successfully 
validated with real measurement data and evaluated under 
different scenarios of occupied residential buildings using a 
HIL structure conceived and implemented at the Hydrogen Re-
search Institute Laboratory. The experimental results confirm 
the potential of the proposition for both accelerated simulation 
or HIL real-time emulation. Furthermore, the proposed HIA 
can be easily adapted to any complex system with similar 
timing requirements and challenging characteristics to be 
implemented using low cost FPGA development boards or 
commercial real-time emulation platforms. 
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