Abstract. In this paper we introduce a new method for Visual Saliency detection. The goal of our method is to emphasize regions that show rare visual aspects in comparison with those showing frequent ones. We propose a bottom up approach that performs a new technique based on low level image features (texture) analysis. More precisely, we use SIFT Density Maps (SDM), to study the distribution of keypoints into the image with different scales of observation, and its relationship with real fixation points. The hypothesis is that the image regions that show a larger distance from the mode (most frequent value) of the keypoints distribution over all the image are the same that better capture our visual attention. Results have been compared to two other low-level approaches and a supervised method.
Introduction
One of the most challenging issues in Computer Vision field is the detection of salient regions in an image. Psychovisual experiments [1] suggest that, in absence of any external guidance, attention is directed to visually salient locations in the image. Visual Saliency or Saliency mainly deal with identifying fixation points that a human viewer would focus on at the first glance. Visual saliency usually refers to a property of a "point" in an image (scene), which makes it likely to be fixated. Most models for visual saliency detection are inspired by human visual system and tend to reproduce the dynamic modifications of cortical connectivity for scene perception. In scientific literature Saliency approaches can be subdivided in three main groups: Bottom-up, Top-down, Hybrid.
In Bottom-up approaches (stimulus driven) human attention is considered a cognitive process that selects most unusual aspects of an environment while ignoring more common aspects. In [2] the method is based on parallel extraction of various feature maps using center-surround differences. In [3] multiscale image features are combined into a single topographical saliency map. A dynamical neural network then selects attended locations in order of decreasing saliency. Harel et al. in [4] proposed graph based activation maps.
In Top-down approaches [5, 6] the visual attention process is considered task dependent, and the observer's goal in scene analysis is the reason why a point is fixed rather than others. Object and face detection are examples of high level tasks that guide the human visual system in top-down view.
Generally Hybrid systems for saliency use the combination of the two levels, bottom-up and top-down. In hybrid approaches [7, 8] Top-down layer usually cleans the noisy map extracted from Bottom-up layer. In [7] top-down component is face detection. Chen et al. [8] used a combination of face and text detection and they found the optimal solutions through branch and bound technique.
A common problem for many of these models is that they often don't match real fixation maps of a scene. A newer kind of approach was proposed by Judd et al. [9] who built a database [10] of eye tracking data from 15 viewers. Low, middle and high-level features of this data have been used to learn a model of saliency. In our work we aimed to further study this problem. We decided to investigate about the relationship between real fixation points and computer generated distinctive points. Our method performs a new measure of visual saliency based on image low level features, particularly through the distribution of keypoints extracted by SIFT algorithm, as descriptor of texture variations into the image. In this work we are not interested in color information. Our method is totally unsupervised and it belongs to bottom-up saliency methods. We measured method effectiveness comparing resulting maps with real fixation maps of the reference database [10] and with two of the most important bottom-up approaches [3] [4] and a hybrid method [9] .
Proposed Saliency Measure
Our method propose a new measure of Visual Saliency, focusing on low level image features such as texture. What's the matter for which we use texture information for detecting visual saliency? The answer is that texture gives us important information about image "behavior". The base for extracting salient regions, according to our method, is to emphasize texture rare event. We decide to study the spatial distribution of keypoints inside an image to describe texture variations all over the image. The levels of roughness of both fine and coarse regions can be very different (in a fine region we will find a larger number of keypoints than in coarse regions), so we use keypoints density, to find various texture events and to identify the most salient regions. In this work we use SIFT algorithm to extract keypoints from an image. Then we introduce the concept of SIFT density maps (SDM) which are used to compute the final saliency map.
SIFT feature
SIFT (Scale Invariant Feature Transform) descriptors [11] are generated by finding interesting local keypoints, in a greyscale image, by locating the maxima end the minima of Difference-of-Gaussian in the scale-space pyramid. SIFT algorithm takes different levels (octaves) of Gaussian blur on the input image, and computes the difference between the neighboring octaves. Information about orientation vector is then computed for each keypoint, and for each scale. Briefly, a SIFT descriptor is a 128-dimensional vector, which is computed by combining the orientation histograms
of locations closely surrounding the keypoint in scale-space. The most important advantage of SIFT descriptors is that they are invariant to scale and rotation, and relatively robust to perspective changes. SIFT can be very useful for many computer vision application: image registration, mosaicing, object recognition and tracking, etc. Their main drawback is the relatively high dimensionality which make them less suitable for nearest neighbor lookups against a training dataset.
SIFT Density Maps
A SIFT Density Map (SDM) is a representation of the density of keypoints in an image, and can give essential information about the regularity of its texture. A SIFT Density Map SDM(k) is built by counting the number of keypoints into a sliding window of size k x k, which represent our scale of observation. Each point in the SDM(k) indicates the number of keyponts into a squared area of size k x k, centered in corresponding point of the image. It is evident that density values are strictly related to the value of k, and are limited by the window size. In fact smaller windows should be sensible to texture variations at a finer level, while larger windows will emphasize coarser deviations. In section 3 we will discuss the sensibility of the results with k.
In real scenes, the simultaneous presence of many elements (the sky, the urban habitations, the urban green spaces) will show many kinds of texture. From a SIFT distribution point of view, the homogeneous surface of the sky has almost null values, the urban green spaces has mean density while urban habitations have high concentration of keypoints. 
Saliency Map
Our saliency map SM, for a given k, is built as the absolute difference between the SDM values and the most frequent value MV of the map:
which is further normalized with respect to the maximum value to restrict SM values to [0,1].
The most salient areas into the image are those related to the SDM values with the maximum deviation from the most frequent value, typically the most rare texture events in the image. This measure emphasizes both the case in which a textured object is the salient region, as it is surrounded by homogeneous areas (the most frequent value near to 0), and the case in which a homogeneous area is surrounded by textured parts (a higher most frequent value). (fig. 2) In addition, for a smoother representation of the saliency map, we apply to the SM an average filter which has a window size that is a half of that used to build the map (k). 
Experimental results
In this section we compare our results with those of Itti-Koch [3] , Harel's Graph Based Visual Saliency (GBVS) [4] and Judd [9] methods. Tests were made on [10] dataset which consists of 1003 images and the corresponding maps of fixation points, which are taken as reference groundtruth (in our tests all the images have been resized down by a factor of two). Tests were executed on an Intel Core i7 PC (4 CPU, 1.6 GHz per processor, 4 GB RAM), and our method has been implemented in Matlab. We use Koch's Saliency Toolbox[12] to compute saliency maps for the methods [3] and [4] , and the maps given in [10] for the Judd's method. Tests were repeated for different values of window size (16, 32, 64, 128 -fig.3 ), with the aim to study the sensibility of the results to this parameter. To compare our results with the other methods, and to the groundtruth, we discard from the saliency maps the less N% salient pixels (with N= 95, 90, 85, 80, 75 - fig.4 ) to create a set of binary maps. We then measure performances by using as metric (SP) a combination of precision and recall parameters:
where M D is the binary version of the detected saliency map (with our method or the others), while M R is the binary version of the reference fixation map. R is the recall, i.e. the ratio between the number of pixels in the intersection between the detected map M D and the reference map M R , and the number of pixels in M R . When it tends to 1, M D covers the whole M R , but we have no information about pixels outside M R (a map made of only salient pixels gives R=1 if compared with any other map). If it tends to 0 detected and reference map have smaller intersection. P is the precision, i.e the ratio of the number of pixels in the intersection between M D and M R , and the number of pixels in M D . When P tends to 0, the whole M D has no intersection with M R . If it tends to 1, fewer pixels of M D are labeled outside M R . Nevertheless this parameter will not assure that the whole reference area has been covered. Fig. 5 shows average precision results versus different values of thresholds. Note that our method gives its best results for k=128. As noted in section 2.2, smaller windows can capture finer details, while larger windows emphasize coarse variation of texture. In terms of saliency, human attention is more attracted by areas in which there are large texture variations, rather than by small deviation. Then a larger window size is preferable. Note also that results with 64 and 128 are similar. In fact we observed that while the recall value increases with the window size, precision, in case of very large window, does not increase as well.
In the comparison with the other methods, we must first underline some fundamental issues: -Judd method is supervised, and uses 9/10 of the whole dataset for training and 1/10 for testing. Judd results are averaged only on the 100 testing images. It uses both color and texture information. , and for our method (k=128) compared to the other methods.
-Itti-Koch and GBVS method are unsupervised method and use both color and texture information. -Our method is unsupervised and use only texture information to build the saliency map. Our saliency map gives better results than Itti-Koch, for all the threshold values, even if we use only texture information. Results are similar to GBVS for higher threshold values (0.95 and 0.9), which give information about the most salient pixels, while our precision does not increase as well for lower values of threshold (0.85, 0.8).
As expected Judd method achieves best results, as it is a supervised method, while all the other methods are unsupervised. Furthermore Judd tests refers only within a small selected subset of images (100 testing images), while other methods have been tested within the whole dataset. Judd results are reported only as asymptotic values to be compared with. Fig. 6 shows some examples of saliency maps with all the discussed methods. Regarding temporal efficiency, our method takes less than 10s to build a saliency map, and it is comparable with Itti-Koch and GBVS method for medium images (300 x 600). Most of the time (70% ca) is spent to extract keypoints, but it depends on image complexity, i.e. the number of keypoints extracted.
Conclusions
Visual saliency has been investigated for many years but it is still an open problem, especially if the aim is to investigate the relationship between synthetic maps and points, in a real scene, that attract a viewer attention.
The purpose of this paper was to study how computer generated keypoints are related to real fixation points. No color information has been used to build our saliency maps, as keypoints are typically related only to image texture property.
Even if we use only texture information, experimental results show that our method is very competitive with respect of two of the most cited low-level approaches. Judd's method achieves better results as it is a supervised method which has been trained with the fixation maps within the selected dataset.
In our future works we want to study new color based saliency techniques to be integrated with our proposed approach, to improve experimental results. 
