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Résumé 
Dans les disciplines de l'intelligence artificielle et de la recherche opérationelle, 
on rencontre de nombreux problèmes comme l'allocation de ressources, l'ordonnance-
ment, la, conception, le diagnostic automatisé. Ces problèmes se formulent aisément 
comme des problèmes de satisfaction de contraintes (CSP). Un CSP est défini comme 
étant un ensemble de contraintes impliquant un certain nombre de variables. L'ob-
jectif consiste simplement à trouver un ensemble de valeurs à affecter aux variables, 
de sorte que toutes les contraintes soient satisfaites. Dans le cas le plus général, les 
problèmes de satisfaction de contraintes ont un aspect fortement combinatoire qui 
leur confère une grande complexité. 
Nous nous intéressons dans le cadre de cette thèse aux problèmes de satisfaction 
de contraintes binaires en domaines finis. 
Les méthodes auxquelles nous nous intéressons pour résoudre un CSP sont, les 
méthodes dites incomplètes: elles font une réparation d'une configuration en parcou-
rant de manière non systématique l'espace des configurations. Dans cette catégorie de 
méthodes, notre intérêt s'est plus particulièrement tourné vers les Algorithmes Evo-
iutionnistes. Ce sont des méthodes générales d'optimisation combinatoire qui sont 
inspirées de la théorie de l'évolution. 
Dans un CSP classique, on recherche une solution, sans avoir à optimiser de fonc-
tion. Pour entrer dans le cadre des Algorithmes Évolutionnistes, on se doit de définir 
une fonction d'évaluation pour les CSP qui prend ses valeurs minimales sur les solu-
tions du problème. Cette fonction pourrait être utilisée par toutes méthodes incom-
plètes, telles que les techniques min-con flats, GS AT et leurs variantes. Nous montrons 
m 
dans cette thèse l'application de notre fonction d'évaluation pour la méthode min-
con-ttits ainsi que pour un algorithme évolutionniste. 
D'un autre côté, dans le contexte plus spécifique des algorithmes génétiques, nous 
souhaitons guider l'évolution (i.e. recherche d'une solution), en faisant des transforma-
tions sur la population plus orientées vers le problème de satisfaction de contraintes. 
Nous définissons ainsi des opérateurs de mutation et de croisement spécialisés pour 
les CSP. qui sont basés sur la structure du graphe de contraintes. Ensuite, nous in-
corporons le concept d'adaptation dans l'opérateur de croisement, afin d'améliorer la 
recherche de l'algorithme. 
Dans ce mémoire, nous décrivons et justifions les algorithmes mis en œuvre, en 
illustrant les techniques implémentées par la. résolution de problèmes de coloriage de 
graphe avec trois couleurs, et cle CSP générés aléatoirement. 
Plan de lecture. 
Dans le premier chapitre de cette thèse, une brève description des méthodes de 
résolution des problèmes de satisfaction de contraintes (CSP) et une comparaison 
entre les algorithmes systématiques et stochastiques sont exposées. 
Dans le deuxième chapitre, nous présentons un rapide survol des Algorithme Gé-
nétiques et, des Algorithmes Évolutionnistes. 
Le troisième chapitre présente une nouvelle fonction d'évaluation pour les CSP bi-
naires, qui est utilisée dans un algorithme stochastique avec l'heuristique mm-conflits. 
Cette fonction est également incorporée dans un algorithme évolutionniste. Un en-
semble de tests pour résoudre le CSP bien connu de coloriage du graphe avec trois 
couleurs est présenté. Finalement, une extension de cette fonction pour des CSP n-
aires est proposée. 
Dans le quatrième chapitre, des opérateurs sont définis spécialement pour résoudre 
les CSP binaires avec un algorithme évolutionniste. Une comparaison avec d'autres 
algorithmes est effectuée pour le problème de coloriage de graphe, ainsi que pour des 
CSP générés aléatoirement. A la fin du chapitre, une extension de ces opérateurs pour 
la résolution de CSP n-aires est présentée. 
IV 
Le cinquième chapitre traite le concept d'adaptation, qui est utilisé pour définir 
un nouvel opérateur. L'algorithme utilisant cet opérateur est évalué sur un ensemble 
de problèmes pour le coloriage de graphe et des CSP aléatoires, puis comparé avec 
d'à ut res a lgorithmes. 
Mots-clés. Problème de Satisfaction de Contraintes(CSP). Méthodes de Résolution 
Stochastiques. Algorithmes Génétiques(AG). Algorithmes Évolutionnistes, Fonction 
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Les problèmes de satisfaction de contraintes (CSP) sont au cœur de nombreuses 
applications en intelligence artificielle et recherche opérationnelle, telles que l'allo-
cation de ressources, la planification, l'ordonnancement. Un CSP est défini comme 
étant un ensemble de contraintes impliquant un certain nombre de variables. L'ob-
jectif consiste simplement à trouver un ensemble de valeurs à affecter aux variables, 
de sorte que toutes les contraintes soient satisfaites. La recherche dans le domaine 
des CSF3 est motivée par le besoin de concevoir des méthodes efficaces pour les ré-
soudre. Dans un CSP, le but est de trouver une solution qui satisfasse toutes les 
contraintes. Mais la plupart des CSP appartiennent à une classe de problèmes appe-
lés NP-complets [GJ79] pour lesquels tous les algorithmes connus nécessitent, dans le 
pire des cas. un temps exponentiel. En essayant de diminuer le coût de la résolution 
d'un CSP, plusieurs méthodes ont été proposées par des chercheurs. Ces méthodes 
peuvent être classées en deux catégories, méthodes complètes ou systématiques et in-
complètes ou stochastiques. Les méthodes complètes font une recherche arborescente 
en construisant une solution. Ces types de méthodes systématiques, à cause de la taille 
de l'espace de recherche, peuvent prendre beaucoup de temps pour arriver à trouver 
une solution, elles ne sont donc utiles en pratique que lorsque la taille des problèmes 
est relativement petite [GJ79]. Les méthodes incomplètes font une réparation d'une 
configuration (ou pré-solution) en parcourant de manière non systématique (aléatoire) 
l'espace de recherche. La recherche n'étant pas systématique, nous ne sommes pas sûrs 
de trouver une solution, et on ne sait pas alors décider si le problème admet une so-
lution ou pas. Parmi les approches les plus répandues, on compte l'heuristique de 
réparation Minimum-conflits proposée par Minton [MJPL92] et GSAT proposée par 
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Seimaii [SLM92] pour résoudre le problème de satisfiabilité d'une formule booléene 
(SAT). Cep deux méthodes utilisent une stratégie fondée sur des optimisations locales 
nommée escalade.1. Cet te stratégie répare la configuration courante et en construit une 
nouvelle, en cherchant a satisfaire plus de contraintes que la pré-solution précédente. 
Son avantage principal est la simplicité de calcul, mais pour guider la recherche locale 
veis des espaces de recherches prometteurs pour trouver plus rapidement une solu-
tion, nous avons besoin d'une fonction d'évaluation judicieuse |Pea90]. Les fonctions 
d'évaluation à améliorations trompeuses peuvent conduire la recherche vers des zones 
qui ne contiennent en effet aucune solution. L'algorithme peut se retrouver dans un 
optimum local où il n 'y a plus d'amélioration possible par des perturbations locales 
et le processus se termine sans avoir trouvé de solution. Une issue possible consiste 
à recommencer à nouveau à partir d'une autre configuration initiale. Mais alors nous 
pourrions explorer plusieurs fois le même endroit, car on n'est évidemment pas garanti 
de ne pas ré-explorer un même sous-espace. Une autre amélioration possible est de 
stocker les derniers mouvements pour éviter de rester sur les mêmes configurations, ce 
que fait la méthode de la liste tabou [Glo86]. Une autre alternative est d'accepter sous 
certaines conditions une configuration qui détériore la fonction d'évaluation comme le 
mit la méthode du recuit simulé [KGV83]. Nous pouvons aussi améliorer la recherche 
en prenant une population de configurations courantes en utilisant, par exemple un 
alfioîithme génétique [Gol89j. L'escalade, comme toute méthode incomplète est une 
stratégie surtout utile pour les problèmes de grande taille. Quand nous possédons 
une fonction de guidage hautement judicieuse, elle nous permet de nous éloigner des 
optima locaux et des plateaux pour nous mener rapidement vers l'optimum global. 
L'escalade, recherche une solution en effectuant une exploitation du voisinage de la 
configuration courante pour une possible amélioration, mais elle ne réalise pas une 
véritable exploration de l'espace de recherche. Cette stratégie est dite irrévocable parce 
qu'elle n 'a pas de mémoire des dernières pré-solutions trouvées et le processus ne peut 
pas revenir volontairement sur une pré-solution antérieure, même si elle pouvait offrir 
plus de promesses que la configuration courante [PeaSl]. 
D'un antre côté, la recherche purement aléatoire est un exemple typique d'une 
1. Hill-c.limbing en anglais 
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stratégie qui explore l'espace de recherche mais qui refuse d'exploiter les régions pro-
metteuses de l'espace. Les algorithmes évolutionnistes constituent une autre famille de 
méthodes stochastiques, leurs bases théoriques ont été proposées par Holland [Hol75] 
et De Jong ¡D.I75Í la. même année a présente une implementation et son application 
pour résoudre des problèmes d'optimisation de fonctions sans contraintes. Ils relèvent 
à la fois de l'exploration et de l'exploitation. lis sont basés sur une analogie avec le 
principe de l'évolution et. de la sélection naturelle. Nous soutenons que ces types d'al-
gorithmes peuvent, conduire à une voie de recherche prometteuse pour la résolution 
de CSP. car ils possèdent en partie les avantages des méthodes avec escalade. Mais 
ils n'appartiennent pas à la catégorie des méthodes à solutions irrévocables, car ils 
gardent dans la population une mémoire implicite des solutions déjà rencontrées. 
Il sera nécessaire d'adapter la structure des algorithmes évolutionnistes pour les 
appliquer à la résolution des CSP. Normalement, un problème de satisfaction de 
contraintes n'est pas en lui même un problème d'optimisation; il faudra donc définir 
une- fonction (revaluation à optimiser pour parcourir l'espace de recherche. Il sera 
intéressant de concevoir une méthode efficace pour réaliser l'exploration et l'exploi-
tation à partir des pré-solutions et ainsi trouver plus rapidement une solution. Pour 
ce faire, nous regarderons du côté des méthodes systématiques en profitant de leur 
avantages et en incorporant certaines idées dans la conception de notre algorithme 
[Dec90], [Fre95]. 
Cette thèse est organisée comme suit. Le chapitre suivant constitue un état de 
l'art non-exhaustif des différentes approches pour résoudre un CSP. Le chapitre 2 
présente un bref survol sur les algorithmes évolutionnistes. Le chapitre 3 présente une 
nouvelle fonction d'évaluation basée sur la structure du graphe de contraintes. Elle 
nous permettra de proposer un nouvel algorithme de type escalade pour améliorer la 
recherche de la méthode minimum-conflits. Cette fonction sera aussi le guide pour 
notre algorithme évolutionniste. Nous comparons ensuite avec d'autres méthodes qui 
utilisent d'autres types de fonctions de guidage. Le chapitre 4 dresse la conception 
d'opérateurs adaptés pour les CSP, et qui prennent aussi en compte la structure du 
3 
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»raphe de contraintes. Nous incorporons ensuite dans le chapitre 5 le concept d'adap-
rabilité dans la conception d'un opérateur afin d'améliorer les résultats déjà promet-
teurs obtenus avec nos premiers opérateurs. Nous comparons nos méthodes à celles 
utilisant d'autres opérateurs proposées dans la littérature. Enfin, nous présentons les 
conclusions et perspectives de nos travaux. 
4 
1. PROBLÈMES DE SATISFACTION DE CONTRAINTES (CSP) 
Chapitre 1 
Problèmes de Satisfaction de 
Contraintes (CSP) 
Une grande partie clés problèmes de l'Intelligence Artificielle et d'autres domaines 
de l'informatique peuvent être considérés comme des cas particuliers des problèmes 
de satisfaction de contraintes (CSP), [Nad90]. Cette thèse concerne les problèmes de 
satisfaction de contraintes qui peuvent être définis de la manière suivante. Les données 
du problème sont un ensemble fini de variables, un domaine fini pour chaque variable 
et un ensemble de contraintes. Chaque contrainte est définie sur un sous-ensemble de 
l'ensemble de variables et elle limite les combinaisons de valeurs que les variables qui 
appartiennent à ce sous-ensemble peuvent avoir. Le but est de trouver des valeurs dans 
les domaines des variables qui satisfassent toutes les contraintes. Plus formellement, 
nous définissons dans les sections suivantes les concepts utilisés par les CSP. 
1.1 Concepts et notations 
Définit ion 1.1.1 (Problème de Satisfaction de Contraintes) 
Un problème de satisfaction de contraintes ou CSP. P = (V, D, Ç) est défini par: 
- un ensemble \ ' = {A ' j , . . . . A',.} de n variables 
- un ensemble D — {Du ,.., £)„} de n domaines finis -pour les variables de V. Le 
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doinamc D, est associé à la variable X, 
v,?i. eus trahie C = {Cj , . . .. C,,} de o contraintes. Chaque contrainte. C, est définie 
• jßu.r un. couple ! ;• ',, '/",); 
v; est un ensemble de variables {A",,.. . . . À";.,,,} C 1" sur lesquelles porte la 
contrainte C¡. On appelle ari.té de. C, la longueur de la séquence v,, donc 
le cardinal de v.,: 
- r, est une relation, défi/nie par un sous-ensemble du produit cartésien Dn x 
. . . x Dh, des dornames associés aux variables de v,. Il représente les n-
uplets de valeurs autorisés pour ces variables. 
Définit ion 1.1.2 (Etre pertinente pour) 
Cluupie. variable X¡ es t pert inente pour Ck (noté par Xj t> C¡J, si CY porte sur 
X,. V/': € [1..7/J. 
Déf in i t ion 1.1.3 (Ante de C,,) 
Et.an.t donné une. contrainte Ca et ses variables pertinentes, on définit Vanté de Ca 
ar, comme le nombre de variables pertinentes pour Ca. 
Définit ion 1.1.4 (CSP binaire) 
Un CSP binaire est un CSP P — (V, D, Q dont toutes les contraintes Ci & Ç ont une 
ante égale à 2, c 'est à dire, chaque contrainte a exactement 2 variables pertinentes. 
Un CSP binaire peut être représenté par un graphe de contraintes dans lequel 
chaque nœud represente une variable, et chaque arc correspond à une contrainte 
entre 2 variables. Rossi et al. [RPD89] ont montré qu'il est possible de convertir un 
CSP avec des contraintes n-aires en un CSP binaire équivalent. C'est pour cela que la 
plupart, des recherches sur les méthodes pour la résolution de CSP avec domaines finis 
traitent, pour commencer, les CSP binaires, [Fre82l. Dans cette thèse, nous abordons 
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la résolution de CSP binaires en utilisant plus particulièrement leur représentation 
matricielle. 
Déf in i t ion 1.1.5 (Matrice de Contraintes) 
Une Matrice de Contraintes R est un tableau rectangulaire r¡ X n, tel que 
R„,=RKy] 1 Si variable Xj E> Ca 
0 sinon 
S'il s'agit d'un CSP binaire, dans R il y a juste deux entrées non-nulles pour une 
contrainte Ca, comme cela est montré sur la figure 1.1. Dans l'exemple, les variables 
X-2 et A"„ sont les deux variables pertinentes pour Ca. Cela est représenté dans la 
matrice de contraintes avec le numéro 1 à l'intersection entre la colonne de chaque 
variable et la ligne correspondant à, Cn. Dans le graphe de contraintes, cela est indiqué 



























£ • / 
FlG. 1.1 - Matrice de Contraintes et son Graphe de Contraintes 
Défini t ion 1.1.6 (Insta notation) 
Etant donne: un CSP P = (V,D,Ç), on appelle instanciation I une application qui 
associe à chaque variable A", G V une valeur I(A,) G D¡ 
Défin i t ion 1.1.7 (Instanciation Partielle) 
Etant donné un CSP P = (V, D,Ç). on appelle instanciation partielle I p de Vp = 
{Xp-,,. . ., XPi} Ç V une application qui associe à chaque variable XPt G Vp une 
videur 1P{XVI) G DPi (le domaine de XPi) 
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Remarque: Dans ie cas où 1 ",., = V alors I p est une instanciation complète. 
Définit ion 1.1.8 (Satisfaction de contrainte) 
Etant donne un CSP P — (Y, D, (), une instanciation partielle ïp satisfait la contrainte 
C, = (,-:,. r,) de Ç(uoié lp \= C¡) ssi v, C i,, et Ip de v¡ G r,. À Vopposé, on dira qu'une 
instanaation I p viole C, ssi v, C ~\'p et ïp{v,) é r, 
Définit ion 1.1.9 (Instanciation consistante) 
Etant donné un CSP P = {\\D,C), une msta/nciaiion partielle I p des variables est 
dite consistante ssi: 
VC, = [v,,r,) G C; IM? (lue v¡ C K,,Ip |= Ci 
Définit ion 1.1.10 (Solutionis) d'un CSP) 
l'ne solution S de P = (V, D.Ç) est une instanciation consistante de toutes les va-
rm.l)le.s (]], — ]'). On dit alors que l'instanciation S satisfait P (noté S j= P / . L'en-
scuiblc des solutions de P sera noté Sp. 
1.2 Exemples de CSP 
Les exemples suivants sont d'un intérêt particulier, car ils sont des prototypes 
pour une grande classe de problèmes pratiques. 
Le co lor iage de g r a p h e 
Le problème de coloriage de graphe avec 3 couleurs consiste à colorier un graphe 
non-orienté comprenant n nœuds. Chaque nœud doit être colorié avec une des trois 
couleurs disponibles de telle sorte que deux noeuds voisins n'aient pas la même, couleur. 
Ce problème est utilisé pour rnodéliser certains types de problèmes d'ordonnancement 
et de gestion de ressources. La figure 1.2 montre le problème de coloriage d'une carte 
avec 3 couleurs (noir, blanc, gris). Les contraintes sont toutes du même type: ne pas 
colorier avec la même couleur les pays voisins. 
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FlG. 1.2 - Exemple: Coloriage avec 3 couleurs 
Les N-reines 
Placer sur un échiquier de N x N cases. N reines qui ne s'attaquent pas (suivant 
les règles classiques des échecs). Il s'agit d'un problème équivalent à la recherche 
d'un ensemble intérieurement stable (qui sera maximum) dans un graphe de Ar x N 
nœuds (un nœud pour chaque case), chaque arête correspondant à une diagonale, une 
verticale ou une horizontale. Il peut s'envisager pour d'autres types de pièces. 
Le problème du Zèbre 
Attribué à. Lewis Carroll, pasteur logicien et écrivain anglais auteur de nombreux 
autres puzzles. On considère cinq maisons, toutes de couleurs différentes (rouge, 
bleu, jaune, blanc, vert), dans lesquelles logent cinq personnes de profession diffé-
rente (peintre, sculpteur, diplomate, docteur et violoniste) de nationalité différente 
(anglaise, espagnole, japonaise, norvégienne et italienne) ayant chacune une boisson 
favorite (thé. jus de fruits, café, lait et vin) et des animaux favoris (chien, escargots, 
renard, cheval et zèbre). On dispose des faits suivants: l'Anglais habite la maison 
rouge, l'Espagnol possède un chien, le Japonais est peintre, l'Italien boit du thé, le 
Norvégien habite la, première maison à gauche, le propriétaire de la maison verte boit 
du café, la maison verte est à droite de la blanche, le sculpteur élève des escargots, le 
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diplomate habite la maison jaune, on boit du lait dans la maison du milieu, le Norvé-
gien habite à coté de la maison bleue, le violoniste boit du jus de fruit, le renard est 
dans la maison voisine du médecin, le cheval est à côté de la maison du diplomate. 
Il s'agit de trouver le possesseur du zèbre et le buveur de vin. En fait le problème 
n'admet qu'une seule solution et il s'agit de la trouver. 
CSP aléatoires 
t ne pratique qui devient de plus en plus courante est de tester un nouvel al-
gorithme sur un jeu important de CSP binaires générés entièrement aléatoirement, 
|Sun95j. Chaque jeu de problèmes est décrit par quatre paramètres: n, le nombre de 
variables, m le nombre de valeurs de chaque domaine, p¡ la probabilité qu'il y ait 
nue contrainte entre deux variables, et p2 la probabilité conditionnelle qu'une paire 
de valeurs soit inconsistante pour un couple de variables, étant donné qu'il y a une 
contrainte entre les deux variables. Ces tests sont généralement utilisés pour juger très 
grossièrement les performances relatives de différents algorithmes, et pour déterminer 
pour quels problèmes (avec des graphes denses, contraintes difficiles) ils sont efficaces. 
Dans cette thèse, nous avons principalement testé nos algorithmes sur le problème 
de .'»-coloriage de graphe et sur les CSP binaires générés aléatoirement. 
1.3 Méthodes de résolution des CSP 
Il existe différentes approches pour résoudre les problèmes de satisfaction de 
contraintes. Dans la. figure 1.3, nous montrons un résumé non-exhaustif des diffé-
rentes approches existantes pour aborder un CSP, [Fre95]. Celles qui sont prises en 
compte dans cette Thèse sont: Algorithmes Génétiques, Décomposition, Réparation 
par Escalade. Représentation par Réseaux de Contraintes. 
Nous pouvons aussi classifier en deux classes les méthodes de résolution: Méthodes 
Complètes et Incomplètes. Les méthodes complètes font une recherche arborescente 
en instanciant les variables une par une et en effectuant un retour en arrière en cas 
d'échec. Les méthodes incomplètes font une réparation d'une configuration en par-
courant de manière non systématique (aléatoire) l'espace de recherche. 
1Ü 
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FîG. 1.3 Différentes Approches pour CSP 
1.3.1 Méthodes complètes 
Selon Dechter. [Dec90] nous pouvons classer les techniques de résolution de CSP 
du point de vue de l'exploration en trois catégories: 
-- Exploration systématique: L'algorithme le plus courant dans cette catégorie est 
le retour-en-arrière1 lequel traverse l'espace de recherche en profondeur d'abord, 
[Kum92]. Il démarre avec un ordre pré-établi des variables du CSP et des va-
leurs de chaque variable dans son domaine. L'algorithme affecte des valeurs 
aux variables, une après l'autre, et teste chaque fois si l'instanciation partielle 
courante est localement consistante. Lors de son exécution, il y aura retour-
en-arrière quand une instantiation partielle choisie durant la recherche et lo-
calement consistante doit finalement être écartée parce qu'il n'existe pas de 
prolongement de cette instantiation partielle qui soit solution. 
- Algorithmes prospectifsA: Ces algorithmes après chaque affectation de valeur 
à une variable, éliminent des domaines des variables non encore instanciées 
1. en anglais: backtrack 
2. en anglais: look-ahead 
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les valeurs qui conduisent d'évidence à un échec. La particularité de chaque 
algorithme sera dans le nombre de tests de contraintes et le nombre de valeurs 
éliminées, parmi eux on peut citer Fonvard-checking. Partial-lookahead. Full-
lookahead. Real-full-lookahead ¡HE80], MAC [BFR95]. 
Algorithmes rétrospectifs'1: Ces algorithmes sont incorporés dans le processus de 
recherche lui-même pour réaliser un retour-en-arrière "intelligent". Ils essaient de 
tirer parti des informations implicites contenues dans les situations d'échec pour 
économiser plus tard des essais de valeurs ou pour sélectionner un meilleur point 
de retour. Parmi eux, on trouve Back-jumping [Dec90j, Confiict-Back-jumping 
|Pru91j. Back-checking [HE80], Back-marking [Gas77]. 
Dans la même catégorie des méthodes complètes, on trouve d'autres types d'ap-
proches intéressants, comme par exemple: 
- Algorithmes de filtrage: ils sont utilisés d'abord dans une phase de pré-traitement 
pour améliorer la performance de l'algorithme de recherche. Une procédure de 
filtrage augmente la cohérence locale d'un CSP. Elle transforme un CSP en 
un autre CSP dont l'espace de recherche est réduit par rapport à celui du 
CSP d'origine mais dont l'ensemble de solutions est le même. Il ne perd pas 
d'information dans la transformation, mais le nouveau CSP contient explici-
tement certaines contraintes qui étaient implicites dans le CSP origine. Cette 
explicitation de contraintes évitera à une procédure de recherche de parcourir 
certaines zones de l'espace de recherche qui mèneraient sûrement à un échec. 
Les algorithmes de filtrage ou de cohérence locale ne résolvent pas complète-
ment un CSP mais éliminent les inconsistances locales, qui autrement auraient 
pu être découvertes plusieurs fois par les procédures de recherche de solution. 
Parmi eux, les niveaux de filtrage les plus répandus sont la cohérence d'arc 
¡MH86J, [Bes94], la cohérence de chemin [Mon74j, la k-cohérence [Fre78]. Les 
méthodes prospectives s'appuient sur les algorithmes de cohérence d'arc. Dans 
[HE80] sont présentées les procédures qui fonctionnent avec un filtrage pendant 
3. on anglais: look-back 
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la recherche comme Forward-checking, Parfcial-lookahead. Full-lookahead, Real-
f'ull-lookahead. Elles se distinguent par des niveaux de filtrages de plus en plus 
forts. Le niveau de filtrage le plus simple (Forward-checking) consiste en une 
analyse du voisinage immédiat, de la variable dernièrement instanciée, le plus 
fort (R.eal-full-lookahead) établit de la consistance d'arc complète après chaque 
instanciation. 
Algorithmes basés sur la structure du graphe: Leur recherche est guidée par 
les caractéristiques du réseau de contraintes. Lïdée est de décomposer un CSP 
de façon qu'il soif possible de construire les solutions du problème à partir des 
solutions de sous-problèmes. On divise l'ensemble de noeuds du graphe en k sous-
ensembles définissant chacun un sous-CSP, de telle façon que toute contrainte 
appartienne à au moins un des sous-CSP. On pourra former les solutions du pro-
blème en résolvant un CSP à k variables (une pour chaque sous-CSP) dont les 
domaines sont formés par les ensembles de solutions du sous-CSP correspondant. 
Une contrainte existe entre des variables qui correspondent à des sous-problèmes 
ayant au moins une variable en commun, sa relation associée exprime simple-
ment que la projection des solutions des sous-CSP coïncide sur ces variables 
communes [AS94J. Ces algorithmes peuvent servir d'appui aux algorithmes de 
cohérence ainsi que pour les algorithmes d'exploration systématique, [Dec92], 
[Jeg90]. 
Dans cette classification des méthodes complètes, nous nous sommes intéressée parti-
culièrement aux algorithmes qui utilisent les caractéristiques topologiques du réseau 
de contraintes pour guider la recherche d'une solution, par exemple la méthode pro-
posée par Dechter en [Dee.92] pour réduire la taille du graphe de contraintes, la condi-
tion trouvée par Freuder pour faire une recherche sans retour-en-arrière en [Pre82], 
et d'autres méthodes qui cherchent à augmenter la performance de la recherche en 
utilisant la connaissance de la structure du graphe [DP88]. 
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Procédure Min-confli ts (V. D.Ç) 
Débu t 
I ms t anc i a t i on i n i t i a l e des variables 
Répé te r 
A"(I)=variables en conf l i t dans I 
Choisir une paire var iable-va leur iA"(. </• ;,) dans I t e l que A~¡ G A'(I) 
Choisir l a valeur d\: pour ,Y\ t e l que 
(1,, G D, minimise le nombre de conf l i t s 
I = {I-{(Xl.dit)})U{{Xl.dij)} 
j u squ ' à ce que toutes l e s contra intes soient s a t i s f a i t e s 
ou un nombre maximum d ' i t é r a t i o n s 
Fin /* procédure min-confl i ts */ 
Fi t ; . 1.4 -• Structure de la procédure min-conflits 
1.3.2 Méthodes incomplètes 
Les méthodes incomplètes réparent une configuration courante en parcourant de 
manière non systématique (aléatoire) l'espace de recherche. Dans cette catégorie, la 
méthode la plus répandue est proposée sous le nom de rnin-conflits dans [MJPL92] 
autour d'une heuristique de réparation locale avec minimisation de conflits. Cette heu-
ristique consiste à choisir une variable intervenant dans une contrainte non-satisfaite, 
et à choisir pour cette variable, une valeur qui minimise le nombre de contraintes 
non-satisfaites. 
Déf in i t ion 1.3.1 (M m-conflits) 
Etant donné: un CSP binaire et une instanciation I. Deux variables seront en conflit 
.s-/ leurs valeurs violent une contrainte. 
Réparation: Sélectionner une variable qui est en conflit et choisir pour elle une valeur 
qui minimise le nombre total de conflits. 
La procédure min-conflits est montrée sur la figure 1.4. Cette méthode est. extraordi-
nairement simple et efficace surtout pour les problèmes de grande taille d'ordonnan-
cement et de gestion de ressources, d'après Minton et al. en [MJPL92J. Elle a tout 
même l'inconvénient de ne pas assurer de trouver une solution, et de pouvoir rester 
fifj.ee dans un minimum local. Plusieurs méthodes ont été définies pour l'aider à sortir 
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Procédure GSAT [CSP.MAX_TRIES..VAX_FLIPS) 
Début 
Pour i = l jusqu 'à MAX_TRIES 
I d i s tanc ia t ion i n i t i a l e des var iables 
Pour ] = 1 jusqu 'à MAX_FLIPS 
si I s a t i s f a i t CSP alors solution 
sinon so i t F l 'ensemble des paires var iable-va leur qui 
quand e l l e s sont changées améliorent le 
nombre de contra intes s a t i s f a i t e s 
prendre aléatoirement un î £ F 
1 = 1 avec f changé 
Fin /* procédure GSAT */ 
FlG. 1.5 - Structure de la procédure GSAT 
de ce type de situation, par exemple de recommencer avec une nouvelle instantiation 
initiale une fois que l'algorithme s'aperçoit qu'il n'arrive pas à trouver une meilleure 
solution. [Mor93j. Une approche similaire pour les problèmes de satisfiabilité (SAT) 
cist proposée par Sehnan [SLM92] sous le nom de GSAT. L'algorithme commence 
par générer une instantiation initiale et il l'améliore ensuite de façon incrémentale en 
changeant la valeur d'une variable, de telle sorte que la nouvelle valeur représente la 
plus grande augmentation du nombre de contraintes satisfaites. Cela est fait jusqu'à 
ce que toutes les contraintes soient satisfaites ou jusqu'à avoir fait un nombre maxi-
mum pré-determiné de changements (MAX-FLIPS). La procédure standard de GSAT 
est montrée dans la figure 1.5. GSAT peut rester lui aussi figé dans un minimum lo-
cal, donc plusieurs heuristiques ont déjà été proposées pour l'aider dans sa recherche 
aléatoire, comme celle du chemin aléatoire* présenté par Selman, Kautz et Cohen en 
[SKC94J. 
GSAT et min-conflits utilisent une stratégie fondée sur des optimisations locales no-
inée l'escalade. Cette stratégie répare la configuration courante et en construit une 
nouvelle, en cherchant à satisfaire plus de contraintes que la pré-solution précédente. 
Le succès des algorithmes de recherche locale peut être attribué à leur efficacité, car 
ils peuvent être plus performants que les méthodes de recherche systématiques, telles 
4. PU aiiglais:Random walk 
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([lie le retour-en-arrière, le backjumping [Pro91j pour un grand nombre de problèmes 
|BLS8!. jSKC94¡. [BC97]. 
1.4 La complexité et les problèmes NP-Complets 
La problématique pour trouver une solution pour un CSP est de concevoir un 
algorithme efficace en temps de calcul et en espace, c'est-à-dire qui soit capable de 
finir dans un temps raisonnable et d'utiliser une quantité de mémoire de l'ordinateur 
elle aussi raisonnable. Pour comprendre les difficultés des problèmes impliqués, nous 
devons introduire d'abord la théorie de la complexité. Si nous avons une vision claire 
des limitations que nous pourrions rencontrer dans la conception d'algorithmes, cela 
nous aidera à être capables de développer des bonnes techniques pour aborder ces 
problèmes difficiles. Pour continuer, nous présentons un résumé de la théorie de la 
complexité utile pour la résolution des CSP. 
Les algorithmes en temps polynomial sont ceux dont le temps d'exécution dans le 
pire ries cas est 0(vk) pour un k constant, donné et pour une entrée de taille n (c'est 
a dire, algorithmes de complexité C^n'1), 0(n/o</n), etc). On dira qu'un algorithme 
est ¡-n temps exponentiel si sa complexité en temps n'est pas d'ordre polynomial ( par 
exemple 0 (n ! ) , 0 (2 " ) , etc). Puisqu'une fonction exponentielle augmente beaucoup 
plus vite qu'une fonction polynomiale quand n croît, il est raisonnable de penser que 
les l :algorithmes efficaces" sont des algorithmes en temps polynomial, c'est à dire, 
qu'ils ont besoin d'un nombre d'opérations qui n'augmente que de façon polynomiale 
avec la taille de l'entrée. 
Déf in i t ion 1.4.1 (P) 
On àiva qu'un problème est dans la classe de complexité P s'il peut être résolu par un 
algorithme connu en temps polynomial. 
De cette définition, on peut penser intuitivement que P est une classe de problèmes 
faciles, car il existe des algorithmes efficaces (temps polynomial) pour résoudre ce 
type de problèmes. Il faut remarquer que le terme "problème" utilisé dans la théorie 
de la complexité est par rapport aux problèmes de décision (c'est à dire des problèmes 
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qui n'ont que deux solutions possibles: la réponse Oui ou la réponse Non) plutôt que 
des problèmes d'optimisation. 
Déf in i t ion 1.4.2 (NP) 
Un problème appartient à la cuisse NP (polynomial non-déterministe) si une solution 
donnée r qui est une instance "om." du problème de décision peut être vérifiée par un 
ahjoritlmic en temps ¡xilyuomial 
Selon cette définition, pour classer un problème comme étant NP., nous n'avons pas 
besoin de montrer qu'il A- a un algorithme polynomial pour le résoudre. Nous avons 
seulement besoin que dans le cas où x est une instance "OUI" du problème, il existe 
un algorithme qui soit capable de vérifier sa validité en un temps polynomial. D'après 
les deux définitions, on peut conclure qu'un problème de décision qui est résolu par 
un algorithme déterministe en temps polynomial est aussi résolu pour un algorithme 
non-déterministe en temps polynomial, donc P Ç NP. Le fait que P soit différent de 
NP reste un problème ouvert. Nous avons donc besoin de définir la classe de problèmes 
"difficiles" en NP (remarquons que P est la classe de problèmes "faciles" dans NP). 
Déf in i t ion 1.4.3 (Réduction Polynomials) 
On dira qu'un problème Qt est réductible en temps polynomial à Qo ssi il existe un 
(iluonthrne en temps polynomial qui transforme toute instance de Q\ en une instance 
de Q-2 de telle sorte que l'instance de Q\ et l'instance transformée aient toujours les 
mêmes solutions. 
Cette définition implique que si un problème Qi peut être réduit à un autre problème 
Q->, alors Qj n'est "pas plus dur à résoudre" que Q2. On peut définir maintenant la 
classe des problèmes NP-eomplets 
Définit ion 1.4.4 (NP-Com,plet) 
Un problème de décision Q est NP-complet, si: 
- Q G NP, et 
- tous les autres problèmes en NP peuvent être réduits polynomialement à Q. 
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Do plus, si un problème Q satisfait la deuxième condition, mais pas nécessairement 
la première, nous disons que le problème est NP-dimcile. La conséquence de cette 
définition est qu'une fois qu'on a trouvé un problème NP-complet il est relativement 
huile d'en trouve]' d'autres en utilisant la regle de réduction polynomiale, donc les 
problèmes NP-complets sont dans un sens "les plus importants" problèmes de NP. 
La signification pratique de la théorie de la NP-complétude est que pour résoudre les 
problèmes dans la classe NP-complet. on aura besoin d'un temps de calcul qui grandit 
oxponentiellement avec la taille du problème (sauf si on montre que P=NP ) . En 
rennes calculatoires. ces problèmes sont appelés des problèmes intraitables. Pour une 
description plus en détail de la théorie de la complexité, nous recommandons [CLR90]. 
Pour une démonstration que les problèmes de satisfiabilité 3-SAT. du voyageur de 
commerce et du sac à dos sont des problèmes dans la classe NP-complet, le lecteur 
pour consulter [AS94J. 
1.5 Algorithmes systématiques versus algorithmes sto-
chastiques 
Le t'ait que plusieurs CSP soient. NP-complets suggère fortement qu'il n'existe pas 
un algorithme systématique efficace pour résoudre ce type de problème, et que les 
algorithmes complets peuvent être utilisés seulement pour résoudre des problèmes de 
petite ou moyenne taille. Cela peut apparaître comme décourageant si on cherche à 
trouver une solution pour un problème NP-complet. Mais, sans rejeter l'utilisation des 
méthodes complètes pour la résolution des problèmes NP-difficiles, nous énumérons 
«quelques situations où les approches complètes peuvent encore être efficaces pour 
certains problèmes NP-difficiles de taille raisonnable. 
La NP-complétude est essentiellement un phénomène dans le pire des cas. En 
d'autres termes, nous pouvons seulement conclure que si un problème est NP-
diffieile, dans le pire des cas, il ne sera pas résolu en temps polynomial. Mais le 
comportement d'un algorithme exponentiel dans le pire des cas peut être poly-
nomial en moyenne. Par exemple, le fameux algorithme du Simplexe [CLR90], 
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résout d'une manière assez efficace la plupart des problèmes de programmation 
linéaire, bien qu'il soit exponentiel dans le pire des cas. . 
Il existe la possibilité que le problème en question soit un cas particulier d'un 
problème NP-complet et que ce cas particulier soit dans la classe P et donc 
puisse être résolu efficacement. Par exemple, le problème général 0-1 du sac à 
dos est. NP-difficile. mais si tous les coûts sont égaux à un. le problème est P. 
Par exemple. SAT est NP-complet, mais 2-SAT est P. 
Ces observations à propos des problèmes NP-complets sont la motivation pour les 
chercheurs qui essaient de résoudre ces problèmes d'une manière complète d'utiliser 
des méthodes d'énumération "intelligentes" avec heuristiques par exemple pour ie 
choix de la valeur d'une variable, où en utilisant l'information pendant la recherche 
'pour faire un retour-en-arrière plus performant. En pratique, nous avons besoin d'al-
gorithmes efficaces pour résoudre des problèmes difficiles de grande taille, lesquels 
restent hors de portée des méthodes complètes. Dans ce cas, les méthodes stochas-
tiques jouent un rôle important, car en générai elles n'explorent pas complètement 
l'espace de recherche et elles sont aidées par des heuristiques qui guident d'une ma-
nière intelligente leur exploration et la réparation d'instanciations. Par exemple en 
[Sel95] GSAT a pu résoudre des problèmes difficiles avec plus de 2000 variables, par 
contre les méthodes systématiques actuelles ne sont capables de manipuler à peu près 
que 400 variables. GSAT a été aussi utilisé pour résoudre des problèmes hautement 
structurés, par exemple les problèmes de conception de circuits et des problèmes d'al-
gèbre finie, quelques uns de leurs tests avaient 20000 variables et 500000 clauses. 
Les deux méthodes présentées dans ce chapitre commencent avec une instanciation 
initiale et elles essaient de la réparer en faisant des changements de valeurs de cer-
taines variables en cherchant une escalade. Elles avancent sans revenir en arrière, donc 
elles sont dans la catégorie de méthodes irrévocables. Ces dernières années, d'autres 
méthodes stochastiques utilisant des métaheuristiques ont retenu l 'attention des cher-
cheurs. Ces méthodes permettent une "dégradation" de la solution, c'est à dire, elles 
acceptent une solution courante moins bonne que la précédente en terme de la fonc-
tion d'évaluation. Évidemment, cette permission de "descente" doit être conditionnée 
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à certaines règles, de façon d'augmenter la probabilité que l'algorithme puisse sortir 
d'un optimum local. Les deux méthodes les plus répandues qui utilisent ces idées 
sont le Remit Simulé et la Reclicrriie. Tabou. Ici. nous ferons une brève description de 
chacune de ces méthodes. 
1.5.1 Recuit simulé 
Le Recuit simulé"' (SA) fut proposé comme une technique d'optimisation par Kirk-
patrick et al. [KGYS3|. En métallurgie, l'obtention d'un cristal parfait se fait grâce à 
la méthode du recuit. On porte un métal à une température suffisamment élevée pour 
qu'il soit dans l'état liquide. Puis, à partir de cet état, on abaisse la température, et 
de- ce fait les atomes se réorganisent en une autre nouvelle structure. 
1 "ne même structure initiale peut donner différentes structures finales selon la façon 
dont on baisse la température. Si celle-ci baisse trop brutalement, on risque d'at-
teindre un état rnétastable qui ne correspond pas à l 'état fondamental, minimum 
absolu d'énergie interne, mais un minimum local de l'énergie. On a obtenu un verre. 
1.1 est donc essentiel que l'abaissement de la température se fasse très lentement et 
très régulièrement. Pour faire disparaître d'éventuels défauts dans la structure du 
cristal, on utilise la technique du recuit. On réchauffe un peu le métal, afin que les 
atomes aient plus de liberté de mouvement. En chauffant suffisamment, on donne 
assez d'énergie pour qu'ils sortent de l'optimum local. En abaissant à nouveau la 
température régulièrement, ils pourront atteindre l'optimum global. 
C'est en s'inspirant de ce procédé que SA a été développé. Il s'agit d'un algorithme 
stochastique, permettant une détérioration de la valeur de la configuration courante. 
SA est une technique probabiliste de type escalade qui est basée sur le processus 
physique du "recuit". SA commence avec un point aléatoire de l'espace de recherche, 
accepte toute amélioration et permet une modification locale détériorant l'instan-
( iariou courante selon une certaine fonction de probabilité. Le niveau d'acceptation 
ù une "descente" dépend de la grandeur de la diminution de la valeur de la fonction 
objectif et d'un paramètre appelé température, qui diminue au cours de la recherche. 
• ">. vu anglais: Simulated Annealing 
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Procédure Algorithme Recuit Simulé Standard 
Débu t 
Choisir une solut ion i n i t i a l e s 
Choisir une température i n i t i a l e T 
tan t que (que le système n ' e s t pas g e l é ) " faire 
tant que (1- équi l ibre à T n ' e s t pas a t t e i n t ) faire 
Choisir aléatoirement un mouvement élémentaire pour obtenir s' 
Calculer la var ia t ion du coût A / : = f{s!) — f(s) 
Si A / < 0 (amélioration de la solution) 
alors s := *' (modification acceptée) 
A / 
sinon « := s avec la p robab i l i t é exp r 
Réduire la température 
Fin /* procédure Algorithme Recuit Simulé Standard */ 
" la température est devenue très basse donc la solution ne peut plus évoluer 
FIG. 1.6 - Structure de l'Algorithme Recuit Simulé Standard 
La figure 1.6 montre l'algorithme de base. L'obtention d'un cristal sans défaut revient 
donc à minimiser une grandeur physique (l'énergie) en évitant les minima locaux, alors 
(pie le nombre d'états possible est immense (le nombre de molécules étant lui-même 
très élevé, de Tordre de li)2''/enii). 
En Optimisation Combinatoire, on est confronté à un problème du même type: 
minimiser une fonction sur un grand nombre de combinaisons possibles (en général 
suffisamment grand pour empêcher l'examen de tous les possibilités en un temps rai-
sonnable). Et là aussi, on essaie d'éviter les minima locaux. C'est sur cette idée que 
l'analogie entre la Mécanique Statistique et les problèmes d'Optimisation Combina-
toire a été mise à profit. La solution optimale joue le rôle de l'état cristallin, et les 
minima locaux remplacent les états métastables. Une différence fondamentale appa-
raît alors: la température n'est plus une notion physique, elle devient simplement un 
paramètre de contrôle lorsqu'on simule un recuit. 
Cette approche a été utilisée avec succès pour résoudre une grande gamme de 
problèmes tels que le voyageur de commerce, les tournées de véhicules, la conception 
de circuits, le traitement d'images, la reconnaissance des formes, incluant aussi les 
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COP1, (Problèmes d'Optimisation sous Contraintes). Plus récemment elle a aussi été 
appliquée à la résolution de MCSP ' (problèmes de satisfaction d'un maximum de 
toiitraint.es}. où le but est de trouver une solution qui satisfait le nombre maximum 
de contraintes. Pour ce problème. Hao et al. ont proposé un algorithme basé au recuit 
simulé qui ont comparé empiriquement, avec un algorithme qui réalise une recherche 
tabou. ¡HP9SJ. Le lecteur peut trouver une description détaillée et des applications 
rie cette méthode en [VLA88] du recuit simulé. 
1.5.2 Recherche tabou 
L'idée d'une Recherche tabou8 (TS) a été proposée par Glover en ¡Gio86] et indé-
pendamment par Hansen en [Han86], pendant la même période. La méthode est une 
extension directe des procédures d'escalade vues précédemment. Elle est conçue pour 
aider ces méthodes itératives de recherche locale à sortir d'un optimum local. Pour 
cela elle gère des structures de données qui mémorisent des éléments de la recherche 
deja effectuée. 
Deux points sont les fondements de cette approche: 
L'utilisation de structures flexibles de mémorisation conçues pour exploiter l'his-
torique de la recherche. 
- Un mécanisme associé pour intensifier et diversifier le processus de recherche en 
utilisant les structures de mémorisation. 
Tabou est actuellement une heuristique qui donne de bons résultats pour un bon 
nombre de problèmes d'optimisation. En particulier, le succès de cette approche pour 
le problème classique du voyageur de commerce (TSP) a motivé l'application de la 
méthode tabou à d'autres problèmes classiques ou plus généraux. Ainsi le coloriage de 
graphes [HdW87|, l'affectation quadratique [Tai91], la tournée de véhicules [Tai93], 
|Lap92], [Reg96j et plus récemment les MCSP. Pour ces problèmes, Galinier et al. 
ont proposé un algorithme de recherche tabou qui s'est révélé être plus performant, 
fi. en anglais: Constraint Optimization Problems 
7. Maximal Constraint Satisfaction Problems 
S. en anglais: Tabu Search 
90 
1. PROBLÈMES DE SATISFACTION DE CONTRAINTES (CSP) 
i.ú. Algorithmes systématiques versus algorithmes stochastiques 
('iiipiriqueinent, qu'un algorithme qui utilise min-conflits avec la technique du chemin 
aléatoire ¡GH97J. 
Une fonction objectif / doit, être minimisée dans un espace d'états X. Pour chaque 
point s de X. on définit, un voisinage N(i>). Pour un CSP, c'est généralement l'ensemble 
des configurations différant de s par la valeur d'une variable. L'ensemble X et la défi-
nition du voisinage se traduisent par un graphe d'états G où deux états i et j sont lies 
par un arc (/,./) si et seulement si j appartient, au voisinage N(ï). La méthode tabou 
est une procédure, itérative qui, en partant d'un point initial de X, tente d'atteindre 
la solution optimale pour / en exécutant à chaque pas un mouvement, dans le graphe 
d'états G. Chaque itération consiste d'abord à produire dans le voisinage N(s) de 
la configuration courante a, l'ensemble V„ des configurations admissibles, c'est-à-dire 
celles qui sont obtenues à partir de .s- par l'exécution d'un mouvement non tabou. 
Puis on choisit, pour nouvelle configuration courante dans Va la meilleure configura-
tion pour /'. même si cela entraîne une augmentation de la fonction f. 
La suite des configurations produites à chaque étape de la recherche crée donc un 
chemin dans G. Il arrive que la recherche de la meilleure solution dans le voisinage ne 
soit pas une tâche triviale et que l'on doive pour cela résoudre un problème d'opti-
misation 'locale". Selon la, taille du voisinage choisi, le problème d'optimisation locale 
peut se résoudre exactement ou de façon approchée. 
En acceptant de détériorer la valeur de la solution courante, on permet de "s'éloigner" 
d'un optimum local, mais cela peut induire des phénomènes de circuits (parcours ré-
pétitif du même ensemble de solutions). Pour éviter ces circuits la méthode consiste 
en l'introduction de contraintes Tabou servant à interdire les mouvements précédents 
pendant, un certain nombre d'itérations. Ces mouvements sont introduits dans une 
liste T constamment, tenue à jour: la liste Tabou. 
A chaque itération, l'élément le plus ancien est remplacé par le dernier mouvement 
(ou le mouvement inverse). La figure 1.7 montre l'algorithme dans sa version la plus 
simple qui utilise une liste taboue T et un critère d'aspiration qui accepte un mou-
vement tabou si celui-ci produit un état meilleur que le meilleur état trouvé jusqu'à 
présent. 
L'élément fondamental de la méthode, est l'utilisation de structures de mémoire 
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Procédure Algorithme Recherche Tabou Standard 
Début 
Choisir une solution in i t i a l e s 
tant que (que le cri tère d'arrêt n 'es t pas vérifié) faire 
Engendrer un échantillon \~a Ç A*(s) — T 
Rechercher s' G I-', t e l l e que f(s')=inin,r&\-af(.v) 
s := s 
si ,/V) >/(*• *) 
alors s4 := .s' 
mettre a jour la l i s t e T 
Fin /* procédure Algorithme Recherche Tabou Standard */ 
FIG. 1.7 - Structure de l'Algorithme Recherche Tabou Standard 
flexibles au lieu de structures de mémoire rigides (comme dans les recherches systéma-
tiques Branch & Bound et .4*) ou encore de systèmes sans mémoire (comme le Recuit 
Simulé ou autres approches aléatoires). Les structures de mémoire de la recherche Ta-
bou se réfèrent à quatre types de mesures: ancienneté, fréquence, qualité et influence. 
Ces mesures sont évaluées à partir d'un ensemble de structures logiques construites 
au cours du processus de la recherche. La méthode est fondée sur trois structures 
de mémoire flexible, celles-ci correspondent à trois stratégies de recherche. La mé-
moire à court terme correspond à une stratégie d'exploration agressive recherchant le 
meilleur mouvement possible (une meilleure évaluation) sujet à certaines contraintes: 
c'est la liste taboue des mouvements interdits. La mémoire à moyen terme réalise 
une stratégie d'intensification, l'idée est d'intensifier la recherche dans une zone pro-
metteuse. La mémoire à long terme correspond à une stratégie de diversification qui 
évite que certaines régions ne soient totalement négligées. On remarque que souvent 
les méthodes taboues implantées n'utilisent que la mémoire à court terme, comme 
l'algorithme de la figure 1.7. Pour une description complète de cette méthode, nous 
suggérons [Glo89]. [Glo90|, [GTdW93j. 
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1.5.3 Autres méthodes stochastiques 
Récemment. Dorigo en !Dor92| et Dorigo. Maniezzo et, Colorni en fDMC96| ont 
présenté un nouvel algorithme réparti pour résoudre des problèmes d'optimisation 
combinatoire. Ils ont défini un Système de Fourmis9 (AS) clans lequel un ensemble 
d'agents appelés fovrmis réalisent un travail coopératif pour trouver la solution au 
problème du voyageur du commerce. Cette technique peut être interprétée comme 
un type particulier d'apprentissage réparti renforcé. La métaphore est basée sur le 
comportement naturel des fourmis dans le monde réel. Les vraies fourmis sont ca-
pables de trouver le chemin le plus court, à partir d'une source de nourriture pour 
arriver à leur fourmilière, en exploitant l'information de la phéromone. En marchant, 
leh fourmis déposent de la phéromone sur le sol et elles suivent avec une certaine 
probabilité la phéromone déjà déposée par d'autres fourmis. Cette phéromone subit 
aussi un phénomène d'évaporation. 
Le système des fourmis est un algorithme dans lequel un ensemble de fourmis 
artificielles coopère pour résoudre un problème, en interchangeant de l'information à 
travers la phéromone qui est déposée sur les arcs d'un graphe, La phéromone dépo-
sée sur les arcs joue le rôle d'une mémoire répartie à long terme. Cela permet une 
sorte de communication indirecte appelée stigmergy. AS a été principalement utilisé 
pour résoudre le problème du voyageur de commerce et le problème d'affectation qua-
dratique. Pour une description complète de cette nouvelle méthode, nous suggérons 
¡DG97], 
1.6 Conclusion du chapitre 
Nous voulons souligner l'effort effectué dans différentes lignes de recherche pour 
concevoir des algorithmes plus performants pour affronter la complexité des problèmes 
NP-complets. Chaque discipline a son espace et sa contribution. Par exemple, pour le 
problème du voyageur de commerce. Johnson et al. [JM97] ont évalué les algorithmes 
les plus répandus dans la littérature actuelle. Ils ont trouvé que parmi ces algorithmes, 
9. Ant System en anglais 
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l'algorithme classique de Lin-Kemighaii [LK73] donne les meilleurs résultats, pour 
les problèmes de grande taille d'un million de villes ou plus et aussi pour certaines 
inst anees réelles du TSP ( dans le fichier TSPLIB). Ils ont, montré que ni la recherche 
iabou. ni le recuit simulé, ni les algorithmes génétiques ne sont capables d'obtenir de 
résultats comparables pour cette taille du problème. Par contre, si le problème est de 
trouver des tours plus petits, le recuit simulé et les algorithmes génétiques peuvent 
trouver de meilleurs tours que ceux que trouve dans le même temps l'algorithme de 
Lin-Kernighan. Les approches avec métaheuristiques ont. l'avantage supplémentaire 
de ne pas avoir besoin d'un code aussi compliqué que celui de Lin-Kernighan. 
En ce qui concerne les problèmes de satisfiabiiité (SAT), avant les années 90 la 
taille des problèmes résolus était de 20 à 50 variables avec 20 à 200 clauses. Mainte-
nant, avec les nouvelles méthodes (telles que GS AT), on peut résoudre de problèmes 
entre 2000 à 20000 variables avec 10000 à 20000 clauses. Au début, la recherche avec 
GS AT était orientée vers la comparaison avec des problèmes générés d'une façon 
aléatoire, maintenant la recherche s'oriente vers la résolution de problèmes pratiques. 
Pour les problèmes classiques des N-reines, Minton et al. [MJPL92] ont pu ré-
soudre le problème avec 1000000 de reines dans un temps raisonnable, en utilisant 
leur heuristique, de min-conflicts. Ils ont conclu que le problème des N-reines est donc 
un problème facile, bien qu'il soit impossible de le traiter par un algorithme de retour-
i'ii-arrière classique pour plus de cent reines. GSAT a pu aussi résoudre le problème 
des N-reines. Pour 100 reines codées avec 10000 variables et 1.6 106 clauses, il a trouvé 
i a solution en 195 secondes. 
Finalement, pour le problème de 3-coloriage Minton et al. [MJPL92] ont fait des 
expérimentations avec un nombre de variables entre 30 et 180 pour des graphes denses 
et peu denses, coloriables avec 3 couleurs. L'algorithme testé commence en appliquant 
l'algorithme classique de. Brélaz pour trouver une solution initiale. Dans le cas où 
la solution initiale ne correspond pas à une solution du problème, il la répare en 
utilisant, l'heuristique de min-confiits. Pour les graphes denses, l'heuristique de Brélaz 
;i pu trouver la solution sans utiliser leur heuristique de réparation. En revanche, les 
graphes peu denses donnent plus de problèmes à l'heuristique pour trouver la solution. 
Plus particulièrement, en résolvant les graphes avec 30 variables, l'algorithme a mis 
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en évidence une dégradation des performances en utilisant l'heuristique de Brélaz 
connue procédure initiale, par rapport à l'algorithme pur. qui .utilise l'heuristique de 
il vu ¡-conflits avec une solution initiale générée aléatoirement. 
Dans la catégorie des méthodes stochastiques, on peut inclure aussi les algorithmes 
évolutionnistes que nous décrivons dans le chapitre suivant. Ils ont été conçus pour 
réalise]- une recherche stochastique pendant laquelle ils réparent des instantiations 
(exploration), mais ils ont aussi l'avantage d'être capables d'utiliser certaines infor-
mations accumulées pendant la recherche (exploitation), une sorte de mémoire impli-
cite. Leur principale différence avec les méthodes citées jusqu'à présent est qu'ils font 
évoluer "une population'* d i s t anc ia t ions , ce qui leur permet d'explorer à la fois plu-
sieurs zones de l'espace de recherche, en combinant les instantiations obtenues dans 
ces diverses zones. 
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• J. RAPIDE SURVOL DES ALGORITHMES GÉNÉTIQUES 
Chapitre 2 
Rapide survol des Algorithmes 
Génétiques 
Les algorithmes génétiques appartiennent aux algorithmes basés sur la théorie de 
révolution nommés algorithmes ¿volutionnistes (EA). Parmi eux, on trouve à présent 
trois autres lignes de recherche: 
- La programmation évolutive (EP), proposée aux États Unis par L.J. Fogel, 
A.J. Owens and M.J.Walsh en [FOW66] et récemment affinée par D.B. Fogel 
en [Fog92]. 
- Les stratégies évolutives (ES) proposées en Allemagne par I. Rechenberg [Rec73] 
et H.P. Schwefel [SchSl]. 
-- Le paradigme de la programmation génétique (GP) présenté aux Etats Unis par 
J.R.Koza [Koz89l. 
Chacune de ces quatre approches est basée sur le processus d'apprentissage collectif 
à partir d'une population d'individus, où chaque individu représente un point dans 
l'espace de recherche, La population initiale est générée d'une manière aléatoire. La 
population s'adapte à l'environnement en suivant un processus aléatoire de sélection, 
recombinaison et mutation. L'environnement évalue la qualité des individus et le pro-
cessus de sélection préfère les individus de meilleure qualité. La recombinaison permet 
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í'ócliaitge d'information entre les individus et ia mutation introduit une nouvelle in-
t'onnar.ion dans la population. En général, la qualité de la population augmente et 
on espère arriver à trouver l'optimum. Pour construire un algorithme évolutionniste. 
nous avons besoin de: 
!. I ne population initiale de pré-solutions, 
2. Une représentation génétique pour les pré-solutions. 
.'). Des opérateurs génétiques qui font les transformations. 
--!. Une fonction d'évaluation. 
• • ">. lu: algorithme de sélection, 
{>'. De> paramétres: taille de la population, probabilités pour les opérateurs géné-
tiques. 
La figure 2.1 montre plus en détail ia structure d'un algorithme évolutionniste. 
P rocédure Algorithme Evolut ionniste 
Débu t /* procédure Algorithme Évolutionniste */ 
t = 0 
i n i t i a l i s e r population P( t ) 
évaluer l e s individus en P( t ) 
t an t que (non condition de fin) faire 
t=t+l 
Parents = sélect ionner parents à p a r t i r de P ( t - l ) 
Enfants = transformer Parents 
P(t) = Enfants 
évaluer P(t) 
Fin /* procédure Algorithme Évolutionniste */ 
F I G . 2.1 - Structure d'un Algorithme Evolutionniste 
Les différences entre ces quatre lignes de recherche se situent au niveau plus pro-
fond (de la conception de l'évolution, plus précisément au niveau de la représentation 
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d'utilisation des opérateurs de mutation et de recombinaison et du mécanisme de sé-
lection. Pour une comparaison des différentes classes d'Algorithmes Evolutionnistes, 
le lecteur peut, consulter ¡BS93]. 
2.1 L'origine des algorithmes génétiques 
En 1975. John Holland publie [Hol75j "Adaptation in Natural and Artificial Sys-
tems". Son objectif était de mettre en évidence et d'expliquer rigoureusement les 
processus d'adaptation des systèmes naturels et de concevoir des systèmes artificiels 
(logiciels) qui utilisent ces mécanismes. Sa principale contribution était l'utilisation 
d'une chaîne de caractères binaires pour représenter des structures complexes et l'ap-
plication de transformations pour les améliorer. L'algorithme génétique de Holland 
est une méthode pour évoluer depuis une population de "chromosomes" (chaîne de 
caractères de uns et zéros, ou bits) vers une nouvelle population en utilisant une sorte 
de "selection naturelle" et en appliquant ensuite les opérateurs inspirés de la géné-
tique: croisement, mutation. Chaque chromosome est composé par des gènes (bits), 
chaque gène est une instantiation d'un allele (0 ou 1). Un chromosome ou individu 
représente une solution possible du problème à résoudre. Une population est formée 
par un ensemble d'individus généralement générés d'une façon aléatoire. Il s'agit d'un 
algorithme probabiliste qui maintient une population d'individus pour chaque généra-
tion. La façon d'évoluer est de sélectionner certains individus de la population "t" (les 
parents) et parmi eux d'en transformer quelques uns avec des opérateurs génétiques 
pour générer une nouvelle population " t+1" (les enfants) qui, nous espérons, aura 
des meilleurs individus que la population de la génération précédente. Chaque indi-
vidu est évalué par une fonction d'évaluation, laquelle va nous permettre de guider 
la sélection des bons individus et aussi de savoir quand nous trouvons une solution. 
La figure 2.2 montre schématiquement, d'une façon très simplifiée, l'évolution d'une 
génération à la suivante. Nous avons un ensemble initial de pré-solutions dénommé 
Population Initiale. Chaque pré-solution est évaluée pour connaître sa qualité vis-à-vis 
de la fonction à optimiser. Ensuite, l'algorithme de sélection choisit un sous-ensemble 
de cette population. Ces chromosomes participeront à la reproduction. En moyenne, 
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ies chromosomes les mieux adaptes se reproduisent plus souvent et contribuent da-
vantage aux populations futures. Une partie des membres du sous-ensemble seront 
donc transformés et ils feront partie de la nouvelle population. Le processus finira 
une fois qu'il aura, trouvé la solution au problème ou quand l'algorithme aura gé-
néré un nombre maximum de populations. Dans la même figure, nous montrons le 
processus de transformation standard. La transformation 1 prend une pré-solution 
sélectionnée et change aléatoirement quelques unes des valeurs des variables. Ce pro-
cessus est. la "mutation". La transformation 2 prend deux pré-solutions sélectionnées, 
et échange des sous-parties des deux chromosomes, comme une recombinaison biolo-
gique en choisissant un point de croisement d'une façon aléatoire. Ce processus est 
dénommé "croisement". Ensuite, il faut évaluer la nouvelle population. 
Les algorithmes génétiques se sont révélés efficaces pour un grand ensemble de 
problèmes [Hol75!. De plus, ils n'étaient pas limités par des'Conditions analytiques 
sur l'espace de recherche telles que la continuité. Mais, Holland reconnaît que la 
non-linéarité ou la haute corrélation entre les variables représente un obstacle pour 
révolution. 
Pour faire une recherche efficace, il faut trouver un équilibre entre découvrir une 
nouvelle connaissance et exploiter ce que nous connaissons déjà. Cela peut s'exprimer 
avec. 2 concepts: 
Déf in i t i on 2.1.1 (Exploration) 
On dit qu'un algorithme réalise de /'exploration quand il cherche à découvrir de nou-
velles parties de l'espace de recherche d'une façon aléatoire dans le but de trouver une 
sol ut/ion. 
Déf in i t ion 2.1.2 (Exploitation) 
()n dit qu'un algorithme réalise de /'exploitation quand, sa recherche vers la solution 
est guidée par les pré-solutions. 
Un algorithme qui ne fait que de l'exploration suit un comportement nettement of-
fensif, mais en aveugle. Par contre, un algorithme qui fait que de Y exploitation sera 
plutôt conservateur. Holland a montré [Hol75], [Hol73] qu'un algorithme génétique 
peut garder un bon équilibre entre chercher dans l'espace de recherche pour découvrir 
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des nouvelles solutions (exploration), et utiliser comme Y escalade la connaissance ac-
quise pendant la recherche (exploitation). On peut considérer en gros que l 'opérateur 
de mutaxion fait plutôt de l'exploration et que le croisement fait de l'exploitation. Un 
algorithme génétique est. basé sur la simple heuristique que les meilleures solutions se 
trouvent dans les régions de l'espace de recherche qui contiennent des bonnes solu-
tions et que ces régions peuvent être identifiées. Dans la section suivante, nous allons 










FlG. 2.2 - Description d'un Algorithme Génétique 
2.2 Algorithme génétique standard 
L'algorithme génétique standard [Gol89] développé à partir du travail de Holland, 
a trois opérateurs, reproduction, croisement et mutation. La structure de l'algorithme 
génétique standard est montrée sur ia figure 2.3. 
Le modèle le plus simple fait les hypothèses suivantes: 
Définit ion 2.2.1 (Chaîne de caractères binaire) 
Une chame de caractères binaires peut être représentée symboliquement par une chaîne 
de caractères (7|m! qui est composée de l entiers binaires. Ci,in = bi,... ,6/ où 6¿ <G 
{0,1} pour i = 1,2 /. 
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Procédure Algorithme Génétique Standard 
Débu t 
t = 0 
I n i t i a l i s e r population P( t ) 
Évaluer les individus en P( t ) 
t an t que (non condition de f in) faire 
t=t+l 
tant que (P(t) n ' e s t pas complète) faire 
Parevti = sélection " (P ( t - l ) ) 
Paventó = sé lec t ion(P( t - l ) ) 
Enfants = transformation{P«?r?)fi. Parento) 
P( t ) = Enfants U P(t) 
évaluer P( t ) 
Fin /* procédure Algorithme Génétique Standard */ 
'' algorithme de sélection défini sur la section 2.2.1 
FlG. 2.3 - Structure de VAlgorithme Génétique Standard 
Les chaînes de caractères binaires sont de taille fixe. 
Définit ion 2.2.2 (Population de chaînes de caractères) 
À Vinstant "t" (ou génération) il y a mie population P(t) de n chaînes de caractères 
binaires Cj'iv où p = 1,2, . . . . n. 
Définit ion 2.2.8 (Évaluation d'une chame de caractères) 
L'adéquation d'une chaîne de caractères est la valeur de la fonction d'optimisation 
nommée pour un algorithme génétique jonction d'évaluation. 
Chaque chaîne de caractères a. une capacité relative (adéquation) pour survivre et 
pour produire des enfants. Cette adéquation sera mesurée en utilisant la fonction à 
optimiser ou fonction d'évaluation (def 2.2.3). En plus de la fonction d'évaluation, un 
algorithme génétique a besoin d'un processus de sélection et de transformation. 
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2.2.1 Algorithme de sélection 
Pour un algorithme génétique standard, la sélection est basée sur les valeurs d'une 
fonction d'évaluation a maximiser, de la manière suivante. Il construit une roue de lo-
terie biaisée avec des sous-parties d'une taille proportionnelle à leur évaluation comme 
cela est montré sur la figure 2.5. La construction de la roue de loterie est faite de la 
façon suivante: 
- Évaluer chaque chromosome v,(i = 1,. . . .taille —pop) 
-• Calculer la fonction d'évaluation totale de la population 
puptaille 
F = Y, eval(vi),(i = l,...,taille-pop) (2.1) 
¡--i 
- Calculer la probabilité de sélection p, pour chaque chromosome v, en fonction de 
son évaluation (les meilleurs ont une probabilité plus forte d'être sélectionnés) 
Pi = ! ^ J l ! i . l , (/ = ! , . . . . taille - pop) (2.2) 
F 
- Ordonner les chromosomes selon leur valeur p7 
- Calculer une probabilité cumulative q, pour chaque chromosome Vi 
(ji — y ^ / ' j , (v" = 1 , . . -, taille — pop) (2.3) 
3 = 1 
Le processus de sélection est basé sur cette roue, il choisit chaque fois un individu 
parmi les chromosomes de la population, comme cela est décrit dans la figure 2.4. 
2.2.2 Transformation: opérateurs standards 
L'algorithme génétique standard utilise l'opérateur de croisement à un point mon-
tré dans la figure 2.7 et l'opérateur de mutation de la figure 2.8 pour réaliser la trans-
formation des chaînes de caractères binaires (chromosomes). La procédure de trans-
formation standard est montrée sur la figure 2.6. Pour le croisement, deux individus 
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Procédure sélection roue de l o t e r i e b ia isée (Population) 
Débu t 
Générer un nombre a l é a t o i r e r dans 1 'm t e r v a l l e [0..1] 
si /• < (¡] alors 
sé lec t ionner le premier chromosome (v\) 
sinon 
sé lec t ionner le ième chromosome c,(2 < / < faille —pop) 
t e l que ry,-_-¡ < r < q, 
Fin /* sé lec t ion roue de l o t e r i e b ia i sée */ 
Fie;. 2.4 - Structure de la procédure, roue de loterie biaisée 
Fie;. 2.5 Exemple: Roue de loterie utilisée pour sélectionner 4 individus avec des 
parties proportionnelles à leur évaluation 
ont la probabilité Probc d'être croisés. Apres avoir sélectionné à partir de la popula-
tion P(t) deux individus (parents), qui seront croisés, il tire un nombre aléatoire qui 
correspond à la position de la coupure en deux parties des parents. Les deux enfants 
seront formés à partir de la première partie d'un des parents et la deuxième partie de 
l 'autre parent. Le concept plus général pour le croisement est la recombinaison définie 
comme: 
Déf in i t ion 2.2.4 (Recombinaison) 
On dira, qu'un fils est le résultai d'une recombinaison de gènes quand il hérite ses 
ncn.es à partir de ses parents. 
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Procédure transformation(Pnre?7ii.Purent2) 
Début /* procédure transformation*/ 
Générer un nombre a l éa to i r e r entre [0 . .1] 
si r<probabi l i té de croisement alors 
{Filn\<Fils->)=vroisement à un -point (Parent\. Parevf->) 
sinon Fil.si = Parent i 
Fila-2 — Prirent 2 
F/7.s'i = rmitatio'n{Filsi) 
Fils-2 = rnii.tntiov(F,il^2) 
Fin /* procédure transformation standard*/ 
FlG. 2.6 - Structure de la procédure de transformation standard 
Pour ia mutation, chaque allele a la même probabilité Probrr, d'être changé. La nou-
velle valeur pour un gène qui sera muté sera aussi choisie aléatoirement. Nous pouvons 
regarder dans la figure 2.9 la façon d'évoluer en utilisant ces opérateurs. Dans cette 
figure, nous avons une population initiale P(0) avec cinq chromosomes. Nous faisons 
une sélection depuis P(0) de deux chromosomes qui ont une chance d'être croisés 
égale à Probc. S'ils ne sont pas croisés, ils passent directement à l'étape de mutation. 
S'ils sont croisés, ils seront remplacés par leurs enfants obtenus de leur échange de 
gènes, ensuite ces enfants passeront à la procédure de mutation. Une fois la procé-
dure de mutation finie, les enfants résultants seront incorporés comme membres de 
la nouvelle population P ( l ) . Ce processus est répété jusqu'à compléter la taille de la 
population, jusqu'à avoir cinq enfants, Nous pouvons remarquer qu'un individu a une 
chance de rester lui-même dans la génération suivante. D'abord, il a une probabilité 
(1 — Probc) de ne pas être croisé, et ensuite une probabilité (1 — Probm) de ne pas 
subir une mutation. 
En résumé, dans un algorithme génétique standard, les chromosomes ont une 
représentation binaire. Chacun est évalué par l'application de la fonction à optimiser. 
La sélection est faite en utilisant une roue de loterie biaisée et la transformation est 
réalisée en utilisant les deux opérateurs standards: croisement à un point et mutation. 
Les concepts semblent faciles à comprendre, en revanche nous imaginons que le lecteur 
se pose la même question que nous: comment les algorithmes peuvent-ils vraiment 
arriver à trouver une solution pour un problème d'optimisation combinatoire? Pour y 
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Procédure croisement à un point (Parevi\.Parent>) 
Début 
Générer un nombre a l éa to i r e r dans l ' i n t e r v a l l e [0..1] 
si ;• <p robab i l i t é de croisement alors 
Générer un nombre a l éa to i re pos dans l ' i n t e r v a l l e [l..n-l] 
Remplacer l e s Parents 
( h • h bpoy. hpos+1 b„ ) (c\.c-2 cpn,, cpos . ( - i . . . . , cr, ) p a r 
(1>1- 1>2 6.«,.,, f|)os + ] (-,; ) \Cl.C> ('po.^l>pes + \ ht) 
Fin /* croisement à un point */ 
Fie;. 2.7 - Structure de la procédure croisement à un point 
Procédure mutation (Chromosome) 
Débu t 
Pour chaque chromosome après croisement à un point 
Pou r chaque gène 
Générer un nombre a l éa to i r e r dans l ' i n t e r v a l l e [0..1] 
si ;• <p robab i l i t é de mutation alors 
changement du gène 
Fin /* procédure mutation */ 
FlG. 2.8 - Structure de la procédure mutation 
répondre, nous aborderons dans la section suivante la base théorique des algorithmes 
génétiques. 
2.2.3 Pourquoi les algorithmes génétiques marchent? 
Un des concepts centraux développés dans l'analyse théorique des algorithme gé-
nétiques est, le concept de "schéma" [Hoi75|. Pour comprendre cette notion, nous 
devons adopter le point de vue suivant: pour guider sa recherche, un algorithme gé-
nétique qui agit sur une population traite en fait des entités appelées "schémas" et 
tente de découvrir les meilleurs schémas et de les combiner. 
Déf in i t ion 2.2.5 (Schéma) 
Un seJiémti H décrit un sous-ensemble de chromosomes ayant des caractéristiques 
rommvne.s à certaines positions de. la chaîne de caractères. 
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P{0\ 
Sêiecpor 
Pr:;b de seteci:cr-{Crù ' 
Proù de crossover 
Vu t a » . i " Mi/iaton?' Mutation" ML ia i»? ' P'ob Mutation 
^ ^ CT^E 
' VC / . ;V Cr s 
FlG. 2.9 - Exemple avec des opérateurs génétiques standards 
C'est donc une hyper-surface particulière de l'espace de recherche. L'ensemble 
de tous les schémas couvre la totalité de l'espace de recherche avec une redondance 
élevée. Un schéma H peut être défini sur l'alphabet (0 ,1 , # ) , où le métasymbole 
" # " est le symbole de l'indifférence. Par exemple, le schéma 1 # # # 0 désigne tous 
les chromosomes qui commencent par 1 et qui finissent par 0. En conséquence, tout 
chromosome de longueur / est un représentant de 21 schémas. La fonction d'évaluation 
ou performance d'un schéma H. /(£/"), correspond à la valeur moyenne de la fonction 
d'évaluation du sous-ensemble de chromosomes qu'il décrit. Certains schémas sont 
plus spécifiques que d'autres. Par exemple, le schéma 0 1 # # 1 est plus spécifique que 
le schéma 1 # # # 0 . De plus, certains schémas couvrent une plus grande partie de 
la longueur totale de la chaîne de caractères que d'autres. Par exemple, le schéma 
l^±t-j¿{) couvre une plus grande portion de la chaîne que 1 # 0 # # . Pour quantifier ces 
notions, il est nécessaire de définir deux caractéristiques propres aux schémas: ordre 
et longueur titile 
Déf in i t ion 2.2.6 (Ordre d'un schéma) 
L'ordre. o(H) d'un schéma H est le nombre de positions fixes (le nombre d'uns et de 
39 
2. RAPIDE SURVOL DES ALGORITHMES GENETIQUES 
2.2. Algorithme génétique standard 
zeros) da.ns H. Par exemple o(#l=/¿Q0) = 3. 
Définition 2.2.7 (Lntiyueur utile, d'un, scliéma) 
La lonf/ucur • utile. 61 H) d'un schéma H est la distance entre, la première et la dernière 
position fixée dans H, donc correspond à l'écart maximal entre deux bits fixés. Par 
exemple. rf(#l#00) = 5 - 2 = 3. 
Le concept de schéma et les propriétés d'ordre et de longueur permettent d'ana-
lyser heftet de la reproduction sur le nombre attendu de schémas d'un certain type 
dans la population. Supposons qu'à l'instant t, il y ait m exemplaires d'un schéma 
H contenus dans la population Pit) dénoté par m(H.t) et soit f(H) la moyenne des 
adéquation des m individus. Lors de la reproduction, un chromosome C¿'¿íl est copié en 
fonction de son adéquation (sa valeur de la fonction d'évaluation) avec la probabilité 
Prub., =- -r-^—. où: 
./ utotien V'-'* y' 
n 
Soir, v, la taille de la population depuis la population P(t), soit m(H,t + 1) l'espé-
rance de nombre de représentants du schéma H dans la population à l'instant t + 1. 
L'équHtion de développement par reproduction des schémas (avant de faire une trans-
formation) est la suivante: 
m (H. t. + 1) > miH, t)-y-^- (2.5) 
Jmoyen 
Le développement d'un schéma dépend du rapport de la fonction d'évaluation du 
schéma dans la population sur la valeur moyenne de la fonction d'évaluation de la 
population. Les schémas au-dessus de la moyenne auront un nombre de représentants 
croissant exponentieilement, tandis que les schémas dont les valeurs sont en-dessous 
de la moyenne seront moins copiés. La survie d'un schéma dépend aussi du croise-
ment et de la mutation. Considérons l'opérateur de croisement à un point qui choisit 
aléatoirement un point où couper les chaînes de caractères des parents. Il y a l — 1 
1 joints possibles de croisement pour choisir. La probabilité qu'un schéma H dépérisse 
dépendra de son ordre o(H) et de sa longueur utile 5(H). Plus les positions d'un 
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schéma sont fixées et plus elles se trouvent éloignées, plus sa probabilité de dispari-
lj Í TT \ 
tion augmente. La probabilité de disparition d'un schéma est Probj — 7f_rp? donc sa 
probabilité de survie est Prc/b» = (1 — Prob,¡). Une borne inférieure de survie après 
croisement pour un schéma H est: 
Proby > 1 - Prob fi—^ (2.6) 
où Prob, est la probabilité d'effectuer un croisement. 
Pour qu'un schéma II survive, toutes ses positions fixées doivent survivre. Si on 
considère la mutation, chaque allele survit avec la probabilité (1 — Probm), où Probm 
est la probabilité de mutation. L'n schéma quelconque survit quand chacune des o(H) 
positions fixées dans le schéma n'a pas subi un changement, puisque chaque mutation 
est indépendante. En multipliant la probabilité de survie par elle-même o(H) fois, on 
obtient la probabilité de la survie à la mutation (1 — Prob„,)0{H). Quand Probm <C 
1 la probabilité peut être approximée par 1 — o(H)Probrn, [Gol89]. En général, la 
probabilité de mutation dans un algorithme génétique est assez petite, cette condition 
est donc valable. En considérant les effets du croisement et de la mutation ensemble, 
nous obtenons l'expression suivante pour la survie d'un schéma H: 
XfJJ) 
Prob, > 1 - Probcy—i- - o{H)Probrn (2.7) 
Finalement pour être plus précis, nous incorporons ces résultats dus aux opérateurs, 
dans l'équation 2.5, et nous obtenons le Théorème Föndamental des Algorithmes 
Génétiques, [Gol89j: 
Théorème 2.2.1 (Théorème, des Schémas) 
m{H, t + \)> m(H, t)~^~ ( T 4 J Ï \ I ~ Í1 " o(H)Probm)) (2.8) 
.¡moyen \ ->- rTO0cl J 
Hypo thè s e 2.2.1 (Blocs de Construction) 
Un algorithme génétique cherche à accroître sa performance près de l'optimum en 
utilisant la juxtaposition des schémas ayant une. fonction d'évaluation au-dessus de la 
uioyennt, courts, et peu spécifiques (o\H) petit). Ces schémas sont dénommés blocs 
de construction. 
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En utilisant le Théorème des Schémas nous pouvons prévoir que le nombre d'oc-
currences d'un schéma court et performant augmentera en moyenne, d'une manière 
exponentielle d'une génération à la suivante. 
Définition 2.2.8 (Parallélisme Implicite) 
L'évaluation de la performance d'un chromosome est. également revaluation de tous 
/'•s schémas auxquels, il appartient. 
L'augmentation exponentielle des blocs de construction est dénommée "parallé-
lisme implicite", Holland [Hol75] a estime qu'avec une population de taille "n" pour 
chaque génération, un algorithme génétique utilise implicitement ü(n 3) schémas. 
Malheureusement, l'hypothèse des blocs de construction pour certains problèmes 
est facilement violée. Prenons un problème qui a les deux schémas courts: S\ — 
! I I I# :# . :# :#####) et S-, — ( #####^ f c^ t ## l 1 ). Supposons qu'ils sont au-dessus 
de la moyenne et que leur combinaison S3 = ( 1 1 1 # # # # # #H ) est moins adé-
quate que 5,i — ( 000######00 ) . De plus, supposons que la chaîne optimale est 
(11111111111). Un algorithme génétique peut avoir quelques difficultés pour conver-
ger vers la solution, car il peut avoir tendance à converger vers des points comme 
(00011111100). Ce type de phénomène est dénommé déception, [Bet80], [Gol89]: Cer-
tains blocs de construction (courts et peu spécifiques) peuvent mal guider l'algorithme 
génétique et produire une convergence vers des points sous-optimaux. 
Le Théorème des Schémas aide à comprendre comment les algorithmes génétiques 
travaillent, mais il ne constitue pas une preuve du succès et il n'existe pas encore d'ana-
lyse stochastique rigoureuse sous des circonstances réelles (telles qu'une population 
unie, une fonction d'évaluation non triviale, des opérateurs spécialisés). Rabinovich 
en [RW91] a prouvé la convergence des algorithmes génétiques vers un optimum glo-
bal, d'une façon non triviale et développée sous un cadre très simplifié et idéalisé (par 
exemple quand l'évaluation d'un chromosome est le nombre d'uns qu'il contient). 
La Théorie des Formae est une généralisation récente de la Théorie des Schémas 
qui remplace le schéma par des sous-ensembles de l'espace de recherche appelés for-
ma.«:. Elle peut-être utilisée pour l'analyse des algorithmes génétiques qui utilisent 
différents types de représentation (non-binaires) et d'autres types d'opérateurs que 
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l'opérateur de croisement à, un point et la mutation classique. Elle a été présentée 
par N. Radcliffe en jRadOO]. [Rad9l|. La Théorie des Formae. ne fait mention d'au-
cune représentation particulière et elle permet aux opérateurs d'opérer sur un espace 
de recherche abstrait. Pour elle, le choix de la représentation ne concerne que F im-
plementation. La tache de trouver une représentation binaire appropriée de l'espace 
de recherche est remplacée pour la définition des form.ae, qui sont des ensembles de 
solutions qui partagent une certaine propriété, que l'on suppose être pertinente pour 
l'évaluation des solutions. La Théorie des Formae donne quelques guides pour les 
propriétés que devraient avoir les opérateurs par rapport à ces formae. Les guides 
-peuvent être utilisés pour examiner les heuristiques des opérateurs. La Théorie des 
Formae suggère aussi des opérateurs standards (qui dépendent de l'ensemble des for-
mae). Pour une discussion approfondie de cette théorie, nous suggérons l'article de 
Radcliffe [Rad92] et pour l'application de cette même théorie, le lecteur peut consul-
ter [Hof93], où Hofmann a montré comment utiliser ce formalisme dans l'analyse 
d'opérateurs génétiques pour le problème du voyageur du commerce. 
2.3 Autres opérateurs de croisement 
En plus de l'opérateur de croisement à un point illustré dans la figure 2.7, d'autres 
opérateurs ont été proposés dans la littérature. Le croisement à un point est inspiré 
par le processus biologique, mais il présente certains inconvénients. Par exemple, 
supposons que pour un problème donné les schémas Si = ( 0 0 1 # # # # # # # # 0 1 ) et 
S2 = ( # # # # H # # # # # # # ) sont performants. De plus, supposons qu'il y a deux 
individus dans la population (0010001101001) et (1110110001000) qui coïncident res-
pectivement avec les schémas Si et 5 2 . Il est évident que le croisement ne peut pas 
réaliser certaines combinaisons entre eux. par exemple il est impossible qu'avec le 
croisement à un point nous puissions obtenir un chromosome qui coïncide avec le 
schéma S% = ( 0 0 1 # 1 1 # # # # # 0 1 ) , puisque le premier schéma sera détruit. Une mo-
dification de cet opérateur est le croisement à deux points. La procédure est montrée 
sur la figure 2.10. Il utilise deux positions de croisement. Dans l'exemple, il pourrait 
fournir le chromosome (0010110001001). 
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P rocédure croisement à deux points (Pavent], Parent^) 
Débu t 
Générer un nombre a l éa to i r e r dans l ' i n t e r v a l l e [0..11 
si r <probab i l i t é de croisement alors 
Générer un nombre a l éa to i re pom G [l..n — 1] 
Générer un nombre a l éa to i re ])os2 e {\l--n — 1} — po-m] 
Remplacer l e s Parents 
{}>i. b-¿, • •. , b¡,nbl, b¡IOSl+i bpoS2, í»J)0i.,_i-j b„¡ ) 
\ r i • <-'• > C],„„j. c ] m s j 4-1 c p o s . , , (• ;,„„., +1 c0, ) par 
l " l • "2 Oposi • CjjOKî-j-i . . . . . C'jjoäo . Opo.ç.i-j-l D m j 
\C\ . C 2 - - • • •. ' JJOS ; - "pas i -f-1 0/)os _> - t;;)os 2 + "'- ( ' " 1 ' 
Fin /* croisement à deux points */' 
Fie;. 2.10 - Structure de la procédure croisement à deux points 
De même que le croisement à un point, lui non plus ne peut pas réaliser certaines 
combinaisons. C'est pour cela que les chercheurs ont aussi expérimenté des croise-
ments à points multiples. Une généralisation du croisement à un point, à deux points 
et (), points multiples est le croisement uniforme défini par Syswerda en [Sys89]. Le 
nvi,sement uniforme est défini comme suit: pour chaque position dans le premier en-
fant, on décide (avec une certaine probabilité p) de quel parent il hérite la valeur pour 
cette position. Le deuxième enfant recevra donc la valeur de l 'autre parent. 
Dans la section suivante, nous montrerons que l'utilisation d'un bon opérateur de 
croisement est encore plus crucial quand il s'agit d'un problème avec contraintes. 
2.4 Les algorithmes génétiques et les problèmes d'op-
timisation avec contraintes 
Le phénomène de déception est fortement lié au concept d'épistasie. En génétique, 
un gène est appelé épistatique, par rapport à un autre gène s'il cache l'expression 
phénotvpique du deuxième gène. [Sti68]. De cette manière Y ¿pistaste exprime le lien 
entre des gènes qui se trouvent séparés dans un chromosome. La même notion dans 
If contexte des algorithme génétiques a été présentée par Rawlins en [Raw91]. Il 
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définit qu'un degré minimum d'epistasie correspond à la situation où chaque gène 
(ou bit) est indépendant de chaque autre gène. De la même manière, l'epistasie est 
maximale quand aucun sous-ensemble de gènes n'est indépendant d'un autre gène. 
Plus formellement 
Déf in i t ion 2 .4 .1 (Epistasie) 
L'epistasie est. la façon dont un gène modifie Vexpression phénotypique d'un autre. 
En d'autres mots, l'epistasie mesure l'importance des relations entre les valeurs 
des gènes. Pour un problème donné, un haut degré d'epistasie signifie que les blocs de 
construction ne peuvent pas se former, le problème est donc sujet aux phénomènes 
de déception décrit dans la section précédente. Le travail de Holland peut être utilisé 
avec succès sur les problèmes avec une faible épistasie [Dav85|. Dans le but d'utiliser le 
concept d'epistasie comme un guide pour déterminer la difficulté pour un algorithme 
génétique d'optimiser une fonction. Davidor en [Dav90| a proposé d'exprimer la notion 
d'epistasie pour une chaîne de bits s = s0...si--¡ dans l'espace de recherche il = {0,1} ' 
par: 
K*) = /00-i ;¿ £ /W + irE/W' (2-9) 
,=o ¿ íeü,/,=s,- ¿ ten 
qui correspond à la différence de comportement, entre l'évaluation et l'évaluation 
linéarisée au premier ordre. Pour la démonstration le lecteur peut consulter [Dav9Q]. 
et pour une discution sur la relation entre épistasie et déception voir [NV97]. 
Les problèmes avec de contraintes rentrent dans la catégorie des problèmes avec un 
grand niveau d'epistasie. Chaque contrainte correspond à une relation qui représente 
en quelque sorte une "dépendance" ou un "compromis" entre ses variables pertinentes. 
Les problèmes avec contraintes ont donc besoin de modifier l'approche standard, 
parce qu'elle ne prévoit aucun mécanisme pour gérer la satisfaction des contraintes, 
¡Gol89]. Parmi les problèmes d'optimisation avec contraintes on trouve des problèmes 
continus et discrets. Par exemple, le problème du voyageur de commerce, certains 
problèmes de planification et le problème de k-coloriage de graphe rentrent dans la 
catégorie de problèmes d'optimisation combinatoire (avec des domaines discrets). Le 
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cas le plus général d'optimisation avec des domaines continus est le problème général 
de programmation non-linéaire (NLP). Un NLP cherche trouver :?, tel que 
optimise f(x). x = {x{ J;„ J e TZ1' (2.10) 
où x G T Ç S. La fonction d'évaluation / est déftni sur l'espace de recherche S Ç 7Zn 
rt l'ensemble IF Ç 5 define la région possible. Normalement, l'espace de recherche «S 
esr définit comme un rectangle de n dimensions sur 7v" (les domaines des variables 
étant définis par leur borne supérieures et inférieures): 
l(<) < x, < u{i).l <i<7i. (2.11) 
où la région possible T C S est définie par un ensemble de m contraintes supplé-
mentaires (m > 0): 
!!t{?) S 0- pour j = 1,. . ., g, et hj(x) — 0, pour j = q -h 1 , . . . , m. (2.12) 
Pour tout x Ç .F, les contraintes </¿, qui satisfont flv(:r) sont appelées les contraintes 
avives de x. Par extension, les contraintes d'égalités hj sont aussi appelées actives 
sur tous les points de S. Selon les caractéristiques des fonctions hj et g, le problème 
NLP peut être classé comme un problème d'optimisation linéairement contraint si g_¡ 
er }i.¡ sont linéaires. Si, en plus, la fonction / est polynomiale au plus quadratique, le 
problème est un problème de programmation quadratique. Dans ce cas, si la fonction 
/ est linéaire, il s'agit du problème bien connu de programmation linéaire. Dans le 
cas où m = 0, donc T — S le problème est un problème d'optimisation non-contraint. 
Dans la littérature, plusieurs méthodes qui incorporent les contraintes dans les 
algorithmes génétiques pour la résolution des problèmes d'optimisation combinatoire 
avec contraintes [War95], et pour NLP [MS96] ont été proposées. Elles peuvent être 
ciassifiées dans 4 catégories: 
- Méthodes basées sur les fonctions de pénalisation 
- Méthodes basées sur la préservation de la faisabilité des solutions 
Méthodes qui font une distinction claire entre solutions faisables et non-faisables 
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- D'autres méthodes hybrides. 
Les deux premières catégories de méthodes sont les plus utilisées. La première ajoute 
à la fonction objectif une fonction de pénalisation, qui attribue un coût à la vio-
lation d'une contrainte, cette pénalisation peut être entre autres statique ¡HLQ94], 
dynamique f.lH94|. adaptative ¡ST93]. La seconde méthode modifie les opérateurs 
pour empêcher la production de solutions qui violent les contraintes, par exemple en 
faisant des réparations du chromosome ou en concevant des opérateurs génétiques 
qui travaillent implicitement avec les contraintes [MC91J. Les deux méthodes ont des 
avantages et des inconvénients. Si on utilise une grande pénalisation dans la fonction 
d'évaluation et s'il s'agit d'un problème qui a une grande probabilité de produc-
tion d'individus qui violent des contraintes, on passera une grande partie du temps 
à évaluer des individus qui ne satisfont pas les contraintes. D'un autre côté, sup-
posons qu'on trouve un individu qui satisfasse toutes les contraintes. L'algorithme 
pourrait converger vers lui sans avoir assez exploré l'espace pour trouver de meilleurs 
individus. Les trajectoires vers d'autres individus qui satisfont aussi les contraintes 
passent à travers la. production d'individus illégaux comme structures intermédiaires 
et, les pénalités peuvent rendre improbable la reproduction de ces structures. Si on 
impose des pénalités modérées, le système peut produire des individus qui violent les 
contraintes mais qui sont meilleurs que les autres qui les satisfont, parce que le reste 
de la fonction d'évaluation est mieux évalué. La troisième méthode inclut la concep-
tion de "décodeurs" incorporés dans la procédure d'évaluation (ou dans le processus 
de transformation), qui d'une façon intelligente soient capables d'empêcher la créa-
tion d'un individu qui ne satisfait pas les contraintes. Malheureusement, le résultat de 
leur utilisation est. fréquemment très coûteux en temps d'exécution. De plus, toutes 
les contraintes ne peuvent pas être facilement implémentées de cette manière [MN95]. 
Le problème de la prise en compte de contraintes dans les algorithmes génétiques 
est encore un sujet de recherche actuel, et l'efficacité de l'algorithme dépend beaucoup 
du problème à traiter, et aussi du type de représentation choisie pour les individus 
et par conséquent aussi des opérateurs génétiques utilisés. Michalewicz et Schoe-
uauer ont fait une analyse des diverses méthodes existantes en [MS96]. Ils ont trouvé 
qu'il est difficile de réaliser une comparaison, car dans les formulations à l'origine de 
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ces méthodes, différents types de représentation (binaire ou réel) sont utilisés, et en 
conséquence elles utilisent différents opérateurs. Ils ont conclu que pour les problèmes 
d'optimisation avec contraintes, utiliser une représentation non-binaire (réelle) donne 
de meilleurs résultats. Enfin, ils ont signalé que le choix de la méthode à utiliser est 
encore un problème ouvert. 
2.5 Les algorithmes génétiques et les problèmes de 
satisfaction de contraintes 
2.5.1 Fonction d'évaluation 
l 'n CSP est un problème où nous n'avons pas explicitement une fonction à opti-
miser, donc pour le résoudre en utilisant un algorithme génétique, nous avons besoin 
de définir une fonction d'évaluation adaptée. 
Déf in i t ion 2.5.1 (Fonction D Évaluation Standard pour CSP) 
Etant donné, un CSP P — (V, D,C). une instantiation I et 'à la fonction indicatrice 
telle que 
y = ip(Ca,l) = < 
I 1 sinon 
On définit la Fonction d'Évaluation Standard pour un CSP par: 
^ ( ^ = ¿ ^ ( ^ - , 1 ) (2.13) 
Typiquement, la fonction d'évaluation est définie comme le nombre de contraintes 
violées (ou le nombre de contraintes satisfaites), donc nous cherchons à minimiser 
(maximiser) cette fonction, dont le minimum (maximum) sera obtenu quand toutes les 
contraintes seront satisfaites [Tsa90j. D'autres fonctions d'évaluation ont été proposées 
dans la littérature. Par exemple, une fonction qui pénalise les violations en affectant 
des poids différents à chaque contrainte violée [ERR96] peut s'exprimer par: 
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Déf in i t ion 2.5.2 (Fonction d'évaluation pénalisante) 
Etant donné un CSP P = (\ . D.c,"). une instanciation I et v: .la fonction indicatrice 
de la définttwn 2.5.1. On déjmit la Fonction d'évaluation pénalisante par: 
Z,1,(I) = ¿ í/:yY'(C* j<r) (2.14) 
oà sel est le poids pour la contrainte C, qui sera considérée dans la fonction d'évalua-
tion (¡umi-d elle n'est pas satisfaite. 
Cette fonction d'évaluation est formulée du point de vue des contraintes. Un autre 
type fie fonction d'évaluation prend en compte plus les variables que les contraintes. 
La fonction est alors basée sur l'évaluation des valeurs des variables qui ne font pas 
partie de la solution, c'est à dire les variables dont les valeurs violent au moins une 
contrainte. Nous pouvons exprimer plus formellement cette idée par: 
Définit ion 2.5.3 (Fonction d'évaluation basée sur les variables) 
Étant donné un CSP P = (U, D, ("). une instanciation! et O l'ensemble des contraintes 
qui ont comme variable pertinente X,,\/i G { l . .n} . On définit la Fonction d'évaluation 
basée sur les variables par: 
Z t l(I) = ¿ ¿Y (X 7 ; I ) (2.15) 
¿=i 
où 
Í 0 Si I 1= C' U = U(X„l) = { ^ 
[ u, sinon 
où -a.¡ correspond à la pénalisation pour la variable Xj. Cette pénalisation sera prise en 
compte quand au moins une contrainte, parmi celles appartenant l'ensemble Ct n'est 
pas satisfaite. 
La difficulté d'utiliser ces deux dernières définitions est l'estimation des poids (WJ 
OU M,-). 
Une autre idée pour définir une fonction d'évaluation est de permettre le change-
ment dynamique des poids Wj de la définition 2.5.2 ou vn de la définition 2.5.3. L'idée 
est d'incorporer à l'algorithme génétique un mécanisme adaptatif qui "syntonise" les 
poids Wj ou -a, périodiquement, en suivant le déroulement de la recherche. L'analyse 
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est faite sur le meilleur des individus. Quand il ne satisfait pas une contrainte C, ou 
quand une variable X, est instanciée avec une valeur qui viole quelques contraintes, 
alors le poids ¡r, ou u, est augmenté. La différence parmi les méthodes qui changent 
dynamiquement les poids de la pénalisation est le moment où elles appliquent le chan-
gement et aussi son importance [EvdH97], [Par94]. Pour plus de détails, le lecteur peut 
consulter [Eib96] où Eiben a fait une description d'autres fonctions d'évaluation qui 
ont été proposées dans la littérature pour résoudre les CSP. 
2.5.2 Des opérateurs spécialisés pour les CSP 
Différentes approches génétiques pour la résolution de CSP sont proposées dans 
la littérature. [Par94]: [ERR94], JERR95], [ERR96], [DBB94], [Tsa90], [FF95]. La 
plupart ont cherché à définir des nouveaux opérateurs qui permettent de guider 
la recherche stochastique pour obtenir une recherche plus performante. Ils essayent 
aussi d'empêcher l'algorithme de tomber dans un optimum local, c'est-à-dire, dans le 
contexte des CSP de l'empêcher de rester bloqué sur une instanciation qui ne satisfait 
pas toutes les contraintes du problème. Nous présentons ci-après quelques opérateurs 
parmi les plus connus et représentatifs pour la résolution de CSP, sans autre préten-
tion que d'illustrer la recherche dans le domaine. Le but des trois opérateurs que nous 
allons décrire est d'affronter le problème d'épistasie dans les CSP. Cette caractéris-
tique fait que les opérateurs standards de croisement ne sont plus efficaces, car dans 
ce cas l'ordre des variables dans le chromosome a une grande importance. Du moment 
où il y a deux variables qui sont fortement liées (par exemple par une contrainte) ia 
valeur de l'une est "conditionnée" à la valeur de l'autre variable. Imaginons que la 
variable A'i est fortement liée à la variable A2 et qu'elles sont positionnées l'une à 
coté de l'autre dans le chromosome. De plus, supposons que la valeur 1 pour X\ est 
incompatible avec la valeur 2 pour X¿, alors la probabilité de disparition du schéma 
12#~ avec le croisement à un point sera inférieure à celle dans le cas où les deux 
variables se trouvent dans des positions plus écartées, par exemple dans un schéma 
I - ~ 2 . où la variable Xi se trouve à la première position et la variable A'2 à la qua-
trième position du chromosome, (voir Théorème 2.2.1). En conséquence, l'algorithme 
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convergera plus lentement, ou il restera avec plus de probabilité dans un optimum 
local. De telles considérations sont prises en compte dans la conception des opérateurs 
spécialisés pour les CSP. 
UAX : Uniform Adaptive Crossover 
Uniform Adaptive Crossover (UAX) est proposé par Warwick et Tsang en [WT94] 
pour résoudre les problèmes PCSP (Partial Constraint Satisfaction Problem, [FW92|), 
c'est-à-dire des problèmes où on cherche à trouver une solution qui peut ne pas sa-
tisfaire toutes les contraintes et qui satisfait donc un sous-ensemble de contraintes 
du problème. Leur idée était de produire des points de croisement multiples pour 
affronter la caractéristique cLépistasie de ce type de problèmes et en conséquence 
d'augmenter la probabilité de convergence de leur algorithme. Ils arrivent à produire 
une certaine indépendance de l'ordre dans lequel se trouvent organisées les variables 
dans le chromosome. Pour cela, UAX ajoute à la représentation d'un chromosome une 























Elle correspond à une représentation non-binaire des chromosomes. Cette chaîne 
supplémentaire est conçue pour réaliser le contrôle de la création des enfants pendant 
le processus de croisement. UAX génère un enfant à partir de deux parents qui sont 
d'abord sélectionnés aléatoirement dans la population. Le fils au début hérite les 
bits d'un père, lequel est choisi aléatoirement parmi les deux parents. Les chaînes des 
parents (chromosomes) sont coupées aux points où les valeurs des chaînes binaires ont 
la même valeur et l'algorithme réalise une répartition alternée des valeurs, comme cela 
est illustré par un exemple sur la figure 2.11. 
La structure de UAX est montrée sur la figure 2.12. 
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Parent
 1 
2 3 4 6 1 8 0 1 
1 0 1 1 0 1 0 0 
Parent 
5 4 6 9 3 2 7 8 
0 1 0 1 1 0 1 0 
Fui. 2.11 - VAX: Un exemple avec Parent2 choisi comme premier légateur 
Opéra teur Asexué :(n,p,g) 
Un opérateur asexué produit un enfant à partir d'un père. (n,p,g) est un opéra-
teur asexué défini par Eiben et al. en [ERR95J. Il est basé sur l'idée d'amélioration 
d'un individu en changeant quelques uns de ses gènes ( on pourrait dire qu'il fait une 
mutation "multiple"). Il s'agit aussi d'un opérateur qui en quelque sorte est indépen-
dant de l'ordre des variables dans le chromosome. L'algorithme choisit aléatoirement 
un parent. Il sélectionne des positions du parent à changer d'une façon aléatoire et 
il sélectionne ensuite de nouvelles valeurs pour ces positions. Le nombre de valeurs 
modifiées (n), le critère pour identifier la position des valeurs à modifier(p) et le 
( ritère pour définir les nouvelles valeurs pour le fils (g) sont les paramètres de l'opé-
latour asexué. Les valeurs p et g sont choisies dans l'ensemble {r,b}, où r indique une 
sélection aléatoire uniforme et b indique une méthode de sélection basée sur une heu-
ristique biaisée. Eiben et al. ont trouvé que pour le problème de 3-coloriage de graphe 
les meilleurs paramètres étaient (n,p,g) = (#.r,b) où l'heuristique biaisée b correspond 
à la minimisation de conflits et # signifie que le nombre de valeurs à modifier est 
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Procédure UAX (.Parerai. Suppl]. Parent.,. Supph) 
Début 
si r <p robab i l i t é de croisement alors 
iégateur= Choisir-aléatoirsment {Parcml\. Purent^) 
non-légateur - le parent non choisi 
Pour i :=l jusqu 'à n faire 
si S uppl Jegateur\i) ~ Suppl_vov — ¡egateur]}] alors 
échanger(légateur, non-légateur) 
fiis[í\ = P(irevii,9nfcnr\¡\ 
Sirp])¡_fi¡s[i} = Supp¡Je<iafenr[i\ 
Fin /* UAX */ 
FlG. 2.12 - Structure, de. croisement UAX 
Know l e dg e - a u gmen t e d crossover 
Knowledge-augmented crossover est propose par Fleurent et Ferland en [FF95], 
spécialement pour les problèmes de 3-coloriage de graphe. Il inclut une heuristique 
pour réaliser un meilleur coloriage du graphe. L'algorithme génère un fils à partir de 
deux parents, de la façon suivante. Il colorie les nœuds qui sont en conflit dans un père 
en utilisant les couleurs de l'autre père, s'il n'a pas le même nœud en conflit. Quand 
un nœud est en conflit dans les deux parents, l 'opérateur choisit la couleur qui est la 
moins utilisée dans les nœuds adjacents de chaque père. Chacun des nœuds restants 
est colorié en utilisant une couleur de ses parents, choisie aléatoirement, comme avec 
le croisement uniforme. Évidemment, ce type d'opérateur est plus coûteux que les 
opérateurs standards de croisement et même que UAX. Mais ils ont montré que 
leur algorithme génétique est globalement plus performant. D'un certain point de 
vue. il réalise un héritage "intelligent" de gènes, en utilisant un certain niveau de 
connaissance propre au problème du coloriage de graphe. La structure de knowledge-
augmented crossover est montrée sur la figure 2.13. 
Le fait que les algorithmes génétiques fassent peu de suppositions sur le domaine 
du problème, les rend capables d'être utilisés pour une grande gamme de problèmes. 
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P rocédure knowledge-augmented crossover (Parent^. Parent-)) 
Débu t 
si ;• <p robab i l i t é de croisement alors 
Pour A" G CN(Pnrcvti) et (A" f CX( Parent?)) faire 
fils[X] = Partvt2{X} 
Pour X € CNiParevt-i) et (A" f¿ CNiParenti)) faire 
/'/.s [A"] = P«i-e-7î/i[A'] 
Pour X €{CX(Pürevt¡)nCN(Parei!t2}} faire 
f i l s [ x ] ^n'frnvn^í,el¡^]{Zll^{X)IhÁ{P(uumt1[,j}.Parent2[íl}})} 
Pour A" € (T - iCN(Parc-nti) U CA:(Pa?-en?Y))) faire 
si (U[0,1] 'J=l) alors 
///vjA'j = Paj-fjj.fi[A"] 
sinon 
///s[A"j = Parent2{X} 
Fin ./* knowledge-augmented crossover */ 
" ai'!jiriiiii^s{"i} nonne l'indice /' tel que o/. < n/.Ví (E 5 
"//(S) est la fonction indicatrice de l'ensemble S = {1,2,3} 
''distribution uniforme sur 0 et 1 
l u ; . 2.13 - Structw f de: knowledge-augmented crossover pour le 3-coloriage de graphe 
En revanche, ils peuvent avoir une performance inférieure à celles des techniques spé-
cialisées qui utilisent, la connaissance du domaine du problème. La nouvelle tendance 
dans la communauté de recherche en algorithmes génétiques est de faire une dis-
tinction entre les algorithmes génétiques standards et ceux qui travaillent avec une 
représentation non-binaire et /ou qui incluent quelques connaissances du problème 
dans la conception d'opérateurs spécialisés. Ces algorithmes sont appelés algorithmes 
évolutionnistes. 
2.6 Vers un algorithme évolutionniste pour CSP 
On a défini dans les sections précédentes un algorithme génétique standard qui 
utilise une representation binaire comme méthode de codage pour les individus. Si 
cette représentation est, tout à fait appropriée pour certains problèmes d'optimisation 
eombinatoire. il est maintenant courant d'utiliser d'autres représentations qui tirent 
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])arti de la structure naturelle des solutions. Pour certains problèmes, la représenta-
tion binaire des solutions est tout à fait intuitive et bien adaptée. C'est le cas par 
exemple du problème de satisftabiiité (SAT). Etant donnée une expression logique 
F de n variables booléennes x-\.... .x„. ce problème fondamental consiste à trouver 
une affectation booléenne des variables de façon a satisfaire F. En établissant les 
correspondances faux <=£• O.vrai <& 1. on peut représenter chaque solution par une 
chaîne binaire de longueur n et utiliser les opérateurs génétiques classiques décrits 
plus haut. Les représentations binaires ne sont pas limitées aux vecteurs à une di-
mension. Des structures plus complexes ont été récemment utilisées dans les cas de 
problèmes d'ordonnancement. Pour ces problèmes [BCSJ86]. il s'agit, de déterminer 
un ordre de traitement pour n tâches. Il est alors possible de coder les solutions à 
l'aide d'une matrice de precedence composée de 0 et de 1. 
Pour d'autres types de problèmes, au contraire, une représentation binaire est 
c-ontre-intuitive et semble peu appropriée. C'est pour cela qu'ont été proposés au 
cours des dernières années plusieurs algorithmes génétiques utilisant des systèmes de 
codage mieux adaptés aux structures naturelles des solutions. Par exemple pour le 
problème du voyageur de commerce Grefenstette a proposé en [Gre87], une repré-
sentation où chaque élément est une permutation de n-villes qui donne l'ordre dans 
lequel elles sont parcourues. Avec une telle représentation, il faut cependant construire 
de nouveaux opérateurs de croisement et mutation. Plusieurs autres représentations 
sont maintenant utilisées pour divers problèmes d'optimisation combinatoire. Pour 
certains problèmes, il n'est pas toujours évident de choisir la représentation la plus 
appropriée. Dans la plupart des cas, le choix de la meilleure méthode de codage pour 
les solutions demeure un art, et peu de travaux se sont intéressés à définir des critères 
rigoureux pouvant aider ces choix, [LV90]. Davis [Dav91] suggère toutefois d'emprun-
ter les systèmes de codage employés par d'autres méthodes couramment utilisées pour 
le problème considéré. 
La différence est que, par rapport aux algorithmes génétiques standard, nous pou-
vons dans un algorithme évolutionniste avoir différents types de structures de données 
pour la représentation d'un chromosome. De plus, nous augmentons l'ensemble des 
possibilités pour un opérateur génétique, cela veut dire que nous pouvons incorporer 
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de nouveaux opérateurs adaptés au problème. 
Notre objectif est de concevoir un algorithme évolutionniste qui.résout les pro-
blèmes de satisfaction de contraintes, en prenant en compte les caractéristiques propres 
des CSP. Pour cela, dans le prochain chapitre nous commencerons par la définition 
d'une nouvelle fonction d'évaluation, qui pourrait ne pas être exclusivement utilisée 
dans un algorithme évolutionniste, mais aussi être incorporée dans d'autres méthodes 
i elles que mm-amfi.its ou GSAT. ou dans une implementation hybride par exemple 
dans la méthode SCORE [BC97]. Cette méthode réalise une recherche locale en répa-
rant une configuration initiale. Pour ce faire, elle utilise deux heuristiques, la première 
pour choisir une variable a réparer et la deuxième pour Se choix de sa valeur. L'heu-
ristique de choix de valeur la plus usuelle consiste à choisir la valeur qui minimise le 
nombre total de conflits (me). Ensuite, la méthode SCORE propage les contraintes en 
filtrant les domaines des variables non encore modifiées, qui partagent une contrainte 
¡ivec la variable modifiée. On rappelle hybride, car elle permet un retour-en-arrière 
informé, dans les cas où elle détecte une incohérence. On pourrait donc utiliser la 
fonction d'évaluation que nous allons définir dans le chapitre suivant au lieu de me 
connue heuristique pour le choix de la valeur de la variable à réparer. 
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Dans le chapitre précédent, nous avons présenté les composantes d'un algorithme 
evolutionniste. Mais la question suivante demeure; Qu'est-ce que peut apporter de plus 
un algorithme évolutionniste, par rapport aux méthodes stochastiques traditionnelles 
pour la résolution des CSP? En premier lieu, un algorithme évolutionniste permet une 
recherche multiple (population de pré-solutions), on peut donc chercher en parallèle 
dans différents espaces de recherche. Au contraire, les méthodes stochastiques tradi-
tionnelles ne cherchent qu'avec une seule pré-solution. Une différence fondamentale, 
à notre avis, des algorithmes évolutionnistes par rapport aux méthodes stochastiques 
classiques (telles que G S AT ou min-conflits et leurs variantes) réside dans la coopé-
ration possible entre les pré-solutions de la population pour trouver une solution 
au problème. Une pré-solution n'évolue plus individuellement mais peut se combiner 
avec d'autres. Dans un algorithme évolutionniste qui fait évoluer de manière aléatoire 
les différents individus de la population (exploration), on ajoute de l'exploitation qui 
cherche à profiter de la connaissance contenue dans les différentes pré-solutions, en les 
combinant. Puisque notre but est de concevoir un algorithme évolutionniste pour ré-
soudre des problèmes de satisfaction de contraintes, nous allons donc dans ce chapitre 
aborder la définition d'une fonction d'évaluation, en essayant de prendre en compte 
quelques caractéristiques des CSP. Pour profiter du mécanisme que fournissent les 
algorithmes évolutionnistes, il nous faut aussi de bons opérateurs qui soient capables 
de mettre en valeur la connaissance des pré-solutions par une bonne combinaison. Ce 
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sujet sera traité en détail dans les chapitres suivants. 
Nous commencerons ce chapitre avec un exemple montrant les limitations de la 
l'onction d'évaluation standard (voir définition 2.5.1), afin de motiver l'introduction 
de notre nouvelle fonction, après avoir défini quelques concepts. Ensuite, nous incor-
porerons cette fonction, comme heuristique dans la méthode de min-conflits et puis la 
comparerons à l'aide de quelques résultats. Enfin, nous évaluerons le comportement 
de cette fonction dans un algorithme génétique qui résout le problème de coloriage de 
graphe avec 3 couleurs. Finalement, nous proposerons une extension de cette fonction 
pour les problèmes n-aires. 
3.1 Motivation: un exemple 
Nous rappelons que les méthodes stochastiques telles que l'escalade, le recuit si-
mule, la recherche tabou (voir Chapitre 1), consistent à réparer une instanciation 
pom arriver à trouver une solution d'un CSP. Pour ce faire, elles utilisent quelques 
heuristiques pour guider le "parcours stochastique'1 dans l'espace de recherche. La 
fonction d'évaluation est utilisée pour mesurer l'amélioration de lïnstanciation modi-
fiée et pour conduire la. recherche vers des instantiations plus prometteuses en termes 
de satisfaction des contraintes. Souvent, cette fonction est la fonction d'évaluation 
standard Zstd(l) de la définition 2.5.1, qui correspond au nombre de contraintes vio-
lées. }Fre95|. Par exemple, considérons le CSP suivant dont le graphe et la matrice de 
contraintes sont illustrés par la figure 3.1: 
variables V=À"i, Xo, X:i. A'4 
domaines 
- Dy = (10,20,35.50) avec m, = 4 
- D, = (30. 25, 20.10) avec m2 = 4 
- D.-, = (25, 30, 20) avec m3 = 3 
- D4 = (40, 50, 60) avec m4 = 3 
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- L'ensemble Ç avec 4 contrainteb 
Q : 
C-2 •  
C-,: 






































FiG. 3.1 - Exemple: Graphe, de Contraintes et Matrice de Contraintes 
L'ordre des variables dans l'instanciation est le suivant: A1.A'2,A"3,A4. Supposons 
que nous puissions choisir parmi les deux instanciations suivantes pour notre pro-
blème: 
I i= 35 
L 
30 25 40 ! qui ne satisfait pas la contrainte C2 
h= 10 25 30 40 qui ne satisfait pas la contrainte Ci 
Zf,t,i(ï) sera pour les deux égal à 1, car chacune ne viole qu'une seule contrainte. 
Regardons maintenant le graphe de contraintes: la contrainte Ci est liée aux trois 
antres contraintes, ce qui veut dire que si nous changeons quelques valeurs des va-
riables pertinentes pour C2, cela pourrait éventuellement, se traduire par une violation 
d'autres contraintes satisfaites à présent. En revanche, C\ est liée à C2 et C4. On peut 
donc penser qu'une réparation de cette contrainte aurait moins de conséquences vis 
à vis des autres contraintes qui sont déjà satisfaites dans le réseau. C'est cette idée 
que nous allons incorporer dans la définition de la nouvelle fonction d'évaluation. 
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3.2 Fonction d'évaluation pour CSP binaire 
A part Z,,,i(ï). d'autres fonctions d'évaluation, plus spécifiques au type de pro-
blème a traiter, ont été proposées dans la littérature pour les CSP binaires. Par 
exemple, pour le problème de N-reines, Eiben et al. [ERR94J ont utilisé comme fonc-
i ion d'évaluation le nombre de contraintes non satisfaites sur la diagonale. Pour un 
problème de dessin mécanique. Thorton a proposé de minimiser Y = Y.'^ o u d¿ est 
l'erreur normalisée pour la contrainte i. [Tho94j. Notre objectif ici est de définir une 
Fonction indépendante du problème à résoudre. D'autre part, le fait de prendre en 
compte le seul nombre de contraintes violées signifie: 
- D'un coté, qu'on considère que toutes les contraintes sont également facilement 
(difficilement) réparables dans la recherche d'une solution. Néanmoins, dans la 
plupart des problèmes de satisfaction de, contraintes, des contraintes sont plus 
dures que d'autres à satisfaire. 
D'un autre coté qu'il n'y a pas de préférence parmi les contraintes. Avoir une 
préférence permet de relâcher les problèmes sous contraints pour obtenir une 
"bonne solution", quand on n'a pas le temps d'obtenir une solution satisfaisant 
toutes les contraintes. C'est notamment le cas des PCSP (Partial Constraint 
Satisfaction Problems) [FW92]. 
On se place dans le premier cas, c'est-à-dire, nous voulons obtenir une solution 
du CSP (et non une solution à un problème relâché). Nous souhaitons définir une 
fonction d'évaluation qui représente une sorte de "distance" entre une insfanciation 
et une solution, en termes du nombre de changements effectués par un algorithme de 
recherche locale. Une fonction qui considère donc la difficulté d'obtenir une solution. 
Cela nous a conduite à la définition de la nouvelle fonction qui prend en compte 
la structure du réseau de contraintes, plus précisément le degré de liaison entre les 
diöerei ! tes variables. 
Pour cela, nous commençons avec un nouveau concept: nous voulons montrer que 
dans le cas où une contrainte est violée, les variables qui sont impliquées dans cette 
violation ne sont pas seulement les deux variables connectées par cette contrainte. 
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En effet, en pins des variables pertinentes, la réparation d'une contrainte violée peut 
affecter d'autres variables qui leur sont connectées à travers d'autres contraintes. 
Définit ion 3.2.1 (Ensemble de Variables Impliquées) 
Étant donné un CSP binaire P = (V. D.Ç), et une instantiation I, pour chaque 
contrainte Cn(a = 1 //) un ensemble cle variables impliquées Ea(D Ç V est défini 
par: 
- E0(-[) = (p sst Ca est satisfaite 
X, t En(i) si X, l> Ca et Ca n'est pas satisfaite sous I 
- A', G Eft(i) si 3X, D> Ca et 3C¿ ^ Ca tel que X.¡ et X3 O C$, et Ca n'est pas 
satisfaite sous I 
Cette définition montre qu'en essayant de réparer une contrainte C0 sous une 
certaine instantiation I, le changement de valeur d'une variable sera perçu par d'autres 
contraintes dans le réseau. C'est justement cet effet que nous voulons incorporer 
(tans la fonction d'évaluation. Pour une instantiation I donnée, nous allons quantifier 
l'erreur attribuée à une contrainte Ca par: 
Définit ion 3.2.2 (Evaluation de l'erreur) 
Étant donné un CSP binaire P — (V, D, Ç) avec une. matrice de contraintes R et une 
instantiation I. la fonction de l'évaluation de l'erreur e(CQ , I) pour une contrainte Ca 
est définie par: 
e (C 0 l I ) —- Nombre de variables dans EQ(i) 
Si une contrainte binaire non-satisfaite Ca a Xi, et A'; comme variables pertinentes 
(elle en a jus te deux, exactement ces deux), alors nous pouvons exprimer e (C a , I ) de 
la manière suivante: 
e[Cn,l) — (Nombre de variables pertinentes pour Ca) + (Effet Propagé par X¡. 
rtA',) 
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où l'effet propagé par Xk et X¡ dans un réseau de contraintes binaires est défini 
connue le nombre de contraintes d . ¡i = 1 ;;, ¡1 ¥- n qui ont comme variables 
pertinentes A'/,, ou X, 
Donc, en termes de la matrice de contraintes cela, se traduit par: 
e ( C , . I ) = ( ¿ R [ a . j M + ( ¿ R[tf. À:] + ¿ R[ t í . / ] j (3.1) 
R em a r q u e 3.2.1 S-i, C-, est satisfaite alors e (C . ,1) = ü 
Remarque 3.2.2 La complexité du calcul de e (C„ . I ) pour chaque contrainte Ca est 
égal a Oil]). 
Chaque contrainte dans notre fonction contribue différemment à la valeur de la 
Íonction d'évaluation, on peut définir donc la contribution d'une contrainte comme: 
Déf in i t ion 3.2.3 (Contribution, de. Cn) 
Étant dornte un CSP binaire P — (V, D,C), on dira que. la Contribution de Ca à la 
jonction d'évaluation c(Cn) sera: 
c(C 0 ) = e(Cn,I¡), quand C0 est violée sous Ir 
Cette fonction quantifie la contribution de Ca à la fonction d'évaluation quand elle 
n'est pas satisfaite. On remarque que cette contribution ne dépend pas des valeurs 
effectives de {'instantiation, mais seulement, du fait que la contrainte est violée. 
Finalement, la valeur de la fonction d'évaluation pour une instanciation I donnée 
sera la somme des évaluations des erreurs (équation 3.1) sur toutes les contraintes 
dans le CSP. 
Définit ion 3.2.4 (Fonction d'Evaluation pour CSP binaire) 
Etant donné un CSP binaire avec une. matrice, de contraintes R , une instanciation I et 
la fonction d'Évaluation de l'erreur e(C0.,I) pour chaque contrainte Ca, (a = 1, . .. ,n), 
la Fonction d'Évaluation Z(I) est définie par: 
Z(I) = ¿e(Ca,I) (3.2) 
o = l 
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FlG. 3.2 - Deux instantiations pour' le même graphe 
Le but de la recherche d'une solution est de minimiser cette fonction Z(ï), laquelle 
sera égale à zéro quand toutes les contraintes seront satisfaites. 
Z(ï) peut être interprétée comme une façon de quantifier notre préférence pour les 
instanciations qui satisfont plus de contraintes et de liaisons. Pour illustrer cela, re-
gardons la figure 3.2. Il s'agit d'un problème de coloriage de graphe. Nous avons deux 
instanciations pour le même graphe: Ix et / : ;. Pour chaque instantiation, l'ensemble 
de nœuds a gauche de la ligne en pointillés représente un coloriage consistant, et 
l'ensemble à droite un autre coloriage consistant. Mais les deux coloriages sont incon-
sistants entre eux. À première vue, les deux instanciations peuvent paraître comme 
aussi bonnes, car dans les deux cas nous n'avons que trois contraintes violées. Par 
contre, en utilisant la fonction Z(î) nous préférons la seconde instanciation, parce 
qu'elle a moins de variables impliquées (voir définition 3.2.1). 
Fonc t i on d'Évaluation e t C S P a léa to i res 
Considérons les CSP générés aléatoirement, [Smi95], [Pro94j qui sont caractérisés 
par 4 paramètres: n le nombre de variables, m le nombre de valeurs de chaque domaine, 
égal pour toutes les variables, pi la probabilité qu'il existe une contrainte entre deux 
variables et p2 la probabilité conditionnelle qu'une paire de valeurs soit inconsistante 
pour une paire de variables, étant donné qu'il y a une contrainte entre les variables. 
Pour ce type de CSP aléatoire, l'espérance du nombre de contraintes violées pour une 
instanciation quelconque I sera: 
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L'1 nombro maximum de contraintes pour un problème avec n variables est ^-™—. Le 
CSP aléatoire aura donc p\:^r^- contraintes ou arêtes. C'est-à-dire que le nombre 
ospéré de contraintes violées sera égal au nombre de contraintes sur le réseau, multiplié 
par la probabilité d'incompatibilité de valeurs des domaines p> pour chaque contrainte. 
La valeur de notre fonction sera: 
E[Z(Ï)} = 2Z,tt,[l)pï(n- 1) (3.4) 
Pour expliquer Téquation 3.4. voyons la figure 3.3. Chaque contrainte a deux 
variables pertinentes. Chaque variable du problème a une arité (voir définition 1.1.3) 
de />](// — 1). Alors, pour une contrainte Cn violée, nous allons compter ses deux 
variables pertinentes plus l'effet de propagation à partir d'elles, donc 2 + (2pi(n — 
'D - 2). Maintenant nous devons faire la somme sur toutes les contraintes qui sont 
violées sur le reseau donc sur Zsr,i{ï). 
: non-satisfaite 
FlG. 3.3 - Exemple:équation 3.4 
Nous avons généré les deux fonctions: E[Zsul(I)] et £'[2'(I)] pour des graphes avec 
^ variables in—S) et leur taille de domaine égale à 3 (m=3), pour différentes valeurs 
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de ]>i et ])• >• Sur la figure 3.4. calculée à partir de l'équation 3.3, nous observons que la 
variation de valeur de la fonction E[Zsfd(ï)} est directement proportionnelle àp j et p-j, 
par contre sur la figure 3.5 déduite de la formule 3.4. notre fonction est directement 
proportionnelle à p\ et a p-2. Cela veut dire que notre fonction dépend plus fortement 
de ¡>\ (e.g. connectivité) que E\ZiUi'\X)\. 
FlG. 3.4 - E[Zstd(I)\ en fonction de pi et p2 
FlG. 3.5 - E[Z(Ï)) en fonction de p\ et p2 
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3.3 Minimum-réseau-conflits 
Nous voulons inclure l'idée développée dans le calcul de la fonction Z(ï) comme 
une nouvelle heuristique dans ia méthode rmn-confl,its. [MJPL92], Pour cela, nous 
roniuie.nçons avec la définition de l'ensemble de contraintes qui ne sont pas satisfaites 
ei qui ont la même variable pertinente X¡. noté par Nf 
Déf in i t ion 3.3.1 (A*_.(I),) 
Étant donné un CSP binaire, P — {\\ D, Ç) uvec une instantiation I, pour une variable 
Xr un ensemble df contraintes ATy(I) Ç ( est défini par Ca t A^(I) ssi.: 
- Xj > C0 
- C„ est violée .sous I 
Npíqj QCa}-, Xj 
non-satisfaites 
F I G . 3.6 - Definition 3.3.1 
En utilisant cette définition, nous pouvons décrire l'heuristique de min-conflits 
(voir définition 1.3.1} du point de vue des contraintes comme: 
Déf in i t ion 3.3.2 [Fonction de min-conflits) 
Sott ven CSP binaire P = (V, D, Ç) avec une instanciation I, et l'ensemble de contraintes 
X,{1) pom chaque variable Xr La fonction de min-conflits, m e pour Xj est définie 
• par: 
m.c(X1,\)= Nombre, de contraintes en Nj(l) 
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En d'autres mots. mc(A', .I) quantifie le nombre de conflits (contraintes violées) 
dans lesquels participe A",. 
Pour introduire l'idée de la connectivité dans l'heuristique, nous allons remplacer 
la fonction me par la fonction suivante: 
Déf in i t ion 3.3.3 (Fonction, de Min-réseau-conflits) 
Étant donne, un. CSP bíname P = (VD.Ç) avec une instanciation I. et l'ensemble 
de contraintes Ar;(I) pour chaque variable Xj, et les fonctions e(Cn,I) pour toute. 
{ontrairde Cn. la fonction de min-réseau-conflits. ne pour X¡ est définie par: 
nc(X 7 , I ) = £ e(C-rl) (3.5) 
c 7eAj ( i ; 
R em a r q u e 3.3.1 Cette fonction est calculée en prenant en compte seulement les 
aretes impliquées (liées à X¡). 
Nous allons utiliser cette fonction dans l'algorithme de réparation min-conflits, décrit 
.sur la figure 1.4, en introduisant une nouvelle heuristique que nous définissons dans 
la section suivante: 
3.3.1 Heuristique: min-réseau-conflits 
Comme pour mm-conflits, l'heuristique commence avec une instanciation I com-
plète devant être réparée. D'abord, la variable à changer est choisie aléatoirement 
parmi les variables en conflits, ensuite nous sélectionnons une valeur pour elle. La 
sélection de la valeur est faite en utilisant la fonction min-réseau-conflits ne (équa-
tion 3.5). Pour faire cela, la procédure calcule ne pour toutes les valeurs dans le 
domaine de la variable A'; et elle sélectionne la valeur x} qui a une valeur de la fonc-
tion min-réseau-conflits la plus faible. Cela est possible parce que nous travaillons sur 
des réseaux de contraintes avec des domaine finis. 
Cette heuristique guide le choix de la valeur de la variable sélectionnée en cher-
chant la plus grande descente, en termes des conflits directs et indirects du graphe 
67 













! f'"x/ i 
i ! 
FiG. 3.7 - Recherche d'une valeur pour X3 
de contraintes. Pour montrer ce que cela veut dire regardons la figure 3.7. Suppo-
sons que le graphe a) représente la première pré-solution pour un problème donné. 
Lïnstanciation représentée viole Cß et C¿ (dessinées par une ligne noire). Soit Xj 
la variable en conflit sélectionnée d'une façon aléatoire pour être réparée. Le graphe 
1)) et le graphe c) correspondent à deux choix de valeurs possibles pour cette va-
riable. Pour l'heuristique min-conflits, les deux valeurs sont également bonnes, parce 
qu'après avoir modifié la valeur de X¡, dans les deux cas il ne reste qu'une contrainte 
violée. Mais pour min-réseau-conflits le graphe c) est meilleur que le graphe b) parce 
que l'instanciation représentée en c) pourrait être plus facilement réparée du point de 
vue de l'effet de propagation sur le réseau. Il suffirait que Xk soit sélectionnée et que 
l'algorithme instancie une valeur satisfaisant Cß. 
Remarque 3.3.2 Si le CSP tst représenté par un graphe complètement connecté, 
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avec. cJuiquc. variable appartenant à n-1 contraintes, alors min-réseau-conflits et min-
conflits ont le même comportement. Plus précisément, pour un CSP où chaque variable 
appartient exactement à c. contramies, leur recherche est équivalente. 
Min-mnflits a pour chaque contrainte la valeur 1 ou 0, selon si elle est satisfaite 
ou non-satisfaite, quel que soit le type du réseau de contraintes. Quand il s'agit d'un 
graphe où chaque variable est connectée à un ensemble r de contraintes, min-réseau-
c.o-n flits ajoute la valeur 2c ou 0 selon que la contrainte est satisfaite ou non-satisfaite. 
Pour un graphe complètement connecté, min-réseau-conflits nc(Xj.ï) vaudra pour le 
pire des cas 2(?; — I)'-'. La priorité de contraintes implicite de mm-réseau-conflits, dans 
ce cas n'existe pas, car elle est faite en prenant en compte la connectivité de chaque 
variable. 
3.3.2 Algorithme de réparation en deux étapes 
Nous voulons incorporer cette heuristique dans un algorithme de réparation. L'idée 
est tie faire de l'escalade guidée par le réseau de contraintes. Nous avons réalisé plu-
sieurs tests avec mm-conflits et min-réseau-conflxts et nous avons trouvé une sorte de 
complémentarité entre les deux heuristiques. Plus précisément, certains problèmes qui 
étaient faciles pour mm-conflits ne l'étaient pas pour min-réseau-conflits et vice-versa. 
Gela peut être apprécié sur la fig 3.10. Cela a motivé la proposition d'algorithme en 
deux étapes. Dans la première étape, il utilise l'heuristique de min-conflits, donc avec 
la fonction me, (définition 3.3.2). Dans le cas où il n'est pas capable de trouver une 
solution à la fin d'un nombre maximum d'itérations, il continue avec l'heuristique de 
min-réseau-conflits, donc avec la fonction ne (définition 3.3.3), jusqu'à trouver une 
solution ou avoir réalisé un nombre maximum d'itérations. Nous avons donc deux 
paramètres de contrôle, le nombre maximum d'itérations pour min-conflits et pour 
min-réseau-conflits. Nous pouvons interpréter cet algorithme comme une façon d'ex-
plorer d'abord les conflits directs. Si nous n'avons pas de succès dans la première 
étape, alors l'algorithme continue son exploration en utilisant les conflits propagés 
dans le réseau. La structure de l'algorithme est montrée sur la figure 3.8. 
Pour évaluer notre algorithme, nous allons utiliser des problèmes générés d'une 
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Procédure Deux-étapes (}'.D.Ç) 
Débu t 
Générer aléatoirement une pre-soiut íon I 
si I n ' e s t pas une solution alors 
Répéter 
Sélectionner aléatoirement A ; € A"(I)n 
l(Xj) - ar(¡mm,.jlzD]{mc{Xl - xj. {{I - xla 6} U.Tj))}i: 
i t é r â t ions -conf l i t s++ 
Jusqu 'à ( ( I so i t solut ion) ou (max i t é r a t i o n s - con f l i t s ) ) 
si I n ' e s t pas une solut ion alors 
Répéter 
Sélect ionner aléatoirement A"; € A'(I) 
I(AV; = argmiTi.Ti£D |nc(A",- = Xj, ( (I — xJa) U x3))} 
i t é ra t ions - réseau-conf l i t s++ 
Jusqu 'à ( ( I so i t solut ion) ou (max i t é r a t i on s - r é s eau - con f l i t s ) ) 
Fin /* procédure deux-étapes*/ 
' l'ensemble des variables en conflit 
''sa valeur cornante 
' (irfjviivi(.y{a¡} donne la valeur ?': tel que a¡- < a¡.Vi 6 S 
FlG. 3.8 - Structure de la procédure deux étapes 
façon aléatoire, spécifiquement le problème de coloriage de graphe avec trois couleurs, 
à partir de maintenant dénommé par 3-coloriage. La procédure utilisée est décrite dans 
la section suivante. Elle sera aussi rappelée dans les prochains chapitres. 
Ensemble de problèmes: 3-coloriage 
Le problème du coloriage de graphe est un problème NP-eomplet bien connu, qui 
est utilisé pour rnodéliser certains types de problèmes d'ordonnancement et d'allo-
cation de ressources. Le but de nos essais est d'observer l'effet d'incorporer notre 
approche dans la performance d'un algorithme de réparation. Les problèmes de 3-
coioriage sont générés de façon aléatoire, la contrainte est toujours la même: un nœud 
ne doit pas avoir la même couleur qu'un nœud voisin. La procédure de génération 
des graphes a été proposée par Adorf et al. en [AJ90]. Cette procédure génère des 
problèmes, qui ont au moins une solution, de la façon montrée sur la figure 3.9. 
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Les graphes générés par cette procédure auront n nœuds (variables) et m arêtes 
(contraintes) . 
P r o c é d u r e Généra t ion des Problèmes 3 -Colo r i age (n.m) 
Dé b u t 
Af fec te r ~ des v nœuds à chacun des t r o i s ensembles (Â,B,C) 
R é p é t e r 
Ensemble! = random-ent re(A, B, C) 
nœud] = randora-dans(Ensemblei) 
Ensemble2 = random-entre(A,B,C - Ensemblei) 
nœudo = random-dansCEnsemble^) 
si (./BCa t e l que nœudj t> C0 e t nœud'_>[>C0) a lo r s 
Créer Ca e n t r e nœudj e t nœud-2 
Nombre-d 'a rê tes++ 
J u s q u ' à Nombre -d ' a r ê t e s = 77? 
F i n / * Procédure Généra t ion des Problèmes 3 -Golor iage */ 
F i e 3.9 - Procédure de Génération aléatoire des Problèmes de 3-Coloriage avec so-
lution 
Évaluation de l'heuristique 
Pour évaluer l'algorithme en deux étapes nous avons généré des graphes aléatoires, 
(jui sont appelés ''graphes peu denses1", c'est à dire, avec 77 = 2n, d'après leur struc-
ture. Ce type de graphes est connu pour être celui qui donne le plus de difficulté aux 
algorithmes de réparation stochastique (voir [MJPL92]). Ces graphes ont plusieurs 
solutions donc l'algorithme a plus de choix pour effectuer la sélection de valeurs, donc 
le nombre de combinaisons "prometteuses" de valeurs est plus important que pour 
les graphes denses. Nous avons essayé d'abord de résoudre chaque graphe en utili-
sant l'heuristique, définie par Brelaz [Bre79], laquelle est assez performante pour les 
problèmes de 3-coloriage. Il s'agit d'un algorithme glouton qui affecte une couleur à 
chaque nœud. 
Définition 3.3.4 (Heuristique de Brelaz) 
Trouver le nœud qui n'est pas colorié qui a le moins de couleurs consistantes avec 
1. en anglais: sparse graphs 
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ses voisins. S'il y en a plusieurs, alors en choisir un qui a le degré maximum dans le 
sous-<jra.pli(: non-coloné. 
Nous allons taire les expériences seulement avec les problèmes que l'heuristique 
de Brelaz n'a pas pu résoudre, donc des problèmes particulièrement difficiles. La pré-
solution trouvée par l'algorithme qui utilise cette heuristique, sera utilisée comme 
pré-solution initiale dans nos tests. 
Pour chaque r¡ = [60.90.120.150,180] nous avons 100 graphes différents qui n'ont 
pas pu être résolus en appliquant l'heuristique de Brelaz (définition 3.3.4). Nous com-
parons trois algorithmes d'escalade, le premier utilise l'heuristique min-conflits avec 
un nombre maximum d'itérations égal à 5000. Le deuxième utilise l'algorithme en 
deux étapes. Pour chaque étape, le nombre maximum d'itérations est fixé à 2500. Le 
troisième utilise l'algorithme avec l'heuristique rnin-réseau-conflits pur, avec un maxi-
mum de 5000 itérations. Les résultats sont montrés sur la figure 3.10. En abscisse, nous 
avons le nombre de contraintes du graphe, en ordonnée nous avons le pourcentage de 
convergence de l'algorithme. Par exemple, pour les graphes avec 60 contraintes (30 
variables), notre algorithme a trouvé une solution pour 70% des graphes, en revanche 
min-c.onfl.its a trouvé la solution seulement pour 20% des graphes. Au fur et à mesure 
que la taille du problème augmente, la probabilité de trouver une solution diminue, 
mais notre algorithme présente toujours un meilleur comportement que min-conflits 
pur. Il est important de remarquer que ce type de problèmes est particulièrement diffi-
cile pour les méthodes stochastiques. Ces expériences montrent que le fait de prendre 
en compte la structure du réseau de contraintes peut être un facteur important pour 
guider la recherche des méthodes stochastiques. 
Maintenant que nous avons constaté que la fonction d'évaluation peut apporter 
une amélioration de la performance d'une recherche stochastique par réparation locale, 
nous allons introduire cette fonction dans un algorithme évolutionniste. 
3.4 Z(I) dans un algorithme évolutionniste 
Nous avons conçu un jeu de tests pour mesurer l'avantage d'utiliser Z(I) au lieu 
de Z,«t,i(I) dans un algorithme évolutionniste (EA). Dans le chapitre précédent, nous 
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Min_Conflits versus Min_Réseau_ Conflits 
Graphes peu Denses -Problèmes de 3 Coloriage 
Chaque uoinî: moyenne de 100 graphes, max itérations 5000 
Joi¡rcen!agt:_de„ Convergence 
0.7 
min reseaux i'imflêts 
«()"" IIKÎ ¡20 "5(1 ¡ « ) 
Nombre_de_Contraintes 
Fu-i. 3.10 - Comparaison: Mm-conflits v/s Min-réseau-conflits pour graphes peu 
denses 
avons affirmé que la conception d:un algorithme évolutionniste a besoin de six com-
posantes (voir figure 2.1). Dans les sections suivantes, nous décrirons les différentes 
parties de notre EA. 
3.4.1 Population initiale 
La population initiale est générée aléatoirement. Chaque instanciation I est com-
posée par des valeurs des variables qui sont choisies à partir de leurs domaines avec 
une distribution de probabilité uniforme. 
3.4.2 Représentation génétique 
Nous avons choisi une représentation génétique non-binaire, car ce type de repré-
sentation s'adapte naturellement aux CSP. Les domaines de variables dans un CSP 
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peinent être de différents types, nous pouvons donc avoir dans un même CSP des 
variables booléennes, réelles, entières. Alors, la représentation génétique choisie a la 
stiucture de la figure 3.11 
X i X2 X3 Xi Xn 
A 1 1024 O Z 
FlG. 3.11 - Représentation du Chromosome 
3.4.3 Algorithme de sélection 
La fonction d'évaluation Zi l) nous a permis de concevoir un nouvel algorithme 
pour réaliser la sélection à partir de la population. Nous avons présenté dans la sec-
i ion 2.2.1 la méthode de sélection standard de la roue biaisée pour le problème de 
maximisation, son adaptation pour le calcul de la probabilité de sélection pour notre 
problème de minimisation est présentée dans l'annexe A. Nous souhaitons avanta.-
ger les chromosomes qui ont une valeur de la fonction d'évaluation inférieure, plus 
fortement que ce que fait la méthode de sélection standard. Les mauvais individus 
auront dans notre algorithme quand même une probabilité d'être choisis, parce que 
pour obtenir des bons individus on a souvent besoin de produire de mauvais individus 
comme structures intermédiaires, [Mic94|. 
Nous avons conçu la stratégie de sélection de la figure 3.12. Nous divisons la 
population en trois sous-populations, la première est constituée par les individus qui 
ont une fonction d'évaluation inférieure à la, moyenne, la deuxième ceux qui ont une 
1 onction d'évaluation comprise entre la moyenne et la moyenne plus l'écart type, dans 
la dernière sous-population nous avons les individus qui ont une valeur supérieure à 
la moyenne plus l'écart type. 
Pour déterminer a et ß, nous avons comparé, pour différents réseaux de contraintes, 
le nombre de générations nécessaire pour trouver une solution. Pour chaque combi-
naison nous avons résolu 100 problèmes de 3-coloriage avec 30 variables générés de 
manière aléatoire. La table 3.1 montre le nombre de générations d'un des ensembles 
de iest (des graphes avec une connectivité égale à 4) pour différentes valeurs de a et 
74 
3. FONCTION D'ÉVALUATION 































TAB . 3.1 - Nombre de générations pour différentes valeurs de rv et de 8 — a, pour 
.'-l-col.ori.a(/e avec une connectivité moyenne de 4-0 
de ß — a. 
Parmi tous les tests générés, nous avons obtenu les meilleurs résultats avec a = 0.5 
et ¡j = 0.85. 
P r o p r i é t é s s t a t i s t i que s de l ' a l go r i t hme de sé lec t ion 
En utilisant les valeurs a et ß, la population est divisée en trois régions A, B, 
C. Cela est montré dans la figure 3.13. Supposons que nous ayons une population de 
taille N, avec n\ chromosomes dans la region A, ni dans la région B et n^ dans la 
région C, tel que n\ + n-> H- n3 = N, alors nous avons les probabilités de sélection 
suivantes pour un chromosome: 
à. partir de la région .4 = OJ + (ß — a) *
 n " j n + (1 — ß) * j , N 
El 
N 
- à partir de la région B — (ß - a) * —7J? h i l — 3) * 
- à, partir de la région C — (1 — ß) * '-j$-
La ñgure 3.13 montre que nous avons une préférence pour les chromosomes de 
la région A, c:est à dire, nous préférons les individus dont la fonction d'évaluation 
est inférieure ou égaie à la moyenne. Néanmoins, la probabilité de sélectionner des 
individus à partir de la région C existe. Pour illustrer cela, regardons le problème 
de coloriage de graphe sur la figure 3.14. La population est composée par quatre 
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P rocédure sé lec t ion(Population) 
Débu t 
Choisir j à p a r t i r de ['"[0.1] 
si (j < r\) alors 
Choisir chromosome t e l que 2,(chromosomc) < F1' 
sinon 
si (j < ;i) a lors 
Choisir chromosome t e l que Zi(chromosome) < F + a c 
sinon 
Choisir chromosome à p a r t i r U\l..taille — population] 
Fin /* sé lect ion */ 
" distribution uniforme 
" uïovenne de la population 
1
 écart-type de la. population 
F'IG. 3.12 - Algorithme de Sélection 
Evaluation chromosome évaluation moyenne + Ecart-type 
Evaluation chromosome ^Evaluation moyenne 
S* 
a 
Evaluation moyenne + Ecart-type >= Evaluation Chromosome > Evaluation moyenne 
FlG. 3.13 - Régions de Sélection 
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FlG. 3.14 - Exemple de Sélection 
chromosomes ou pré-solutions. Chacun des individus viole au moins une contrainte. 
Nous pouvons regarder la valeur de leur fonction d'évaluation Zst¿{\) et Z(ï). Les 
probabilités de sélection montrées sur la figure sont calculées en utilisant Z(ï) pour 
les deux algorithmes de sélection. Pr est la probabilité pour la méthode de la roue 
biaisée et P pour notre méthode. Nous pouvons conclure que notre algorithme est 
plus strict avec les mauvais chromosomes, par contre les bons chromosomes qui sont 
classés dans la région A sont traités avec égalité, il y a aussi plus de chance de choisir 
un chromosome de la région A qu'avec la méthode de la roue biaisée. 
Dans l'annexe A, nous calculons la probabilité de sélection en utilisant la roue 
biaisée, pour le traitement des meilleurs individus (ceux qui sont classés par notre 
méthode dans la sous-population A). 
3.4.4 Tests sur différents ensembles de problèmes de 3-coloriage 
Nous avons choisi, pour évaluer notre fonction dans l'algorithme évolutionniste, 
le problème de 3-coloriage sur des graphes générés d'une façon aléatoire. Nous avons 
conçu différents tests qui sont classés selon les opérateurs génétiques utilisés. Le pre-
mier ensemble de problèmes utilise les opérateurs standards: croisement à un point 
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Procédure Algorithme Évolutionniste pour CSP 
Débu t 
t - 0 
i n i t i a l i s e r population P( t ) 
évaluer les individus en P( t ) en u t i l i s a n t Z(ï) 
t an t que (non condition de fin) faire 
t=t+l 
tant que (P(t) n ' e s t pas complète) faire 
Ptrrcnti = sélection a(P ( t-1) ) 
Parent 2 = sé lec t ion(P( t - l ) ) 
Enfants = tra.nsforma.tian{P rirent^ Par en t2) 
P i t ) = Enfants U P(t) 
évaluer P( t ) en u t i l i s a n t Z(T) 
Fin /* procédure Algorithme Évolutionniste pour CSP */ 
" îilftorithme de sélection défini sur la figure 3.12 
Fl<;. 3.15 - Structure de l'Algorithme Évolutionniste proposé pour résoudre les CSP 
et v.i'tdatton. Les résultats obtenus avec ces opérateurs nous ont motivée pour définir 
un nouvel opérateur nommé, permutation qui aidera à. améliorer ces résultats. Enfin, 
le dernier ensemble de problèmes utilise un algorithme avec l'opérateur asexué(n,p,g) 
avec les paramètres (#,r,b) spécialement défini par Eiben et al. en [ERR95] pour 
le problème de 3-coloriage (voir chapitre 2). Nous avons comparé les résultats ob-
tenus en utilisant Zstd(l) et Z(ï) comme fonctions d'évaluation. Pour tous les tests, 
nous avons utilisée une taille de la population de 20 individus, une probabilité de 
croisement de 0.9 et une probabilité de mutation de 0.1. La structure générale de 
l'algorithme proposé est montré sur la figure 3.15. Il utilise la fonction d'évaluation 
Z{V) et l'algorithme de sélection défini par la figure 3.12. La transformation dépend 
des operateurs utilisés sur les différents ensembles de problèmes. 
Te s t s avec opérateurs standards: croisement à un point, mutation 
Considérons d'abord ie petit graphe pour 3-coloriage avec seulement sept variables 
et oiizr* contraintes illustré par la figure 3.16. Ce graphe en particulier pourrait être 
réduit au sous-graphe composé par les nœuds 2, 4 et 6, en appliquant l'algorithme 
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FlG. 3.16 - Graphe 3-coloriage 
de réduction proposé, par Cheeseman [CKT91], Si nous avons une instanciation qui 
satisfait les nœuds 2.4 et 6 (lignes coupées), il sera facile de trouver une valeur pour les 
autres variables qui satisferont toutes les contraintes. Cependant, pour illustrer notre 
algorithme, la recherche d'une solution a été faite avec tous les nœuds en utilisant 
la nouvelle fonction d'évaluation. Avec cette fonction d'évaluation, nous donnons une 
certaine priorité aux contraintes pour les satisfaire. Par exemple dans le graphe, la 
contrainte Ci entre le nœud 2 et le nœud 6 est plus importante à satisfaire que 
la contrainte C\Q qui lie le nœud 3 avec le nœud 6, même en partageant le même 
nœud 6. En effet, la contrainte C\ à travers le nœud 2 est connectée à Cg. Cg, C\\ 
et C-. par contre la contrainte Cw à travers le nœud 3 est seulement connectée à la 
contrainte Ci. Cela confirme la réduction qu'on pourrait faire en faisant la pré-analyse 
proposée par Cheeseman. Cet exemple est trivial, mais son but est de montrer que la 
structure est une chose importante à considérer pour améliorer la performance de la 
recherche stochastique faite par un algorithme évolutionniste. Nous avons généré six 
différentes topologies de graphes avec 7 variables et 11 contraintes. Nous avons résolu 
le 3-coloriage de ces graphes en utilisant un algorithme avec ZÄtd(I), l'Algorithme A, 
et un algorithme avec Z(I), VAlgorithme B, toutes les autres composantes de Î'EA 
étant évidemment les mêmes pour les deux. Pour chaque graphe généré, nous avons 
changé l'ordre des variables dans la représentation du chromosome. 
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Les résultats sont montrés sur la figure 3.17 pour Y Algorithme A et sur la fi-
gure 3.18 pour Y Algorithme B. 
Eu observant ees résultats, on peut eonelure les faits suivants: 
- Le nombre de générations en utilisant Z(ï) est inférieur à celui obtenu en uti-
lisant Z.,i,/(I). En fixant le nombre maximum d'itérations à 100, Z(I) arrive à 
trouver la solution avec un nombre de générations moyen de 20. en revanche 
avec ZAM(I) te nombre d'itérations moyen est de 48. 
Le nombre de générations utilisé pour les deux algorithmes est influencé par 
l'ordre dans lequel les variables sont organisées dans le chromosome, c'est à 
dire, qu'il y a des ordres qui permettent de trouver plus facilement la solution 
que d'autres. Par exemple, pour la topologie 4, l'ordre 19 a empêché Y'Algorithme 
A avec ZstJJ} de trouver une solution. Pour le même problème et avec le même 
ordre des variables, Y Algorithme B a trouvé une solution. 
Le surcoût de l'utilisation de Z(I) à la place de Zstd(ï) est négligeable, car on 
détermine la valeur de la. contribution (voir def 3.2.3) de chaque contrainte Ca au 
début de l'algorithme. Pour calculer la valeur de Z(I), on vérifie si la contrainte 
est violée ou pas (comme pour Zstd(ï)). La seule différence reside dans le cas 
où la contrainte n'est pas satisfaite, car on ajoute à la fonction d'évaluation la 
valeur de sa contribution au lieu de 1 (comme le fait Zít(¿(I)). 
Ensuite, nous avons généré un problème avec 30 variables et 40 contraintes, les résul-
tats des deux algorithmes sont comparés sur la figure 3.19, toujours pour 30 ordres 
différents des variables dans le chromosome, un nombre maximum d'itérations égal à 
100, donc nous pouvons conclure: 
- Pour Y Algorithme B, en moyenne, il a été plus facile de trouver une solution. 
Néanmoins, pour Y Algorithme A, le "meilleur ordre" a permis de trouver une 
solution avec 12 itérations, en revanche pour Y Algorithme B l'ordre 11 a permis 
de trouver la solution en faisant 16 itérations. 
L"Algorithme Ai n'a pas pu trouver la solution pour un ensemble plus important 
d'ordres que Y Algorithme B, qui a échoué seulement avec l'ordre 13. 
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Algorithme À : Z (1) 
Chaque point: Moyenne de 100 graphes, max itérations 100 
tail!?population 20. pmut - 0.1, pcroisement =09 
i"P«lopie.ñ 
WÊÀS^U 
F[C. 3.17 •- Algorithme A:GrapJies avec 7 variables et 11 contraintes. Echelle du 
nombre de générations entre 0 et 100 
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3.4. Z(I) dans un algorithme évolutionniste 
Algorithme B:Z(I) 
Chapue point; Moyenne de 100 graphes, max iterations ICD 
taule population 20. pmuï = C 1, pcroisement - 0.9 
lopoltigic,5 
lopoSiïgie.f) 
Fie;. 3.18 - Algorithme B: Graphes avec 7 variables et 11 contraintes. Echelle du 
'-nombre de générations entre 0 et 50 
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Il est important de remarquer que nous n'avons pay une connaissance a priori du bon 
ordre des variables dans le chromosome. A partir de ces résultats, nous pouvons donc 
conclure finalement que considérer la structure dans la fonction d'évaluation peut 
conduire à une amélioration de la performance de l'algorithme, même en choisissant 
un mauvais ordre dies variables dans ie chromosome. L'ordre des variables dans le 
chromosome joue un rôle important aussi clans la performance de l'algorithme. Cela a 
été considéré par Goldberg [Gol89] et plus récememnt par Kargupta [Kar95] pour la 
conception des algorithme génétiques "messy". Cela motive l'introduction d'un opé-
rateur de "permutation" qui nous permettra de modifier la valeur de la longueur utile 
d'un schéma, S(Sch), (voir définition 2.2.7) en changeant de position certaines va-
riables dans ie chromosome, en conséquence la probabilité de destruction du schéma 
(équation 2.6) changera aussi. L'objectif de cet opérateur de "permutation" est d'aug-
menter la potentialité de l'opérateur de croisement à un point. 
O p é r a t e u r de p e rmu t a t i o n L'opérateur de permutation sera activé seulement 
nue fois que l'algorithme réalise que l'ordre des variables dans le chromosome n'est 
pas bon. S'il a choisi au début un bon ordre, l'algorithme converge naturellement 
sans une aide supplémentaire. Nous incorporons un autre paramètre, la prohabilité 
de permutation, qui correspond à la probabilité de changer l'ordre des variables dans 
le chromosome. Contrairement aux opérateurs de croisement et mutation, pour cet 
opérateur, c'est toute la population qui est concernée, c'est-à-dire, si l'algorithme 
décide de réaliser une permutation, il changera de la même manière la position des 
variables dans la population entière. Si l'opérateur n'est pas activé, la probabilité 
de permutation est nulle. Nous avons conçu une simple heuristique pour identifier 
un mauvais ordre des variables. Avant de l'introduire, nous définissons le concept de 
stabilité: 
Déf in i t ion 3.4.1 (Stabilité dans la Recherche) 
On dit qu'un ordre est stable si l'algorithme évolutionniste a trouvé le même meilleur 
chromosome pendant les S dernières générations. 
La figure 3.20 montre l'instant pendant le processus d'évolution où l'opérateur 
pourrait être activé. La structure de l'algorithme de l'opérateur de permutation est 
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Algorithme A v/s Algori thme B 
[z .mi ' rzd)] 
rtp/ïf-: a'i>ec 30 variables, 40 contraintes: Algorithme A v/s Algorithme 
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FlG. 3.20 - ActivaMon de l'opérateur de permutation 
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3.4. Z(I) dans un algorithme évolutioimiste 
P rocédure Opérateur Permutation (Population) 
Débu t 
si l ' opéra teur de permutation est activé alors 
Générer un nombre a l éa to i r e r à p a r t i r £'[u..l] 
si ?' <probab i l i t é de permutation alors 
Générer un nouvel ordre du chromosome pour [1..??.] 
Pour tous l es chromosomes dans la population 
Posit ionner (XrXj) suivant le nouvel ordre, Vj = 1 n 
Fin /* opérateur permutation*/ 
FlG. 3.21 - Structure, de l'opérateur permutation 
montrée sur la figure 3.21. Une fois que l'opérateur est activé, l'algorithme l'applique 
pendant toutes les futures générations selon la probabilité de permutation. La valeur 
de la probabilité de permutation est faible pour ne pas perturber la recherche réalisée 
avec un nouvel ordre. 
Nous avons incorporé cet opérateur dans les algorithmes A et B de la section 
précédente. Nous avons fait des tests avec S=25 et une probabilité de permutation 
de 0.3. Les résultats ont montré une augmentation de la performance pour les pires 
ordres de 20%, donc Y algorithme B cette fois-ci a été capable de trouver une solution 
pour tous les problèmes. 
On pourrait aussi utiliser d'autres critères plus complexes et coûteux du point de 
vue du temps de calcul pour mesurer la stabilité, tels que l'entropie définie en [FF95] 
pour le 3-coloriage comme: 
Déf in i t ion 3.4.2 (Entropie) 
Soit n-, ; le nombre de fois que le nœud % prend, la couleur j dans la population P. On 
définit la mesure, de la diversité de la population entropie par: 
E=-^xT.U^[l09{nij\P\) 
\V\logk 
Cette entropie E G [0,1] et elle indique à quel point les couleurs sont uniformément 
affectées aux nœuds dans la population. 
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Algorithme 'Fonction d'évaluation Sélection 
¡ À Z_,tJJ) I Roue Biaisee 
| B Z('I) Roue Biaisée 
| C Z(I) Nouvelle sélection 
TAB . 3.2 - Trois algorithmes qui diffèrent par leur fonction d'évaluation et par leur 
<dgorit.li.me de sélection 
Nous pouvons décider que dans le cas où la population n'est pas assez diversifiée 
dpetite entropie), alors on active la permutation. 
Tests avec l ' o p é r a t e u r spécia l isé : ( # , r , b ) 
Dans cet ensemble de tests, nous aA'ons comparé trois algorithmes, lesquels dif-
férera par leur fonction d'évaluation et par leur algorithme de sélection, comme cela 
«• st montré dans le tableau 3.2. Tous les trois utilisent l'opérateur asexué (n,p.g) avec 
¡¡'s paramètres spécifiques pour le. problème de 3-coloriage (#,r ,b) (pour sa définition 
voir section 2.5.2). Pour cela, nous avons généré 1000 CSP aléatoires avec différentes 
topologies avec un degré de connectivité entre 4 et 6 pour 30 variables. Pour chaque 
connectivité, nous avons généré 100 différents graphes aléatoires. 
La figure 3.22 montre, le pourcentage de solutions trouvées pour les trois algo-
rithmes. Les meilleurs résultats ont été trouvés en utilisant Z(ï) avec le nouvel algo-
rithme de sélection. Il a trouvé dans le pire des cas 70% de solutions contrairement 
à Y Algorithme A qui lui a trouvé seulement 20% de solutions. La figure 3.23 montre 
îc nombre moyen de générations pour chaque connectivité. Le nombre moyen d'itéra-
tions réalisé par Y Algorithme A est supérieur à celui des deux autres algorithmes. De 
plus, on peut observer que la nouvelle fonction donne de meilleurs résultats quand 
elle est couplée avec le nouvel algorithme de sélection. 
Les problèmes qui ont été les plus difficiles à résoudre pour les trois algorithmes 
se trouvent parmi les connectivités ¡4.5, 5.0], ce qui correspond à la zone connue des 
problèmes difficiles de 3-coloriage [CKT91], [Smi95]. 
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• H.5. Function d'évaluation pour CSP n-aire 
%SoliJtions_v/s_Connecliviiê 
Chaque point Moyenne úe 100 graphes, max iterations 1DQD 30 vars 
taille -population 20. pmut=ô 1. pcroisemenl = 09 
FlG. 3.22 - Pourcentage de solutions trouvées par les trots algorithmes pour différentes 
connectivités 
3.5 Fonction d'évaluation pour CSP n-aire 
Pour faire l'extension de la fonction d'évaluation présentée dans les sections pre-
cedences aux CSP n-aires, il faut prendre en compte la réflexion suivante: 
Si nous avons un chromosome dont les alleles ne satisfont pas une contrainte, pour 
le réparer, dans le pire de cas, nous devrions changer toutes les valeurs des variables qui 
appartiennent à cette contrainte, et les valeurs des variables qui leur sont connectées 
par d'autres contraintes dans ie réseau. L'effet de propagation donc utilise la même 
idée que pour les réseaux binaires, comme on le montre dans les définitions suivantes: 
Définit ion 3.5.1 (Evaluation de l'erreur n-aire) 
Etant donné un CSP P ~ (\\ D. Q avec une matrice de contraintes R et une mstan-
ciation I, la fonction, de revaluation de l'erreur n-aire en(Cc»,I) pour une contrainte 
Cn qui a comme variables pertinentes X^, i £ [1 , . . . , l), l < n, (R[a, kt] = 1, Vi), est 
définie par: 
en(Cn, I) — (Nombre de variables en Cn) + ^ ¡{Effet de propagation par X^) 
où l'effet de propagation par À"/,, dans un réseau de contraintes n-aires est défini 
comme le nombre de contraintes Cß, ß = 1 , . . ., r/, ß ^ a qui ont aussi comm,e variable 
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3.-j. Fonction d'évaluation pour CSP n-aire 
Génerations-Movenne v/s Connectivité 
Chaque po,nf Moyenne as ^OC graphes, max iierancns 1000. 30 vars 
taiHe-populPtion 20. prnut = 0 1. po ornement = 0.9 
/ \ \ < 
/ \ ' ^ 
i v 
F ie , 3.23 - Comparaison: Nombre moyen de générations des trots algorithmes pour 
différentes connectivités 
¡lertvuentc A/,.- Cela s'exprime en utilisant la matrice de contraintes par: 
5n<c(,.ii = VR [ (U «S + E R ¡ « ' 
ie = l 
W\ 
v »i = l 
W (3.7) 
Remarque 3.5.1 Si C7 est satisfaite e n (C 7 , I ) = 0 
Nous illustrons l'effet de propagation n-aire sur la figure 3.24. Chaque contrainte 
est représentée par un carré, par exemple les variables pertinentes pour la contrainte 
C> «>nt A"i,A'j et AY Leur effet de propagation clans la matrice de contraintes R , 
correspond à la somme des valeurs sur leurs colonnes (sans compter ceux de la file 
Définit ion 3.5.2 (Contribution n-aire de Ca) 
Etant dorme un CSP P = (V.D,Ç); on dira que la Contribution n-aire de Ca à la 
jonction d'évaluation cv(Ca) sera: 
c n ÍC n ) - e n (C n , I;), quand Cn est violée sous l1 
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nr 














l\fït?t de l 'rcpjjiíili ' t ii 
pur viarialtl« ¡mur C f 
FlG. 3.24 - Effet de Propagation pour CSP n-aire 
Finalement la fonction d'évaluation pour un CSP n-aire est définie par: 
Définition 3.5.3 (Fonction d'Evaluation pour CSP n-aire) 
Étant donne un CSP avec une matrice de contraintes R, une mstanciation I et la 
function d'Evaluation de Terreur n-aire en(CQ,I) pour chaque contrainte Ca,(a = 
1.. .. , ,7), ¡a Fonction d'Évaluation n-aire Zn(I) est définie par: 
Zn(I) = X;en(Cû,I) (3.8) 
a-\ 
Dans le cas où nous avons un CSP binaire, cette fonction est équivalente à la 
fonction de la définition 3.2.4. De la même manière, nous avons une préférence pour 
les chromosomes dont les valeurs des variables satisfont plus d'arêtes et de liaisons. Il 
reste à tester cette fonction d'évaluation. 
3.6 Conclusion du chapitre 
Nous avons défini une nouvelle fonction d'évaluation Z(ï), en prenant en compte 
la structure du graphe de contraintes, ce qui permet de mieux guider la recherche 
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stochastique que ne le fait la fonction d'évaluation standard. Nous avons proposé un 
nouvel algorithme du type escalade en deux étapes, qui combine min-.conflits et min-
rrstau-confiiis. heuristiques basées sur les fonctions d'évaluation Zs!:¡i{V) et Z(ï). Cet 
algorithme a obtenu un pourcentage de convergence vers la solution pius élevé qu'avec 
n un-conflits seul, sur des exemples. 
Nous avons aussi proposé un algorithme évolutionniste. guidé par Z(ï) et avec 
une nouvelle méthode de sélection qui a fourni de bons résultats pour le problème de 
3-coloriage. 
L'opérateur standard de croisement à un point rend l'algorithme évolutionniste 
influençable par l'ordre da.ns lequel se trouvent les variables dans le chromosome. C'est 
ceh-i qui nous a motivée à proposer un nouvel opérateur, activé seulement lorsque 
l'algorithme n'arrive pas à trouver une meilleure solution après un certain nombre 
d"itérations. Ceci a permis d'améliorer les résultats de l'algorithme de 20%. 
La. fonction d'évaluation Z(T) définie dans ce chapitre est bien adaptée aux pro-
blèmes où le graphe est important, par exemple pour le 3-eoloriage où toutes les 
contraintes sont les mêmes, et aussi pour les CSP aléatoires avec toutes les contraintes 
ayant la même difficulté. 
Pour résoudre des CSP non uniformes, il faudrait probablement définir une fonc-
tion d'évaluation qui prenne en compte aussi la difficulté des contraintes2 . 
Maintenant, notre but est d'incorporer la notion de structure dans la conception 
de nouveaux opérateurs génétiques, qui permettraient une amélioration de la perfor-
mance île l'algorithme évolutionniste et qui de plus seraient indépendants de l'ordre 
des variables dans la représentation. 
Dans le chapitre suivant, nous définirons deux nouveaux opérateurs qui prennent 
en compte cette conclusion et qui sont conçus pour résoudre des problèmes de satisfac-
tion de contraintes généraux. Les travaux exposés dans ce chapitre ont été présentés 
dans les références [Rif96a], [Rif"96b]. 
2. cu íUijdaisxonstraínt tightness 
90 
4. OPERATEURS GÉNÉTIQUES SPÉCIALISÉS 
Chapitre 4 
Opérateurs Génétiques Spécialisés 
Dans le chapitre précédent, nous avons présenté une nouvelle fonction d'évaluation 
qui nous semble plus appropriée pour résoudre les CSP. Dans le but d'améliorer la 
recherche de l'algorithme évolutionniste guidée par cette fonction, nous allons, dans 
CÎJ chapitre, aborder la. conception de deux opérateurs spécialisés pour les CSP. Ils 
prennent en compte la structure du graphe de contraintes en faisant de l'exploration 
et de l'exploitation pendant l'évolution. Le premier opérateur qui est conçu pour 
réaliser de l'exploration est appelé arc-mutation. Cet opérateur réalise des opérations 
de mutation en examinant les arêtes liées (contraintes) à la variable qu'on veut muter. 
Le deuxième que nous avons appelé arc-crossover réalise de l'exploitation. Il utilise 
une heuristique pour réaliser un croisement "intelligent" en examinant les arêtes du 
graphe de contraintes. 
Ce chapitre commence avec une brève description des motivations et des diffi-
cultés de concevoir de bons opérateurs. Ensuite, nous donnons quelques définitions 
nécessaires avant d'aboutir à la définition des deux opérateurs. Après avoir défini 
les opérateurs, nous montrons les résultats obtenus par un algorithme évolutionniste 
qui les utilise dans un ensemble de tests sur des problèmes de 3-coloriage de graphe 
et des CSP aléatoires et nous le comparons avec un autre algorithme. Finalement, 
nous définissons les opérateurs constraint-cross over et arcn — mutation, qui sont une 
extension d'arc-crossove.r et d'arc-mutation pour les CSP n-aires. 
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4.1 Motivations et difficultés 
Le principal problème des algorithmes évolutionnistes pour résoudre les CSP est 
leur haute probabilité de se trouver piégé dans un optimum local de la fonction d'éva-
luation. Notre1 principal problème à aborder est donc d'augmenter la probabilité de 
( « divergence de l'algorithme vers une solution. En conséquence, nous aurions diminué 
l,i probabilité de rester dans un optimum local. 
Mais, pourquoi concevoir des nouveaux opérateurs? D'abord, parce que nous vou-
lons améliorer la performance de l'algorithme évolutionniste en faisant une transfor-
mation plus adaptée au type de problème. Nous avons montré dans le chapitre précé-
dent que le phénomène d'épistasie des CSP fait que l'algorithme avec un opérateur de 
croisement à un point est sensible à l'ordre dans lequel se trouvent les variables dans le 
chromosome. Nous souhaitons aussi avoir des opérateurs qui ne se sentent pas affectés 
par cet ordre. Notre but est de définir un algorithme évolutionniste pour résoudre les 
( 1SP en général. Pour ce faire, nous avons donc besoin de prendre en compte dans 
la conception des opérateurs, des caractéristiques propres aux CSP, mais qui soient 
assez générales pour nous permettre de les appliquer à différents types de problèmes. 
En générai, inclure un opérateur spécialisé est plus coûteux en temps de calcul qu'uti-
liser un opérateur qui travaille d'une façon aveugle par rapport au problème. Dans 
!<• cas précis des CSP, nous souhaitons que l'incorporation des nouveaux opérateurs 
réalise un compromis entre le temps de calcul et l 'augmentation de la probabilité de 
convergence vers une solution. 
Une, autre motivation est de donner une réponse à la communauté des contraintes, 
car plusieurs chercheurs en contraintes sont réticents envers ce type de méthodes sto-
chastiques. Ils se posent les questions de pourquoi une méthode qui fait "sans justifica-
tion" une recherche aléatoire en croisant ou en mutant des variables pourrait-elle ar-
river à trouver la solution pour un problème de satisfaction de contraintes? Comment 
pourrait-elle devenir compétitive par rapport aux méthodes traditionnelles complètes 
ou incomplètes, car au moins ces dernières utilisent une heuristique "intelligente" pour 
réparer les pré-solutions? 
Ces questions nous ont motivée à définir nos opérateurs qui regardent le graphe de 
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contraintes pendant l'évolution. Ils essayent, en utilisant des heuristiques, de faire des 
mutations et des croisements plus informés qui permettent d'améliorer la recherche 
stochastique de l'algorithme évolutionniste. Dans la section suivante, nous allons mon-
trer les idées qui sont derrière Sa conception des nouveaux opérateurs. Nous donnerons 
aussi quelques définitions préliminaires avant de définir ces operateurs plus formelle-
ment. 
4.2 Opérateurs 
Les deux opérateurs que nous allons décrire sont dans le cadre des CSP binaires. 
A la fin de ce chapitre, nous présentons leur extension pour les GSP n-aires. 
Nous rappelons au lecteur que les operateurs sont classés dans l'étape transformation 
dans l'algorithme évolutionniste ('voir figure 2.1). 
Nous avons nommé le premier opérateur arc-mutation. Il fait de Y Exploration, (il 
permet d'incorporer des nouvelles valeurs à partir du domaine des variables, qui ne 
sont pas présentes dans la population courante). Il utilise l'idée de base de la mutation, 
c'est à dire, de changer une valeur dame variable dans le chromosome, mais son 
heuristique pour choisir la valeur prend en compte le graphe de contraintes. 
Pour faire de VExploitation (utiliser des dernières pré-solutions pour construire une 
nouvelle), nous avons conçu un opérateur sexué nommé arc-crossover. Son objectif 
est de réaliser une recombinaison entre deux individus sélectionnés aléatoirement, les 
parents, pour générer un nouvel individu, leur fils, qui hérite le meilleur couple de 
leurs valeurs des variables par contrainte. Dans le contexte des CSP, cela signifie créer 
un fils qui aurait plus de chance de satisfaire plus de contraintes dans le réseau. Pour 
faire cela, nous avons ordonné les contraintes à satisfaire suivant leur contribution à 
la fonction d'évaluation (voir définition 3.2.3). Arc-crossover est un processus glouton 
qui construit un fils en utilisant cet ordre. Il va donc chercher à satisfaire en priorité 
les contraintes ayant une plus forte contribution à la fonction d'évaluation quand elles 
sont violées, quand il choisit les valeurs des variables parmi celles des parents. 
La figure 4.1 montre la façon dont ces opérateurs sont utilisés dans l'algorithme 
évolutionniste, plus précisément dans l'étape de transformation (voir figure 3.15). Si 
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I algorithme réalise arc-crossover, il génère un seul fils qui pourrait, éventuellement 
(suivant la probabilité de mutation) être muté par arc-mutation. Si arc-crossover n'a 
pas lieu, alors chacun des deux parents, qui avaient été choisis par la procédure de 
sélection, pourrait, être muté dans arc-mutation suivant la probabilité de mutation. En 
résumé, la procédure de transformation pourrait, soit générer un seul fils, dans le cas 
ou les parents sont croisés par arc-crossover, soit deux fils dans le cas où arc-crossover 
n'aurait pas lieu. 
P rocédure Transíormation(Pírre7?t¡. Parents) 
Débu t /* procédure transformation*/ 
Générer un nombre a léa to i re r entre [0 . .1] 




Fils) =arc~mutation(Parenti ) 
Fils-> =arc -mutation (Pa rent 2 ) 
Fin /* procédure Transformation*/ 
Fie;. 4.1 - Structure de la procédure de Transformation 
Les deux opérateurs sont utilisés pour améliorer la recherche stochastique. Pour 
que les opérateurs utilisent pendant la recherche l'information du réseau de contraintes, 
nous avons défini trois fonctions d'évaluation particulières, une pour arc-mutation et 
deux pour arc-crossover. La première est nommée fonction d'évaluation pour muta-
tion que nous utiliserons pour choisir la nouvelle, valeur d'une variable. La deuxième 
est nommée fonction d'évaluation partielle pour croisement qai avec la fonction d'éva-
luation partielle pour mutation va nous permettre de guider la sélection d'une com-
binaison ties valeurs des variables d'une contrainte. 
4.2.1 Arc-mutation 
L'opérateur arc-mutation réalise une exploration guidée par le graphe de contraintes. 
II sélectionne d'abord aléatoirement la variable à muter. Le choix de la valeur pour 
cette variable est fait en utilisant la fonction d'évaluation pour mutation. Pour calculer 
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cette fonction, il identifie d'abord l'ensemble de contraintes qui ont, comme variable 
pertinente la variable à muter, soit plus formellement: tj 
Définit ion 4.2.1 (Mj) 
Etant donné un CSP P — (V. D, (). On définit l'ensemble de contraintes M j Ç Ç, pour 
une variable Xj pur C„ G Mj ssi. X, O Ctl . 
FlG. 4.2 - Définition 4.2.1 
Définit ion 4.2.2 (Fonction d'évaluation pour Mutation) 
Étant donné un CSP binaire P = (V, D, Q, une instantiation 1, l'ensemble de contraintes 
Mj pour la variable XJ; et les fonctions e (CQ , I ) pour toute contrainte Ca, on définit 
la Fonction d'évaluation pour Mutation, mff pour X7 comme: 
mff (A'„I )= £ e(C7 ,I) (4.1) 
C-,GMj 
Remarque 4.2.1 Cette fonction est calculée en prenant en compte seulement les 
arêtes impliquées (liées à Xj). 
Arc-mutation sélectionne pour une variable Xj la valeur x,} qui minimise la fonction 
d'évaluation pour 'mutation. La procédure est montrée sur la figure 4.3. Pour illustrer 
le mécanisme suivi par arc-mutation, considérons l'exemple avec quatre variables et 
quatre contraintes pour un problème de 3-coloriage. Le graphe de contraintes et le 
chromosome à muter sont montrés sur la figure 4.4. Les domaines de chaque variable 
95 
4. OPÉRATEURS GÉNÉTIQUES SPÉCIALISÉS 
4.2. Opérateurs 
Procédure arc-mutation (chromosome) 
Début 
Pour chaque var iable A", 
Générer un nombre a l éa to i re r ent re [0..1J 
si r <probab i l i t é de mutation alors 
I(A;/) = li;-.9777/7J,r_i¿Di7_{.I.j(i}{mfF(A"J,((I-.rJ„ !1)Ur,))}'» 
Fin /* procédure arc-mutation */ 
'' sa valeur courante 
'"'(irf/Hi7?î/Gs'{.7;} donne la valeur F tel que a¡, < a¡.\/l £ 5 
FlG. 4.3 - Structure de la procédure are-mutation 
sont D, — {1,2.3},V?' — 1....4. Supposons que nous voulons changer la valeur de 
lu variable A" s du chromosome, qui actuellement a la valeur 2. L'ensemble M3 sera 
composé par { d . C.3, C'4}. Nous avons donc deux valeurs possibles pour A3 soit 1 soit 
3. Comme mff(.Y:< = 1,1) = 5 et mff(A3 = 3,1) = 4, arc-mutation choisira la valeur 
3 pour A';-¡. En faisant cela, ce chromosome sera plus facile à réparer ensuite, en lui 
chauiz;eant, par exemple, la valeur de sa variable A'4 qui est moins contrainte. 
Q, 
s e . / C
^ V / c 4 \ J 4 é—— 
c. 




>C, Xj X 4 
2 2 3 1 
/ 
M 3 = { C , .C , C 4 
FlG. 4.4 - Exemple: Arc-mutation 
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Méthode ! Ensemble de choix 








sélection de la valeur 
min (me "(A",.I)) 
min (ne '''(A",. I)) 
min(mff(A'rI)) 
Domaine de choix 





TAB . 4.1 - Comparaison entre mm-conflits, mm-réseau-conflits et arc-mutation 
" nic:déhnition 3.3.2 
''ne-définition 3.3.3 
Re l a t i o n e n t r e arc-m,utation, min-conflits e t min-réseau-conflits 
Nous pouvons remarquer qu'il y a certaines similitudes entre ce que fait arc-
mutation et ce que font les deux méthodes stochastiques min-conflits et min-réseau-
conflits que nous avons décrites dans le chapitre précédent. Les trois choisissent une 
variable et elles changent sa valeur dans l'instanciation. Néanmoins, elles diffèrent 
par leur stratégie pour le choix de la variable et pour la sélection de la valeur de la 
variable. 
En ce qui concerne le choix de la variable à muter, min- conflits et min-rés eau- conflits 
prennent la. variable à. partir de l'ensemble des variables en conflits (K( I ) ) , c'est-à-dire, 
parmi les variables qui appartiennent à une contrainte qui est violée. En revanche, arc-
mutaüon réalise la sélection de la variable d'une manière purement aléatoire, parmi 
l'ensemble V de variables du problème. Il parcourt toute l'instanciation, variable par 
variable, et suivant la probabilité de mutation l'opérateur décide si elle sera mutée. 
Pour le choix de la valeur, min-conflits choisit la valeur qui minimise le nombre de 
contraintes violées dans le graphe de contraintes. Par contre, mm-réseau-conflits sé-
lectionne la valeur qui minimise la valeur de la fonction de mm-réseau-conflits (équa-
tion 3.5), la valeur donc minimise le nombre de variables impliquées dans la violation 
des contraintes. Arc-mutation cherche la valeur qui apporte une amélioration glo-
bale au problème, une diminution donc de la valeur de la fonction d'évaluation Z(I) 
mesurée en utilisant mff. il est évident que la valeur de la fonction mff correspond 
exactement à celle de la fonction ne. Les deux fonctions mesurent le nombre de conflits 
propagés sur le réseau de contraintes. La différence la plus remarquable entre min-
rés eau-conflits et arc-mutation, est qu'une variable peut être choisie par arc-mutation 
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sans qu'elle soit liée à une contrainte non-satisfaite, que ce n'est pas le cas de min-
rcsc.au-conflits. 
Il est important de remarquer que min-conflits ainsi que min-réseav-conflÂts gardent la 
valeur actuelle de la variable quand une amélioration n'est produite par aucun chan-
gement. Par contre, arc-mutation empêche l'affectation de la valeur courante à la va-
riable. Avec arc-mutation, il est possible donc que la valeur de la fonction d'évaluation 
diminue, ce qui n'est pas le cas des heuristiques -min-conflits et mni-réseau-conflits. 
Le résumé de cette comparaison est montré sur le tableau 4.1 
4.2.2 Arc-crossover 
Les meilleurs résultats trouvés jusqu'à présent dans la littérature pour la résolu-
iion de CSP par des algorithmes évolutionnistes. ont été obtenus avec des algorithmes 
qui utilisent des opérateurs asexués, [ERR94], [DBB94]. Ces algorithmes sont plutôt 
orientés vers l'exploration que vers l'exploitation, à cause en partie de la caractéris-
tique d'épistasie des CSP. en d'autres termes à cause de la haute corrélation entre 
les variables dans le chromosome. De plus, utiliser l'opérateur classique de croisement 
peut, éventuellement, produire une dégradation de la performance de l'algorithme 
comme nous l'avons remarqué dans le chapitre 2. 
Nous 'proposons un nouvel opérateur sexué arc-crossover qui prend en compte 
la structure du CSP. Notre objectif premier ici est la réparation des contraintes. Il 
consiste donc à créer un fils à partir d'une "bonne" recombinaison (voir déf 2.2.4) des 
valeurs de deux parents. Pour illustrer l'idée qu'il y a derrière sa conception, voyons 
la figure 4.5. 
Dans ce cas, nous avons sélectionné deux parents Cri et Cr2 et nous souhaitons 
générer un fils qui hérite de la meilleure combinaison de leurs valeurs des variables. 
Supposons que Cxq satisfait le Graphe^ et que Cr2 satisfait le Graphe2. De plus, 
supposons que la valeur de la variable Â'4 clans Cr2 et la valeur de la variable X^, 
dans C'/'i satisfont la contrainte Ci , et que la valeur de la variable X3 dans Cv\ et 
la valeur de la variable A'(, dans Cr2 satisfont la contrainte C2. Si nous faisons un 
bon croisement entre ces parents, nous pourrons obtenir un fils qui satisfait toutes 
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5 J _ / 4 -




/ G- * 
7 T . - / 
\ s / '' 
\ 7 I 
S / Graphe 
1 2 3 4 5 6 7 8 9 
en n n a M 
Fus i 
FlG. 4.5 - Exemple: Bon croisement 
les contraintes du graphe. 11 est evident que c'est une situation spéciale, mais nous 
montrerons que le fait d'inclure un opérateur qui prenne en compte l'idée de partition 
en sous-graphes nous permettra d'obtenir une amélioration de la performance de l'al-
gorithme évolutionniste. Arc-crossover travaille sur la base d'une séquence ordonnée 
de contraintes. 
Définit ion 4.2.3 (Pré-ordre des Contraintes) 
Soit un CSP binaire P = [V,D,Ç) avec une m.atrice de contraintes R , une instancia-
tum I et la Contribution de Cnà la fonction d'évaluation c(C0) pour chaque contrainte 
Ca, (ft = 1,. . ., 77), On définit un Pré-ordre des Contraintes ( noté "< "), par la règle 
suivante: 
Ck, <Ck] ssi c(Cki) > c(Cfc.) 
Définit ion 4.2.4 (Priorité de Contraintes) 
Soit un CSP binaire P = (V. D, () avec une matrice de contraintes R ; une instancia-
iion I et la Contribution de Caà la fonction d'évaluation c(Ca) pour chaque contrainte 
C , (o = 1; • •  • ,''])• O71 définit la Priorité de Contraintes P comme une séquence sur 
le. pré-ordre • < des contraintes telle que: 
(C\ . . . . , C',„) avec. Ck, < Ck,+1, Vz = 1 , . . . , r/ - 1 
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P est un r/-uplet ordonné de contraintes. Intuitivement, nous ordonnons les contraintes 
suivant leur contribution à la fonction d'évaluation Z(I). suivant donc le nombre de 
variables impliquées dans la violation d'une contrainte. 
Au debut de la procédure, le fils n'a aucune variable instanciée. L'algorithme 
commence son analyse à partir de la contrainte la plus prioritaire selon P . Le fils 
iustanciera alors les deux variables de cette contrainte, cela sera la première instan-
tiation partielle I p . Ensuite, l'algorithme continue avec la contrainte suivante selon la 
priorité. Le tils est construit en instanciant les variables au fur et à mesure que l'algo-
rithme analyse les contraintes du réseau. La sélection des valeurs est faite en utilisant 
la junction d'é.ualuatwn partielle -pour croisement. Pour ce faire, l'algorithme a besoin 
d'abord d'identifier l'ensemble de contraintes qui sont concernées par ce choix. Cela 
s'exprime plus formellement a\rec les définitions suivantes: 
Déf in i t ion 4.2.5 ( Sn) 
Étant donné, un CSP P — \Y,D,Ç) et une instantiation partielle I p (voir défini-
tion 1.1.7). On définit l'ensemble S0 Ç ( pour une contrainte C0 complètement ins-
t.a.n.cié(- (c'est à d,rrc toutes les variables pertinentes pour C0 sont instanciées) par 
Ci G Sf, .s.s/' 
ELY, : A', O Ca et X¡ ï> C:i (Cc,et.Cß ont une variable en commun) 
- VA'j pertinente à Cß.Xj est instanciée 
Cela veut dire que le changement de la valeur d'une variable de la contrainte 
C , pourrait altérer la satisfaction des contraintes qui appartiennent à l'ensemble Sa. 
Cette définition est utilisée par l'algorithme au fur et à mesure que les variables sont 
instanciées. 
R em a r q u e 4.2.2 II est évident que Cn £ S0 
Déf in i t ion 4.2.6 (Fonction d'évaluation Partielle pour Croisement) 
Etant donné un CSP binaire P = (V,D.Ç), une instantiation partielle I p , les en-
sembles S„, et les fonctions e(C0 . . Ip) pour toute contrainte Ca complètement ins-
tanciée. on définit la Fonction d'évaluation Partielle pour Croisement, eff pour Ca 
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' J ». cff(Ca?) 
Cr, cfffCajk cff(Ca2) 
Parents F i is 
F HA. 4.7 - Arc-crossover: Croisement pour une arête violée, par les deux parents 
Une fois que la plupart des arêtes ont été analysées, il reste des contraintes qui 
ne sunt pas encore traitées qui pourraient avoir déjà une de leurs variables instanciée 
dans riustanciation partielle I p courante du fils. Dans ce cas, arc-crossover choisira 
la valeur pour la variable non-instanciée, parmi les deux valeurs de chaque parent, 
colle qui dans riustanciation actuelle du fils satisfait la contrainte. Si aucune des 
deux valeurs ne permet la satisfaction de la contrainte, alors le choix de la valeur sera 
realise de manière analogue à arc-mutation, mais en considérant seulement comme 
des valeurs possibles les deux valeurs de chaque parent. Cela motive les définitions 
suivantes: 
Déf in i t ion 4.2.7 (Mj{lp)) 
Etant donné un CSP P = (V, D, Q et une instanciation partielle I p . On définit l'en-
semble de contraintes .Mj(Ip) Ç £ pour une variable 'instanciée X} par CQ G A"ij(Ip) 
.s .s y,: 
Xj ï> Ca 
Cn est complètement instanciée sous I p (i.e.. VA'/,. ¡> Ca : X^ est instanciée) 
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variables instmciees 
FlG. 4.8 - Définition 4.2.7 
Définition 4.2.8 (Fonction d'évaluation Partielle pour Mutation) 
Étant donné un CSF binaire P ~ (V, D.Ç). une rnstanciation partielle Ip , les en-
sembles A4j(lp) pour toute variable mstanciée sous lp, et les fonctions e(CQ ,Ip) pour 
toute contrainte Cn complètement mstanciée. on définit la Fonction d'évaluation Par-
tielle pour Mutation, mffp pour Xj comme: 
mfFp(A' i ,lp)= Y. e(C7 ,Ip) (4.3) 
c^eMj(ip) 
Remarque 4.2.4 Cette fonction est calculée en prenant en compte seulement les 
arêtes impliquées (liées à Xj) et dont les variables sont instanciées sous Ip . 
Quand il ne reste qu'une variable de l'arête à instancier, arc-crossover réalise la 
sélection de sa valeur, en utilisant la fonction d'évaluation partielle de mutation, quand 
aucune des deux valeurs des parents ne permet de satisfaire la contrainte analysée. 
Ce cas est montré sur la figure 4.9. La procédure d'arc-crossover est montrée sur la 
figure 4.10. 
Pour illustrer comment procède arc-crossover, considérons l'exemple montré sur la 
figure 4.11. Nous avons les deux chromosomes (parents). Prenons la priorité suivante 
P — (Ci.C:\.C-i,Ci) pour les contraintes du graphe, suivant leur contribution à la 
fonction d'évaluation. La procédure réalise ce qui suit: 
103 
4, OPERATEURS GENETIQUES SPECIALISES 
4.2. Opérateurs 
Fie;. 4.9 - Arc-cromover: Héritage de la valeur d'une seule variable qui viole la 
co'iitrciriite. C„ 
Analyse de CA Variables: A"1: X:i 
Comme aucun des parents ne satisfait cette contrainte, alors l'algorithme choisit 
parmi les paires des valeurs (1,2) et (2,1) pour les variables Xi et X3 respec-
tivement. Les deux paires ont la même valeur de eff, supposons donc qu'elle 
choisisse la paire (1,2). Nous obtenons donc l'instanciation partielle suivante 
¡jour leur fils: 
1 2 ! 
Analyse de CV Variables: A?, A3 
X?, est déjà instanciée, il ne nous reste donc qu'à choisir la valeur pour A% 
parmi les valeurs de ses parents, donc entre 1 et. 3. Avec A'2 = 1, le fils violera 
la contrainte CV par contre avec X, = 3, elle sera satisfaite. Par conséquent, la 
nouvelle instanciation partielle pour leur fils sera: 
Analyse de CV Variables: A'¡,A"2 
104 
4. OPÉRATEURS GÉNÉTIQUES SPÉCIALISÉS 
-4.2. Opé r a t eu r s 
P r o c é d u r e a r c - c r o s s ov e r {Parent y. Par tni>) 
D é b u t 
P o u r chaque Cn s u i van t l ' o r d r e donné pa r P 
Analyser Ca (x,,Xj) du Parent-L e t du Parente 
se lon 
( ( X H I p r e t (A, H I p ) ) : 
se lon 
((Cfi |=Pcn'P?)/]) et(C'Q (= Parent-})) : 
se lon 
Zl Parent?) > Z(Parent\) : Ip{X,,Xj) - (.r,, ,.Tjt) 
ZiParcnii) > Z[Parent2) : I p (X , . X ; ) = (.;:,,,.rr2) 
a u t r e : Ip(A",. À'j) = 7-a7)rZo77?.((x,,,x;i), (.ri2,a"j2)) 
((C0 ^Pflï-e7?,fî) ou(CQ ¡= Parent 2))-
si (C(1 1= Parenti) a lo rs 
Ip(A, . A',) = ( x ^ . x ^ ) 
s i non Ip(A"f, A\) = (x i 2 ,x j 2 ) 
a u t r e : I p (X, ,A" ; ) = argmms¡eSl (cff(C0 , ( I p U (x,, ,x J 2 ) ) ) , 
c f f i a a ' l p U i x ^ . x , , ) ) ) ) 6 
((A,-- iIp) ou (A", H I P ) ) : 
(A", H Ip) a lors k=i s inon k=j 
se lon 
(Ca (= (Ip U xfcl ) e t ( C a |= ( I p U xk2) : 
Ip(A'fc) = random(xkl,xk2) 
(CQ \= (Ip U xfcl) e t (CQ fc£ (Ip U i l 3 ) : 
Ip(A'fr) = xfcl 
(Ca }£ (Ip U xA., ) e t ( C 0 h (Ip U xk3) : 
ïp{Xk) = Xfc2 
au t r e : 
lp(Xk) = argminS2çs2(mSp(xk,{ïp Ux f c l ) ) , 
mffp(A'fc,(Ip UxkA))c 
F i n / * a r c - c r o s s ov e r */' 
" A", non-instanciée en I p 
'' argvTinS£s{as} donne l'ensemble s" tel que as* < as,Vs € 5. 
Sj = { (x , , . . i : ) 2 ) , (x , , , . i :^ ) } 
cS-. = {.r.h.xkA 
FlG. 4.10 - Structure de la procédure arc-crossover 
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/ \ c, 
3 
Contribulion 
UCl> = -'i 
,'(C:) = 4 
oc ; , i = S 
c(C4> = 4 
X X, X, X4 Evaluaiion 
Parent I : 
Parent 2 rTM^TM 
14 
FlG. 4.11 - Exemple: Arc-crossover 
Les fleux variables sont déjà instanciées donc l'algorithme continue avec la der-
nière contrainte 
Analyse de CA. Variables: À'3, A'4 
Il faut seulement instancier la variable A4. Les deux valeurs possibles sont éga-
lement bonnes. Avec les deux, nous obtenons un fils qui est une solution au 
problème. 
1 3 2 11 
1 13 2 3 
Nous nous apercevons qu'un individu assez mal qualifié (Parent 1) peut apporter 
quelques valeurs qui peuvent nous aider en tant que structures intermédiaires vers la 
solution. 
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4.3 Ensemble de problèmes: 3-Coloriage 
Nous avons testé l'algorithme avec des problèmes de 3-coloriage avec solution, 
générés aléatoirement.. Nous avons généré des graphes aléatoires avec différentes to-
pologies avec un degré de connectivité entre [4.G] pour 30 variables. Nous avons le 
même ensemble de problèmes que dans le chapitre 3, mais cette fois-ci nous com-
parons deux algorithmes qui utilisent la même fonction d'évaluation Z(I) et notre 
algorithme de sélection. Il ne diffèrent, que par leurs opérateurs, h''Algorithme A uti-
lise are-crossover et arc-mutation dans la procédure transformation montrée sur la 
iigure 4.1. L'Algorithme B utilise les opérateurs mutation et (# . r ,b) , [ER.R96] qui 
est jusqu'à présent un des meilleurs algorithmes génétiques pour le problème de 3-
( oloriage. Pour chaque connectivité, nous avons généré 100 graphes différents. La 
figure 4.12 montre le pourcentage de solutions trouvées par les deux algorithmes. Les 
nouveaux opérateurs ont, en moyenne de meilleurs résultats. VAlgorithme A a trouvé 
dans le pire des cas 83% de solutions, en revanche l'Algorithme B a trouvé pour le 
pire des cas 70% de solutions. La figure 4.13 montre le nombre moyen de générations 
pour chaque connectivité. Ce nombre moyen pour VAlgorithme B est supérieur à ce-
lui de Y Algorithme A. Nous pouvons donc conclure que les nouveaux opérateurs dans 
1:algorithme évolutionniste permettent de mieux guider sa recherche. 
4.3.1 Opérateurs: nombre de vérifications de contraintes 
Un des principaux objectifs des algorithmes de résolution de CSP systématiques 
est de réaliser le moindre nombre de vérifications de contraintes. Dans cette section, 
nous voulons estimer le nombre de vérifications de contraintes qu'effectuent nos opé-
rateurs: arc-mutation et arc-crossover. Afin d'obtenir cette estimation, nous devrons 
faire d'abord quelques suppositions, cela à cause de la nature probabiliste de notre 
algorithme. Nous présentons d'abord le modèle utilisé pour faire les estimations, en-
suite à l'aide du modèle nous analysons les opérateurs arc-crossover, arc-mutation et 
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c
''rsoïuiions_versus_Coniïectiv!té 
Chaque pû;rf.' moyenne 100 graphes, max aerations 500 
taiiïe-popuïslicn 20, pmul = 0 1, Debasement = 0.9 
1 IP«) 
* 1 L V . 
"' 
• • -" •» -




Fl(¡. 4.12 - Pourcentage de solutions trouvées par Algorithme A et Algorithme B pour 
différentes connectivités 
Le modè l e 
Paramètres du modèle 
pc probabilité de croisement 
/;.„, probabilité de mutation 
tr taille de la population 
• n nombre de variables 
p, probabilité de connectivité 
• m taille des domaines 
Dans ce modèle, la probabilité de connectivité correspond à la probabilité qu'il 
y ait une contrainte entre une paire de variables. 
Conséquences du modèle 
// = - ; V l nombre moyen de contraintes 
C — ¡>{(n — 1) connectivité moyenne par variable 
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Nombre Moyen «Je généra t ions 
versus 
Connectivité 
Chaque point moyenne 100 graphes max iterations 500 





I \ I 
. ' \ - - V 
FlG. 4.13 - Comparaison: Nombre moyen de générations pour Algorithme. A et Algo-
rithme B pour différentes connectivités 
Ar c - o p é r a t e u r s 
Nous analysons tout d'abord le nombre de vérifications de contraintes réalisé par 
arc-crossover, ensuite celui fait par arc-mutation et finalement le nombre de tests de 
contraintes de l'algorithme complet. 
Arc -c rossove r On étudie 1:algorithme cV arc-crossover montré sur la figure 4.10. 
On fera l'analyse pour le pire des cas pour arc-crossover, celui quand la contrainte 
analysée Ca est violée par les deux parents et quand elle n'est pas instanciée. 
Quand arc-crossover traite une contrainte qui n'est pas instanciée, il teste cette 
contrainte pour chaque parent. Cela correspond alors à deux tests de contraintes. 
Quand la contrainte analysée Ca est violée par les deux parents et les deux 
variables ne sont pas instanciées, on dira qu' arc-crossover réalise un bi-crossover. 
il devra choisir entre les deux paires de valeurs formées à partir des parents, 
en évaluant deux fois la fonction cff. Pour une évaluation de cff, arc-crossover 
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vérifie les contraintes qui sont liées à chacune des variables pertinentes de Ca 
et qui ont une variable instanciée. Nous dénotons par Nvb(a) le nombre de 
vérifications de contraintes réalisé par une application de cff. 
Dans le cas où il ne reste qu'une variable de la contrainte Cß à instancier, arc-
crossover utilise la fonction cl''arc-mutation partielle mffp deux fois (une pour 
chaque valeur des parents). Nous appelons A*,,„(¡i) le nombre cle vérifications de 
contraintes réalisées par une application de mffp. 
( )n appelle B l'ensemble des contraintes qui ont réalisé un bi-crossover et A l'ensemble 
de contraintes qui ont été instanciées par une arc-mutation-partielle. Donc, en tout 
pour arc-crossover nous avons: 
Nvc = ¿ 2 + 2 £ Nvb(a) + 2 ]T Nva{ß) (4.4) 
.' = 1 ,y(Lß ß£A 
F IG. 4.14 - Ex: vérifications de contraintes par arc-crossover 
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R em a r q u e 4.3.1 Chaque contrainte n'est vérifiée que deux fors (une fots pour chaque 
• paire de valeurs) en mstanciant un fils avec arc-crossover. 
Pour montrer cela., regardons la figuie 4.14. La figure montre une partie d'un graphe 
de contraintes avec 4 contraintes. Supposons la priorité d'analyse suivante: 
P :< Cfl. Ci, Cf,. C, > . On commence donc par instancier les variables x, et x¿, dans 
ce cas on ne testera que Ca car les autres contraintes ne sont pas instanciées. Ensuite, 
arc-crossover analyse C¿ et il teste Cr¡ et C/,, car x,. l'autre variable pertinente de 
Os- est instanciée. La contrainte suivante à analyser est C¿. mais comme elle est déjà 
complètement instanciée. l'algorithme ne réalise cette fois aucun test et il continue 
avec CV qui s e r a instanciée en réalisant une arc-mutation-partielle, car le fils a déjà 
une valeur pour .;;.,,. Une fois qu'une contrainte a ses deux variables instanciées, elle 
ne sera donc plus testée. Cela peut s'exprimer plus formellement par: 
E AU(tt) + E /V-0?) < V (4.5) 
nee ßeA 
En conséquence, le nombre de vérifications de contraintes Nvc (voir équation 4.4) 
réalisés par un arc-crossover aura une borne supérieure égale à: 
Nvc < 4T? (4.6) 
Arc-mutat ion Chaque fois qu'on réalise arc-mutation, l'algorithme change la va-
leur d'une variable suivant la probabilité de mutation. Pour le choix de la valeur, il 
teste avec mff toutes les valeurs du domaine de la variable sauf sa valeur actuelle. 
Cela s'exprime par: 
JV,„„ = (m - l)pi{n - V)npm = 2r¡(m - l)pm (4.7) 
où jV,,,,, est le nombre de vérifications de contraintes réalisé par arc-mutation. 
Algor i thme qui uti l ise les Arc-opérateurs Le nombre de vérifications de contraintes 
réalisé par l'algorithme dépend du nombre de fois où chaque opérateur est utilisé, et 
de la faille de la population (tp). On peut estimer sa valeur par: 
P,- ' \2-Pc 
Av.ll9„ = i—^Nvr + tpNmn < ( - ~ ^ + 2r){m - l)pm } tp. (4.8) 
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4.3. Ensemble de problèmes: 3-Coloriage 
Le facteur 7^— provient du fait, que pour chaque appel à arc-crossover oi\ peut générer 
soir mi fils, dans le cas où l'algorithme réalise le croisement (avec probabilité pc). soit 
deux fils (avec probabilité 1 — /;,-)•  
(# , r .b ) 
( ---.r.l>) est un opérat.etn asexué qui choisit ^ variables qui vont subir une mutation. 
La sélection des variables est aléatoire, par contre la sélection de la, valeur est faite 
en minimisant le nombre de conflits dans lesquels intervient la variable en question. 
Le nombre de verifications de contraintes réalise par cet opérateur sera: 
Allc = vin = — (4.9) 
Cette valeur dépend des nombre de contraintes, mais aussi de la taille du domaine 
des variables. Le nombre de vérifications de contraintes réalisé par l'algorithme qui 
utilise M.r.b) et mutation sera: 
K = KM. = j^p (4.10) 
car l'opérateur standard de mutation est purement aléatoire et ne teste aucune contrainte. 
N'rr montre que l'utilisation de l'opérateur (#,r,b) est moins coûteuse pour chaque ap-
plication qu"' arc-cross over, en termes du nombre de vérifications de contraintes pour 
le problème de 3-coloriage (m—S). Il est évident que si on considère seulement le 
nombre de vérifications de contraintes par chaque application de l'opérateur, alors 
pour les problèmes avec une taille de domaine supérieure à 7, (#,r,b) devient moins 
performant, qu'arc-crossover. Néanmoins, l'efficacité d'un opérateur pour résoudre les 
OSP dépend de deux facteurs ¡ERR95]: 
le pourcentage de cas pour lequel l'algorithme trouve une solution, 
le nombre de générations nécessaires pour trouver une solution. 
En effet. la veritable efficacité d'un opérateur doit, considérer le nombre de fois qu'il est 
appliqué jusqu'à trouver une solution. Cela est lié au nombre de générations effectuées 
par l'algorithme. 
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4.4. Ensemble de problèmes: CSP aléatoires 
C ompa r a i s o n e xp é r imen t a l e 
Pour tester les deux opérateurs, nous ayons généré des graphes pour le 3-coloriage 
avec solution, de façon aléatoire avec différents pourcentages de connectivité entre 
[10..90]. en mesurant le nombre de générations et le nombre de vérifications de contraintes 
réalisées par chaque opérateur. Nous avons mesuré aussi le temps CPU utilisé par la 
procédure (feneration, qui réalise la transformation (application des opérateurs) et 
l'évaluation des nouveaux individus. Les deux algorithmes évolutionnistes utilisent 
la fonction Z(I) comme fonction d'évaluation, notre algorithme de sélection, une 
probabilité de croisement de 0.9 et une probabilité de mutation de 0.5. Pour les 
arc-opérateurs, nous avons fixé le nombre de générations à 500, en revanche pour 
l'algorithme qui utilise (#,r,b) et mutation, le nombre maximum de générations est 
de 1500. Nous avons en cela considéré la capacité de ce dernier de réaliser moins de 
vérifications de contraintes par génération. Nous avons généré 100 graphes pour un 
nombre de contraintes donné, les problèmes ayant 30 variables et une taille de popu-
lation égal à 20. Les résultats sont montrés sur le tableau 4.2 pour les arc-opérateurs 
(it. sur le tableau 4.3 pour l'opérateur (#,r,b) plus mutation. Les résultats pour les 
arc-opérateurs sont montrés sur les figures 4.15 et 4.16 respectivement pour le temps 
CPU de la procédure génération et le nombre de vérifications de contraintes. La fi-
gure 4.17 montre le temps CPU de la procédure génération et la figure 4.18 le nombre 
de vérifications de contraintes, les deux pour l'opérateur (# , r ,b ) . 
Nous pouvons conclure qu'en moyenne nos opérateurs sont plus efficaces que l'opé-
rateur (#,r ,b) plus mutation, car ils permettent à l'algorithme de converger plus 
rapidement vers une solution, ainsi que de résoudre plus de problèmes. 
4.4 Ensemble de problèmes: CSP aléatoires 
Nous avons conçu une série de tests avec des CSP générés aléatoirement qui ont 
une solution. Chaque ensemble de problèmes est caractérisé par 4 paramètres: n, le 
nombre de variables: m, le nombre de valeurs dans chaque domaine; p\ la probabilité 
qu'il y ait une contrainte entre une paire de variables; p2 la probabilité conditionnelle 
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TAB. 4.2 - Performances arc-opérateurs; Nombre moyen de générations et de Nvc par 
(¡ra/plic 
"lus données de temps CPU correspondent aux temps utilisés par la procédure génération pour 













































TAB. 4.3 - Performances (#,,r,b): Nombre moyen de générations et de, N'vc par graphe 
" les données de temps CPU correspondent aux temps de la procédure génération pour résoudre 
les 100 graphes 
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4.4. Ensemble de problèmes: CSP aléatoires 
Temps CPU [seconds] 
Génération avec arc_opéraîeurs 
taille population 20 pmut = 0.5, pcroisement = 0 9. max iterations - 500 
K 
x/ —i— / 
.j 
FîG. 4.15 Arc-opérateurs: Temps CPU pour résoudre 100 graphes en fonction du 
nombre de contraintes 
Nombre moyen de vérifications de contraintes 
arc_opérateurs 
Moyenne de 100 graphes, max iterations 500 
taille population 20, pmut = 0.5, pcwiserp.ent = 0.9 
l<\\ is(¡ 
FîG. 4.16 -- Arc-Opérateurs: Nombre moyen de vérifications de contraintes 
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4.4. Ensemble de problèmes: CSP aléatoires 
Temps CPU [seconds] 
Génération avec t#.r.h) plus mutation 
Trifte population 20, pmu1 - 0.5, pcroisemem = 0.9, max iteranons = 1500 
Fie. 4.17 - (ji.r.h): Temps CPU pour résoudre 100 graphes en fonction du nombre 
île contr/nntes 
Nombre moyen vérifications de contraintes 
Opérateur~(#,r,b) 







max iterations 1500 
___ _| ^j-pp^. j j^. 
/ 
\ / 
50 100 ISO 200 
FIG . 4.18 - ($,r.b): Nombre moyen de vérifications de contraintes 
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4.4. Ensembip de problèmes: CSP aléatoires 
qu'une paire de valeurs soit inconsistante pour une paire de variables, sachant qu'il 
y a une contrainte entre elles. La procédure de génération de CSP aléatoires crée 
d'abord la structure du réseau de contraintes suivant la valeur de p3 . Une fois que les 
contraintes sont créées, la procédure génère aléatoirement une solution au problème. 
Nous rappelons que nous souhaitons créer des CSP qui ont, avec sûreté, une solution. 
Nous tirons aléatoirement une instantiation solution. Nous connaissons (marquons) 
donc une paire de valeurs compatibles pour chaque contrainte. Ensuite, pour chaque 
contrainte, en suivant la probabilité p2. l'algorithme définit aléatoirement quelles se-
ront les paires de valeurs incompatibles entre les variables. L'algorithme est montré 
sur la figure 4.19. 
La valeur initiale de pi sera modifiée dans le cas où il y a des variables qui n'appar-
tiennent à aucune contrainte. On veut un graphe sans variables isolées, on ajoute donc 
des contraintes pour l'obtenir (voir Annexe B). Pour chaque contrainte, le nombre de 
paires de valeurs inconsistantes est vnrp-i-
Les paramètres utilisés sont n~8 . m=10, pour différentes valeurs de p\ et p2-
Nous avons généré 50 graphes aléatoires pour chaque p-¿ et nous avons fixé le nombre 
d'itérations à 500. Tous les graphes ont au moins une solution. La figure 4.20 montre 
le pourcentage de solutions trouvées par rapport à p2 pour pi G {0.5.0.8,0.85,1.0}. 
Nous pouvons observer que pour chaque p\ il y a une valeur de pi pour laquelle trouver 
une solution pour notre algorithme est très difficile. Cependant, pour des grandes et 
des petites valeurs de p-> il est facile de trouver une solution. Nous pouvons estimer les 
valeurs de p2 qui sont critiques pour notre algorithme en fonction de p1 ? ces valeurs 
sont liées au nombre de solutions espérées (voir Annexe B). Pour notre algorithme, 
le problème sera plus difficile quand il y aura un grand nombre de combinaisons de 
valeurs qui satisfont localement une contrainte, mais qui ne font pas partie d'une 
solution globale. 
Pour les grandes valeurs de P2, le nombre de choix de valeurs consistantes par 
contrainte diminue, ainsi quand p2 est près de 1, le problème n'a qu'une solution et 
les valeurs consistantes par arête correspondent donc exactement aux valeurs qui font 
partie de la solution unique. En d'autres termes, quand notre algorithme a trouvé une 
paire consistante, il a trouvé les valeurs de la solution pour cette contrainte. 
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4,4. Ensemble de problèmes: CSP aléatoires 
P rocédure Génération CSP a l éa to i r e s (¡ii. p^-v.m) 
Débu t 
nombre-de-contraintes = ri—— 
cont ra in tes -créées = 0 
t an t que (cont ra in tes -créées <nombre-de~contraintes) faire 
Générer aléatoirement nœudi G {l..n} 
Générer aléatoirement nœud2 G [1..?Ï] , t e l que nœudi ^ nœud2 
si (/BO, entre nœudi et nœudi) alors 
créer C'„ entre nœudi et nœud-2 
C = cu{C 0} 
contraint es - créée s+-*-
t an t que (Bnœud,/ /3C0,nœud: t> Cn) faire 
Générer aléatoirement noeud, G [1..»], t e l que 3 C^ nœud,- t> C<j 
créer C„ entre nœud, et nœud., 
C = <,"U{C*„} 
nombre-de-contraintes++ 
Générer une solution 1= {x¡.,_ ¡:„k ) du graphe 
P o u r chaque C,x entre nœud, et nœud; faire 
domaine-marqués^ = 0 
Marquer (x,, , x i k ) comme solution pour Ca " 
domaine-marquésa++ 
tant que ((domaine-marquésa < n?2 * p-i) et (domaine-marquésQ ^ ( m 2 — 1))) faire 
Générer aléatoirement x¿ G [l..m] 
Générer aléatoirement ,c,- G fl..?nl 
J L J 
si (x,-. x_,) ^  (.r¿fc • x*JJc) alors 
si (x,-,Xj) ne sont pas marqués incompatibles alors 
Marquer (x,.x,) comme incompatibles 
domaine-marqués^++ 
Fin /* procédure Génération CSP aléatoires*/ 
'ki G [l..mj.V7 G [1..;?] 
FlG. 4.19 - Structure de la procédure Génération CSP aléatoires 
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4.5. Opérateurs pour CSP n-aire 
La figure 4.21 montre les pourcentages de solutions trouvées par des graphes avec 
/;• _> = 0.5. pour 50 graphes aléatoires pour chaque jh • le nombre maximum d'itérations 
étant fixe à 500. Tous les graphes ont au moins une solution. Le nombre de paires 
de valeurs inconsistantes pour chaque contrainte est, de 50 (nous avons 100 paires de 
valeurs possibles) pour différentes connectivités. Pour notre algorithme, les problèmes 
sont faciles jusqu'à une connectivité de 0.7. Les problèmes deviennent de plus en plus 
difficiles au fur et à mesure qu'ils sont plus connectés. 
%solutions_versus_p2 
Movsnne 50 graphes, taille Population 20. pmut-0. i. pcroisement- 0 9 
'""" i. -. - - - "-- *™--
I A 1 \ f i p^ TT-, 
FlG. 4.20 - %solutions trouvées en fonction de p2 avec pA 6 {0.5, 0.8, 0.85,1.0^ 
4.5 Opérateurs pour CSP n-aire 
Pour faire l'extension des opérateurs présentés dans les sections précédentes aux 
CSP n-aires, il faut prendre en compte la réflexion suivante: Arc-crossover cherche à 
trouver la meilleure combinaison des valeurs pour chaque contrainte binaire traitée à 
partir des deux parents qui ont été sélectionnés aléatoirement. Nous utiliserons donc 
la même idée pour créer un opérateur pour CSP n-aire que nous appelons constraint-
crossover. Cet opérateur cherchera à trouver la meilleure combinaison de valeurs 
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4.5. Opérateurs pour CSP n-aire 
%solutions__versus_pl pour p2=0.5 
"/»solutions 
...... . _._ 
• - ^ \ 
\ 
\ 
• " \ \ \ 








1011 P 1 
Fin. 4.21 - "/¡solutions trouvées en fonction de py avec />> — 0.5 
])our les variables pertinentes de chaque contrainte en prenant chaque valeur parmi 
celles des deux parents. D'un autre côté, arc-crossover utilise aussi une priorité, qui 
pour le cas n-aire sera donnée par la contribution n-aire à la fonction d'évaluation 
(voir définition 3.5.2). En ce qui concerne arc-mutation, l'extension est plus simple et 
directe, car de la même façon nous allons chercher avec arcn — mutation à changer la 
valeur d'une variable qui nous permettra d'avoir plus de chance d'arriver à satisfaire 
toutes les contraintes du CSP. 
4.5 .1 Arcri — mutation 
Pour faire l'extension de arc-mutation, il suffit tout simplement d'étendre le concept 
de mff qui est calculé par arête, en faisant le même analyse, mais cette fois-ci en uti-
lisant la fonction d'évaluation n-aire. 
Définition 4.5.1 (Fonction (revaluation n-aire pour Mutation) 
Etant donné un CSP n-arm P — (Y.D,Ç), une instanciation l, les ensembles Mj 
pour toute vo.nable X, S V, et les fonctions en(C a . I) pour toute contrainte Ca, on 
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4.5. Opérateurs pour CSP n-aire 
définit la Fonction d'évaluation n-aire pour Mutation, mffn pour Xj comme: 
mff n (A ' , . I}= Y. en (C , . I ) (4.11) 
R em a r q u e 4 .5 .1 La définition de. Mj (voir définition J^.2.1) ira pas besom d'être 
modifiée et elk' est valable pour les CSP binaires et n-aires. 
Rema r q u e 4.5.2 L'algorithme Arcn —• mutation sera le même que pour arc-mutation 
sauf pour le choix de la valeur. Ce dernier appelle, la fonction d'évaluation n-aire pour 
• mutation. 
4.5.2 Constraint-crossover 
Pour l'extension û'arc-crossover, nous avons besoin de redéfinir le concept de 
priorité et les fonctions d'évaluation partielle de croisement et de mutation. De plus, 
l'algorithme doit être modifié, car le nombre de combinaisons possibles est plus grand 
que pour les CSP binaires. 
Définition 4.5.2 (Pré-ordre des Contraintes n-aires) 
Étant donné un CSP P = (V, D, Ç) avec une matrice de contraintes R , une instan-
ciation I et la Contribution n-aire de CQà la fonction d'évaluation n-aire cn(CQ) pour 
chaque contrainte C n , {a — 1 , . . . , 77). On définit un Pré-ordre des Contraintes n-aires 
qui utilise la règle suivante: 
Cki < Ckj ssi cn{Cki) > c„(Cfc.) 
Définit ion 4.5.3 (Priorité de Contraintes n-aires) 
Etant donné un CSP P = (V, D,Ç) avec une matrice de contraintes R , une instan-
ciation I et la Contribution n-aire de Cnà la fonction d'évaluation n-aire cn(CQ) pour 
chaque contrainte C„, (a — 1,. . ., n). On définit la Priorité de Contraintes n-aires P n 
comme une séquence sur un pré-ordre des contraintes n-aires, telle que: 
Pn =r {Ckl , Ck) avec Cfc,. • < Ck,i+l, Vz = 1,. . . , 77 - 1 
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4.5. Opérateurs pour CSP n-aire 
P n est un ?/-uplet ordonné de contraintes. Intuitivement, nous ordonnons les 
contraintes suivant leur contribution à, la fonction d'évaluation Z n ( I ) . suivant donc 3e 
nombre de variables impliquées dans la violation d'une contrainte. 
Définit ion 4.5.4 (Fonction d'évaluation Partielle, n-aire pour Croisement) 
Etant donné un CSPP = (\~. D.é^), une mstanciation partielle Ip, lea ensembles Sa. et 
!.<• < jonchons e n (C ( 1 . I p ) pour toute contra/mie C0 complètement instanciée, on définit 
la Fonction d'évaluation Partielle n-aire pour Croisement. cffn pour C0 comme: 
c f f n (C 0 . I p )= Y, e n ( ^ , I p ) (4-12) 
<--, - O n 
Remarque 4 .5.3 La définition de l'ensemble Sa (voir définition 4-2.5) n'a pas besoin 
(/'< 'modification et elle reste valable pour les CSP n-aires. 
Remarque 4.5.4 De la même manière que pour la définition des fonctions pour 
les CSP binaires nous étendons le domaine d'application des fonctions en (C 7 , I ) à 
e n ( C . I p ) 
Définit ion 4.5.5 (Fonction d'évaluation Partielle n-aire pour Mutation) 
Étant donné un CSP n-aire P = (V, D,C)> une mstanciation partielle. I p , les en-
scmhies „Vij(Ip) pour toute variable instanciée sous I p , et les fonctions e n (C a , I p ) 
pour toute contrainte C0 complètement instanciée, on définit la Fonction d'évalua-
tion Partielle n-aire pour Mutation, mffpn pour Xj comme: 
mflFpn(A- j , Ip)= Y] e n (C 7 , I p ) (4.13) 
CyCM¡(lp) 
Remarque 4.5.5 La définition de Ä'lj(Ip) {voir définition 4- <?-7) n'a pas besoin d'être 
mod.iji.ee et elle est valable pour les CSP binaires et n-aires. 
La procédure cíe constraint-crossover est montrée sur la figure 4.22. 
Elle utilise la même idée qu'arc-crossover. Avec les deux parents choisis aléatoire-
ment, elle analyse les contraintes suivant l'ordre donné par P n . 
Si aucune variable n'est instanciée, le fils hérite soit: 
- Les valeurs d'un des parents au cas où la contrainte est satisfaite par au 
moins un parmi eux. 
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4.0. Opé r a t eu r s pour CSP n-aire 
P r o c é d u r e c o n s t r a i n t - c r o s s o v e r (Pavent \. Parcnt2) 
D é b u t 
P o u r chaque G, su i van t l ' o r d r e donné par P n 
Analyser Cn du Parent [ e t du Parent} 
si í í lY ( l i > C , e t A ' 0 . H % ) e t {nlnh > 2 ) ) 
si ((C0 |= ( /Vre/ / / ; (AQ] A"nri/<> ) U I p ) ) e t 
(G, i= {P(irev.t2{X0l A"an/o } U I p ) ) ) a l o r s 
si (Z(Parerit2} > Z(Parenti)) a lo rs 
Ip (A a , A*n„i(> ) = Pnre»ti(Xa^ Xcinln ) 
s inon 
si (7AParenti) > Z{Parent2)) a lo r s 
Ip(A (1) Xnn!n ) = Parenf2(Xai X0nIa ) 
s i non 
Ip(A"a i , A'0ii/(v ) = random(Parenti(Xai...., XanIa ), 
Po r e - / ; i 2 fA û l , . . . ,A ( l n / n ) ) 
s i non 
si ( Í G h= (Parent^ {Xai : . . . , A f t i i / a ) U I p ) ) ou 
(G, h (Parent2(Xa i X0TIIO ) U I p ) ) ) a lo r s 
si (G, h (P(ircnti(Xaï Xaitla ) U I p ) ) a lo r s 
Ip(A* 0 ] , . . . , Aö i i J n ) = Parent] (AQ¡ Xa,¡Ia ) 
s inon 
I p (A ' 0 l , . . . , XanIa ) = Parent2(Xai,... , XanIa ) 
s i n o n c 
I p ( Xa....... XnnIo ) = argminSï£Sl (cffn(C a , ( I p U combt,\/i = 1 , . . . , 2nI<*~2 
s i n on 
si (A'n¡ ~\ Ip) a lo r s 
Ip(A' a>) = argminS2€s2(mffpn(Xai, ( I p Ü i a ¡ i )), mfF p n (X a i , ( I p U i a ¡ 2 ) ) ) 
F i n / * c o n s t r a i n t - c r o s s o v e r * / 
" non-ins tanciée 
''nln = nombre de variables de Cn non-instanciées 
1
 comb,(Xai X(,IIIIX ) = (j:n , . . , x„ i ( , . . . ) , fcj G [1,2]ei ^¿ i = k2- = knIa 
argmmS£s{as) donne l'ensemble s* tel que as- < as,Ys 6 S1. 
Si = {combi comb2„:„-2).S2 = {.x^ ,rra,, } 
FlG. 4.22 - Structure de la procédure constraint-crossover 
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4,6. Conclusion du chapitre 
- Une combinaison de valeurs choisie parmi les 2a" —2 combinaisons possibles 
selon la valeur de cffn. «,, esr, l'arité de C n , c'est donc le nombre de variables 
à inst ander . Nous avons deux choix pour chaque variable (un à partir de 
chaque parent) et ou élimine les deux combinaisons actuelles du parenti 
et du parent2-
Dans le cas où il manque au moins deux variables de la contrainte à instancier, le 
fils hérite soit: 
- Les valeurs d'un des parents au cas où ia contrainte est satisfaite en prenant 
les valeurs qui manquent à partir d'un parmi eux. 
- Une combinaison de valeurs choisie parmi les 2"Ia — 2 combinaisons pos-
sibles. nl0 est le nombre de variables pertinentes de Cn qui ne sont pas 
encore instanciées dans le fils. Nous avons deux choix pour chaque va-
riable manquante ¡un à partir de chaque parent) et on élimine les deux 
combinaisons actuelles du parenti et du parent-y. 
Dans le cas où une seule variable n'est pas instanciée. le choix est fait avec arcn — 
imitation en considérant les valeurs des deux parents, quand aucune de leurs 
valeurs ne permet de satisfaire la contrainte. 
4.6 Conclusion du chapitre 
Il y a des sujets qui sont d 'un intérêt constant pour la communauté des contraintes, 
f't qui ont été étudiés pour la résolution des CSP. Nous avons voulu incorporer cer-
tains d'entre eux dans notre approche. Le premier est le concept de structure: il a 
été considéré dans la définition des fonctions d'évaluation et dans les définitions des 
fonctions d'évaluation partielles. 
Un autre concept important est la décomposition en sous-graphes ou sous-problèmes. 
L'idée de liase est de partitionner un graphe de contraintes en sous-graphes et ensuite 
résoudre chaque sous-problème séparément. Une fois que chacun d'eux a été résolu, on 
cherche à construire avec les sous-solutions une solution globale, [Dec90]. Nous avons 
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4.G. Conclusion du chapitre 
utilisé cette idée clans la conception d'arc-crossover et de constraint-crossover. Si un 
parent satisfait un sous-graphe, et l'autre parent satisfait les autres contraintes dans 
le graphe, nous souhaitons, en utilisant arc-crossover, construire un fils qui satisfasse 
î out es les contraintes du graphe, qui soit donc une solution globale au problème. 
La minimisation du nombre de verification de contraintes est le but. de tout algo-
rirhme qui résout un CSP d'une façon systématique. Nous avons utilisé ce concept 
dans le calcul de la fonction d'évaluation pour 'imitation et des fonctions d'évaluation 
partielles. Si arc-mutation change la valeur d'une variable, la fonction d'évaluation 
pour vmtaüon est calculée en considérant seulement les variables liées à cette variable 
par une contrainte. De la même manière avec arc-crossover, la. fonction d'évaluation 
partielle pour croisement est calculée en analysant seulement les arêtes qui partagent 
une variable avec: la contrainte courante et la fonction d'évaluation partielle pour mu-
tation est évaluée en considérant seulement les contraintes liées à la variable et qui 
sont complètement instanciées. 
Dans le chapitre suivant, nous allons introduire le concept d'adaptation qui a été 
traité par Schwefel en ¡SchSl] et qui a été récemment repris comme sujet d'intérêt dans 
la communauté des algorithmes génétiques. Nous l'incorporons dans la conception 
d'un opérateur de croisement qui utilise comme base l'idée développée dans ce chapitre 
pour arc-crossover. 
Les travaux exposés dans ce chapitre ont été présentés en [Rif97a]. 
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Tj. OPÉRATEUR DYNAMIQUE ADAPTATIF 
Chapitre 5 
Opérateur Dynamique Adaptatif 
5.1 Motivation 
Nous nous sommes tournée vers d'autres concepts en evolution artificielle pour ar-
river à améliorer les résultats déjà prometteurs de nos opérateurs. Nous avons défini 
dans le chapitre précédent l'opérateur arc-crossover qui prend en compte le réseau de 
contraintes pour combiner les valeurs des parents d'une manière plus appropriée pour 
creer un fils. Il est basé sur une priorité statique des contraintes, qui est définie au 
début de l'algorithme suivant la connectivité. A re- crossover nous semble être un bon 
opérateur car il nous a permis de modifier la vision d'une recherche évolutionniste 
aveugle par rapport au problème, tout en gardant un degré de généralité pour pouvoir 
être appliqué à différents types de CSP et ainsi de profiter de certaines caractéristiques 
du réseau de contraintes. Nous souhaitons améliorer sa performance en incorporant 
les idées de l'adaptation. Ce concept a été récemment repris et défini d'une manière 
plus formelle en [HME97]. Il donne à l'algorithme génétique plus de souplesse en lui 
permettant l'adaptation et le changement de sa configuration, suivant l'état courant 
de la recherche. Dans le contexte des CSP, ceci signifie qu'on pourrait éventuellement 
permettre à l'algorithme la non-satisfaction temporaire de certaines contraintes. L'al-
gorithme pourrait commencer son évolution avec un sous ensemble de contraintes, 
composé par celles qui sont les plus difficiles à satisfaire. Une fois que l'algorithme 
trouve des valeurs pour les variables satisfaisant ces contraintes, il incorpore le reste 
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de contraintes et continue sa recherche pour trouver une solution pour le problème 
global. Une autre idée serait de pouvoir changer la priorité des contraintes dans l'ana-
lvse. Par exemple, eu rendant comme prioritaire la contrainte qui a été historiquement 
('pendant la recherche de l'algorithme), la plus difficile à satisfaire [Eib96j. 
Nous commençons ce chapitre par un résumé des concepts qu'on utilise en adapta-
tion. Ensuite, nous définissons un nouvel opérateur qui est né à partir à' arc-crossover 
mais qui a inclus certaines idées d'adaptation. A la fin du chapitre, nous comparons 
les résultats d'un algorithme évolutionniste pour le problème de 3-coloriage. avec ceux 
d'mitres algorithmes qui utilisent d'autres opérateurs. Nous montrons aussi les résul-
tats obtenus pour le 3-coloriage avec: des graphes peu denses. Nous concluons alors ce 
chapitre par un ensemble de tests réalisés avec des CSP aléatoires. 
5.2 Adaptation 
L'adaptation de paramètres et, d'opérateurs est un des sujets les plus prometteurs 
eu évolution artificielle. L'idée est de faire une sorte de "syntonisation" de l'algo-
rithme avec le problème pendant sa résolution. Hinterding et al. [HME97] proposent 
le classement suivant pour les types d'adaptation: 
Définition 5.2.1 (Adaptation Statique) 
On dit que l'algorithme réalise une adaptation statique si ses paramètres stratégiques 
ont une valeur constante pendant son exécution. 
En conséquence, on a besoin d'un agent ou d'un mécanisme externe pour synto-
niser les paramètres et sélectionner les valeurs les plus appropriées. Un cas typique 
est lorsqu'on fait tourner l'algorithme plusieurs fois, en essayant de trouver les va-
leurs des paramètres qui le rendent plus performant. Ce cas correspond justement à 
notre algorithme de sélection (voir 3.12), pour lequel nous avons trouvé les valeurs de 
"svntonisatkm" pour a et li. 
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Déf in i t ion 5.2.2 (Adaptation Dynamique) 
On. (ht que l'algorithme, réalise une adaptation dvnamique s'il existe un mécanisme 
qui 'modifie mi paramètre stratéq'ique au cours de l'exécution, sans un contrôle externe. 
Dans notre algorithme proposé dans le chapitre 3, l'opérateur de permutation 
(voir 3.20) est active selon les conditions actuelles de révolution. Dans cette catégorie, 
on peut encore faire le sous-classement suivant le mécanisme d'adaptation utilisé. 
Déf in i t ion 5.2.3 (Adaptation Dynamique - Déterministe) 
Un algoritlivie realise une adaptation dynamique déterministe si la modification obéit 
à une régie pré-établie. indépendante du déroulement de l'algorithme. 
Ceci signifie que l'adaptation est faite sans utiliser aucune information provenant du 
déroulement de l'algorithme. Un exemple dans cette catégorie est l'altération de la 
probabilité fie mutation conditionnée au nombre de générations, par exemple: 
p.n, = 0.5 - 0 . 3 - (5.1) 
CT 
où g est le nombre actuel de générations et G le nombre maximum de générations. 
L'algorithme changera la probabilité de mutation, en comptant, le nombre de généra-
tions, mais sans regarder si la recherche suit le bon chemin, sans détecter non plus 
un besoin réel du changement. D'autres exemples dans cette catégorie concernent le 
changement de la fonction d'évaluation. Dans le cas spécifique des COP (Constraint 
Optimization Problems), le changement affecte les pénalités pour les contraintes qui 
ne sont pas encore satisfaites. Pour les CSP, Eiben et al. ont proposé en [ERR96] une 
augmentation des pénalités pour les contraintes violées après chaque exécution com-
plète de l'algorithme. L'idée est d'exécuter l'algorithme plusieurs fois. Après chaque 
exécution, la procédure d'adaptation modifie les poids de la fonction, suivant les 
contraintes qui n'ont pas pu être satisfaites pendant l'exécution actuelle. Ensuite, 
l'algorithme génétique utilisant la fonction adaptée est re-démarré. Leur mécanisme 
d'adaptation est appelé Off-Line weight adaptation, il est montré sur la figure 5.1. 
Déf in i t ion 5.2.4 (Adaptation Dynamique - Adaptative) 
On dit qu'un algorithme réalise une adaptation dynamique adaptative s'il existe une 
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Procédure Off-Line weight adaptation 
Début 
Appliquer des poids in i t i aux à l a fonction d 'évaluat ion f 
Pour >: t e s t de l 'a lgor i thme génétique faire 
exécuter l ' a lgor i thme génétique avec f 
r edé f in i r f après l a fin de l ' a lgor i thme génétique 
Fin /* procédure Off-Line weight adaption */ 
Fie.. 5.1 - Structure de la procédure. Off-Line weight adaptation 
<<orte Ac "feedback" de l'algorithme, qui est utilisé pour déterminer les sens et/ou 
(¡rondeur du, c.Iia.ngemcnt. des paramètres stratégiques. 
Dans cette catégorie, pour les CSP. Eiben et al. |EvdH97] utilisent aussi une 
stratégie pour le changement de pénalités dans la fonction d'évaluation. La procédure 
est appelée On-Line weight adaptation. Cette fois-ci, l'augmentation des pénalités est 
effectuée en suivant le paramètre Tp. qui indique le nombre maximum de générations 
à faire avec une fonction objectif. La procédure est montrée sur la figure 5.2 
P rocédure On-Line weight adaptation 
Début 
Appliquer des poids in i t i aux à l a fonction d 'évaluat ion f 
tant que non f in faire 
Pour l e s Tp évaluations suivantes de l a fonction faire 
u t i l i s e r f dans l ' a lgor i thme génétique 
Redéfinir f et ré-évaluer les individus 
Fin /* procédure On-Line weight adaptation */' 
FlG. 5.2 - Structure de la procédure On-Line weight adaptation 
Déf in i t ion 5.2.5 (Adaptation Dynamique - Auto-Ada.ptative) 
On dit qu, 'un algoritirme réalise une. adaptation dynamique auto-adaptative si les pa-
ra.mcf.res qui. sont adaptés se trouvent codés dans le chromosome et sont affectés par 
la. mutatiori. et la recombinaison. 
Ces paramètres codés n'affectent pas l'évaluation des individus, si ce n'est que les 
meilleures valeurs produiront de meilleurs individus qui auront plus de chances de 
survivre, de produire des enfants et de propager les meilleures valeurs des paramètres. 
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Il existe aussi différents niveaux d'adaptation : 
1. Une adaptation peut-être au niveau de l'environnement, comme par exemple le 
changement de pénalités pour les contraintes violées. 
2. Une adaptation est effectuée au niveau de la population quand le changement 
affecte la population entière, c'est par exemple ce que fait notre opérateur de 
permutation. 
3. Une adaptation est au niveau de l'individu, quand le changement affecte seule-
ment l'individu, par exemple une adaptation des points de croisement. 
4. Le dernier niveau est pour une adaptation au niveau du composant, qui change 
le paramètre pour un composant ou un gène particulier d'un individu. 
5.3 CD A: Crossover Dynamique Adaptatif 
L'operateur Crossover Dynamique Adaptatif (CDA) est basé sur l'idée à'arc-
crossover, c'est-à-dire, avec deux parents produire un fils qui hérite la meilleure com-
binaison des valeurs de leurs variables. Mais, dans CDA, nous incorporons les idées 
d'adaptation, en lui permettant de changer la priorité d'analyse des contraintes dans 
le croisement, suivant les caractéristiques des parents. Cela veut dire que les positions 
de recombinaison ne sont pas fixées et l'ordre de l'analyse des contraintes non plus. 
La figure 5.3 montre la conséquence d'une analyse suivant une priorité des contraintes 
différente de celle qu'utilise arc-crossover. Dans l'exemple, les deux parents ne violent 
que la contrainte d . Arc-crossover définit une priorité P suivant la contribution 
de chaque contrainte à la fonction d'évaluation. Prenons une autre priorité P c a qui 
considère comme la contrainte la plus prioritaire celle qui est violée (C4). Ensuite, 
nous réalisons la procédure de arc-crossover séparément avec les deux priorités, nous 
voyons qu'avec P c a nous trouvons une solution, alors qu'avec P le fils peut être une 
copie du parenti. 
Nous avons construit P c a en sachant que la contrainte C4 est violée par les deux 
parents, en prenant, donc en compte l'information des parents. C'est cette idée que 
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Parent 1: 3 i : | ? j ¡ ¡ 
Parent 2 : ¡ | 3 | !" "" | 2 "~ 2 
P=<Cs,C3,C> C2.C4,Cfi> P =<C4, 
Fils 3 i 2 1 3 | l"| i" ! 1 3 
Contribution 
c{ C ! 1 = fr 
<-•( C? ! = ? 
c(C3) = fi 
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c( Cs ) = 7 





1 i l L'LX 
FlG. 5.3 - Exemple: Différentes Priorités pour Crossover 
nous allons incorporer dans le nouvel opérateur. Pour ce faire, nous avons besoin des 
( léfinitions suivantes : 
Définition 5.3.1 (Nombre de violations) 
Etant donné un CSP P = (V,D,Ç), deux instanciations I i et I2, et les fonctions 
e(Cn.I) pourl- I 1 ; I2 pour toute contrainte Ca On définit le nombre de violations 
communes pour la contrainte CQ, nv(Ca, I j , I 2 j comme: 
nv(G, . I i , l 2 ) = < 
0 e (C a , I 1 )=e (C û , I 2 ) = 0 
1 soit e(Ca, Ii) # 0 ou e(CQ, I2) # 0 
[ 2 e(Ca,li)¿0, e ¿ e (CQ ; I 2 ) #0 
I i et I2 correspondent respectivement aux instanciations du parenti et dupareraÍ2-
Pour chaque contrainte Cn, le nombre de violations sera zéro si les deux parents 
satisfont la contrainte. Il vaut un dans le cas où un parmi eux satisfait la contrainte 
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er deux quand la contrainte est violée par les deux parents. En utilisant cette fonction, 






^ Priorité Statique =P 
plus grande plus petite 
contribution contribution 
Violée psr : deux parents un parent 
contraintes 
Priorité Adaptative ~ Va 
plus pande P'us petite 
contribution contribution 
FlG. 5.4 - Exemple: Priorité Statique et Adaptative pour Crossover 
Définition 5.3.2 (Pré-ordre Dynamique des Contraintes) 
Étant donné un CSP binaire P = (V, D, C) avec une matrice de contraintes R, deux 
instantiations Ij et I2 et la Contribution de CQ à la fonction d'évaluation c(Ca) pour 
(• ¡tuque, contrainte Cn, (ci = 1,. . ., ?/) (def 3.2.3). On définit un Pré-ordre Dynamique 
des Contraintes qui utilise la règle suivante: 
Ck, < Ckj si: 
- nv(Ck, Juh) nv(Ck) JiJ2) ou 
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Nous ajoutons à la définition du pré-ordre des contraintes (voir def: 4.2.3), la condi-
tion du nombre de violations. Cela veut dire que nous répartissons les contraintes dans 
rrois groupes suivant le 'nombre, de violations et qu'une contrainte qui est violée par les 
ilcux parents sera, la premiere dans l'analyse. Dans le cas où il y en a plusieurs qui ne 
sont pas satisfaites par les deux parents, elles seront classées en priorité suivant leur 
contribution, à la ¡miction d'évaluation. Sur la figure 5.4. nous illustrons la différence 
entre la priorité statique et la priorité dynamique. 
En résumé, nous aurons trois groupes des contraintes: G] (le groupe prioritaire) 
composé par les contraintes qui sont violées par les deux parents, le groupe Go com-
posé par les contraintes qui ne sont violées que par un parent, et G'3 composé par 
l'\s contraintes satisfaites par les deux parents. A l'intérieur de chaque groupe les 
contraintes seront ordonnées suivant leur contribution à la fonction d'évaluation. Avec 
la priorité statique, nous n'avons qu'un seul groupe G, qui est ordonné suivant la 
contribution de chaque contrainte à la fonction d'évaluation. 
Déf in i t ion 5.3.3 (Priorité Ada.pta.twe de Contraintes) 
Eta.n1 donné un CSP binaire. P = (1", D,() avec, une matrice de contraintes R , deux 
iiistanaatitrn.s I j et \n C, la Contribution de Caà la fonction d'évaluation c(Ca) pour 
Cui.que contrainte Ca, (a = 1,. . . , rj). On définit la Priorité Adaptative de Contraintes 
P c a ( I i , I 2 ) comme une séquence sur un pré-ordre dynamique des contraintes telle que: 
Pca( I i , l2 ) = ( C f e l , . . . , C O auecCfc, :< Cfc¡+1, VÍ = 1 , . . . , 7 7 - 1 
P c a ( I i , I 2 ) est un 77-uplet ordonné de contraintes. Elle est fonction des instantia-
tions I\ et L>. Intuitivement, nous ordonnons les contraintes suivant leur contribution 
a la fonction d'évaluation des parents. 
Le nouvel opérateur se trouve dans le procédure de transformation de l'algorithme 
évolutionniste. comme cela est illustré sur la figure 5.5 
La structure de la procédure de Crossover Dynamique Adaptatif est montrée sur 
la figure 5.6. 
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Procédure Crossover Dynamique Adaptatif (.Parent\. Parent2) 
Début, 
Pour chaque Cn suivant l ' o rd re donné par P c a (Pa r en t i . Parent2) 
Analyser C\, >.r,..r,) du Purent 1 et du Parent-2 
si ((A', Hip)" et(A'jHIp)) alors 
si inv(CQ, Paren t 1 . Pa ren t2 ) = 0) alors 
si (Z(PorenU) > Z(Parenti)) alors 
I p (X , .A ; i - { . r ( 1 . . r n ) 
sinon 
si (Z(Parenti) > ZiParent^)) alors 
- ip \ A,-, \ ¡ j ~ i, .r,._,. .Vj2 ) 
sinon 
Ip'.A"/,Xj) = ?-a??.rf07í?((.T;i,:rn). (x¡.2,xn)) 
sinon 
si (nvfCa. Pa ren t j , Parent2) = 1) alors 
si (Ca '\= Parent]) alors 
IpiX-j.Xj) = (,?-,,..i-jj 
sinon Ip(A',.A'j) = {x,2,xn) 
sinon 
Ip(X,.A' ;) = «r i /m rn 3 i e 5 l (cf f (C 0 . ( I pU(a: n ,x J 2 ) ) ) , 
cfFCCa^IpUix,.,,;^,))))6 
sinon 
si ((A", H Ip) ou (A, -^Ip)) alors 
si (A"; H Ip) alors k=i sinon k=j 
Ip(A'i:) = argmmS2(zS2 (mffp(A^, (Ip U xk,)), mffp(Xk, (Ip U xk2))) c 
Fin/* crossover dynamique adaptat if */' 
" À", non-instanciée dans l p 
J
argmirisçsius} donne l'ensemble s* tel que as. < as,ys t 5. 
' 5-2 = {Î'K ! , A^.2 } 











TAB . 5.1 - Quatre algorithmes qui diffèrent par leurs opérateurs 
136 
5. OPÉRATEUR DYNAMIQUE ADAPTATIF 
5.4, Ensemble de problèmes pour CDA: 3-coloriage 
chaque connectivité. Le nombre moyen de générations nécessaires pour trouver une 
solution pour Y Algorithme. D est inférieur à celui pour les autres algorithmes. De 
plus, son comportement est plus uniforme. Pour Y Algoritlirne C. les problèmes a,vec 
la connectivité 4.7 sont assez difficiles, avec les arc-opérateurs er CDA nous avons 
trouvé de meilleurs résultats. Sur la figure 5.8. on montre le pourcentage de solutions 
trouvées par les quatre algorithmes. Les nouveaux opérateurs ont en moyenne de 
meilleurs résultats, h'Algorithme. A a trouvé dans le pire des cas 15% de solutions, en 
revanche Y Algorithme B a trouvé pour le pire des cas 83% de solutions, Y Algorithme C 
70%; et finalement Y Algorithme D 97%. La plus importante amélioration en utilisant le 
nouvel opérateur se trouve pour des problèmes avec une connectivité entre [4.5, 5.3]. 
II est connu que cela correspond à la région où nous espérons trouver les problèmes 
de 3-coloriage les plus difficiles, [CKT91J. 
Nombre Moyen de Générations 
versus 
Connectivité 
Moyenne 100 giapnas, max iterations 5G0 
ia>li& population 20- pmut =0.1. pcro'sement = 0.9 
Fie;. 5.7 - Comparaison: Nombre, moyen de générations par les Algorithmes A, B, C 
e.t D pour différentes connectivités 
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%Solutions_v£rsus_.connectivité 
Moyenne 100 graphes, max iterations 500 
taille population 20. pmut = 0. 1, pcroisement = 0.9 
Fl(i. 5.8 - Comparaison: Pourcentage de solutions trouvées par les Algorithmes A, B, 
C et D pom' différentes connectivités 
5.4.2 Tests: graphes peu denses 
Les "raphes pen denses sont d'un intérêt particulier pour la communauté en 
contraintes. Cheeseman et al. [CKT91], en analysant la connectivité du graphe de 
contraintes par rapport à la difficulté de le résoudre, ont trouvé que quand la connec-
tivité augmente il apparaît une "phase de transition" où les problèmes de 3-coloriage 
deviennent plus difficiles. En d'autres termes, cela veut dire qu'un problème sera facile 
s'il est sur restreint ou sous contraint. Les problèmes difficiles se trouvent donc dans 
la frontière entre sur et sous restreint et nos graphes peu denses se trouvent dans cette 
région. Notre but maintenant est d'analyser le comportement de notre algorithme évo-
lutionniste avec le nouvel opérateur pour ce type de problèmes. Pour cela, nous avons 
compare trois algorithmes. L:Algorithme A utilise l'opérateur spécifiquement adapté 
pour le problème de coloriage de graphe knowledge-crossover (voir sous-section 2.5.2). 
L'Algorithme B utilise arc-crossover et arc-mutation et VAlgorithme C utilise CDA 
et arc-mutation. Nous avons généré des graphes peu denses. Par rapport aux graphes 
testés dans la section précédente, les graphes peu denses que nous considérons dans 
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CD A. arc-mutation 
TAB. 5.2 - Trois algorithmes qui diffèrent par leurs opérateurs pour des graphes peu 
denses 
cette section ont tous une connectivité égaie à 4. car ils suivent la relation r¡ -- 2n. 
Pour chaque 7/. nous avons 100 graphes différents. Nous avons fixé le nombre maxi-
mum d'itérations à 500. Les résultats sont montrés sur la figure 5.9 et la figure 5.10. 
Avec Y Algorithme C, nous avons trouvé les meilleurs résultats, l'algorithme a été ca-
pable de trouver la solution pour plus de 80% des graphes peu denses, h'Algorithme 
B dans le pire des cas a trouvé 68% de solutions, et, VAlgorithme A pour le pire des 
cas a trouvé 53%) de solutions. Pour tous, quand le nombre de contraintes augmente, 
le problème devient de plus en plus difficile à résoudre. Il est intéressant de remarquer 
que Minton et al. en utilisant un algorithme qui utilise leur heuristique min-conflits 
(voir définition 3.3.2) avec 100 différentes pré-solutions solutions générées avec l'heu-
ristique de Brelaz et une maximum de 270 réparations ont obtenu une probabilité 
de trouver une solution pour les graphes peu denses avec 30 variables de 0.3. En 
revanche, avec Y Algorithme A, nous avons obtenu 65% de solutions, Y Algorithme B 
93%, et Y Algorithme C'99%. 
5.5 Ensemble de problèmes pour CDA: CSP aléa-
toires avec solution 
Notre intérêt pour la génération des graphes aléatoires est d'analyser le comporte-
ment de notre algorithme pour la résolution de graphes avec différentes connectivités 
et. différent degrés de difficulté. Pour cela, nous avons utilisé la procédure décrite dans 
le Chapitre 4. Tous les graphes ont au moins une solution. Les graphes sont du même 
type que en [Smi95] pour n=8 variables et leur taille du domaine égal à 10 (m=10), 
Pour chaque p2, nous avons généré 50 graphes et le nombre maximum d'itérations est 
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Nombre moyen de générations 
Graphes peu Denses 
Moyenne "00 graphes, max iterations 500 
taule pcpu'anon 20, pmut — 0.5, pcroisem&nt =• 0.9 
Fie. 5.9 - Compavtïiutm: No'rnhre moyen, de générations pur les Algorithmes A, B et 
(' par nombre de contraintes 
égal à 500. La figure 5.12 montre le pourcentage de solutions trouvées par rapport 
à ]'2 pour des valeurs de p\ entre {0.5,0.8,0.85,1.0}. Comme avec les arc-opérateurs 
dans le chapitre précédent, il v a des problèmes qui sont plus difficiles à résoudre 
pour notre algorithme. Plus précisément, le cas le plus difficile est avec des graphes 
qui sont complètement connectés et avec p2 — 0.5. Ce cas correspond aux problèmes 
qui ont plus de choix locaux qui satisfont partiellement les contraintes. Le point mi-
nimal de chaque courbe sur la figure correspond au point où le nombre de solutions 
espérées est égal à un, par exemple pour p\ = 1 et p2 — 0.55 nous espérons n'avoir 
qu'une seule solution, et à partir de ce point les problèmes n'ont tous qu'une solution. 
Mais au fur et à mesure qu'on s'approche de p2 = 1, le nombre de combinaisons 
de valeurs possibles des variables qui satisfont localement les contraintes diminue. 
En conséquence, en s'approchant de p2 = 1, une solution satisfaisante localement le 
sera aussi globalement, donc le problème est facile à résoudre. Nous remarquons que 
l'algorithme est amélioré avec: le nouvel opérateur, par rapport aux résultats présen-
tés dans le chapitre antérieur. Alors, la question intéressante est : est-ce que tous les 
problèmes avec p> ~ 0.5 sont difficiles pour notre algorithme? La réponse est non, 
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O.G. Relation entre l'adaptation et les opérateurs 
*^r de Solutions Graphes peu Denses 
Moyenne ae 100 graphes, max iterations 500 
taute population 20. pmul = 0.5 pcrcssement ~ 0.9 
FlCi. 5.10 - Comparaison: Pourcentage de solutions trouvées par les Algorithmes A, 
B ci C par nombre de. contraintes 
comme cela est illustré sur la figure 5.12. Pour pi entre {0.4..0.7}, nous trouvons que 
les problèmes sont faciles à résoudre. Cela s'explique en analysant la figure 5.13. Elle 
montre le nombre de solutions espérées pour des graphes avec />>=0.5 pour différentes 
valeurs de p\. Pour pi -— 0.75 le nombre espéré de solutions est presque 50. Ensuite, 
avec la descente exponentielle, pour pi = 0.8 le nombre de solutions espéré est de 16. 
Au fur et à mesure qu'on s'approche de pL = 1, l'algorithme a plus de possibilités 
de choisir des valeurs des variables qui satisfont localement une contrainte, mais qui 
ne font pas partie d'une solution globale du problème, pour un même nombre fixe de 
valeurs consistantes par contrainte (qui ne dépend que de p2). 
5.6 Relation entre l'adaptation et les opérateurs 
Nous avons affirmé dans la première section de ce chapitre qu'il existe différents 
types et niveaux d'adaptation. Nous voulons classer des opérateurs selon leur type 
d'adaptation. Cela est montré sur le tableau 5.3. Notre opérateur de Permutation est 
classé comme étant dynamique adaptatif, car il reçoit l'information de l'algorithme 
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5.6. Relation entre l 'adaptation et les opérateurs 
CDA : ^solutions versus p2 
p ] = ! ) S 
p! = n.x^  
p i~r rv 
Fie. • ">. 11 - CDA: % solutions trouvée* en. jonction dtp-, avec pi G f0.5, 0.8, 0.85, l.Oj 
d'une détection de stabilité pendant la recherche, il est donc activé en conséquence. 
Son application concerne tous les chromosomes de la population. ( # , r , b) est classé 
comme statique, car comme pour croisem-ent à un point, croisement à points multiples 
et pour mutation s tandard ses paramètres sont fixés au début et ils se maintiennent 
constants pendant l'exécution. Son application affecte un individu. Uniform Adaptive 
Crossover est dynamique auto-adaptatif, chaque individu a une information addi-
tionnelle codée dans le chromosome qui va permettre à UAX de changer les points de 
croisement. Arc-crossover est dynamique déterministe, car la priorité des contraintes 
est fixée au départ de l'algorithme et il la garde pendant l'exécution, en conséquence 
les positions de croisement sont fixes. Par contre, les valeurs dans les points de croise-
ment dépendent de la satisfaction ou violation des contraintes, du déroulement donc 
de l'algorithme. Knowledge-crossover et CDA se trouvent dans la catégorie de dyna-
mique adaptatif, car les deux reçoivent l'information de la satisfaction des contraintes 
ft avec cela ils déterminent les positions du croisement et leurs valeurs. Les deux gé-
nèrent un fils à partir de deux parents. La différence fondamentale entre ces deux 
opérateurs est que Knowledge-crossover réalise la construction d'un fils en analysant 
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5.7 Conclusion du chapitre 
</Ksolutions_vcrsus_p] pour p2=0.5 
Fia. 5-12 - CD A: /(¡solutions trouvées en fonction de pi avec p2 = 0.5 
Opérateur 
Permutation 



















TAB. 5.3 - Comparaison du type d'adaptation pour différents opérateurs 
les variables (nœuds dans le graphe de contraintes), par contre CD A fait son analyse 
par contrainte (arêtes du graphe de contraintes). De plus, Knowledge-crossover est 
conçu spécifiquement pour le problème de 3-coloriage. 
5.7 Conclusion du chapitre 
Nous avons montré dans ce chapitre que le concept d'adaptation peut représen-
ter une contribution importante dans la conception d'un algorithme évolutionniste, 
pour résoudre les problèmes de satisfaction de contraintes. Nous avons mentionné 
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Fui. 5.13 - Nombre de. solutions espérées en fonction de p\ avec p-i — 0.5 
les différentes approches qui essayent d'utiliser le concept d'adaptation pour guider 
la recherche vers des parties de l'espace plus prometteuses pour la satisfaction des 
contraintes. 
Nous avons introduit un nouvel opérateur pour le croisement qui détermine dy-
namiquement les positions de la recombinaison, en utilisant l'information des parents 
en termes de leur satisfaction de contraintes. Cette méthode est plus offensive que 
celle qui est implémentée dans arc-crossover, car ici nous forçons l'algorithme à faire 
en priorité un croisement par contrainte violée, en laissant pour la fin de la construc-
tion de l'instanciation, l'héritage direct des meilleures caractéristiques restantes. Avec 
cette stratégie, on incorpore un surcoût dû au recalcul de la priorité, par contre au 
niveau du nombre de tests de contraintes, l'algorithme réalise autant de vérifications 
de contraintes pour chaque application de CAD qu'arc-crossover. 
La performance de notre algorithme dépend de la connectivité du graphe de 
contraintes, mais aussi du nombre de valeurs qui peuvent satisfaire localement une 
contrainte. Quand l'algorithme a plus de choix locaux (p2 plus petit) et que le nombre 
espère de solutions du graphe s'approche de 1. alors la recherche stochastique pour 
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5.7. Conclusion du chapitre 
notre algorithme devient de plus en plus difficile. En d'autre termes, cela veut dire 
que si nous n'avons qu'une solution pour le CSP. le problème deviendra plus difficile 
quand nous aurons plusieurs possibilités de valeurs qui satisfont chaque contrainte 
localement, mais qui ne font pas partie de la solution globale. Cette difficulté est 
partagée avec la plupart de méthodes incomplètes pour la résolution de CSP. 






Nous avons étudié dans cette thèse un sujet qui portait sur deux axes de recherche: 
les Problèmes de Satisfaction de Contraintes et les Algorithmes Évolutionnistes. Pour 
cette raison, les conclusions seront classées en trois sections. La première section 
aborde les conclusions dans le cadre des méthodes de résolution pour les Problèmes 
de Satisfaction de Contraintes. Ensuite, dans la deuxième section, les conclusions sont 
données du point de vue des Algorithmes Évolutionnistes. Puis, nous présentons des 
réflexions qui concernent les deux axes de recherche. Finalement, nous présentons des 
idées pour quelques perspectives de recherche à partir de nos travaux. 
Les problèmes de satisfaction de contraintes 
Nous avons montré dans le premier chapitre le besoin de concevoir des algorithmes 
plus performants que ceux existant actuellement pour la résolution des problèmes de 
satisfaction de contraintes. Dans ce but, plusieurs méthodes complètes et incom-
plètes de plus en plus efficaces sont proposées dans la littérature. Dans cette thèse, 
nous nous sommes intéressée plus particulièrement aux méthodes incomplètes. Ces 
méthodes possèdent l'avantage de se révéler être une bonne alternative pour la résolu-
tion de CSP de grande taille, qui peuvent difficilement être résolus par des méthodes 
systématiques. La principale difficulté pour ces méthodes est de savoir guider effica-
cement l'algorithme vers une solution en réalisant des réparations locales successives. 
Pour une méthode de réparation standard, ceci consiste à bien choisir les variables à 
modifier, ainsi que leurs valeurs et à avoir une bonne fonction d'évaluation, dont le 
minimum correspond à la satisfaction de toutes les contraintes. Dans cette thèse, nous 
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avons proposé une nouvelle fonction d'évaluation qui prend en compte la structure du 
graphe de contraintes, et à partir de laquelle nous avons proposé une nouvelle heuris-
tique pour réaliser une recherche plus performante. Cette heuristique à tout d'abord 
été intégrée avec des bons résultats, dans une méthode de réparation locale classique. 
Ensuite, nous avons incorporé cette fonction d'évaluation dans un algorithme évolu-
tionniste pour lequel nous avons obtenu expérimentalement une amélioration sensible 
de ses performances. Nous nous sommes intéressée plus spécifiquement aux algo-
rithmes évolutionnistes pour la résolution des problèmes de satisfaction de contraintes. 
car leur méthodologie de résolution a une fonctionnalité supplémentaire par rapport 
aux méthodes stochastiques classiques. En effet, il est possible de combiner les pré-
solutions. La question est alors de savoir comment les combiner avantageusement. 
Pour cela, nous avons proposé deux opérateurs arc-mutation et arc-crossover. Arc-
v ¡'(dation procède à une sélection de la valeur d'une variable en regardant le graphe 
de contraintes et en étudiant les conséquences que ce changement pourrait avoir sur 
les autres contraintes du réseau. Arc-crossover essaie de trouver une bonne combi-
naison des valeurs des pré-solutions en prenant en compte les contraintes. De façon 
analogue aux heuristiques utilisées dans les méthodes classiques pour la résolution de 
CSP pour la construction d'un ordre d'instanciation (l'ordonnancement des variables 
suivant la taille de leur domaine, le choix de ia variable la plus connectée), nous avons 
incorporé une nouvelle heuristique dans l'opérateur de croisement. Celle-ci consiste 
à rendre prioritaire parmi les contraintes actuellement violées, celle qui contribue le 
plus fortement à la fonction d'évaluation. Notre approche a été influencée par des 
concepts proposés par la communauté de chercheurs en CSP, comme par exemple 
le concept de structure du graphe que nous avons considéré dans les définitions des 
fonctions d'évaluation y compris partielles. 
En autre concept important est celui de la décomposition en sous-graphes ou sous-
problèmes, que nous avons utilisé lors de la conception des opérateurs de croisement: 
arc-crossover, constraint-crossover et crossover dynamique adaptatif. La minimisation 
du nombre de vérifications de contraintes est aussi un objectif fondamental pour tout 
algorithme efficace de résolution de CSP d'une façon systématique. Nous avons utilisé 
ce concept flans le calcul de la fonction d'évaluation pour mutation et des fonctions 
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(revaluation partielles dans la conception de nos opérateurs. 
En résumé, nous avons proposé un nouvel algorithme évolutionniste pour la résolu-
tion des CSP qui peut se presenter comme une alternative aux méthodes stochastiques 
traditionnelles (GSAT. min-conflits). 
Les algorithmes évolutionnistes 
Du côte des Algorithmes Évolutionnistes, un des sujets de recherche les plus inté-
ressants est la résolution de problèmes avec contraintes. Les contraintes entraînent gé-
néralement une difficulté naturelle dans le déroulement de l'algorithme évolutionniste, 
à cause du phénomène d'épistasie, La théorie des Algorithmes Génétiques Standards 
suppose en effet l'indépendance des gènes dans le chromosome. Mais, les contraintes 
"lient"' dhine certaine manière des gènes entre eux, ce qui crée une dépendance. Nous 
avons présenté une fonction d'évaluation permettant à l'algorithme d'améliorer la sa-
tisfaction de sous-graphes, et non plus d'une contrainte en particulier. Les idées sur 
lesquelles est basée notre fonction, comme la structure du graphe, pourraient être aussi 
utilisées dans la résolution des problèmes d'optimisation avec contraintes. En effet, ces 
problèmes sont souvent résolus en ajoutant à la fonction à optimiser une pénalité cor-
respondant aux contraintes violées. Notre fonction pour les CSP pourrait donc jouer 
le rôle de cette pénalité. La conception de nos opérateurs nous a permis d'incorporer 
dans un algorithme évolutionniste deux types de méthodes. D'abord, l'opérateur de 
mutation arc-mutation au lieu d'effectuer un changement purement aléatoire fait une 
sorte cï escalade en changeant la valeur d'une variable. D'un autre coté, l'opérateur de 
croisement arc-crossover correspond à un algorithme glouton qui construit une pré-
solution à partir des deux pré-solutions en essayant de faire le meilleur choix parmi 
leurs gènes. Finalement, nous avons incorporé le concept d'adaptation qui est un des 
sujets les plus prometteurs en évolution artificielle, dans l'opérateur de croisement. 
Et ceci nous a permis d'améliorer la performance de cet opérateur. 
En résumé, nous avons conçu une fonction d'évaluation, ainsi que des opérateurs 
réalisant une recherche guidée par la structure du problème. Ce sont les composantes 
fondamentales d'une nouvelle méthode évolutionniste pour le traitement de problèmes 
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de satisfaction de contraintes. 
Mises en commun des recherches sur les CSP et EA 
Notre algorithme a été testé principalement sur le problème de 3-coloriage de 
graphe pour deux raisons. La première est. que c'est un problème qui ne présente 
pas de préférence entre les contraintes: c'est un CSP binaire où seule la topologie 
du graphe importe. La deuxième raison est la possibilité de comparer avec d'autres 
méthodes proposées dans la littérature, en provenance des deux axes de recherche 
(¡ni nous intéressent plus particulièrement: CSP et EA. Nous avons constaté que la 
recherche effectuée dans ces deux communautés peuvent collaborer pour parvenir à 
résoudre plus efficacement les problèmes de satisfaction de contraintes. Nous nous 
sommes placee dans le cadre des algorithmes évolutionnistes les plus récents (avec 
adaptation des opérateurs), et nous avons conçu nos opérateurs spécialisés en étant 
guidée par les diverses recherches sur ies CSP (utilisation de la structure de graphe, 
heuristique d'ordonnancement, limitation de nombre de tests de contraintes). 
Nous nous sommes rendu compte que l'idée d'incorporer des connaissances prove-
nant d'autres domaines de recherche permet parfois une avancée vers l'obtention de 
meilleurs résultats. 
Perspectives 
De nombreux points pourraient faire l'objet de recherches supplémentaires. On 
peut citer parmi eux: 
- Tout, d'abord, la réalisation de tests sur d'autres types de CSP devrait valider 
en particulier les extensions proposées pour les CSP n-aires. 
- Nos résultats concernent essentiellement la structure du graphe de contraintes 
et non la sémantique de ces dernières. La considération de la difficulté des 
contraintes est. un sujet important qui devrait être inclus dans la conception 
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d'un algorithme evolutionniste pour résoudre des problèmes avec des contraintes 
hétérogènes. 
- Les hiérarchies de contraintes sont étudiées pour résoudre les problèmes sur-
contraints en relâchant automatiquement les contraintes de moindre impor-
tance. Il serait intéressant de considérer le concept de hiérarchie dans un al-
gorithme évolutionniste. 
- Une autre thème important pour les deux communautés de recherche est la com-
paraison entre les méthodes évolutionnistes et d'autres méthodes de résolution 
de CSP. complètes et incomplètes, dans le but de définir un cadre d'applicabilité 
de chaque méthode. 
- Finalement, inclure le concept d'adaptation des paramètres dans les chromo-
somes ¡auto-adaptation) semble être un concept puissant afin d'aider les algo-




A. PROBABILITE DE SELECTION STANDARD POUR LA REGION DES 
MEILLEURS INDU IDUS 
Annexe A 
Probabilité de sélection standard 
pour la région des meilleurs individus 
Le nouvel algorithme cle sélection défini dan? le chapitre 3, fait une classification 
des individus selon leur fonction d'évaluation par rapport à l'évaluation moyenne de 
la population et à, son écart-type. 
Nous voulons répondre à la question: quelle est la probabilité de sélection, en 
utilisant la méthode de la roue biaisée, d'un individu qui avec la nouvelle méthode de 
sélection est classé dans la région A (les meilleurs individus) ? 
Antécédents: 
La nouvelle méthode fait la, classification des individus de la façon suivante: 
Un individu appartient à la région A si sa fonction d'évaluation eval(v{) varie 
entre: 
0 < eval(vi) < F (A.l) 
La probabilité de sélection avec la roue biaisée, pour un problème de maximisation 
est: 
Ps = — (A.2) 
GN 
avec g¡ revaluation du chromosome i avec la fonction à maximiser, G la moyenne 
des y, de tous les chromosomes dans la population et N la taille de la population. 
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Nous avons donc besoin d'une fonction à maximiser. Nous définissons 
g, = MAX -evuMv,) (A.3) 
ou MAN — VV; c{C¡). c'est à dire MAX correspond à la somme de la contribution à la 
fonction d'évaluation de toutes les contraintes du problème. Cela est la pire evaluation, 
c'est le cas où nous aurions toutes les contraintes insatisfaites. En conséquence 
G = MAX - F (A.4) 
Nous pouvons réécrire la équation A.2 comme: 
MAX — eval(vj) , , 
Pt =
 IJIA^T^FW { ! 
Finalement, les valeurs de la probabilité de sélection pour un individu de la région 
A avec la méthode de la roue biaisée sera: 
Si (<"«/( r, ) = F — ( 
MAX -F + f r 
n — • F > f > 0 A.Ö) 
l
" {MAX-FW - - u {^U} 
B. CSP ALÉATOIRES AVEC SOLUTION 
Annexe B 
CSP aléatoires avec solution 
B. l Algorithme pour générer des CSP aléatoires avec 
solution 
Chaque jeu de CSP binaires est décrit par quatre paramètres: n, le nombre de 
variables, m le nombre de valeurs de chaque domaine, pi la probabilité qu'il y ait 
une contrainte entre deux variables, et p2 la probabilité conditionnelle qu'une paire 
(ie valeurs soit inconsistante pour un couple de variables, étant donné qu'il y a une 
contrainte entre les deux variables. La procédure de génération des CSP aléatoires est 
montrée sur la figure 4.19. 
B.2 Caractéristiques de l'algorithme 
Paramèt res : 
- pi —-probabilité qu'il y a une contrainte entre une paire de variables, c.a.d., 
Pi= P(il y a une contrainte entre XjetXj) 
~ Ih— probabilité conditionnelle qu'une paire de valeurs est inconsistante 
pour une paire de variables, étant donné qu'il y a une contrainte entre les 
variables, 
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B.3. Propriétés statistiques 
¡h== P(une paire de valeurs est inconsistante pour A",et X,/ il y a une 
contrainte entre X¡ctX¡) 
n --- nonibre de variables 
- ni = taille des domaines 
Conditions: 
- Toutes les variables sont pertinentes pour au moins une contrainte 
- Le CSP il y a au moins une solution. 
- Les valeurs de domaines sont indépendantes 
B.3 Propriétés statistiques 
De la première condition 
E|Nombre de contraintes] = E[Nornbre d'arcs dans le graphe de contraintes] 
Supposons: 
Z = Nombre de contraintes générés automatiquement 
Y = Nombre de corrections pour les variables non-connectées 
Si après avoir généré automatiquement le graphe, il reste des variables qui 
ne sont pas connectées. Pour chacune de ces variables nous créons une 
contrainte qui la lie à une autre qui est déjà dans le graphe de contraintes. 
On ajoute donc des contraintes supplémentaires au problème (une par va-
riable isolée). On modifie donc ia valeur initial de p\ 
EjNombre de contraintes] = Efr/] = E[Z] -f- EjY] 
- E\Z\ = y ; 1 ^ f i l . (voir |Smi95l) 
B. CSF ALÉATOIRES AVEC SOLUTION 
B.3. Propriétés statistiques 
- E[Y) — H!-'=I F(var i n'est pas connectée) 
F|T/J < + n(l - P] ) -~ Î? (B.l) 
De I« seconde condition 
Le nombre espéré de solutions est calculé en utilisant la condition d'exis-
tanee d'au moins une solution. 
Soit: 
X-- Nombre de solutions, x, € {0,1,2...m"} 
E[X/X > 1] = ^;L0X;P(X - x,/X > 1) 
P(X = x.,/X> l) p(.\=.r1nx>i) P(X>1) 
P(A" = Xi/X > 1) = { P ( A ^ X 
3 if ajj = 0 
X suit une distribution binomiale avec les paramètres (mn,ps), ainsi 
Ar ~ b(m'\ps) où ps = probabilité d'une solution pour le CSP, donc 
ps — P{ Tous les arcs sont satisfaits) 
p4 = ( l ~p 2 ) ' ] (B.2) 
alors 
P(X > 1) = 1 - P{X = 0) = 1 - (1 - ps)r"n « 1 - exp{~psmn) = a 
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B.4. CSP aléatoires qui peuvent ne pas avoir une solution 
E[X/X>l] = ±;Z:.Uz¡P(X = x>) 
E\X/X >_!} = ^E[X) = ^ 
E[X/X > 1] = ^ (B.3) 
1 - exp(—psm") 
nous utilisons l'inégalité de Jensen. [Shi96], pour estimer la valeur de ps, 
parce que nous ne connaissons pas la valeur exacte de r¡. 
Par Jensen: 
E{(l-p2)ri]>(l-p2f (B.4) 
donc y,, est estimé par 
p ; = (l-p2f (B.5) 
avec Î/ = u-17l h ?Î,I,1 — pu 
B.4 CSP aléatoires qui peuvent ne pas avoir une so-
lution 
Le modèle utilisé typiquement dans la littérature de CSP a comme paramètres 
1>\ i P-i, n- "Î- sans conditions. Smith en [Smi95] a estimé ie nombre espéré de contraintes 
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