Sharpe ratio is widely used in asset management to compare and benchmark funds and asset managers. It computes the ratio of the excess return over the strategy standard deviation. However, the elements to compute the Sharpe ratio, namely, the expected returns and the volatilities are unknown numbers and need to be estimated statistically. This means that the Sharpe ratio used by funds is subject to be error prone because of statistical estimation error. Lo (2002), Mertens (2002) derive explicit expressions for the statistical distribution of the Sharpe ratio using standard asymptotic theory under several sets of assumptions (independent normally distributed -and identically distributed returns). In this paper, we provide the exact distribution of the Sharpe ratio for independent normally distributed return. In this case, the Sharpe ratio statistic is up to a rescaling factor a non centered Student distribution whose characteristics have been widely studied by statisticians. The asymptotic behavior of our distribution provide the result of Lo (2002). We also illustrate the fact that the empirical Sharpe ratio is asymptotically optimal in the sense that it achieves the Cramer Rao bound. We then study the empirical SR under AR(1) assumptions and investigate the effect of compounding period on the Sharpe (computing the annual Sharpe with monthly data for instance). We finally provide general formula in this case of heteroscedasticity and autocorrelation.
Introduction
When facing choices to invest in various funds (whether mutual or hedge funds), it is quite common to compare their Sharpe ratio in order to rank funds. This indicator aims at measuring performance for a given risk. This eponymous ratio established by Sharpe (1966) is a simple number easy to understand. It computes the ratio of the excess return over the strategy standard deviation. However, the elements to compute the Sharpe ratio, namely, the expected returns and the volatilities are unknown numbers and need to be estimated statistically. This means that the Sharpe ratio used by funds is subject to be error prone because of statistical estimation error. In a seminal paper, Lo (2002) derive explicit expressions for the statistical distribution of the Sharpe ratio using standard asymptotic theory under several sets of assumptions (independent normally distributed -and identically distributed returns). This is interesting as it provides intuition of potential bias and correction to apply to get an unbiased estimator. However, the results are provided as asymptotic results. It could be interested to derive or extend result to the non asymptotic distribution. This is precisely the contribution of this paper. First, we extend provide the exact distribution of the Sharpe ratio for independent normally distributed return. We show that under these conditions, the Sharpe ratio statistic is a non centered Student distribution whose characteristics have been widely studied by statisticians, up to a rescaling factor. Results of Lo (2002) are easily derived as the limit of our results when the sample size tends to be large. We also study the asymptotic efficiency of the Sharpe ratio statistics and provide exact distribution under AR(1) normal process conditions. We examine finally the impact of compounding effect for computing the Sharpe ratio. The standard square root rule is questionable as soon as there is autocorrelation or homoscedasticity.
Primer on Student distribution

Historical anecdote: why Student?
The Student t-distribution has been widely studied in statistics. Originally derived as a posterior distribution in 1876 by Helmert (1876) and Luroth (1876) as well as in a more general form as Pearson Type IV distribution in Pearson (1895) , the Student distribution was really popularized by William Sealy Gosset in Student alias W. S. Gosset (1908) . There is various interpretations why this distribution has been published under the pseudonym 'Student'. Gosset, an Oxford graduate, worked at the Guinness Brewery in Dublin, Ireland. He was interested in testing small samples for instance, he wanted to test the chemical properties of barley where sample sizes might be as few as 3. The main version of the origin of the pseudonym is that Gosset's employer, Guiness, preferred staff to use pen names to keep secret their inventions. So when publishing scientific papers, instead of their real name, scientist used different names to hide their identity. Gosset chose the name "Student". Posterity kept this name for the distribution. Another version is that Guinness was reluctant to make public to their competitors their usage of the t-test to determine the quality of raw materials. All in all, Gosset's most noteworthy achievement is now called Student's, rather than Gosset's, t-distribution.
Assumptions
If X, ..., X n are independent and identically distributed as a normal distribution with mean µ and variance σ 2 , then the empirical averagē
follows also a normal distribution. The empirical (Bessel-corrected) variancê
follows a Chi Square distribution with n − 1 degree of freedom. The t-statistic defined as
has a Student's t-distribution with n − 1 degrees of freedom. If the variables (X i ) i=1..n have a mean µ different from µ 0 , the distribution is referred to as a non-central t-distribution with non centrality parameter given by
It is simply the expectation of the estimator. The centered and non centered Student distribution are very well known. Extension to weaker condition for the t-statistics has been widely studied. Mauldon (1956) raised the question for which pdfs the t-statistic as defined by 1 is t-distributed with n−1 degrees of freedom. This characterization problem can be generalized to the one of finding all the pdfs for which a certain statistic possesses the property which is a characteristic for these pdfs. Kagan, Linnik, and Rao (1973) , Bondesson (1974) and Bondesson (1983) to cite a few tackled Mauldons problem. Bondesson (1983) proved the necessary and sufficient condition for a t-statistic to have Students t-distribution with n − 1 degrees of freedom for all sample sizes is the normality of the underlying distribution.
It is not necessary that X 1 , ..., X n is an independent sample. Indeed consider X 1 , ..., X n as a random vector X n = (X 1 , ..., X n ) T each component of which having the same marginal distribution function, F (). Efron (1969) has pointed out that the weaker condition of symmetry can replace the normality assumption. Later, Fang, Yang, and Kotz (2001) showed that if the vector X n has a spherical distribution, then the t-statistic has a t-distribution. A possible extension of Mauldons problem is to find all F () for which the Students t-statistic has the t-distribution with n − 1 degrees of freedom. Another extension is to determine the distribution of the t-statistic under weaker conditions.
A few properties
Its cumulative distribution function can be expressed in closed form (see for instance Lenth (1989) ) as follows:
, and Φ is the cumulative distribution function of the standard normal distribution. Its probability density function can be expressed in several forms. The most common form (as implemented in R) is the following:
In general, the kth raw moment of the non-central t-distribution is
Lower moments
In particular, for n > 3, the mean and variance of the non-central t-distribution are defined and given by
where we have defined the constant k n = n−1 2
. A good approximation for k n (related to the Wallis ratio
) is 1 + 3 4n Gallagher (2011) ). More on the Wallis ratio and multiple approximations can be for instance found in Mortici (2010) , Guo, Xu, and Qi (2013) , Qi and Mortici (2015) , Lin, Ma, and Chen (2017) ). Another good approximation is
. Instead of the constant k n , it is quite common in statistical control litterature (see Duncan (1986) for instance) to use another constant called c 4 (n) (since there exists table for it) defined as follows
Using the traditional property of the Gamma function Γ(n + 1) = nΓ(n), it is immediate to see that k n = n−1 n−2 c 4 (n).
Asymptotic distribution
When n tends to infinity, the t-distribution denoted by t tends to a normal distribution denoted by N(η, σ) whose parameters are the first two moment of the non centered Student distribution. A better approximation is provided by Walck (2007) which states that
3. Application to the Sharpe ratio
Non central distribution
Let us apply these result to the eponymous Sharpe ratio denoted in the sequel (SR).
Recall that it is defined as the ratio of expected excess return (R − R f ) over the risk free rate R f to its standard deviation, σ:
The Sharpe ratio is simply the t-statistic divided by √ n. In other terms, √ nSR follows a centered or not Student distribution under the explicit assumption that the returns are normally distributed according to a normal distribution with mean µ R , variance σ 2 and are i.i.d. BecauseR and σ are unobservable, they are estimated using historical data as the population moments of the returns' distribution. Hence, given historical returns (R 1 , R 2 , ..., R n ), the standard estimator for the Sharpe ratio (SR) is given by
PrecomputingR avoids a double summation in the definition of the volatility estimator. The n − 1 divisor is for the estimator to be unbiased. Hence, the formula for SR in terms of the individual returns (R i ) i=1..n is given by:
An immediate application of the results of section 2 shows that √ nSR follows a noncentral t-distribution with degree of freedom n − 1. The non-centrality parameter µ is given
where the theoretical Sharpe ratio SR ∞ is defined as
. Section 2 provides the exact distribution of the SR. This result that is quite basic is surprisingly almost absents in the financial literature although it was alluded in Miller and Gehr (1978) . It is not for instance mentioned or noted in Lo (2002) . This result although simple is powerful yet as it provides various results for the Sharpe ratio.
• First, it provides the real distribution (and leads obviously to the asymptotic distribution as the asymptotic distribution of the non-central t-distribution).
• Second, all results for the t-statistic are directly transposable to SR, meaning we get for free any results about test, moments, cumulative distribution and cumulative density functions.
• Third, as we are able to compute moments, we can immediately see that SR is biased estimator
Moments
We have in particular that the moments of the Sharpe ratio estimator are immediately provided by
and
Equation 15 implies in particular that the empirical SR is biased with a bias term given by k n , which is a result already noted in Miller and Gehr (1978) and Jobson and Korkie (1981) . As the constant k n is larger than one and multiplicative, the empirical Sharpe ratio will overestimate SR ∞ when positive, and underestimate when negative. For one year of data and monthly data point, the bias k 1 2 is about 1.08, indicating an overestimation of 8 percents. We provide below in table 1 the computation of bias for various value of n. The bias decreases rapidly as n increases and is below 2 percents after roughly 3 years. 
Another asymptotic approximation for the standard deviation (that is better for small n) is given by
Last but not least, a more precise estimation of the standard deviation is given by
The proposition means from a distribution point of view the following
for i = 1 to 3 depending on which version of the asymptotic standard deviation is used.
Proof. Immediate using previous results and given in A.0.1
Proposition 1 provides tighter bound for the asymptotic distribution than the one provided in Lo (2002) . In particular, it states that the 1 −α confidence interval for the empirical Sharpe ratioŜR is given byŜ R ± q α/2 σ IID,i
for i = 1 to 3 where q α/2 is the α/2 quantile of the normal distribution in the asymptotic case.
In the non asymptotic case, one needs to use the quantile of the non centered distribution. It is enlightening to compare the various estimator of the variance of SR. We provide in table 2 the computation of these volatilities for various values of SR and n according to formula σ IID,3 For reference, we have also provided in appendix computation according to formula σ IID,1 respectivly σ IID,2 in table 3 and 4 as well as the difference with our best estimator of the variance of the Sharpe ratio. . SR variance is quite large as for instance for an empirical Sharpe ratio of 1 and 12 month of data, the variance represents almost .36 or 36% of it. If we take a quantile of 97.5% whose student quantile is 2.201 (for 11 degree of freedom) as opposed to the normal well known quantile of 1.96, this implies that our Sharpe ratio lies between 1 ± 2.201 × 0.359 which provides as boundaries that the empirical Sharpe lies between [0.210, 1.790]. This is very wide range and shows the imprecision of the Sharpe. Even for longer maturities like 5 years, the range is still wide: 1 ± 2.00 × 0.159 = [0.682, 1.318].
Efficiency of the empirical Sharpe ratio
Using the Frechet Darmois Cramer Rao inequality, we can prove the following result that shows that the empirical SR is asymptotically efficient in the sense that it achieves the Cramer Rao bound Proposition 2. under normal i.i.d. returns assumption, the estimator resulting from the empirical SR and the empirical variance is asymptotically efficient, meaning that it achieves the lower bound in terms of Cramer Rao bound given by
Proof. Given in A.0.2
Weaker conditions
Lo (2002), Mertens (2002) and later Christie (2005) derived the asymptotic distribution of the Sharpe ratio under the more relaxed assumption of stationarity and ergodicity. Opdyke (2007) interestingly showed that the derivation provided by Christie (2005) under the non-IID returns condition was in fact identical to the one provided by Mertens (2002) . Liu, Rekkas, and Wong (2012) and Qi, Rekkas, and Wong (2018) improved approximation accuracy to order O(n −3/2 ) .
Sample SR under AR(1) assumptions 3.6.1. Exact distribution for normal AR(1)
The i.i.d. normal assumption for the return is far from being verified in practice. A more realistic set-up is to assume that the returns follow an AR(1) process defined as follows:
where v t is an independent white noise processes (i.i.d. variables with zero mean and unit constant variance). To assume a stationary process, we impose
It is easy to check that equation 24 is equivalent to
We can also easily check that the variance and covariance of the returns are given by
Both expressions in 27 are independent of time t and the covariance only depends on |t − u| implying that R t is a stationary process. If we now look at the empirical SR under these assumptions, it should converge to
Impact of sub-sampling
Another interesting feature that was first mentioned in Lo (2002) , is the impact of computing annual Sharpe using monthly data. This can be formalized as follows: Let us define the q period return as
where in our definition, we have ignored the effects of compounding for computational efficiency 1 . We are interested in measuring effect of autocorrelation and heteroscedasticity of returns on the Sharpe ratio and the impact of using for instance monthly return for computing annual Sharpe. Let us denote by SR(q) the SR computed with q period returns. Its limit is defined as follows: . This is the subject of the following proposition Proposition 3. The ratio between the q period returns SR(q) and the regular SR is the following:
If the return process is stationary with a constant variance σ 2 = V ar[R t ] = σ 2 ∞ and stationary 1 Of course, the exact expression for compounding returns is R t (q) ≡ q−1 i=0 (1 + R t−j ) − 1. But the sake of clarity, we can ignore the compounding effect in our section as this will be second order effect. Equally, we could use log or continuously compounded returns defined as log(P t /P t−1 ) in which case, our definition would be exact correlation denoted by ρ v−u = Corr(R u , R v ), this relationship simplifies to
If in addition, the returns follow an AR(1) process ρ k = ρ k , equation 32 becomes
If the returns are non correlated (ρ k = 0), equation 33 becomes
The last equation is the so called square root rule that states that the annual Sharpe is equal to √ 12 the monthly Sharpe.
Proof. Given in A.0.3
A numerical result is provided in table 7. Proposition ?? is important as it shows that the compounding effect (computing annual Sharpe with monthly return) can have some large impact when using the square root rule to convert the monthly Sharpe to the annual Sharpe in presence of autocorrelation and heteroscedasticity.
Conclusion
Even if Sharpe ratio is the norm of funds financial analysis, we have shown that its empirical estimate has various bias that makes its usage for ranking questionable. Generally, there is well reported literature that Sharpe ratios are skewed to the left, fat tailed and very sensitive to small samples (see Goetzmann, Ingersoll, Spiegel, and Welch (2002) ). Not surprisingly, the bias are highly influenced by the statistical properties of the returns time series (and in particular auto-correlation and heteroscedasticy). Our work extends previous results in terms of the real distribution of the empirical Sharpe ratio and give as a by-product standards results obtained in the Sharpe ratio financial literature. This work advocates for more substantial analysis when ever comparing funds and in particular a good understanding of investment style to identify potential skew and autocorrelation in fund presented performance monthly returns. This also encourages to use various other performance ratios to analyze deeply funds performance.
Appendix A. Various Proofs
A.0.1. Proof of Proposition 1 Section 2.5 states that √ n SR tends asymptotically to a normal distribution whose first two moments are given by the asymptotic limit of 15 and 17. 17 provided the exact formula for the standard deviation of √ nSR. Using a Taylor expansion in power of 1 n leads to the following result
This is the result obtained by Lo (2002) . It is obviously equivalent asymptotically to σ IID,2 . If we use the result provided by 8, we have another approximation for the standard deviation given by
. Proof of Proposition 2
The log-likelihood of i.i.d. returns with normal distribution with unknown Sharpe ratio s and variance v is given by
The Fisher information for the estimator resulting from the empirical SR and the empirical variance is computed as the expected opposite of the second order derivative of the log likelihood with respect to the parameters denoted by θ = (s, v)
This log-likelihood is computed for the parameters that maximizes the log likelihood and given bys
Straight computation using 41 leads to
This implies that the Fisher information is given by
Inverting is trivial and leads to the Cramer Rao bound as follows:
Now if we consider the estimator given by the empirical Sharpe ratio and the variance Ŝ R,v T . It is an unbiased estimator of [s, v] T . Equations 17 and 15 state that the variance ofŜR is given by
whose asymptotic limit is (see 18)
1+s 2 /2 n . The variance of the empirical variance is well known and given by
that is asymptotically equivalent to 2σ 4 n . The covariance term between the empirical SR and the variance is more involved and can be found in Mertens (2002 ) or Pav (2016 and is asymptomatically equivalent to by −sσ 2 n which concludes the proof as the estimator given by the empirical Sharpe ratio and the variance achieves the Cramer-Rao lower bound asymptotically.
A.0.3. Proof of Proposition 3
The numerator of the empirical SR converges to q(µ − R f ) where µ denotes the returns mean. The denominator can be expanded to measure the impact of (auto)correlation between returns as follows:
Using the change of variable, k = j − i, denoting by ρ u,v = Corr(R u , R v ) and by σ 2 u = V ar(V ar(R u ), we get the following expression:
Computed the fraction
SR(q) SR
leads to the result of equation 31. This is the most general formula that extends the one of Lo (2002) . If the return process is stationary with a constant variance, then
• σ u does not depend on u and can be denoted by σ, • ρ u,v only depends on the absolute difference between u and v and is written for v ≥ u as ρ v−u Then equation 51 becomes
Again, computing the fraction
leads to the result of equation 32.
For AR(1) process, we have ρ k = ρ k and equation 52 becomes
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B.2. Compounding effect
