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Abstract
We study adaptation of a haploid asexual population on a fitness landscape defined over binary genotype sequences of length L.
We consider greedy adaptive walks in which the population moves to the fittest among all single mutant neighbors of the current
genotype until a local fitness maximum is reached. The landscape is of the rough mount Fuji type, which means that the fitness
value assigned to a sequence is the sum of a random and a deterministic component. The random components are independent and
identically distributed random variables, and the deterministic component varies linearly with the distance to a reference sequence.
The deterministic fitness gradient c is a parameter that interpolates between the limits of an uncorrelated random landscape (c = 0)
and an effectively additive landscape (c → ∞). When the random fitness component is chosen from the Gumbel distribution,
explicit expressions for the distribution of the number of steps taken by the greedy walk are obtained, and it is shown that the walk
length varies non-monotonically with the strength of the fitness gradient when the starting point is sufficiently close to the reference
sequence. Asymptotic results for general distributions of the random fitness component are obtained using extreme value theory,
and it is found that the walk length attains a non-trivial limit for L → ∞, different from its values for c = 0 and c = ∞, if c is scaled
with L in an appropriate combination.
Keywords: Adaptation, Genotype space, Extreme value theory, Asexual population
1. Introduction
Ever since the concept of the fitness landscape was intro-
duced by Sewall Wright (1932), it has played a central role in
evolutionary biology (de Visser and Krug, 2014). Among the
different variants of the concept used in the literature, we here
restrict ourselves to fitness landscapes that map the genotype
space into the real numbers by assigning a fitness value to ev-
ery genotype. With this definition, the fitness landscape pro-
vides an intuitive picture of evolution as a hill-climbing pro-
cess. A convenient choice for the genotype space is the L-
dimensional hypercube {0, 1}L, which contains all binary se-
quences C = (1, 0, 1, . . . , 1, 1) of length L. Rather than spec-
ifying the genome on the level of DNA base pairs, the binary
sequences keep track of the presence or absence of mutations
compared to a wild-type genome, or (in a more coarse-grained
representation) the presence or absence of entire genes.
In addition to the underlying fitness landscape, the dynam-
ics of adaptation is governed by the population size N and the
mutation rate U per genome, both of which are to be compared
to the scale of fitness differences summarized in a typical se-
lection coefficient s. In the strong selection / weak mutation
(SSWM) regime characterized by the conditions Ns ≫ 1 and
NU ≪ 1 the population is monomorphic for most of the time,
and the adaptive process is guided by the landscape structure
in a simple way (Gillespie, 1983, 1984). If a mutation to a
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fitter genotype occurs it has a nonzero probability of fixing in
the population, whereas a mutation to a sequence with lower
fitness is certain to go extinct. The low mutation rate makes
it very unlikely for double mutations to occur. Accordingly,
in this regime the population behaves as a point in sequence
space that moves uphill in the fitness landscape by single muta-
tional steps, a process referred to as an adaptive walk (Gillespie,
1983, 1984; Kauffman and Levin, 1987). An obvious feature of
adaptive walks is that they end on a fitness maximum, that is, a
genotype without fitter one-mutant neighbors. This makes the
walk length, the number of steps until a maximum is reached, a
property of interest.
A simplified version of the adaptive walk problem where
the effect of mutant fitness on the fixation probability of ben-
eficial mutations is neglected and any neighboring genotype
of higher fitness can fix with equal probability was stud-
ied by Macken and Perelson (1989) and Flyvbjerg and Lautrup
(1992). For rugged landscapes without fitness correlations
the mean number of steps of such ‘random’ adaptive walks
was found to be of the order of ln L. When the effect of
the fixation probability is incorporated the mean walk length
is still logarithmic in the number of loci, but the coefficient
of ln L becomes dependent on the distribution of fitness val-
ues (Gillespie, 1983; Orr, 2002; Neidhart and Krug, 2011; Jain,
2011; Seetharaman and Jain, 2011). If the infinite L limit is
taken the walks no longer terminate and adaptation can be stud-
ied through the unbounded increase of the mean fitness of the
population (Park and Krug, 2008).
When the population size is increased beyond the SSWM
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regime, the number of segregating sites becomes larger
than two. In asexual populations this implies that two
beneficial mutations compete with each other for fixation
and the one with the larger fitness will be fixed pref-
erentially. This phenomenon is connected to the Hill-
Robertson effect (Hill and Robertson, 1966) and is commonly
known as clonal interference (Gerrish and Lenski, 1998; Wilke,
2004; Park and Krug, 2007; Desai and Fisher, 2007; Park et al.,
2010). A rough criterion for the clonal interference regime is
provided by the condition NU ln N ≫ 1. If we denote the mean
fixation time in this regime by T0 (which depends on N, U, and
s), almost all beneficial single mutant neighbors of the most
populated genotype will be present during the fixation process
if NUT0 ≫ L. To model this regime by an adaptive walk, we
use a deterministic rule for the next step: the walker chooses
the genotype with the largest fitness among the sequences that
are one mutation away. This kind of adaptive walk was called
a ‘perfect’ or ‘gradient’ adaptive walk by Orr (2002, 2003), but
here we follow Kauffman and Levin (1987) in referring to it as
a greedy walk. Orr (2003) calculated the length of a greedy
adaptive walk on an uncorrelated fitness landscape using an or-
der statistics approach that is independent of the fitness distri-
bution, provided it is continuous. In the limit L → ∞ the mean
walk length is given by e − 1 ≈ 1.72, which was suggested to
be a lower bound on the mean number of steps for any adap-
tive walk [see also Rosenberg (2005)]. Note that for this de-
scription to faithfully represent adaptation under strong clonal
interference, the mutation rate has to be small enough such that
the creation of double mutants can be neglected (Szendro et al.,
2013a).
The studies of adaptive walks mentioned above were based
on the assumption of an uncorrelated random fitness land-
scape with maximal ruggedness, which is not supported by
empirical evidence (Miller et al., 2011; Szendro et al., 2013b;
de Visser and Krug, 2014). The effect of fitness correlations
on adaptive walks has so far been addressed mostly in the
context of ‘block model’ landscapes in which the genotype
is subdivided into independent modules, each of which is as-
signed a random fitness, and the mean walk length is ad-
ditive over modules (Perelson and Macken, 1995; Orr, 2006;
Seetharaman and Jain, 2014; Nowak and Krug, 2015). Here
we consider greedy adaptive walks on another class of tunably
rugged fitness landscapes, the rough mount Fuji (RMF) model,
which was originally introduced in the context of protein evo-
lution (Aita et al., 2000). In the RMF model an uncorrelated
random fitness landscape is superimposed on a linear fitness
gradient, and the slope of this gradient serves as a tuning pa-
rameter controlling the ruggedness of the landscape.
The RMF model has recently been found to provide a
convenient parametrization of many empirical fitness data
sets (Franke et al., 2011; Szendro et al., 2013b; Neidhart et al.,
2013), while at the same time allowing for detailed math-
ematical analysis of a wide range of landscape proper-
ties (Neidhart et al., 2014; Park et al., 2015). Of particu-
lar interest for our work are the results on the existence of
selectively accessible mutational pathways, defined here as
pathways to the global fitness maximum along which fit-
ness increases monotonically and which are moreover di-
rected, in the sense that the distance to the global optimum
decreases in each step (Weinreich et al., 2005; Franke et al.,
2011). Hegarty and Martinsson (2014) have shown that such
pathways exist in the RMF model with a probability approach-
ing unity for L → ∞, whereas this probability tends to zero
for uncorrelated landscapes. A population following a directed
accessible pathway would perform an adaptive walk of O(L)
steps, much longer than the walks on uncorrelated landscapes.
However, the biological significance of accessible paths is not
evident, because an evolving population may not find them even
if they exist (Szendro et al., 2013a; Park et al., 2015).
In this paper, we study greedy adaptive walks on the RMF
fitness landscape, focusing on the mean number of steps when
L is very large. For a specific choice of the distribution of the
random fitness component in the RMF model we obtain an ana-
lytic solution for the full distribution of walk lengths and show
that it attains a non-degenerate limit for L → ∞, similar to Orr’s
analysis of the uncorrelated case (Orr, 2003). We also consider
the dependence of the walk length on the distance of the ini-
tial genotype from the reference state, and show that in a range
of distances the walk length varies non-monotonically with the
strength of the fitness gradient.
Arbitrary distributions of the random fitness component
can be treated in the limit L → ∞ by exploiting the
convergence of the maximum of L random variables to
one of the universal distributions of extreme value theory
(EVT) (de Haan and Ferreira, 2006). The EVT approach to
adaptation was pioneered by Gillespie (1984) and Orr (2002)
and has meanwhile become an established conceptual frame-
work that allows to organize and quantify the relation between
the distribution of mutational effects and the corresponding
adaptive behavior (Joyce et al., 2008; Orr, 2010; Rokyta et al.,
2008; Schenk et al., 2012; Bank et al., 2014). Similar to the
analysis of fitness landscape properties for the RMF model pre-
sented by Neidhart et al. (2014), we find that the behavior of the
walk length is governed by the interplay between the rugged-
ness parameter and the tail properties of the distribution of the
random fitness component. Specifically, if the tail of the distri-
bution is fatter than exponential, the walk length reverts to the
behavior found by Orr for uncorrelated landscapes for any fixed
value of the fitness gradient. On the other hand, for tails thinner
than exponential the effective strength of the fitness gradient in-
creases without bound with increasing L, such that the greedy
walks traverse the entire landscape with high probability for
L → ∞. A non-trivial limit of the walk length is attained only
when c and L are scaled together in a particular combination.
2. Definitions
The RMF fitness landscape is constructed from an additive
‘mount Fuji’ fitness landscape by adding an independent and
identically distributed (i.i.d.) random variable to the fitness of
every genotype. By C we denote a binary sequence of length
L which represents the genotype. In particular, we will call the
sequence Cr = (1, 1, . . . , 1) the reference sequence which has
the largest fitness in the purely additive landscape. Its antipodal
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point on the hypercube, the sequence with all elements 0, will
be denoted by Ca. The fitness of a sequence C in the RMF
fitness landscape is then assigned as
W(C) = −cdr(C) + ξC, (1)
where dr(C) is the Hamming distance between C and the refer-
ence sequence Cr, c is a positive real number, and {ξC} are i.i.d.
random variables with probability density f (ξ) and cumulative
distribution function F(ξ), defined as
F(ξ) =
∫ ξ
−∞
f (x) dx. (2)
The definition (1) should be interpreted in the Malthusian
sense, where fitness values can be positive or negative. What
Hegarty and Martinsson (2014) proved is that for c > 0 in the
limit L → ∞ there is almost surely a directed path from the
antipode Ca to the reference sequence Cr along which fitness
is monotonically increasing, irrespective of the actual form of
f (ξ), whereas for c = 0 such paths almost surely do not exist.
Since we are interested in greedy walks, the statistics of the
maximal value among groups of i.i.d. random variables will
play an important role. For this reason we introduce the proba-
bility Gk(x) that the largest value among L − k + 1 (k ≥ 1) i.i.d.
ξ’s is smaller than x, which is
Gk(x) ≡
(∫ x
−∞
f (y)dy
)L−k+1
= F(x)L−k+1, (3)
with the corresponding density gk(x)
gk(x) = (L − k + 1) f (x)F(x)L−k. (4)
The reason for considering L − k + 1 variables rather than k
variables will become clear in Sec. 3.
As has been noted previously (Franke et al., 2010, 2011;
Neidhart et al., 2014), many properties of the RMF model take
on a particularly simple form when the random variables ξC are
drawn from the Gumbel distribution f (x) = e−x−e−x , and we will
adopt this choice in Sec. 3. For the Gumbel distribution, Gk(x)
and gk(x) become
gk(x) = (L − k + 1)e−x−(L−k+1)e−x , (5)
Gk(x) =
∫ x
−∞
gk(x) = e−(L−k+1)e−x . (6)
The Gumbel distribution is one of the three universal
limiting distributions that arise in extreme value theory
(de Haan and Ferreira, 2006), and we will exploit this connec-
tion in Sec. 4 where we study the properties of greedy adaptive
walks for general choices of the distribution f (x).
3. Gumbel-distributed random fitness component
3.1. Greedy walks starting from the antipodal sequence
Our analysis begins with the greedy walk starting from the
antipodal sequence Ca. As mentioned before, the probability
that at least one accessible path from Ca to Cr exists converges
to unity as L → ∞ for any finite c > 0 (Hegarty and Martinsson,
2014). If the greedy walker takes such a path with probabil-
ity of O(1), the mean number of steps will be O(L). On the
other hand, the RMF with c = 0 is identical to the uncorrelated
rugged landscape or the House-of-Cards model (Kingman,
1978) and the mean number of steps of greedy walks is e − 1 ≃
1.72 in the limit of infinite L (Orr, 2003). Thus the first question
to address is whether the greedy walk length remains finite for
L → ∞ when c > 0.
3.1.1. Exact solution
To find the mean walk distance, we consider the probability
Hl that the walker takes at least l steps. For convenience, we
denote the sequence at the l-th step by Cl with C0 = Ca. The
fitness of Cl is the largest among the single mutant neighbors
of Cl−1. To find Hl, we make the assumption that dr(Cl) is a
decreasing function in l, that is, the walker only takes steps in
the direction towards the reference sequence Cr, referred to as
the uphill direction in the following. This assumption is plau-
sible if L ≫ l, because a downhill step is possible only if the
largest among the l random fitness components of the downhill
neighbors exceeds the largest among the L − l random fitness
components of the uphill neighbors by at least 2c . Obviously,
for reasonably large L and a setting with rather short walks, this
probability is negligible. The validity of this assumption will
be ascertained later in a self-consistent way. Once the Hl have
been determined, it follows that the greedy walk takes exactly l
steps with probability Hl − Hl+1 and, in turn, the mean number
of steps is
〈l〉 =
L∑
l=1
l (Hl − Hl+1) =
L∑
l=1
Hl, (7)
where HL+1 is set to 0.
Let Jl(x) be the probability that the walker takes at least l
steps with W(Cl) < −c(L − l) + x and let jl(x) = ddx Jl(x) (l =
0, 1, . . . , L). Obviously,
Hl = lim
x→∞
Jl(x) =
∫ ∞
−∞
jl(y)dy. (8)
A recursion relation for jl(x) can be derived immediately from
the definition:
jl(x) = gl(x)Jl−1(x + c) = gl(x)
∫ x+c
−∞
dy jl−1(y) (9)
with j0(x) = f (x) = e−x−e−x . Since Cl−1 has L − l + 1 near-
est neighbors in the uphill direction, we have considered gl(x)
defined in Eq. (4) in the recursion relation.
Introducing
ak = e
−kc +
k−1∑
m=0
(L − k + m + 1)e−mc
=
L
(
1 − e−kc
)
− e−(k+1)c − k
1 − e−c +
1 − e−(k+1)c
(1 − e−c)2 (10)
3
which satisfies the recursion relation ak+1 = (L−k)+e−cak with
a0 = 1, we can write
jl(x) = L!(L − l)!

l−1∏
k=0
1
ak
 e−x−ale−x , (11)
for l ≥ 1, which can be proved straightforwardly by mathemat-
ical induction. Thus, we get
Hl =
l∏
k=1
L − k + 1
ak
(12)
as an exact expression for the distribution of walk length. Note
that in the above derivation, the sign of c does not play any
role, which implies that the case of negative c can be studied
within the same scheme and Eq. (12) is valid for any c. By
symmetry, a greedy walk with negative c can be interpreted as
a walk starting from the reference sequence Cr (see Sec. 3.2 for
further discussion).
Since it does not appear feasible to extract simple analytic
formulae from (12) for arbitrary c and L, below we will present
approximate calculations for certain limiting cases. Before
delving into detail, we derive a simple upper bound on 〈l〉.
Since ak ≥ (L− k+ 1)+ (L− k+ 2)e−c ≥ (L− k+ 1)(1+ e−c) for
k ≥ 2 and a1 = L + e−c ≥ L,
Hl ≤ (1 + e−c)−(l−1), (13)
which gives
〈l〉 =
L∑
l=1
Hl ≤
∞∑
l=1
(1 + e−c)−(l−1) = 1 + ec. (14)
This upper bound clearly shows that 〈l〉/L → 0 as L → ∞ for
any c when ξC is drawn from the Gumbel distribution. That is,
it is highly unlikely that a greedy walk can follow an accessible
path all the way to the reference state, although such paths exist
with probability 1 as shown by Hegarty and Martinsson (2014).
3.1.2. The limit L → ∞ at finite c
Since Eq. (13) is valid for any L, Hl should be exponentially
small for l ∼ O(L) once L ≫ ec. This self-consistently affirms
the validity of the assumption used in writing down Hl. In order
to extract the L → ∞ limit of Hl from (12) , we use ak ∼
L(1 − e−kc)/(1 − e−c) to obtain
Hl =
l∏
k=1
1 − e−c
1 − e−kc . (15)
This expression has an appealing interpretation in terms of so-
called q-analogues (Koekoek et al., 2010). Recall that the q-
analogue of a number n can be defined by [n]q = (1−qn)/(1−q),
which satisfies the basic property that limq→1[n]q = n. Defining
the q-factorial as [n]q! =
∏n
k=1[k]q, we see that Hl = ([l]e−c!)−1
which reduces to Orr’s result Hl = (l!)−1 in the limit c → 0,
e−c → 1. Moreover, the mean walk length is given by
〈l〉 =
∞∑
l=1
Hl = expe−c (1) − 1, (16)
where expq(x) is the q-exponential function, defined as
expq(x) =
∞∑
n=0
1
[n]q!
xn.
In fact an alternative derivation of (15) can be set up in complete
analogy to the original approach of Orr (2003) [see Neidhart
(2014)].
We note for later reference that the expression (15) has been
derived previously for the probability that l random variables
yk = xk + ck are ascendingly ordered, y1 < y2 < ... < yl,
where the xk are drawn independently from a Gumbel distri-
bution (Franke et al., 2010). The reason for this coincidence
will become clear below in Sec. 4.1.
3.1.3. Approximations for large and small c
We next evaluate (15) for large and small c, respectively. If
c ≫ 1, Hl can be approximated as
Hl ≈
(1 − e−c)l−1
1 − e−2c (17)
for l ≥ 2 and H1 = 1. In the above approximation, we have
kept terms up to O(e−2c) in the denominator. Hence the mean
distance becomes
〈l〉 ≈ 1 +
∞∑
k=2
(1 − e−c)k−1
1 − e−2c =
ec − e−2c
1 − e−2c ≈ e
c + e−c (18)
which is close to the upper bound of Eq. (14).
For |c| ≪ 1, we expand (1−e−c)/(1−e−kc) up to O(c3), which
yields
1 − e−c
1 − e−kc ≈
1
k exp
(
k − 1
2
c − k
2 − 1
24
c2 + O(c4)
)
. (19)
Accordingly, Hl is approximated as
l!Hl ≈ exp
(
l(l − 1)
4 c − (2l
3 + 3l2 − 5l) c
2
144 + O(c
4)
)
=1 + (l)2
4
c +
9(l)4 + 32(l)3
288 c
2
+
3(l)6 + 32(l)5 + 72(l)4 − 24(l)2
1152 c
3 + O(c4), (20)
where the Pochhammer symbol (l)k = l!/(l− k)! has been used.
Since ∑∞l=1(l)k/l! = e − δk,0, the mean distance becomes
〈l〉 = e
(
1 + 1
4
c +
41
288c
2 +
83
1152c
3
)
− 1, (21)
which reproduces the result by Orr (2003) when c = 0. The fact
that the leading order correction is linear in c implies that walks
starting at the references sequence (c < 0) are shorter than e−1
when |c| is small. We will see below in Sec. 3.2 how this result
generalizes to walks starting close to, but not at the reference
sequence.
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Figure 1: Semi-logarithmic plot of the mean walk length 〈l〉 as a function of
the strength c of the fitness gradient. Simulation data are shown together with
the approximations Eqs. (18), (22), and the upper bound Eq. (14). Inset: Linear
plot of 〈l〉 vs. c together with Eq. (21)
If c < 0 and |c| ≫ 1, (L − k + 1)/ak ≈ e−(k−1)|c| and Hl =
O(e−l(l−1)|c|/2). Hence, to keep terms up to order O(e−2|c|), it is
enough to consider only H1 + H2, which gives
〈l〉 = 1 + e−|c| − e−2|c| + O(e−3|c|). (22)
Note that even if |c| → ∞, the walker takes at least one step.
This is because we take L → ∞ limit before |c| → ∞ limit and
under this order of limits the probability that the reference se-
quence is a local maximum is zero for any c. For later purposes
we recall that the probability for a sequence at distance d from
the reference sequence to be a local fitness maximum is given
by (Neidhart et al., 2014)
pmaxc (d) =
1
1 + dec + (L − d)e−c (23)
which vanishes when the limit L → ∞ is taken for d = 0 and
fixed c. Thus the walker needs to take at least one step to reach
a maximum.
In Fig. 1, we compare 〈l〉 obtained from simulations of 108
independent realization with sequence length L = 230 to the
approximations Eqs. (18), (21), and (22) together with the up-
per bound of Eq. (14). The simulation method is explained in
Appendix A. As a rule of thumb, the large |c| approximations
work well for |c| > 1 and the approximation for |c| ≪ 1 becomes
accurate for |c| < 1.
3.1.4. The limit c → ∞ at finite L
For finite L, it is clear that the mean walk length should ap-
proach L as c → ∞. This limit can be attained when c is much
larger than the (typical) largest value among L i.i.d. random
variables. For the Gumbel case, this corresponds to ln L ≪ c
or Le−c ≪ 1. To find an approximate solution of 〈l〉 under this
condition, we go back to Eq. (12) and expand (L − k + 1)/ak in
terms of e−c as
L − k + 1
ak
≈ 1 − e−c
(
1 + 1
L − k + 1
)
(24)
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Figure 2: Mean walk length 〈l〉 is analyzed for large c by plotting 1 − 〈l〉L−1
vs. Le−c for L = 26, 27, . . . , 212 . All data points nicely collapse onto a single
curve which is the scaling function Λ(x) in Eq. (27). The asymptotic behavior
Λ(x) ≈ x/2 for x → 0 is also confirmed.
for k ≥ 2 and L/a1 ≈ 1 − e−c/L, where we have kept terms up
to O(e−c). Hence
Hl ≈ 1 − e
−c
L
− e−c
l∑
k=2
(
1 + 1
L − k + 1
)
= 1 − e−c(l − 1) − e−c
l∑
k=1
1
L − k + 1 , (25)
which gives
〈l〉 ≈ L − e−c
L(L − 1)2 +
L∑
l=1
l∑
k=1
1
L − k + 1

= L
(
1 − L + 1
2
e−c
)
. (26)
As anticipated, Le−c appears as an expansion parameter and 〈l〉
approches L as c → ∞. Thus, it is quite plausible to assume a
scaling form such that
1 − 〈l〉
L
= Λ
(
Le−c
)
, (27)
where Λ(x) is a scaling function with asymptotic behavior
Λ(x) ≃ x/2 for sufficiently small x. That is, if we plot 1 − 〈l〉/L
as a function of Le−c for sufficiently large L, the data obtained
for different combinations of L and c should collapse onto a
single curve. To confirm this, we performed simulations for L
ranging from 26 to 212. Figure 2 which is the result of 108 in-
dependent realizations for each data point indeed confirms the
existence of such a scaling function.
3.2. Greedy walks with arbitrary starting point
In this section, we relax the assumption that the walk always
starts at the antipodal sequence Ca and calculate the mean num-
ber of steps in the case that the initial genotype has Hamming
5
distance d0 from the reference sequence Cr. Note that the case
treated in the previous section correspond to d0 = L and the case
with c < 0 in the previous section can be understood as a greedy
walk starting at d0 = 0 with positive c. We consider the limit
L, d0 → ∞ with α = d0/L kept finite. Since the RMF landscape
is symmetric under the simultaneous transformations c 7→ −c
and d0 7→ L − d0, we can set c to be non-negative without loss
of generality.
3.2.1. Exact asymptotic solution
Unlike the previous section, the initial genotype has O(L)
neighbors in both the uphill and downhill directions, and we
cannot exclude the possibility that the walker takes a downhill
step. Assume that the walker arrives at the sequence Cl at the
l-th step and dr(Cl) = d. Note that d0 − d needs not be the same
as l. Now, we introduce the function
q(y, σ) =

d(F(y)d )
dy (F(y + 2c))L−d if σ = +1,
d(F(y)L−d )
dy (F(y − 2c))d if σ = −1,
(28)
which is interpreted as the probability density that the largest
fitness among the uphill (downhill) neighbors has the random
contribution y and all downhill (uphill) neighbors have smaller
fitness when σ = 1 (−1).
As in Sec. 3.1, the probability of taking at least l steps is
denoted by Hl. Since the walker may move in the uphill or
downhill direction with non-negligible probability, we have to
take into account all possible combinations of directions. If
σl ∈ {±1} is the change in the distance from the antipodal se-
quence Ca at the l-th step, then the change in d over a path
is stored in an ordered set {σ}l = (σ1, σ2, . . . , σl). Defining
Ml ≡
∑l
i=1 σi, the Hamming distance from Cr after l steps is
d = d0 − Ml. We assume (and will subsequently verify) that
the probability that the walker takes O(L) steps is exponentially
small for large L. Accordingly, the scaled distance d/L and
therefore the function q(y, σ) in (29) do not change significantly
during the walk. Within this assumption, we can approximate
(28) in the form
q(y, σ) = LβsσQ(x + σc), (29)
where β = αec + (1 − α)e−c, s1 = αec/β, s−1 = 1 − s1, and
Q(x) = exp(−x − e−xLβ), which is independent of l.
Let Jl(x, {σ}l) be the probability that a walk has moved ac-
cording to {σ}l and the fitness of the sequence at the lth step is
smaller than −c(d0−Ml)+ x. With jl(x, {σ}l) = ddx Jl(x, {σ}l) we
then have, in analogy to (8),
Hl =
∑
{σ}l
Jl(∞, {σ}l) =
∑
{σ}l
∫ ∞
−∞
jl(x, {σ}l)dx, (30)
where the summation is over all possible 2l combinations of
{σ}l. Similar to (9) one can construct a recursion relation for jl,
which reads
jl(x, {σ}l) = q(x, σl)Jl−1(x + σlc, {σ}l−1)
= q(x, σl)
∫ x+σlc
−∞
jl−1(y, {σ}l−1)dy. (31)
For l = 1,
j1(x, {σ}1) = q(x, σ1)
∫ x+σ1c
−∞
f (y)dy
= q(x, σ1)F(x + σ1c) ≈ q(x, σ1), (32)
where we have approximated F ≈ 1 because the relevant fitness
values reside far in the tail of the distribution when L is large.
If we neglect the effect of the change in d on q(x, σl) as as-
sumed above, we get
Jl(∞, {σ}l) ≈ (Lβ)l

l∏
k=1
sσk

∫ ∞
−∞
dylQ(yl + σlc)×
×
2∏
k=l
′
∫ yk+σkc
−∞
Q(yk−1 + σk−1c)dyk−1
=
l∏
k=1
sσk
1 +
∑k−1
m=1 exp(−cMm)
, (33)
where
∏′ in the second line signifies an index-ordered product
in descending order of k, which should be interpreted as 1 if
l = 1. The solvability of the nested chain of integrals in (33)
is specific to the Gumbel distribution; see Appendix B. From
Eqs. (30) and (33), we arrive at our central result
Hl =
∑
{σ}l
l∏
k=1
sσk
1 +
∑k−1
m=1 exp(−cMm)
(34)
which reduces to Eq. (15) when α = 1.
3.2.2. Dependence of the walk length on α and c
Since exp(−mc) ≤ exp(−cMm) ≤ exp(mc) and s1 + s−1 = 1,
the expression (34) is bounded from below and above by its
values for α = 0 and α = 1, respectively
Hl|α=0 =
l∏
k=1
1 − ec
1 − ekc ≤ Hl ≤
l∏
k=1
1 − e−c
1 − e−kc = Hl|α=1. (35)
In fact, using ddα s1 = − ddα s−1 ≥ 0 and exp(−c+ A) ≤ exp(c+ A)
for any real A, one can easily see that ddαHl ≥ 0, where the
equality holds only when c = 0. That is, Hl is an increasing
function of α, and correspondingly the mean walk length (7)
decreases monotonically as the position of the starting point
approaches the reference sequence, which is easily conceivable.
By contrast, the dependence of the mean walk length on c is
more complex. We have seen above in Sec. 3.1.3 that the walk
length decreases with increasing c when the walk starts at the
reference sequence (α = 0), and we will now show that such an
initial decrease occurs whenever α < 12 . On the other hand, for
very large c the walk length must approach αL for any α > 0,
and we must therefore expect a non-monotonic dependence on
c for 0 < α < 12 . Such a behavior was already reported by
Neidhart et al. (2014) on the basis of numerical simulations.
When c ≪ 1, we can approximate Hl up to O(c2) as
(see Appendix B for the derivation)
l!Hl = 1 + δ
(l)2
4
c + δ2c2
9(l)4 + 32(l)3
288 + (1 − δ
2)c2 7(l)3
108 , (36)
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Figure 3: The mean walk length 〈l〉 is plotted as a function of c for different
starting points α = 2−1, 2−3, and 2−7 (from top to bottom) with comparison to
the expansion in Eq. (37). The sequence length is L = 260 and the number of
independent runs for each data point is 109 .
where δ = s1 − s−1 = (αec − (1 − α)e−c)/β. Accordingly, the
mean number of steps becomes
〈l〉 ≈ e − 1 + δ
4
ec +
41δ2
288 ec
2 +
7
108(1 − δ
2)ec2
≈ e − 1 + 2α − 1
4
ec +
123 + 596α(1 − α)
864 ec
2, (37)
where we have also expanded δ up to O(c2). Hence 〈l〉 is an
increasing function of c for α ≥ 12 when c is small enough,
while for α < 12 the mean walk length initially decreases with
c for small c. Since the walk length is known to increase at
large c, it follows that there must be a turning point which, in
the quadratic approximation (37), is given by
cturn ≈ 108(1 − 2α)123 + 596α(1 − α) . (38)
A comparison of Eq. (37) with simulations is shown in Fig. 3,
which illustrates the accuracy of the analytic expression (37) for
small c. As predicted, it also confirms the absence of a turning
point for α ≥ 12 . As α decreases, the position of the turning
point found in the simulations moves to larger c, which makes
the small c approximation inaccurate for precisely pinpointing
cturn.
From Fig. 3, the position cturn of the turning point seems to
diverge as α → 0. When α = 0, the mean walk length decreases
as 〈l〉 ≈ 1 + e−c for sufficiently large c as shown in Sec. 3.1.3.
When α is very small, 〈l〉 should therefore first decrease as 1 +
e−c, but eventually increase with c for sufficiently large c. As in
the case of c < 0 and |c| ≫ 1 in Sec. 3.1.3, when 〈l〉 − 1 ≪ 1
this quantity is expected to be well approximated by
〈l〉 − 1 ≈ H2 = s11 + e−c +
s−1
1 + ec
=
1 + εe3c
(1 + ec)(1 + εe2c) , (39)
where ε = α/(1 − α). In Fig. 4, we compare simulation results
for small α (α ≤ 2−10) with Eq. (39), which shows an excellent
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Figure 4: Semi-logarithmic plots of 〈l〉 − 1 vs. c for α = 2−10, 2−20, 2−30, and
2−40 (from top to bottom) with comparison to Eq. (39). The sequence length is
L = 260 and the number of independent runs for each data point is 109 .
agreement as long as 〈l〉 − 1 ≤ 0.1. Hence the turning point can
be found by investigating the minimum of H2, which gives
cturn ≈ −13 ln(2ε), (40)
where we have only kept the leading order of ε ≪ 1. Note that
cturn indeed diverges as α → 0. When c ≤ cturn, the mean walk
length is well approximated by 1 + e−c which is the result for
α = 0 with c ≥ 1.
To put these results into perspective and provide an intuitive
explanation of the observed non-monotonic behavior as a func-
tion of c, it is instructive to compare the mean walk length to
the density of local fitness maxima. Since the walk is trapped at
local maxima, one generally expects an inverse relationship be-
tween the two quantities (Weinberger, 1991; Nowak and Krug,
2015). According to (23), the density of local fitness maxima at
distance d from the reference sequence becomes pmaxc ≈ 1/(βL)
in the limit when L, d → ∞ at fixed α = d/L, where we recall
that β = αec+(1−α)e−c. It is straightforward to check that pmaxc
decreases monotonically with increasing α but displays a max-
imum as a function of c for α < 12 . The maximum is located
at c˜turn = − 12 ln ε which is similar to (40) and also diverges for
α → 0. We may thus conclude that, at least qualitatively, the
behavior of the greedy walk length reflects that of the density
of local maxima.
4. General distribution of the random fitness component
4.1. Reformulation of the problem
Up to now, we have presented a detailed analysis of greedy
adaptive walks for the case of Gumbel-distributed random fit-
ness components. In this section, we will generalize our find-
ings to arbitrary probability distribution functions F(y), focus-
ing on the limit L → ∞. As in Sec. 3.2, the initial geno-
type from which the walker starts has the Hamming distance
d0 from the reference sequence and we take d0, L → ∞ at fixed
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α = d0/L. Under these conditions the walker takes both uphill
and downhill steps. As long as the number of steps taken is
much smaller than L, the walk dynamics can be formulated in
terms of the following game:
At each round n (n = 1, 2, . . .), one generates two random
variables Yn and Y−n, where Yn is drawn from the distribution
F(y)Lα and Y−n from F(y)L(1−α). Then choose the larger one
between Yn+c and Y−n−c. Assuming that the larger one is Yσnn+
σnc where σn can be either 1 or −1, this number is compared to
Xn−1, with X0 = −∞. If Xn−1 is larger than Yσnn + σnc the game
is over. Otherwise, we set Xn = Yσnn and go to the next round.
Then the mean number of steps in the greedy walk is the same
as the mean number of rounds up to the end of the game.
For convenience, we introduce an event
En(σ) = {Yσn + σc > Y−σn − σc & Yσn + σc > Xn−1}, (41)
where Xn−1 is defined as above. With this notation, we can
write down the probability that the game persists at least up to l
rounds as
Hl =
∑
{σ}l
Prob(E1(σ1) ∩ E2(σ2) ∩ · · · ∩ El(σl)), (42)
where the summation is over all possible sequences of σ’s of
length l.
For α = 1 all steps are in the uphill direction and (42) reduces
to a single term with σ1 = σ2 = · · ·σl = 1, which can be
written as
Hl = Prob(Y1 + c < Y2 + 2c < · · · < Yl + cl), (43)
that is, the probability that the sequence of random variables
Yn + cn is ascendingly ordered. This quantity was studied by
Franke et al. (2010) who showed that it is given by (15) when
the Yn’s are drawn from the Gumbel distribution. To see why
this result applies in the present context, we note that the distri-
bution function of the maximum among L i.i.d. Gumbel random
variables is given by
F(y)L = exp[−Le−y] = exp[−e−(y−ln L)] = F(y − ln L), (44)
which is identical to the original distribution up to an overall
shift that doesn’t affect the ordering probability (43).
4.2. Extreme value classes
In order to analyze the problem for general choices of the
distribution function F(y), we exploit the fact that F(y)Lα and
F(y)L(1−α) converge to one of the extreme value distributions
when the limit L → ∞ is combined with a suitable rescaling
of y (de Haan and Ferreira, 2006). Specifically, we introduce
random variables Zk such that Yk = aLZk + bL, where k is an
integer, aL and bL are parameters that depend on L but not on k,
and aL > 0. The parameters aL and bL have to be chosen such
that the distribution of Zk has a well defined limit as L → ∞,
that is, such that
K(z) = lim
L→∞
F(aLz + bL)L (45)
exists and is non-degenerate.
In terms of the transformed random variables, the event
En(σ) can be recast as
En(σ) = {Zσn + σc˜ > Z−σn − σc˜ & Zσn + σc˜ > ˜Xn−1}, (46)
where c˜ = c/aL and ˜Xn = Zσnn. In the following we apply this
approach to the three classes of extreme value distributions.
Gumbel class. As a representative of the Gumbel class of ex-
treme value theory we choose the Weibull distribution F(y) =
1 − e−yθ . Setting
Yk = (ln L)1/θ
(
1 +
Zk
θ ln L
)
= (ln L)1/θ + Zk
θ(ln L)1−1/θ , (47)
the limit (45) becomes the Gumbel distribution
KG(z) = e−e−z (48)
with support −∞ < z < ∞, as can be seen using the approxima-
tion yθ = ln L(1+z/(θ ln L))θ ≈ ln L+z+o(1/ ln L). Accordingly,
c˜ = θc(ln L)1−1/θ. (49)
For the case of an exponential distribution (θ = 1) it follows
that c˜ = c, and we conclude that the results derived in Sec. 3 for
Gumbel-distributed random fitness components in fact apply
asymptotically to all distributions with exponential tails. On
the other hand, when the tail of the distribution is fatter (θ < 1)
or thinner (θ > 1) than exponential, c˜ asymptotically scales to
zero or infinity, respectively, when the limit L → ∞ is taken at
fixed c. This implies that greedy adaptive walks on the RMF
landscape behave asymptotically like those on an uncorrelated
landscape in the first case, their length approaching 〈l〉 = e − 1,
whereas in the second case the walks move all the way to the
reference sequence and 〈l〉 → αL. Because of the logarithmic
dependence of c˜ on L, corrections to this asymptotic behavior
are however expected to be important, and can be obtained from
the results of Sec. 3 by replacing c with c˜.
Fre´chet class. This class comprises distributions with a power
law tail and can be represented by F(y) = 1−y−µ with y > 1 and
µ > 0. Choosing aL = L1/µ and bL = 0, the limit (45) becomes
KF (z) = lim
L→∞
(
1 − z
−µ
L
)L
= e−z
−µ (50)
with the support z > 0. Accordingly, c˜ = c/L1/µ. Assuming
that c remains finite when taking the L → ∞ limit, c˜ approaches
zero and the problem becomes identical to the greedy walk on
an uncorrelated landscape.
Weibull class. Lastly, we consider distributions with bounded
support, as represented by the distribution function F(y) = 1 −
(1 − y)ν with y ∈ [0, 1]. Setting aL = L−1/ν and bL = 1, the
limiting distribution is
KW (z) = e−(−z)ν (51)
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with the support z < 0. Hence, in this case c˜ = cL1/ν. For finite
c, c˜ is effectively infinite so that Hl = 1 and 〈l〉 ≈ αL.
To summarize the results of this section, we have shown that
it is only for distributions with exponential tails that the mean
greedy walk length displays a non-trivial dependence on c, and
in this case the results of Sec. 3 carry over without modification.
In all other cases a non-trivial asymptotic behavior requires that
the strength of the fitness gradient c is scaled with L in such a
way that c˜ has a finite limit for L → ∞.
For the non-Gumbel extreme value classes characterized by
the limiting distributions (50) and (51) a closed-form solution
analogous to that obtained in Sec. 3 for the Gumbel class ap-
pears to be out of reach, with the exception of the Weibull class
with ν = 1, where the explicit formula
〈l〉 =

∞∑
k=0
(−1)k
k! e
−k(k−1)c˜/2

−1
− 1 (52)
can be derived for α = 1 (see Appendix C). In the general case
we therefore resort to approximations that are valid for small
and large c˜, respectively. Apart from their intrinsic interest,
these results can be used to compute corrections to the asymp-
totic walk length when c and L are both finite. Throughout we
assume a general limiting distribution function K(z) with the
corresponding probability density fK(x) = dKdz .
4.3. Small c˜ approximation
We begin with the case α = 1, where previous results for the
ordering probability (43) can be exploited. Indeed, the results
of Franke et al. (2010) imply that
Hl =
1
l! +
c˜
(l − 2)!
∫ ∞
−∞
dx fK(x)2 + O(c˜2) (53)
for l ≥ 2 whenever the integral on the right hand side exists
(note that H1 = 1 independent of c˜). Summing over l it thus
follows that
〈l〉 = e − 1 + ec˜
∫ ∞
−∞
dx fK(x)2 + O(c˜2). (54)
Although the case of general α is more complex [as can be
seen by comparing the expressions (42) and (43)], the extensive
calculations presented in Appendix D and Appendix E yield a
simple result which amounts to replacing c˜ by (2α−1)c˜ in (54).
Evaluating the integral over fK(x)2 for the limiting distributions
(48) and (50), we thus obtain
〈l〉G = e − 1 + 2α − 14 ec˜, (55)
〈l〉F = e − 1 + (2α − 1)ec˜µ2−2−1/µΓ
(
2 + 1
µ
)
(56)
to leading order in c˜. Note that the result for the Gumbel class
is consistent with Eq. (37).
For the Weibull class, the integral on the right hand side of
(54) exists only for ν > 12 , and a more careful analysis is re-
quired to find the leading correction in c˜. Detailed calculations
α = 0.8
α = 0.6
α = 0.4
α = 0.2
c˜
2(
〈l
〉
−
e
+
1)
/(
e(
2α
−
1)
)
10−210−310−4
10−2
10−3
10−4
Figure 5: Double logarithmic plot of 2(〈l〉 − e + 1)/(e(2α − 1)) vs. c˜ for the
Weibull class with ν = 1 and various values of the scaled initial distance α. The
data sets for different α collapse into the line y = x as predicted by Eq. (57).
are found in Appendix E. The final result for the mean greedy
walk length in this case reads,
〈l〉W − e + 1
e(2α − 1) =

ν2−2+1/νΓ
(
2 − 1
ν
)
c˜, ν > 12 ,
− c˜
4
ln
(
e2γ−1c˜
)
, ν = 12 ,
Γ(1 − 2ν)Γ(ν + 1)
2Γ(1 − ν) c˜
2ν, ν < 12
(57)
where γ ≈ 0.5772 is the Euler-Mascheroni constant.
In Fig. 5, we confirm the validity of Eq. (57) for KW (x) = ex
(x < 0, ν = 1) by simulations. Note that the result for ν = 1 and
α = 1 can also be obtained by expanding the exact expression
(52) up to O(c˜). In Fig. 6 we show simulations of Eq. (46) for
the Weibull class with various values of ν and α = 1. Each data
symbol in Fig. 6 is the result of 1011 independent runs. The
predicted Eq. (57) is in good agreement with the simulations.
4.4. Large c˜ approximation
When c˜ is very large, the walker takes uphill steps toward the
reference state with probability close to 1 as long as α , 0. (If
α = 0 and c˜ is very large, 〈l〉 ≈ 1 + H2 as for large negative c
in Sec. 3.2.) In this case, we can neglect the effect of downhill
steps and the problem is reduced to the ordering problem stud-
ied by Franke et al. (2010) with random variables drawn from a
distribution K(z)α. If the support of K(z) is unbounded from the
above as in the Gumbel and Fre´chet classes, the walker stops at
the l’th step when Zl happens to be larger than c˜. Thus 〈l〉 can
be estimated from the relation 1 − K(c˜)α = 1/〈l〉. For KG, we
get 〈l〉 ∼ ec˜/α = exp[θc(ln L)1−1/θ]/α. For KF , we get
〈l〉 ∼ c˜
µ
α
=
cµ
αL
. (58)
If the support of K(z) is bounded from above but unbounded
from below as in the Weibull class, the walker should stop at the
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Figure 6: Double logarithmic plot of 〈l〉 − e + 1 vs. c˜ for the Weibull class with
ν = 2, 1, 12 ,
1
4 , and
1
8 . Here α is set to 1. The straight lines close to each data
set are given by Eq. (57) with the corresponding values of ν.
2ex − 1
230
225
220
215
210
cL
〈l
〉
302520151050
109
106
103
100
Figure 7: Mean walk length for uniformly distributed random fitness compo-
nents with sequence length L = 210, 215, 220, 225, and 230 (from bottom to
top) and antipodal starting point (α = 1). As predicted by theory, in this case
the walk length is a function of cL. The number of runs is between 103 (for
L = 230) and 2 × 104 (for L = 210).
(l − 1)th step when Zl happens to be smaller than −c˜. Thus 〈l〉
can be estimated from 〈l〉K(−c˜)α = 1, and using the expression
for KW , we get 〈l〉 ∼ eαc˜ν = eαcνL. As an example, we present
simulation results for the uniform distribution [F(x) = x] with
α = 1 in Fig. 7. Note that the leading behavior of Eq. (52)
for large c˜ is 2ec˜ − 1, which is consistent with the approximate
estimate as well as with the simulation results in Fig. 7.
5. Discussion and conclusion
Adaptive walks arise as limiting cases from standard pop-
ulation genetic models and represent an important paradigm
in the theory of adaptation that has generated a number of
non-trivial and experimentally testable predictions (Orr, 2005;
Schoustra et al., 2009; Seetharaman and Jain, 2014). In partic-
ular, the greedy adaptive walk considered in the present arti-
cle is of biological interest for two reasons. First, it can be
viewed as an approximate description of adaptation in a situ-
ation where the supply of single beneficial mutations is high,
such that all mutants are generated simultaneously and the mu-
tation of largest effect takes over by selection. Second, the
greedy search strategy is arguably one that locates local fitness
maxima in the smallest possible number of steps. Greedy walks
therefore provide important insights into the geometry of high-
dimensional random fitness landscapes, where, as shown by Orr
(2003) for the uncorrelated case, fitness peaks are found within
2 mutational steps on average.
Here we have generalized the analysis of Orr (2003) to the
class of RMF models, where a fitness gradient of strength c
is introduced to smoothen the landscape and to induce corre-
lations between genotypes. Fitness correlations are generally
expected to increase the length of adaptive walks, and we show
that this is true in most but not all situations.
Importantly, we find that the effect of the fitness gradient on
the length of greedy walks depends crucially on the tail proper-
ties of the distribution underlying the random fitness component
of the RMF landscape, which can be classified in terms of ex-
treme value theory (EVT). The results of our analysis in Sec. 4
imply that greedy walks on the RMF landscape are asymptoti-
cally as short as in the uncorrelated case when the distribution
of the random fitness contribution is heavy tailed (Fre´chet or
Gumbel with tail fatter than exponential) but become very long,
with length equal to the distance to the reference sequence,
when the distribution is light tailed (Weibull or Gumbel with
tail thinner than exponential). Analogous results that single out
fitness distributions with exponential tails with regard to struc-
tural properties of the RMF landscape (such as the number of
local fitness peaks) and the length of random adaptive walks on
this landscape have been reported previously (Neidhart et al.,
2014; Park et al., 2015).
The prime representative of exponentially-tailed fitness dis-
tributions in the Gumbel class of EVT is the Gumbel distri-
bution itself. For this case detailed results for the distribution
of the greedy walk length were obtained in Sec. 3, for finite
L and antipodal starting point as well as for arbitrary starting
points and L → ∞. Perhaps the most surprising result of our
analysis is the finding that the mean walk length depends non-
monotonically on the strength of the fitness gradient c, when
the walk starts closer than at distance L/2 from the reference
sequence (i.e., the scaled distance is α < 12 ). This behavior was
first observed numerically by Neidhart et al. (2014), and we
have argued that it can be related to a similar non-monotonicity
in the local density of fitness peaks.
Although the analysis in Sec. 3.2 is restricted to Gumbel-
distributed fitnesses, the fact that the leading order correction
to the uncorrelated walk length derived in Sec. 4 is universally
proportional to 2α − 1, and hence changes sign at α = 12 , indi-
cates that the phenomenon is robust and does not depend on the
distribution of the random fitness component. Notably, within
the EVT of adaptation it is usually assumed that the fitness of
the wild type is high in absolute terms (Gillespie, 1984; Orr,
2002, 2005). In the context of the RMF model this implies that
the adaptive walk starts rather close to the reference sequence,
that is, at small α, where the minimum in the walk length as a
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function of c is particularly pronounced (see Sec. 3.2).
The existence of this minimum appears to contradict Orr’s
conjecture that the c = 0 value 〈l〉 = e − 1 constitutes a gen-
eral lower bound on the length of adaptive walks (Orr, 2003).
However, in formulating his conjecture Orr demanded that the
walk starts at a randomly chosen point in sequence space, which
implies that our result in Eq. (37) should be averaged over α.
Since the probability of choosing α is symmetric under the
transformation α 7→ 1 − α, the average of 2α − 1 is zero and
that of α(1 − α) is positive. It follows that the averaged walk
length cannot be smaller than e − 1. Similarly, in Rosenberg’s
refinement of Orr’s conjecture it is postulated that the fitness
values in the landscape are identically distributed, and that the
fitness correlations between neighboring genotypes are positive
(Rosenberg, 2005, Sec. 5). Whereas the latter statement applies
to the RMF model (Neidhart et al., 2014), the former does not.
We conclude, therefore, that the seeming violation of the con-
jecture of Orr (2003) must be attributed to the anisotropy of the
RMF landscape.
An important aspect of adaptation that we have not addressed
in this work concerns the fitness level reached by the population
at the end of the adaptive walk. In a recent comparative study of
different types of adaptive walks on Kauffman’s NK-landscape,
it was found that greedy walks reach higher fitness levels than
random adaptive walks on correlated landscapes, but the rank-
ing among the walk types may change in the presence of cor-
relations (Nowak and Krug, 2015). The results presented here
suggest that a detailed analysis of the interplay between fitness
correlations and the efficiency of different modes of adaptation
may be feasible within the framework of the RMF model, and
we hope to report results along these lines in the future.
Acknowledgments
S-CP acknowledges the support by the Basic Science Re-
search Program through the National Research Foundation of
Korea (NRF) funded by the Ministry of Science, ICT and Fu-
ture Planning (Grant No. 2014R1A1A2058694); and by The
Catholic University of Korea, Research Fund, 2015. JN and
JK acknowledge support by Deutsche Forschungsgemeinschaft
within SFB-TR12, SPP 1590 and BCGS. Computations were
performed on the Cheops cluster at RRZK, Universita¨t zu Ko¨ln.
Appendix A. Simulation Method
Since we only need the largest value among a certain number
of i.i.d. random variables with a known distribution function,
only two random numbers are necessary to check if the walker
can take a further step (see also Sec. 4.1). To be concrete, let us
assume that the walker is at C with fitness −dc+ξ where d is the
Hamming distance of C from the reference sequence. Since the
cumulative distribution of the largest random number among k
variables is F(x)k, x can be generated by x = F−1(y1/k), where y
is a uniformly distributed random number (0 < y < 1). For the
Gumbel distribution, x = ln k − ln(− ln y) and for the uniform
distribution, x = y1/k.
If x1 (x2) is the largest random number among the uphill
(downhill) neighbors and if either x1 + c or x2 − c is larger than
ξ, the walker takes one further step. The actual direction will
be determined by checking whether x1 + 2c > x2 or not. If ξ is
the largest, the walker stops.
If k is very large, we sometimes use the following approxi-
mation
y1/k = eln y/k ≈ 1 + ln yk
(
1 + ln y
2k
)
. (A.1)
As a rule of thumb, for k ≥ 50 000, the above approximation
gives a more accurate value than the direct power calculation
when we perform numerics with double precision (∼ 10−15).
Note that when k is very large, it is better to use 1 − x when
deciding the fate of the walk, otherwise there could be round-
off errors which give x = 1.
Appendix B. Derivation of Eq. (36)
We first derive Eq. (33). The integral over y1 is readily cal-
culated as
Lβ
∫ y2+σ2c
−∞
exp(−y1 − σ1c − Lβe−σ1ce−y1 )dy1 =
exp
(
−Lβe−(σ1+σ2)ce−y2
)
. (B.1)
Using the above equation, we can calculate the integral over y2
as
Lβ
∫ y3+σ3c
−∞
exp(−y2 − σ2c − Lβe−σ2c(1 + e−σ1c)e−y2 )dy1
=
1
1 + e−σ1c
exp
(
−Lβe−σ3c
(
e−σ1c + e−(σ1+σ2)c
)
e−y3
)
, (B.2)
from which one can easily guess and prove that
(Lβ)n−1
2∏
k=n
′
∫ yk+σkc
−∞
Q(yk−1 + σk−1c)dyk−1
=
n−1∏
k=1
1
1 +
∑k−1
m=1 e
−cMm
exp
−Lβe−σnc
n−1∑
m=1
e−cMm e−yn
 . (B.3)
The final integral over yl gives Eq. (33).
For small c, we first expand the denominator in Eq. (33) up
to O(c2), which is
1 +
k−1∑
m=1
e−cMm = k
1 − ck
k−1∑
m=1
Mm +
c2
2k
k−1∑
m=1
M2m
 . (B.4)
Then we expand the terms in Hl up to O(c2) to get
l!Hl =
∑
{σ}
S ({σ})
(
1 + cγ1 +
c2
2
(γ2 + γ3 − γ4)
)
, (B.5)
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where S ({σ}) = ∏lk=1 sσk and
γ1 =
l∑
k=1
1
k
k−1∑
m=1
m∑
n=1
σn, (B.6)
γ2 =
l∑
k=1
1
k2

k−1∑
m=1
m∑
n=1
σn

2
, (B.7)
γ3 =

l∑
k=1
1
k
k−1∑
m=1
m∑
n=1
σn

2
, (B.8)
γ4 =
l∑
k=1
1
k
k−1∑
m=1

m∑
n=1
σn

2
. (B.9)
The summations over σ in Eq. (B.5) have two forms
∑
{σ}
S ({σ})σm = (s1 − s−1)
∏
k,m
∑
σk
sσk = δ, (B.10)
∑
{σ}
S ({σ})σmσn = δ2 + δmn(1 − δ2) (B.11)
where δ = s1 − s−1 and we have used s1 + s−1 = 1 and σ2n = 1.
Thus, we get
γ1 =
l∑
k=1
1
k
k−1∑
m=1
m∑
n=1
∑
σ
S ({σ})σn = δ
l∑
k=1
1
k
k−1∑
m=1
m
=
l(l − 1)
4 δ, (B.12)
γ2 =
l∑
k=1
1
k2
k−1∑
m=1
m∑
n=1
k−1∑
r=1
r∑
s=1
∑
{σ}
S ({σ})σsσn
=
l∑
k=1
1
k2
k−1∑
m=1
m∑
n=1
k−1∑
r=1
r∑
s=1
(
δ2 + δsn(1 − δ2)
)
= δ2
l∑
k=1
(k − 1)2
4
+ (1 − δ2)
l∑
k=1
1
k2
k−1∑
m=1
k−1∑
r=1
min(m, r)
= δ2
l(l − 1)(2l − 1)
24
+ (1 − δ2)
l∑
k=1
(k − 1)(2k − 1)
6k
=
δ2
24
l(l − 1)(2l − 1) + 1 − δ
2
6
(
l2 − 2l + Har[l]
)
, (B.13)
where Har[l] = ∑lk=1 k−1, and
γ3 =
l∑
k1=1
l∑
k2=1
1
k1k2
k1−1∑
m=1
m∑
n=1
k2−1∑
r=1
r∑
s=1
(
δ2 + δsn(1 − δ2)
)
= δ2

l∑
k=1
k − 1
2

2
+ (1 − δ2)
l∑
k1=1
l∑
k2=1
1
k1k2
k1−1∑
m=1
k2−1∑
r=1
min(m, r)
= δ2
(l(l − 1))2
16 + (1 − δ
2)
l∑
k1=1
l∑
k2=1
(k − 1)(3K − k − 1)
6K ,
(B.14)
where K = max(k1, k2) and k = min(k1, k2). The summation in
the last line of the above equation is
l∑
k=1
(k − 1)(2k − 1)
6k + 2
l∑
K=2
K−1∑
k=1
(k − 1)(3K − k − 1)
6K
=
l(14l2 − 33l + 37)
108 −
1
6 Har[l]. (B.15)
And finally
γ4 =
l∑
k=1
1
k
k−1∑
m=1
m∑
n=1
m∑
r=1
∑
{σ}
S ({σ})σnσr
=
l∑
k=1
1
k
k−1∑
m=1
m∑
n=1
m∑
r=1
(
δ2 + δnr(1 − δ2)
)
=
l∑
k=1
1
k
k−1∑
m=1
(
δ2m2 + m(1 − δ2)
)
=
l(l − 1)
4
+ δ2
l(l − 1)(l − 2)
9 (B.16)
Combining these results, we arrive at Eq. (36).
Appendix C. Derivation of Eq. (52)
This appendix calculates the mean walk length for the case
of K(x) = ex (x < 0) with α = 1. For brevity, we will denote
the mean walk length by ℓ and we drop the tilde in c˜ in this ap-
pendix. For completeness, we write the probability Hl of taking
at least l steps
Hl =
∫ 0
−∞
jl(x)dy, (C.1)
where jl(x) satisfies the recursion relation
jl(x) = ex
∫ x+c
−∞
jl−1(x), (C.2)
with j1(x) = ex. Since the support of jl(x) is x < 0, Eq. (C.2)
for −c < x should be interpreted as
jl(x) = exHl−1. (C.3)
Let
ϕ(x) =
∫ x
−∞
∞∑
l=1
jl(y)dy. (C.4)
which is related to the mean walk distance by ℓ = ∑l Hl = ϕ(0).
By summing both sides of Eq. (C.2) from l = 2 to infinity, we
get the difference-differential equation
dϕ(x)
dx = e
x(1 + ϕ(x + c)), (C.5)
where ϕ(x) with x > 0 should be interpreted as ℓ. Thus, for
x > −c, we have
ϕ(x) − ϕ(−c) = (1 + ℓ)(ex − e−c). (C.6)
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Using ϕ(0) = ℓ, we get ϕ(−c) = (1 + ℓ)e−c − 1 which, in turn,
gives, for x > −c,
ϕ(x) = (1 + ℓ)ex − 1. (C.7)
Having determined ϕ(x) for x > −c, we can find ϕ(x) for −2c <
x < −c and so on. After a few attempts, we make an ansatz, for
−nc < x < −(n − 1)c,
ϕ(x) = (1 + ℓ)
n∑
k=0
an−k
k! exp(kx + k(k − 1)c/2) − 1, (C.8)
which satisfies Eq. (C.5). From the continuity of ϕ at x = −nc,
that is, ϕ(−nc+ 0) = ϕ(−nc− 0), we get a recursion relation for
the an as
an+1 = e
−n(n+1)c/2
n∑
k=0
ak
(
ek(k+1)c/2
(n − k)! −
ek(k−1)c/2
(n − k + 1)!
)
, (C.9)
which is identical to
(an+1 − an) en(n+1)c/2 = −
n−1∑
k=0
1
(n − k)! (ak+1 − ak) e
k(k+1)c/2
− 1(n + 1)! , (C.10)
with a0 = 1 and a1 = 0. If we define dk = (k + 1)!(ak+1 −
ak)ek(k+1)c/2, we get
dn = −
n−1∑
k=0
(
n + 1
k + 1
)
dk − 1 (C.11)
or
n∑
k=0
(
n + 1
k + 1
)
dk = −1. (C.12)
Since d0 = −1 and
∑n
k=0
(
n+1
k+1
)
(−1)k+1 = −1, we conclude that
dk = (−1)k+1. That is, we get the recursion
an+1 − an = (−1)
n+1
(n + 1)!e
−n(n+1)c/2 (C.13)
which is solved by
an =
n∑
k=0
(−1)k
k! e
−k(k−1)c/2. (C.14)
The mean walk length ℓ is determined by the boundary con-
dition ϕ(−∞) = 0. Since ekx decays exponentially to zero unless
k = 0, this condition becomes
0 = ϕ(−∞) = −1 + (ℓ + 1) lim
n→∞
an (C.15)
which gives Eq. (52).
Appendix D. Small c˜ behavior : formal derivation
In this appendix, we present a formal derivation of the small
c˜ behavior reported in Sec. 4.3. In analogy to (28) we first in-
troduce
qK(z, σ, c˜) = ωσ fK(z)
[
K(z + 2σc˜)
K(z)
]1−ωσ
, (D.1)
where ω+1 = α, ω−1 = 1 − α, and fK(z) = dK(z)dz . We also
introduce jl iteratively as
jl(x, {σ}l) = qK(x, σl, c˜)
∫ x+σl c˜
−∞
jl−1(y, {σ}l−1)dy, (D.2)
with j1(x, {σ}1) = qK(x, σ1, c˜). Using jl, we can write
〈l〉 =
∞∑
l=1
∑
{σ}l
∫ ∞
−∞
jl(x, {σ}l)dx, (D.3)
where
∑
{σ}l stands for the summation over all possible σi’s for
i = 1, . . . , l.
Since the mean walk distance for c˜ = 0 is e − 1 for any dis-
tribution, 〈l〉 should take the form
〈l〉 = e − 1 + λ(c˜) (D.4)
with the property that λ(c˜) → 0 as c˜ → 0. In this appendix, we
find the leading behavior of λ(c˜) for small c˜ ≪ 1. At first, we
decompose jl(x, {σ}l) = j(0)l (x, {σ}l) + gl(x, {σ}l, c˜), where
j(0)l (x, {σ}l) = q0K(x, σl)
A ({σ}l−1)
(l − 1)! K(x)
l−1
= A ({σ}l) 1l!
d
dx [K(x)]
l , (D.5)
with
q0K(z, σ) ≡ qK(z, σ, c˜ = 0) = ωσ fK(z), (D.6)
A ({σ}l) ≡
l∏
i=1
ωσi , A ({σ}0) ≡ 1, (D.7)
and gl satisfies the recursion relation
gl(x, {σ}l, c˜) =kl,0(x, {σ}l, c˜)
+ qK(x, σl, c˜)
∫ x+σl c˜
−∞
gl−1(y, {σ}l−1, c˜)dy, (D.8)
with
kl,0(x, {σ}l, c˜) ≡ A ({σ}l−1)(l − 1)!
[
qK(x, σl, c˜)K(x + σlc˜)l−1
− q0K(x, σl)K(x)l−1
]
. (D.9)
Note that j0l is the solution of Eq. (D.2) for c˜ = 0. Defining kl,m
recursively as (m ≥ 1)
kl,m(x, {σ}l+m, c˜)
qK(x, σl+m, c˜) =
∫ x+σl+m c˜
−∞
kl,m−1(y, {σ}l+m−1, c˜)dy, (D.10)
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we can formally write
gl (x, {σ}l, c˜) =
l−1∑
m=0
kl−m,m (x, {σ}l, c˜) . (D.11)
If we define
al,m ({σ}l+m, c˜) ≡
∫ ∞
−∞
kl,m (x, {σ}l+m, c˜) dx, (D.12)
we can write
λ(c˜) =
∞∑
l=1
∞∑
m=0
∑
{σ}
al,m ({σ}l+m, c˜) , (D.13)
where λ(c˜) is defined in Eq. (D.4). Since, for any x and σ,
∣∣∣∣∣∣
∫ x+σc˜
−∞
kl,m(y, {σ}l+m, c˜)dy
∣∣∣∣∣∣ ≤
∣∣∣∣∣
∫ ∞
−∞
kl,m(y, {σ}l+m, c˜)dy
∣∣∣∣∣ ,
(D.14)
we get an inequality for any l and m such as
∣∣∣al,m∣∣∣ ≤
∫ ∞
−∞
qK(x, σl+m, c˜)dx
∣∣∣al,m−1∣∣∣ = |al,m−1| ≤ ∣∣∣al,0∣∣∣ , (D.15)
which shows that al,m = O
(
al,0
)
.
To extract the leading behavior of λ(c˜), we consider the
derivative of al,m with respect to c˜. That is, we consider
bl,m ({σ}l+m, c˜) ≡ ∂
∂c˜
al,m ({σ}l+m, c˜)
=
∫ ∞
−∞
˜kl,m(x, {σ}l+m, c˜)dx, (D.16)
where ˜kl,m is defined as
˜kl,m(x, {σ}l+m, c˜) ≡ ∂
∂c˜
kl,m(x, {σ}l+m, c˜). (D.17)
Notice that
dλ(c˜)
dc˜ =
∞∑
l=1
∞∑
m=0
∑
{σ}
bl,m ({σ}l+m, c˜) . (D.18)
If bl,m = O(c˜η) with η ≤ 1 for all m, we can write ˜kl,m as the
sum of κl,m and Rl,m which have the property that
∫ ∞
−∞
κl,m(y, {σ}l+m, c˜)dy = O(c˜η),∫ ∞
−∞
Rl,m(y, {σ}l+m, c˜)dy = o(c˜η). (D.19)
Now we will find a recursion relation for κl,m from the exact
relation, ˜kl,m(x, {σ}l+m, c˜) = ∑6i=1 Ii, where
I1 = q0K(x, σl+m)
∫ x
−∞
κl,m−1(y, {σ}l+m−1, c˜)dy,
I2 = q0K(x, σl+m)
∫ x
−∞
Rl,m−1(y, {σ}l+m−1, c˜)dy,
I3 = q0K(x, σl+m)
∫ x+σl+m c˜
x
˜kl,m−1(y, {σ}l+m−1, c˜)dy
I4 = q1K(x, σl+m, c˜)
∫ x+σl+m c˜
−∞
kl,m−1(y, {σ}l+m−1, c˜)dy,
I5 = qK(x, σl+m, c˜)kl,m−1(x + σl+mc˜, {σ}l+m−1, c˜),
I6 =
[
qK − q0K
] ∫ x+σl+m c˜
−∞
˜kl,m−1(y, {σ}l+m−1, c˜)dy,
and
q1K(x, σ, c˜) =
∂
∂c˜
qK(x, σ, c˜)
= 2σα(1 − α) fK(x) fK(x + 2σc˜)
K(x + 2σc˜)
(
K(x + 2σc˜)
K(x)
)1−ωσ
. (D.20)
Since I3, I4, I5, I6 are zero if c˜ = 0 (note that kl,m is zero if
c˜ = 0), the integrals over these functions are o(1) and they
contribute to the remainder terms Rl,m. Since the integral of
I2 should be o(c˜η), we find Rl,m = ∑5i=2 Ii and
κl,m(x, {σ}l+m, c˜) = q0K(x, σl+m)
∫ x
−∞
κl,m−1(y, {σ}l+m−1, c˜)dy.
(D.21)
In fact, the above consideration reveals that if we choose Rl,0
such that the integral of Rl,0(y) is o(1), the analysis of κl,m should
give all terms up to O(1).
If we define
φ(x) =
∞∑
l=1
∞∑
m=0
∑
{σ}l+m
∫ x
−∞
κl,m(y, {σ}l+m, c˜)dy, (D.22)
we can write a differential equation for φ(x) such as
dφ(x)
dx = fK(x)φ(x) + χ(x, c˜) (D.23)
where
χ(x, c˜) =
∞∑
l=1
∑
{σ}l
κl,0(x, {σ}l, c˜), (D.24)
and we have used ∑σ q0K(x, σ) = fK(x). The solution of
Eq. (D.23) is
φ(x) = eK(x)
∫ x
−∞
e−K(y)χ(y, c˜)dy, (D.25)
which is related to λ(c˜) as
dλ(c˜)
dc˜ ≈ limx→∞φ(x) = e
∫ ∞
−∞
e−K(y)χ(y, c˜)dy = eψ(c˜), (D.26)
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and, in turn,
〈l〉 ≈ e − 1 + e
∫ c˜
0
ψ(x)dx, (D.27)
where the definition of ψ is clear from the context.
If we choose κl,0 = ˜kl,0 and Rl,0 = 0, φ(x) can be used to find
all terms up to O(1). With this choice, we get
χ(x, c˜) = ∂
∂c˜

∞∑
l=1
∑
{σ}l
kl,0(x, {σ}l, c˜)
 (D.28)
=
∑
σ
[
q1K(x, σ, c˜) + σqK(x, σ, c˜) fK(x + σc˜)
]
eK(x+σc˜).
Appendix E. Small c˜ behavior : explict formulae
This appendix is a continuation of Appendix D and presents
the explicit small c˜ behavior for the various classes. We first
assume that ψ(0) is non-zero. If this is true, the mean walk
distance becomes
〈l〉 = e − 1 + ec˜ψ(0) + o(c˜). (E.1)
Since ∑σ q1K(x, σ, c˜ = 0) = 0 and, in turn, χ(x, 0) = (2α −
1) fK(x)2 exp[K(x)], we get
ψ(0) = e(2α − 1)
∫ ∞
−∞
fK(x)2dx, (E.2)
and, accordingly,
〈l〉 = e − 1 + ec˜(2α − 1)
∫ ∞
−∞
fK(x)2 + o(c˜), (E.3)
as long as the integral is finite. As advertised, this generalizes
Eq. (54) to α < 1. For the Gumbel and Fre´chet classes and for
the Weibull class with ν > 12 , the integral becomes∫ ∞
−∞
e−2x−2e
−x dx = 1
4
, (E.4)
∫ ∞
0
µ2x−2(µ+1)e−2x
−µdx = µ2−2−1/µΓ
(
2 + µ−1
)
, (E.5)
∫ 0
−∞
ν2(−x)2(ν−1)e−2(−x)νdx = ν2−2+1/νΓ
(
2 − ν−1
)
. (E.6)
For the Weibull class with ν ≤ 12 , Eq. (E.6) is not applicable
and we have to be more careful to find the small c˜ behavior of
ψ(c˜) for this case. To this end, we first write
ψ(c˜) =
∑
σ
[N1(σ, c˜) + N2(σ, c˜)] , (E.7)
where
N1(σ, c˜) =
∫ ∞
−∞
q1K(x, σ, c˜)eK(x+σc˜)−K(x)dx, (E.8)
N2(σ, c˜) = σ
∫ ∞
−∞
qK(x, σ, c˜) f (x + σc˜)eK(x+σc˜)−K(x)dx. (E.9)
We begin with the analysis of N1(σ, c˜). Since the support of
fK(x) in question is x < 0, we write N1(σ, c˜) as
N1(σ, c˜)
2σν2α(1 − α) =
∫ −2u(σ)c˜
−∞
dx [x(x + 2σc˜)]ν−1 e−ζ11(−x,σ,c˜)
=
∫ ∞
0
dy [y(y + 2c˜)]ν−1 e−ζ11(y+2u(σ)c˜,σ,c˜),
(E.10)
where u(σ) = max(0, σ), we have changed variables to y =
−x − 2u(σ)c˜ to get the second line, and
ζ11(z, σ, c˜) = zν + (1 − ωσ) [(z − 2σc˜)ν − zν] + e−(z−σc˜)ν − e−zν .
(E.11)
If we again change variables to z = y/c˜, the above integral be-
comes
N1(σ, c˜)
2σν2α(1 − α) = c˜
2ν−1
∫ ∞
0
[z(z + 2)]ν−1 e−ζ12(z,σ,c˜)dy, (E.12)
where ζ12(z, σ, c˜) = ζ11(c˜z+2c˜u(σ), σ, c˜), which is zero if c˜ = 0.
Thus, the leading behavior of N1 is
N1(σ, c˜)
2ν2α(1 − α) = σc˜
2ν−1
∫ ∞
0
[
y(y + 2)]ν−1 dy + o(c˜2ν−1), (E.13)
where the integral is finite if ν < 12 . Thus, N1(1, c˜)+N1(−1, c˜) =
o(c˜2ν−1) if ν is strictly smaller than 12 .
When ν = 12 , the integral in Eq. (E.13) is not defined, which
requires different approach for this case. To extract the leading
behavior, we performed integration by parts such that
N1(σ, c˜)
2σν2α(1 − α) = −2 ln
(√
2c˜
)
+ 2
∫ ∞
0
dy ln
(√
y +
√
y + 2c˜
)
e−ζ11(y+2u(σ)c˜,σ,c˜)
dζ11
dy
= − ln(2c˜) + 2
∫ ∞
0
e−
√
x
2
√
x
ln
(
2
√
x
)
dx + o(1)
= − ln c˜ + ln 2 − 2γ + o(1), (E.14)
where we have used (S > 0)
d
dx ln
(√
x +
√
x + S
)
=
1
2
√
x(x + S)
, (E.15)
and γ ≈ 0.5771 is the Euler-Mascheroni constant. Still,
N1(1, c˜) + N1(−1, c˜) = o(1) even for ν = 12 . Hence, N1 does
not contribute to the leading behavior of ψ(c˜).
Now we move on to the analysis of N2. We first write N2 as
N2(σ, c˜)
σωσν2
=
∫ −u(σ)c˜
−∞
[x(x + σc˜)]ν−1 e−ζ21(−x,σ,c˜)dx
=
∫ ∞
0
[
y(y + c˜)]ν−1 e−ζ21(y+u(σ)c˜,σ,c˜)dy, (E.16)
where we have made a change of variables y = −x − u(σ)c˜ and
ζ21(z, σ, c˜) =(1 − ωσ) [zν + ln K(−z + 2σc˜)]
+ zν + (z − σc˜)ν + e−zν − e−(z+σc˜)ν (E.17)
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Note that ln K(z) = 0 if z > 0. As above, the change of variables
to z = y/c˜ gives
N2(σ, c˜)
σωσν2
= c˜2ν−1
∫ ∞
0
dz [z(z + 1)]ν−1 e−ζ22(z,σ,c˜), (E.18)
where ζ22(z, σ, c˜) = ζ21(c˜z + c˜u(σ), σ, c˜) with the property
ζ22(z, σ, 0) = 0. Thus the leading behavior of N2 is
N2(σ, c˜) ≈ σωσν2c˜2ν−1
∫ ∞
0
dz [z(z + 1)]ν−1
= σωσν
2c˜2ν−1
Γ(1 − 2ν)Γ(ν)
Γ(1 − ν) , (E.19)
which is valid for ν < 12 . For ν =
1
2 , integrating by parts gives
N2(σ, c˜)
σωσν2
= − ln c˜
+ 2
∫ ∞
0
dy ln
[√
y +
√
y + c˜
]
e−ζ21(y+u(σ)c˜,σ,c˜)
dζ21
dy
= − ln c˜ + 2
∫ ∞
0
dy
ln
(
2√y
)
√y e
−2√y + o(1)
= − ln c˜ − 2γ + o(1). (E.20)
Since ω1 −ω−1 = 2α− 1, we finally get the leading behavior of
ψ(c˜) for ν < 12 as
ψ(c˜) ≈ (2α − 1)ν2c˜2ν−1 Γ(1 − 2ν)Γ(ν)
Γ(1 − ν) ,∫ c˜
0
ψ(x)dx = (2α − 1)c˜2νΓ(1 − 2ν)Γ(ν + 1)
2Γ(1 − ν) , (E.21)
and for ν = 12 as
ψ(c˜) ≈ 2α − 1
4
(− ln c˜ − 2γ) ,
∫ c˜
0
ψ(x)dx = −2α − 14 c˜ ln(e
2γ−1c˜). (E.22)
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