Let M be a frame matroid or a lifted-graphic matroid and let (G, B) be a biased graph representing M . Given a field F, a canonical F-representation of M particular to (G, B) is a matrix A arising from a gain function over the multiplicative or additive group of F that realizes (G, B). First, for a biased graph (G, B) that is properly unbalanced, loopless, and vertically 2-connected, we show that two canonical F-representations particular to (G, B) are projectively equivalent iff their associated gain functions are switching equivalent. Second, when M has sufficient connectivity, we show that every F-representation of M is projectively equivalent to a canonical F-representation; furthermore, when (G, B) is properly unbalanced, the canonical representation is particular to and unique with respect to (G, B).
Introduction
Frame matroids are of central importance within the class of all matroids. This was first shown by Kahn and Kung [7] who found that there are only two classes of matroid varieties that can contain 3-connected matroids: simple matroids representable over GF (q) and Dowling geometries and their minors (which are frame matroids). More recently the matroid-minors project of Geelen, Gerards, and Whittle [6, Theorem 3.1] has found the following far-reaching generalization of Seymour's decomposition theorem [9] : If M is a proper minor-closed class of the class of GF (q)-representable matroids, then any member of M of sufficiently high vertical connectivity is either a bounded-rank perturbation of a frame matroid, the dual of a bounded-rank perturbation of a frame matroid, or is representable over some subfield of GF (q). Even deeper than this, Geelen further conjectures [4] that a similar result might hold for the class of matroids not containing a U a,b -minor. We assume that the reader is familiar with matroid theory as in [8] . Precise definitions for technical terms used in the rest of this introduction are in Section 2.
Zaslavsky showed [15] that every frame matroid can be described using a graphical structure called a biased graph. A biased graph consists of a pair (G, B) where G is a graph and B is a collection of cycles of G, called balanced, such that no theta subgraph of G contains exactly two balanced cycles. (A theta graph is the union of three internally disjoint uv-paths.) Zaslavsky studies biased graphs formally in [13, 14, 16, 17] . A biased graph (G, B) is said to be balanced when all of its cycles are balanced, almost balanced when there is a vertex v which all unbalanced cycles of length at least two contain, and properly unbalanced when it is neither balanced nor almost balanced.
Given a biased graph (G, B), its frame matroid is denoted by F (G, B). Another matroid of importance given by (G, B) is called the lift matroid, denoted L(G, B). (The matroid L(G, B) = N \e for some matroid N satisfying N/e = M (G).) We also call L(G, B) a liftedgraphic matroid. Zaslavsky observes that F (G, B) = L(G, B) if an only if (G, B) has no two vertex-disjoint unbalanced cycles.
Given a group Γ, we will define precisely what is meant by a Γ-realization of (G, B) in Section 2. For a field F, let F × and F + be, respectively, the multiplicative and additive groups within F. Given an F × -realization ϕ of (G, B) Zaslavsky defines [16] an F-matrix A F (G, ϕ) which represents the frame matroid F (G, B). The matrix A F (G, ϕ) is called a frame matrix over F. Given an F + -realization ψ of (G, B) Zaslavsky again defines [16] an F-matrix A L (G, ψ) which represents the lift matroid L(G, B). The matrix A L (G, ψ) is called a lift matrix over F. Such F-representations of these two matroids are called canonical F-representations. More specifically, we say that these canonical F-representations are particular to or specific to the biased graph (G, B).
First, Conjectures 2.8 and 4.8 of Zaslavsky from [16] ask if projective equivalence of canonical representations particular to (G, B) is equivalent to switching equivalence of the associated gain functions. More specifically, is it true that A F (G, ϕ 1 ) is projectively equivalent to A F (G, ϕ 2 ) iff ϕ 1 and ϕ 2 are switching equivalent? Also, is it true that A L (G, ψ 1 ) is projectively equivalent to A L (G, ψ 2 ) iff ψ 1 and ψ 2 are equivalent up to switching and scaling? We prove these statements to both be true when the biased graph (G, B) is properly unbalanced, loopless, and vertically 2-connected (Theorem 5.1). Under the same conditions we also show that A F (G, ϕ 1 ) and A L (G, ψ 1 ) are never projectively equivalent. These do not hold when loosening any of these three conditions on (G, B). In this sense described we say that a canonical representation A particular to (G, B), either A = A F (G, ϕ) or A L (G, ψ), is unique; that is, there is no other canonical representation particular to (G, B) (aside from those obtained by switching a multiplicative gain function or by switching and scaling an additive gain function) that is projectively equivalent to A.
Second, Zaslavsky conjectured [14] that every F-representation A of a frame matroid or lifted graphic matroid M is projectively equivalent to a canonical representation particular to some biased graph representing M . In fact (somewhat surprisingly) the following stronger result holds. Theorem 1.1 (Main Result I). Let M be a 3-connected frame matroid or lifted-graphic matroid, let (G, B) be a biased graph representing M , and let A be an F-representation of M .
(1) A is projectively equivalent to a canonical representation. Theorem 1.1 is an immediate corollary of our other three more specific main results Theorems 5.1, 5.2, and 5.4. We note that 3-connectivity is necessary in Theorem 1.1 because frame representations and lift representations may be combined using 1-and 2-sums (see, e.g., [16, Section 5.2] ) to obtain a representation that is neither of the two types.
The canonicity aspect of Theorem 1.1 but not the uniqueness aspect was proven in a simpler fashion by Geelen, Gerards, and Whittle [5] (though the result is not explicitly stated in their paper). Our proof is by induction while theirs is proven by analyzing vertex cocircuits in a cleverly defined new class of matroids called quasi-graphic matroids. Theorems 5.2 and 5.4 use a weaker form of connectivity that does Theorem 1.1. Other results of independent interest in this paper are Theorems 3.3, 3.4, and 3.5.
Preliminaries
Graphs A graph G consists of a collection of vertices V (G) and a set of edges E(G) where an edge has two ends each of which is attached to a vertex. A link is an edge that has its ends incident to distinct vertices and a loop is an edge that has both of its ends incident to the same vertex. The degree of a vertex in G is the number of ends of edges attached to that vertex and a graph is said to be k-regular when all of its vertices have degree k. A path is either a single vertex or a connected graph with two vertices of degree 1 and the remaining vertices of degree 2 each. The length of a path is the number of edges in it. A cycle is a connected 2-regular graph and the length of a cycle is the number of edges in it. The cycle of length n is denoted C n . Let C(G) denote the set of all cycles in G. If G is a simple graph and n ≥ 2, then by nG we mean the graph obtained from G by replacing each link by n parallel links on the same two vertices.
If X ⊆ E(G), then we denote the subgraph of G consisting of the edges in X and all vertices incident to an edge in X by G:X. The collection of vertices in G:X is denoted by V (X). For k ≥ 1, a k-separation of a graph is a bipartition (A, B) of the edges of G such that |A| ≥ k, |B| ≥ k, and |V (A) ∩ V (B)| = k. A vertical k-separation (A, B) of G is a k-separation where V (A) \ V (B) = ∅ and V (B) \ V (A) = ∅. A graph on at least k + 2 vertices is said to be vertically k-connected when it is connected and there is no vertical r-separation for r < k. A graph on k + 1 vertices is said to be vertically k-connected when it has a spanning complete subgraph. In much of graph theory "vertically k-connected" is synonymous with just "k-connected". We use the modifier "vertical" to avoid confusion with other types of connectivity associated with graphs within matroid theory. A graph G that is connected and does not have a 1-separation is said to be nonseparable. Nonseparable graphs are always loopless and a graph with at least three vertices is nonseparable iff it is loopless and vertically 2-connected.
Given a graph G, an oriented edge e is an element of the edge set E(G) together with a direction along it. An oriented edge e has a head h(e) and a tail t(e). As long as no confusion may arise, we write e for both the edge e ∈ E(G) and for e together with an implicit orientation. The reverse orientation of e is denoted e −1 . The collection of oriented edges of G is denoted by E(G). A walk w in G is a sequence of oriented edges e 1 e 2 · · · e n for which h(e i ) = t(e i+1 ) for each i ∈ {1, . . . , n − 1}. The walk w is sometimes called a uv-walk where u is the tail of e 1 and v is the head of e n . The uv-walk w is closed when u = v. The reverse walk of w is w
Given disjoint subsets K, D ⊆ E(G), by G/K\D we mean the minor obtained from G by deleting the edges in D and contracting the edges in K. Given graphs G and H, we say that G has an H-minor, when there is G/K\D that is isomorphic to H up to deletion of isolated vertices from G/K\D. Given a minor G/K\D of a graph G, one can always
We say that the minor G/K \D is obtained by contraction on an acyclic set.
Gain Functions
Given an group Γ and a graph G, a Γ-gain function on G is a function ϕ : E(G) → Γ satisfying ϕ(e −1 ) = ϕ(e) −1 when Γ is a multiplicative and ϕ(e −1 ) = −ϕ(e) when Γ is a additive. A Γ-gain graph is a pair (G, ϕ) where G is a graph and ϕ a Γ-gain function. Gain graphs are called "voltage graphs" within the field of topological graph theory and are sometimes called "group-labeled graphs". A Z 2 -gain graph is a signed graph. Given any walk e 1 · · · e n we define ϕ(e 1 · · · e n ) = ϕ(e 1 ) · · · ϕ(e n ) for multiplicative groups and ϕ(e 1 · · · e n ) = ϕ(e 1 ) + · · · + ϕ(e n ) for additive groups. These yield ϕ(w −1 ) = ϕ(w)
and ϕ(w −1 ) = −ϕ(w), respectively, for any walk w and also ϕ(w 1 w 2 ) = ϕ(w 1 )ϕ(w 2 ) and ϕ(w 1 w 2 ) = ϕ(w 1 ) + ϕ(w 2 ), respectively, for any uv-walk w 1 and vz-walk w 2 .
If C is a cycle in G, then let w C be a closed Eulerian walk along C. Of course, w C is only well defined up to a choice of starting vertex and direction around C. Now define a cycle C in G to be balanced with respect to ϕ when ϕ(w C ) is the identity and let B ϕ be the collection of cycles in G that are balanced with respect to ϕ.
Given a Γ-gain function ϕ on G and a function η : V (G) → Γ, define the gain function ϕ η by ϕ η (e) = η(t(e)) −1 ϕ(e)η(h(e)) for multiplicative groups and ϕ η (e) = −η(t(e)) + ϕ(e) + η(h(e)) for additive groups. We call η a switching function. Note that a cycle C is balanced with respect to ϕ iff C is balanced with respect to ϕ η , i.e., B ϕ = B ϕ η . Note that for switching functions η 1 and η 2 that (ϕ
When two Γ-gain functions ϕ and ψ satisfy ϕ η = ψ for some η, we say that ϕ and ψ are switching equivalent. For a field F, when the group Γ = F + , we say that ϕ and ψ are equivalent up to switching and scaling when there is a switching function η and scalar a ∈ F × such that aϕ η = ψ. Propositions 2.1 and 2.2 are immediate.
Proposition 2.1. Let F be a maximal forest of a graph G and ϕ a Γ-gain function on G.
There is switching function η such that ϕ η (e) is the identity for all oriented edges e in F .
Given a maximal forest F of G, a Γ-gain function ϕ is said to be F -normalized when ϕ(e) is the identity for all oriented edges e in F . Proposition 2.2. Let G be a graph, F a maximal forest of G, and ϕ and ψ two F -normalized Γ-gain functions on G. Then ϕ = ψ η for some η iff ϕ = ψ.
Given a Γ-gain function ϕ on a graph G and a minor G = G/K\D of G, we wish to give an induced Γ-gain function ϕ| G . If e is an edge of G and G = G\e, then ϕ| G is defined on G\e by restriction. If e is a link and G = G/e, then ϕ| G is defined up to switching as follows. Since e is a link and not a loop, there is switching function η, such that ϕ η (e) = 1. Now ϕ| G is defined up to switching by restriction of ϕ η to E(G)\e. With ordinary graphs, if e is a loop, then G/e = G\e. In the context of biased graphs there are other considerations with contractions of unbalanced loops. We will address the contraction of unbalanced loops in the next part of this section. However, for G = G/K\D, we can define ϕ| G (up to switching) iteratively when we only delete loops rather than contract them. One can define ϕ| G globally (again, up to switching) as follows. Let G:K be a maximal forest in G:K and let D = D ∪ (K\K ) and we have G/K\D = G/K \D . Let F be a maximal forest of G whose edges contain K . Let ϕ η be the F -normalization of ϕ and so we define ϕ| G by restricting
Proposition 2.3. Let G be a graph, let F be the edge set of a forest in G, and let Γ be an abelian group. If ϕ and ψ are switching inequivalent Γ-gain functions on G, then ϕ| G/F and ψ| G/F are switching inequivalent.
Proof. Extend F to a maximal forest F m in G and assume that ϕ and ψ are normalized on F m . Since ϕ and ψ are switching inequivalent, certainly ϕ = ψ, and since both are normalized on F m , their restrictions to E(G)\F m are not equal. Now in G/F , the induced gain functions ϕ| G/F and ψ| G/F are normalized on maximal forest F m \F of G/F . Furthermore, ϕ| G/F = ψ| G/F which implies that ϕ| G/F and ψ| G/F are switching inequivalent on G/F by Proposition 2.2.
Biased Graphs A biased graph is a pair (G, B) where G is a graph and B is a collection of cycles in G (called balanced ) for which any theta subgraph contains either 0, 1, or 3 cycles from B. That is, no theta subgraph contains exactly two cycles from B. We say such a collection B satisfies the theta property. In the language of matroids, B is linear class of circuits of the cycle matroid M (G). A biased graph (G, B) is balanced when B contains all cycles of G, and is otherwise unbalanced ; (G, B) is contrabalanced if B is empty. An unbalanced loop is called a joint. A set of edges X in (G, B) (or a subgraph H of G) is said to be balanced when every cycle in G:X (or in H) is balanced. A vertex v in a biased graph (G, B) is called a balancing vertex when every unbalanced cycle contains v. A biased graph is almost balanced if it has a balancing vertex after deleting its loops. An unbalanced biased graph that is not almost balanced is said to be properly unbalanced. A simple biased graph is a biased graph without balanced cycles of length 1 or 2 and without two joints at the same vertex. A simple biased graph need not have an underlying graph that is simple. We often write Ω = (G, B) and speak of the biased graph Ω when there is no need to be explicit about the underlying graph G and its collection of balanced cycles B.
For two biased graphs (G, B) and (H, S) an isomorphism ι : (G, B) → (H, S) consists of an underlying graph isomorphism ι : G → H that takes B to S. A biased graph (G, B) is said to be vertically k-connected when its underlying graph is vertically k-connected. The prime example of a biased graph is given in Proposition 2.4. Proposition 2.4 (Zaslavsky [13] ). If ϕ is a Γ-gain function on a graph G, then (G, B ϕ ) is a biased graph.
Given a biased graph (G, B) and a group Γ, a Γ-realization of (G, B) is a Γ-gain function ϕ for which B ϕ = B.
Let (G, B) be a biased graph and e an edge in G. Define (G, B)\e = (G\e, B| G\e ) where B| G\e = B ∩ C(G\e). If e is a link, then define (G, B)/e = (G/e, B| G/e ) where B| G/e = {C ∈ C(G/e) : C ∈ B or C ∪ e ∈ B}. If e is a balanced loop, then (G, B)/e = (G, B)\e. When e is an unbalanced loop on vertex v, then (G, B)/e = (G , B ) where G is obtained from G by taking each loop e = e incident to v and making it balanced (if it isn't already) and taking each link f incident to v and replacing it with an unbalanced loop attached to its other endpoint. The set B is B restricted to the subgraph G − v along with any new balanced loops incident to v. A minor of (G, B) is a biased graph obtained from (G, B) by deletions and contractions of edges and deletions of isolated vertices. A link minor of (G, B) is a minor that is obtained without contracting any unbalanced loops. Thus a link minor (G, B)/K\D must always satisfy that K is a balanced edge set and so
, that is, the link minor (G , B| G ) = (G, B)/K \D can always be obtained by contraction with an acyclic set. We say that biased graph (G, B) has an (H, S)-link minor (respectively an (H, S)-minor) when there is link minor (respectively minor) (G , B| G ) of (G, B) that is isomorphic to (H, S) up to deletion of isolated vertices in (G , B| G ).
Given a Γ-realization ϕ of biased graph (G, B) and a link minor (G , B| G ) of (G, B), we immediately get Proposition 2.5 for link minors but not quite yet for general minors. For an unbalanced loop e with endpoint v, since (G, B)/e is just a the subgraph G − v along with some loops added, we can define ϕ| G using the same notion for subgraphs with the addition that any new unbalanced loops have a non-identity gain value arbitrarily assigned to them and balanced loops have the identity gain assigned to them. We now get Proposition 2.5. We call the Γ-realization ϕ| G of (G , B| G ) the induced Γ-realization of (G , B| G ).
Proposition 2.5. If ϕ is a Γ-realization of (G, B) and (G , B| G ) is a minor of (G, B), then the induced gain function ϕ| G is a Γ-realization of (G , B| G ). Proposition 2.6. If ϕ is a Γ-realization of (G, B) and ι : (H, S) → (G, B) is an isomorphism, then ϕι is Γ-realization of (H, S).
Matroids of biased graphs There are two matroids normally associated with a biased graph (G, B): the frame matroid F (G, B) and the lift matroid L(G, B). The lift matroid L(G, B) also has the closely related complete lift matroid L 0 (G, B) where L 0 (G, B)\e 0 = L(G, B). A full introduction to the basic properties of these matroids can be found in [14] .
The set of elements of the frame matroid F (G, B) is the set of edges E(G). The rank function for F (G, B) is defined for X ⊆ E(G) by r(X) = |V (X)| − b X in which b X is the number of balanced components in G:X. A subset C ⊆ E(G) is a circuit of F (G, B) when G:C is a balanced cycle or G:C is a subdivision of one of the subgraphs shown in Figure 1 and contains no balanced cycles. For any edge e, we get that F (G, B)\e = F ((G, B)\e) and F (G, B)/e = F ((G, B)/e). The set of elements of the lift matroid L(G, B) is the set of edges E(G). The rank function for L(G, B) is defined for X ⊆ E(G) by r(X) = |V (X)|−c X + X in which c X is the number of components in G:X and X = 1 when X is unbalanced where X = 0 when X is balanced. A subset C ⊆ E(G) is a circuit of L(G, B) when G:C is a balanced cycle or G:C is a subdivision of one of the subgraphs shown in Figure 2 and contains no balanced cycles. Let G 0 be the graph obtained from G by adding a loop, call it e 0 , to any vertex or to a new vertex. The complete lift matroid Canonical frame representations Given the field F, let F × denote the multiplicative group of F.
Let G be a graph and for each vertex v ∈ V (G) let v denote the column vector with rows indexed by V (G) having a 1 in row corresponding to v and a zero in every other row. Now given a gain function ϕ : G → F × , define the frame matrix A F (G, ϕ) as follows. The rows of A F (G, ϕ) are indexed by V (G) and columns by E(G). Arbitrarily choose some orientation for each link e ∈ E(G). Now the column of A F (G, ϕ) corresponding to e ∈ E(G) is defined as
• t(e) − ϕ(e) h(e) when e is a link, and
• h(e) when e is a joint, and
• 0 when e is a balanced loop.
When e is a link, note that using e −1 rather than e to define the column yields
Thus the arbitrary choice of orientations for the links only changes A F (G, ϕ) up to column scaling which, of course, does not affect that matroid defined by the matrix A F (G, ϕ).
Theorem 2.7 (Zaslavsky [16] ). If G is a graph and ϕ a F × -gain function on G, then the vector matroid of the frame matrix A F (G, ϕ) is equal to the frame matroid F (G, B ϕ ). Furthermore, if η is a switching function, then the matrices A F (G, ϕ) and A F (G, ϕ η ) are projectively equivalent.
Canonical lift representations Given the field F, let F + denote the additive subgroup of F. Now given a graph G and a gain function ψ : G → F + , define the complete lift matrix A L 0 (G, ψ) as follows. The rows of A F (G, ψ) are indexed by V (G) ∪ v 0 and columns by E(G) ∪ e 0 . Arbitrarily choose some orientation for each link e ∈ E(G). Now the column of A L 0 (G, ϕ) corresponding to e ∈ E(G) ∪ e 0 is defined as
• t(e) − h(e) + ψ(e) v 0 when e is a link, and
• v 0 when e is a joint or e = e 0 , and
Thus the arbitrary choice of orientations for the links only changes A L 0 (G, ψ) up to column scaling which, of course, does not affect that matroid defined by the matrix A L 0 (G, ψ). Define the lift matrix A L (G, ψ) as the matrix obtained from the complete lift matrix A L 0 (G, ψ) by deleting the column corresponding to e 0 .
Theorem 2.8 (Zaslavsky [16] ). If G is a graph and ψ a F + -gain function on G, then the vector matroid of the complete lift matrix A L 0 (G, ψ) is equal to the complete lift matroid L 0 (G, B ψ ). Furthermore, if η is a switching function and a ∈ F × , then matrices A F (G, ψ) and A F (G, aψ η ) are projectively equivalent.
Subdivisions A subdivision of a biased graph (G, B) is a biased graph (H, S) in which H is a subdivision of G where a cycle C of H is in S if and only if its corresponding cycle C of G is in B.
Proposition 2.9. Let (H, S) be a subdivision of (G, B).
1. The F-representations of F (H, S) are in one-to-one correspondence with the F-representations of F (G, B) up to projective equivalence.
2. The F-representations of L(H, S) are in one-to-one correspondence with the F-representations of L(G, B) up to projective equivalence.
3. The Γ-realizations of (H, S) are in one-to-one correspondence with the Γ-realizations of (G, B) up to switching.
Proof. The first two parts are because two edges incident to a vertex of degree two form a coparallel pair of elements of in F (H, S) and in L(H, S). The third part is evident.
Rolling and unrolling for almost-balanced biased graphs Let (G, B) be a biased graph with balancing vertex u and δ(u) = {e 1 , . . . , e k }. By the theta property, for each pair e i , e j either all cycles containing both e i and e j are balanced or all cycles containing both e i and e j are unbalanced. This yields an equivalence relation ∼ on δ(u) in which e i ∼ e j if there is a balanced cycle containing {e i , e j }. Let J be the set of joints of an almost-balanced biased graph (G, B) with balancing vertex u of (G, B) \ J. Let J ⊆ J be the set of joints not incident to u and J be the set of joints incident to u. (Normally one can assume that |J | ≤ 1.) Each pair of edges in Σ = δ(u) ∪ J behaves in F (G, B) in an analogous manner as pairs of edges in δ(u), that is, for each pair of edges f 1 , f 2 ∈ Σ, either every minimal path linking the endpoints of f 1 and f 2 in G − u together with {f 1 , f 2 } forms a circuit in F (G, B) or all such paths together with {f 1 , f 2 } are independent sets in F (G, B). Indeed, this defines an equivalence relation on Σ consistent with that previously defined on δ(u). We call these equivalence classes of Σ its unbalancing classes. Now consider the biased graph (G , B ) obtained from (G, B) as follows: replace each joint e ∈ J incident to a vertex v = u with a uvlink and define B to be those cycles having intersection of size 0 or 2 with each unbalancing class of Σ. Funk has noted [3, Proposition
. We say that (G, B) is a roll-up of (G , B ) at vertex u and (G , B ) is the unrolling of (G, B) at vertex u.
It is also worth noting that
If a biased graph has two distinct balancing vertices, then it has a very restricted form as given in Proposition 2.10. It is worth noting that if any G i in Proposition 2.10 has more than one edge, then the lift and frame matroids of Ω are not 3-connected. Note that, given one of the balancing vertices v of Ω, the edges of the subgraphs G 1 ∪ · · · ∪ G m incident to v form the unbalancing classes at v. Proposition 2.10 (Zaslavsky [12] ). Let Ω be a vertically 2-connected, unbalanced biased graph with two distinct vertices x and y such that each is a balancing vertex. Then Ω is a union of biased subgraphs G 1 ∪ · · · ∪ G m where for each pair i = j, G i ∩ G j = {x, y}, and a cycle of Ω is balanced if and only if it is contained in a single subgraph G i . Furthermore, if m ≥ 3 then x and y are the only balancing vertices of Ω.
Given a biased graph Ω of the form given in Proposition 2.10 with m ≥ 3, a double roll-up Ω of Ω is obtained as follows. Given i = j, let E i be the edges of G i incident to balancing vertex x and let E j be the edges of G j incident to balancing vertex y. Replace each edge of E i with an unbalanced loop incident to its other endpoint and replace each edge of E j with an unbalanced loop incident to its other endpoint. One can check that F (Ω) = F (Ω ). The reverse operation is called a double unrolling.
∆Y -and Y ∆-exchanges. Consider a labeled K 4 containing edges X = {a, b, c} forming a triangle and edges Y = {a , b , c } forming a K 1,3 -subgraph for which {a, a }, {b, b }, {c, c } are all 2-edge matchings. Given a graph G containing a triangle with edges X, a ∆Y -exchange replaces edges X in G with the edges Y incident to a new vertex. We then drop the "prime" marks on the replaced edges by identifying a with a , b with b , and c with c . This new graph is denoted ∆ X G.
The inverse operation, a Y ∆-exchange, is performed as follows. Given a graph G containing a K 1,3 -subgraph on edges {a, b, c}, relabel the edges as Y = {a , b , c }. The Y ∆-exchange on G replaces the edges Y in G with those of the triangle X = {a, b, c} with edges labeled and identified as above, and deletes the degree-3 vertex of the K 1,3 -subgraph. This new graph is denoted ∇ Y G.
Let (G, B) be a biased graph which has a balanced 3-cycle X. Define the ∆Y -exchange ∆ X (G, B) = (∆ X G, ∆ X B) where ∆ X B is the set {C ∈ B : |C ∩ X| = 0 or 2} ∪ {C∆X : C ∈ B and |C ∩ X| = 1}
Proof. Given a theta subgraph Θ of ∆ X (G, B), |Θ ∩ X| ∈ {0, 2, 3}. If |Θ ∩ X| = 0, then Θ is also a theta subgraph of (G, B) and so does not have exactly two cycles in ∆ X B. If |Θ ∩ X| = 0, then the cycles of Θ correspond via the ∆Y -operation to the cycles of a theta subgraph Θ 2 of G. Since triangle X in (G, B) is balanced, any cycle C of (G, B) containing an edge e of X has the same bias as the cycle C∆X of ∆ X (G, B). Thus there is not exactly two cycles of Θ in ∆ X B. A consequence of our definitions is Proposition 2.13, which can be proven by comparing flats of two matroids. Proposition 2.13. Let (G, B) be a biased graph.
1. Let X be a balanced 3-cycle in (G, B). Then
We also need to carefully consider matrix representations and Y ∆-and ∆Y -exchanges. Over any field F, an F-matrix representing the matroid M (K 4 ) is projectively equivalent to the matrix I(K 4 ) shown below, perhaps with one row omitted, and/or with zero rows added.
The first three columns of this matrix represent a K 1,3 -subgraph for K 4 and the last three columns a triangle for K 4 . Given an F-matrix A such that M (A ) contains a triangle X, A is projectively equivalent to an F-matrix A in which the columns corresponding to X are as the last three columns of I(K 4 ), perhaps with one row omitted, and/or with zero rows added. The matrix ∆ X A is obtained from the matrix A by replacing the columns for X with first three columns of I(K 4 ), save perhaps the final row of the first three columns if full rank is necessary. From
Similarly if M (A ) contains a triad X, then A is projectively equivalent to an F-matrix A in which the columns corresponding to X are as the first three columns of I(K 4 ) (again with any necessary adjustments for three rows or more than three rows in these columns). The matrix ∇ X A is obtained from the matrix A by replacing the columns of X with those of the last three columns of
Proposition 2.14 follows immediately when switching the gain function so that the edges of the triad or balanced triangle all have the identity gain.
Proposition 2.14. Let A be an F-representation of matroid M , Let (G, B) be a biased graph, and let ϕ is a Γ-gain function on G realizing (G, B). Let X be a balanced triangle or K 1,3 subgraph of (G, B). By switching we may assume ϕ is the identity on X, so ϕ realizes (∆ X G, ∆ X B) or (∇ X G, ∇ X B). Proposition 2.16 can be thought of as an analogue to Proposition 2.15.
is a biased graph containing a balanced triangle T and Γ is an abelian group, then up to switching the Γ-realizations of (G, B) are in one-to-one correspondence with the Γ-realizations of ∆ X (G, B).
Proof. There exists a maximal forest F of ∆ X G that contains all three edges of X. Now for any e ∈ X, F − e is a maximal forest of G that contains two edges of X. Any Γ-realization of (G, B) is switching equivalent to a unique (F − e)-normalized Γ-realization and any Γ-realization of ∆ X (G, B) is switching equivalent to a unique F -normalized Γ-realization. Notice also that any (F −e)-normalized Γ-realization of (G, B) also has identity gain value on e. Now, evidently, ϕ is a Γ-realization of (G, B) iff the same function ϕ is also a Γ-realization ϕ of ∆ X (G, B).
3 The minor-minimal, vertically 2-connected, properly unbalanced biased graphs Let G 0 denote the set of link-minor-minimal biased graphs that are vertically 2-connected and properly unbalanced. We first describe 13 biased graphs in G 0 and then show that these 13 biased graphs form the complete set. The graph 2C 4 (which we call the tube graph) is obtained from an unlabeled 4-cycle by doubling each edge in a pair of opposite edges. Three of the biased graphs in G 0 have underlying graph 2C 4 , four have underlying graph K 4 , and six have underlying graph 2C 3 . We call the biased graphs in G 0 our base biased graphs.
Biased K 4 's. The set of cycles of the graph K 4 consists of four triangles and three quadrilaterals. There are seven isomorphism classes of biased graphs of the form (K 4 , B) (see [13] ), which are jovially named the Seven Dwarves. We denote by D t,q = (K 4 , B t,q ) the biased K 4 with exactly t balanced triangles and q balanced quadrilaterals. The seven biased Name Balanced cycles T 0 none
Figure 3: The graph 2C 3 and its six possible classes of balanced cycles not containing a cycle of length two.
Proof of Proposition 3.1. The collection of balanced triangles in a biased graph (2C 3 , B) without a balanced 2-cycle is any collection of triangles for which no two triangles intersect in more than a single edge. There are eight triangles in 2C 3 and any five must contain a pair that intersect in more than one edge. Now for k ∈ {0, 1, 2, 3, 4}, the reader can check that the only possible configurations of k balanced triangles are those in the table.
Biased 2C 4 's. A biased tube is properly unbalanced if and only it has no balanced 2-cycle.
There are three such tubes, described in Figure 4 . They are all in G 0 . It remains just to show that a properly unbalanced biased graph without two vertexdisjoint unbalanced cycles has a link minor from G 0 . Such biased graphs are called tangled. The structure of tangled signed graphs was characterized by Slilaty [10] and the structure of tangled biased graphs in general was characterized by Chen and Pivotto [2] . Theorem 3.3 could be proven (although not trivially) as a consequence of Chen and Pivotto's work in [2] but the direct proof here seems no more difficult.
Name Balanced cycles

Theorem 3.3.
If Ω is a tangled biased graph, then Ω contains a link minor that is a biased K 4 with no balanced triangle or a biased 2C 3 with no balanced 2-cycle.
Proof. Let Ω be a tangled biased graph that is a link-minor minimal counterexample to our result. If Ω has more than one unbalanced block but no two disjoint unbalanced cycles, then Ω must have a balancing vertex, a contradiction. Hence Ω has only one unbalanced block. Evidently our desired minor exists in Ω iff it exists in the unbalanced block of Ω and so the minimality of Ω therefore implies that it is nonseparable. By minimality we may also assume that Ω has no balanced 2-cycles. Now Ω cannot be tangled unless Ω has at least three vertices and so we assume that Ω is vertically 2-connected, loopless, has at least three vertices, and no balanced 2-cycles. By Claim 1, we now get that the underlying graph of Ω is simple. Claim 1. The underlying graph of Ω is simple. Proof of Claim: By way of contradiction assume that C is an unbalanced 2-cycle in Ω with vertices x and y. Thus Ω − x contains an unbalanced cycle C y passing through y and Ω − y contains an unbalanced cycle C x passing through x. Since Ω is tangled, C x ∪ C y ∪ C contains a biased 2C 3 without a balanced 2-cycle, a contradiction. ♣ If Ω has just three vertices, then the underlying graph of Ω is a triangle; however, now Ω has a balancing vertex, a contradiction. Now suppose Ω has exactly four vertices. For any vertex v, Ω − v must be an unbalanced triangle and so Ω is a biased K 4 without a balanced triangle, a contradiction. So for the remainder of the proof we can assume that Ω has at least five vertices.
Claim 2. For each vertex v, Ω − v is unbalanced and has a balancing vertex. Proof of Claim: Minimality implies that for any vertex v in Ω, Ω − v is not tangled. Since Ω − v is unbalanced and has no two disjoint unbalanced cycles, it must have a balancing vertex.
♣ Given an edge e with endpoints x and y, we denote the vertex in Ω/e resulting from the identification of x and y by v e or v xy .
Claim 3. For each edge e, Ω/e has v e as its unique balancing vertex. Proof of Claim: By minimality, Ω/e is not tangled and has no two vertex disjoint unbalanced cycles and so must therefore have a balancing vertex. If this balancing vertex is u = v e , then every unbalanced cycle of Ω/e passes through u and so every unbalanced cycle of Ω passes through u which implies that u is a balancing vertex of Ω, a contradiction. ♣ Since Ω does not have a balancing vertex both Ω − x and Ω − y are unbalanced. Let C x be an unbalanced cycle in Ω − x and C y be an unbalanced cycle in Ω − y. Without loss of generality E(C x ) ⊆ A and either E(C y ) ⊆ A or E(C y ) ⊆ B. It cannot be that E(C y ) ⊆ B because then C x and C y would be vertex disjoint, a contradiction. Hence E(C x ) ∪ E(C y ) ⊆ A; however, since B is unbalanced any unbalanced cycle C in Ω:B intersects both vertices x and y and so C x ∪ C y ∪ C contains a biased 2C 3 having no balanced 2-cycle, a contradiction. ♣ Now let e = xy be an edge of Ω and let E 1 , . . . , E m be the unbalancing classes of edges incident to balancing vertex v xy in Ω/e. We must have that m ≥ 2. Now let E x,i be the edges of E i that are incident to x in Ω and E y,i be the edges of E i that are incident to y in Ω.
Since Ω − y is unbalanced, at least two of E x,1 , . . . , E x,m are nonempty; similarly, at least two of E y,1 , . . . , E y,m must be nonempty. Let X be the set of vertices in Ω − y adjacent to x, and let Y be the set of vertices in Ω − x that are adjacent to y. Since the underlying graph of Ω is simple, |X| ≥ 2 and |Y | ≥ 2. Now take x 1 , x 2 ∈ X such that the xx 1 -and xx 2 -edges are in different sets E x,1 , . . . , E x,m , and take two similarly defined y 1 , y 2 ∈ Y . Since the underlying graph of Ω is simple, x 1 = x 2 and y 1 = y 2 .
Claim 6. Vertices x 1 , x 2 , y 1 , y 2 cannot be chosen so that {x 1 , x 2 } ∩ {y 1 , y 2 } = ∅.
Proof of Claim:
Since Ω is vertically 3-connected, there is a x 1 x 2 -path P in Ω − {x, y}. For i ∈ {1, 2} let e i denote the yy i -edge in Ω. Since v yy i is a balancing vertex in Ω/e i (by Claim 3), the path P must intersect y 1 and y 2 and so there is a y 1 y 2 -path P properly contained in P and P that avoids both x 1 and x 2 . The unbalanced cycle C formed by y, y 1 , P , y 2 , y avoids x 1 , x 2 , and x; however, this yields a contradiction because contracting the xx 1 -edge in Ω leaves a biased graph with balancing vertex v xx 1 . ♣ Claim 7. Vertices x 1 , x 2 , y 1 , y 2 cannot be chosen so that |{x 1 , x 2 } ∩ {y 1 , y 2 }| = 1. Proof of Claim: By way of contradiction assume that |{x 1 , x 2 } ∩ {y 1 , y 2 }| = 1 where, without loss of generality, x 2 = y 1 . As in the proof of Claim 6, any x 1 x 2 -path P in Ω − {x, y} must intersect y 2 . Thus there is a y 1 y 2 -path P properly contained in P and avoiding
Because Ω is vertically 3-connected, there is an x 1 x 2 -path P in Ω − {x, y}. The subgraph of Ω on edges E(P ) ∪ {e, e , e , f , f } is a subdivision of K 4 without a balanced triangle, a contradiction.
As is often the case, graph minors are harder to work with than subgraphs. Theorem 3.4 is an analogue of Theorem 3.3 for topological subgraphs. The biased graph T 2,3 of Figure 5 has exactly two triangles in it. The set of balanced cycles of T 2,3 consists of exactly these two triangles. Let L denote the set of three links connecting the two triangles in T 2,3 . Note that T 2,3 /L ∼ = T 2 . For i ∈ {1, 2}, let T 2,3−i be the biased graph obtained from T 2,3 by contracting i links from L. If Ω is a vertically 2-connected and properly unbalanced biased graph, then Ω contains as a subgraph a subdivision of a base biased graph or a subdivision of a member of {T 2,3 , T 2,2 , T 2,1 }.
Proof. If Ω is not tangled, then our result follows from Proposition 3.2. So assume that Ω is tangled. By Theorem 3.3, Ω contains a link minor (G, B) that is either a biased K 4 without a balanced triangle or a biased 2C 3 without a balanced 2-cycle. In the case of a biased K 4 , Ω must contain as a subgraph a subdivision of (G, B) because K 4 is a 3-regular graph. In the case of a biased 2C 3 , either Ω contains as a subgraph a subdivision of (G, B) or Ω contains as a link minor (G , B ) which is vertically 2-connected, has minimum degree 3, and contains an edge e for which (G , B )/e = (G, B). Since Ω is tangled, the underlying graph of (G , B ) is as shown in Figure 7 . Biased graphs representing U 2,4 . Two additional important biased graphs are U 2 and U 3 , shown in Figure 8 ; neither contains a balanced cycle. Note that Our next theorem says that switching inequivalence of gain functions on a biased graph may always be found in a small minor, typically on one of our base graphs.
Theorem 3.5. Let (G, B) be a vertically 2-connected, loopless, and properly unbalanced biased graph and let Γ be an abelian group. If ϕ and ψ are switching inequivalent Γ-realizations of (G, B), then one of the following holds.
• (G, B) has a link minor (H, S) that is a member of G 0 and ϕ| H and ψ| H are switching inequivalent.
• (G, B) contains a link minor (H 3 , S 3 ) ∼ = U 3 such that ϕ| H 3 and ψ| H 3 are switching inequivalent on the theta subgraph of U 3 and also (G, B) contains a minor (H 2 , S 2 ) ∼ = U 2 such that ϕ| H 2 and ψ| H 2 are switching inequivalent on the 2-cycle of U 2 . Furthermore, (G, B) is not tangled when this possibility holds.
Furthermore, if Γ = F + and ϕ and ψ are inequivalent up to switching and scaling, then the same conclusions hold up to switching and scaling.
Proof. By Theorem 3.4, (G, B) has a subgraph (G 0
+ ), then our result follows by Proposition 2.3. Otherwise, there is t ∈ {0, . . . , n − 1} such that ϕ i and ψ i are switching equivalent for i ≤ t and ϕ t+1 and ψ t+1 are switching inequivalent (or inequivalent up to switching and scaling). Let e be an edge on path P t . Since G t+1 is vertically 2-connected, there is a spanning tree T t+1 of G t+1 not containing e. Let T t be T t+1 restricted to G t and so T t is a spanning tree of G t . Normalize ϕ t+1 and ψ t+1 on T t+1 which implies that ϕ t and ψ t are normalized on T t as well. Since ϕ t and ψ t are switching equivalent and ϕ t+1 and ψ t+1 are switching inequivalent, ϕ t = ψ t (by Proposition 2.2) while ϕ t+1 and ψ t+1 are equal everywhere aside from edge e. Hence for every cycle C of G t+1 containing path P t , ϕ t+1 (C) = ψ t+1 (C). Since ϕ t+1 and ψ t+1 are Γ-realizations of (G t+1 , B t+1 ), it must be that every such cycle C is unbalanced. Extend P t to a path P that is internally disjoint from G 0 but whose endpoints are both on G 0 . Let ϕ and ψ be ϕ t+1 and ψ t+1 restricted to the biased graph (G 0 , B 0 ) ∪ P . Again, ϕ and ψ are equal on every edge of (G 0 , B 0 ) ∪ P save for the edge e where they are unequal and every cycle C in (G 0 , B 0 ) ∪ P containing e is unbalanced. Now, in (G 0 , B 0 ) ∪ P there is a nonseparable link minor ( G, B) = ((G 0 , B 0 ) ∪ P )/K\D for which ( G, B)\e is a base biased graph or ( G, B)\e/f is a base biased graph for some link f . The possibilities for ( G, B) are as shown in Figure 9 .
Normalizing ϕ and ψ on a spanning tree of (G 0 , B 0 ) ∪ P that contains the contraction set K and letφ andψ be the induced gain functions on ( G, B). Again,φ andψ are equal on each edge aside from e where they are unequal and that every cycle through e is unbalanced. The first conclusion of our theorem holds in four of the six possibilities of Figure 9 and the second conclusion of our theorem holds in possibilities (iii) and (vi) which do not occur when (G, B) is tangled. (Note contraction of an unbalanced loop is only necessary in possibility (vi).)
Representations of matroids of our base biased graphs
In this section we examine the relationship between gain functions on our base biased graphs and matrix representations of their associated frame and lift matroids. In Section 4.1 we show that canonical representations are projectively equivalent if and only if the associated gain functions are switching equivalent or switching-and-scaling equivalent. In Section 4.2 we show that any F-representation of one of these matroids is projectively equivalent to a canonical F-representation specific to the given graph.
Switching and projective equivalence
Given switching equivalent gain functions on a graph (with scaling for additive gain functions), it is easy to see that their corresponding canonical matrix representations are projectively equivalent. We give a proof of Proposition 4.1 for reference to certain ideas contained in it. Proof. Suppose ϕ and ψ are F × -gain functions on G with ϕ η = ψ. Let V (G) = {v 1 , v 2 , . . . , v |V (G)| }. Let T be the diagonal matrix with rows and columns indexed by V (G) in which diagonal entry T ii is η(v i ), and let S be the |E(G)| × |E(G)| diagonal matrix with diagonal entries S jj = η(v i ) −1 if vertex v i is the tail of edge e j . Then T A F (G, ϕ)S = A F (G, ψ). Now suppose ϕ and ψ are F + -gain functions and there is a scalar s ∈ F × so that sϕ η = ψ. Let T be the (n + 1) × (n + 1) matrix whose first row is [s sη(
T , and with the n×n identity matrix as the submatrix of the remaining rows and columns. Let S be the diagonal matrix with s 11 = 1/s and all other
There is a natural condition arising from the proof of Proposition 4.1 for a certain converse statement to hold. Proof. If ϕ and ψ are switching equivalent, then the proof of Proposition 4.1 shows that A and B are equivalent via diagonal and nonsingular matrices T and S. Conversely, suppose that B = T AS where T and S are both diagonal and nonsingular. Since T is diagonal, row i of T A is obtained by multiplying row v i of A by T ii . Since both A and B are canonical frame representations, both have 1 in position v i of column e j whenever vertex v i is the tail of edge e j . Hence the diagonal elements S jj of S satisfy S jj = T
−1
ii , where v i is the tail of e j . Thus ϕ and ψ are switching equivalent via η(v i ) = T ii for each v i ∈ V (G).
Biased
× be a gain function with B ϕ containing no 2-cycle, and let ψ : E(2C 3 ) → F × be another gain function. Then ϕ and ψ are switching equivalent if and only if A F (2C 3 , ϕ) and A F (2C 3 , ψ) are projectively equivalent.
Proof. If ϕ and ψ are switching equivalent, then A F (2C 3 , ϕ) and A F (2C 3 , ψ) are projectively equivalent by Proposition 4.1. To prove the converse, consider A=A F (2C 3 , ϕ) and B=A F (2C 3 , ψ) that are projectively equivalent. By normalizing on the spanning tree with edge set {e 1 , e 3 }, we may assume that ϕ labels E(2C 3 ) as shown in Figure 10 . Entry (BS) ij = 0 if and only if entry (T A) ij = 0; consider the dot products t i · e j = 0, where (i, j) ∈ {(3, 1), (3, 2), (1, 3), (1, 4), (2, 5) , (2, 6)}. The product t 3 · e 1 = 0 implies T 31 = T 32 , and t 3 · e 2 = 0 implies T 31 = aT 32 . Together these imply (since a = 1) that T 32 = T 31 = 0. Similarly, t 1 · e 3 = t 1 · e 4 = 0 imply T 13 = T 12 = 0, and t 2 · e 5 = t 2 · e 6 = 0 imply T 21 = T 23 = 0. Hence T is diagonal, and so by Proposition 4.2, ϕ and ψ are switching equivalent. Proof. If ϕ and ψ are switching-and-scaling equivalent, then their associated lift matrices are projectively equivalent by Proposition 4.1. Conversely, consider A=A L (2C 3 , ϕ) and B=A L (2C 3 , ψ) that are projectively equivalent. Normalizing on spanning tree {e 1 , e 2 }, and scaling if necessary, by Proposition 4.1 we may assume ϕ labels 2C 3 as shown in Figure 11 . Since ϕ has no balanced cycles of length 2, a = 0 and
There is a non-singular matrix T and a diagonal matrix S so that T A = BS. As with ϕ, by switching and scaling we may assume ψ also labels E(2C 3 ) as in Figure 11 , replacing a, b, and c with x, y, and z, respectively. Then, denoting elements S ii of S by s i , we have
This gives us 24 relations among the members of T , one for each dot product t i · e j , where t i is the ith column of T and e j is the jth column of A. The eight relations t i · e j = 0 yield T 12 = T 13 = T 14 , T 21 = T 31 = T 41 = 0, T 23 = T 24 , and T 42 = T 43 . Now, after establishing these relations, t 3 · e 5 = 0 yields T 32 = T 34 and so we have
Now the relations s 1 = t 2 · e 1 , s 2 = t 2 · e 2 , s 3 = t 3 · e 3 , s 4 = t 3 · e 4 , s 5 = t 4 · e 5 , s 6 = t 4 · e 6 , −s 2 = t 3 · e 2 , and −s 3 = t 4 · e 3 yield s 1 = s 2 = s 3 = s 4 = s 5 = s 6 . After this the relation s 2 = t 1 · e 2 yields T 11 = s 1 . Now the relations t 1 · e 4 = s 1 x, t 1 · e 5 = s 1 y, and t 1 · e 6 = s 1 z yield a = x, b = y and c = z which implies that ϕ and ψ are switching equivalent after scaling.
Lemma 4.5. Suppose ϕ : E(2C 3 ) → F × and ψ : E(2C 3 ) → F + are gain functions on 2C 3 , neither of which has a balanced 2-cycle. Then A F (2C 3 , ϕ) and A L (2C 3 , ψ) are not projectively equivalent.
Proof. As in previous cases, without loss of generality we may assume that ϕ labels 2C 3 as in Figure 10 , and ψ as in Figure 11 , replacing a with x, b with y, and c with z. Let A = A F (2C 3 , ϕ) which is matrix 4.1. Let B be A L (2C 3 , ψ) which is matrix 4.2 with the bottom row removed. Now suppose for a contradiction that there exists a non-singular matrix T and a diagonal matrix S so that T A = BS. Writing S ii = s i , and denoting row i of T by t i and column j of A by e j , we have t 2 · e 1 = s 1 , t 2 · e 2 = s 2 , t 2 · e 3 = 0, and t 2 · e 4 = 0. Together these imply that T 22 = T 23 = 0 and that T 21 = s 1 = s 2 . Moreover, we have t 3 · e 1 = −s 1 , t 3 · e 2 = −s 2 , t 3 · e 5 = 0, and t 3 · e 6 = 0. Since s 1 = s 2 , a = 0, 1, and c = d, these imply that T 31 = T 32 = T 33 = 0 which implies that T is singular, a contradiction.
× be a gain function with B ϕ containing no 3-cycle, and let ψ : E(K 4 ) → F × be another gain function. Then ϕ and ψ are switching equivalent if and only if A F (K 4 , ϕ) and A F (K 4 , ψ) are projectively equivalent.
Proof. By switching we may assume that ϕ and ψ are both equal to the identity on a K 1,3 -subgraph Y . This allows us to consider ϕ and ψ as gain functions on (2C 4 , ψ) . If ϕ and ψ are switching equivalent, then A and B are projectively equivalent by Proposition 4.1. To prove the converse, let T and S be matrices with T A = BS (where T is nonsingular and S is a diagonal matrix scaling the columns of B). We may assume without loss of generality that the edge orientations chosen to define B are the same as those chosen to define A; by normalizing on the spanning tree with edges e 3 , e 4 , e 5 , we may assume without loss of generality that ϕ labels E(K 4 ) as shown in Figure 12 Proof. The easy direction again follows from Proposition 4.1. For the converse, without loss of generality assume that ϕ(e 1 ) = ψ(e 1 ) = 1, ϕ(e 2 ) = a, ψ(e 2 ) = x, ϕ(e 3 ) = ψ(e 3 ) = 0, ϕ(e 4 ) = ψ(e 4 ) = 0, ϕ(e 5 ) = ψ(e 4 ) = 0, ϕ(e 6 ) = b, and ψ(e 6 ) = y (where 2C 4 has edges and orientations as in Figure 12 ) such that neither a nor x is 1 and neither b nor y is 0. Let A = A L (2C 4 , ϕ) and B = A L (2C 4 , ψ), and let T and S be matrices with T A = BS, where S is diagonal (with s i = S ii ) scaling the columns of B. Denoting row i of T by t i and column j of A by e j we have t i · e j = 0 for 15 pairs (i, j), three pairs for any fixed row t i . Given the fact that a = 1 and b = 0, the reader can check that these 15 relations yield
After this, each column e j has i, k ≥ 2 such that t i · e j = s j and t k · e j = −s j . These 12 relations yield s 1 = s 2 = s 3 = s 4 = s 5 = s 6 . The relation t 1 · e 1 = s 1 yields T 11 = s 1 . Now the relation t 1 · e 2 = s 1 x yields a = x and the relation t 1 · e 6 = s 1 y yields b = y. Thus A and B are equivalent by switching and scaling.
U 2 and U 3
Suppose U 2 and U 3 are labeled with edge orientations as in Figure 13 . Denote the underlying graphs by U 2 and U 3 , respectively. Figure 13 Lemma 4.11. Let ϕ and ψ be F × -realizations of U 2 . Then A F (U 2 , ϕ) and A F (U 2 , ψ) are projectively equivalent if and only if ϕ(e 3 e 4 ) = ψ(e 3 e 4 ).
Proof. The matrices A F (U 2 , ϕ) and A F (U 2 , ψ) are of the following form
These are in standard form relative to the basis {e 1 , e 2 } and so are projectively equivalent iff the entry g is the same for both A F (U 2 , ϕ) and A F (U 2 , ψ). The result follows.
Lemma 4.12. Let ϕ and ψ be F + -realizations of U 3 . Then A L (U 3 , ϕ) and A L (U 3 , ψ) are projectively equivalent if and only if ϕ| {e 2 ,e 3 ,e 4 } and ψ| {e 2 ,e 3 ,e 4 } are switching-and-scaling equivalent. ϕ) and B = A L (U 3 , ψ) are projectively equivalent, then there is an invertible matrix T and diagonal matrix S such that T A = BS (gain let s i = S ii ). After switching and scaling, ϕ(e 1 ) = ψ(e 1 ) = 1, ϕ(e 2 ) = ψ(e 2 ) = 0, ϕ(e 3 ) = ψ(e 3 ) = 1, ϕ(e 4 ) = a, and ψ(e 4 ) = x. Thus
This yields T 11 = s 1 , T 21 = T 31 = 0, and T 12 = T 13 and so
which yields s 1 = s 2 = s 3 = s 4 . After this a = x and so ϕ and ψ are switching-and-scaling equivalent. 
All F-representations are canonical
In this section, we show that every F-representation of a matroid of a base biased graph in G 0 is projectively equivalent to a canonical representation.
Biased
is a labeled biased graph with no balanced 2-cycle, then every
is projectively equivalent to a unique canonical representation particular to the biased graph (2C 3 , B) .
Proof. We may assume that 2C 3 is labelled and has edge orientations as shown in Figure 14 . Let A be a matrix over F representing F (2C 3 , B) . By Proposition 3.1 we may assume that {e 1 , e 2 , e 3 } is a basis, and so that the first three columns of A represent e 1 , e 2 , and e 3 , and that these columns form the identity matrix. Observe that the only form a 3-circuit may take in 2C 3 is a balanced triangle. Now since neither e 5 nor e 6 forms a triangle with {e 2 , e 3 }, both the columns corresponding to e 5 and e 6 are nonzero in their first row. Hence we may assume (by applying elementary row operations and column scaling) that A is of the form 2. a = b: If so, then a = 1, as then e 4 and e 5 would form a parallel pair, a contradiction.
But then e 1 , e 4 , e 5 form a circuit, also a contradiction.
3. b = 1: If so, then e 2 , e 4 , e 5 form a circuit, a contradiction.
c = d:
If so, then certainly c = 1 as e 4 and e 6 are not a parallel pair. But then {e 1 , e 4 , e 6 } is a circuit, a contradiction.
5. c = 1: If so, {e 3 , e 4 , e 6 } is a circuit, a contradiction.
6. a = c: If so, then d = b since e 5 and e 6 are not a parallel pair. But then {e 3 , e 5 , e 6 } is a circuit, a contradiction.
If so, then a = c since e 5 and e 6 are not a parallel pair. But then {e 2 , e 5 , e 6 } is a circuit, a contradiction. which by claims 1-7 above has exactly two nonzero entries in each column. Scaling the columns of T A clearly yields a canonical frame matrix particular to (2C 3 , B) . Lemma 4.14. If (G, B) is a labeled biased graph isomorphic to an element of
is projectively equivalent to a unique canonical representation particular to the biased graph (G, B).
Proof. The uniqueness follows from Proposition 2.3 and Lemma 4.3 so we need only show that an arbitrary
is obtained from T 2 by the addition of an edge, call it e, that creates a balanced 2-cycle. Hence e is a parallel to some other element of 1 ) is projectively equivalent to a canonical representation by Lemma 4.13. Thus A is projectively equivalent to a canonical representation by Proposition 2.14.
Second, ∇ Y T 2,2 is obtained from T 2,1 by the addition of an edge that creates a balanced 2-cycle. That A is projectively equivalent to a canonical matrix follows in an analogous fashion to the argument in the previous paragraph using T 2,1 rather than T 2 .
Last, ∇ Y T 2,3 is obtained from T 2,2 by the addition of an edge that creates a balanced 2-cycle and our result follows as before. B) is a labeled biased graph with no balanced 3-cycle, then every B) is projectively equivalent to a unique canonical representation particular to the biased graph (K 4 , B) .
Biased
Proof. Uniqueness follows from Lemma 4.6. Here (K 4 , B) ∼ = D 0,i for some i ∈ {0, 1, 2, 3}. K 4 , B) ). By Lemma 4.13, ∇ Y A is projectively equivalent to a canonical F-representation and so A is projectively equivalent to a canonical F-representation by Proposition 2.14. If (2C 4 , B) is a labeled biased graph with no balanced 2-cycle, then every F-representation of F (2C 4 , B) is projectively equivalent to a unique canonical frame matrix that is particular to the biased graph (2C 4 , B) .
Proof. The uniqueness aspect of representations follows from Lemma 4.9. We need only show that any given F-representation of F (2C 4 , B) is projectively equivalent to a frame matrix particular to the biased graph (2C 4 , B) . Assume without loss of generality that the labels on 2C 4 are as shown in Figure 15 . There are three possibilities for B: |B| ∈ {0, 1, 2}. Assume first that |B| is 0 or 1; i.e. either B = ∅ or, without loss of generality, B = {{e 1 , e 3 , e 4 , e 6 }}. Then it is easy to see that A is projectively equivalent to 
which has the desired canonical form after column scaling, as required. So assume now that |B| = 2; without loss of generality that {{e 1 , e 3 , e 4 , e 6 }, {e 2 , e 3 , e 4 , e 5 }}. Then A is projectively equivalent to Proof. Again, let the edges of 2C 4 be labeled as in Figure 12 .
is binary which makes A projectively unique and our result follows. So without loss of generality assume that B ⊆ {{e 1 , e 3 , e 4 , e 6 }}. Since {e 1 , e 2 , e 5 , e 6 } is a circuit, A is projectively equivalent to 
T is nonsingular, and
which, after column scaling and appending a fifth row obtained by negating the sum of rows 2, 3, and 4, is a canonical lift matrix particular to (2C 4 , B), as desired.
Biased 2C 3 \e's
We denote the graph obtained from 2C 3 by deleting an edge by 2C 3 \e.
Lemma 4.18. Let (2C 3 \e, B) be a biased graph with no balanced 2-cycles, and suppose A is an F-representation of F (2C 3 \e, B) = L(2C 3 \e, B). Then A is projectively equivalent to a canonical frame matrix particular to (2C 3 \e, B) or a roll-up of (2C 3 \e, B), and A is projectively equivalent to a canonical lift matrix particular to (2C 3 \e, B).
Proof. We may assume that F is neither GF (2) nor GF (3), since in these cases A is projectively unique, so our result follows. Assume 2C 3 \e is labeled as in Figure 16 . Then {e 1 , e 2 , e 3 } is a basis, so we may assume the first three columns of A are labelled e 1 , e 2 , e 3 , and that these columns form an identity matrix. Hence we may assume (consider fundamental circuits) that Each column of T A has at most two nonzero entries, so after column scaling T A is canonical frame particular to (2C 3 \e, B) or a rollup of (2C 3 \e, B) . Now define
The determinant of T is 1/b, so T is nonsingular, and
After appropriate column scaling and appending a fourth row equal to the negation of the sum of rows 2 and 3, T A is a canonical lift matrix particular to (2C 3 \e, B). Now assume a = 0. Choose x, y ∈ F such that neither x nor y is 0 and x/y = b/(a − 1). Define
The determinant of T is xy(x − ax + by)/a, which by our choice of x and y is nonzero, and
which, after column scaling, is projectively equivalent to a canonical frame matrix particular to (2C 2 \e, B) or a rollup of (2C 3 \e, B). Finally, define
The determinant of T is (1 − a)/b, and so nonzero, and
After appropriate column scaling and appending a fourth row equal to the negation of the sum of rows 2 and 3, we have a canonical lift matrix particular to (2C 3 \e, B).
Main results
We begin with our main result equating projective equivalence with switching equivalence. This answers Conjectures 2.8 and 4.8 of Zaslavsky from [16] in the affirmative: vertical 2-connectivity, no balancing vertex, and looplessness are all clearly necessary conditions for such a theorem.
Theorem 5.1 (Main Result II). Let (G, B) be a vertically 2-connected, loopless, and properly unbalanced biased graph.
1. If ϕ and ψ are F × -realizations of (G, B), then A F (G, ϕ) and A F (G, ψ) are projectively equivalent iff ϕ and ψ are switching equivalent. ) and A L (G, ψ) are projectively equivalent iff ϕ and ψ are switching-and-scaling equivalent.
If ϕ and ψ are
F + -realizations of (G, B), then A L (G, ϕ
If ϕ is an F
× -realizations of (G, B) and ψ is an F + -realizations of (G, B), then A F (G, ϕ) and A L (G, ψ) are not projectively equivalent.
Proof. For Parts (1) and (2), the easy direction is by Proposition 4.1. For the converse of Part (1) assume that ϕ and ψ are F × -realizations that are not switching equivalent. By Theorem 3.5, there is a minor (H, S) of (G, B) such that either (H, S) is a base biased graph with ϕ| H and ψ| H switching inequivalent or (H, S) ∼ = U 2 and ϕ| H and ψ| H are switching inequivalent on the 2-cycle. By Lemmas 4.3, 4.6, 4.9, and 4.11 A F (H, ϕ| H ) and A F (H, ψ| H ) are not projectively equivalent and so A F (G, ϕ) and A F (G, ψ) are not projectively equivalent. For the converse of Part (2), the proof is similar using inequivalence up to switching and scaling in Theorem 3.5 and using Lemmas 4.4, 4.7, 4.10, and 4.12.
For Part (3), we use Proposition 3.2 (if (G, B) contains two vertex disjoint unbalanced cycles) or Theorem 3.5 (if (G, B) is tangled) to get a G 0 -minor (H, S) of (G, B). The result follows by Lemmas 4.5 and 4.8 and the fact that the lift and frame matroids of a biased 2C 4 without a balanced 2-cycle are not equal.
Theorem 5.2 (Main Result III)
. Let F be a field and let (G, B) be a vertically 2-connected and properly unbalanced biased graph.
1. If (G, B) has two vertex-disjoint unbalanced cycles and A is an F-matrix representing F (G, B), then A is projectively equivalent to some A F (G, ϕ).
If (G, B)
has two vertex-disjoint unbalanced cycles and A is an F-matrix representing L(G, B), then A is projectively equivalent to some A L (G, ϕ).
does not have two vertex-disjoint unbalanced cycles and A is an F-matrix representing F (G, B) = L(G, B), then A is projectively equivalent to some A F (G, ϕ) or some A L (G, ψ) but not both.
Furthermore, if (G, B) has no loops, then the canonical representation particular to (G, B) in each part is also unique.
Lemma 5.3. Let Ω be a connected biased graph such that is an joint and Ω\ is a biased K 4 without a balanced triangle or 2C 3 without a balanced 2-cycle.
does not extend to an F-representation of F (Ω).
Proof. We give a detailed proof for the case in which Ω is a biased 2C 3 . The case for which Ω is a biased K 4 then follows from ∆Y -and Y ∆-exchanges by Propositions 2.13 and 2.14.
Part 1 Suppose by way of contradiction that F-matrix A represents L(Ω) with column corresponding to the element and A\ = A F (G\ , ϕ). Since is not a loop of L(Ω), the column is nonzero. If has weight 1, then A is an F-representation of a F (Ω ) where Ω is obtained from Ω\ by attaching a joint to some vertex; however, we now get that In this case, let C be the edge set of a 2-cycle along with a pendant edge. In matroid M (A) there is a circuit in C ∪ that must use the pendant edge; however, C may be chosen so that C ∪ contains a circuit of F (Ω) that does not use the pendant edge, a contradiction.
Proof of Theorem 5.2. The uniqueness part of our theorem follows from Theorem 5.1. We need only show projective equivalence to an appropriate canonical representation. Let A be an F-representation of matroid M ∈ {F (G, B), L(G, B)}. By Proposition 3.2 and Theorem 3.4, (G, B) contains a subgraph (G 0 , B 0 ) which is a subdivision of a base biased graph or one of T 2,3 , T 2,2 , and T 2,1 . For comparisons with submatrices of A say that say that the vertex set of G 0 is the same as the vertex set of G. Now let A 0 be the submatrix of A consisting of the columns for E(G 0 ). By Lemmas 4.13, 4.14, 4.15, 4.16, and 4.17 as well as Proposition 2.9 the matrix A 0 is projectively equivalent to
Let J G be the collection of joints of (G, B). Now, because both G 0 and G are vertically 2-connected (aside for isolated vertices), there is a collection of vertically 2-connected (aside for isolated vertices) biased subgraphs (G 0 , B 0 ) ⊂ · · · ⊂ (G n , B n ) where (G n , B n ) = (G, B)\J G and (G i+1 , B i+1 ) = (G i , B i ) ∪ P i for some path P i in G whose endpoints are in G i minus isolated vertices and whose internal vertices are isolated in G i . Also, let A 0 , . . . , A n be the submatrices of A (with the same number of rows as A) corresponding, respectively, to (G 0 , B 0 ) , . . . , (G n , B n ). Assume inductively for some i ≥ 0 that either A F (G j , ϕ j ) = T j A j S j for each j ∈ {0, . . . , i} or A L (G j , ψ j ) = T j A j S j for each j ∈ {0, . . . , i}. In either case T j is invertible and S j is diagonal. We will show the same projective equivalence for A i+1 . We will obtain this conclusion for the case where P i is a single edge. If P i has length greater than one, then the conclusion will follow by Proposition 2.9. Consider T i A i+1 S i where S i is obtained from S i by adding an elementary column for the new edge P i . Let e i be the column of T i A i+1 S i corresponding to the edge P i . Say that the endpoints of P i are u i and v i . In
Case 1 First we show that e i is zero in every row not corresponding to u i and v i . By way of contradiction, say that e i is nonzero in the row of T i A i+1 S i corresponding to vertex x ∈ G i where x / ∈ {u i , v i }. Since (G 0 , B 0 ) does not have a balancing vertex, neither does (G i , B i ). Thus (G i , B i ) − x is unbalanced and connected. Thus there is U i ⊂ (G i − x) consisting of a spanning tree for G i − x (minus its isolated vertices) along with one additional edge whose fundamental cycle is unbalanced. Thus U i ∪ P i contains a frame-matroid circuit C passing through P i and avoiding x. Well, the columns of T i A i S i = A F (G i , ϕ i ) corresponding to C −e i are all zero in the row corresponding to x and these columns are linearly independent. Hence the columns corresponding to C in T i A i+1 S i are linearly dependent which contradicts the fact that
Second we show that both rows of e i corresponding to u i and v i are both nonzero. Since e i is not a matroid loop, at least one row (say u i without loss of generality) is nonzero and by way of contradiction assume that row v i is zero. Now take a subgraph Q of G i − v i consisting of an unbalanced cycle along with a path connecting this cycle to u i (possibly of length zero). Now Q ∪ e i is an independent set in F (G i+1 , B i+1 ) but the columns of T i A i+1 S i corresponding to Q ∪ e i are linearly dependent, a contradiction.
By the previous two paragraphs, column e i of T i A i+1 S i is nonzero in exactly the rows corresponding to u i and v i and so we let T i+1 = T i and S i+1 is obtained from S i by changing the scaling factor for e i so as to make one of the rows equal to 1. We now have that
Now if J G = ∅, then we are done and so we assume that (G, B) \J G , it must be that G n is tangled. Theorem 3.3 implies that (G n , B n ) contains as a minor a biased graph (H, S) that is a biased K 4 or 2C 3 without a balancing vertex. Thus (G, B) contains (H, S) ∪ e 1 as a minor where e 1 is a joint attached to some vertex. Since T n A n S n = A F (G n , ϕ n ), the induced matrix representation of (H, S) is a frame representation. But now A does not induced a representation of L((H, S) ∪ e 1 ) = F ((H, S) ∪ e 1 ) by Lemma 5.3, a contradiction.
Finally, take any l i ∈ J G and say that the endpoint of l i is a i . Let A l i be the submatrix of A corresponding to (G n , B n ) ∪ l i in which the column for l i is l i and consider T n A l i S n where S n is S n with an elementary column added for scaling l i . Say that l i is nonzero in some row b i = a i . Take a subgraph C consisting of an unbalanced cycle in (G n , B n )\b i along with a path connecting this cycle to a i . The edges of C ∪ l i form a circuit of F (G, B) but not in the matrix A l i , a contradiction. Thus l i is zero in the row a i only. Thus A is projectively equivalent to A F (G, ϕ) for some ϕ.
Case 2 Letv be the row of A corresponding to the F + -gain function. First we show that e i is zero in every row not corresponding to u i , v i , andv. Supposing that e i is nonzero in row x / ∈ {u i , v i ,v} we use the same technique as in Case 1 to get a lift circuit C in (G i+1 , B i+1 ) such that e i ∈ C but C avoids vertex x. The columns of T i A i+1 S i are therefore linearly independent and so T i A i+1 S i does not represent L (G i+1 , B i+1 ), a contradiction. Second, the rows u i and v i of column e i must add to zero or matrix T i A i+1 S i will have rank one more than should. If rows u i and v i of e i are both 0, then rowv of e i must be nonzero. Thus T i A i+1 S i is a representation of L 0 (G i , B i ) as well as of L(G i+1 , B i+1 ). However, if we take any unbalanced cycle C of (G i , B i ) that avoids u i , then C along with the joint element forms a circuit of L 0 (G i , B i ) but C along with P i is not a circuit of L(G i+1 , B i+1 ), a contradiction. Thus column e i has entries a and −a for some a == 0 in rows u i and v i .
By the previous two paragraphs, setting T i+1 = T i and S i+1 = S i with the column for e i scaled by 1/a we obtain T i+1 A i+1 S i+1 = A L (G i+1 , ψ i+1 ) for some ψ i+1 and so by induction T n A n S n = A L (G n , ψ n ).
Now if J G = ∅, then we are done and so we assume that J G = {l 1 , . . . , l m }. Recall than M ∈ {F (G, B), L(G, B)}; however, in this case we must have that M = L(G, B). Suppose by way of contradiction that M = F (G, B) = L(G, B). Since T n A n S n = A L (G n , ϕ n ) is a representation of M \J G = F (G, B)\J G , it must be that G n is tangled. Theorem 3.3 implies that (G n , B n ) contains as a minor a biased graph (H, S) that is a biased K 4 or 2C 3 without a balancing vertex. Thus (G, B) contains (H, S) ∪ e 1 as a minor where e 1 is a joint attached to some vertex. Since T n A n S n = A F (G n , ϕ n ), the induced matrix representation of (H, S) is a lift-matrix representation. But now A does not induced a representation of F ((H, S) ∪ e 1 ) = L((H, S) ∪ e 1 ) by Lemma 5.3, a contradiction.
Finally, take any l i ∈ J G and say that the endpoint of l i is a i . Let A l i be the submatrix of A corresponding to (G n , B n ) ∪ l i in which the column for l i is l i and consider T n A l i S n where S n is S n with an elementary column added for scaling l i . Say that l i is nonzero in some row aside fromv, sayû. There is an unbalanced cycle C in (G n , B n ) − u and so C ∪ l i is a circuit of L((G n , B n ) ∪ l i ), however, the columns of T n A l i S n corresponding to C ∪ l i are linearly independent, a contradiction. Thus A is projectively equivalent to A L (G, ϕ) for some ϕ. F-representation of F (G, B) or L(G, B), then A is projectively equivalent to some frame matrix and to some lift matrix specific to (G, B) or to some biased graph obtained from (G, B) by a sequence of rolling, unrolling, double rolling, or double unrolling operations.
Recall that D 1,0 is the biased K 4 with balanced cycles consisting of exactly one balanced triangle. It has a unique balancing vertex and D 1,0 ∼ = ∆ X T 2 . The graph 2C 3 \e is obtained from 2C 4 by contracting one of the non-doubled links. The cycles of 2C 3 \e are in bijective correspondence with the cycles of 2C 4 and so there are exactly three biased graphs (2C 3 \e, B) without a balanced 2-cycle. These are the single-edge contractions of B 0 , B 1 , and B 2 which we will denote by B 0 , B 1 , and B 2 .
Proposition 5.5. Let (G, B) be a vertically 2-connected biased graph that contains a contrabalanced theta subgraph, a unique balancing vertex u, and no joints on vertices other than u. Then (G, B) contains a subdivision of D 1,0 , B 0 , B 1 , or B 2 .
Proof. The graph nK 2 consists of two vertices and n parallel links. Since (G, B) contains a contrabalanced theta subgraph, it contains a subdivision of (nK 2 , ∅) for some n ≥ 3. Let K be such a subdivision in (G, B) with n as large as possible. One of the two degree-n vertices of K must be u (i.e., the unique balancing vertex of (G, B) ) and denote the other degree-n vertex of K by v. Of course K is the union of n internally disjoint uv-paths P 1 , . . . , P n . Now, since v is not a balancing vertex of (G, B), there is some path P in G that is internally disjoint from K, has both endpoints in K, and one of these endpoints is an internal vertex of some P i . For this proof only, call such a path a K-linker. If there is a K-linker whose endpoints are on internal vertices of two distinct paths P i and P j in K, then K ∪ P contains a subdivision of D 1,0 , as required. So assume that no such K-linker exists in G. Since (G, B) does not have that structure described in Proposition 2.10 (which would result in two distinct balancing vertices in (G, B), a contradiction) there must be some K-linker P whose endpoints are u and an internal vertex of some P i such that P i ∪ P is unbalanced. Thus K ∪ P contains a subdivision of B 0 , B 1 , or B 2 , as required.
Proof of Theorem 5.4. Let J G be the set of joints in (G, B) and let v be the balancing vertex of (G, B) − J G . If F (G, B) = L(G, B) , then J G is either empty or consists of loops incident to v. In this case we may as well assume that there is only one joint incident to v because more than one such loop would make parallel elements in the matroid. If F (G, B) = L(G, B) , then (G, B) has joints incident to vertices other than v. If A is a representation of L(G, B), then we can just move any such joints to v without affecting the matroid and then just remove all but one such joint and now F (G, B) = L(G, B). If A is a representation of F (G, B) , then replace (G, B) with its unrolling at vertex v (denote this biased graph by (G, B) as well). In this case A is still a representation of F (G, B) but now F (G, B) = L(G, B). So we may assume that (G, B) has balancing vertex v with J G = ∅ or J G = { } with incident to v and also that A is a representation of F (G, B) = L(G, B) .
If (G, B) does not contain a contrabalanced theta subgraph, then (G, B) is realizable over the group of order 2 and so F (G, B) = L(G, B) is binary. Hence A is the projectively unique representation of its matroid and so is projectively equivalent to a frame-matrix representation of a roll-up of (G, B) and to a lift matrix representation particular to (G, B). So assume now that (G, B) contains a contrabalanced theta subgraph. In Case 1 say that (G, B)−J G contains a balancing vertex u = v and in Case 2 say that v is the unique balancing vertex of (G, B) − J G .
Case 1
The biased graph (G, B) has the structure described in Proposition 2.10, either G = G 1 ∪ · · · ∪ G m or G = G 1 ∪ · · · ∪ G m ∪ with G i ∩ G j = {u, v}. The parameter m must be at least 3 for (G, B) to contain a contrabalanced theta subgraph and so and u and v are the only balancing vertices of (G, B) − J G . If J G = { }, then replace (G, B) with unrolling at vertex u = v. Note that this is a double unrolling of the original biased graph. Now proof of Theorem 5.2 and in Case 1.
