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Résumé : 
 
L’objectif principal de ce travail vise la formulation et l'intégration numérique d’un modèle 
micromécanique déjà proposé pour la plasticité cyclique. La solution numérique, surtout pour des 
modèles micromécaniques, représente une question importante vu qu’elle nécessite un temps de calcul 
relativement important. En effet, la recherche d’algorithmes capables d’optimiser le temps de calcul et la 
précision constitue le point central de ce travail. Dans le cas des lois de comportement complexes, en 
l’occurrence pour la micromécanique, quatre différents algorithmes sont ainsi appliqués au modèle, à 
savoir les algorithmes de Runge-Kutta d’ordre 2, 4 et 5 avec un pas adaptatif (notés respectivement par 
RK2, RK4 et RK5). Par ailleurs, l'algorithme de Burlisch-Stöer (MDP) est présenté ici. Au regard des 
résultats obtenus, il apparaît que contrairement à plusieurs études où l'algorithme MDP a montré son 
efficacité, l'algorithme RK2 est celui qui permet d’arriver au meilleur compromis entre faiblesse de temps 
de calcul et précision. 
 
Abstract: 
 
The numerical solution of nonlinear constitutive relations problems, especially for micromechanical 
approaches, arising in rate-dependent non-associated elasto-inelasticity, represents an important topic 
since it needs relatively an important computational time. The main problems are principally related to 
numerical time-integration of the flow rule issue with hardening concept. Hence, the main goal of this 
study bases on the formulation and the numerical integration of an already developed micromechanical 
model for cyclic plasticity. To optimize the computing time and the precision, four algorithms are thus 
applied to the model, namely the algorithms of Runge-Kutta of order 2, 4 and 5 with an adaptive step 
(noted respectively by RK2, RK4 and RK5). The algorithm of Burlisch-Stöer (MMD-BS) is also presented. 
According to the obtained results, it appears that the algorithm RK2, contrary to several studies showing 
for other application that the algorithm MMD-BS being the best one, demonstrates an appropriate 
compromise between the computational time and its precision. 
 
Mots-clefs : algorithme; comportement élasto-inélastique ; optimisation de calcul 
 
 
1 Introduction 
 
Les progrès considérables dans les outils de calcul permettent actuellement un 
développement substantiel de différents types de relations constitutives. Un de ces types 
concerne les modèles micromécaniques, qui sont formulés dans le but de décrire plusieurs 
phénomènes physiques complexes. Le caractère fortement non linéaire de ces équations (en 
particulier quand on étudie le comportement élasto-inélastique cyclique) rend leur résolution 
très chère autant pour le calcul que pour la capacité de mémoire réservée. Malgré l'existence 
d’ordinateurs de plus en plus puissants, il reste de larges progrès à réaliser en liaison avec le 
processus d'optimisation de calcul, i.e., la possibilité d'optimiser la précision des solutions 
fournies par le modèle via l'algorithme. Le traitement numérique amélioré résultant d'une 
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réponse pour un modèle donné représente un aspect principal de recherche en réduisant (le 
temps de calcul). En utilisant le concept de programmation multitâche, l'implémentation 
numérique est réalisée dans l’objectif d’accélérer le calcul. Pour un modèle élasto-inélastique 
donné, la structure incorporée au programme et la stratégie adoptée mènent à une forme simple 
d’algorithmiques fiables associés à chaque tâche de la réponse du polycristal. L'efficacité du 
calcul réalisé avec cette perspective simplifie sensiblement les arrangements traditionnels 
d'intégration du modèle micromécanique. L’objectif de ce travail vise donc la formulation et 
l'intégration numérique du modèle micromécanique (Abdul-Latif et al, 2002), décrivant la 
plasticité cyclique fortement non-linéaire et ses phénomènes relatifs. L'application des différents 
algorithmes pour décrire numériquement le comportement mécanique cyclique d'un agrégat de 
grains est bien étudié sous différents trajets de chargement complexes. Par conséquent, quatre 
algorithmes différents sont appliqués au modèle, à savoir les algorithmes de Burlisch-Stoer et de 
Runge-Kutta de l'ordre 2, 4 et 5 avec pas adaptatif. Une comparaison (temps de calcul et 
précision) entre ces algorithmes est conduite afin d’avoir un compromis entre le temps de calcul 
informatique et sa précision pour le comportement élasto-inélastique cyclique des polycristaux. 
 
 
2 Présentation du Modèle utilisé 
 
La formulation théorique du modèle auto-cohérent utilisé a été déjà présentée en détail dans 
Abdul-Latif et al. (2002). Nous nous limitons ici, à une description succincte de ses 
caractéristiques principales (voir le tableau 1). Pour plus de détails concernant l'aspect 
théorique, nous invitons le lecteur à consulter la référence donnée ci-dessus. Au niveau du 
système de glissement, nous définissons une variable interne de l’écrouissage isotrope 
intragranulaire (qs, Rs). Un système peut se plastifier quand la valeur absolue de la contrainte de 
cisaillement résolue τs devient plus grande que le rayon réel de surface d'écoulement : (Rs- ko) 
(Eq. 3), où ko est la valeur initiale de la contrainte critique résolue. L'indice g∈{1,2, 3,…Ng} 
décrit le numéro du grain, avec Ng le nombre maximal de grains dans l'agrégat (de grains). 
L'indice s∈{1,2,....,n} est associé au numéro du système avec n le nombre maximal de systèmes 
octaédriques dans le grain (n=12 pour CFC). Après avoir déterminé le tenseur des contraintes 
s’exerçant sur chaque grain par la loi d’interaction (Eq. 5), la contrainte résolue τs sur chaque 
système de glissement peut être ainsi exprimée en fonction de la contrainte granulaire σg et du 
tenseur d’orientation de Schmid ms. L’écrouissage isotrope intragranulaire sur le système (s) 
est défini par son module Qs et son coefficient de non-linéarité bs (Eq. 2). La matrice 
d’interaction de l’écrouissage isotrope Hrs (12x12 pour CFC) est censée décrire les interactions 
de dislocation-dislocation (Franciosi, 1978), i.e., permettant de tenir compte de l’effet des autres 
systèmes actifs, situés dans le même grain. Pour chaque système de glissement, le multiplicateur 
viscoplastique se définit alors comme une fonction puissance de la surface de charge, défini par 
Eq. (3). Ks et zs sont des constantes matérielles, permettant de décrire l’effet local de la viscosité 
du matériau. Grâce à la loi d'interaction (Eq. 5), l'effet de l’écrouissage cinématique est 
naturellement et globalement décrit. Les constantes A et B sont définies par les Eqs. (6) et (7), 
respectivement. S et sg sont les déviateurs du tenseur des contraintes de Cauchy au niveau 
macroscopique et granulaire respectivement. μ et λ sont les coefficients de Lamé. La 
déformation élastique est présentée au niveau granulaire (Eq. 8). La vitesse de déformation 
inélastique granulaire est déduite comme la somme de la contribution de tous les glissements 
sur les systèmes activés de (Eq. 9). Basée sur les vitesses granulaires (élastiques et inélastiques), 
la transition du mono à la réponse du polycristal est considérée comme une simple moyenne 
classique. Les vitesses globales des déformations (élastique et inélastique) sont donc calculées 
sur tout l’agrégat par les Eqs. (11 et12), où le vg est la fraction de volumique des grains. 
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Tableau 1: l'ensemble des équations du modèle utilisés (Abdul-Latif et al, 2002). 
 
3 Simulation du modèle 
 
Malgré l’existence de machines de calcul de plus en plus performantes, des progrès restent à  
accomplir en ce qui concerne le bon choix de l’algorithme qui optimisera au mieux les 
simulations du modèle proposé. Les simulations scientifiques peuvent être élaborées par une 
multitude d’algorithmes existants (Euler, Runge-Kutta, Runge-Kutta-Fehlberg, Burlisch-Stöer, 
Adams-Bashford-Moulton, Gear, etc). Le choix d’un algorithme (ou méthode numérique) est 
important et (il) dépend de la nature des équations à résoudre. Il est connu que pour certains cas, 
les méthodes numériques les plus élaborées peuvent conduire à des résultats imprécis (Flanny et 
al, 1987). Dans ce travail, pour le modèle retenu (Abdul-Latif et al, 20002), la loi d’interaction 
(Eq. 5) est une équation tensorielle qui conduit à calculer le système d’équations différentielles : 
 [ ] [ ][ ] [ ][ ] [ ][ ] [ ][ ]Tgg dEGdFCDd +Σ+Σ+= σσ  
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Ce système d’équations rentre dans la catégorie des systèmes à valeurs initiales. Quatre 
différentes méthodes standards d’intégration sont choisies afin de déterminer la plus adéquate 
pour ce type de problème, à savoir les algorithmes de Burlisch-Stöer (MDP) et de Runge-Kutta 
3 
18ème Congrès Français de Mécanique Grenoble, 27-31 août 2007 
d’ordre 2, 4 et 5 avec un pas adaptatif (notés respectivement par RK2, RK4 et RK5). Afin de 
calculer la valeur de σ à l’instant tn+1, connaissant sa valeur à tn, ces méthodes appliquent la 
formule générale suivante: 
ii
p
1i
n1n kwΣσσ =+ +=  p étant l’ordre du Runge-Kutta, avec  )kaΣσh,chf(tk jij
1i
1j
nini
−
=++=
On calcul f ( ) par le développement en série de Taylor avec c1 = 0. 
Les autres constantes qui interviennent dans le calcul, sont données dans le tableau (2). 
 
TABLEAU 1 – Les constantes des calcules 
 
p ci aij wi 
2 c2 = 2
1  a21= 2
1  w1 =0, w2=1 
4 c2 =c3= 2
1 ,c4=1 a21=a32= 2
1 ,a43=1 w1=w3= 6
1
, w2=w4= 3
1
 
5(1) c2 = 5
1 , c3 = 10
3 , c4 
= 5
3 , c5 = 1, 
c5 = 8
7  
a21= 5
1 , a31= 40
3 , a32= 40
9 , a41= 10
3 , 
a42= 40
9− , a43= 5
6 , a51= 54
11− , a52= 2
5 , 
a53= 27
70− , a54= 27
35 , a61= 55296
1631 , a62= 512
175 , 
a63= 13824
575 , a64= 110592
44275 , a65= 4096
253  
w1= 378
37
, w2=0, 
w3= 621
250
,w4= 594
125
 
w5=0 , w4= 1771
512
 
 
(1) Constants proposés par Cash and Karp. 
 
Dans un système à pas adaptatif, le schéma possède une procédure de contrôle de convergence, 
i.e., un moyen d’estimer l’erreur commise par le calcul sur un pas d’intégration et la possibilité 
de choisir en conséquence un nouveau pas dans le cas où le système différentiel aborde une 
région où la fonction prend des valeurs importantes. Dans cet article, nous estimons cette erreur 
en calculant la solution donnée par l’algorithme de Runge-Kutta d’ordre 4, par exemple, pour 
deux pas d’intégration différents, 0.5h et h. Soit σ (t + h) la solution exacte à t + h et σ (t + 0.5h) 
la solution exacte à t + 0.5h, on a alors : 
)O(hΦ2(0.5h)σh)σ(t;)O(hΦhσh)σ(t 652
65
1 ++=+++=+  
où Φ est une fonction qui reste constante sur l'intervalle [t; t+ h] à l'ordre h5. 
La première équation correspond à une intégration avec un pas égal(e) à h, tandis que la seconde 
correspond à deux intégrations successives avec un pas de 0.5h. La différence Δ= σ1−σ2 fournit 
une estimation de l'erreur commise avec un pas d'intégration h. 
Pour Rung-kutta d’ordre 5, la méthode de Fehlberg est utilisée afin d’estimer l'erreur générée 
par l'utilisation d'un pas h. En choisissant des valeurs particulières de wi, l'ordre de l'évaluation 
de la solution pour un pas de temps h donné peut être changé. 
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*
i
6
1i
2
6
ii
6
1i
1 ++=++= ==  
Ce qui permet d’estimer l'erreur par  i
6
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*
i k)w(wiΔ ∑
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La valeur du pas la plus adaptée peut être définie par le calcul de Δ à l'ordre h5. Si on a un pas h1 
qui donne une erreur Δ1, le pas ho donné pour une erreur Δo fixée à l'avance, sera donné par la 
relation ho=|Δo/Δ1|1/5. Il est donc possible, pour une valeur de |Δo| donnée à l'avance, de diminuer 
ho afin d’obtenir l’erreur la plus faible ou d'augmenter ho d’une manière raisonnable si Δ1 est 
inférieur à |Δo|. 
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Considéré comme optimal en précision et en temps de calcul, l’algorithme de Burlisch-Stöer est 
une des méthodes qui ne fait pas appel au développement aux  séries de Taylor (Hall et al, 
1972). Celles-ci reposent sur les trois principes suivants: (i) l’accroissement de Δt est choisi par 
une fonction dépendante de h, mais qui tend vers une limite finie (indépendante de h). (ii) cette 
méthode se base sur l’extrapolation de la limite (non pas sur la base de développements 
polynômiaux) de type : 
 γ
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(iii) utilisation de(s) fonctions d'erreur qui sont paires en pas d’intégration. 
Pour calculer σ(t+H) et partant de σ(t), nous progressons jusqu’à σ(t+H) en incrémentant de Δt= 
h= (H/n) (une séquence de n petits pas). La formulation de la méthode est la suivante : 
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Cet algorithme admet de choisir n = 2, 4, 6, 8, 12, 16, 24, 32, 48, 64, 96, i.e., nj = 2nj-2. 
A l’instant 0, une valeur zéro est attribuée à chaque variable (valeur initiale), puis selon la 
méthode d’intégration, que l’on souhaite utiliser, on calcule : 
Pour la famille de Runge-Kutta, deux exemples de nombre d’équations à deux différentes 
échelles macro et méso (granulaire) sont présentés: 
Σ
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+=  (6 équations de contrainte globale) 
σ
ii
p
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g
n
g
1n kwΣσσ =+
+=  (6 x nombre de grains= les équations pour les contraintes granulaires) 
Nombre d’appel à la fonction modèle: 6 fois pour RK5 à pas adaptatif (rk5 embarquable), 10 
fois pour RK4 (à pas adaptatif), 3 fois pour RK2 et 3 fois pour MDP suivie d’une extrapolation.  
Dans le but de comparer les quatre algorithmes, trois différents chargements cycliques ont été 
simulés, avec un agrégat de 400 grains utilisant les coefficients du comportement élasto-
inélastique d’aluminium déjà identifiés (Abdul-Latif et Chadli, 2007). Cette comparaison est 
effectuée dans les trois cas de trajet de chargement : (1) uniaxial cyclique de traction-
compression jusqu’à la stabilisation (15 cycles avec 300 sec). (2) un chargement cyclique 
biaxial de traction–torsion, avec un angle de déphasage de 90° (15 cycles avec 600 sec). Celui-
ci représente un chargement plus complexe que le premier. La durée moyenne pour ces deux 
chargements avec chaque algorithme est bien illustrée sur la Fig. 1, où elle montre que 
l’algorithme RK2 représente le meilleur compromis (temps de calcul et précision) par rapport 
aux autres méthodes numériques employées. 
Quant au troisième chargement, le plus complexe, le même trajet du chargement cyclique 
proposé par Portier et al, (2000) est appliqué pendant lequel le comportement du rochet 
multiaxial du polycristal est reproduit. Ce chargement est défini comme suit (Fig.2): chargement 
biaxial cyclique de type papillon (trajet1) et l'inverse (trajet2) de trois séquences (phases) avec 
différentes contraintes moyennes (0, 55 et 0 MPa) est respectivement imposé avec une 
amplitude de déformation en cisaillement de 1%. A Noter que quel que soit le trajet de 
chargement et la phase appliquée, une amplitude constante de contrainte de 34 MPa est 
imposée. Soulignons que le trajet 1 commence par une augmentation de la contrainte axiale, 
alors que le trajet 2 commence une diminution de la contrainte axiale. D’après la fig. 1, une fois 
de plus, l’algorithme RK2 montre sa remarquable capacité surtout en terme de temps de calcul 
vis-à-vis des autres algorithmes. Il convient, d’emblée, de préciser que RK5 est considéré 
comme référence par rapport auquel nous comparerons les précisions provenant des autres 
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algorithmes étudiés. Ici, les précisions sont, en général, tout à fait proches les unes des autres. 
Ce qui ramène à focaliser principalement la comparaison au niveau du temps de calcul. Notons 
que le nombre de cycles pendant les trois phases sont respectivement 28, 127 et 45 cycles pour 
un temps total de 22400 secondes. 
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FIG. 1– Temps de calcul pour les quatre algorithmes utilisés : (a) en TC et TT90, (b) en 
chargement très complexe 
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4 Conclusions 
L’application de quatre différents algorithmes au modèle montre que l’algorithme de Runge-
Kutta d’ordre 2 révèle une capacité notable au niveau du temps de calcul et de la précision. Au 
regard des résultats obtenus, il est clair que contrairement à plusieurs autres études, qui ont 
montré que l'algorithme MDP présente une certaine efficacité, l'algorithme RK2 est celui qui 
permet d’arriver au meilleur compromis entre le temps de calcul et la précision. 
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