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One way of overcoming the challenges 
associated with mobile and pervasive computing 
environments involves providing users with 
higher levels of automation. This in turn requires 
capturing the context within which the user 
operates. In this paper, we describe ongoing 
research aimed leveraging Semantic Web 
Services in support of context awareness. This 
includes modeling sources of contextual 
information as web services that can be 
automatically discovered and accessed by agents 
that assist the user with different sets of tasks. By 
automatically discovering and accessing a 
variety of external web services, these agents can 
automatically develop and execute simple plans 
to assist the user (e.g. ordering a pizza, 
organizing an evening out, etc.). This research is 
being conducted in the context of myCampus, a 
prototype semantic web environment to enhance 
everyday campus life at Carnegie Mellon 
University.  
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With hundreds of Internet-enabled mobile 
devices, the mobile Internet is opening the door 
to a slew of new mobile applications and 
services that will assist users as they engage in 
time-critical, goal-driven tasks [10]. Yet today, 
the mobile commerce landscape is dominated by 
relatively simple infotainment services. Moving 
beyond these simple services requires 
overcoming the inherent input/output limitations 
of mobile devices through higher degrees of 
automation and the development of services that 
understand the context within which their users 
operate – e.g. their locations, the activities they 
are engaged in, who their friends and colleagues 
are as well as a number of other contextual 
attributes and preferences.  In this paper we look 
at ways of using contextual information using 
web services and automatically chaining together 
multiple services to achieve complex tasks using 
planning. Our usage of web services is discussed 
in the context of myCampus-a context -aware 
environment aimed at enhancing everyday 
campus life. 
 
2.0 Overview of MyCampus 
In myCampus, users can acquire (or subscribe) to 
different sets of task-specific agents that help 
them with different tasks. To properly operate 
these agents require knowledge of one or more 
contextual attributes about their users  as well as 
possibly other users. These attributes can 
potentially be acquired from a number of 
possible resources, which typically vary from 
one user to another (e.g. not everyone uses 
Microsoft Outlook as their calendar) and may 
even vary over time for the same user. To 
overcome this challenge, sources of contextual 
information in myCampus are modeled as 
Semantic Web Services that can automatically be 
discovered and accessed by agents. Access to a 
user’s contextual resource is controlled 
according to user-specified privacy preferences 
(including context -sensitive preferences such as 
colleagues have access to my  location only if 
they have a meeting with me in the next hour). 
The e-Wallet Manager (or simply e-Wallet) 
serves as a repository of static knowledge about 
the user – just like.NET Passport, except that 
here knowledge is represented using OWL [14]. 
In addition, the e-Wallet contains knowledge 
about how to access more information about the 
user by invoking a variety of resources, each 
represented as a Web Service. This knowledge is 
stored in the form of rules that map different 
contextual attributes onto one or more possible 
service invocations, enabling the e-Wallet to 
automatically identify and activate the most 
relevant resources in response to queries about 
the user’s context (e.g. accessing the user’s 
calendar to find out about her availability, or 
consulting one or more location tracking 
applications in an attempt to find out about her 
current location). User-specified privacy rules, 
also stored in the e-Wallet, ensure that 
information about the user is only disclosed to 
authorized parties, taking into account the 
context of the query. They further adjust the 
accuracy of the information provided in 
accordance with the user’s obfuscation 
preferences rules. (For example, I am willing to 
disclose my location in the building to Bob but I 
only want to reveal the city information to 
Mary). 
 
Figure 1 provides an overview of myCampus. It 
illustrates a situation where access is from a 
PDA over a wireless network. However, our 
architecture extends to fixed Internet scenarios 
and more generally to environments where users 
can connect to the infrastructure through a 
number of access channels and devices – 
information about the particular access device 
and channel can actually be treated as part of the 
user’s context and be made available through her 
e-Wallet.  
 
Clearly, agents are not limited to accessing 
information about users in the environment. 
Instead, they also typically access public Web 
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Figure 1.  myCampus architecture: a user’s perspective - the smiley faces   represent agents 
Services, Semantic Web annotations, public 
ontologies and other public resources. On 
CMU’s campus, where we have deployed 
myCampus, this includes access to a variety of 
services such as 23 restaurant web services or a 
pubic weather forecasting web service.  
In the following sections, we focus on the use of 
web services in our system. Additional details on 
myCampus and some of the agents we have 
deployed can be found in [4, 5, 9].  
 
Figure 2: This Restaurant Concierge is an example of 
a myCampus agent.  
 
3.0 Using Web Services for Contextual 
Information 
This section discusses in detail, how web 
services are used as sources of contextual 
information. As explained in an earlier section, 
contextual attributes can potentially be acquired 
from a number of possible resources, which 
typically vary from one user to another and may 
even vary over time for the same user. In 
myCampus, sources of contextual information 
are wrapped as Semantic Web Services [1]. This 
means that each source of contextual information 
is described by a profile that describes its 
functional properties in relation to one or more 
ontologies [13]. For instance, Microsoft Outlook 
Calendar is an instance of a resource that 
provides both calendar activity information and 
user location information. Service descriptions 
also include details about how to invoke a 
service (e.g. input, output and preconditions). 
Thanks to these profiles, relevant sources of 
contextual information can be automatically 
discovered and accessed. 
 
3.1 Service Invocation Rules 
One particularly efficient way of identifying a 
service that can provide information about a 
given contextual attribute (e.g. user’s location) is 
by using a set of rules. Service invocation rules 
provide a mapping between contextual attributes 
and personal resources available to access these 
attributes, viewing each personal resource as a 
Semantic Web Service. For instance, the location 
of the user is provided from a service wrapped 
around the user’s Microsoft Outlook calendar. 
Service invocation rules are not limited to 
providing a one-to-one mapping between 
contextual attributes and personal resources. 
Instead, they can leverage rich ontologies of 
personal resources, enabling the e-Wallet to 
select among a number of possible personal 
resources based on availability, accuracy and 
other relevant considerations. For instance, in 
response to a query about the user’s location, the 
rules can specify that, when the user is driving, 
the best method available is the GPS in her car. 
If she is at work and her wireless-enabled PDA 
is on, her location can be obtained using location 
tracking functionality running over the 
enterprise’s wireless LAN. If everything else 
fails, her calendar might have some information 
about her location. 
 
3.2 Semantic Web Services Using OWL-S 
Binding contextual attributes to services through 
rules is a very efficient mechanism, especially  
for time critical applications. However, this is 
not always practical, especially considering that, 
over time, users may acquire new task-specific 
agents and new sources of contextual 
information. Maintaining detailed service 
invocation rules that cover all possible situations 
is simply impractical. Instead, a more flexible 
(albeit more comp utationally demanding) 
approach involves relying on automated service 
discovery. In general, contextual information 
about a given user is obtained by sending a query 
to her eWallet. As detailed in the following 
subsections, the eWallet then relies on a 
combination of local service identificat ion rules 
and local and global service discovery 
mechanisms to identify one or more relevant 
sources of contextual information. In the process, 
it also ensures that the request is compatible with 
the user's privacy rules, as detailed in [3]. 
Service discovery is done as follows. Services 
are registered in directories along with profiles 
that describe their various relevant capabilities 
and characteristics. Unfortunately, current Web 
Services standards for discovery such as UDDI 
[12] are not sufficient. UDDI does not describe a 
service in terms of the functionalities it offers but 
provides information about the entity that owns 
it and provides mechanisms to classify the 
service in terms of standard taxonomies such as 
North American Industry Classification System 
(NAICS) [11]. Moreover it supports only 
syntactic matching. A directory that advertises 
the functional attributes of the service is a far 
better alternative. Moreover if these descriptions 
are represented in Semantic Web Languages then 
subsump tion-based reasoning can be used for 
semantic matching of service functionalities. The 
OWL ontology for services (OWL-S) [1] 
framework can be used to build directories that 
contain service descriptions (functional attributes 
expressed in Semantic Web Languages). More 
information on semantic discovery of services 
can be found in [6]. Information in the eWallet is 
stored as semantic annotations, therefore; the 
eWallet can readily make use of OWL-S (see 
appendix) based semantic service discovery. To 
further clarify the need for semantic discovery let 
us use the example of a service that provides a 
list of Italian restaurants  using zip code as input. 
The user of the eWallet could be looking for an 
food:eatery using a popular ontology called food. 
Let us assume that OWL-S is used to represent 
the service as an atomic service with loc:zipcode 
as the input and food:ItalianRestaurant as the 
output. Also, assume that the food ontology 
categorizes ItalianRestaura nt as a subclassOf of 
eatery. By using semantic inferencing one can 
conclude that all instances of ItalianRestaurant 
are instances of eatery and therefore the service 
in question is  returned as a match to the query. 
This kind of matching is not possible in UDDI 
because firstly, inputs and outputs are not 
specified and secondly, the UDDI framework is 
not capable of semantic reasoning which we used 
to make match in the above example. 
 
4.0 Composition of Services 
Composition is defined as the task of putting 
together atomic/basic services to perform 
complex tasks. To start the discussion on 
composition, let us first consider an example. 
When a user wants to find about the local 
weather forecast, the system needs to first find 
the current location of the user before it invokes 
the weather service. The location of the user is in 
turn obtained by the eWallet of the user which 
actually invokes a web service to obtain this 
information. This in itself is a primitive form of 
composition where the weather service requires 
the invocation of the location service. This 
composition was possible using input and output 
“type” matching. One could think of a sequence 
of two invocations in which the second service 
can be invoked only when the invocation of the 
first operator produce a particular “value”. Such 
cases cannot be handled by type matching. To 
capture this ordering constraint we make use of 
preconditions. Preconditions are interpreted as: 
when a precondition is associated with a service, 
the service can be invoked only when the 
precondition is satisfied. A precondition is 
satisfied based on the value of output with which 
it is associated. We use both, type and value 
matching for composition. 
 
Services are described using inputs, outputs and 
preconditions (IOPs). We model services in our 
system using the OWL-S process ontology. 
More specifically, all services are described 
using OWL-S atomic processes. We also 
propose the addition of a new construct - 
realizedBy which connects preconditions to 
outputs. Whether the output actually realizes the 
precondition can be found out only during 
service invocation. We use this construct to first 
compose and invoke the services involved later. 
This technique of disconnecting composition and 
invocation enables us to find out whether the 
existing set of services can satisfy the user’ goal 
before we invoke a single service. If one were to 
implement simultaneous comp osition and 
invocation, the search for operators would have 
to be in the forward direction i.e., from the initial 
state to the goal. The main problem with 
forward-chaining arises  due to high branching 
factor which leads to a huge search space. This 
also leads to other complications. One has to 
invoke services to move towards the goal. In the 
end, if the goal cannot be achieved, the service 
invocations achieved nothing but the waste of 
computation and network bandwidth. The 
situation is potentially worse if some if some of 
these services are non-idempotent. Thus our 
approach of first using backward-chaining to 
build the plan and then invoking the services is 
efficient and avoids the complications caused by 
non-idempotent services. 
  
4.1 Automatic Operator Extraction and 
Planning 
The composition of atomic services into complex 
services can be viewed as planning. This is done 
by mapping atomic services into planning 
operators and running a planning algorithm to 
link these operators. The plan generated using 
these operators constitutes a complex service. As 
mentioned before, myCampus environment has 
various specific agents. Some of these perform 
simple tasks like providing weather information 
to the user whereas others can do more complex 
tasks like ordering food. Some of these complex 
agents make use of the planner. The user 
specifies the goal using an interface designed for 
each task-specific agent. On receiving the goal, 
the task-specific agent checks whether the 
information resides in the eWallet of the user or 
if it can be provided by services known to the 
agent. If both these checks fail, the discovery 
phase is initiated. If an appropriate service(s) is 
found, the task of converting atomic services into 
planning operators is done as follows. A service 
description consists of one or more atomic 
processes. The service descriptions are first 
transformed into Predicate-Subject-Object 
(PSO). For each atomic service, we build 
STRIPS-style [3] planning operators by querying 
the triples. The actual composition is done by a 
simple backward-chaining planning algorithm.  
 
The composition problem can be transformed 
into a planning problem given by the tuple <Op, 
G> where Op is the set of operators obtained 
from service descriptions and G is the user’s 
goal(s). Composition is done using the following 
algorithm: 
 
Compose (Goals G, Operators Op) 
   0. If G is empty 
 a. Return Success 
   1. Search Op for operators  
                 that satisfy all the goals G. 
   2. IF no operator is found 
 a. Return Fail 
   3. ELSE 
 a. Delete G 
b. Add unavailable inputs of 
operator to G’ 
c. Add unavailable outputs (using 
realizedBy) 
d. Compose(G’, Op) 
 
 
The first call to the Compose routine consists of 
all available operators and the user’s goal. The 
algorithm looks for services that satisfy the goal. 
If no such service is found, composition fails and 
discovery can be re-initiated to look for more 
operators. If on the other hand, all goals in G are 
satisfied by operator(s), then the system checks 
to find if inputs to these operators are available. 
All unavailable inputs are transformed into goals 
for the next iteration. A similar availability check 
is run on outputs associated to preconditions via 
the realizedBy construct. All unavailable outputs 
are added as goals for the next iteration. A 
recursive call is made to the compose algorithm 
with the new set of goals. Composition is 
successful if all goals are satisfied. Composition 
fails if the system is unable to find services that 
achieve some goal.  Use of planning for 
composition has been discussed in detail in [2, 7, 
8]. 
  
It is possible that the composer finds multiple 
operators/services that achieve the same 
goals/sub-goals. These are taken into account as 
contingencies. If the first choice fails  to produce 
the intended result, the alternative services are 
tried. The first choice is determined using the 
user’s preference (for example, the user prefers 
services that accept debit cards) or her context 
(for example, the user would prefer the fastest 
pizza delivery service when she is at work). 
 
To further clarify our ideas, we illustrate the use 




The scenario involves finding a pizza delivery 
service and ordering a pizza. To explain the 
discovery process let us assume that the semantic 
directory uses an ontology based on the NAICS. 
We query the main directory using 
Pizza_Delivery_Shops. Pizza_Delivery_Shops is 
a subClassOf Limited_Service_Restaurants in 
the NAICS based ontology. The directory returns 
a large number of ranked matches. Services 
classified as Pizza_Delivery_Shops get a higher 
ranking compared to services classified as 
Limited_Service_Restaurants. Options are 
further narrowed down using the user’s context 
(in this case the location) ascertained from the 
eWallet. Assume that agent finds a single pizza  
delivery shop near its current location.  
 
The main service description returned by the 
directory look-up, points to the Process that 
contains the atomic processes. We synthesize 
planning operators from these descriptions and 
try to build a plan that will enable the user to 
order a pizza and get it delivered to his current 
location. Figure 3. shows the operators for the 
pizza delivery service. 
 
The LocationCheck service ensures that the 
pizza service delivers to the use’s location. 
CreditCardInfo service validates the credit card. 
DeliveryAdd service obtains the user’s street 
address. Finally, the PizzaBuy service lets the 
user buy the pizza. 
 
The user request for getting the pizza delivered is 
transformed into a goal- PizzaBought. The 
PizzaBuy service achieves this goal and is 
therefore included in the plan. The PizzaBuy 
service has two preconditions and an input. The 
preconditions are associated to the corresponding 
ouputs using the realizedBy predicate. These 
outputs along with the single input- PizzaType 
are made the goals  for the next iteration. Other 
operators are included in the plan in a similar 
fashion. In the end, all goals are checked against 
the user’s eWallet. Missing information like 
PizzaType is captured by prompting the user. 
 
 Figure 4. shows the plan generated by the 
planner. Once all the information is available, the 
plan can be invoked by accessing the WSDL 
descriptions via the OWL-S grounding. 
 
          
5.0 Conclusion 
In this paper, we provided an overview of 
myCampus, a semantic web environment aimed 
at enhancing everyday campus life. Within 
myCampus, users over time acquire or subscribe 
to a variety of task-specific agents that assist 
them in the context of different tasks (e.g. 
scheduling meetings, sharing documents,  
organizing evenings out, filtering and routing 
incoming messages, etc.). Many of these agents 
require knowledge of the context within which  
their user operates as well as possibly 
information about the context of other users. In 
myCampus, sources of contextual information  
(e.g. calendar, location tracking functionality, 
organizational information, etc.) are represented 
as Semantic Web Services. These are described 
by profiles that can refer to any number  
of relevant ontologies. Service descriptions also 
include information about how to invoke a 
service. The end result is an environment,  
where relevant sources of contextual information 
about a user can automatically be discovered and 
accessed in support of different queries. This 
approach makes it possible to accommodate  
users that rely on different sets of contextual 
resources (e.g. different calendar systems, 
different sources of location information, etc.)  
and to adapt to situations where sources of 
contextual information for a user may change 
over time (e.g. different location tracking 
services depending on where the user is). 
Queries about a given user's context are  
submitted to that user's e-Wallet, which acts as a 
gatekeeper and a clearinghouse for the user's 
personal information, enforcing user-specified 
privacy rules. As users subscribe to or acquire  
new task-specific agents, these agents can find 
relevant contextual information about users  by 
querying their e-Wallets. 
  
myCampus agents can range from simple agents 
that rely on one or more sources of contextual 
information about their users to  
more complex agents that are capable of 
dynamically building plans in response to 
requests from their users. In this paper,  





Figure 4: Plan for ordering a pizza 
;Pizza Delivery Service 
; s: service name 
; i: input 
; o: ouput 
























(realizedBy InRange RangeCheck) 
(realizedBy CCAuth CreditCardStatus) 
(realizedBy DeliveryAddReq AddReq) 
 
Figure 3 Pizza Delivery Operators 
myCampus can be used to support:  
(1) The dynamic discovery and access of 
contextual sources of information about a user 
via her e-Wallet (2) The automated generation of 
plans by task-specific agents through the 
discovery of services modeled as planning 
operators that can be dynamically composed  
to satisfy one or more user-goals 
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OWL-S: A Brief Overview 
OWL-S is an ontology in OWL for describing 
services. The aim of OWL-S is to help service 
providers describe services to enable automatic 
discovery, composition and execution monitoring. 
OWL-S consists of the following ontologies: 
1. The topmost level consists of a Service ontology. 
The Service is described in terms of a 
ServiceProfile, ServiceModel and a 
ServiceGrounding ontology. 
2. The service presents a ServiceProfile  which has a 
subclass Profile. The Profile provides a 
vocabulary to characterize properties of the 
service provider, functional properties of the 
service like Inputs, Outputs, Effects and 
Preconditions (IOPEs) and non-functional 
properties of the service. The Profile is used for 
discovering the service. The service provider 
provides this description to the directory service. 
3. The service is describedBy a ServiceModel which 
has a subclass Process. The Process consists of 
all the functional properties of the service; the 
Profile on the other hand need not include all the 
functional properties. The service could be a 
collection of atomic services, composite services 
or a combination of both. The Process lets the 
service provider describe services in terms of 
IOPEs and is used for composition. 
4. The service supports a ServiceGrounding which 
has a subclass Grounding. The Grounding 
provides an interface to plug-in WSDL 
descriptions. Grounding indicates how each 
atomic service can be invoked using a WSDL 
operation. As per OWL-S 1.0 specs, the service 
descriptions are instances of the Profile and 
Process ontologies. 
 
 
 
