Introduction. Several authors in
have investigated protocol sequences for a multiple-access channel without feedback. In such a multiple-access channel model, the time axis is partitioned into slots whose duration corresponds to the transmission time for one packet and all users are supposed to have slot synchronization, but no other synchronization is assumed. If more than one users are sending packets in a particular slot simultaneously, then there is a conflict and the channel output in that slot is the unreadable collision symbol, called an erasure.
If the binary protocol sequence x i = (x i0 , x i1 , . . . , x i,n−1 ) has Hamming weight k, then user i sends k packets in each frame of n slots, where his protocol sequence appears. When a user i is sending a message by using a protocol sequence x i , different message from the other user may be sent by a protocol sequence x j or its cyclic shift since only slot synchronization is assumed. The set C = {x 1 , x 2 , ..., x N } of N binary sequences is called an (N, u, n, σ) protocol sequence set if any x i ∈ C is of length n and has the property that at least σ successful packet transmissions in a frame are guaranteed for each active user, provided that at most u users out of N asynchronous users are active. In order to guarantee each user that at least σ information packets in a frame are survived from collision, the weight k of an (N, u, n, σ) protocol sequence set satisfies k ≥ u + σ − 1. If there are more than one packets survived from collision, there may be a chance to use an inner code for erasure correction. In [1, 6] , an (n ′ = k, k ′ = σ, d ′ = k − σ + 1) shortened Reed-Solomon (RS) code over GF(q) was proposed as a code for each user to code his σ information packets into w transmitted packets, since a (k, σ, k − σ + 1) shortened RS code can correct at most w − σ position erasures where the user's packets suffer from collision and then the σ information packets are recovered at the receiver. In order to use an inner code, every protocol sequence of C should have constant weight k, and such an (N, u, n, σ) protocol sequence set C is also called a conflict-avoiding code (CAC) of length n with weight k. In this paper, it is not objective to discuss inner codes for erasure correction but to provide an upper bound on N for given n and k in the case of k = u + σ − 1 and to construct "optimal" conflict-avoiding codes attaining the bound.
Let P(n, k) denote the set of all k-subsets of the set [0 : n − 1] = {0, 1, . . . , n − 1}. In this paper, if necessary, elements of the set [0 : n − 1] may be identified with those of Z n , the residue ring of integers modulo n, or GF(n), the Galois field for a prime n. Each element x ∈ P(n, k) can be identified with a binary vector in {0, 1}
n of Hamming weight k with x representing the indices of the nonzero positions. Each element x is also called a codeword of length n and weight k. Given such a codeword x, we define the difference set of x by ∆(x) = j − i (mod n) : i, j ∈ x, i = j . Note that all elements of ∆(x) are positive and that ∆(x) contains at most k(k − 1) differences. Furthermore, i ∈ ∆(x) implies (n−i) ∈ ∆(x), i.e., ∆(x) is symmetric with respect to n/2. We also define the halved difference set ∆ 2 (x) = ∆(x) ∩ [1 : ⌈n/2⌉]. In mathematical notation, a conflict-avoiding code of length n with weight k is a subset C ⊂ P(n, k) satisfying the following condition:
∀x, y ∈ C, x = y : ∆(x) ∩ ∆(y) = ∅. For given n and k, let CAC(n, k) denote the class of all conflict avoiding codes of length n with weight k. The maximal size of some code in CAC(n, k) will be denoted by M(n, k), i.e., M(n, k) = max{|C| : C ∈ CAC(n, k)}. A code C ∈ CAC(n, k) is said to be optimal, if |C| = M(n, k). The advantage of using an optimal CAC is that it enables the largest number of asynchronous users to transmit packets efficiently and reliably in such a multiple-access channel model.
In case of weight k = 3, Levenshtein [11] showed a construction of optimal CACs of length n for every n ≡ 2 (mod 4) and for sufficiently large odd integer n. Jimbo et al. [8] obtained a construction of an optimal CAC in the case when n = 4m and m ≡ 2 (mod 4) for k = 3. In case of general k, Levenshtein [12] gave an infinite series of CACs with n = p r , k = (p + 1)/2 and code size |C| = (n − 1)/(2(k − 1)) for any prime p ≥ 3 and integer r ≥ 2. In the remainder of this paper, we will describe various direct and recursive constructions, making use of cyclotomic cosets of Galois fields and combinatorial notions such as halving starters, to obtain optimal CACs. In Section 2, we show upper bounds on code size of CACs with weight k = 4 and 5. In Section 3, some sufficient conditions to construct CACs from cyclotomic cosets of Galois fields are obtained, where the resultant CACs are optimal in case of k = 4 and 5. In particular, we use the well known Chebotarëv's density theorem in class field theory to show the infinite existence of optimal CACs of length prime n = 6m + 1 with weight k = 4 attaining the upper limit obtained in Section 2. In Section 4, we see the asymptotic behavior for the maximum size of codewords of CACs of length n ≡ 0 (mod 3) with weight k = 4 by using the Euler's ϕ-function and some sufficient condition to construct such optimal CACs is obtained. In Section 5, we can give sufficient conditions to construct optimal CACs C ∈ CAC(n, 4) with M(n, 4) = n+2 6
for n ≡ 0 (mod 4). Moreover, we show that such optimal CACs exist infinitely many by using the Chebotarëv's density theorem, again. Furthermore, by utilizing a recursive construction which is obtained in Section 6, we determine the value of M(n, 4) for length n = 3p 1 p 2 · · · p r and weight k = 4, where each p i , i ∈ [1 : r], is a prime such that p i ≡ 7 (mod 8). In case of weight k = 5, we obtain a construction of an optimal CAC of length n = 2p 1 p 2 · · · p r where each p i , i ∈ [1 : r], is a prime such that p i ≡ 5 (mod 24) and an optimal CAC of length n = 4p 1 p 2 · · · p r where each p i , i ∈ [1 : r], is a prime such that p i ≡ 11 (mod 12).
2. Equi-Difference CACs and Upper Bounds on Code Size. In order to find codes of large size, the condition given in (1.2) suggests to use many codewords that possess a difference set of small size. This motivates the following definition. A codeword x ∈ P(n, k) is said to be equi-difference with generator i ∈ [1 : n − 1], if it is of the form
where each term is reduced modulo n. Note that the assumption that x = x i is k-subset implies the condition ji ≡ 0 (mod n) holds for every j ∈ [1 :
is said to be exceptional. It should be noted that there may exist exceptional codewords which are not equi-difference. A code C ∈ CAC(n, k) is said to be equi-difference if it entirely consists of equi-difference codewords. The set of generators of such a code will be denoted by Γ(C). Furthermore, the subclass of equi-difference codes in CAC(n, k) will be denoted by CAC e (n, k), and the maximal size of some equi-difference CACs by M e (n, k). Obviously, one has M e (n, k) ≤ M(n, k). Now we consider the case of equi-difference conflict-avoiding codes with weight k = 4. The equi-difference codewords with weight k = 4 are of the form x i = {0, i, 2i, 3i} for i ∈ [1 : n − 1] \ {n/2, n/3, 2n/3}, where the notation [1 : n − 1] \ {n/2, n/3, 2n/3} implies that n/2, n/3 and 2n/3 are removed from [1 : n − 1] only when these numbers are integers. It is not hard to see that for a general codeword x of weight four one has 3 ≤ |∆(x)| ≤ 12 and |∆(x)| ≤ 6 if and only if x is an equi-difference codeword. Furthermore, for an exceptional codeword x one tediously checked that |∆(x)| = 3 ⇔ x = {0, n/4, n/2, 3n/4}, |∆(x)| = 4 ⇔ x = {0, n/5, 2n/5, 3n/5}, and
, n/4, n/2, 3n/4}. Note that for a given C ∈ CAC(n, 4), the difference sets ∆(x) for x ∈ C are pairwise disjoint subsets of [1 : n − 1]. From this fact, one obtains the following upper bound on code size.
Lemma 2.1. Let n = 2 r 5 s m, where m is not divisible by 2 and 5. Then it holds that
For example, if r ≥ 2 and s ≥ 1, since some C ∈ CAC(n, 4) can contain two exceptional codewords, x n/4 = {0, n/4, n/2, 3n/4} and x 5/n = {0, n/5, 2n/5, 3n/5}, we have M(n, 4) ≤ ⌊(n − 1 − |∆(x n/4 )| − |∆(x 5/n )|)/6⌋ + 2 = ⌊(n + 4)/6⌋. The other cases are checked similarly.
Since ∆(x i ) = ∆(x n−i ), we only need to consider the equi-difference codwords for i ∈ [1 :
Example 2.2. For n = 21 one has M(n, 4) ≤ 3 by Lemma 2.1. The difference sets of the equi-difference codewords x 1 , x 4 , and x 5 are given by ∆(x 1 ) = {1, 2, 3, 20, 19, 18}, ∆(x 1 ) = {4, 8, 12, 17, 13, 9}, and ∆(x 1 ) = {5, 10, 15, 16, 11, 6}, respectively. Thus, we have {x 1 , x 4 , x 5 } ∈ CAC e (21, 4) and M(n, 4) = M e (n, 4) = 3. In case of k = 5, for exceptional codewords we have
4 iff x = {0, n/5, 2n/5, 3n/5, 4n/5}, 5 iff x = {0, n/6, n/3, n/2, 2n/3}, 6 iff x = {0, n/7, 2n/7, 3n/7, 4n/7}, x = {0, n/7, 2n/7, 3n/7, 5n/7} or x = {0, n/7, 2n/7, 4n/7, 5n/7}, 7 iff x = {0, n/8, n/4, 3n/8, n/2}, x = {0, n/8, 2n/8, 3n/8, 5n/8}, x = {0, n/8, n/4, n/2, 5n/8}, x = {0, n/8, n/4, n/2, 3n/4} or x = {0, n/8, 3n/8, n/2, 3n/4}, and obtain the following upper bound on code size, similar to the case k = 4. Lemma 2.3. Let n = 2 r 3 s 5 t 7 u m, where m is not divisible by 2, 3, 5 and 7. Then it holds that
Our aim is to give an explicit construction of codes C ∈ CAC e (n, k) for certain parameters n such that |C| attains the upper bound given in Lemmas 2.2 and 2.3 implying M(n, k) = M e (n, k) = |C|. However, note that the upper bounds on M(n, k) for general weight k are not known.
3. Direct Constructions of CACs from Finite Fields. For given n, k ∈ N, let m = ⌊n/2(k − 1)⌋ and c = n − 2(k − 1)m. In the case c = 1, one can construct optimal codes C ∈ CAC e (n, k) with |C| = m for primes n = 2(k − 1)m + 1 satisfying certain sufficient conditions. The techniques are similar to Wilson's construction of difference families obtained from Galois fields. (For example, see [3, 4, 9, 18] .)
In the rest of this paper, we use the following notation. Given a primitive element α ∈ GF(p) and some divisor e|(p − 1), let γ = α e and denote the multiplicative subgroup with generator γ by γ . , where p is a prime ideal in Q(ζ e ) lying over (p) and a is an ideal in Q(ζ e ) prime to p. (See [7, 13] for the definition and basic properties.) Furthermore, if the integer ring of Q(ζ e ) is a principal ideal ring, we may denote an ideal p in Q(ζ e ) by an algebraic number π generating p.
For the case n = 2(k−1)m+1, we consider an equi-difference code C ∈ CAC e (n, k) of the form C = {x i1 , x i2 , . . . , x im } with m equi-difference codewords x ij . To ease the notation, we will use the concept of difference lists as defined, e. g., in [2] or [18] . In this notation, the union of all differences ∆(x ij ) can be written as the following product of lists:
where the calculation is over Z n . Now, if n = 2(k − 1)m + 1 is a prime, we have |∆(x ij )| = 2(k − 1) and the list ∆(C) must cover each element of Z × n exactly once in order that |C| = m. The following theorem gives some sufficient conditions for the existence of such equi-difference CACs.
Proof. Let p satisfy the conditions of the theorem, and let
where the calculation is over GF(p). In other words, all elements of GF(p) × appear exactly once as difference in ∆(C), which proves the theorem.
Note that equi-difference CACs of k = 4 and 5 constructed by this theorem are optimal by Lemmas 2.1 and 2.3 since n = p is a prime. Now the statements of Theorem 3.1 can be expressed in another way by the following lemma.
Lemma 3.2. Let p be a rational prime and e a rational integer prime to p. Then (i) a list of integers (i 1 , i 2 , . . . , i e ) forms an SDR(H e (p)) if and only if (ii) ij p e , 1 ≤ j ≤ e, are distinct from each other, where p is a prime ideal in Q(ζ e ) lying over (p). Proof. Let i be a rational integer prime to p. We define
We note that x i and y i are uniquely determined by i modulo p − 1 and e, respectively. By the definition of e-th power residue symbol, that is Since p and e are relatively prime, the congruence (3.1) is exactly equality. Hence we have
. . , i e ) forms an SDR(H e (p)), x ij , 1 ≤ j ≤ e, are distinct from each other modulo e and from the above argument,
holds. Furthermore, we have N p = p and ζ (mod p) since obviously p ≡ 1 (mod e) by the definition of H e (p). This implies (y α , e) = 1. Therefore,
are distinct from each other modulo e, i.e.,
, 1 ≤ j ≤ e, are distinct from each other, we have (y α , e) = 1 since (3.2) holds for any i j , 1 ≤ j ≤ e, and y ij are distinct from each other modulo e. This implies that x ij , 1 ≤ j ≤ e, are distinct from each other modulo e, i.e., (i 1 , i 2 , . . . , i e ) forms an SDR(H e (p)). In particular, in the case of k = 4, we can obtain the following statements by using Lemma 3.2.
Corollary 3.3. Let p = 6m + 1 be a prime and let π = a + bζ 3 ∈ Z[ζ 3 ] be a prime element such that p = ππ satisfying
whereπ means the complex conjugate of π. Then there exists an optimal equidifference code C ∈ CAC e (n = p, 4) with |C| = M(n, 4) = M e (n, 4) = m. Proof. By Lemma 3.2, it is sufficient to show that
, 1 ≤ i ≤ 3, are distinct from each other iff π satisfies the above conditions. Without loss of generality, We can assume that a ≡ 2 (mod 3) and b ≡ 0 (mod 3) for a prime element π = a + bζ 3 ∈ Z[ζ 3 ] which satisfies p = ππ. It is obvious that
By the cubic reciprocity law, we have
since 2 is also a prime element of Z[ζ 3 ] (see [7, 13] ). Also we have
(mod π)
3 ) 2 and the supplement law of cubic reciprocity. Then one can readily checked that 2 π 3 = ζ 3 and (6, 18) ), and (6, 18) ). Thus the assertion holds.
Let K be an abelian extension of an algebraic number field F . We define a set M σ of prime ideals in F for a fixed σ ∈ Gal(K/F ) as follows:
where σ P is a Frobenius substitution with respect to P in K/F . Since K is an abelian extension, σ P depends only on the prime ideal p of F lying under P. So σ P may be denoted by the Artin symbol K/F p . By utilizing the following proposition, we can show that the primes satisfying the condition of Corollary 3.3 exist infinitely many. The proposition is well known as Chebotarëv's density theorem [16] .
Proposition 3.4. If K/F is an abelian extension, the Kronecker density δ(M σ ) of the set of prime ideals such that
In particular, there exist infinitely many those prime ideals p in F . Note that
By utilizing Proposition 3.4, we can show that the primes satisfying the condition of Corollary 3.3 exist infinitely many as follows: Corollary 3.5. The Kronecker density of the set of all primes satisfying the conditions of Corollary 3.3 is equal to 1 9 = 0.11 · · ·, and there exist infinitely many those primes.
Proof. By Lemma 3.2, (1, 2, 3) forms an SDR(H 3 (p)) iff
where p = (π) is a prime ideal in Q(ζ 3 ) lying over (p). By class field theory, if P is a prime ideal in Q(ζ 3 , 3 √ 6) lying over (p), then a necessary and sufficient condition for
and the density of {P} in Q(ζ 3 ,
. It follows that the Kronecker density of the set of all those primes is equal to
In fact by computer search, the frequency ratio of those primes in the first 1, 000 primes is equal to 110 1000 1 9 . Table 7 .1 in Section 7 shows such 110 primes. Example 3.6. Let p = 37 and k = 4, then α = 2 ∈ GF(37)
× is a primitive element. Since 1 ∈ H 3 (p), 2 = α ∈ H )). We can give another sufficient condition to construct an equi-difference code C ∈ CAC(n = sp, k = es + 1), where e ≥ 1 and s > 1 are positive integers and p is a prime, which satisfies Z n \ ∆(C) = pZ n .
Theorem 3.7. Let e ≥ 1 and s > 1 be positive integers and let p = 2em + 1 a prime such that each of (i − es, i − (e − 1)s, . . . , i + (e − 1)s), i ∈ [1 : s − 1], and (±s, ±2s, . . . , ±es) forms an SDR(H 2e (p)). Then there exists an equi-difference code C ∈ CAC e (n = sp, k = es + 1) with |C| = M e (n, k) = m, which satisfies
Proof. For e, s and p satisfying the conditions of the theorem, let γ = α 2e for a primitive element α ∈ GF(p)
× . Since p is a prime, Z s × GF(p) can be identified with
The differences arised from each codeword of C, for example a codeword x (1,γ j ) with generator (1, γ j ), are
) is the set of differences of the form (i, −) arised from x (1,γ j ) . Then the list of all differences of C is given by
where the calculation is over Z s × GF(p). In other words, all elements of Z s × GF(p) × appear exactly once as difference in ∆(C), which proves the theorem. Note that
Note that equi-difference CACs of k = 4 and 5 constructed by this theorem are optimal by Lemmas 2.1 and 2.3. In the case of k = 4 and 5, the statements of Theorem 3.7 can expressed in another way by using quadratic desidue. In case of e = 1 and s = 3, we obtain the following infinite series of an optimal CAC for k = 4.
Corollary 3.8. Let p = 2m + 1 be a prime such that p ≡ 7 (mod 8). Then there exists an optimal code C ∈ CAC e (n = 3p, 4) with |C| = M(n, 4) = M e (n, 4) = m, which satisfies Z n \ ∆(C) = pZ n .
Proof (7) × and H 2 0 (7) = {1, 2, 4}. Then, ((1, 1), (1, 2), (1, 4)) over Z 3 × Z 7 (or (1, 16, 4) over Z 21 ) defines a list of generators for an optimal code C ∈ CAC e (21, 4) with |C| = M(21, 4) = 3.
In the case of k = 5, in particular the case of e = 2 and s = 2, we can obtain an infinite series of optimal CACs as follows:
Corollary 3.10. Let p = 4m + 1 be a prime such that p ≡ 5 (mod 24). Then there exists an optimal code C ∈ CAC e (n = 2p, 5) with |C| = M(n, 5) = M e (n, 5) = m, which satisfies Z n \ ∆(C) = pZ n Proof. By Theorem 3.7, we show that each of {2, 4, −2, −4} and {1, 3,
, it is sufficient to show that each of {2, 4} and {1, 3} forms an SDR(H 2 (p)), i.e, Hence each of {2, 4} and {1, 3} forms an SDR(H 2 (p)) iff p ≡ 5 (mod 24). Furthemore, in the case of e = 1 and s = 4, we obtain the following result. Corollary 3.11. Let p = 2m + 1 be a prime such that p ≡ 11 (mod 12). Then there exists an optimal C ∈ CAC e (n = 4p, 5) with |C| = M(n, 5) = M e (n, 5) = m, which satisfies Z n \ ∆(C) = pZ n Proof. By Theorem 3.7 and Lemma 3.2, it is sufficient to show that = 1, and
(mod 12) by (3.5). Thus each of {1, −1} and {1, −3} forms an SDR(H 2 (p)) iff p ≡ 11 (mod 12).
In the case of k ≥ 6, we can obtain some infinite serieses of CACs by similar calculations, however, we can not judge that the resultant CACs are optimal or not.
Remark 3.12. We note that in the case n = 6m + 1 and for some optimal equi-difference code C ∈ CAC e (n, 4) with |C| = m, the halved difference sets ∆ 2 (x), x ∈ C, form a partition of the set [1 : 3m]. Then, it follows from (2.2) that the triples ∆ 2 (x), x ∈ C, are a solution to the first Heffter difference problem [5] . In the case n = 6m + 3 with n/3 is a prime and for some optimal equi-difference code C ∈ CAC e (n, 4) with |C| = m, the halved difference sets ∆ 2 (x), x ∈ C, form a partition of the set [1 : 3m + 1] \ {2m + 1}. Again, it follows from (2.2) that the triples ∆ 2 (x), x ∈ C, are a solution to the second Heffter difference problem [5] . The notions of Heffter difference problems were introduced for generating Steiner triple systems.
4. Halving Starters. In this section, we show the asymptotic behavior of the maximum size of codewords of an equi-difference CAC of length n = (k − 1)p for the case of k = 4 and obtain further sufficient conditions to construct such optimal CACs.
In the beginning of this section, we introduce a general problem. For a given odd integer p = 2m + 1 and a collection A of unordered pairs of Z, if there exists an h-subset S p , h ≤ m, of Z p \ {0} such that for every {x, y} ∈ A, xS p ∩ yS p = ∅, and {0} / ∈ xS p ∪ yS p over Z p , S p is called a halving starter of size h for A.
The following is a natural generalization of the case when e = 1 and s = k − 1 of Theorem 3.7.
Lemma 4.1. Let p = 2m + 1 be a positive integer such that (p, ℓ) = 1 for ℓ ∈ [1 : k − 1], and let
If there exists a halving starter of size h for A k , then there exists an equi-difference code C ∈ CAC e (n = (k − 1)p, k) with |C| = h and Z n \ ∆(C) ⊇ pZ n . Proof. Let S p be a halving starter of size h for A k and let Γ(C) = {(1, a) : a ∈ S p } over Z k−1 × Z p . Note that Z k−1 × Z p ≃ Z (k−1)p and |S p | = |xS p | = |yS p | for every {x, y} ∈ A k by the assumption (p, ℓ) = 1 for ℓ ∈ [1 : k − 1]. (This also implies (p, ℓ) = 1 for ℓ ∈ ±[1 : k − 1].) Then Γ(C) is our desired generating set of an equidifference CAC with |C| = h. In fact, the differences arised from each codeword of C, for example a codeword x (1,a) with generator (1, a), are
By the definition of S p , we have
where the calculation is over Z k−1 ×Z p . In other words, all elements of Z k−1 ×(Z p \{0}) appear at most once as difference in ∆(C). Note that Z k−1 × {0} ≃ pZ (k−1)p . We are interested in the asymptotic behavior of the size of a halving starter. We use a graph theoretical approach to see the maximal size of a halving starter for A 4 , in other words, the maximal size of codewords of CAC e (n = 3p, 4) constructed in Lemma 4.1. The result in the following theorem implies M(n = 3p, 4) ≃ n 6 for sufficiently large odd p such that (p, 3) = 1. The similar techniques in the proof were used by Levenshtein in [11] .
Let p be an odd integer such that (p, 3) = 1. A graph G(p) has a vertex set V = [1 : p − 1] and an edge set E, where {a, b} ∈ E when a ≡ −2b (mod p), b ≡ −2a (mod p) or a ≡ −b (mod p). Then the degree of each vertex of G(p) is exactly three and the connected component containing a vertex 
Proof. By the definition of G(p), the maximum size of a halving starter for A 4 equals to the maximum size of an independent set of G(p). Now we construct a halving starter S p by choosing an independent set with maximum size from each connected component of G(p). Note that, by the definition of r a (p), r a (p) = |V 
By applying the Levenshtein's results in [11] , that is,
we obtain the desired assertion.
The following corollary gives a sufficient condition to construct optimal CACs of length n = 3p for k = 4, where p is a prime such that p ≡ 3, 5 (mod 8).
Corollary 4.3. Let p = 2m + 1 be a prime such that p ≡ 3, 5 (mod 8) and 2 is a primitive element of GF(p). Then there exists an optimal code C ∈ CAC e (n = 3p, 4) with |C| = M e (n, 4) = M(n, 4) = m − 1. Proof. Assume that p satisfies the conditions of the corollary. Note that p satisfies the conditions of Theorem 4.2. And 2 ∈ H 
This follows that there exists an equi-difference code C ∈ CAC e (3p, 4) with |C| = m − 1. Hence, it is sufficient to show that M(3p, 4) = m − 1. Note that M(3p, 4) ≤ m by Lemma 2.1. Suppose that there is a code C * with |C * | = m. Then C * must contain at most one codeword x with |∆(x)| = 8 and the remaining codewords must be all equi-difference by Lemma 2.1. Let E be the set of equi-difference codewords contained in C * and let |E| = t, where t = m − 1 or m, depending on whether C * contains x or not. Each of such t equi-difference codewords has a generator of the form (0, a 0 ), (1, a 1 ) or (2, a 2 ) for some a 0 , a 1 ,
has ℓ > 0 codewords with generators (0, a 0 )'s for some a 0 ∈ Z × p , since C * must have at most (2m − 6ℓ)/2 equi-difference codewords with generators (1, a 1 )'s or (2, a 2 )'s for some a 1 , a 2 ∈ Z × p , t ≤ ℓ + (2m − 6ℓ)/2 = m − 2ℓ < m − 1. This contradicts to t = m−1 or m. Hence, C * contains no equi-difference codeword with generator (0, a 0 ) for any a 0 ∈ Z × p . Furthermore, since we can regard the equi-difference codeword with generator (2, a 2 ) as that with generator (1, −a 2 ) for arbitrary a 2 ∈ Z × p , in order that |E| = t, the maximum number of equi-difference codewords with generators (1, a 1 ), a 1 ∈ Z × p , must equal to t, i.e., the maximum size of halving starters for A 4 equals to t. Since t = m contradicts to our first arguements, we can assume that C * contains exactly one codeword x with |∆(x)| = 8 and t = m − 1 equi-difference codewords with generators (1, a 1 
for some a ∈ Z × p and x must cover the eight elements of A as differences. Note that the graph G(p) consists of exactly one connected component since 2 is a primitive element of GF(p). In particular, r a (p) = (p − 1)/2 holds for every a ∈ V , and the connected component is G Then one can tediously check (4.1) since |S p | = m − 1. Hence, for every y ∈ A, there should be at least one element of A, say y ′ ∈ A, such that y + y ′ ∈ A. However, by using the fact that n is a prime and a ≡ 0 (mod p), it is easily checked that such y ′ does not exist in A for any y ∈ A \ {(1, 0), (2, 0)}. Hence A can not be the set of differences of x. Thus M(3p, 4) = m − 1.
Small primes p, p < 1000, satisfying the condition of Corollary 4. 5. Constructions of Optimal CACs of Length n = 4p with Weight k = 4. In this section, we obtain some sufficient conditions in order to obtain optimal CACs of length n = 4p with weight k = 4. The following construction is another application of halving starters. Let
where the elements of Γ(C ′ ) are considered over Z k × Z p . Note that the differences arised from each codeword with generator from {1} × S p , for example a codeword
By the definition of S p and the assumption C ∈ CAC e (p, k), we have
where the calculation is over Z k × Z p . Finally, the differences of the form (ℓ, 0), ℓ ∈ [1 : k − 1], occur only in the codewords x (1,0) with generator (1, 0). Thus, all elements of (Z k−1 × Z p ) \ {(0, 0)} appear at most once as differences in ∆(C). Now, we give two sufficient conditions to construct optimal CACs of length n = 4p with weight k = 4. We use the quartic residue to give the first sufficient condition. The following lemma is a preparation of the first assertion. Proof. By the definition of the quartic residue symbol, we have
, iff p ≡ 3 (mod 4).
Then one can tediously check that
, where α is a primitive element of GF(p). Then we have Then there exists an optimal code C ∈ CAC e (n = 4p, 4) with |C| = M e (n, 4) = M(n, 4) = 16m + 9.
Proof. Without loss of generality, we can assume that a ≡ 3 (mod 4) and b ≡ 2 (mod 4) for a prime element ρ = a+bζ 4 ∈ Z[ζ 4 ] which satisfies p = ρρ. By Lemma 5.2, 
Note that ζ 3 ∈ Q(ζ 4 , and the density of rational primes p satisfying the condition of the corollary is equal to
By our computer search, the frequency ratio of those primes in the first 3, 000, 000 primes is equal to 41684 3,000,000
Next, we give the second sufficient condition to construct optimal CACs of length n = 4p with weight k = 4.
Corollary 5.5. Let p = 12m + 7 be a prime satisfying the conditions of Corollary 3.3 such that 3 is a primitive element of GF(p). Then there exists an optimal code C ∈ CAC(n = 4p, 4) with |C| = M e (n, 4) = M(n, 4) = 8m + 4. Proof. Let p satisfy the conditions of the corollary, and let α = 3 ∈ GF(p). Then we can take a halving starter of maximum size 6m + 2 for A ′ 5 , for examle S p = {α 0 , α 1 , . . . , α 6m+1 } ⊂ GF(p). In fact, since
is odd, the maximum size of halving starters for A ′ 5 is at most 6m + 2. Now, by combining Corollary 3.3 and Theorem 5.1, we obtain an equi-difference code C ∈ CAC(n = 4p, 4) with |C| = M e (n, 4) = 8m + 4. Note that p = 12m + 7 is a necessary condition for 3 ∈ H 2 1 (p). Hence, it is sufficient to show that M(n, 4) = 8m + 4. Here, M(n, 4) ≤ 8m + 5 by Lemma 2.1. Suppose that there is a code C * with |C * | = 8m + 5. Then again by Lemma 2.1 ∆(C * ) = Z 4p \ {0} holds. In particular, C * must contain exceptional codeword x (1,0) and 8m + 4 equi-difference codewords, which have generators of the form (0, a 0 ), (1, a 1 ), (2, a 2 ) or (3, a 3 ) for some a 0 , a 1 , a 2 , a 3 ∈ Z × p , since Z 4p ≃ Z 4 × Z p . If C * has ℓ > 0 codewords with generators (2, a 2 ) for some a 2 ∈ Z × p , since C * must have at most (12m + 6 − 4ℓ)/2 equi-difference codewords with generators (1, a 1 ) or (3, a 3 ) for some a 1 , a 3 ∈ Z × p and at most (12m + 6 − 2ℓ)/6 equi-difference codewords with generators (0, a 0 ) for some a 0 ∈ Z × p , |C * | ≤ ℓ + (12m + 6 − 4ℓ)/2 + (12m + 6 − 2ℓ)/6 + 1 < 8m + 5. This contradicts to the assumption, that is, |C * | = 8m + 5. Hence, C * contains no equidifference codeword with generator (2, a 2 ) for any a 2 ∈ Z × p . Furthermore, since the maximum number of codewords with generators (0, a 0 ), a 0 ∈ Z × p , equals to 2m + 1 by Corollary 3.3 and we can regard the equi-difference codeword with generator (3, a 3 ) as that with generator (1, −a 3 ) for arbitrary a 3 ∈ Z × p , in order that |C * | = 8m + 5, the maximum number of codewords with generators (1, a 1 )'s, a 1 ∈ Z × p , must equal to 6m + 3. This follows that the maximum size of halving starters for A ′ 5 must equal to 6m+3. However, this also contradicts to our first arguements. Thus M(n, 4) = 8m+4.
Small primes p safisfying the conditions of Corollary 5.3 or Corollary 5.5 are listed in Table 7 .1.
Example 5.6. Let p = 7 and k = 4, then 4p = 28. Note that 3 is a primitive element of GF (7) and S p = {1, 3} is a halving starter of size 2 for A 6. A Recursive Construction of Equi-Difference CACs. In this section, we give some recursive construction of equi-difference CACs.
Theorem 6.1. Let k ≥ 3 and n 1 , n 2 and s be positive integers satisfying s | n 1 and (n 2 , ℓ) = 1 for ℓ ∈ [1 : k − 1]. Let C 1 be an equi-difference code in CAC e (n 1 , k) with t 1 = |C 1 | non-exceptional codewords satisfying
And let C 2 be an equi-difference code in CAC e (n 2 , k) with t 2 = |C 2 | codewords. Then there exists an equi-difference code C ∈ CAC e (n 1 n 2 , k) with t = |C| = n 2 t 1 + t 2 . Proof. Let
where each element is reduced modulo n 1 n 2 . Then Γ(C) = Γ 1 ∪ Γ 2 defines the code C consisting of equi-difference codewords. Obviously, |Γ(C)| = n 2 t 1 + t 2 . We now prove C is a conflict-avoiding code by showing that the difference sets of any two codewords of C are disjoint. By (6.1) and the definition of Γ 1 , it is shown that
holds. Furthermore, since every element of Γ 2 is a multiple of ( n1 s ), it is obvious
holds. These imply that
Now we see that the difference sets of any two codewords with generators from Γ 1 are disjoint. Assume ℓ(i + jn 1 ) ≡ ℓ ′ (i ′ + j ′ n 1 ) (mod n 1 n 2 ) for some ℓ, ℓ ′ ∈ ±[1 : k − 1] and two generators i + jn 1 and i ′ + j ′ n 2 from Γ 1 , then we need to show that i = i ′ and j = j ′ . By the above assumption, since (ℓi − ℓ
. By the definition of C 1 , ℓi = 0, ℓ ′ i ′ = 0 and i = i ′ hold. Furthermore, since C 1 has no exceptional codewords, we also have ℓ = ℓ ′ and (ℓj − ℓj ′ )n 1 ≡ 0 (mod n 1 n 2 ), i.e., ℓ(j − j ′ ) ≡ 0 (mod n 2 ). Then (n 2 , ℓ) = 1 implies j = j ′ . Similarly, the difference sets of any two codewords with generators from Γ 2 are disjoint, since C 2 ∈ CAC e (n 2 , k). . Now, for an equi-difference codeword x i of C ′ , the difference set ∆(x i ) intersects with A iff i ∈ A. In other words, A is covered by differences iff M e (13, 4) = 2, whereas M e (13, 4) = 1 by Table 7 .2, contradiction. Hence it follows that M(91, 4) = 14 = |C|.
When p is an odd prime, 1 is a generator of an equi-difference code C ∈ CAC e (p, (p− 1)/2). By applying Theorem 6.1 to C recursively, we obtain the following.
Corollary 6.3. (Levenshtein [12] ) Let p be an odd prime and r be a positive integer. Then there exists an optimal code C ∈ CAC e (n, k) with parameters n = p r , k = p+1 2 and |C| = n−1 2(k−1) . Furthermore, some infinite serieses of optimal CACs are obtained. Corollary 6.4. Let p 1 , p 2 , . . . , p r be primes such that p i ≡ 1 (mod 6) and assume that there exists an optimal code C i ∈ CAC e (p i , 4) satisfying the conditions of Corollary 3.3 for each i ∈ [1 : r]. Then there exists an optimal equi-difference code C ∈ CAC e (n = i∈[1:r] p i , 4) with |C| = n−1 6 . Proof. We have only to check the number of codewords for the code given by the recursive construction in Theorem 6.1. Each code C i has m i = pi− 1 6 codewords, which attains the upper limit of Lemma 2.1. By applying the recursive construction to C 1 and C 2 , we have an equi-difference code of length p 1 p 2 = 6(6m 1 m 2 +m 1 +m 2 )+1 with 6m 1 m 2 + m 1 + m 2 codewords, which also attains the upper limit of Lemma 2.1. By continuing this process, we have the desired optimal code C ∈ CAC e (n = i∈[1:r] p i , 4)
with |C| = n−1 6 . In the following corollaries, it is enough to check the case of r = 2 since the similar process can be applied recursively.
Corollary 6.5. Let p 1 , p 2 , . . . , p r be primes such that p i ≡ 7 (mod 8) and let C i be an optimal code in CAC e (3p i , 4) constructed in Corollary 3.8 for each i ∈ [1 : r]. Then there exists an optimal equi-difference code C ∈ CAC e (n = 3 i∈[1:r] p i , 4) with |C| = n−3
6 . Proof. Each code C i has m i = 3pi− 3 6 codewords, which attains the upper limit of Lemma 2.1. The composed code of C 1 and C 2 is an equi-difference code of length 3p 1 p 2 = 3(2(2m 1 m 2 + m 1 + m 2 ) + 1) with 2m 1 m 2 + m 1 + m 2 codewords, which also attains the upper limit of Lemma 2.1. codewords, which attains the upper limit of Lemma 2.1. Here, we can assume m i = 2ℓ i + 1 for some ℓ ∈ N since p i ≡ 1 (mod 3). Let C ′ 1 be a code derived by deleting an exceptional codeword with generator p 1 from C 1 . By composing C ′ 1 and C 2 , we have an equi-difference code of length 4p 1 p 2 = 4(3(3ℓ 1 ℓ 2 + ℓ 1 + ℓ 2 ) + 1) with 2(3ℓ 1 ℓ 2 + ℓ 1 + ℓ 2 ) + 1 codewords, which also attains the upper limit of Lemma 2.1.
Corollary 6.7. Let p 1 , p 2 , . . . , p r be primes such that p i ≡ 5 (mod 24) and let C i be an optimal code in CAC e (2p i , 5) constructed in Corollary 3.10 for each i ∈ [1 : r]. Then there exists an optimal equi-difference code C ∈ CAC e (n = 2 i∈ codewords, which attains the upper limit of Lemma 2.3. By composing C 1 and C 2 , we have an equi-difference code of length 2p 1 p 2 = 2(4(4m 1 m 2 + m 1 + m 2 ) + 1) with 4m 1 m 2 + m 1 + m 2 codewords, which also attains the upper limit of Lemma 2.3.
Corollary 6.8. Let p 1 , p 2 , . . . , p r be primes such that p i ≡ 11 (mod 12) and let C i be an optimal code in CAC e (4p i , 5) constructed in Corollary 3.11 for each i ∈ [1 : r]. Then there exists an optimal equi-difference code C ∈ CAC e (n = 4 i∈ codewords, which attains the upper limit of Lemma 2.3. By composing C 1 and C 2 , we have an equi-difference code of length 4p 1 p 2 = 4(2(2m 1 m 2 + m 1 + m 2 ) + 1) with 2m 1 m 2 + m 1 + m 2 codewords, which also attains the upper limit of Lemma 2.3.
7.
Tables. In this section, we give some tables for the existence of equi-difference CACs of small code length. Table 7 .1 shows the first 110 primes satisfying the conditions of Corollary 3.3. Table 7 .2 shows the maximal size M e (n, 4) of an equi-difference CAC for each n ∈ [4 : 100] and their corresponding generators. p Table 7 .1 The first 110 primes p = 6m + 1 satisfying the conditions of Corollary 3.3. α ∈ GF(p) × denotes a primitive element and γ = α 3 . The code C ∈ CAC(n = p, 4) defined by the list of generators (1, γ, . . . , γ m−1 ) is optimal. The column c 1 (or c 2 ) indicates the length n = 4p if p satisfies the conditions of Corollary 5.3 (or Corollary 5.5, respectively).
