Abstract. Let K be a number field and suppose L/K is a finite Galois extension. We establish a bound for the least prime ideal occurring in the Chebotarev Density Theorem. Namely, for every conjugacy class C of Gal(L/K), there exists a prime ideal p of K unramified in L, for which its Artin symbol L/K p = C, for which its norm N K Q p is a rational prime, and which satisfies N
Introduction
Let K be a number field and L/K be a finite Galois extension. For an unramified prime ideal p of K, let L/K p be its associated Artin symbol, which is a conjugacy class of G := Gal(L/K). For a given conjugacy class C of G and X ≥ 2, define π C (X) := # p prime ideals of K of degree 1 : (log t) −1 dt, so infinitely many such prime ideals exist. One may then ask: when does such a prime ideal p of least norm occur?
Assuming the Generalized Riemann Hypothesis, Lagarias and Odlyzko [LO77] proved that
where d L = |disc(K/Q)| is the absolute discriminant of L. They also sketched a proof showing the (log log d L ) 4 factor could be removed entirely. Additionally assuming the Artin Conjecture, V.K. Murty [KM00] showed that
where n K = [K : Q] is the degree of K/Q. Unconditionally, Lagarias, Mongtomery and Odlyzko [LMO79] proved that
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1 for some effectively computable absolute constant B > 0. In [KN12] , Kadiri and Ng made reference to some explicit value of B but the author has been unable to locate that preprint 1 . The purpose of this paper is to show that B = 40 is admissible in (1.1).
Theorem 1.1. Let K be a number field and suppose L/K is a finite Galois extension. For every conjugacy class C of Gal(L/K), there exists a prime ideal p of K unramified in L, for which its Artin symbol The proof of Theorem 1.1 is motivated by the original arguments of [LMO79] which are naturally connected with Linnik's celebrated result [Lin44a] on the least rational prime in an arithmetic progression. As such, we take advantage of powerful techniques found in HeathBrown's work [HB95] on Linnik's constant. We also require explicit estimates related to the zeros of the Dedekind zeta function of L, denoted ζ L (s). Recall
for s ∈ C with Re{s} > 1 and where the sum is over integral ideals N of L. One key ingredient in our proof is an explicit zero-free region due to Kadiri [Kad12] . She showed that ζ L (s) has at most one zero in the rectangle
Furthermore, if such a zero β 1 exists, it is real and simple, and we refer to it as exceptional. To handle this exceptional zero β 1 = 1 − λ 1 log d L , as Linnik [Lin44b] did for Dirichlet L-functions, we use explicit versions of Deuring-Heilbronn phenomenon for the Dedekind zeta function. We employ such a result due to Kadiri and Ng [KN12] when λ 1 ≫ 1. To cover the remaining case when λ 1 = o(1), which we refer to as a Siegel zero, we establish another variant of Deuring-Heilbronn phenomenon. Theorem 1.2. Suppose ζ L (s) has a real zero β 1 and let
Then, for d L sufficiently large,
where c > 0 is an absolute effective constant.
Remarks.
(i) Kadiri and Ng [KN12] alternatively show that if
and d L is sufficiently large then
While the repulsion constant 1.53 is much better than 35.8 given by Theorem 1.2, the permitted range of β ′ in (1.3) is much larger than that of (1.4) therefore allowing Theorem 1.2 to deal with Siegel zeros. 
Remark. Similar to remark (ii) following Theorem 1.2, if n L = o(log d L ) then 16.6 can be replaced by 12.01.
Applying the above theorem to the zero β ′ = 1 − β 1 of ζ L (s) immediately yields the following corollary which will play a role in our proof of Theorem 1.1.
where the implied constant is absolute and effective. Remarks. Corollary 1.4 makes explicit [LMO79, Corollary 5.2] and so, as remarked therein, Stark [Sta74] gives a better bound for 1 − β 1 when L has a tower of normal extensions with base Q.
Finally, we describe the organization of the paper. Section 2 provides the necessary preliminaries including background on the Dedekind zeta function, a power sum inequality, and some technical estimates. Section 3 contains work on the Deuring-Heilbronn phenomenon proving Theorems 1.2 and 1.3. Section 4 prepares for the proof of Theorem 1.1 and Section 5 contains the concluding arguments divided into the relevant cases.
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2. Preliminaries 2.1. Dedekind zeta function. The background material discussed here on the Dedekind zeta function can be found in [LO77, Hei67] . Consider a number field
, can be given as a Dirichlet series by (1.2) or as an Euler product by
for Re{s} > 1, where the product is over prime ideals P of L. The completed Dedekind zeta function ξ L (s) is given by
Here r 1 = r 1 (L) and 2r 2 = 2r 2 (L) are the number of real and complex embeddings of L respectively. It is well-known that ξ L (s) is entire and satisfies the functional equation
We refer to its zeros as the non-trivial zeros ρ of ζ L (s), which are known to lie in the strip 0 < Re{s} < 1. The trivial zeros ω of ζ L (s) occur at certain non-positive integers arising from poles of the gamma factor of L; namely, 
where the sum is over all the non-trivial zeros ρ of ζ L (s). 1 − j J + 1 r j cos(jθ).
for 0 ≤ r ≤ 1 and all θ.
Theorem 2.3. Let ǫ > 0 and a sequence of complex numbers {z n } n be given. Let s m = ∞ n=1 z m n and suppose that |z n | ≤ |z 1 | for all n ≥ 1. Define
Then there exists m 0 with 1 ≤ m 0 ≤ (12 + ǫ)M such that
Using Lemma 2.2, we estimate the contribution of each term. For n = 1, we obtain a contribution ≥ )(1 + cos jθ 1 ) is non-negative for all 1 ≤ j ≤ J,
Comparing with (2.6) and noting J ≤ (12 + ǫ)M, we obtain a contradiction.
2.3. Technical Estimates. For the application of the power sum inequality, we will require some precise numerical estimates.
where (2.7)
and ∆(x, y) = Re{
Remark. For fixed α > 0 and j = 1 or 2, observe that G j (α; t) is increasing as a function of t ≥ 0 by [AK14, Lemma 2].
Proof. Denote σ = α + 1. As ∆(x, y) = ∆(x, −y), we may assume
− log π) .
Using the same identity for t = 0 gives the desired result.
Lemma 2.5. For α ≥ 1 and t ∈ R,
where the sum is over all zeros ω of ζ L (s) including trivial ones, the functions G j (α; |t|) are defined by (2.7),
Proof. We estimate the trivial and non-trivial zeros separately. From (2.4), notice
Hence, (2.8)
For the non-trivial zeros ρ = β + iγ, we combine the inequality
with Lemmas 2.1 and 2.4 to deduce that
Observe, as β ∈ (0, 1),
We rearrange (2.9) and employ these observations to find that (2.10)
Combining with (2.8) yields the desired bound.
2.4. Choice of Weights. In the proof of Theorem 1.1, we will need to select a suitable weight function so we describe our choice and its properties here.
Lemma 2.6. For real numbers A, B > 0 and positive integer ℓ ≥ 1 satisfying B > 2ℓA, there exists a real-variable function f (t) = f ℓ (t) such that:
and F (0) = 1.
Remark. Heath-Brown [HB95] used the weight f ℓ with ℓ = 1 for his computation of Linnik's constant for the least rational prime in an arithmetic progression.
Proof.
• For parts (i)-(iii), let 1 S ( · ) be an indicator function for the set S ⊆ R. For j ≥ 1, define
, and w j (t) := (w * w j−1 )(t).
Since R w 0 (t)dt = 1, it is straightforward verify that 0 ≤ w 2ℓ (t) ≤ A −1 and w 2ℓ (t) is supported in [−ℓA, ℓA]. Observe the Laplace transform W (z) of w 0 is given by
Az , so the Laplace transform W 2ℓ (z) of w 2ℓ is given by
The desired properties for f follow upon choosing f (t) = w 2ℓ (t − B + ℓA).
• For part (iv), we see by (iii) that (2.12)
To bound the above quantity, we observe that for w = a + ib with a > 0 and b ∈ R,
This observation can be checked in a straightforward manner (cf. Lemma 2.7). It follows that
In the last step, we noted |1 − e −A(x+iy) | ≤ 2 since x > 0 by assumption. Combining this with (2.12) yields the desired bound. The additional estimate for |F ((1−s)L )| is the case when α = 0. One can verify F (0) = 1 by straightforward calculus arguments.
Lemma 2.7. For z = x + iy with x > 0 and y ∈ R,
Proof. We need only consider y ≥ 0 by conjugate symmetry. Define
which is a non-negative smooth function of y. Since Φ x (y) → 0 as y → ∞, we may choose y 0 ≥ 0 such that Φ x (y) has a global maximum at y = y 0 . Suppose, for a contradiction, that
By calculus, one can show (1 − e −x )/x ≥ e −x/2 for x > 0. With this observation, notice that
by (2.13)
since sin y ≤ y for y ≥ 0. On the other hand, Φ x (y) has a global max at y = y 0 implying Φ ′ x (y 0 ) = 0, a contradiction.
Deuring-Heilbronn Phenomenon
In this section, we prove Theorems 1.3 and 3.1. Notice Theorem 1.2 is contained in Theorem 3.1 below.
Theorem 3.1. Let T ≥ 1 be fixed. Suppose ζ L (s) has a real zero β 1 and let
Then for d L sufficiently large
where c = c(T ) > 0 and C = C(T ) > 0 are absolute effective constants. In particular, one may take T and C = C(T ) according to the table below. 
where z n = z n (γ ′ ) satisfies |z 1 | ≥ |z 2 | ≥ . . . and runs over the multiset
Note that the multiset includes trivial zeros of ζ L (s). With this choice, we have that
On the other hand, by Theorem 2.3, for ǫ > 0, there exists some
where M = |z 1 | −1 ∞ n=1 |z n | according to our parameters z n = z n (γ ′ ) in (3.2). Comparing with (3.4) for m = m 0 , it follows that (3.5) exp(−(24 + 2ǫ)
Therefore, it suffices to bound M/α and optimize over α ≥ 1. By Lemma 2.5 and (3.3), notice that (3.6)
To simplify the above, we note 1 − β ′ ≤ 1/2 by assumption and G j (α; |γ ′ |) ≤ G j (α; T ) for j = 1, 2 by the remark following Lemma 2.4. Also in (3.6), if a coefficient of r 1 or r 2 is positive, we employ an estimate of Odlyzko [Odl77] which implies (3.7)
(log 60) · r 1 + (log 22) · 2r 2 ≤ log d L for d L sufficiently large. With these observations, it follows that
Seeking to minimize the coefficient of log d L , after some numerical calculations, we choose α = α(T ) according to the following To complete the proof for T = 1, say, the corresponding choice of α = 3.07 implies
Substituting this bound into (3.5) and fixing ǫ > 0 sufficiently small yields the desired result since 24 × 1.4883 < 35.8. The other cases follow similarly.
Remark.
• To clarify remark (ii) following Theorem 3.1, notice that if n L = o(log d L ) then the coefficients of r 1 and r 2 in (3.6) can be made arbitrary small for d L sufficiently large depending on α ≥ 1. Fixing α sufficiently large (depending on T ) gives
for d L sufficiently large. As 24 × 1.0001 < 24.01 the remark follows.
• All computations were performed using Maple. Relevant code can be obtained either on the author's personal webpage or by email request.
3.2. Proof of Theorem 1.3. The proof is very similar to the above proof for Theorem 3.1 with a few differences which we outline here. Recall β ′ is now a real zero of ζ L (s) distinct from β 1 (counting with multiplicity). As before, let m be a positive integer and α ≥ 1. From [LMO79, Equation (5.4)] with s = α + 1 instead, it follows that
where z n satisfies |z 1 | ≥ |z 2 | ≥ . . . and runs over the multiset
If ω is a trivial zero (and hence a non-positive integer by (2.4)) then (α + 1 − ω) −2 ≥ 0. Thus, for any z n in (3.8) corresponding to a trivial zero, we have z m n ≥ 0 so we may discard such z n . It follows that For this new choice ofz n , the analogue of (3.3) still holds forz 1 and we argue similarly to deduce (3.5) holds for the newM = |z 1 | −1 n |z n |. Thus, by the proof of Lemma 2.5 (namely by (2.10) with t = 0), we deduce that
for α ≥ 1. Comparing with (3.6), notice the additional factor of 2 in the denominator and the lack of W 1 (α) and W 2 (α) terms. Continuing to argue analogously, we simplify the above by noting 1 − β ′ < 1 and applying Odlyzko's bound (3.7) to conclude
for d L sufficiently large. As 24 × 0.6882 < 16.6, we similarly conclude the desired result.
Weighted Sum of Prime Ideals
4.1. Setup. For the remainder of the paper, denote
Suppose the integer ℓ ≥ 2 and real numbers A, B > 0 satisfy B − 2ℓA > 0. Select the weight function f from Lemma 2.6 according to these parameters. Assume 2 ≤ B ≤ 100 henceforth, while ℓ and A remain arbitrary. Recall K is a number field with ring of integers O K and L/K is a finite Galois extension. Let C be a conjugacy class of G := Gal(L/K). Define (4.1)
where N = N K Q is the absolute norm of K, 1{·} is an indicator function, and
is the Artin symbol of p. To prove Theorem 1.1, we claim it suffices to show S > 0 for d L sufficiently large and a suitable choice of parameters A, B and ℓ; in particular, we must take B ≤ 40. By our choice of f , it would follow that there exists an unramified prime ideal p of degree 1 with
For all values of d L which are not sufficiently large, the result follows from (1.1) (that is, [LMO79, Theorem 1.1]). This proves the claim. Now, we wish to transform S into a contour integral by using the logarithmic derivatives of certain Artin L-functions. One is naturally led to consider the contour (4.2)
where g ∈ C, the sum runs over irreducible characters ψ of Gal(L/K), and L(s, ψ, L/K) is the Artin L-function attached to ψ. By orthogonality of characters (see [Hei67, Section 3]), observe that
where, for prime ideals
0 else,
Comparing (4.2) and (4.4), it follows by Mellin inversion that (4.6)
Comparing (4.6) and (4.1), it is apparent that the integral I and quantity L −1 S should be equal up to a neglible contribution from: (i) ramified prime ideals, (ii) prime ideals whose norm is not a rational prime, and (iii) prime ideal powers. In the following lemma, we prove exactly this by showing that the collective contribution of (i), (ii), and (iii) in (4.6) is bounded by
Lemma 4.1. In the above notation,
Proof. Denote Q 1 = e (B−2ℓA)L and Q 2 = e BL .
Ramified prime ideals. Since the product of ramified prime ideals
Therefore, by Lemma 2.6,
Prime ideals with norm not equal to a rational prime. For a given integer q, there are at most n K prime ideals p ⊆ O K satisfying Np = q. Thus, by Lemma 2.6,
Note in the last step we used the fact that n K ≤ n L ≪ L by a theorem of Minkowski.
Prime ideal powers. Arguing similar to the previous case, one may again see that
The desired result follows after comparing (4.1), (4.2) and (4.6) with the three estimates above. 
where the sum runs over irreducible characters χ of H. These characters are necessarily 1-dimensional since H is abelian. By class field theory, the Artin L-function L(s, χ, L/E) is actually a certain Hecke L-function L(s, χ, E) since L/E is abelian. Further, χ is a primitive Hecke character satisfying
where χ are certain primitive Hecke characters of E. Note that, from [Hei67] for example,
and the conductor-discriminant formula states
where f χ ⊆ O E is the conductor of χ.
4.3.
A sum over low-lying zeros. In light of (4.8), we are now in a position to use the analytic properties of Hecke L-functions and shift the contour in Lemma 4.1. We will reduce the analysis to a careful consideration of contribution coming from zeros ρ = β + iγ of ζ L (s) which are "low-lying".
Lemma 4.2. Let T ⋆ ≥ 1 be fixed. In the above notation,
where the sum is over non-trivial zeros ρ = β + iγ of ζ L (s).
Proof. Consider the contour in Lemma 4.1. Using (4.8), we shift the line of integration to Re{s} = − . From (4.9), this picks up exactly the non-trivial zeros of ζ L (s), its simple pole at s = 1, and its trivial zero at s = 0 of order r 1 + r 2 − 1. For Re{s} = −1/2, we have by Lemma 2.6 that (4.12)
and, from [LO77, Lemma 6.2] and (4.10),
It follows that 1 2πi
as n L ≪ L . For the zero at s = 0 of Ψ C (s), we may bound its contribution using (2.11) to deduce that
These observations and Lemma 4.1 therefore yield (4.13)
where the sum is over all non-trivial zeros ρ = β + iγ of ζ L (s). By [LMO79, Lemma 2.1] and Lemma 2.6, we have that
⋆ is fixed, and ℓ ≥ 2. The result follows from (4.13) and the above estimate.
For the sum over low-lying zeros in Lemma 4.2, we bound zeros far away from the line Re{s} = 1 using Lemma 4.3 below. In the non-exceptional case, this could have been done in a fairly simple manner but when a Siegel zero exists, we will need to partition the zeros according to their height. This will amount to applying a coarse version of partial summation, allowing us to exploit the Deuring-Heilbronn phenomenon more efficiently.
Lemma 4.3. Let J ≥ 1 be given and T ⋆ ≥ 1 be fixed. Suppose
Then (4.14)
where the marked sum ′ indicates a restriction to zeros ρ = β + iγ of ζ L (s) satisfying
If J = 1 then the secondary error term in (4.14) vanishes.
Remark. To prove Theorem 1.1, we will apply the above lemma with J = 10 when a Siegel zero exists. One could use higher values of J or a more refined version of Lemma 4.3 to obtain some improvement on the final result.
Proof. Recall ℓ ≥ 2 for our choice of weight f . Let 1 ≤ j ≤ J be arbitrary. Define the multiset
it suffices to show
16
Assume 2 ≤ j ≤ J. As T j ≤ T ⋆ and T ⋆ is fixed, it follows #Z j ≪ L by [LMO79, Lemma 2.1]. Hence, by Lemma 2.6 and the definition of Z j ,
as desired. It remains to consider S 1 . On one hand, we similarly have #Z 1 ≪ L by [LMO79, Lemma 2.1]. Thus, by Lemma 2.6 and the definition of S 1 ,
On the other hand, we may give an alternate bound for S 1 . For integers 1 ≤ m, n ≤ L , consider the rectangles
We bound the contribution of zeros ρ lying in R m,n when m ≥ R 1 . If a zero ρ ∈ R m,n then
by Lemma 2.6 with α = 2ℓ. Further, by [LMO79, Lemma 2.2],
The latter estimate follows since m, n ≥ 1. Adding up these contributions and using the conjugate symmetry of zeros, we find that
Taking the minimum of the above and (4.15) gives the desired bound for S 1 . If a Siegel zero exists then we shall choose the parameters in Lemma 4.3 so that the restricted sum over zeros is actually empty. Otherwise, if a Siegel zero does not exist then Lemma 4.3 will be applied with J = 1 and T 1 = T ⋆ = 1 so we must handle the remaining restricted sum over zeros in the final arguments.
Lemma 4.4. Let η > 0 and R ≥ 1 be arbitrary. For A > 0 and ℓ ≥ 1, definẽ
Suppose ζ L (s) is non-zero in the region
for some 0 < λ ≤ 10. Then, provided d L is sufficiently large depending on η, R, and A,
2A 2 λ 2 + η ,
) and the marked sum ′ indicates a restriction to zeros ρ = β + iγ of
In particular, as λ → 0, the bound in (4.16) becomes
Proof. This result is motivated by [HB95, Lemma 13 .3]. Define 
for Re{z} ≥ 0. Combining the above with Lemma 2.7 and noting (1 − e −x )/x is decreasing for x > 0, it follows that
so it suffices to bound the sum on the RHS. Since h and H satisfy Conditions 1 and 2 of [KN12] , we apply [KN12, Theorem 3] to bound the sum ′ on the RHS yielding
for d L sufficiently large depending on η, R, and A. Using the definitions of h and H and rescaling η appropriately, we obtain the desired result.
Proof of Theorem 1.1
Let Z be the multiset consisting of zeros of ζ L (s) in the rectangle 0 < Re{s} < 1, |Im{s}| ≤ 1.
Choose ρ 1 ∈ Z such that Re{ρ 1 } = β 1 = 1 − λ 1 L ∈ (0, 1) is maximal. If λ 1 < 0.0784 then ρ 1 is exceptional; that is, ρ 1 is a simple real zero of ζ L (s) as shown by Kadiri [Kad12] . We divide our arguments according to this exceptional case. Recall that our goal is to show the quantity S, defined by (4.1), is strictly positive for d L sufficiently large and B ≤ 40. 
for d L sufficiently large depending on ǫ. Here the restricted sum is over zeros ρ = β + iγ satisfying
It suffices to prove the sum over zeros ρ is < 1 − ǫ/2 for fixed sufficiently small ǫ. Observe by the definition ofF 2 in Lemma 4.2 and our choice of ρ 1 that
Since λ 1 ≥ 0.0784, we may bound the remaining sum using Lemma 4.4 with λ = 0.0784. Hence, the above is ≤ e −1.41λ 1 × 1.1166 ≤ e −1.41×0.0784 × 1.1166 = 0.9997 · · · < 1, as required.
5.2. Exceptional Case (λ 1 < 0.0784). For this subsection, let 0 < η < 0.0784 be an absolute parameter which will be specified later.
5.2.1. λ 1 small (0.0784 > λ 1 ≥ η). Again, choose the weight function f from Lemma 2.6 with ℓ = 2, B = 2.63, and A = 0.1 so B − 2ℓA = 2.23. The argument is similar to the previous case but we take special care of the real zero β 1 . By the same choices as the non-exceptional case, we deduce that
for d L sufficiently large depending on ǫ. Observe that, since ρ 1 is real and (1 − e −t )/t ≤ 1 for t > 0,
is maximal. In the exceptional case, ρ 1 is a simple real zero so ρ ′ is indeed genuinely distinct from ρ 1 . By our choice of ρ ′ , Lemma 2.6, and a subsequent application of Lemma 4.4 with λ = 0, we gave that
As λ 1 ≥ η, it follows that λ ′ ≥ 0.6546 log λ 
The quantity in the brackets is clearly decreasing with λ 1 so, since λ 1 < 0.0784, we conclude that the above is ≥ 2.23 − 6.5279 × 0.0784
As λ 1 ≥ η > 0 by assumption, the result follows after taking ǫ = 10 −6 η. 
Similar to the previous subcase, we have that |F ((1 − β 1 )L )| ≤ e −36λ 1 . For the remaining sum over zeros, we apply Lemma 4.3 with J = 1, T ⋆ = T 1 = 1, and R 1 = 1 35.8 log(c 1 /λ 1 ) with c 1 > 0 absolute and sufficiently small. As λ 1 ≥ L −200 , we may assume without loss that
where the sum ′ is defined as per Lemma 4.3. By our choice of parameters T 1 and R 1 , it follows from Theorem 3.1 that the restricted sum over zeros in (5.2) is actually empty. As 1 − e −t ≥ t − t 2 /2 for t > 0, we conclude that
).
Since L −200 ≤ λ 1 < η by assumption and η is sufficiently small, we conclude that the RHS is ≫ λ 1 after fixing η. Substituting the prescribed values for C j and T j−1 , the above is ≪ λ 1 e −0.2L for all 2 ≤ j ≤ 10. Incorporating all of these observations into (5.4) yields |G| |C| L −1 S ≥ 1 − e −37.5λ 1 + O λ Remark. We outline the minor modifications required to justify the remark following Theorem 1.1.
• If there is a sequence of fields Following the same arguments yields the claimed result.
• If ζ L (s) does not have a Siegel zero then λ 1 ≫ 1 so Sections 5.2.2 and 5.2.3 are unnecessary.
Remark. For Section 5.2.3, the selection of parameters A, B, ℓ, T 1 and T 2 was primarily based on numerical experimentation.
