An Extensive Photometric Catalog of CALIFA Galaxies by Gilhuly, Colleen & Courteau, Stéphane
MNRAS 000, 1–19 (2018) Preprint 28 March 2018 Compiled using MNRAS LATEX style file v3.0
An Extensive Photometric Catalog of CALIFA Galaxies
Colleen Gilhuly,1,2? and Ste´phane Courteau1
1Department of Physics, Engineering Physics & Astronomy, Queen’s University, Kingston, ON K7L 3N6, Canada
2Department of Astronomy & Astrophysics, University of Toronto, Toronto, M5S 3H4, Canada
28 March 2018
ABSTRACT
We present an extensive compendium of photometrically-determined structural prop-
erties for all CALIFA galaxies in the Third Data Release (DR3). We exploit Sloan
Digital Sky Survey (SDSS) images in order to extract one-dimensional (1D) gri sur-
face brightness profiles for all CALIFA DR3 galaxies. We also derive a variety of
non-parametric quantities and parametric models fitted to 1D i-band profiles. The
galaxy images are decomposed using the 2D bulge-disc decomposition programs im-
fit and galfit. The relative performance and merit of our 1D and 2D modelling
approaches are assessed. Where possible, we compare and augment our photometry
with existing measurements from the literature. Close agreement is generally found
with the studies of Walcher et al. (2014) and Me´ndez-Abreu et al. (2017), though some
significant differences exist. Various structural metrics are also highlighted on account
of their tight dispersion against an independent variable, such as the circular velocity.
Key words: galaxies: spiral – galaxies: elliptical and lenticular – galaxies: photometry
– galaxies: fundamental parameters
1 INTRODUCTION
Extragalactic astronomy rests on a very rich foundation
of catalogs of galaxy parameters (e.g. CGCG, UGC, RSA,
PGC, RC3, SDSS/NYU-VAGC) (Zwicky & Kowal 1968; Nil-
son 1973; Sandage & Tammann 1981; Paturel et al. 1989; de
Vaucouleurs et al. 1991; Blanton et al. 2005, to cite only
a few). These catalogs have fueled a most impressive array
of investigations ranging from galaxy classification, bulge
and disc parameterizations, identification of underlying com-
ponents, scaling relations, evolution of structural proper-
ties with time, and the coupling with spectroscopically-
determined parameters.
The most comprehensive understanding of galaxies is
achieved when structural, dynamical, and chemical infor-
mation are combined. The latter two rely mostly on spec-
troscopic measurements. However, unlike their photometric
counterparts, large spectroscopic catalogs of galaxies lack in
numbers, given the relatively longer single-object exposures
(compared to multi-target broadband photometry) and the
multiple long-slit or integral field unit (IFU) pointings re-
quired per galaxy. Fortunately, the advent of integral field
spectroscopy (IFS) surveys such as ATLAS3D, CALIFA,
SAMI, and MaNGA (Cappellari et al. 2011; Sa´nchez et al.
2012; Walcher et al. 2014; Bryant et al. 2015; Bundy et al.
2015), have enabled spatially-resolved spectroscopic obser-
vations for many thousands of galaxies, and this trend is only
? E-mail: gilhuly@astro.utoronto.ca (CG)
growing. Needless to say, the combination of statistically-
significant photometric and spectroscopic samples greatly
minimizes selection biases and enables mature astrophysi-
cal investigations (e.g. such as multi-layered galaxy scaling
relations).
The Calar Alto Legacy Integral Field spectroscopy Area
(CALIFA) survey (Sa´nchez et al. 2012; Walcher et al. 2014)
exemplifies this new trend. It uses a size-selected sample
spanning a variety of environments in the local universe (out
to z ∼ 0.03). Size selection allows the most efficient use of
the IFU, good coverage of targets, and ensures a uniform
statistical sampling of spatially resolved properties such as
age, metallicity, and surface mass density. CALIFA’s sam-
ple is large enough to achieve some statistical significance
yet still small enough to allow detailed single wide-field IFU
mapping per individual galaxy. Thus, CALIFA plays a cru-
cial role in providing a local spectroscopic baseline for future
extragalactic surveys at higher redshift. CALIFA datacubes
offer better spatial resolution, spatial coverage and signal-to-
noise than other surveys such as MANGA and SAMI, thus
highest overall S/N. On the other hand, CALIFA’s sample
size is smaller than that of MaNGA or SAMI, its spectral
resolution is equivalent to or lower, and its spectral cover-
age is smaller than MaNGA’s (Sa´nchez et al. 2012; Walcher
et al. 2014; Bryant et al. 2015; Bundy et al. 2015). Although
smaller in sample size than typical imaging surveys, CAL-
IFA’s spatial coverage and resolution ensure its ability to
probe spatially resolved structures such as HII regions and
spiral arms. CALIFA was deemed complete after its third
© 2018 The Authors
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and final data release (DR3) in April 2016 (Sa´nchez et al.
2016b), comprising 667 galaxies.
The philosophy of enhancing spectroscopic studies with
photometric parameters guides our current effort. Indeed,
this work endeavors to provide the most complete com-
pendium of photometric properties for all galaxies covered
in the third CALIFA data release. We also contrast our pho-
tometry and value-added parameters with those from exist-
ing databases.
In §2, we present the sample and the SDSS data used to
extract surface brightness profiles. In §3, the process of ex-
tracting those profiles as well as structural parameters from
those profiles is explained. §4 introduces our 1D and 2D
parametric models, which are then contrasted against each
other in §5. Finally, we extensively compare our final catalog
with existing CALIFA photometry in §6 and conclude with
likely applications of our new database in §7.
2 DATA AND PHOTOMETRY
Our study covers the full third CALIFA data release, with
its Main Sample (MS) of 542 galaxies (see Walcher et al.
2014) and another 125 galaxies from the Extension Sample
(ES; Sa´nchez et al. 2016b). 10′ × 10′ cut-out images of each
CALIFA DR3 galaxy were extracted from the Sloan Digital
Sky Survey (SDSS) Data Release 10 (DR10) online mosaic
interface (Aihara et al. 2011; Ahn et al. 2014) using SWarp
(Bertin et al. 2002). The large image area ensures that the
sky background can be well characterized for all CALIFA
galaxies. Images in all five SDSS bands were retrieved, but
our analysis focuses on gri photometry. In particular, the
i-band is chosen as the preferred band for the extraction
of structural parameters since it probes the longest wave-
lengths and thus offers the best views of the underlying mass
distribution of galaxies whilst minimizing the impact of dust
in the stellar atmospheres and our own Earth’s glowing at-
mosphere.
Source Extractor (Bertin & Arnouts 1996) was used to
detect the galaxy, stars, and background sources in the i-
band image. The raw Source Extractor galaxy masks were
slightly expanded and smoothed, and any disjoint regions
were removed from the masks. The detected stars and
background source masks were also slightly expanded and
smoothed, and used to mask the images during profile ex-
traction and 2D galaxy modelling (see §3 and §4.2).
In the presence of very bright stars, close and/or over-
whelmingly bright neighbour galaxies, or ongoing merg-
ers, source detection and masking are weakened. Seventeen
galaxies were affected by these issues and have been flagged
as poorly masked. While these galaxies have been processed
as per normal, and can be found in our public database, they
are routinely excluded from our analyses.
SDSS DR10 imaging is already sky-subtracted; issues
regarding over-subtraction around large galaxies have pre-
viously been acknowledged and addressed, though some of
the lost flux in SDSS photometry may be attributed to de-
blending rather than sky errors (Blanton et al. 2011). We
compute the residual sky level, avoiding any biases in the
SDSS DR10 sky subtraction pipeline.
3 SURFACE BRIGHTNESS PROFILE
EXTRACTION
For the production of azimuthally-averaged surface bright-
ness profiles, we take advantage of XVISTA1, a suite of im-
age analysis programs for astronomical applications. A de-
tailed description of this software and data modelling pro-
cedures used in this study is presented in Courteau (1996);
complementary descriptions of profile extraction procedures
are also found in McDonald et al. (2011) and Hall et al.
(2012).
The process of profile extraction begins with the initial-
ization of variables describing image parameters, determi-
nation of the sky level (measured in boxes located near the
image corners), and calculation of the photometric centre
of the galaxy. The first isophotal solution is then calculated
over the visible extent of the galaxy. The position angle and
ellipticity of outer contours are poorly constrained due to
the low surface brightness at those radii. Therefore, a reli-
able mid-to-outer contour is adopted to define the position
angle and ellipticity of the outer contours. Typically there is
little variation in contour parameters in the stable regions
where the best contours are selected, so the precision of con-
tour selection introduces minimal uncertainty to the outer
profile.
The user may smooth the isophotal solution to avoid
contour crossings and excursions due to non-axisymmetric
structures, such as bars and spiral structure. Despite the
subjective nature of this procedure, Hall et al. (2012) verified
that independent operators obtain similar surface bright-
ness profiles. We also show in §6 that parameters obtained
from our profile extraction method are very similar to those
obtained from growth curves with fixed position angle and
ellipticity (Walcher et al. 2014). These comparisons demon-
strate that any bias introduced from best isophote selection
and subsequent smoothing is minimal.
Once the i-band isophotal solution is finalized, final cor-
rections and transformations are applied to obtain a surface
brightness profile in AB magnitude units. Our final i-band
isophotal contours are then imposed on to images in other
bands and their surface brightness profiles are also produced.
The common isophotal solution for all bands ensures uni-
form profile comparisons and physically meaningful colour
profiles.
Surface brightness profiles that extend far into the sky
noise-dominated regime are typically truncated when the SB
error exceeds 1.5 mag arcsec−2. The gri surface brightness
profiles for a selection of CALIFA galaxies are presented in
Appendix B.
3.1 Parameter extraction
Isophotal radii and enclosed total magnitudes are deter-
mined for several isophotal levels in each band. As in Hall
et al. (2012), we use the i-band µ = 23.5 mag arcsec−2 level
to characterize a galaxy’s outer regions. Intrinsic SB errors
rise rapidly beyond this isophotal radius (Courteau 1996).
The resulting isophotal parameters, R23.5 and m23.5, require
1 http://ganymede.nmsu.edu/holtz/xvista/
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no assumptions or parameterizations of the galaxy light dis-
tribution. In addition to the isophotal magnitude, the total
magnitude is calculated.
Effective or half-light parameters Re and µe = µ(Re)
are defined by the radius which encloses half of the total
light of the galaxy. The latter is computed from the galaxy’s
growth curve integrated from the surface brightness profile.
Similarly to R23.5 and m23.5, these parameters are model-
independent.
The radii enclosing 20 and 80 per cent of the total light
are also determined and used to calculate the concentra-
tion index C28 = 5 log(R80/R20). For a pure exponential disc
galaxy, C28 = 2.8; for a de Vaucouleurs profile, C28 = 4.
Stellar masses are calculated according to mass-to-light
versus colour relations (MLCRs) tabulated by Roediger &
Courteau (2015). They advocate for the use of multiple
colours to better constrain Υ∗; this advice is echoed by Zhang
et al. (2017). We select the four MLCRS based on Bruzual
& Charlot (2003) stellar population models with the highest
Pearson correlation coefficients (g−r, g; g−r, r; g−i, g; g−i, r)
and average the resulting stellar masses. We then calculate
Υ∗(i) using the average stellar masses and our i-band total
magnitudes. We produce these stellar masses to extend our
basic photometry and to facilitate further comparison with
Walcher et al. (2014). For an extended discussion of MLCRs,
the many assumptions and choices associated with their de-
termination, and a comparison of published transformations,
see Zhang et al. (2017).
Roediger & Courteau (2015) found that stellar masses
have systematic uncertainty of ∼0.3 dex due to assumptions
in the stellar population modelling (Conroy 2013; Courteau
et al. 2014). An additional uncertainty of 0.06-0.07 dex re-
sults from reliance on integrated quantities rather than ra-
dially or spatially resolved maps. Therefore, we assume 0.31
dex or 71 per cent systematic uncertainty for stellar masses.
This dominates over our estimated random measurement
uncertainty of 24 per cent (§3.3).
In addition to the structural measurements derived from
surface brightness profiles, the Gini coefficient G and the mo-
ment of light M20 are calculated (Gini 1912; Lotz et al. 2004).
Both are non-parametric descriptions of the distribution of
intensity amongst galaxy pixels, akin to but distinct from
light concentration. Unlike the non-parametric effective or
isophotal quantities, neither G nor M20 require any assump-
tions regarding the symmetry of the galaxy. They are thus a
most generic and non-parametric structure descriptors, and
are most fittingly described as symmetry-independent.
Studies of distant galaxies relying on G and M20 high-
light their value when resolution is low and circular symme-
try or a clear centre may be absent (Abraham et al. 2003;
Lotz et al. 2004). In the low redshift regime probed by the
mostly undisturbed CALIFA galaxies, G and M20 may offer
no advantage over C28. However, we have opted to present
them here for their legacy value in the context of compara-
tive studies against higher redshift galaxies.
While G was invented as a measure of economic equal-
ity (Gini 1912), astronomers have embraced it to describe
the relative equity of the distribution of light, particularly
for classification purposes (Abraham et al. 2003; Lotz et al.
2004; Lisker 2008, and references therein) 2. Unlike many
other measurements of galactic structure, G does not re-
quire any photometric centre. G can be calculated using the
following formula (Glasser 1962):
G =
1
X¯n(n − 1)
n∑
i=1
(2i − n − 1)Xi (n > 2). (1)
Here, the Xi values are the individual pixel fluxes in
order of increasing flux and X¯ is the mean pixel flux. Xi
is replaced with its absolute value to improve robustness
against noise (Lotz et al. 2004).
M20 is the second-order moment of light of the brightest
20 per cent of the galaxy’s total flux, normalized by the total
second-order moment of light Mtot (Lotz et al. 2004). Mtot
is defined as follows:
Mtot =
n∑
i
Mi =
n∑
i
fi[(xi − xc)2 + (yi − yc)2], (2)
where fi is the flux of the ith pixel, and xc and yc define
the galaxy’s centre, and are determined such that Mtot is
minimized. Furthermore,
M20 = log
(∑
i Mi
Mtot
)
, while
∑
i
fi < 0.2 ftot . (3)
Both G and M20 require the pixels of a galaxy to be
explicitly designated. The choice of an edge for extended
sources such as galaxies is a challenging problem in im-
age analysis, and biases our resulting measurements. For-
tunately, the previously described galaxy masks determined
by Source Extractor provide a convenient way to automate
the process of galaxy segmentation and minimize human in-
tervention and thus bias.
3.2 Parameter corrections
The parameters described above have been corrected ac-
cording to procedures described in Courteau et al. (2007)
and Hall et al. (2012). One major deviation is the lack of
a K-correction in this work. Since all of the CALIFA Main
Sample galaxies (542 out of the 667 CALIFA DR3 galax-
ies) lie at z < 0.03, the K-correction is ∼ 0.01 mag and can
be safely ignored. This K-correction for the most distant
galaxy in the CALIFA Main Sample would be ∼0.05 mag;
still small enough to justify neglecting the correction for the
whole sample; other corrections are far larger and uncertain.
While some of the CALIFA Extension Sample galaxies lie at
redshifts of ∼ 0.1, we still neglect their K-correction.
The total magnitudes in each band are corrected for
Galactic extinction using the Schlafly & Finkbeiner (2011)
maps based on SDSS stellar spectra. The Galactic extinc-
tion for each galaxy was retrieved using the NASA/IPAC
Extragalactic Database (NED)3. Our adopted prescription
2 In a population (or galaxy image) with each individual (pixel)
possessing the same wealth (flux), G = 0. If all the wealth (or flux)
is concentrated in one individual (pixel), G = 1. Geometrically, G
is proportional to the area contained between the cumulative dis-
tribution function of the population ranked by increasing wealth
and the distribution in a population with complete equality (a
straight line).
3 http://ned.ipac.caltech.edu/
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for correcting the internal extinction of spiral galaxies orig-
inates from Tully et al. (1998), with the following form:
Aλ = γλ log(a/b), (4)
where a/b is the axial ratio of the galaxy and the wavelength-
dependent γλ are
γg = 1.51 + 2.46(logW − 2.5), (5)
γr = 1.25 + 2.04(logW − 2.5), (6)
γi = 1.00 + 1.71(logW − 2.5). (7)
Deprojected HI line widths from Springob et al. (2005)
were nominally used for W . When unavailable, stellar and gaseous
velocity dispersions (Sa´nchez et al. 2016a, Gilhuly et al., in prep)
empirically corrected to approximate these line widths were used.
Both the Galactic and internal extinction corrections amount
to ∼0.1 mag, increasing the observed galaxy brightness by a few
tenths of a magnitude. Absolute magnitudes are calculated from
the corrected apparent magnitudes according to
M = m − 5 log(DL/kpc) + 25. (8)
A Python cosmology calculator (Wright 2006) is used to cal-
culate DL from the NED redshift, taking H0 = 70 km s−1 Mpc−1.
Following Hall et al. (2012), each of the parameters required for
correction in Equations 4 and 8 (as well as Galactic extinction)
have an assumed 10-15 per cent uncertainty. This yields a typical
systematic uncertainty of 0.3 mag for corrected M23.5 and total
magnitudes.
Surface brightnesses are corrected for Galactic and internal
extinction as well as cosmological dimming:
µ′e = µe + 0.5 log(a/b) − AG − 2.5 log(1 + z)3. (9)
Radius corrections, as reported by Courteau et al. (2007),
do not result in a reduction of scatter for scaling relations and
we elect to use uncorrected radii given the uncertainties in the
corrections. We follow their lead and do not attempt any radius
corrections.
3.3 Parameter uncertainties
In order to assign typical uncertainties to the structural param-
eters presented in this work, we posit that sky background vari-
ations present the most significant source of random error. Sky
uncertainty in the sky-subtracted DR10 images is assumed to be
±5 times the residual sky, and we inspect 65 galaxies (∼ 10 per
cent of CALIFA DR3) where this assumed uncertainty leads to
moderate changes in the outer surface brightness profile. The sky
error sample is representative of the diversity of morphology in
CALIFA, as gauged by the range of C28.
With their nearly flat, asymptotically declining, outer sur-
face brightness profiles, early-type galaxies are most greatly im-
pacted by sky variations. Since our error estimates apply to all
galaxy types, these are likely over-estimated for late-type galax-
ies.
The surface brightness profiles with over- and under-
estimated sky backgrounds, at levels corresponding to ±5 times
the residual sky, are processed exactly the same way as the orig-
inal profiles to arrive at the same set of measurements described
in §3.1. The relative difference from the original measurements
is tabulated and 3-sigma outliers/tails are rejected accordingly.
The median difference of each parameter is recalculated using
the trimmed set and is taken as the characteristic relative error,
shown in Table 1. The 8 per cent uncertainty on total i-band
magnitudes due to sky background errors translate into an 11 per
cent uncertainty on colours (e.g. g − i and g − r), a 24 per cent
uncertainty on stellar masses, and a 25 per cent uncertainty on
M∗/L.
M23.5 Mtot µe R23.5 Re C28 G M20
5% 8% 12% 6% 9% 3% 14% 44%
Table 1. Estimated uncertainties of non-parametric photometric
quantities.
For G and M20, the determination of the“edge”of the galaxy
pixel region presents a major source of systematic error. A num-
ber of galaxy mask schemes could be determined: using the raw
Source Extractor mask, slightly smaller or larger mask dilation
during smoothing, or various isophotal levels (24.5 mag arcsec−2,
25 mag arcsec−2, or 25.5 mag arcsec−2). The largest relative dif-
ference between our fiducial measurements and those calculated
using alternate galaxy masks is tabulated and the median of the
central distribution is found as above. Error estimates are shown
in Table 1. The uncertainty for M20 and G are 44 and 14 per
cent, respectively, indicating that G is less sensitive to the exact
galaxy edge definition.
These uncertainties are significantly larger than those quoted
by Lotz et al. (2004) for M20 (10 per cent relative error; by com-
paring results from different photometric sources) and both Abra-
ham et al. (2003) and Lotz et al. (2004) for G (4 per cent while us-
ing bootstrap resampling and comparison of measurements from
different photometric sources, respectively). This indicates that
photometric variation entails far smaller errors than the defini-
tion of a galaxy’s edge, especially for M20.
3.4 Total and extrapolated quantities
We have presented in §3.1 the isophotal and total parameters
extracted from surface brightness profiles in our photometric cat-
alog. Recall that total parameters are typically measured at a
radius where the surface brightness error is ∼1.5 mag arcsec−2
in each band. It is also common practice to extrapolate a sur-
face brightness profile to infinity using a suitable Se´rsic function.
For spiral galaxies, Courteau (1996) and Hall et al. (2012) use
an exponential disc extrapolation to estimate total magnitudes.
Model magnitudes may also be extracted by integrating idealized
profiles to infinity. Extrapolating the surface brightness profile to
infinity naturally impacts integrated quantities such as the total
magnitude and colours, as well as effective quantities like Re and
µe , or concentrations.
Profile extrapolations may increase the effective radius, Re ,
by 10-15 per cent and concentrations, C28, by as much as 20 per
cent. Total i-band magnitudes will typically change (brighten) by
0.1 mag or less and yield bluer colours by the same amount. Stel-
lar masses calculated with color mass-to-light relations (hereafter,
CMLRs) will also change accordingly. The practice of extrapolat-
ing a surface brightness profile to infinity may seem arbitrary; the
method of identifying the end of a profile is somewhat subjective
as well.
In light of the relatively small differences between total and
extrapolated parameters, we focus on the former for our catalog
and scientific investigations.
3.5 Photometry table
Having discussed the processing of surface brightness pro-
files and galaxy pixel maps, we now present a summary
of our table of photometric parameters in Table 2. The
full catalog (available as supplementary online material and
at https://www.physics.queensu.ca/Astro/people/Stephane_
Courteau/gilhuly2017/index.html) integrates our photometry,
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An Extensive Photometric Catalog of CALIFA Galaxies 5
Name
M23.5 Mi g − r g − i R23.5 Re µe C28 G M20 logM∗ Υ∗(i)(kpc) (kpc) (M)
±5% ±8% ±11% ±11% ±6% ±9% ±12% ±3% ±14% ±44% ±24% ±25%
IC5376 -21.95 -22.06 0.59 0.86 17.07 5.35 21.06 5.65 0.69 -2.87 10.71 1.06
UGC00005 -22.76 -22.85 0.54 0.84 20.69 8.05 20.74 2.61 0.52 -1.72 10.96 0.92
NGC7819 -21.35 -21.56 0.48 0.76 14.99 9.17 22.02 3.78 0.46 -2.38 10.37 0.76
UGC00029 -22.67 -22.98 0.82 1.24 22.36 10.11 21.72 5.12 0.57 -2.52 11.41 2.28
IC1528 -21.66 -21.74 0.40 0.60 14.64 6.23 21.09 3.11 0.52 -1.83 10.31 0.57
NGC7824 -22.87 -22.92 0.76 1.13 20.52 5.26 20.68 5.13 0.60 -2.77 11.31 1.90
UGC00036 -22.62 -22.73 0.68 1.02 19.63 5.01 20.31 4.32 0.67 -2.41 11.11 1.45
NGC0001 -21.93 -22.11 0.65 1.02 13.38 3.66 20.54 5.25 0.65 -2.64 10.82 1.32
NGC0014 -18.69 -19.03 0.48 0.57 4.20 2.36 22.28 3.42 0.36 -1.64 9.32 0.71
NGC0023 -22.78 -22.89 0.66 1.00 17.14 6.03 19.88 4.95 0.68 -2.50 11.15 1.35
NGC0036 -22.90 -23.05 0.59 0.87 24.10 9.21 21.10 4.19 0.53 -2.25 11.10 1.05
UGC00139 -20.69 -20.94 0.34 0.50 10.45 5.67 21.82 3.60 0.54 -1.98 9.90 0.46
UGC00148 -21.39 -21.48 0.42 0.57 13.83 6.48 20.80 3.19 0.59 -1.68 10.22 0.59
MCG-02-02-030 -21.52 -21.59 0.59 0.88 12.55 4.81 20.40 3.54 0.60 -2.12 10.52 1.06
UGC00312NOTES01 -20.51 -20.63 0.52 0.73 6.78 2.10 20.26 4.21 0.67 -2.24 10.03 0.84
ESO539-G014 -21.79 -21.89 0.22 0.24 20.64 9.01 21.69 2.89 0.52 -1.91 10.10 0.30
MCG-02-02-040 -20.81 -21.02 0.53 0.78 11.95 6.02 21.29 2.71 0.53 -1.53 10.21 0.87
UGC00335NED02 -21.47 -21.85 0.83 1.27 13.93 7.23 21.94 5.41 0.57 -2.62 10.98 2.42
NGC0155 -22.68 -22.90 0.84 1.28 21.74 8.20 21.20 4.77 0.58 -2.46 11.42 2.49
ESO540-G003 -21.05 -21.16 0.41 0.65 10.16 3.39 20.65 3.70 0.61 -2.10 10.09 0.59
UGC00355 -21.57 -21.62 0.70 1.09 15.66 5.35 20.72 3.54 0.52 -1.97 10.71 1.57
NGC0160 -22.97 -23.05 0.71 1.06 25.44 7.83 21.43 4.83 0.51 -2.68 11.27 1.56
NGC0165 -21.94 -22.11 0.60 0.85 15.22 7.72 21.66 3.04 0.46 -2.09 10.74 1.09
NGC0169 -22.75 -22.78 0.83 1.22 23.50 6.55 20.60 4.42 0.59 -2.11 11.35 2.37
NGC0171 -22.24 -22.29 0.60 0.93 15.00 7.93 20.92 2.83 0.46 -2.08 10.83 1.13
NGC0177 -21.98 -22.02 0.42 0.59 15.70 3.24 21.13 5.53 0.61 -2.82 10.45 0.60
NGC0180 -22.65 -22.80 0.58 0.93 22.38 11.25 21.49 2.58 0.42 -1.95 11.01 1.06
NGC0192 -22.27 -22.38 0.74 1.09 22.22 6.86 20.34 4.97 0.65 -2.63 11.05 1.75
NGC0216 -19.67 -19.77 0.33 0.45 5.93 2.40 20.84 2.72 0.57 -1.65 9.41 0.44
NGC0214 -22.57 -22.61 0.60 0.91 16.83 5.47 20.39 3.41 0.57 -2.14 10.94 1.09
NGC0217 -22.61 -22.68 0.72 1.06 24.72 7.17 20.30 4.60 0.60 -2.41 11.15 1.63
MCG-02-02-086 -24.26 -24.58 0.92 1.37 46.70 25.10 21.54 3.58 0.43 -1.73 12.20 3.19
NGC0237 -21.45 -21.56 0.54 0.79 11.10 4.37 20.57 3.39 0.58 -2.00 10.44 0.90
NGC0234 -22.23 -22.32 0.57 0.91 15.76 6.63 20.88 2.43 0.47 -1.80 10.80 1.02
MCG-02-03-015 -22.62 -22.69 0.53 0.75 19.93 5.39 20.44 5.29 0.63 -2.75 10.87 0.85
NGC0257 -22.66 -22.74 0.56 0.83 19.61 7.89 20.81 3.36 0.53 -2.17 10.94 0.95
IC1602 -23.89 -24.18 0.94 1.39 39.45 17.24 21.47 4.64 0.54 -2.30 12.07 3.42
NGC0309 -22.89 -23.02 0.53 0.77 25.02 12.76 21.34 2.62 0.37 -1.64 11.00 0.86
NGC0364 -21.95 -22.02 0.84 1.27 14.46 4.17 20.79 5.07 0.60 -2.71 11.06 2.45
NGC0426 -21.93 -22.12 0.81 1.29 13.83 3.80 20.58 5.92 0.67 -2.79 11.07 2.28
NGC0429 -22.15 -22.20 0.65 0.92 17.42 2.46 19.45 5.05 0.76 -2.83 10.85 1.28
IC1652 -21.51 -21.58 0.74 1.13 16.16 4.00 19.87 5.09 0.69 -2.60 10.74 1.79
NGC0447 -22.58 -22.82 0.81 1.16 22.90 11.93 21.67 4.94 0.53 -2.55 11.32 2.15
NGC0444 -20.99 -21.13 0.36 0.57 16.91 8.74 21.95 3.10 0.45 -1.84 10.01 0.50
UGC00809 -20.55 -20.68 0.38 0.54 12.01 5.93 21.52 3.13 0.47 -1.59 9.85 0.52
UGC00841 -21.08 -21.17 0.44 0.69 15.32 6.63 21.48 2.74 0.50 -1.73 10.14 0.65
NGC0472 -21.77 -22.01 0.85 1.21 12.65 3.72 20.89 6.03 0.67 -2.82 11.06 2.48
CGCG536-030 -20.48 -20.55 0.35 0.54 8.42 3.73 21.19 2.63 0.50 -1.56 9.76 0.48
Table 2. Catalog of corrected photometry described in §3.1. All errors are estimated using sky variation, except G and M20, whose
errors are estimated based on the uncertainty in defining a galaxy’s edge. Systematic errors are not included here. Poorly masked galaxies
are excluded from this table, but are included in the full table with a quality flag. The full version of this table is available online as
supplementary material, as well as at: https://www.physics.queensu.ca/Astro/people/Stephane_Courteau/gilhuly2017/index.html.
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parametric modelling (see §4 and Table 4), right ascension, dec-
lination, redshift, position angle, ellipticity, quality flags, and rel-
evant ancillary data such as Hubble types (Walcher et al. 2014)
and velocities (Springob et al. 2005). This catalog will serve as
an authoritative reference for CALIFA galaxies, in support of the
exploitation of its rich spectroscopic observations. The condensed
version presented here includes the following information:
Column 1: Galaxy name.
Column 2: M23.5, the total absolute i-band magnitude con-
tained within the 23.5 mag arcsec−2 isophotal level.
Column 3: Mi , the total absolute i-band magnitude inte-
grated over the entire surface brightness profile.
Column 4: g− r , the colour calculated from the total magni-
tudes (Col. 3) in the g and r bands.
Column 5: g − i, the colour calculated from the total magni-
tudes (Col. 3) in the g and i bands.
Column 6: R23.5, the semi-major axis length of the i-band
23.5 mag arcsec−2 isophote in kpc.
Column 7: Re , the semi-major axis length of the i-band
isophote enclosing half of the galaxy’s total light.
Column 8: µe , the effective i-band surface brightness at Re .
Column 9: C28, the concentration index relating the radii
enclosing 20 and 80 per cent of the galaxy’s total light.
Column 10: G, the Gini coefficient, a symmetry-independent
concentration measurement for the equality of light distribution
amongst galaxy pixels in the i-band image (Abraham et al. 2003;
Lotz et al. 2004; Lisker 2008).
Column 11: M20, a symmetry-independent concentration
measurement for the second-order moment of light of the brightest
galaxy pixels that together contribute 20 per cent of the galaxy’s
total light (Lotz et al. 2004).
Column 12: log M∗/M, the stellar mass of the galaxy de-
termined from an average of four MLCRs (Roediger & Courteau
2015). The full catalog also contains log M∗,23.5/M, the stellar
mass calculated as above but limited to R < R23.5.
Column 13: Υ∗(i), the total i-band stellar mass to light ratio.
The full catalog also contains Υ∗,23.5(i), the stellar mass to light
ratio within R < R23.5.
4 1D AND 2D MODELLING
We have presented in §3 a non-parametric investigation of galaxy
light profiles, extracting quantities such as effective radii and sur-
face brightness, concentration, Gini coefficients, moments of the
light distribution, galaxy colour, and stellar masses. In order to
achieve a most complete structural description of all CALIFA
galaxies, we now turn to parametric descriptions of the galaxy
light.
Galaxy one-dimensional (1D) surface brightness profiles and
two-dimensional (2D) images may be fitted with idealized para-
metric functions in order to provide a common framework for
the structural analysis of galaxies of all types. Such decomposi-
tion methods have been devised and applied for 1D profiles (Kent
1985; Baggett et al. 1998; MacArthur et al. 2003; McDonald et al.
2011) and 2D images in multiple bands (Byun & Freeman 1995;
de Jong 1996; de Souza et al. 2004; Peng et al. 2010; Simard
et al. 2011; Lackner & Gunn 2012; Erwin 2015; Me´ndez-Abreu
et al. 2017; Robotham et al. 2017).
1D surface brightness profiles provide the variation of in-
tensity, position angle and ellipticity with radius; therefore, para-
metric models based on surface brightness profiles naturally allow
for variation in position angle and ellipticity according to the de-
gree of smoothing enforced during profile extraction. Most 2D
photometric modelling programs do not include tilted rings and
require a fixed position angle and ellipticity for each structual
component. This fundamental difference may impact the final fit-
ted parameters, justifying the comparison of 1D and 2D models
in a homogeneous way.
A promising related approach also involves full spectral de-
compositions of spectral data cubes. Indeed, the photometric de-
compositions of SDSS images for CALIFA galaxies presented be-
low deserve extensive comparison with those obtained from full
spectral decompositions of CALIFA data cubes (Tabor et al.
2017). The latter is however beyond the scope of this paper.
We now examine a suite of decomposition models for our
SDSS galaxy 1D light profiles and 2D images, based on the over-
all understanding that galaxies are typically composed of disc-like
and spheroid-like components modeled respectively by exponen-
tial and Se´rsic profiles. For a quick review, the exponential func-
tion in magnitude units is defined as:
µ(R) = µ0 + 1.086
(
R
h
)
, (10)
where µ0 is the central surface brightness and h is the expo-
nential scale length.
For spheroid-like systems, the Se´rsic function (Se´rsic 1963)
is expressed as
µ(R) = µe + 1.086bn
[(
r
Re
) 1
n
− 1
]
, (11)
where Re is the half-light radius and bn is the Se´rsic coeffi-
cient. We adopt the calculation of bn by MacArthur et al. (2003).
During our 2D modelling, n is left as a free parameter despite
concerns that it may be poorly constrained (MacArthur et al.
2003; McDonald et al. 2009; Simard et al. 2011). The stability of
our solutions below is assessed in §5.2 in order to determine the
impact of this choice.
The functions that we adopt to model our galaxy light pro-
files include (i) single-component models (Exponential and Se´r-
sic), and (ii) two-component bulge-disc models (Exponential +
Exponential [or “Double Exponential”] and Se´rsic + Exponen-
tial). The structural models are fitted to both the i-band surface
brightness profiles (1D) and to the original SDSS i-band images
(2D). Of the four fitted models, the preferred 1D and 2D models
were selected according to criteria to be explained below.
Simple models are favoured over more complex multi-
component models in the interest of automation and the assess-
ment of the success of large scale bulge-disc decomposition stud-
ies. An arbitrarily large number of fitted components may yield
a perfect data-model match, though potentially at the expense of
physical meaning. While it is possible to study smaller samples
of galaxies in greater detail, closely supervising fits and injecting
components to describe rings, spiral arms, lenses, bars, and other
features, such studies become interactively taxing with samples of
hundreds or thousands of galaxies. Still, given model degeneracies
and the vagaries of B/D decompositions, we still caution against
automated decompositions of large galaxy samples and recom-
mend close monitoring. The goal of our our modelling effort is
to seek a balance between optimal galaxy parameterizations and
minimal user interaction.
All 1D and 2D models were assigned a basic quality flag,
indicating the representativeness of the model to the galaxy’s
light distribution. These quality flags were assigned through brief
visual inspection of the model components plotted against the
galaxy’s surface brightness profiles. Some leniency was employed
when assessing 2D models. The quality flag levels are:
• 0: Model failed to converge normally. Do not use these mod-
els.
• 1: Model has converged but either fits very little of the
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galaxy, has one of two components at vanishingly low surface
brightness (degenerate with a single-component model), or has
abused/misused/swapped model components relative to the in-
tended bulge-disc paradigm. These models may be usable with
caution.
• 2: Model describes only inner regions of galaxy well, de-
scribes most or all of the galaxy but poorly, or involves slight
misuse/abuse of model components relative to the intended bulge-
disc paradigm.
• 3: Model is well-behaved and fairly descriptive of galaxy over
most or all of its visual extent.
Note that these flags do not constitute an assessment of the
validity of a model, and there is considerable subjectivity and
overlap in these quality levels. In general, we recommend that
users consider models with quality flags of 2 or 3, but some ap-
plications may be more selective or more permissive with regard
to model quality.
From the pool of acceptable models (quality flags or 2 or 3),
the model with the lowest reduced χ2 is noted as our “preferred”
model. When a galaxy has no models with sufficiently high quality
flags, no model is identified as preferred. This is done separately
for the 1D, imfit, and galfit models, resulting in one preferred
model per modelling code per galaxy. This selection technique is
very simplistic; users may devise their own criteria for identifying
the most appropriate model for a given galaxy as all our models
and their parameters have been preserved.
The final parameters for all four models in 1D and 2D are
included in the photometry catalog along with the quantities de-
scribed in §3.1. Corrections to surface brightnesses are done fol-
lowing the procedure in §3.2.
4.1 1D model fitting
We make use of the nonlinear least-squares optimization imple-
mented in the scipy.optimize Python module (Jones et al. 2001)
to fit 1D models to surface brightness profiles. The initial pa-
rameters for the effective radii and surface brightnesses are based
on previous non-parametric estimates. A grid search about the
initial parameters is used due to the sensitivity of optimization
algorithms to the starting position in parameter space. We include
1D convolution with a radially symmetric point spread function
(PSF) in our user-defined functions fitted to the surface bright-
ness profiles, in order to account for atmospheric blurring. The
surface brightness profile is mirrored about R = 0 to yield a sym-
metric profile.
A double Gaussian function is used for the PSF, following
the SDSS pipelines convention4. The following equation governs
the PSF:
f (x) = C1e−
1
2 (
x−x0
σ1
)2
+C2e
− 12 (
x−x0
σ2
)2
, (12)
where C1 and C2 are normalization constants, x0 is the centre and
peak of the PSF (common to both Gaussian functions), and σ1
and σ2 are the standard deviations of each Gaussian function. C1
and σ1 correspond to the peaked core of the PSF while C2 and σ2
describe the wings of the PSF. Up to 20 bright but unsaturated
stars per image were fitted with this PSF model, and the median
values of C1/C2, σ1, and σ2 from individual PSF fits were taken
as the best PSF parameters for the image. Typical values for these
parameters are 8, 0.40′′, and 1.0′′ respectively. We find significant
PSF variations across SDSS images (up to ∼ 30 per cent for σ1,2)
and confirm that individually-fitted PSFs are required to ensure
the quality of 1D and 2D photometric models, particularly for
bulge parameters.
4 https://www.sdss3.org/dr10/algorithms/magnitudes.php
The 1D fitting script checks for undesirable solutions. Any
negative, exceptionally large, or NaN parameters cause the solu-
tion to be rejected. For two-component models, the bulge compo-
nent is also prevented from being brighter than the disc compo-
nent at the maximum radius of the input profile. Solutions that
pass these checks have their reduced χ2 evaluated. If the reduced
χ2 is lower than that of the previous best solution, the new solu-
tion is saved as the best solution and the grid search continues.
For the Se´rsic + Exponential model, the Se´rsic index n of the
bulge component was kept fixed during fitting runs. Values from
0.2 - 7 were tested, roughly following MacArthur et al. (2003).
This imposes some restrictions on the shape of the bulge, which
is generally poorly constrained.
For models with bulge components, an inner reduced χ2 is
calculated to ensure that the bulge is well fitted (MacArthur et al.
2003). As the region of bulge dominance is typically small com-
pared to the full radial extent of the profile, it is possible that a
solution that fits an outer feature (such as a spiral arm or break)
would have a lower global reduced χ2 than a solution appropri-
ately modelling the bulge. The default inner region is defined as
1Re . This value has lower and upper limits of 20 pixels (corre-
sponding to approximately 3 kpc for CALIFA galaxies) and half
of the total profile length, respectively. Instead of selecting the
best model as the model with the lowest global reduced χ2, the
models are ranked by increasing global and inner reduced χ2. The
model that has the lowest sum of squared ranks is selected as the
best model; a compromise between a good global fit and a good
inner fit rather than fitting one region much better at the expense
of the other.
4.2 2D model fitting
The image modelling code imfit was first singled out for this
investigation. imfit distinguishes itself from other publicly avail-
able codes by its open source, object-oriented design that makes
defining custom image components straightforward.
Previously determined background source masks (described
in §2) are used. Parameters defining image uncertainties such as
gain, read noise, and original sky level are described using a global
estimate rather than one per image due to the lack of pertinent
information in the mosaicked image headers. Information regard-
ing the original sky level was not preserved in the SDSS DR10
cut-out images, making a return to the corresponding non sky-
subtracted DR7 images necessary to estimate the typical origi-
nal sky (∼ 1 nMgy; note that nMgy is a relative unit of flux,
defined such that m = 22.5 mag − 2.5 log10( f /nMgy)). The gain
was also determined from DR7 image headers (∼ 1000e−/nMgy).
The read noise (∼ 6.5e−) was obtained from NASA-Sloan Atlas5
(NSA) cut-out images, a catalog of nearby galaxies constructed
from SDSS imaging with updated background subtraction (Blan-
ton et al. 2011). In the light of our experience, we recommend the
use of DR7 imaging for 2D modelling.
The imaging parameters can be obtained from previous data
releases since the images are produced from the same observa-
tions but processed in different ways; it is merely inconvenient
that these parameters are not all included in the cut-out image
headers. Slight variations of these image parameters did not affect
the final fitted parameters during test runs of imfit; the use of a
single estimate for all galaxies is therefore not expected to signif-
icantly affect the resulting models. The parameter found to have
the largest galaxy-to-galaxy variation is the original sky, varying
over a range of approximately 0.5 nMgy.
However, the normalization of fit statistics such as the re-
duced χ2 is affected by the final values for the estimated gain,
5 http://www.nsatlas.org/
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read noise, and original sky. Furthermore, the noise characteris-
tics of the mosaic images are different from that of a single frame,
and we cannot account for this difference. Therefore, the fit statis-
tics of our imfit models cannot be directly compared to those of
our 1D and galfit models. Fortunately, this has minimal im-
pact on the fit parameters themselves or for selecting the imfit
model that best describes a galaxy. Varying the imaging parame-
ters involved in sigma image generation naturally changes the fit
statistic normalization but leaves the best fitted parameters un-
changed. This indicates that the sigma image generated by imfit
is sensible.
The best-fitting parameters from the corresponding 1D
model were used to initialize the imfit runs. This shielded us
against poor initial parameters leading to unphysical minima in
parameter space. The 1D fits benefited from a grid search which
would be too time consuming for 2D modelling. PSF convolution
and a fixed flat sky component was included, the latter previously
measured in two strips 350 pixels wide at the top and bottom of
each (masked) image.
To supplement and further validate the 2D imfit models, we
also tested the popular 2D decomposition software galfit (Peng
et al. 2010). galfit has been widely exploited to parameterize
galaxies (Trujillo et al. 2006; Buitrago et al. 2008; Bezanson et al.
2009; Coe et al. 2006; Driver et al. 2011; Wuyts et al. 2011; van der
Wel et al. 2012; Shibuya et al. 2015) which bolsters our compar-
isons with our 1D and imfit models. The above discussion about
image parameters, masking, fit initialization, and parameter con-
straints holds for galfit models as well, with a few exceptions.
galfit internally estimates the sky/background error of an im-
age in regions devoid of bright pixels. This approach obviates the
need for our estimated read noise (which is otherwise not repre-
sentative of the noise in the mosaics), and the normalization of
the reduced χ2 is approximately correct.
4.3 Model parameter uncertainties
As in §3.3, we assume that the uncertainty in the sky level dom-
inates the random error in our fitted model parameters. Only
galaxies with a given preferred model are used to determine the
impact of sky uncertainty on that model. For 1D models, the
surface brightness profiles extracted with purposefully over- and
under-estimated sky backgrounds are refitted to obtain the range
of likely structural parameters. For 2D models, the constant sky
component is increased and held fixed while the previous best
fit parameters are used to initialize the next modelling iteration.
Once again, the median relative difference is used to define the un-
certainty estimates. These error estimates are shown in Table 3.
The errors are comparable to the non-parametric measurement
errors in §3.3 but the imfit errors are often smaller. This is due
to the previously-noted reduced sensitivity to low surface bright-
ness features of 2D models (as compared to 1D models), leading
to a reduced sensitivity to variations in the sky level.
4.4 Preferred models catalog
Our preferred models and their parameters for each modelling
code are tabulated in Table 4. Our full online catalog includes all
four models for each modelling code and each galaxy as well as
their reduced χ2. The models are collected alongside the photom-
etry presented in Table 2, along with the additional information
presented in §3.5. The columns of Table 4 are as follows:
Column 1: Galaxy name.
Column 2: Preferred models identified from the suite of 1D,
imfit, and galfit models.
Column 3: µB , the characteristic surface brightness of the
Model µB RB nB µD RD nD
Exp
– – – 7% 5% –
– – – 1% 1% –
– – – 7% 5% –
Ser
– – – 26% 13% 18%
– – – 36% 24% 13%
– – – 51% 23% 23%
Exp+Exp
9% 8% – 14% 8% –
1% 1% – 2% 3% –
6% 6% – 15% 10% –
Ser+Exp
20% 15% 17% 20% 12% –
7% 5% 4% 4% 4% –
27% 13% 13% 24% 15% –
Table 3. Estimated uncertainties of the single-component and
bulge-disc models. The 1D model errors are specified first, with
the imfit and galfit model errors in the following rows. For
single-component models, parameters are recorded in the disc
columns (notated by a subscript “D”).
bulge component where relevant: µ0 for exponential bulges and
µe for Se´rsic bulges.
Column 4: RB , the scale radius of the bulge component in
kpc where relevant: hb for exponential bulges and Re,b for Se´rsic
bulges.
Column 5: nB , the Se´rsic index of the bulge component,
where relevant.
Column 6: µD , the characteristic surface brightness of a
single-component model or the disc component of a bulge-disc
model: µ0 for exponential discs and mue for single Se´rsic models.
Column 7: RD , the scale radius of a single-component model
or the disc component of a bulge-disc model in kpc: h for expo-
nential discs, Re for single Se´rsic models.
Column 8: nD , the Se´rsic index of a single Se´rsic model,
where relevant.
5 COMPARISON OF 1D AND 2D
DECOMPOSITIONS
The assessment of the 1D and 2D models can be broken into three
main components. First the 1D and 2D models must be judged in
a relative sense: Do the 1D and 2D instances of the same model
produce similar parameters? Are the same models identified as
preferred in 1D and 2D? After establishing any agreement be-
tween the 1D and 2D decompositions, we examine the correlation
strength of the resulting structural parameters with the circular
velocity metric V50c or velocity dispersion σ – both independent,
non-photometric parameters. These will inform the preference for
either 1D or 2D modelling and will place their utility in context
with the non-parametric quantities extracted from surface bright-
ness profiles (see §A2). We also consider the bulge-disk ratio in
§5.2 to compare the relative stability and reliability of bulge mod-
elling approaches (both in choice of bulge model and modelling
software).
We first address the simplest model, a single Exponential
function. The best fit scale lengths h of 1D and 2D models for
all galaxies are compared in Fig. 1. The low concentration sys-
tems display reasonable agreement between 1D and 2D models.
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Name
Model µB RB nB
µD R1,D R2,D Rbrk,D αD nD(1D, IF, GF) (mag arcsec−2) (kpc) (mag arcsec−2) (kpc) (kpc) (kpc)
IC5376
Exp+Exp 17.22 0.74 – 19.94 5.34 – – – –
Src+Exp 19.46 1.61 4.26 20.40 5.91 – – – –
Src+Exp 22.40 7.95 9.19 20.60 5.20 – – – –
UGC00005
Exp – – – 19.01 5.20 – – – –
Src – – – 20.92 9.05 – – – 1.00
Exp+Exp 17.48 0.33 – 19.18 5.64 – – – –
NGC7819
Exp+Exp 17.56 0.44 – 20.31 5.43 – – – –
Src+Exp 19.43 0.86 1.26 20.61 5.89 – – – –
Src+Exp 19.43 0.87 1.28 20.73 5.92 – – – –
UGC00029
Src – – – 23.05 20.26 – – – 5.10
Src+Exp 20.37 3.62 3.12 21.36 12.65 – – – –
Src+Exp 20.17 3.26 2.87 21.54 12.93 – – – –
IC1528
Exp – – – 19.27 3.61 – – – –
Src+Exp 20.36 0.61 1.12 19.49 4.04 – – – –
Exp+Exp 18.43 0.36 – 19.50 4.07 – – – –
NGC7824
Exp – – – 18.85 4.75 – – – –
Src+Exp 18.74 1.59 2.93 20.18 5.81 – – – –
Src+Exp 18.54 1.46 2.71 20.24 6.74 – – – –
UGC00036
Src – – – 21.14 7.30 – – – 2.38
Exp+Exp 16.19 0.29 – 18.59 2.83 – – – –
Exp+Exp 16.22 0.32 – 18.69 3.25 – – – –
NGC0001
Src – – – 21.32 5.49 – – – 4.69
Src – – – 21.23 5.13 – – – 4.98
Src – – – 21.38 5.54 – – – 5.19
NGC0014
Exp+Exp 19.71 0.77 – 22.04 2.81 – – – –
Exp+Exp 20.29 0.56 – 20.35 1.36 – – – –
Exp+Exp 19.74 0.79 – 21.65 1.94 – – – –
NGC0023
Exp+Exp 17.18 2.12 – 20.81 7.29 – – – –
Src+Exp 18.53 1.60 3.77 19.14 5.04 – – – –
Exp+Exp 14.95 0.47 – 18.57 4.10 – – – –
NGC0036
Exp+Exp 17.30 0.86 – 20.01 8.12 – – – –
Src+Exp 21.44 3.81 4.61 19.99 6.79 – – – –
Src+Exp 21.71 5.47 4.67 20.31 8.17 – – – –
UGC00139
Src – – – 22.31 6.85 – – – 2.06
Src – – – 21.85 5.42 – – – 1.72
Src – – – 21.87 5.50 – – – 1.74
UGC00148
Exp – – – 19.09 3.51 – – – –
Src – – – 20.74 6.15 – – – 0.70
Src+Exp 21.53 2.71 0.32 19.17 3.48 – – – –
MCG-02-02-030
Exp – – – 18.81 2.97 – – – –
Exp+Exp 17.65 0.30 – 18.94 2.85 – – – –
Exp+Exp 17.48 0.25 – 18.83 2.98 – – – –
UGC00312NOTES01
Src – – – 20.55 2.33 – – – 2.43
Src+Exp 18.91 0.63 0.87 19.40 1.89 – – – –
Exp+Exp 16.75 0.34 – 18.66 1.39 – – – –
ESO539-G014
Exp – – – 19.93 5.79 – – – –
Exp+Exp 18.62 0.75 – 19.88 5.79 – – – –
Src – – – 21.87 9.96 – – – 1.41
Table 4. Preferred 1D and 2D imfit (IF) and galfit (GF) model parameters. Poorly masked galaxies were excluded from this table,
but are included in the full table with a quality flag. The full version of this table, and the parameters for all models, are available online
as supplementary material and at https://www.physics.queensu.ca/Astro/people/Stephane_Courteau/gilhuly2017/index.html.
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Figure 1. Comparison of disc scale lengths of single Exponential
models for all galaxies fitted in 2D with imfit (IF) and galfit
(GF), and in 1D. The dashed lines indicate a 1:1 match while the
solid lines show the best linear fit to all galaxies.
However, more highly concentrated systems are significantly sep-
arated from the 1:1 line. Our 2D measurements of h obtained with
imfit and galfit are comparable, with 0.11 dex of scatter.
This behaviour suggests different weighting between the in-
ner and outer regions of galaxies. Because the 1D fits are carried
out in magnitude units, the galaxy outskirts are (log-)weighted
as strongly as in the brighter inner regions. Effectively, the 1D
single Exponential fits to high concentration systems attempt to
fit an average slope that describes no part of the galaxy well. In
contrast, imfit and galfit ultimately favor the inner region at
the expense the galaxy’s outskirts for high concentration systems.
The bright central region of a galaxy is expected to have higher
individual pixel weights, and the greater area of the outskirts
is expected to balance this effect. However, this concentration-
dependent difference between 1D and 2D results suggests some
overall bias towards the inner regions of galaxies.
These seemingly different weighting schemes do not imply
that 2D models will systematically misrepresent a galaxy’s out-
skirts. Indeed, the 1D, imfit, and galfit Se´rsic fitted effective
radii Re are nearly all comparable to the non-parametric value,
Re , shown in Fig. 2. There is a tendency towards larger modelled
Re with higher concentration for both 1D and 2D fitting results.
The 1D single Se´rsic fits provide the closest Re measurements
to those obtained non-parametrically from the surface brightness
profiles.
One must recall that these plots feature 1D and 2D fits for
0.0
0.5
1.0
1.5
2.0
lo
g
(R
e/k
pc
)(
1D
S
er
fit
)
N = 649
slope = 1.2
scatter = 0.12
r = 0.89
C28 < 3.95
C28 ≥ 3.95
0.0
0.5
1.0
1.5
2.0
lo
g
(R
e/k
pc
)(
IF
S
er
fit
)
N = 650
slope = 1.3
scatter = 0.15
r = 0.85
0.0 0.5 1.0 1.5
log (Re/kpc)
0.0
0.5
1.0
1.5
2.0
lo
g
(R
e/k
pc
)(
G
F
S
er
fit
)
N = 650
slope = 1.5
scatter = 0.16
r = 0.83
Figure 2. Comparison of effective radii of single Se´rsic models for
all galaxies fitted in 1D and in 2D with non-parametric effective
radii. The dashed lines indicate a 1:1 match while the solid lines
show the best linear fits.
all galaxies, not necessarily those that are well-described by these
models. The continued discussion below and in Appendix A ad-
dress the correlations and properties of preferred models alongside
those of each model as applied to all galaxies in this sample.
The preferred models identified using 1D and 2D data do
not agree well for most galaxies. Only 167 out of 650 well-masked
galaxies have the same preferred model when using 1D fits and
imfit, with another 129 preferring a single-component or two-
component model for both. For galfit, 185 well-masked galaxies
have the same preferred model as with 1D fits and another 131 are
found to be best described by a single-component model or two-
MNRAS 000, 1–19 (2018)
An Extensive Photometric Catalog of CALIFA Galaxies 11
Exp Ser Exp+Exp Ser+Exp
Preferred 1D model
50
100
150
200
250
300
E
S0
S
Sm + I
Exp Ser Exp+Exp Ser+Exp
Preferred IMFIT model
50
100
150
200
250
300
Exp Ser Exp+Exp Ser+Exp
Preferred GALFIT model
50
100
150
200
250
300
Figure 3. Distribution of preferred 1D and 2D models.
component model in both. The distribution of preferred models
in Fig. 3 illustrates the origin of this disagreement. The 2D single
component models (especially the Exponential model) are not as
successful at describing a galaxy and very rarely have a lower re-
duced χ2 than a two-component model. The addition of a second
component counteracts the tendency to favour the bright inner
regions by enabling dimmer features to be fit alongside the bright-
est ones. Additionally, the greater success of 2D two-component
models is likely attributable to their better ability to handle two
regimes of position angle and ellipticity, unlike single-component
models which have one global position angle and ellipticity (unless
tilted rings are employed).
Among the 1D preferred models, elliptical galaxies mostly
prefer a Se´rsic model. This is expected, given their high concen-
tration relative to spiral galaxies and their curved surface bright-
ness profiles. Many lenticular galaxies share this 1D parametric
classification. While the Se´rsic model is the favoured imfit and
galfit model for early-type galaxies, this is by a fine margin.
Roughly half of early-type galaxies are actually best described by
two-component 2D models. This may reflect the reduced sensi-
tivity at low surface brightnesses for imfit and galfit relative to
our 1D fits; it may be necessary to probe the variation in slope
of a Se´rsic function at mid to outer radii to correctly identify its
global parameters. Otherwise, slight deviations from the idealized
distribution in the bright inner regions may lead the fit astray.
The higher proportion of 2D preferred Se´rsic + Exponential
models relative to double Exponential models indicates that the
flexible shape of the bulge component significantly increases the
goodness of fit. In contrast, the Se´rsic + Exponential model is
the least frequent preferred 1D model. This may be partly due to
many 1D Se´rsic + Exponential models abusing the Se´rsic com-
ponent to fit overall curvature or the excess light of a spiral arm
rather than acting as a bulge component, earning the model a
quality flag of 1 and excluding it from eligibility as a preferred
model. On a related note, the large number of spiral galaxies
found to be best described by a 1D Se´rsic function is suspicious
and may be a reflection of the function’s power to describe a va-
riety of shapes and variations beyond the classic de Vaucouleurs
profile, potentially including what a human operator would iden-
tify as a bulge and variations in the outer disc. The ability to
consider all radial regimes of a galaxy equally may therefore lead
to unexpected outcomes. The model with the lowest reduced χ2
may not be the most morphologically suitable.
When the same preferred model is selected using both 1D
and 2D methods (either imfit or galfit), a fair agreement in the
length parameters measured by both methods is found. These
comparisons can be seen in Fig. 4. This is expected to hold when
comparing 1D and 2D models with quality flags of 3. The bulge
scale length in the Double Exponential model is more poorly con-
strained than the disc scale length, indicated by the increased
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Figure 4. Comparison of length parameters of various models
for galaxies with the same prefered model in 1D and 2D (using
imfit). The dashed lines indicate a 1:1 match while the solid lines
show the best linear fit through all the points. (a) Comparison
of single Exponential scale lengths for galaxies best described by
this model in both 1D and 2D. (b) Comparison of single Se´rsic
effective radii for galaxies best described by this model in both 1D
and 2D. (c) Comparison of Double Exponential disc scale lengths
for galaxies best described by this model in both 1D and 2D.
(d) Comparison of Double Exponential bulge scale lengths for
galaxies best described by this model in both 1D and 2D.
scatter in Fig. 4, panel (d) compared to panel (c). This is read-
ily explained by the smaller influence of the bulge on global fit
statistics, leading to greater uncertainty in the bulge parameters.
5.1 IMFIT versus GALFIT
Overall, our imfit and galfit models have been found to be
largely equivalent, relative to our 1D models and non-parametric
Re . Qualitatively, galfit seems less impacted by increasing con-
centration when attempting to describe low surface brightness
features (reflected in the greater number of successful Exponen-
tial models compared to imfit).
Any difference between imfit and galfit must lie in the
generation of sigma images, given that the same images, mask-
ing, PSFs, gain, parameter bounds, and initial parameters were
used. imfit makes use of the original sky level of the images while
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Figure 5. Comparison of bulge-disc ratios with a Se´rsic or Ex-
ponential bulge model for our 1D fits, as well as our imfit (IF)
and galfit (GF) 2D models. The disk model is exponential in
all cases. The scatter in each panel for early and late types about
the 1:1 dashed line is shown in red and blue, respectively.
galfit does not; we are unaware of other major differences. Al-
though the adopted minimization techniques differ (Nelder-Mead
for imfit versus Levenberg-Marquardt for galfit), this is unlikely
the source of any differences.
In practical terms, galfit may offer some advantages over
imfit, such as:
• Input and output files share common formatting and contain
all information required to run galfit;
• Faster execution times (under similar running conditions);
• Surface brightness (central or effective) or luminosity can be
chosen for model normalization;
• Multiple options for parameter constraints are available;
• Complex model components such as generalized ellipses,
bending modes, and spirals are available.
Likewise, imfit distinguishes itself from galfit in a few
ways:
• Object-oriented design facilitates easy creation of new model
components;
• Multiple options for minimization algorithms are available;
• Multiple options for estimating parameter uncertainties (in-
cluding Markov Chain Monte Carlo) are available;
• Includes simple stand-alone executable for model image gen-
eration.
5.2 Bulge-disc ratios
The bulge-disc ratio (B/D ratio) of a galaxy is the ratio of the flux
contributed by its bulge and disc components. This is most easily
measured by fitting a bulge and disc model to the light profile
or image of the galaxy. As a morphological indicator, B/D ratios
can vary from > 1 for bulge-dominated systems to 0 for pure
disc systems. Measurements of B/D ratios may depend heavily
on the models adopted for the bulge and disc components, and
will have different physical meaning when applied to early-type
galaxies as they are highly concentrated but well-described by a
single smooth component.
We examine B/D ratios here to test of the reliability of the
Se´rsic + Exponential model. Since n may be poorly constrained
(MacArthur et al. 2003), leaving it as a free parameter may have
impacted our results. Fig. 5 compares B/D ratios when fitting
Se´rsic and exponential bulges, for 1D fits, imfit, and galfit. Only
galaxies with a significant bulge and significant disc component
(0.001 < B/D < 10) fitted and acceptable quality flags for both
bulge-disc models are considered.
For all modelling approaches, the adoption of a Se´rsic bulge
over an Exponential bulge yields systematically larger B/D ratios.
This effect is more dramatic for early-type galaxies, likely because
the underlying light distribution is Se´rsic-like and the switch to
a Se´rsic bulge gives the latter component the flexibility to match
the light distribution over a larger range of radii. In 1D, early-type
systems with a Double Exponential B/D > 0.3 (logB/D > −0.5)
form a loose sequence parallel to a 1:1 relation, with roughly 0.5
dex larger B/D ratio for Se´rsic bulges. For the lower B/D ratios,
there is fair agreement between the two bulge models. For imfit
and galfit, the early-type galaxies are scattered more widely
and do not display a region of better agreement towards low B/D
ratios. Many late-type galaxies cluster along the 1:1 line but the
rest display high scatter. This clustering is limited to B/DExp <
0.1 for our 2D models but extends over a larger range of B/D
ratios for our 1D models. Overall, the agreement of the 2D B/D
ratios for our two bulge models seems to be limited by the lack
of large B/D ratios among the Double Exponential models.
In many cases, exponential and Se´rsic bulges are not inter-
changeable. On average, the adoption of a Se´rsic bulge model
yields a brighter bulge over the exponential case. This is espe-
cially true for early-type galaxies; however, these are often best
described by a single Se´rsic model and should not be modelled
with a bulge-disc model without strong motivation. We call for
caution in the choice of model components and the interpretation
of B/D ratios.
5.3 Advantages and disadvantages of 1D and 2D
modelling
Whether one prefers 1D or 2D image modelling is somewhat sub-
jective: the 1D approach requires the extraction of azimuthally-
averaged surface brightness profiles though 1D profile modelling
is straightforward and quick. Likewise, 2D image modelling is
easily implemented, but the increased execution time is signifi-
cant compared to 1D modelling without providing new physically
meaningful insights unless highly detailed models are developed
under close supervision. 1D surface profiles also offer additional
information about radially changing ellipticities and position an-
gles.
2D modelling does offer greater ease at modelling addi-
tional non-axisymmetric components such as bars, rings, and spi-
ral arms that might not deproject along circular isophotes. 1D
azimuthally-averaged isophotal solutions, especially those with
fixed position angle and ellipticity, will typically smear out those
features. Conversely, we have found the simplest single compo-
nent models to be poorly executed with 2D methods relative to
1D modelling.
The parameters of the 2D models fitted here are either con-
sistent with their 1D model counterparts or are more weakly cor-
related with an unbiased metric where the two sets of models dis-
agree (see Appendix A2). This would thus favor a 1D approach,
whenever possible.
If one wishes to describe the global properties of a galaxy, it
is desirable to give uniform consideration to the inner and outer
regions of a galaxy. This must therefore be taken into consid-
eration when considering 1D versus 2D modelling. Some of the
improved sensitivity to low surface brightness features with 1D
modelling may be attributed to the profile extraction method
rather than the explicitly uniform weighting at all radii. The use
of a fixed position angle and ellipticity during profile extraction
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Figure 6. Comparison of effective radii extracted by Walcher
et al. (2014) (vertical axis) and ourselves (horizontal axis). The
bandpasses for each of the effective radius measurements are la-
beled with the subscripts r and i. The dashed line indicates a 1:1
match while the solid line shows the best linear fit through all the
points. Residuals are shown in the bottom panel.
in the outermost regions of a galaxy has been shown to improve
profile depth (Courteau 1996). No equivalent treatment is given
to the galaxy outskirts in 2D modelling to tease the faint galaxy
signal out of the sky.
6 COMPARISON WITH EXISTING CALIFA
STUDIES
6.1 Effective radii
Our measured Re can be compared to those calculated by Walcher
et al. (2014). The latter also make use of SDSS imaging and fit
isophotal contours to obtain a light curve of growth. Our ap-
proaches differ mainly on account of their constant position angle
and ellipticity for the entire galaxy and the measurement of Re
in the r-band instead of the i-band. Furthermore, Walcher et al.
do not tabulate isophotal radii or model the light profiles. Fig. 6
shows a very close match between our respective Re , with a fairly
low scatter of 0.06 dex. This suggests that any potential bias in-
troduced when smoothing isophotes or selecting best contours by
eye is marginal, at least as applied following our approach.
Gonza´lez Delgado et al. (2015) calculated Re using CALIFA
data by searching for the elliptical aperture that contains half of
the total light at 5635 A˚. This definition clearly differs from ours
and Walcher et al. (2014) and consistently underestimates Re , as
shown in Fig. 7. The limited field of view of CALIFA compared
to SDSS imaging can explain the offset. While galaxies in the
CALIFA survey are size-selected to sample the PPAK IFU most
efficiently, the outskirts of the galaxy can fall outside of its field
of view and the total amount of light is therefore underestimated,
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Figure 7. Comparison of effective radii extracted from CALIFA
datacubes (Gonza´lez Delgado et al. 2015, vertical axis) and our-
selves (horizontal axis). The bandpasses for each of the effective
radius measurements are labeled with the subscripts V and i. The
dashed line indicates a 1:1 relation while the solid line shows the
best linear fit through all the points. Residuals are shown in the
bottom panel.
yielding a smaller estimate of Re . This discrepancy naturally in-
creases for larger galaxies, explaining why the best-fitted slope in
Fig. 7 is less than unity. The differing bandpass may also con-
tribute to the differences between our Re .
Early-type galaxies seem to define a separate, shallower se-
quence than the later types, indicating that their effective radii
are more greatly underestimated. Early types have typically
higher Se´rsic n, thus resulting in a greater underestimation of
the total light when using CALIFA IFU data, and therefore a
greater underestimation of Re , than for late-type galaxies with
n ∼ 1.
6.2 Stellar masses
To further validate our photometric catalog and investigate the
impact of CALIFA’s limited aperture size, we now compare our
stellar masses with those in existing databases. First, we consider
the stellar masses tabulated by Walcher et al. (2014). In addition
to a matching SDSS photometric source and surface brightness
extraction methods, we use the same stellar population models
(Bruzual & Charlot 2003) to extract stellar masses. We both
calculate stellar masses using the total integrated light of our
surface brightness profiles. Whereas Walcher et al. use spectral
energy distribution (SED) fitting to all five SDSS bands, we em-
ploy MLCRs instead. Despite these slightly differing methods, a
close match with a scatter of 0.13 dex is found for our stellar
masses (see Fig. 8). This successful comparison further bolsters
the merits of our photometric catalog.
Our stellar masses may also be compared with those obtained
from spatially resolved stellar population modelling of CALIFA
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Figure 8. Comparison of our stellar masses (horizontal axis)
with those calculated by Walcher et al. (2014) (vertical axis).
The dashed line indicates a 1:1 match while the solid line shows
the best linear fit through all the points. Residuals are shown in
the bottom panel.
data. We define a simple ansatz for aperture matching to investi-
gate the possibility of aperture effects on stellar masses. We limit
our surface brightness profiles to 37.5′′ in radius, or 75′′ in diame-
ter, corresponding to the largest dimension of the CALIFA PPak
IFU field of view. The proposed comparison is not a strictly rig-
orous match, since the CALIFA field of view is hexagonal. The
inclination and position angle of disc galaxies thus also play a role
in filling up the available area. The fact that galaxies are more
concentrated in mass than in light (Gonza´lez Delgado et al. 2014)
will minimize the impact of the restricted CALIFA aperture on
measurements of stellar mass, compared to the dramatic changes
in Re seen above.
Gonza´lez Delgado et al. (2015) use two SSP libraries in their
work. The CBe library uses updated Bruzual & Charlot (2003)
SSPs and a Chabrier IMF; results from this library yield great-
est similarity with the MLCRs of Roediger & Courteau (2015).
We find a good match between our stellar masses and those of
Gonza´lez Delgado et al. (2015), with poorer agreement at low and
high stellar masses. The trend to lower CALIFA-based masses at
high stellar mass suggests an aperture-related bias. At the low
mass end, galaxies have mostly lower CALIFA-based masses. This
difference could be related to the greater depth of SDSS imag-
ing compared to CALIFA rather than an aperture bias. When
we recalculate our stellar masses within a limited aperture, the
overall scatter is reduced by 0.02 dex and a closer 1:1 match is
achieved (though the best-fitting linear slope remains unchanged).
The comparison of our limited aperture stellar masses to those of
Gonza´lez Delgado et al. (2015) is shown in Fig. 9. From this exer-
cise, we expect that stellar masses determined from either stellar
population modelling of optical spectra or SED fitting to broad-
band optical imaging are almost equivalent when aperture and
stellar population models are the same.
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Figure 9. Comparison of our stellar masses using SDSS gri pho-
tometry with a limited aperture (horizontal axis) with those based
on CALIFA data (Gonza´lez Delgado et al. 2015, vertical axis).
The dashed line indicates a 1:1 match while the solid line shows
the best linear fit through all the points. Residuals are shown in
the bottom panel.
A similar comparison with stellar masses obtained by
Sa´nchez et al. (2016a) yields a tilted relation, with the best agree-
ment at intermediate masses. The match is not as tight as with
Gonza´lez Delgado et al. (2015) due to our differing stellar popu-
lation models. The above speculation on the source of the mass
discrepancies holds here as well. Adopting an aperture-limited
stellar mass for this comparison, shown in Fig. 10, results in a
0.01 dex decrease in scatter and slightly closer to 1:1 agreement
for massive galaxies. However, the relation’s slope has not changed
and remains shallower than unity. This indicates that the differ-
ences in stellar population models are a more significant source
of disagreement than differences in aperture.
While some differences exist, the overall agreement between
stellar masses obtained from broadband optical photometry ML-
CRs, SED fits, or full optical spectra is rather satisfactory. Given
that stellar spectra are less readily available, it is indeed comfort-
ing that photometric assessment yield reliable stellar masses. The
impact of aperture size on CALIFA-derived structural measure-
ments highlights the importance of wide-field broadband photom-
etry to support ongoing and future IFS surveys.
6.3 Comparison with Me´ndez-Abreu et al. (2017)
Our 1D and 2D parametric models can be compared with the
2D models of Me´ndez-Abreu et al. (2017), fitted using GASP2D
Me´ndez-Abreu et al. (2008). These authors provide a best model
per galaxy, fitted in g, r , and i SDSS images. Given the great
range in the choice of model components, a few simplifications
are made to identify reasonable matches. We neglect nuclear bars
and nuclear point sources, and consider a disc + bar (+ bulge)
model to be equivalent to a Se´rsic + Exponential model. In the
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Figure 10. Comparison of our stellar masses using SDSS gri
photometry with a limited aperture (horizontal axis) with those
based on CALIFA data (Sa´nchez et al. 2016a, vertical axis). The
dashed line indicates a 1:1 match while the solid line shows the
best linear fit through all the points. Residuals are shown in the
bottom panel.
cases where both single Se´rsic and a bulge-disc model are offered
in the catalog, the model with lowest i-band χ2 is taken to be the
preferred one. There are no true matches for our Double Expo-
nential model as Me´ndez-Abreu et al. (2017) do not consider an
exponential bulge model; rather, we allow partial matches with
their bulge-disc models.
Our catalogs and final models are quite different, especially
in light of the different suites of model components. For the 404
galaxies modelled by Me´ndez-Abreu et al. (2017), 128 match
our preferred 1D models, 217 match our preferred imfit mod-
els, and 223 match our preferred galfit models. The low number
of matches with our preferred 1D models is certainly due to the
large number of galaxies best fitted by a single Exponential or
Se´rsic function when using that technique (Fig. 3). It is expected
that human supervision and a wider suite of model components
will lead to the adoption of more complicated models. Our pre-
ferred models are more similar when considering imfit and gal-
fit, though again the observed propensity towards selecting sim-
ple single Se´rsic models limits the number of matching preferred
models between our works.
We can identify a closely matching model from our models
catalog for 171 out of 404 galaxies modelled by Me´ndez-Abreu
et al., with another 105 having approximate matches outlined by
our criteria above. For these matching models, there was gener-
ally strong agreement between length and brightness parameters,
and weaker agreement between Se´rsic n when applicable. stFor
the conversion of relevant parameters to absolute sizes using red-
shift and plotted against V50c , the correlation strengths for our
respective measured parameters are roughly equivalent, suggest-
ing that one set of models is not strongly favoured over the other.
We note that the disc models of Me´ndez-Abreu et al. are some-
what dimmer, as expected by considering additional components:
inner bars and nuclear point sources.
It is worth noting that while Me´ndez-Abreu et al. extract
1D surface brightness profiles in order to initialize their 2D fits, a
catalog of 1D model parameters is not presented. Likewise, only
their preferred model is made available to the reader.
7 SUMMARY
We have presented a diverse and homogeneous photometric cata-
log of 667 CALIFA galaxies, covering the entirety of the third and
final data release. A variety of non-parametric structural param-
eters were extracted from azimuthally averaged surface bright-
ness profiles. Where overlap between Walcher et al. (2014) and
Me´ndez-Abreu et al. (2017) exists, a generally good agreement
is found, especially with the former. Our photometric and mod-
elling catalog is more extensive than any existing resource for
CALIFA DR3 galaxies, especially when combined with our gri
surface brightness profiles. Our catalog is made available to the
community in order to provide a reliable, comprehensive, and
transparent photometric reference to complement and support
any exploitation of the spectroscopic CALIFA data base.
A great majority of CALIFA galaxies are adequately de-
scribed by a single Exponential or a single Se´rsic model when
modelling their 1D surface brightness profiles, but these single-
component models are not as successful when modelling galaxy
images directly due to an apparent tendency to fit the bright inner
regions at the expense of the rest of the galaxy. We recommend
the use of multi-component models for any 2D galaxy modelling
exercises in order to mitigate this behaviour. The addition of a nu-
clear point source may potentially improve this situation, though
we have not made use of such a component here. For detailed
multi-component models of CALIFA galaxies, see Me´ndez-Abreu
et al. (2017). Investigating multi-component models revealed that
disc parameters are better constrained than bulge parameters,
and that the bulge-disc ratio is highly sensitve to the choice of a
bulge model.
7.1 The importance of large spatial coverage
The bias in Re calculated from spatially-limited CALIFA data
(Gonza´lez Delgado et al. 2015) reinforces the crucial supporting
role of broadband photometry with generous spatial coverage.
The dynamics derived from CALIFA may also be limited, par-
ticularly for the largest spiral galaxies on the sky. Their rotation
curves may continue to rise beyond CALIFA’s coverage, resulting
in the underestimation of Vmax .
Agreement between our computed stellar masses and those
of Walcher et al. (2014) is quite good; however, a less satisfactory
match was found with various CALIFA-derived stellar masses
(Gonza´lez Delgado et al. 2015; Sa´nchez et al. 2016a). Recalcu-
lating our stellar masses over matching radial ranges probed by
CALIFA resulted in improved agreement. Aperture-induced bi-
ases in CALIFA-derived stellar masses are thus significant despite
earlier claims (Gonza´lez Delgado et al. 2015). However, we note
that the choice of stellar population models is much more influ-
ential in the agreement or disagreement of various stellar mass
measurements.
ACKNOWLEDGMENTS
CG and SC acknowledge support from the Natural Science and
Engineering Research Council (NSERC) of Canada through a
PGS D scholarship and a Research Discovery Grant, respectively.
MNRAS 000, 1–19 (2018)
16 C. Gilhuly & S. Courteau
This work also benefited from enlightening discussions with Pe-
ter Erwin, Jairo Me´ndez-Abreu, Sebastian F. Sa´nchez, and Jakob
Walcher. Our referee’s comments contributed to a leaner presen-
tation of this paper.
Funding for the Sloan Digital Sky Survey IV has been pro-
vided by the Alfred P. Sloan Foundation, the U.S. Department
of Energy Office of Science, and the Participating Institutions.
SDSS-IV acknowledges support and resources from the Center
for High-Performance Computing at the University of Utah. The
SDSS web site is www.sdss.org.
SDSS-IV is managed by the Astrophysical Research Consor-
tium for the Participating Institutions of the SDSS Collabora-
tion including the Brazilian Participation Group, the Carnegie
Institution for Science, Carnegie Mellon University, the Chilean
Participation Group, the French Participation Group, Harvard-
Smithsonian Center for Astrophysics, Instituto de Astrof´ısica
de Canarias, The Johns Hopkins University, Kavli Institute for
the Physics and Mathematics of the Universe (IPMU) / Uni-
versity of Tokyo, Lawrence Berkeley National Laboratory, Leib-
niz Institut fu¨r Astrophysik Potsdam (AIP), Max-Planck-Institut
fu¨r Astronomie (MPIA Heidelberg), Max-Planck-Institut fu¨r As-
trophysik (MPA Garching), Max-Planck-Institut fu¨r Extrater-
restrische Physik (MPE), National Astronomical Observatory of
China, New Mexico State University, New York University, Uni-
versity of Notre Dame, Observata´rio Nacional / MCTI, The Ohio
State University, Pennsylvania State University, Shanghai Astro-
nomical Observatory, United Kingdom Participation Group, Uni-
versidad Nacional Auto´noma de Me´xico, University of Arizona,
University of Colorado Boulder, University of Oxford, University
of Portsmouth, University of Utah, University of Virginia, Uni-
versity of Washington, University of Wisconsin, Vanderbilt Uni-
versity, and Yale University.
This work has made use of the NASA/IPAC Extragalactic
Database (NED) which is operated by the Jet Propulsion Lab-
oratory, California Institute of Technology, under contract with
the National Aeronautics and Space Administration.
REFERENCES
Abraham R. G., van den Bergh S., Nair P., 2003, ApJ, 588, 218
Ahn C. P., et al., 2014, ApJS, 211, 17
Aihara H., et al., 2011, ApJS, 193, 29
Baggett W. E., Baggett S. M., Anderson K. S. J., 1998, AJ, 116,
1626
Bernardi M., et al., 2003, AJ, 125, 1866
Bertin E., Arnouts S., 1996, A&AS, 117, 393
Bertin E., Mellier Y., Radovich M., Missonnier G., Didelon P.,
Morin B., 2002, in Bohlender D. A., Durand D., Handley
T. H., eds, Astronomical Society of the Pacific Conference Se-
ries Vol. 281, Astronomical Data Analysis Software and Sys-
tems XI. p. 228
Bezanson R., van Dokkum P. G., Tal T., Marchesini D., Kriek
M., Franx M., Coppi P., 2009, ApJ, 697, 1290
Blanton M. R., et al., 2005, AJ, 129, 2562
Blanton M. R., Kazin E., Muna D., Weaver B. A., Price-Whelan
A., 2011, AJ, 142, 31
Bruzual G., Charlot S., 2003, MNRAS, 344, 1000
Bryant J. J., et al., 2015, MNRAS, 447, 2857
Buitrago F., Trujillo I., Conselice C. J., Bouwens R. J., Dickinson
M., Yan H., 2008, ApJ, 687, L61
Bundy K., et al., 2015, ApJ, 798, 7
Byun Y. I., Freeman K. C., 1995, ApJ, 448, 563
Cappellari M., et al., 2006, MNRAS, 366, 1126
Cappellari M., et al., 2011, MNRAS, 413, 813
Coe D., Ben´ıtez N., Sa´nchez S. F., Jee M., Bouwens R., Ford H.,
2006, AJ, 132, 926
Conroy C., 2013, ARA&A, 51, 393
Courteau S., 1996, ApJS, 103, 363
Courteau S., Dutton A. A., van den Bosch F. C., MacArthur
L. A., Dekel A., McIntosh D. H., Dale D. A., 2007, ApJ, 671,
203
Courteau S., et al., 2014, Reviews of Modern Physics, 86, 47
Djorgovski S., Davis M., 1987, ApJ, 313, 59
Dressler A., Lynden-Bell D., Burstein D., Davies R. L., Faber
S. M., Terlevich R., Wegner G., 1987, ApJ, 313, 42
Driver S. P., et al., 2011, MNRAS, 413, 971
Erwin P., 2015, ApJ, 799, 226
Gini C., 1912, Libreria Eredi Virgilio Veschi
Glasser G. J., 1962, Journal of the American Statistical Associa-
tion, 57, 648
Gonza´lez Delgado R. M., et al., 2014, A&A, 562, A47
Gonza´lez Delgado R. M., et al., 2015, A&A, 581, A103
Hall M., Courteau S., Dutton A. A., McDonald M., Zhu Y., 2012,
MNRAS, 425, 2741
Jones E., Oliphant T., Peterson P., et al., 2001, SciPy: Open
source scientific tools for Python, http://www.scipy.org/
Kent S. M., 1985, ApJS, 59, 115
Lackner C. N., Gunn J. E., 2012, MNRAS, 421, 2277
Lisker T., 2008, ApJS, 179, 319
Lotz J. M., Primack J., Madau P., 2004, AJ, 128, 163
MacArthur L. A., Courteau S., Holtzman J. A., 2003, ApJ, 582,
689
McDonald M., Courteau S., Tully R. B., 2009, MNRAS, 393, 628
McDonald M., Courteau S., Tully R. B., Roediger J., 2011, MN-
RAS, 414, 2055
Me´ndez-Abreu J., Aguerri J. A. L., Corsini E. M., Simonneau E.,
2008, A&A, 478, 353
Me´ndez-Abreu J., et al., 2017, A&A, 598, A32
Nilson P., 1973, Uppsala general catalogue of galaxies
Paturel G., Fouque´ P., Bottinelli L., Gouguenheim L., 1989, Cat-
alogue of Principal Galaxies. Vol. 1: Introduction and finding
list. Vol. 2: Galaxies between 0h and 11h47m57s -5 in right
ascension (2000). Vol. 3: Galaxies between 11h47m57s -7 and
24h in right ascension (2000).
Peng C. Y., Ho L. C., Impey C. D., Rix H.-W., 2010, AJ, 139,
2097
Robotham A. S. G., Taranu D. S., Tobar R., Moffett A., Driver
S. P., 2017, MNRAS, 466, 1513
Roediger J. C., Courteau S., 2015, MNRAS, 452, 3209
Sa´nchez S. F., et al., 2012, A&A, 538, A8
Sa´nchez S. F., et al., 2016a, RMxAA, 52, 21
Sa´nchez S. F., et al., 2016b, A&A, 594, A36
Sandage A., Tammann G. A., 1981, A revised Shapley-Ames Cat-
alog of bright galaxies
Schlafly E. F., Finkbeiner D. P., 2011, ApJ, 737, 103
Se´rsic J. L., 1963, Boletin de la Asociacion Argentina de Astrono-
mia La Plata Argentina, 6, 41
Shibuya T., Ouchi M., Harikane Y., 2015, ApJS, 219, 15
Simard L., Mendel J. T., Patton D. R., Ellison S. L., McConnachie
A. W., 2011, ApJS, 196, 11
Springob C. M., Haynes M. P., Giovanelli R., Kent B. R., 2005,
ApJS, 160, 149
Tabor M., Merrifield M., Arago´n-Salamanca A., Cappellari M.,
Bamford S. P., Johnston E., 2017, MNRAS, 466, 2024
Trujillo I., et al., 2006, ApJ, 650, 18
Tully R. B., Pierce M. J., Huang J.-S., Saunders W., Verheijen
M. A. W., Witchalls P. L., 1998, AJ, 115, 2264
Walcher C. J., et al., 2014, A&A, 569, A1
Wright E. L., 2006, PASP, 118, 1711
Wuyts S., et al., 2011, ApJ, 742, 96
Zhang H.-X., Puzia T. H., Weisz D. R., 2017, ApJS, 233, 13
Zwicky F., Kowal C. T., 1968, “Catalogue of Galaxies and of
Clusters of Galaxies”, Volume VI
de Jong R. S., 1996, A&A, 313, 45
MNRAS 000, 1–19 (2018)
An Extensive Photometric Catalog of CALIFA Galaxies 17
Parameter N slope scatter (dex) r
Re 190 1.5 0.15 0.46
R23.5 190 1.3 0.12 0.7
M23.5 190 -9.5 0.1 0.8
Mi 190 -9.2 0.1 0.8
log(M∗/M) 190 4.5 0.1 0.79
Table A1. Correlations of length parameters from 1D and 2D
models with V50c . These correlations are computed using all
galaxies for which a reliable deprojected V50c is available.
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APPENDIX A: CORRELATIONS OF
PHOTOMETRIC PARAMETERS WITH LINE
WIDTHS
Our study is largely motivated by the need for a robust and homo-
geneous catalog of structural parameters for all CALIFA galax-
ies with SDSS DR10 imaging. In the interest of identifying the
quantities that lead to the tightest scaling relations, we also test
their correlation with an independent, non-photometric parame-
ter known to describe the structure of all galaxies. Since the po-
tential, or mass, of a galaxy is known to play a fundamental role in
the evolution of these systems, the independent spectroscopically-
determined parameter of choice for gas-rich or gas-poor systems
is the circular velocity or stellar velocity dispersion, respectively.
For gas-rich systems, we use the catalogue of HI line widths
by Springob et al. (2005). Specifically, we choose W50, the width
of the HI line at 50 per cent of the peak flux, divided by two, to
obtain an estimate of the peak rotational velocity of the galaxy in
the plane of the sky. The line widths are corrected for instrumental
effects, redshift broadening, and turbulence; we further correct
for projection using our own photometric inclinations. Our halved
and deprojected W50 are noted as V50c . Line widths are available
for 253 out of the sample of 650 well-masked CALIFA galaxies.
Of these galaxies, 195 have inclinations in the range 40◦ < i <
80◦ and thus present the most reliable V50 measurements and
deprojections.
While this subsample has poor coverage of early-type galax-
ies, we still examine the correlation of our photometric parameters
with CALIFA velocity dispersions produced by Pipe3D (Sa´nchez
et al. 2016a, Gilhuly et al., in prep). We select the velocity disper-
sion measured in absorption that is typically the most reliable for
early-type galaxies: that derived with highest spectral resolution
(R ∼ 1650, corresponding to the V1200 grating) and measured
within a 30′′ aperture. We note this dispersion as σ30.
A1 Radii, magnitudes, and stellar masses
Tables A1 and A2 summarize the correlation strengths of several
key structural parameters with V50c and σ30, respectively. The
correlations seen here are generally strong; indeed, these are re-
flections of the size-velocity and mass-velocity (or Tully-Fisher)
relations.
Parameter N slope scatter (dex) r
Re 131 2.2 0.15 0.57
R23.5 131 1.2 0.14 0.69
M23.5 131 -7.4 0.13 0.71
Mi 131 -7.8 0.13 0.71
log(M∗/M) 131 3.3 0.12 0.76
Table A2. Correlations of length parameters from 1D and 2D
models with σ30. These correlations are computed for all early-
type galaxies for which σ30 is available.
Of the two characteristic radii extracted, R23.5 correlates
most strongly with HI line width. This likely indicates that R23.5
is more closely related to galaxy mass or luminosity and is there-
fore a better descriptor of the global properties of the galaxy. Re
displays a somewhat weak correlation with V50c due to its depen-
dence on apparent morphology alone. Two galaxies with differing
total luminosity may have the same Re if the shape of their light
profiles is identical (albeit with a different normalization). The re-
duced sensitivity with galaxy mass or luminosity introduces scat-
ter to the correlation. On the other hand, this makes Re a useful
physical scale on which to compare galaxies of diverse sizes and
morphologies.
The correlation between our non-parametric radii with σ30
reveals that R23.5 still displays the tightest match. The correlation
with Re is also stronger for the earlier than the later types.
We find correlations of equal strength between each of M23.5,
Mi , and M∗ with V50c . As most of a galaxy’s light comes from its
inner brightest regions, it is anticipated that M23.5 ∼ Mtot and
these magnitudes should yield equally strong correlations with
V50c . Direct comparison of M23.5 and Mtot reveals an extremely
tight relation with a slope near unity.
The corresponding exercise for early types shows weaker cor-
relations. While mass and rotation velocity are sufficient to de-
scribe spiral galaxies, early-type galaxies require size in addition
to mass and velocity dispersion to reproduce their more repre-
sentative Fundamental Plane (Djorgovski & Davis 1987; Dressler
et al. 1987; Bernardi et al. 2003; Cappellari et al. 2006). Interest-
ingly, M∗ correlates somewhat more strongly with σ30 than either
of the i-band magnitudes, a distinction that is not seen with the
late-type galaxies in Table A1.
A2 Parametric models
In addition to studying the correlation strength of non-parametric
photometric parameters with various characteristic velocities, we
present the same treatment of our 1D and 2D model parameters.
These correlations are summarized in Table A3 and Table A4.
The single Exponential scale length, h, fitted in 1D correlates
more strongly with V50c than that fitted with imfit or galfit.
These correlations strengthen when only preferred-model galax-
ies are examined; the correlation with the 1D fitted h is slightly
stronger than that seen with R23.5 (r = 0.70).
All fitted Re correlate more strongly with V50c than the
non-parametric Re determined from the curve of growth. How-
ever, the non-parametric Re generally correlates more strongly
with σ30 than any fitted Re . It is not clear whether fitted or
non-parametric Re best describe a galaxy. Regardless, R23.5 and
h correlate more strongly with velocities for both early and late
types and are thus better characteristic sizes to use in the con-
struction of tight scaling relations.
A fair correlation is seen between the disc scale length hd
and V50c for the Se´rsic + Exponential model for 1D, imfit, and
galfit models when all galaxies are considered. These correla-
MNRAS 000, 1–19 (2018)
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Model param N slope scatter (dex) r
1D Exp h
189 1.3 0.14 0.57
77 1.4 0.10 0.73
IF Exp h
182 2.1 0.16 0.22
6 – – –
GF Exp h
190 2.8 0.16 0.26
10 – – –
1D Ser Re
190 1.5 0.15 0.51
78 1.1 0.19 0.43
IF Ser Re
188 2.0 0.14 0.56
46 1.5 0.15 0.54
GF Ser Re
183 1.9 0.13 0.6
36 1.7 0.11 0.74
1D Exp+Exp hd
183 1.4 0.15 0.53
32 3.0 0.10 0.42
IF Exp+Exp hd
175 1.5 0.15 0.48
39 0.9 0.19 0.34
GF Exp+Exp hd
170 1.7 0.15 0.44
67 1.3 0.16 0.5
1D Ser+Exp hd
179 1.5 0.14 0.57
0 – – –
IF Ser+Exp hd
157 1.6 0.14 0.57
93 1.4 0.12 0.63
GF Ser+Exp hd
143 1.5 0.13 0.55
76 1.8 0.12 0.51
Table A3. Correlations of length parameters from 1D and 2D
models with V50c . These correlations are computed for all galax-
ies (for which a reliable deprojected V50c is available) and then
again only for those galaxies that prefer the selected model. Miss-
ing values occur for small samples that lack meaningful measure-
ments of slope, scatter, or Pearson r .
tion strengths are approximately equal to those seen for the sin-
gle Exponential h. The disc scale length of the Double Expo-
nential model shows similar though weaker correlation strengths
with V50c . However, the correlation strength between σ30 and
the Double Exponential disc scale length is stronger. In gen-
eral, equal or greater correlation strength is obtained with the
single-component models over the disc scale lengths of the multi-
component models. This suggests that there is value in using sim-
ple models when parametrizing the global properties of a galaxy
within a statistical sample rather than attempting to fit more
complex prescriptions.
Considering the correlation strength for scaling relations in-
volving sizes for the whole sample, R23.5 remains the radius of
choice for all descriptions of galaxy structure. The effective ra-
dius, Re , is commonly used to normalize galaxies onto a common
length scale. It may be worthwhile to consider R23.5 for this pur-
pose as well.
If only galaxies with a 1D single Exponential preferred model
are studied, whose light profiles are surely close to pure exponen-
tial discs, their scale length h is the most descriptive length tracer.
This may benefit studies of scaling relations for well-behaved
Model param N slope scatter (dex) r
1D Exp
h
129 2.2 0.11 0.69
IF Exp 129 2.7 0.13 0.5
GF Exp 130 2.4 0.13 0.52
1D Ser
Re
129 4.0 0.13 0.53
IF Ser 130 3.9 0.13 0.48
GF Ser 130 4.5 0.13 0.49
1D Exp+Exp
hd
130 2.4 0.12 0.66
IF Exp+Exp 127 2.4 0.13 0.56
GF Exp+Exp 124 2.4 0.13 0.57
1D Ser+Exp
hd
125 4.3 0.13 0.54
IF Ser+Exp 108 4.3 0.13 0.52
GF Ser+Exp 88 3.0 0.12 0.56
Table A4. Correlations of length parameters from 1D and 2D
models with σ30. These correlations are computed for all early-
type galaxies (for which σ30 is available). Since the majority of
these galaxies prefer the single Se´rsic model, no separate treat-
ment for other models is presented here as was done in Table A3.
disc galaxies. Our 1D fitted h also correlates strongly with σ30
for early-type galaxies; indeed, stronger than any fitted or non-
parametric Re . Users can refer to the model quality flags for the
single Exponential model to verify whether the model traces only
the bright inner regions of a galaxy or most/all of its visual extent.
APPENDIX B: gri SURFACE BRIGHTNESS
PROFILES
Final gri surface brightness profiles for nine well-masked galaxies
are plotted in Fig. B1. All profiles can be found online as sup-
plementary material and at https://www.physics.queensu.ca/
Astro/people/Stephane_Courteau/gilhuly2017/index.html.
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Figure B1. Blue, red, and brown points indicate the g-, r-, and i-band, respectively. Ellipticity profiles are shown with dashed black
lines. UGC numbers are found in the top left corner of each panel; for galaxies with no UGC number, an alternate catalog number is
given.
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