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Behaviour (2016), http://dx.doi.org/10.1016/The notion that social complexity may drive communicative complexity has invigorated the research
interest in the question of how to assess the structural features of a species' communication system. This
applies to both the level of the signal repertoire and the level of potential rules governing the succession
of elements. This review ﬁrst provides an overview of some of the most inﬂuential studies in the realm of
acoustic communication, before turning to a key problem at the foundation of many analyses. Many
biological signal repertoires reveal intermediate forms between speciﬁc signal types as well as variation
within signal types. Therefore, it is often difﬁcult to identify the speciﬁc number of signal types (and
consequently, their sequential relationships). Nevertheless, subjective classiﬁcation or ‘hard clustering’
approaches force items into speciﬁc categories. Yet, given the graded nature of many repertoires, it may
be more appropriate to measure the degree of differentiation within a repertoire, instead of the number
of call types, which may also be strongly affected by sampling artefacts. ‘Fuzzy clustering’ provides
measures to capture the overall structural variability of a repertoire, i.e. whether they are rather graded
or discrete. Because with fuzzy clustering it may also be difﬁcult to identify a single best cluster solution,
methods are needed that transcend the number of clusters identiﬁed with the cluster analysis. One such
approach is the assessment of the distribution of typicality coefﬁcients, which are derived from fuzzy
clustering. For the time being, these provide an alternative route to quantitatively test hypotheses
regarding the evolution of signal repertoires. Future research should aim to establish a solid mathe-
matical foundation to link the properties of graded repertoires to measures derived from complexity
theory. Until then, the notion of complexity to describe the structure of a repertoire should be used with
caution.
© 2016 The Authors. Published by Elsevier Ltd on behalf of The Association for the Study of Animal
Behaviour. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/
licenses/by-nc-nd/4.0/).Why do some birds just produce three or four different song
types, and others more than 200? Why do some monkey species
mainly grunt, scream and bark, while others evolved an intriguing
variety of twitters, whistles, caws and shrieks? Numerous re-
searchers have aimed to provide answers to such questions, and
have invoked habitat characteristics, predation pressure, sexual
selection and more recently social complexity as key drivers of
vocal complexity (Bradbury & Vehrencamp, 2011; Freeberg,
Dunbar, & Ord, 2012). An unresolved issue, however, is that for a
formal test of any of the hypotheses put forward to explain varia-
tion in signal repertoires between species, we need to developab, German Primate Center,
Ltd on behalf of The Association fo
c-nd/4.0/).
., et al., Structural variability
j.anbehav.2016.06.012better ways to quantitatively capture communicative complexity,
so that it can be estimated reliably across species and signal mo-
dalities, for use in comparative analyses.
In this paper, we focus on the acoustic domain and largely
restrict ourselves to the question of how to quantify vocal
complexity in nonhuman primates. Nonhuman primates (here-
after: ‘primates’) provide particular challenges because most spe-
cies' repertoires can be considered as graded, with substantial
variation within and between call types, such as in Japanese ma-
caques, Macaca fuscata (Green, 1975), Barbary macaques, Macaca
sylvanus (Hammerschmidt & Fischer, 1998), rhesus macaques,
Macaca mulatta (LePrell, Hauser, & Moody, 2002), chimpanzees,
Pan troglodytes (Crockford & Boesch, 2005), as well as gorillas,
Gorilla gorilla gorilla and Gorilla beringei beringei (Hedwig, Robbins,
Mundry, Hammerschmidt, & Boesch, 2014). This probably alsor the Study of Animal Behaviour. This is an open access article under the CC BY-NC-
and communicative complexity in acoustic communication, Animal
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sound production mechanism in these taxa (Fitch & Hauser, 1995).
We therefore assume that the core ﬁndings apply to a broader
range of study species, and may also be valid in other communi-
cative domains, such as facial expressions (Parr & Waller, 2006;
Scheider, Liebal, O~na, Burrows, & Waller, 2014) or gestures
(Hobaiter & Byrne, 2014; Pika, Liebal, Call, & Tomasello, 2005).
We begin this review by summarizing different approaches that
have been taken to conceptualize vocal complexity, and stress the
importance of clarifying the level of analysis. We then provide an
overview of the results of some of the most inﬂuential studies,
before we turn to our own attempt to characterize the structure of
primate vocal repertoires, paying particular attention to the issue of
graded versus discrete repertoires. Finally, we suggest a novel
method to capture the structural variability of repertoires, to
complement (or replace) previous attempts to settle on a speciﬁc
number of call types.
MEASURING COMMUNICATIVE COMPLEXITY
There are different levels at which communicative complexity
can be captured, with increasing difﬁculties in terms of oper-
ationalization. Speciﬁcally, one needs to distinguish between the
identiﬁcation of elements on the one hand and analyses of higher-
order relationships between elements that appear in succession
(sequence analyses) on the other. At the level of the elements, this
would amount to the identiﬁcation of the number of call types in
the repertoire (Kershenbaum, Freeberg, & Gammon, 2015). Previ-
ously, a higher number of different call types had been equated
with a higher degree of complexity (e.g., McComb& Semple, 2005).
The central issue here, as we show below, is that the identiﬁcation
of the number of units in a signalling repertoire can be extremely
challenging when intermediates between different signal types
exist. The problem of identifying the number of units or call types is
further exacerbated because other factors, such as individual sig-
natures or variation in signaller quality or state add to the structural
variability in the repertoire.
Another way to measure vocal complexity is based on infor-
mation theory (Shannon & Weaver, 1949). Information theory
provides a formal approach to characterize a communicative event
in terms of its statistical properties. A key measure in information
theory is entropy, which provides an estimation of the amount of
uncertainty in a communicative system (Shannon &Weaver, 1949).
The greater the variation within a signal space, the greater the
uncertainty. Information theoretical concepts, such as Zipf plots,
have been used to describe the structure of vocal repertoires based
on the frequency of occurrence of different elements in a repertoire
(McCowan, Hanser,& Doyle, 1999). The Zipf statistic is derived from
a logelog plot of the frequency of occurrence of signalling units
against their rank order (Zipf, 1949). In many communication sys-
tems, an approximate slope of -1 emerges (Zipf's law), and there is
considerable debate about the signiﬁcance of this relationship (see
McCowan, Doyle, Jenkins, & Hanser, 2005 for a summary). Others
have used information theoretical approaches to analyse the
sequential composition of communicative signals (Freeberg &
Lucas, 2012; Hailman, Ficken, & Ficken, 1985; Kershenbaum,
2014; Ord & Martins, 2006). Importantly, information theoretical
approaches also rely on an estimation of the number of different
units in the system, and thus require a solution to the problem of
identifying the number of call types in the repertoire.
To make a full estimate of the communicative complexity of a
species requires one to take into account the way variation in sig-
nals affects the behaviour of receivers (Freeberg et al., 2012). There
are a number of major problems associated with estimating
complexity at this level, because responses to signals are not onlyPlease cite this article in press as: Fischer, J., et al., Structural variability
Behaviour (2016), http://dx.doi.org/10.1016/j.anbehav.2016.06.012affected by signal variation but also by other available information,
such as contextual cues and signaller identity, among others
(Fischer, 2013; Wheeler & Fischer, 2012). In addition, it is known
that receivers may recode graded variation into discrete categories
(see Fischer, 2006 for a review). Therefore, for both practical and
conceptual reasons, a quantitative assessment of communicative
complexity that includes both signaller and receiver characteristics
can be achieved for a limited selection of an entire repertoire, at
best.
When applying measures derived from information theory, it is
important to consider in which way statistical information is
related to biological information. Statistical information is maxi-
mized when signals are maximally diverse and/or when sequences
are truly random (Shannon & Weaver, 1949). Communication sys-
tems, however, require a balance between redundancy and di-
versity (see McCowan et al., 1999). But there is more to consider
than redundancy and diversity. As analyses of the evolution of
communication have revealed (Dawkins & Krebs, 1978; Maynard
Smith & Harper, 2003), signallers are selected to produce signals
that serve their own best interests, and that are sufﬁciently cheap.
At the same time, signals only evolve when receivers respond to
them (Fischer, 2013; Maynard Smith& Harper, 2003; Scott-Phillips,
2008). For this, signals need to be sufﬁciently informative, in the
sense that they either correlate with a speciﬁc state, e.g. resource-
holding potential, or can be used to predict upcoming behaviours or
events, such as imminence of attack, so that it pays the receiver to
attend to them (Bradbury & Vehrencamp, 2011). Correspondingly,
two affordances of a communication system emerge, namely a
sufﬁcient degree of consistency of signal occurrence with a speciﬁc
state or context and sufﬁcient capacity to encode as much (po-
tential) information as possible (for an in-depth discussion of the
term information, see Fischer, 2013).
DRIVERS OF REPERTOIRE STRUCTURE
Habitat
Several factors have been assumed to impact the structure of a
species' vocal repertoire. Peter Marler suggested that in species that
live in habitats with poor visibility between signaller and receiver
and/or high background noise such as dense rainforests, discrete
repertoires should be favoured, because a clear discriminability of
call types facilitates signal recognition (Marler, Kavanaugh, &
Cutting, 1975). In contrast, in species that live in open habitats
with visual access to each other, graded repertoires with variation
within and between call types should be favoured because they
have a higher capacity to encode potential information, as calls may
vary with regard to arousal level. Furthermore, in case of ambiguity,
visual information can be used to disambiguate the situation.
Similarly, Marler assumed that within a species' repertoire, grada-
tion was more likely to occur in close-range signals, whereas long-
distance signals should be more distinct (Marler, 1967).
Others have made more speciﬁc predictions regarding the
acoustic features of long-distance calls in relation to habitat. It has
been proposed that in closed habitats longer signals, signals with a
lower repetition rate, a lower frequency modulation and a lower
frequency range should be favoured (see Ey & Fischer, 2009 for a
review). While the vocalizations of Japanese macaques conformed
to the predictions (Sugiura, Tanaka,&Masataka, 2006), this was not
the case in other species (e.g. in marmosets: Daniel & Blumstein,
1998). A study of the loud calls given over long distances of four
sympatric primate species on Siberut Island also provided only
mixed support for the above-mentioned predictions (Schneider,
Hodges, Fischer, & Hammerschmidt, 2008). Although all four spe-
cies concentrated most of the energy (amplitude) of their loud callsand communicative complexity in acoustic communication, Animal
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of the four species the structure of their calls did not appear to be
adapted to long-range transmission. This clearly suggests that
signal design is the result of a complex set of selective pressures,
including the need to ensure species recognition, and that phylo-
genetic inheritance may be more decisive than adaptation to the
current habitat. Indeed, there is now ample evidence that the
structure of calls in closely related species is highly conserved and
that variation in structure is closely correlated with phylogenetic
descent. Thinh, Hallam, Roos, and Hammerschmidt (2011) analysed
the song features and mitochondrial cytochrome b from 22 gibbon
populations representing six of the seven crested gibbon species
(genus Nomascus), ﬁnding a high concordance between song
structure and phylogeny (Thinh et al., 2011). Similarly, an analysis of
the loud calls of six species of wild male surilis, Presbytis spp., a
genus of Asian leaf monkeys, revealed a clear correlation between
call structure and genetic similarity (Meyer et al., 2012). Both
studies indicate that the acoustic structure of loud calls can be used
to distinguish between species and to verify phylogenetic related-
ness and migration history.
Predation Pressure
Another factor that has been assumed to inﬂuence the structure
of vocal repertoires is predation (Braune, Schmidt, & Zimmermann,
2008; Freeberg et al., 2012). In species with multiple predator-
speciﬁc defence strategies, differentiated alarm calls are deemed
beneﬁcial because they allow receivers to select appropriate re-
sponses without having to ascertain the type of predator or level of
urgency (Zuberbühler, 2006). The numerous publications on
predator-speciﬁc variation in alarm calls inmore vulnerable species
such as guenons and vervet monkeys lend support for this
assumption. In addition, relatively large species such as baboons
produce alarm calls with much lower speciﬁcity (Fischer,
Hammerschmidt, Cheney, & Seyfarth, 2001, 2002). Yet, the
assessment of call speciﬁcity has to be takenwith a pinch of salt, as
it crucially depends on the range of call types included in the
analysis. A recent reanalysis of the alarm calls of vervet monkeys,
Chlorocebus pygerythrus (Price et al. 2015), corroborated the
assumption that calls given in different predator contexts are
acoustically distinct (Seyfarth, Cheney, & Marler, 1980). Yet, when
calls from aggressive contexts were included into the analysis, the
speciﬁcity was much lower, because both ‘chutter’ and ‘rraup’ calls
(typically given in response to snakes and aerial predators,
respectively) also occur during within-group and between-group
aggression (Price et al., 2015). Similarly, in an analysis of variation
in chacma baboon, Papio ursinus, grunts, the inclusion of additional
contextual situations decreased the assumed context speciﬁcity of
the calls (Meise, Keller, Cowlishaw, & Fischer, 2011). Notably, the
structure of male alarm calls in members of the genus Chlorocebus
in eastern, southern and western Africa differed only marginally,
while varying with phylogenetic distance (Price, Ndiaye, & Fischer,
2014), corroborating the view that the patterns that make up a
vocal repertoire are highly genetically ﬁxed.
Social Complexity
The idea of a link between communicative and social complexity
can be traced back to Darwin (1872). In recent years, this notion has
been termed the ‘social complexity hypothesis for communication’
(Freeberg et al., 2012; Krams, Krama, Freeberg, Kullberg, & Lucas,
2012; Sewall, 2015). It postulates that individuals living in more
complex social environments need a more complex communica-
tion. For birdsong, much research focus has been put on song or-
ganization, that is, the relationships of successive song types orPlease cite this article in press as: Fischer, J., et al., Structural variability
Behaviour (2016), http://dx.doi.org/10.1016/j.anbehav.2016.06.012elements within song types. Kroodsma (1977), for instance, found a
relationship between the degree of polygyny and song complexity.
Carolina chickadees, Poecile carolinensis, living in larger groups
reveal a greater diversity of note types and a greater versatility in
the combination of their chick-a-dee calls than individuals living in
smaller groups (Freeberg, 2006). In a further study, Freeberg and
Lucas (2012) found that the information content of Carolina
chickadees' songs was higher than the information content of
black-capped chickadee, Poecile atricapillus, songs. The authors
related this ﬁnding to variation in social structure between the two
species, as black-capped chickadees have a more despotic social
systemwith fewer reversals in dominant - subordinate interactions
than Carolina chickadees (see also Krams et al., 2012). For mam-
mals, Blumstein and Armitage (1997) examined the alarm calling of
ground-dwelling sciurid rodents, and found that the number of
alarm calls correlated with the diversity of social roles as a measure
of social complexity. This could be conﬁrmed by a comparative
study using a recent sciurid phylogeny (Pollard& Blumstein, 2012).
To test whether social complexity drives vocal complexity in
nonhumanprimates,McCombandSemple (2005) extracted thevocal
repertoire size of more than 40 different species from the literature
andcompared theresultswith themeangroupsizeof the species.Asa
second measure of social complexity they calculated the grooming
time for a subset of species and used this as a proxy of social bonding.
Species living in larger groups and with more intense social bonding
were found to have larger vocal repertoires (McComb & Semple,
2005). A study on three forest-dwelling species of Cercopithecinae
lent further support to the hypothesis that more socially complex
primate groups have evolved a more complex vocal communication.
Bouchet, Blois-heulin, and Lemasson (2013) found that acoustic
variability and individual distinctiveness were related to their
importance in social function. Contact calls used for intragroup
cohesionweremost individually distinctive regardless of the species.
In addition, they found that repertoire size, diversity and usage were
related to the social complexity of the species. Red-capped manga-
beys, Cercocebus torquatus, which live in large and relatively despotic
multimale multifemale groups with frequent interactions, had the
most complex vocal repertoire of all three species, while De Brazza's
monkeys, Cercopithecus neglectus, which live in small family groups,
had the smallest vocal repertoire (Bouchet et al., 2013).
In sum, evidence is accumulating that higher social complexity
is related to higher vocal complexity. However, all of these studies
are afﬂicted by the same methodological drawback, namely that
there is no objective way to estimate the size of a vocal repertoire
when it is graded, and this may also apply to the identiﬁcation of
graded song elements in birdsong (Hailman et al., 1985). Therefore,
it would be highly desirable to agree on common methods (and
data sharing) to facilitate objective measures of the structure of
signal repertoires.
IDENTIFYING THE APPROPRIATE NUMBER OF CALL TYPES
From what we said above, it would be important to come to a
better agreement on how to identify the number of call types in a
repertoire. This is particularly challenging when there is variation
within and between call types, which renders the identiﬁcation of
the numbers of elements difﬁcult, and has important repercussions
for analyses of the compositional nature of a repertoire when the
units that make up the sequences are graded.
Graded repertoires with substantial variation within and be-
tween call types have been described in a number of species,
including different macaque species such as rhesus macaques
(Rowell & Hinde, 1962), Japanese (Green, 1975) and Barbary ma-
caques (Hammerschmidt & Fischer, 1998), as well as in apes (e.g.
bonobos, Pan paniscus, de Waal, 1988). In contrast, the calls fromand communicative complexity in acoustic communication, Animal
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diana (Zuberbühler, Noe, & Seyfarth, 1997), putty-nosed monkeys,
Cercopithecus nictitans (Arnold & Zuberbühler, 2006), and blue
monkeys, Cercopithecus mitis (Papworth, B€ose, Barker, Schel, &
Zuberbühler, 2008) have been labelled as discrete. There are two
caveats, however: ﬁrst, not all researchers agree whether a speciﬁc
variation within and between call types should warrant classiﬁca-
tion as graded or discrete; and second, not all of the above analyses
included the complete repertoires of the species, so that assess-
ments of the classiﬁcation of the repertoire may still require revi-
sion. Notably, more recently, the alarm calls of Campbell's monkeys,
Cercopithecus campbelli, were classiﬁed as being graded, not
discrete (Keenan, Lemasson, & Zuberbühler, 2013). It is also
important to keep in mind that the classiﬁcation of entire reper-
tories as either discrete or graded represents an oversimpliﬁcation,
since there may be both gradation and discrete differences, and call
types may vary to different degrees (Fichtel & Kappeler, 2002;
Manser, Seyfarth, & Cheney, 2002). Only a few studies have used
reproducible quantitative approaches such as cluster analysis to
estimate the number of call types in the repertoire (Gamba et al.,
2015; Hammerschmidt & Fischer, 1998; Maciej, Ndao,
Hammerschmidt, & Fischer, 2013). Yet, such studies also have
some pitfalls because the number of available recordings, the se-
lection of acoustic features and the cluster algorithm may strongly
inﬂuence the resulting number of call types (Wadewitz et al., 2015).
Feature Extraction
The ﬁrst step in the analysis of vocal repertoires is to deﬁne the
signal. Calls may consist of a single call unit or a combination of
several units. These elements may be acoustically similar, as in
Barbary macaque copulation calls (Pfefferle, Brauch, Heistermann,
Hodges, & Fischer, 2008) or vervet monkey alarm calls (Price
et al., 2015), or they may reveal substantial variation between el-
ements, as in gibbon song (Dallmann & Geissmann, 2001; Thinh
et al., 2011) or chimpanzee pant hoots (Arcadi, 1996; Crockford &
Boesch, 2005; see Fig. 1 for spectrographic depictions). A fast
Fourier transform (FFT) is the most common foundation for
extracting acoustic features. The FFT converts the amplitude signal
into the frequency domain, resulting in a spectrogram that repre-
sents the amplitude over frequency and time. From the spectro-
gram, temporal and spectral features can be extracted using various
algorithms. To estimate the fundamental frequency (F0), additional
algorithms that are mostly based on autocorrelation of the spec-
trum are available. An alternative approach is linear predictive
coding (LPC; Owren & Bernacki, 1998). LPC is based on the source-
ﬁlter model and is used to measure the resonance (formant) fre-
quencies. It has its origin in human speech analysis, but is also used
in the analysis of primate calls. From the vocal tract length of the
signaller, the number of formants can be determined and, subse-
quently, formant dispersion can be calculated (Owren, Linker,
Zimmermann, Newman, & Jürgens, 1995; Pfefferle & Fischer,
2006; Rendall, Kollias, Ney, & Lloyd, 2005).
Call Classiﬁcation and Clustering
In earlier years, the descriptions of vocal repertoires relied on a
visual classiﬁcation of spectrograms (Struhsaker, 1967), supple-
mented with information about the context of calling (Moody &
Menzel, 1976; Palombit, 1992). Yet, such subjective classiﬁcations
are not suited for quantitative comparative analyses, and therefore,
the usage of algorithm-based approaches such as unsupervised
clustering is now considered a requirement (Deecke & Janik, 2006;
Pozzi, Gamba,& Giacoma, 2010). Nevertheless, subjective decisions
in terms of the settings in the analysis may strongly affect thePlease cite this article in press as: Fischer, J., et al., Structural variability
Behaviour (2016), http://dx.doi.org/10.1016/j.anbehav.2016.06.012results. One critical issue in the use of automated procedures is the
choice of the acoustic features that are used. In a study that aimed
to characterize the vocal repertoire of chacma baboons, Wadewitz
et al. (2015) assessed the effects of the selection of input variables
on the resulting cluster solutions. They extracted 118 acoustic var-
iables from FFT-derived spectrograms of approximately 1000 calls,
and used different sets of acoustic features, containing nine, 38 and
118 variables, as well 19 factors derived from principal component
analysis of the 118 variables. They found that the data sets with 38
and 118 acoustic features led to better clustering results than the
data set with only nine features for k-means and hierarchical
clustering approaches. Importantly, the clustering result based on
factor loadings yielded the poorest results (Wadewitz et al., 2015).
One of the most frequently used measures to validate results
gained from unsupervised clustering is the Silhouette value, which
ranges from -1 to 1 (Rousseeuw, 1987). Silhouette values reﬂect
both the tightness within a cluster and the separation between
different clusters (Rousseeuw, 1987). Very low Silhouette values
indicate that a given data point is equidistant to two cluster centres,
whereas positive values indicate that the data points are closer to
the centre of one cluster than the second closest cluster. The overall
Silhouette width, S(A), is deﬁned as the average of the Silhouette
values over the entire data set and can be taken as a measure of the
clustering quality. Silhouette values can be used to compare the
quality of different cluster solutions; their sensitivity to different
sets of acoustic variables limits their value, however.
An alternative method to describe the quality of a cluster solu-
tion is the reduction in the total variance of the acoustic features of
calls (Bacher,1994). This can be expressed in twoways, either as the
reduction in the total variance (the variance of the null cluster
model) in relation to the respective cluster solution
(eta(k) ¼ 1  SS(k)/SS(1)), with SS(k) ¼ sum of squares in the kth
cluster, and SS(1) the sum of squares in the unpartitioned data set, or
as the difference between two successive cluster solutions
(pre(k)¼1  SS(k)/SS(k1)). Although both measures together allow
for an assessment of the explanatory power of different cluster
solutions, it may still be difﬁcult to decide what the best solution
would be (Hammerschmidt & Fischer, 1998). This also applies to
Silhouette values (Ben-David, Luxburg, & Pal, 2006; Wadewitz
et al., 2015), when applied to graded data structures. In such
cases, different cluster solutions may be equally suited to reﬂect the
structure of the data set. The problem is illustrated in Fig. 2. In
Fig. 2a, the data have a discontinuous distribution (discrete struc-
ture); thus, a ‘hard’ cluster algorithm is able to assign each case to
one category. Fig. 2b depicts a case with a graded data structure,
where it becomes difﬁcult to assign all of the cases to one of the
three categories unambiguously; some cases appear to fall in the
middle between two (or three) categories. An alternative approach
therefore is to characterize single cases with regard to multiple
category memberships. This method is known as ‘fuzzy clustering’.
Fuzzy Clustering
Fuzzy set theory (Zadeh, 1965) acknowledges that the mem-
bership to a given cluster may be imperfect. It is therefore
appealing in cases where the separation between different cate-
gories is gradual rather than discrete (Zadeh, 2008). Accordingly,
fuzzy c-means clustering can be applied to describe systems that do
not exhibit clearly separated categories. Each case is assigned a
membership value for each of the clusters, ranging from m ¼ 1
(fully in accordance with the properties of the cluster) and m ¼ 0
(none of the properties of the cluster in question). Intermediate
membership values are assigned to cases that do not fully belong to
any of the clusters, but appear to be intermediates between
different types.and communicative complexity in acoustic communication, Animal
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Figure 1. Spectrograms of primate calls comprising multiple elements. (a) Female Barbary macaque copulation call, (b) a bout of male vervet monkey alarm calls, which may
comprise either single or multiple elements; (c) chimpanzee pant-hoot with build-up and climax parts (recorded from P. t. verus); (d) song of a Kloss gibbon. Note the variation in
time and frequency resolution on the X and Y axes.
c
c
cm=0.7 m=0.1
m
=0.2
Discriminant feature 1 Discriminant feature 1
D
is
cr
im
in
an
t 
fe
at
u
re
 2
D
is
cr
im
in
an
t 
fe
at
u
re
 2
(a) (b)
Figure 2. (a) When the distributions of discriminant features are discontinuous, discrete categories can be unambiguously identiﬁed. (b) When the discriminant features are
continuously distributed, no clear categories emerge. Fuzzy clustering classiﬁes each item (call) with regard to the probability of membership (m) to multiple clusters, in this
example to three clusters ‘c’.
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SPECIAL ISSUE: COMMUNICATIVE COMPLEXITYTwo parameters of the fuzzy c-means algorithm (Jang & Sun,
1997; Xu, Keller, Popescu, & Bondugula, 2008) can be adjusted to
identify which number of clusters is most suited to describe the
data set. The ﬁrst parameter is the maximum number of clusters
allowed, while the second parameter is the fuzziness parameter m.Please cite this article in press as: Fischer, J., et al., Structural variability
Behaviour (2016), http://dx.doi.org/10.1016/j.anbehav.2016.06.012If m ¼ 1, the extracted clusters are crisp and membership values of
the cases in the analysis are either 1 or 0 (under these circum-
stances, fuzzy c-means clustering converges exactly to k-means
clustering). By increasing m, clusters become fuzzier and adjacent
clusters eventually merge, decreasing the number of clusters. In aand communicative complexity in acoustic communication, Animal
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clusters by randomly seeding cluster centroids and subsequent
iterative optimization. In this regard, fuzzy c-means clustering
suffers from the same sensitivity to the initial cluster centroids as k-
means clustering.
Once the fuzziness parameter m is chosen and the clusters are
computed, the main cluster a for each case is the cluster with the
highest membership value (see Wadewitz et al., 2015 for further
details). By subtracting the second largest membership value from
the ﬁrst, the so-called typicality coefﬁcient dðiÞ ¼ mð1stÞi m
ð2ndÞ
i is
computed. The average d of all typicality coefﬁcients and their
distribution, quantiﬁed by the halved mean absolute deviation
D ¼ d  d/2 can then be calculated for the entire data set. Based on
the observed distribution of typicality coefﬁcients, cases can then
be considered as typical if d>dtypical ¼ dþ D and as atypical if
d<datypical ¼ d D.
We assessed the performance of two commonly used hard
clustering approaches, centre-based k-means and hierarchical
Ward's clustering, to fuzzy c-means clustering (Dunn, 1974), using
the vocalizations of chacma baboons as a worked example
(Wadewitz et al., 2015). The goal was to test whether fuzzy c-means
clustering would be superior to deal with the graded variation
observed in the vocalizations of this species (Fischer et al., 2001,
2002). We compared the results to a visual classiﬁcation by expe-
rienced human observers, which identiﬁed ﬁve main call types:
grunts, barks, noisy screams, tonal screams and weaning calls. We
started with a maximum number of allowed clusters of 15, because
this was well above the expected number of clusters, and then15
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Figure 3. Partitions of the chacma baboon's vocal repertoire are visualized as so-called mem
m. The maximum number of allowed clusters was set to 15; the ﬁrst informative solution
Partitions with more than ﬁve clusters could only be found for a very narrow range of m valu
number of clusters (two, three or ﬁve clusters); columns correspond to single calls (N ¼ 912
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yellow to red coloured rectangles. Modiﬁed from Wadewitz et al. (2015).
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Behaviour (2016), http://dx.doi.org/10.1016/j.anbehav.2016.06.012gradually increased m, which is also known as the temperature
parameter. With increasing fuzziness, clusters begin to merge
(Fig. 3a). One critical piece of information in fuzzy clustering is the
stability, which refers to the range of values of m over which a
speciﬁc cluster solution will remain stable (Fig. 3a). Up to a value of
m ¼ 1.44, clusters were not very stable and rapidly merged into
fewer clusters. At m ¼ 1.505, a ﬁve-cluster solution appeared that
was relatively stable (Fig. 3d) and consisted of grunts, barks,
weaning calls and two structurally different scream clusters. At
m ¼ 1.600, the two scream clusters merged, and the weaning calls
and barks merged, resulting in a three-cluster solution (Fig. 3c).
Finally, at m ¼ 2.000, two clusters remained, one consisting of
screams and the other of all other calls (Fig. 3b). This solution
emerged as the most stable one, although it is clear that this so-
lution is not appropriate to describe the structure of the vocal
repertoire of chacma baboons.
The stability over change in fuzziness is not the only way to
inspect the result of fuzzy clustering. A two-dimensional visualiza-
tion of how calls are scattered in membership space is a further
possibility to see which calls are typical for a call type and in which
cases calls grade from one call type into another. In Fig. 4a, each call
is represented by its membership to the closest and the second
closest cluster. We found intermediates between weaning calls and
barks, as well as between weaning calls and grunts. Intermediate
calls were also observed between the two scream clusters andmore
rarely between the bark and the noisy scream cluster. Note that the
tonal screams exhibited generally low typicality scores. We
observed typical grunts and barks, as well as intermediates betweenams
ped
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Figure 4. Comparison of cluster segregations. (a) Two-dimensional projections of membership of calls belonging to the grunt (red), noisy scream (green), tonal scream (orange),
weaning (yellow) and bark (blue) clusters. Every call is represented once (by the closest and second closest clusters). Diagonal lines represent identical memberships. (b) Call
example represents transitions from typical grunt calls to typical bark calls with intermediates close to the cluster boundaries. Colour codes reﬂect the respective membership value
(see Fig. 2). (c) Distribution of typicality coefﬁcients (TC). TCs are calculated by subtracting the membership of the second closest cluster from the membership of the closest cluster
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at the boundary between grunts and noisy or tonal screams were
observed, indicating that these clusters remained well separated.
Based on the membership values it is possible to classify each
call as typical or atypical for a given type. Inspection of the distri-
bution of typicality coefﬁcients (Fig. 4c) reveals which call types
consist mainly of typical calls and which showmore intermediates.
The majority of both grunts and barks could be clearly separated
from the other call types, as evidenced by their high typicality co-
efﬁcients. Weaning calls were not well separated from barks and
grunts, and the two scream clusters showed much overlap. We
suggest that the distribution of typicality coefﬁcients could be used
to compare different repertoires. Measures such as the skew could
be derived. Right-skewed distributions would indicate higher dif-
ferentiation, while left-skewed distributions would indicate a
higher degree of gradation (Wadewitz, 2015).
One insight from the application of the fuzzy clustering method
was that this approach does not yield a better insight into the ‘true’
numberof call typeseither.Yet,whethermostor just a fewcalls canbe
unambiguously assigned to one call type (or cluster) may prove to be
informative in comparative analyses of vocal repertoires. We suggest
that the inspection of the distribution of typicality coefﬁcients may
provide a fruitful avenue to describe the structure of a repertoire.
Further research will be necessary to put this conjecture to a test.
Conclusion and Outlook
Depending on the research interest, future studies should
explicitly statewhether theyare interested in identifying thenumber
of call types or elements in the repertoire, or whether the overall
structural variability is of interest. In the former case, it may prove
fruitful to consider the basis of sound production. While a review ofPlease cite this article in press as: Fischer, J., et al., Structural variability
Behaviour (2016), http://dx.doi.org/10.1016/j.anbehav.2016.06.012the current understanding of the sound production mechanisms in
primates is beyond the scope of this paper, it seems reasonable to
assume that variation between call types is the result of different
motor pattern generators underpinning the muscle movements
associated with phonation, while variation within call types can be
linked to increasing lungpressure, variation inarticulation, bodysize,
hormonal state, or other physiological andneural changes associated
with an animal's general affective state (Ackermann, Hage,& Ziegler,
2014; Fitch & Hauser, 1995; Jürgens, 2002, 2009).
For receivers, not only the variation between call types is of
interest. Individual variation (Hammerschmidt & Todt, 1995),
variation in relation to arousal (Fichtel, Hammerschmidt,& Jürgens,
2001) or hormonal state (Pfefferle, Heistermann, Pirow, Hodges, &
Fischer, 2011), as well as acoustic variation in relation to physical
distance between sender and receiver (Maciej, Fischer, &
Hammerschmidt, 2011), all add to the variation that the receiver
has to process; at the same time this variation is a source of
potentially important information for the receiver. A further
important factor to consider is variation in call type usage, which
will strongly affect the information value of a given signal. When
the basic number of patterns is of interest, however, it seems
advisable to control for the other sources of variation.
Finally, how does structural variability relate to communicative
complexity? Previous studies have equated a higher number of call
types with higher complexity. This relationship cannot be linear,
however, as a completely random system would not be more
complex. Moreover, given the graded nature of many signal rep-
ertoires, and the resulting problems in identifying the true number
of call types, it may be more appropriate to measure the degree of
differentiation within the signal repertoire, instead of the number
of call types. As long as there are no clear theoretical foundations to
link repertoire properties of graded systems to complexity theory, itand communicative complexity in acoustic communication, Animal
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complexity altogether, at least in terms of the identiﬁcation of units
in the system.
Future research should aim to put the link between repertoire
structure and complexity theory on a ﬁrm footing. One might hy-
pothesize that repertoires that exhibit both a certain degree of
structure in the form of clear prototypes of calls and noise in the
form of variation of these prototypes may be more complex than
those that are highly skewed. The relationship is not trivial, how-
ever, as it would be unclear whether a repertoire with a bimodal
distribution of typicality coefﬁcients would be more or less com-
plex than one with a ﬂat distribution. Whereas it is relatively
straightforward to apply complexity theory to assess the
complexity of a system based on the relationships between items,
more work is needed to integrate information about category
membership and the likelihood of category membership, at the
ensemble level.Within biology, this questionmight be of interest to
a broader community of researchers.ETHICAL NOTE
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