Deep learning methods for semantic image segmentation can effectively extract geographical features from very high-resolution (VHR) remote sensing images. However, these methods experience oversegmentation in low-level features and a breakdown in the integrity of objects with fixed patch sizes due to the multi-scaled geographical features. In this study, a dual attention mechanism is introduced and embedded into densely connected convolutional networks (DenseNets) to form a dense-global-entropy network (DGEN) for the semantic segmentation of VHR remote sensing images. In the DGEN architecture, a global attention enhancement module is developed for context acquisition, and a local attention fusion module is designed for detail selection. This network presents the improved semantic segmentation performance of test ISPRS 2D datasets. The experimental results indicate an improvement in the overall accuracy (OA), F1, kappa coefficient and mean intersection over union (MIoU). Compared with the DeeplabV3+ and SegNet models, the OA improves by 2.79% and 1.19%; the mean F1 improves by 3.43% and 0.88%; the kappa coefficient improves by 4.04% and 1.82%; and the MIoU improves by 5.22% and 1.47%, respectively. The experiments showed that the dual attention mechanism presented in this study can improve segmentation and maintain object integrity during the encoding-decoding process.
I. INTRODUCTION
Very high-resolution (VHR) remote sensing images have become an important source of information for Earth surface monitoring. The semantic segmentation of VHR remote sensing images has been widely studied [1] , [2] due to its outstanding performance in the classification of VHR remote sensing images. However, the finer spatial resolution in VHR leads to an increase in the intra-group variability between objects and a decrease in the inter-class variability between
The associate editor coordinating the review of this manuscript and approving it for publication was Hiram Ponce . different classes, thus reducing the statistical separability of different land cover classifications in the spectral domain and impacting the accuracy of the classification [3] , [4] .
In addition, the limited spectral resolution of VHR sensors further increases the complexity of the semantic segmentation of VHR images [4] . Compared with low-resolution images, VHR images contain more ground details and have lower spectral resolution. Generally, VHR images have only redgreen-blue (RGB) channels, and some contain near-infrared (NIR) channels [5] . In a VHR image, the information required for classification cannot be completely captured by the spectral intensity. The texture and spatial contexts become very important to the dense classification of each pixel. Therefore, many conventional methods focus on extracting features from the spatial neighborhood of pixels [1] , [3] , [6] - [18] .
In general, object-oriented methods have been used for VHR image classification [1] , [18] and mainly include two processes: segmentation and classification. During the segmentation process, multi-resolution (MR) [19] , mean shift [20] and other image segmentation methods are applied for image segmentation; during the classification process, the computed target features (such as color, texture, and geometric features) are used as the inputs for supervised classification or unsupervised classification, or feature transformation rule sets are designated to achieve recognition and classification [21] .
These kinds of models are constructed by features, which are artificially extracted, and are also limited to those features, since the various ground objects in the real data may not be classified using a specific set of features [22] .
Deep learning provides another way to effectively identify features from the training set [22] . Deep learning enables the use of both supervised and unsupervised feature learning from very large raw image data sets [23] . In recent years, deep learning architectures have achieved great progress in the fields of computer vision, audio recognition, and natural language processing. Influenced by deep learning, many computational visual deep learning architectures have been used in remote sensing image analysis tasks [5] , [24] - [27] , and remarkable progress has been made.
Convolutional neural network (CNN) models based on deep learning theory are widely used in the semantic segmentation of VHR remote sensing images. The semantic segmentation models for VHR remote sensing images based on CNNs mainly include patch-based models [28] - [30] and fully convolutional network (FCN) [2] , [27] , [28] , [31] , [32] . Patch-based models were among the first deep learning semantic segmentation models developed for remote sensing images and predict each pixel by evaluating a region surrounding each pixel. This kind of model is faced with the problems of computing redundancy and the loss of edge information [2] , [27] .
Furthermore, FCN models have become the mainstream in the deep learning semantic segmentation of remote sensing images [31] . For example, Kampffmeyer et al. [28] proposed a CNN method to extract small targets from VHR remote sensing images. Marmanis et al. [5] used the U-net model for semantic image segmentation. Sherrah [27] proposed highresolution aerial semantic image segmentation based on an FCN, which uses the dilated convolution of DeepLab [33] to enlarge the convolution receptive field. As upgrades, DeeplabV3 and DeeplabV3+ [34] are proposed with better performance based on DeepLab. Marmanis et al. [2] added boundary detection to the structure of SegNet [35] to improve the performance of the semantic segmentation of VHR remote sensing images. Audebert et al. [32] used deep convolution networks to fuse multimodal and multiscale remote sensing data for the semantic segmentation of VHR remote sensing images and effectively compensated for the lack of spectral information in the VHR data to achieve better semantic segmentation results. In addition, Xu et al. [36] also designed CNNs to extract buildings from VHR images and achieved good results. Yao et al. [37] proposed DCCN model to improve the classification by enhancing the object boudaries using coordinate convolution and achieved very good results.
In principle, an FCN model contains a downsampling process, an upsampling process and skip connections [38] . The downsampling process is composed of convolution layers and pooling layers and is employed to extract multilevel discriminative feature maps and generate low-resolution feature maps with improved discrimination. The upsampling process is composed of convolution layers and deconvolution layers. This process mainly restores the resolution of the feature maps generated by the downsampling process and generates segmentation maps with the same resolution as the original image. Downsampling can obtain a large context and generate discriminative feature maps by pooling layers to enlarge the receptive field of each pixel, but it also leads to losses of high-frequency details and spatial information of the object. Therefore, deconvolution or interpolation is applied to restore the spatial resolution of the downsampled feature map during upsampling, but deconvolution or interpolation cannot provide the precise localization of boundaries and high-frequency details, which significantly impacts the accuracy of semantic segmentation [38] . Skip connections help retain high-frequency details during the upsampling process and improve the accuracy of semantic segmentation by fusing the features generated during the early downsampling process with the highly discriminant feature maps from the deeper layer [32] .
For the abundant detailed information regarding objects in VHR remote sensing images, such as roof materials and skylights, skip connections are used to recover many feature details, which will lead to the introduction of a large number of redundant low-level features. However, this process causes a decrease in the discrimination of high-level features [36] .
For the widespread continuous objects in VHR remote sensing images, global context information can effectively improve the perception of the scene and improve the consistency of pixel classification [39] . In deep neural networks, the size of the receptive field can roughly indicate the degree of usage of contextual information. However, the literature [40] notes that the practical receptive field of a CNN is much smaller than the theoretical receptive field, especially in high-level layers. Additionally, to facilitate deep learning network training, remote sensing images are usually divided into fixed size patches (such as 256 × 256 size patches). This process will separate pixels from the same objects and lead to the loss of image context information, which requires further tiling and stitching. These conditions result in many networks that are unable to fully integrate important global context information.
To solve these problems, namely, (1) the misdiscrimination of the features of a skip connection and (2) context information losses of the FCN network when processing the VHR remote sensing images, in this paper, a novel semantic segmentation network for VHR remote sensing images called the dense-global-entropy network (DGEN) is proposed. In this network, the structure is based on a densely connected convolutional network (DenseNet) [41] to extract multilevel features due to the powerful capacities of feature extractions and information reuses [42] . Moreover, due to the capabilities of selecting the most informative components of the input image while suppressing the noise and background of deep-learning-based attention mechanisms [43] , [44] , which have attracted wide attention in the field of computational vision [39] , [43] , [45] - [47] and remote sensing scene classification [31] , [48] - [52] , the global attention enhancement module and the local attention fusion module (see Figure 2 , 3 for details) are designed and embedded into the network to enhance the global context information and recover the mis-discrimination of objects. The global attention enhancement module is used to strengthen the global context information of highly discriminant features by enlarging the receptive fields in upsampling. The local attention fusion module assigns weights by information entropy to weaken the background information and obtain useful local detailed information.
The remainder of this paper is organized as follows. A detailed description of the proposed DGEN is given in Section II. The designment and metrics of the experiments are provided in Section III. The results and comparisons are given in Section IV. The discusstions are given in Section V. Finally, conclusion is drawn in Section VI.
II. METHODOLOGY A. DGEN MODEL
In the DGEN, an encoding-decoding architecture is designed for the semantic segmentation of VHR remote sensing images based on DenseNet. The encoder part of the DGEN is mainly used to extract multilevel features from the input image. The encoder is built from the convolutional layers, the dense blocks, the transition layers, and the downsampling operation. The decoder part aims to enlarge the feature maps extracted by the encoder to produce a final segmentation map with the same resolution as the input image. The decoder is built from the convolutional layers, the nonlinear activation layers, and the upsampling operation. The decoder gradually recovers the details and spatial information of highly discriminant feature maps by using operations, such as the convolutional layers, the global attention enhancement modules and the local attention fusion modules. The overall structure of the DGEN proposed in this paper is shown in Figure 1 .
The DenseNet used in the DGEN encoder is different from the traditional network structure. In a traditional CNN, the convolutional network with L layers has L connections. Then, DenseNet has L (L + 1) / 2 direct connections. DenseNet uses dense connectivity to further improve the flow of information between layers. For each layer, the feature maps of all preceding layers are used as inputs, and its own feature maps are also used as inputs for all subsequent layers. In this way, each layer can access the loss gradient formed between the end and the beginning of the model during training. This connection pattern effectively improves the flow of information between layers, alleviates the problem of the disappearing gradient of the deep CNN, and makes the model easy to train. In addition, this connection pattern can also improve the reuse of features. However, the downsampling operation is very important for a deep CNN, and downsampling will lead to a change in the size of the feature map. The concatenation operation between feature maps of different sizes cannot be completed. Therefore, DenseNet divides the networks into multiple densely connected dense blocks (DenseBlocks). In each DenseBlock, all layers maintain dense connectivity; individual DenseBlocks are connected through the transition layers. In a single DenseBlock, the function F l (.)(batch normalization -ReLU-convolution (3 × 3)) is used for the nonlinear transition between layers. The density connection can be defined as follows:
where X l is the output feature map of layer 1 and [X 0 , X 1 , . . . , X l−1 ] is the concatenation of the feature maps of all preceding l layers. This concatenation DenseNet generates too many feature maps. To effectively control the parameters of the model, DenseNet defines a growth rate (K) to control the number of feature maps. The transition layer is mainly used for convolution and pooling. Each transition layer is composed of a batch normalization, a ReLU, and an average pooling layer (2 × 2).
Generally, the decoder part of the encoder-decoder architecture uses a skip connection to recover the detailed information during the process of generating a final segmentation map with the same resolution as the input image. Unlike other encoder-decoder architectures, we use the global attention enhancement module to enhance the global context information of the highly discriminant features in the decoder. Subsequently, the deconvolution layers are used to expand the sizes of these feature maps, and the expanded feature maps and the low-level feature maps are used as inputs for the local attention fusion module. In the local attention fusion module, the highly discriminant feature graph, which incorporates the global context information as the local feature fusion, is used to guide the selection of low-level features to recover the high-frequency detailed information. Then, the features that fuse global context information, restore spatial information and identify local details are used as the inputs for the DenseBlock for further processing. Finally, we use the 1 × 1 convolution to map the feature maps into different classifications.
Compared to traditional FCN structures that directly use skip connection in upsampling to recover details, the proposed DGEN model (see details in Figure 1 ) uses the global attention enhancement module and local attention fusion module instead of upsampling processes. Therefore, the global attention enhancement module enhances the global information to further improve classification consistency. The enhanced global features are then used as bases of weighting for local information and are inputted to select the high-frequency low-level features to recover the detailed information and avoid information redundancy due to the skip connection.
B. THE GLOBAL ATTENTION ENHANCEMENT
Global average pooling is the simplest way to obtain global context information. The global average pooling operation has been used by SENet [47] , the pyramid attention network [53] and other networks to extract the global features of an image. The global information enhancement module also uses the global average pooling layer to extract the global context information from the feature maps and enhance the global information of the feature maps. The architecture of the global information enhancement module is shown in Figure 2 . In the global information enhancement module, first, we use a global pooling layer to extract the global context information from high-level feature maps. Then, the output of the global context information is activated by a sigmoid layer to be used as the weight of the feature maps. Finally, the weighted features are added to the feature maps to obtain the feature maps that integrate the global information. 
C. THE LOCAL ATTENTION FUSION
In deep CNNs, the feature maps acquired in the early layer with rich spatial location information are less discriminating than those acquired in the subsequent layers. Such feature maps are directly passed to the decoder by the skip connection and may increase the ambiguity of the final result. The attention mechanism is a tool used to assign resources to the most informative part of the input information. To prevent location information from weakening the classification information, we designed a local attention fusion module inspired by the attention mechanism. Information entropy is an index used to measure the level of information clutter. A higher value of information entropy indicates that the information is more uncertain and more chaotic. In contrast, a lower value of information entropy shows that the information is more defined and more stable. Therefore, we can use the information entropy of the pixels over highly discriminative features to guide the selection of low-level features. That is, when pixels have high entropy values, the information is unstable; that is, the more low-level features need to be fused in the highly discriminative feature maps to help restore the details and improve the accuracy of semantic segmentation. In contrast, less low-level information needs to be integrated. In the local attention fusion module, the high discriminative features map is first mapped to different classifications using a 1 × 1 convolution, and the output of the classification is activated by a SoftMax layer. The output of the activation is normalized to [0, 1]. Subsequently, the information entropy of each pixel is calculated by Equation 2 , and this value is used as the weight of the low-level features. Then, the information entropy of each pixel is multiplied by low-level features to obtain the weighted low-level feature. Finally, weighted lowlevel feature maps are added to the highly discriminative feature maps as inputs for DenseBlock to gradually recover detailed object information. The architectures of the local information fusion module are shown in Figure 3 .
where E −log 2 (p i (x)) is the information entropy of p i (x), and p i (x) is the probability of pixel x belonging to category j. 
D. IMPLEMENTATION
The DGEN contains 10 dense blocks in the encoder and decoder, including 52 convolution layers. The detailed architectures of DGEN are shown in Figure 4 . Following the input of the network, we use a convolution layer with 16 convolution kernels of 7 × 7 to generate the initial feature map. In the encoder, the transition_down module is built from a 1 × 1 convolution layer, a drop_out layer and a 2 × 2 average pooling layer with stride=2. In the decoder, we use the 3 × 3 ''transposed_convolution'' layer with stride=2 to upsample. At the end of the network, we use a 1 × 1 convolution layer and a SoftMax classifier to output the final prediction. The growth rate of each dense block is set to 32.
III. EXPERIMENTS A. DATASET
In this paper, we use VHR remote sensing images from the International Society for Photogrammetry and Remote Sensing (ISPRS) 2D Semantic Labeling Challenge. The ISPRS 2D datasets include data from Potsdam, Germany, and other cities. Potsdam is a typical historic city with large building blocks, narrow streets and dense settlement structures. Each dataset is manually classified into six of the most common land cover classes. The Potsdam dataset contains 38 images of 6000 × 6000, and 24 of these images have label data. To verify the validity of our model, we divide the labeled data into two parts: 80% for a training set and 20% for a test set. Of the 24 labeled images of Potsdam, 5 images with variety and balance on ground object type, which listed as 4_12, 5_11, 5_12, 6_12 and 7_11, are selected for testing set, and other 19 images are used in training set (see in Table 1 ). To facilitate training, we cut the labeled datasets into 256 × 256, 320 × 320 and 448 × 448 sections. Finally, 21527 training samples and 5326 test samples are generated. 
B. TRAINING
Our experiments are based on TensorFlow. The ''variance_ scaling_initializer'' is used to initialize our model, and the Adam optimizer with an initial learning rate of 0.001 is used to optimize the network when adjusting parameters, such as weights and biases. The rate of drop-out for all ''drop_out'' layers is set to 0.2. In addition, the number of feature maps generated by each convolution layer in dense blocks is set to 32. There are 150 epochs during training, and each epoch has 2000 iterations. The batch of training samples (batch) is set to 12. The graphics processing unit (GPU) used for training models is GTX 1080Ti.
C. METRICS
To test the performance of the proposed model, the pixel accuracy (PA), F1 score, kappa coefficient and mean intersection over union (MIoU) are chosen to evaluate the models.
1) PIXEL ACCURACY (PA)
The PA is a general statistic evaluation metric for accuracy. In this paper, this metric measures the precision of matched pixels, including the foreground and background. The equation is as follows:
where P f and P b represent the positive numbers for the foreground and background at the pixel level, respectively, and N is the number of pixels in the test image.
2) F 1 SCORE
The F 1 score calculates through the precision (P) and recall (R) and is a powerful evaluation metric for the harmonic mean of P and R. The F 1 score can be calculated as follows:
where R represents the proportion of matched pixels in the ground truth and P is the ratio of matched pixels in the prediction results. TP, FP and FN represent the number of true positives, false positives and false negatives, respectively. Compared with PA, the F 1 score is more impacted by the smaller one in P and R. Under the same PA condition, a higher F 1 score requires the balance between precision and recall. The shortage of either precision or recall results in a more dramatic decrease in the F 1 score than in the PA.
3) KAPPA COEFFICIENT
The kappa coefficient is a common metric of a consistency check. This metric can also be used to evaluate the accuracy of semantic segmentation. Based on the confusion matrix, the kappa coefficient can be formulated as:
where p 0 is the proportion of units in which the judges agree and p e is the proportion of units for which agreement is expected by chance. Assume n pixels are expected to be classified into m classes, set the ground truth numbers of pixels for each class are a 1 , a 2 , · · · , a m ; the classified numbers of pixels for each class are b 1 , b 2 , · · · , b m ; the correct classified numbers of pixels of each class are c 1 , c 2 , · · · , c m . Thus:
In the semantic segmentation context, p 0 and p e can also be formulated as:
where m is the number of expected classes; TP, FP and FN represent the number of true positives, false positives and false negatives, respectively. Basically, the kappa coefficient changes between 0 and 1. A larger value indicates better consistency.
4) MEAN INTERSECTION OVER UNION (MIoU)
MIoU is a standard metric for segmentation (Garcia-Garcia et al., 2017) . IoU is to ratio the intersection and the union of the ground truth set and the predicted segmentation set. The MIoU is the average value of the IoU of each class. The MIoU in semantic segmentation can be formulated as follows:
where m is the number of expected classes; A pred is the prediction set, and A true is the set of corresponding ground truth. The MIoU is based on sets. The sets are regions of pixels of the same class on the image, which also means objects, instead of some mean value of the single pixels. The sets make the MIoU an object-oriented metric instead of pixel-based. The MIoU can reflect the overlap ratio of predicted objects and the corresponding object of ground truths.
IV. RESULTS AND COMPARISONS A. RESULTS
After 150 epochs of iterations, our DGEN achieves stateof-the-art results on the datasets (see Table 2 ). All results are listed based on infrared, green and blue (IrGB) images without any preprocessing or post-processing. After 150 epochs of iterations, our DGEN achieves stateof-the-art results on the datasets (see Table 2 ). All results are listed based on infrared, green and blue (IrGB) images without any preprocessing or post-processing.
Our model achieves high scores for all five validation images under the 4 metrics mentioned above. Specifically, the overall accuracy (OA) of a pixel reaches 89.31%, which is VOLUME 8, 2020 a good general PA; the mean F1 score reaches 86.61%, which indicates that both precision and recall are satisfactory; the kappa coefficient reaches 74.47%, which shows good consistency; and the MIoU reaches 77.08%. These data show that the proposed DGEN performs well for land cover classification from multiple perspectives.
B. PERFORMANCE OF THE DGEN 1) STATISTICAL COMPARISON
To demonstrate the performance of the DGEN, we also implemented U-net [5] , DeeplabV3+ [34] and SegNet [35] models as comparisons to quantify the improvement. The results of this comparison are listed in Table 3 . For this dataset, the results of the U-net lack performance and are 20%-35% lower than all the selected metrics. Therefore, the U-net will not be discussed in the following detailed analysis of this part. Table 3 , DeeplabV3+ shows scores of 86.52% for OA, 83.18% for F1, 80.43% for the kappa coefficient and 71.86% for the MIoU. The DGEN by all selected metrics outperforms the DeeplabV3+ model. The overall PA of DGEN improved 2.79% compared with the DeeplabV3+ model. The mean F1 score improved by 3.43%, which means that both precision and recall of the DGEN are better balanced and have less shortage. The kappa coefficient improved by 4.04%, which means a better classification consistency. The MIoU improved by 5.22%, which is much more than the improvement in the OA. This result means that the improvement in the object-oriented point of view is even more than the pixel-based point of view.
According to
The results of SegNet show an 88.12% OA, an 85.73% F1, an 82.65% kappa coefficient and a 75.61% MIoU. The Seg-Net model exhibits better performance than DeeplabV3+ in this experiment. However, according to Table 3 , our DGEN model still generally outperforms SegNet in every metric that we used. Compared to the results of SegNet, the overall PA of the DGEN improved by 1.19%. The mean F1 score improved by 0.88%, which means that both the precision and recall of the DGEN are slightly better balanced and have less shortage. The kappa coefficient improved by 1.82%, which means a better classification consistency. The MIoU improved by 1.47%, which means an improvement in the object-oriented point of view. Overall, although with an approximate performance for trees and a shortage for low vegetation, the proposed DGEN proved better performance with respect to the OA, F1, kappa coefficient and mean IoU than SegNet.
The overall performance improvements of the DGEN from DeeplabV3+ and SegNet by the selected metrics are shown in Figure 5 . 
2) VISUAL INSPECTION
A visual inspection and comparison of the classification results by DeeplabV3+, SegNet and proposed DGEN are presented in Figure 6 . The columns of pictures are the 5 original images, their DeeplabV3+ results, the SegNet results, the proposed DGEN results and the corresponding ground truth results.
All 3 models have their gains and losses. Generally, the DGEN model performs the best, the SegNet follows and DeeplabV3+ takes the third place, which supports the statistical results in Table 3 .
Specifically, the 3 models all have some misclassified objects (see Figure 7 -8). The visible misclassified areas are basically the large-flat roofs of buildings. All 3 models are occasionally misclassified as roofs impervious by over-segmentation details.
However, despite the closeness of the statistical results by metrics, the object integrity and boundary quality of the DGEN is visibly improved.
In Figure 9 -10, we can say that DGEN performs best with respect to object integrity. However, it is worth noting that although SegNet performs very similarly to DGEN by statistical metrics (less than 2%), the object integrities of SegNet are hardly applicable. The buildings in Figures 8-9 of SegNet are nearly completely broken. The shapes and boundaries of these buildings are basically unrecognizable.
Moreover, the dissociated spots are also visible on SegNet (see Figure 5 (a, d, e) ). Figure 11-12 shows the high-density regions of the dissociated spots in the SegNet results.
Furthermore, the DGEN model also significantly improves the boundary quality. As shown in Figure 13 In summary, our DGEN model is proved improvements by both statistical metrics and visual inspection. In addition to the improvements in the classification accuracies, the object integrities and boundary qualities are restored and guaranteed by our novel DGEN model. Notably, the statistical results do not always represent the actual classification performance. For example, in this experiment, the results of SegNet show high scores but low integrities. Therefore, the visual inspection of the images and results is still necessary. 
V. DISCUSSIONS A. CONTRIBUTION OF THE DUAL-ATTENTION MECHANISM
To quantize the improvement in the dual attention mechanisms, we also implement the model without the attention modules. Both the global attention enhancement module and local attention fusion module in the model are blocked and skipped. This process changes the model back to our own fully convolutional DenseNet (FC-DenseNet). It needs to be clarified that this model here is only an FC-DenseNet-typed network but is not the same as any published FC-DenseNet model. Table 4 and Figure 16 shows the comparison of this FC-DenseNet without a global attention enhancement module and the local attention fusion module.
Compared with the no-attentional model, the average OA of the DGEN model improved by 0.29%, the mean F1 score improved by 0.48%, the kappa coefficient improved by 0.45%, and the MIoU improved by 0.54%.
Although these changes are not as significant as the DGEN compared to DeeplabV3+ or SegNet (improves approximately 2-6%), the improvements are almost in all subitems. All the statistical scores by any metric are increased. The PA of every single class is improved at the same time. This finding indicates that by the contribution of the dual attention mechanism, the performance of the network improves insignificantly but robustly.
Moreover, visual inspection shows abundant evidence of visible improvements in the object integrities and boundary qualities. According to the visual comparisons shown in Figure 17 -21, several misclassifications are corrected, the integrities of a large number of objects are restored and the qualities of several boundaries are improved.
B. GENERALITY OF THE DGEN
To verify the generality of our DGEN model, we reimplement the comparison experiment of the U-net, DeeplabV3+, SegNet and DGEN models with another dataset. This dataset is a group of images of Vaihingen, Germany, which also includes the ISPRS 2D Semantic Labeling Challenge. The Vaihingen dataset contains 33 images with 9 cm resolution. 16 images of them have label data. In this experiment, images of area 11, 28 and 30 are selected for testing set. The other 13 images are training set. Unlike the downtown Potsdam data, the landscape of Vaihingen is a mixture of urban areas and countrysides, which hypothetically can provide different results from previous experiments.
The results of the OA, mean F1, Kappa coefficient and mean IoU scores are listed in Table 6 .
According to Table 6 , the results of the DGEN with different datasets also outperform the other models. The overall improvements in the DGEN are plotted in Figure 22 . Compared with U-net, our DGEN by all selected metrics outperforms in this experiment. The overall PA of the DGEN improved 3.67% over U-net. The mean F1 score improved Compared with SegNet, DGEN outperforms generally with only the impervious surface class surpassed. The overall PA of the DGEN improved 1.00% from SegNet. The mean F1 score improved by 1.92%, which indicates a better balance between the precision and recall. The kappa coefficient improved by 1.42%. The MIoU improved by 2.36%.
Notably, in the Vaihingen dataset experiment, the results of the U-net become competitive, but the results of DeeplabV3+ are poorer by more than 10% with regard to the selected metrics. Combining the results of U-net in Table 3 , the stability and generality of U-net and DeeplabV3+ are not as satisfactory as SegNet and our DGEN.
Moreover, visual inspection also shows improvements in the object integrities and boundary qualities. According to the visual comparisons shown in Figure 23 -24, the integrities of several objects are restored, and the quality of the boundaries is improved.
In summary, the result of the Vaihingen dataset experiment also shows the leading performance among current state-ofart models. The highest scores of all selected metrics (OA, mean F1, kappa coefficient and MIoU) indicate the statistically best results, and visual comparisons show an improvement in the object integrity and boundary quality. These results are consistent with the results of the Potsdam dataset experiment, which proves the generality of our DGEN model.
VI. CONCLUSION
By embedding an attention mechanism into a densely connected convolutional network (DenseNet), this study presents a dense-global-entropy network (DGEN) for the semantic segmentation of VHR remote sensing images. Tests on ISPRS 2D datasets verified the better performance improvement of the DGEN compared with U-net, DeeplabV3+ and SegNet. In the comparison experiments of both datasets, the proposed DGEN model shows good generality stability (while U-net and DeeplabV3+ can only be competitive in one dataset) and the highest score in all selected metrics, including the OA, F1, kappa coefficient and mean IoU. Furthermore, the two intensely existing shortages of recent deep-learning-based semantic segmentation models, namely, over-segmentation in low-level features and reduced object integrity, are improved by the dual attention mechanism.
The DGEN can achieve high accuracy on large-scale real remote sensing data without any supplemental data and without preprocessing or post-processing. The results produced in this study are comparable to the results of state-of-the-art models, and the experiments in this study indicate that by any selected metrics, the proposed DGEN model outperforms the other models.
Although the proposed the DGEN model has been validated with better performance by experiments, there are still some misclassifications by the boundaries of objects and between objects with similar textures. The main reason for these misclassifications may be the lack of the effective repair of category pixel localization in the decoders and unbalanced semantic classes in datasets. Our future studies will focus on exploring the architecture of the DGEN and improving network performance.
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