Abstract-This paper presents an efficient construction algorithm for obtaining sparse kernel density estimates based on a regression approach that directly optimizes model generalization capability. Computational efficiency of the density construction is ensured using an orthogonal forward regression, and the algorithm incrementally minimizes the leave-one-out test score. A local regularization method is incorporated naturally into the density construction process to further enforce sparsity. An additional advantage of the proposed algorithm is that it is fully automatic and the user is not required to specify any criterion to terminate the density construction procedure. This is in contrast to an existing state-of-art kernel density estimation method using the support vector machine (SVM), where the user is required to specify some critical algorithm parameter. Several examples are included to demonstrate the ability of the proposed algorithm to effectively construct a very sparse kernel density estimate with comparable accuracy to that of the full sample optimized Parzen window density estimate. Our experimental results also demonstrate that the proposed algorithm compares favorably with the SVM method, in terms of both test accuracy and sparsity, for constructing kernel density estimates.
I. INTRODUCTION

E
STIMATION of probability density functions is a recurrent theme in machine learning and many fields of engineering, see for example [1] - [4] . A well-known nonparametric density estimation technique is the classical Parzen window estimate [5] , which is remarkably simple and accurate. The particular problem associated with the Parzen window estimate however is the computational cost for testing which scales directly with the sample size, as the Parzen window estimate employs the full data sample set in defining a density estimate for subsequent observations. In today's data-rich environment, this can be a serious problem in practical applications. Recently, the support vector machine (SVM) has been proposed as a promising tool for sparse kernel density estimation [6] , [7] . The motivation of the SVM density estimation comes from the claim that the SVM can effectively perform function approximations in high dimensional spaces from finite data with sparse representations.
Although this effectiveness has been demonstrated in regression and classification problems, it is known that there are alternative methods for regression and classification [8] , [9] , which can provide sparser representations than the SVM method. Currently, the machine learning community is actively engaged in the investigation of the SVM density estimation method. A recent Ph.D. dissertation [10] has proposed an interesting greedy technique for kernel density estimation. This technique constructs sparse kernel density estimates using an orthogonal forward regression (OFR) that incrementally minimizes the training mean square error (MSE) [11] . This sparse density construction algorithm is computationally simple and efficient, and the results given in [10] have demonstrated the potential of this method. One critical aspect of this method, which is less satisfactory, is in when to terminate the density construction procedure. The minimum descriptive length [12] and Akaike's information criterion [13] were first suggested to help terminate the density construction process, but the empirical results showed that models obtained were still often oversized. At the end, a maximum model size was imposed in order to avoid an over-fit model. Motivated by the promising result in [10] and our previous work on sparse data modeling [14] - [16] , we propose an efficient construction algorithm for sparse kernel density estimation using the OFR based on the leave-one-out (LOO) test score and local regularization. Specifically, we extend the regression model construction algorithm [16] to the construction of sparse kernel density estimates. We will refer to our proposed algorithm as the sparse density construction (SDC) algorithm.
Our motivation is twofold. Firstly, we aim to derive sparse kernel density estimates based on optimizing model generalization capability or test performance. We also want the kernel density construction process to be automatic without the need for the user to specify some additional termination criterion. The usual training MSE cannot achieve these objectives, but the delete-one cross validation with its associated LOO test score [17] - [20] provides the capability to achieve this aim, without resorting to use a separate validation data set. Secondly, the level of sparsity and computational efficiency are also critical to the kernel density construction process. The computational efficiency of using the delete-one cross validation is ensured by using the orthogonal least squares algorithm [21] , [22] , as is first shown in [20] , and multiple-regularizers or local regularization is known to be capable of providing very sparse solutions [8] , [14] - [16] . Our previous work on sparse regression modeling [16] has shown that the OFR based on the LOO test score and local regularization offers considerable advantages in realizing these two critical objectives of sparse modeling over several other state-of-art methods. The current investigation shows that the proposed SDC method inherits these crucial advantages. Compared with the SVM method, our SDC algorithm is simpler to implement and has no critical algorithm parameter that needs to be specified by the user. Several examples are used to illustrate the ability of this new SDC algorithm to construct efficiently a sparse density estimate with comparable accuracy to that of the Parzen window estimate. Some examples that have been used in the existing literature to investigate the SVM method are specifically chosen in order to compare the performance of our SDC algorithm with the SVM density estimation method. Our experimental results demonstrate that the SDC algorithm offers a viable alternative to the SVM method for constructing sparse and accurate kernel density estimates.
II. KERNEL DENSITY ESTIMATION AS REGRESSION
Consider the finite sample set drawn from a density , where the data samples are assumed to be independently identically distributed. The task is to estimate the unknown density using the kernel density estimate of the form (1) with the constraints (2) and (3) In this study, the kernel function is assumed to be the Gaussian function of the form (4) where is a common kernel width. The well-known Parzen window estimate [5] is obtained by setting for all . Our aim is to seek a spare representation for , i.e., with most of being zero and yet maintaining a comparable test performance or generalization capability to that of the full sample Parzen window estimate having an optimized value for .
A density is defined as the solution of (5) subject to the constraints (6) and (7) where is the unknown cumulative distribution function corresponding to the density . Given the data set , the empirical distribution function defined by (8) with (9) is known to be a good approximation to the true distribution function [6] , [7] . Thus, the kernel density estimation problem can be posed as the following regression modeling problem [6] , [7] , [10] : (10) subject to the constraints (2) and (3), where the "regressor" is given by (11) with (12) and denotes the modeling error at . Define , and with . Then the regression model (10) for the data point can be expressed as (13) where . Furthermore, the regression model (10) over the training data set can be written together in the matrix form (14) with the following additional notations , with , and . For convenience, we will denote the regression matrix with . should not be confused with (the former is the th column of , and the latter the th row of ). Let an orthogonal decomposition of the regression matrix be (15) where
and (17) with columns satisfying , if . The regression model (14) can alternatively be expressed as (18) where the weight vector associated with the orthogonal space satisfies the triangular system . The space spanned by the original model bases , is identical to the space spanned by the orthogonal model bases , and the model is equivalently expressed by (19) where is the th row of . In general, the "regression" matrix in (14) may be ill-conditioned or even noninvertible, particularly for a large data set. This can cause numerical problems for some density construction algorithms, but not the proposed SDC algorithm. This is because the OFR automatically avoids any ill-conditioning problems and selects a subset matrix of that is well-conditioned.
III. SPARSE DENSITY CONSTRUCTION
In the OFR algorithm based on the LOO test score and local regularization [16] , the weight parameter vector is the regularized least squares solution obtained by minimizing the following regularized error criterion: (20) where is the regularization parameter vector, which is optimized based on the evidence procedure [23] with the iterative updating formulas [15] , [16] (21) where (22) Usually a few iterations (typically less than ten) are sufficient to find a local optimal . The criterion (20) has its root in the Bayesian learning framework. For the completeness, this Bayesian interpretation of together with the derivation of the updating formulas (21) and (22) are summarized in Appendix A.
An OFR procedure is used to construct a sparse density estimate by incrementally minimizing the LOO test score. Assume that an -term model is selected from the full model (18) . Then the LOO test error [17] - [20] , denoted as , for the selected -term model can be shown to be [16] , [20] ( 23) where is the -term modeling error and is the associated LOO error weighting given by (24) The mean square LOO error for the model with a size is defined by (25) This LOO test score can be computed efficiently due to the fact that the -term model error and the associated LOO error weighting can be calculated recursively according to (26) and (27) respectively. For the benefits of those readers who are unfamiliar with the LOO statistics, the idea of delete-1 cross validation and the computation of the LOO test error are explained in Appendix B.
The subset model selection procedure can be carried as follows: at the th stage of the selection procedure, a model term is selected among the remaining to candidates if the resulting -term model produces the smallest LOO test score . It has been shown in [20] that the LOO statistic is convex with respect to the model size . That is, there exists an "optimal" model size such that for decreases as increases while for increases as increases. This property is extremely useful, as it enables the selection procedure to be automatically terminated with an -term model when , without the need for the user to specify a separate termination criterion. The iterative SDC procedure based on this OFR with LOO test score and local regularization can now be summarized as follows.
Initialization: Set , to the same small positive value (e.g., 0.001). Set iteration index .
Step 1) Given the current and with the following initial conditions:
use the procedure described in Appendix C to select a subset model with terms. Step 2) Update using (21) and (22) with . If remains sufficiently unchanged in two successive iterations or a preset maximum iteration number (e.g., 10) is reached, stop; otherwise set and go to Step 1. The computational complexity of the above algorithm is dominated by the 1st iteration. After the first iteration, the model set contains only terms, and the complexity of the subsequent iteration decreases dramatically. As a probability density, the constraint (2) must be met. In [10] , the nonnegative condition (2) is guaranteed by using backward elimination. Let be the subset matrix of , corresponding to the -term model, and and the associated orthogonal and original weight vectors, respectively, linked by . If adding the th term causes some of the elements in to become negative, the associated previously selected model terms are removed. This strategy requires to carry out re-orthogonalization and in particular re-calculation of the LOO test score, which are computationally expensive. We adopt a much simple method to guarantee the nonnegative condition (2). In the th stage, a candidate that causes to have negative elements, if included, will not be considered at all. The unit length condition (3) can easily be met by normalizing the final -term model weights with (29) IV. NUMERICAL EXAMPLES Four examples were used in simulation to test the proposed SDC algorithm and to compare its performance with the Parzen window estimate. Comparison with SVM kernel density estimation was also given by quoting the results of [7] . In order to remove the influence of different values to the quality of the resulting density estimate, the optimal value for , found empirically by cross validation, was used. That is, the value of used was determined by testing performance. For the first three examples, in each case, a data set of randomly drawn samples was used to construct kernel density estimates, and a separate The experiment was repeated by 100 different random runs for each example. The fourth example was a two-class two-dimensional (2-D) classification problem taken from [24] . Example 1: This was a one-dimensional (1-D) example, and the density to be estimated was given by (31)
The number of data points for density estimation was . The optimal kernel widths were found to be and empirically with cross validation for the Parzen window estimate and the SDC estimate, respectively. Table I compares the performance of the two kernel density construction methods, in terms of the test error and the number of kernels required. Fig. 1(a) depicts the Parzen window estimated obtained in a run while Fig. 1(b) shows the density obtained by the SDC algorithm in a run, in comparison with the true distribution. For this 1-D example, it can be seen that the accuracy of the proposed SDC algorithm was comparable to that of the Parzen window estimate, and the algorithm realized very sparse estimates with an average kernel number less than 5% of the data samples.
This example was considered in [7] , where a SVM Gaussian kernel density estimate of five terms was identified from a single set of 100 training data with an test error of over a test set of 10 000 samples. It can be seen that the result obtained by the SDC method compares favorably with that of SVM method.
Example 2: The density to be estimated for this 2-D example was defined by (32) Fig. 2 shows this density distribution and its contour plot. The estimation data set contained samples, and the empirically found optimal kernel widths were for the Parzen window estimate and for the SDC estimate, respectively. Table II lists the test errors and the numbers of kernels required for the two density estimation methods. A typical Parzen window estimate and a typical SDC estimate are depicted in Figs. 3 and 4 , respectively. Again, for this example, the two density construction methods had comparable accuracies, but the SDC algorithm achieved very sparse estimates with an average number of required kernels less than 3% of the data samples. This example was also taken from [7] , where a SVM Gaussian kernel density estimate of seven terms was identified from a single set of only 60 training data with an test error of over a test set of 10 000 samples. For a comparison, we also performed the experiments over 100 random runs, each with 60 training data points, and the results are listed in Table III . Again, the accuracy of the SDC algorithm is comparable to that of the Parzen window estimate. Obviously, with such a short training data length, the standard deviation of estimate was large. Inspecting the results of the SDC algorithm, it was found that 25% of runs yielded kernel density estimates of less than seven terms with test errors smaller than . This again demonstrates that the SDC method compares favorably with SVM method. Example 3: In this six-dimensional (6-D) example, the underlying density to be estimated was given by (33) 
The estimation data set contained samples. The optimal kernel width was found to be for the Parzen window estimate and for the SDC estimate, respectively, via cross validation using the test data set. The results obtained by the two density construction algorithms are summarized in Table IV . It can be seen that the SDC algorithm achieved a similar accuracy to that of the Parzen window estimate with a much sparser representation. The average number of required kernels for the SDC method was less than 3% of the data samples.
Example 4: The data was obtained from http://www.stats. ox.ac.uk/PRNN/. This was the synthetic data set taken from [24] , which was a two-class classification problem in a 2-D feature space. The training set contained 250 samples with 125 points for each class, and the test set had 1000 points with 500 samples for each class. Tipping [8] reported that the optimal Bayes error rate for this example is around 8%, who also constructed a SVM Gaussian kernel classifier of 38 kernel functions with a test error rate of 10.6% and a relevance vector machine Gaussian kernel classifier of four kernel functions with a test error rate of 9.3%. We first estimated the two conditional density functions and from the training data, and then applied the Bayes decision rule if belongs to class 0 belongs to class 1
to the test data set and calculated the corresponding error rate. Table V lists the results obtained by the two kernel density construction methods, the Parzen window estimate and the SDC algorithm, where the value of was determined by minimizing the test error rate. It can be seen that the SDC method yielded very sparse conditional density estimates and the resulting test error was very close to the optimal Bayes classification perfor- mance. This clearly demonstrated the accuracy of the density estimates. This result compares favorably with the results of the state-of-art kernel classifiers reported in [8] . Fig. 5 (a) and (b) depict the decision boundaries of the classifier (37) for the Parzen window and SDC methods, respectively.
V. CONCLUSION
An efficient construction algorithm has been presented for obtaining kernel density estimates based on an orthogonal forward regression procedure that incrementally minimizes the leave-one-out test score, coupled with local regularization to further enforce the sparseness of density estimate representations. The proposed method is simple to implement and computationally efficient, and except for the kernel width the algorithm contains no other free parameters that require tuning. The ability of the proposed algorithm to construct a very sparse kernel density estimate with a comparable accuracy to that of the full sample Parzen window estimate has been demonstrated using several examples. The results obtained have shown that the proposed method provides a viable alternative to the state-of-art support vector machine method for sparse kernel density estimation in practical applications.
APPENDIX A According to the Bayesian learning theory (e.g., [8] and [23] ), the optimal is obtained by maximizing the posterior probability of , which is given by (38) where is the prior with denoting the vector of hyperparameters and a noise parameter (the inverse of the variance of ), is the likelihood, and is the evidence that does not depend on explicitly. Under the assumption that is white and has a Gaussian distribution, the likelihood is expressed as The hyperparameters specify the prior distributions of . Since initially one does not know the optimal value of should be initialized to the same small value, and this corresponds to choose a same flat distribution for each prior of in (40). The beauty of Bayesian learning is "let data speak"-it learns not only the model parameters but also the related hyperparameters . This can be done for example by iteratively optimizing and using an evidence procedure [23] , [8] . Following MacKay [23] , it can be shown that the log model evidence for and is approximated as log log log log (43) where is set to the maximum a posterior probability solution, and the "Hessian" matrix is diagonal and is given by Consider the model selection problem where a set of models have been identified using the training data set . Denote these models, identified using all the data points of , as and the corresponding modeling errors as (50) with index . A commonly used cross validation for model selection is the delete-1 cross validation. The idea is as follows. For every model, each data point in the training set is sequentially set aside in turn, a model is estimated using the remaining data points, and the prediction error is derived using only the data point that was removed from training. Specifically, let be the resulting data set by removing the th data point from , and denote the th model estimated using as and the related predicted model residual at as (51)
The mean square LOO test error [17] , [18] for the th model is obtained by averaging all these prediction errors (52)
The mean-square LOO test error is a measure of the model generalization capability. To select the best model from the candidate models , the same modeling procedure is applied to each of the predictors, and the model with the minimum LOO test error is selected.
For linear-in-the-weights models, the LOO test errors can be generated, without actually sequentially splitting the training data set and repeatedly estimating the associated models, by using the Sherman-Morrison-Woodbury theorem [17] . Moreover, within the OFR model selection procedure, the LOO test errors for the -term model can be computed very efficiently. It can readily be shown in [16] and [20] that the computation of the LOO error for the -term model is based on the previously selected -term model and the currently selected th model term via the efficient recursion formulas (26) and (27).
APPENDIX C
The modified Gram-Schmidt orthogonalization procedure [21] calculates the matrix row by row and orthogonalizes as follows: at the th stage make the columns , orthogonal to the th column and repeat the operation for . Specifically, denoting , then for This orthogonalization scheme can be used to derive a simple and efficient algorithm for selecting subset models in a forwardregression manner [21] . First define (55) If some of the columns in have been interchanged, this will still be referred to as for notational convenience. Let denote the subset matrix of , corresponding to the -term model, and and the associated orthogonal and original weight vectors, respectively, satisfying . Let a very small positive number be given, which specifies the zero threshold and is used to automatically avoiding any ill-conditioning or singular problem. With the initial conditions as specified in (28), the th stage of the selection procedure is given as follows.
Step Step 2) Find
Then the th column of is interchanged with the th column of , the th column of is interchanged with the th column of up to the th row, and the th element of is interchanged with the th element of . This effectively selects the th candidate as the th regressor in the subset model.
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