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EXPLICIT COMPUTATIONS OF ZARISKI DECOMPOSITIONS ON P1Z
ATSUSHI MORIWAKI
INTRODUCTION
Let P1Z = Proj(Z[x, y]), C0 = {x = 0}, C∞ = {y = 0} and z = x/y. For a, b ∈ R>0,
we define aC0-Green function ga,b of (PSH∩C∞)-type on P1(C) and an arithmetic divisor
Da,b of (PSH∩C∞)-type on P1Z to be
ga,b := − log |z|2 + log(a|z|2 + b) and Da,b := (C0, ga,b).
In this note, we will observe several properties ofDa,b and give the exact form of the Zariski
decomposition of Da,b. The following results indicate us that Da,b has richer structure than
what we expected.
Theorem A. Let ϕa,b : [0, 1] → R be a function given by
ϕa,b(x) := (1− x) log a+ x log b− x log x− (1− x) log(1− x) (0 ≤ x ≤ 1),
and let Θa,b := {x ∈ [0, 1] | ϕa,b(x) ≥ 0}. Then the following properties hold for Da,b:
(1) Da,b is ample if and only if a > 1 and b > 1.
(2) Da,b is nef if and only if a ≥ 1 and b ≥ 1.
(3) Da,b is big if and only if a+ b > 1.
(4) Da,b is pseudo-effective if and only if a+ b ≥ 1.
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FIGURE 1. Geography of Da,b
(5) Hˆ0(P1Z, nDa,b) 6= {0} if and only if nΘa,b∩Z 6= ∅. As consequences, we have the
following:
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(5.1) We assume that a+ b = 1. For a positive integer n,
Hˆ0(P1Z, nDa,b) =
{
{0,±z−nb} if nb ∈ Z,
{0} if nb 6∈ Z.
In particular, if b 6∈ Q, then Hˆ0(P1Z, nDa,b) = {0} for all n ≥ 1.
(5.2) For any positive integer n, there exist a, b ∈ R>0 such that Da,b is big and
Hˆ0(P1Z, lDa,b) = {0}
for all l with 1 ≤ l ≤ n.
(6)
〈
Hˆ0(P1Z, nDa,b)
〉
Z
=
⊕
i∈nΘa,b∩Z
Zz−i if nΘa,b ∩ Z 6= ∅.
(7) (Integral formula) v̂ol(Da,b) =
∫
Θa,b
ϕa,b(x)dx.
(8) (Zariski decomposition) The Zariski decomposition exists if and only if a+b ≥ 1.
Moreover, the positive part of Da,b is given by (θa,bC0 − ϑa,bC∞, pa,b), where
ϑa,b = inf Θa,b, θa,b = supΘa,b and
pa,b(z) =

−θa,b log |z|2 if |z| ≤
√
b(1−θa,b)
aθa,b
,
− log |z|2 + log(a|z|2 + b) if
√
b(1−θa,b)
aθa,b
< |z| <
√
b(1−ϑa,b)
aϑa,b
,
−ϑa,b log |z|2 if |z| ≥
√
b(1−ϑa,b)
aϑa,b
.
In particular, if a+ b = 1, then the positive part is b(̂z).
I would like to express my thanks to Prof. Yuan. The studies of this note started from
his question. I also thank Dr. Uchida. Without his calculation of the limit of a sequence, I
could not find the positive part of Da,b.
1. FUNDAMENTAL PROPERTIES OF THE CHARACTERISTIC FUNCTION
Let P1Z = Proj(Z[x, y]), C0 = {x = 0}, C∞ = {y = 0} and z = x/y. Let us fix
positive real numbers a and b. We set
ga,b = − log |z|2 + log(a|z|2 + b) and Φa,b = ddc(log(a|z|2 + b))
on P1(C). It is easy to see that ga,b is a C0-Green function of (PSH∩C∞)-type and
Φa,b =
ab
2π
√−1(a|z|2 + b)2 dz ∧ dz¯.
Note that H0(P1Z, nC0) =
⊕
0≤i≤n Zz
−i
. According as [1], | · |nga,b , ‖·‖nga,b and 〈·, ·〉nga,b
are defined by
|φ|nga,b := |φ| exp(−nga,b/2), ‖φ‖nga,b := sup{|φ|nga,b(x) | x ∈ P1(C)},
and
〈φ,ψ〉nga,b :=
∫
P1(C)
φψ¯ exp(−nga,b)Φa,b,
where φ,ψ ∈ H0(P1(C), nC0). Moreover, we define a function ϕa,b : [0, 1] → R to be
ϕa,b(x) = (1− x) log a+ x log b− x log x− (1− x) log(1− x) (0 ≤ x ≤ 1),
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which is called the characteristic function of ga,b. The function ϕa,b play a key role in this
note. Here note that
ϕa,b(0) = log a,
ϕa,b(1) = log b,
max{ϕa,b(x) | x ∈ [0, 1]} = ϕa,b(b/(a + b)) = log(a+ b).
Moreover, ϕa,b is strictly increasing on [0, b/(a + b)] and ϕa,b is strictly decreasing on
[b/(a + b), 1]. Notably the function ϕ1,1 is very similar to the binary entropy function
H(x) = −x log2 x− (1− x) log2(1− x).
Proposition 1.1. For i, j, n ∈ Z with 0 ≤ i, j ≤ n, we have the following:
(1) ‖z−i‖2nga,b = exp(−nϕa,b(i/n)).
(2)
〈z−i, z−j〉nga,b =

0 if i 6= j,
1
(n+ 1)
(n
i
)
an−ibi
if i = j.
Proof. (1) By the definition of |z−i|nga,b , we can see
log |z−i|2nga,b = (n− i) log |z|2 − n log(a|z|2 + b).
If we set f(x) = (n− i) log x− n log(ax+ b) for x ≥ 0 (f(0) might be −∞), then
max{f(x) | x ≥ 0} = f
(
(n− i)b
ia
)
= −nϕa,b(i/n).
Thus (1) follows.
(2) First of all,
〈z−i, z−j〉nga,b =
ab
2π
√−1
∫
P1
zn−iz¯n−j
(a|z|2 + b)n+2 dz ∧ dz¯.
If we set z = r1/2 exp(
√−1t), then the above integral is equal to
ab
2π
∫ ∞
0
rn−(i+j)/2
(ar + b)n+2
(∫ 2pi
0
exp((j − i)√−1t)dt
)
dr,
and hence
〈z−i, z−j〉nga,b =

0 if i 6= j,
ab
∫ ∞
0
r(n−i)
(ar + b)n+2
dr if i = j.
For k, l ∈ Z with 0 ≤ k ≤ l, we denote
ab
∫ ∞
0
r(l−k)
(ar + b)l+2
dr
by I(k, l). It is easy to see that
I(l, l) =
1
(l + 1)bl
and I(k, l) = l − k
a(l + 1)
I(k, l − 1) (0 ≤ k < l).
Thus the proposition follows. 
Next we observe the following lemma:
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Lemma 1.2. Let {nl}∞l=1 and {cl}∞l=1 be sequences of integers satisfying the following
properties:
(a) 0 < n1 < n2 < · · · < nl < nl+1 < · · · .
(b) 0 ≤ cl ≤ nl for all l ≥ 1.
(c) γ = liml→∞ cl/nl exists.
Let {dl} be a sequence of positive real numbers such that liml→∞ log(dl)/(nl + 1) = 0.
Then we have the following:
(1) If
(
nl
cl
)
anl−clbcl ≥ dl for all l ≥ 1, then ϕa,b(γ) ≥ 0.
(2) If
(
nl
cl
)
anl−clbcl ≤ dl for all l ≥ 1, then ϕa,b(γ) ≤ 0.
Proof. First of all, let us see the following claim:
Claim 1.2.1. For 0 ≤ i ≤ n,∫ (i+1)/(n+1)
1/(n+1)
log
(
1
t
− 1
)
dt ≤ 1
n+ 1
log
(
n
i
)
≤
∫ i/(n+1)
0
log
(
1
t
− 1
)
dt.
Proof. Indeed, if i = 0, then the assertion is obvious. If i ≥ 1, then
1
n+ 1
log
(
n
i
)
=
1
n+ 1
i∑
k=1
log
(
1
k
n+1
− 1
)
.
In addition, since log(1/x− 1) is strictly decreasing,∫ (k+1)/(n+1)
k/(n+1)
log
(
1
t
− 1
)
dt ≤ 1
n+ 1
log
(
1
k
n+1
− 1
)
≤
∫ k/(n+1)
(k−1)/(n+1)
log
(
1
t
− 1
)
dt.
Therefore the claim follows. 
Note that
ϕa,b(x) = (1− x) log a+ x log b+
∫ x
0
log
(
1
t
− 1
)
dt.
Thus the above estimate implies that
(1.2.2) ϕa,b((i+ 1)/(n + 1)) − ϕ1,1(1/(n + 1))− 1
n+ 1
log b
≤ 1
n+ 1
log
((
n
i
)
an−ibi
)
≤ ϕa,b(i/(n + 1))− 1
n+ 1
log a,
and hence the lemma follows. 
Let Da,b be an arithmetic divisor of (PSH∩C∞)-type on P1Z given by
Da,b = (C0, ga,b) = (C0,− log |z|2 + log(a|z|2 + b)).
Moreover, we set
Θa,b = {x ∈ [0, 1] | ϕa,b(x) ≥ 0}.
Note that if Θa,b 6= ∅, then
Θa,b = {x ∈ [0, 1] | inf Θa,b ≤ x ≤ supΘa,b}.
Finally we consider the following proposition:
Proposition 1.3. Let us fix a positive integer n. Then we have the following:
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(1) Hˆ0(P1Z, nDa,b) 6= {0} if and only if nΘa,b ∩ Z 6= ∅.
(2) If nΘa,b ∩ Z 6= ∅, then 〈Hˆ0(P1Z, nDa,b)〉Z =
⊕
i∈nΘa,b∩Z Zz
−i
.
Proof. Let us begin with the following claim:
Claim 1.3.1. If φ ∈ Hˆ0(P1Z, nDa,b)\{0}, then nΘa,b∩Z 6= ∅ and φ ∈
⊕
i∈nΘa,b∩Z Zz
−i
.
Proof. We set φ = ∑ni=0 ciz−i, where c0, . . . , cn ∈ Z. Let k1 = min{i | ci 6= 0} and
k2 = max{i | ci 6= 0}. Then φ =
∑
k1≤i≤k2 ciz
−i
. Note that φl ∈ Hˆ0(P1Z, lnDa,b), so
that 〈φl, φl〉lnga,b ≤ 1. Moreover,
φl = (ck1)
lz−k1l + (ck2)
lz−k2l +
∑
k1l<j<k2l
cl,jz
−j
and
〈φl, φl〉lnga,b =
(ck1)
2l
(nl + 1)
( nl
k1l
)
anl−k1lbk1l
+
(ck2)
2l
(nl + 1)
( nl
k2l
)
anl−k2lbk2l
+
∑
k1l<j<k2l
(cl,j)
2
(nl + 1)
(nl
j
)
anl−jbj
by Proposition 1.1. Therefore,
(nl + 1)
(
nl
k1l
)
anl−k1lbk1l ≥ 1 and (nl + 1)
(
nl
k2l
)
anl−k2lbk2l ≥ 1
for all l ≥ 1, and hence ϕa,b(k1/n) ≥ 0 and ϕa,b(k2/n) ≥ 0 by Lemma 1.2. Therefore,
k1, k2 ∈ nΘa,b ∩ Z, which yields {i ∈ Z | k1 ≤ i ≤ k2} ⊆ nΘa,b ∩ Z, as required. 
Note that ‖z−i‖ng = exp(−nϕa,b(i/n)) by Proposition 1.1. Thus (1) and (2) follow
from the above claim. 
2. INTEGRAL FORMULA AND GEOGRAPHY OF Da,b
Let X be a d-dimensional generically smooth, normal and projective arithmetic variety.
Let D = (D, g) be an arithmetic R-divisor of C0-type on X. Let Φ be an F∞-invariant
volume form on X(C) with
∫
X(C)
Φ = 1. For φ,ψ ∈ H0(X,D), 〈φ,ψ〉g and ‖φ‖g,L2 are
given by
〈φ,ψ〉g :=
∫
X(C)
φψ¯ exp(−g)Φ and ‖φ‖g,L2 :=
√
〈φ, φ〉g .
We set
Hˆ0L2(X,D) := {φ ∈ H0(X,D) | ‖φ‖g,L2 ≤ 1}.
Let us begin with the following lemma:
Lemma 2.1. v̂ol(D) = lim
n→∞
log #Hˆ0L2(X,nD)
nd/d!
.
Proof. Since Hˆ0(X,nD) ⊆ Hˆ0L2(X,nD), we have
v̂ol(D) ≤ lim inf
n→∞
log #Hˆ0L2(X,nD)
nd/d!
.
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On the other hand, by using Gromov’s inequality (cf. [1, Proposition 3.1.1]), there is a
constant C such that ‖ · ‖sup ≤ Cnd−1‖ · ‖L2 on H0(X,nD). Thus, for any positive
number ǫ, ‖ · ‖sup ≤ exp(nǫ/2)‖ · ‖L2 holds for n≫ 1. This implies that
Hˆ0L2(X,nD) ⊆ Hˆ0(X,n(D + (0, ǫ)))
for n≫ 1, which yields
lim sup
n→∞
log #Hˆ0L2(X,nD)
nd/d!
≤ v̂ol(D + (0, ǫ)).
Therefore, by virtue of the continuity of v̂ol, we have
lim sup
n→∞
log#Hˆ0L2(X,nD)
nd/d!
≤ v̂ol(D),
and hence the lemma follows. 
From now on, we use the same notation as in Section 1. The purpose of this section is
to prove the following theorem:
Theorem 2.2. (1) (Integral formula)
v̂ol(Da,b) =
∫
Θa,b
ϕa,b(x)dx.
(2) Da,b is ample if and only if a > 1 and b > 1.
(3) Da,b is nef if and only if a ≥ 1 and b ≥ 1.
(4) Da,b is big if and only if a+ b > 1.
(5) Da,b is pseudo-effective if and only if a+ b ≥ 1.
(6) If a+ b = 1, then
Hˆ0(P1Z, nDa,b) =
{
{0,±z−nb} if nb ∈ Z,
{0} if nb 6∈ Z.
Proof. First let us see the essential case of (1):
Claim 2.2.1. If a+ b > 1, then v̂ol(Da,b) =
∫
Θa,b
ϕa,b(x)dx
Proof. In this case, since vol(Θa,b) > 0, we can find a positive integer n0 such that nΘa,b∩
Z 6= ∅ for all n ≥ n0. Let ϑn and θn be min(nΘa,b∩Z) and max(nΘa,b∩Z) respectively.
Then, by Proposition 1.3,
Hˆ0(P1Z, nDa,b) ⊆
φ ∈
θn⊕
i=ϑn
Zz−i
∣∣∣∣∣∣ 〈φ, φ〉nga,b ≤ 1
 ⊆ Hˆ0L2(P1Z, nDa,b),
which yields
v̂ol(Da,b) = lim
n→∞
2 log#
{
φ ∈⊕θni=ϑn Zz−i ∣∣∣ 〈φ, φ〉nga,b ≤ 1}
(n+ 1)2
by Lemma 2.1. We set
Kn =
(xϑn , . . . , xθn) ∈ Rθn−ϑn+1
∣∣∣∣∣∣
θn∑
i=ϑn
x2i
(n+ 1)
(n
i
)
an−ibi
≤ 1
 .
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Then, by Proposition 1.1,
#
φ ∈
θn⊕
i=ϑn
Zz−i
∣∣∣∣∣∣ 〈φ, φ〉nga,b ≤ 1
 = #(Kn ∩ Zθn−ϑn+1).
By Minkowski’s theorem,
log #(Kn ∩ Zθn−ϑn+1) ≥ log(vol(Kn))− (θn − ϑn + 1) log(2).
Note that
log(vol(Kn)) =
θn∑
i=ϑn
log
(√
(n+ 1)
(
n
i
)
an−ibi
)
+ log Vθn−ϑn+1,
where Vr = vol({(x1, . . . , xr) ∈ Rr | x21 + · · ·+ x2r ≤ 1}). Thus
log#(Kn ∩ Zθn−ϑn+1)
≥
θn∑
i=ϑn
log
(√
(n+ 1)
(
n
i
)
an−ibi
)
+ log Vθn−ϑn+1 − (θn − ϑn + 1) log(2).
On the other hand, since
Kn ⊆
∏
ϑn≤i≤θn
[
−
√
(n+ 1)
(
n
i
)
an−ibi,
√
(n+ 1)
(
n
i
)
an−ibi
]
,
we have
log#(Kn ∩ Zθn−ϑn+1) ≤
θn∑
i=ϑn
log
(
2
√
(n + 1)
(
n
i
)
an−ibi + 1
)
.
Moreover, by Proposition 1.1, for ϑa,b ≤ i ≤ θa,b,
(n+ 1)
(
n
i
)
an−ibi =
1
〈z−i, z−i〉nga,b
≥ exp(nϕa,b(i/n)) ≥ 1.
Thus
log#(Kn ∩ Zθn−ϑn+1) ≤
θn∑
i=ϑn
log
(√
(n+ 1)
(
n
i
)
an−ibi
)
+ (θn − ϑn + 1) log(3)
because 2t+ 1 ≤ 3t for t ≥ 1. Therefore, it is sufficient to show that
lim
n→∞
1
(n+ 1)2
θn∑
i=ϑn
log
((
n
i
)
an−ibi
)
=
∫
Θa,b
ϕa,b(x)dx
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because limn→∞ log(Vθn−ϑn+1)/n2 = 0. By the estimate (1.2.2), we have
lim
n→∞
1
n+ 1
θn∑
i=ϑn
ϕa,b
(
i+ 1
n+ 1
)
≤ lim
n→∞
1
(n+ 1)2
θn∑
i=ϑn
log
((
n
i
)
an−ibi
)
≤ lim
n→∞
1
n+ 1
θn∑
i=ϑn
ϕa,b
(
i
n+ 1
)
.
Thus the claim follows because limn→∞ ϑn/n = inf Θa,b and limn→∞ θn/n = supΘa,b.

Next let us see the following claim:
Claim 2.2.2. If s, t ∈ R>0 and α, β ∈ R with α+ β 6= 0, then
αDta,tb + βDsa,sb = (α+ β)D
(tαsβ)
1
α+β a, (tαsβ)
1
α+β b
.
Proof. This is a straightforward calculation. 
(2) and (3): First of all, note that d̂eg(Da,b
∣∣
C0
) = log(b) and d̂eg(Da,b
∣∣
C∞
) = log(a).
Moreover, log(a + bx) ≥ log(a) for all x ∈ R≥0. Thus Da,b is nef if and only if a ≥ 1
and b ≥ 1. Further, d̂eg(D2a,b) = (log(ab) + 1)/2. Therefore, by the arithmetic Nakai-
Moishezon’s criterion, Da,b is ample if and only if a > 1 and b > 1.
(6): In this case, Θa,b = {b}. Moreover, if nb ∈ Z, then
‖z−nb‖2nga,b = exp(−nϕa,b(b)) = 1
by Proposition 1.1. Thus the assertion follows from Proposition 1.3.
(4) and (5): By using (6), in order to see (4) and (5), it is sufficient to show the follow-
ing:
(i) Da,b is big if a+ b > 1.
(ii) Da,b is pseudo-effective if a+ b ≥ 1.
(iii) Da,b is not pseudo-effective if a+ b < 1.
(i) It follows from Claim 2.2.1 because vol(Θa,b) > 0.
(ii) We choose a real number t such that t > 1 and Dta,tb is ample. By Claim 2.2.2,
Da,b + ǫDta,tb = (1 + ǫ)Dt
ǫ
1+ǫ a,t
ǫ
1+ǫ b
.
For any ǫ > 0, since t
ǫ
1+ǫ (a+ b) > 1, (1 + ǫ)D
t
ǫ
1+ǫ a,t
ǫ
1+ǫ b
is big by (i), which shows that
Da,b is pseudo-effective.
(iii) Let us choose a positive real number t such that Dta,tb is ample. We also choose a
positive number ǫ such that if we set a′ = at
ǫ
1+ǫ and b′ = bt
ǫ
1+ǫ , then a′ + b′ < 1. We
assume that Da,b is pseudo-effective. Then
Da,b + ǫDta,tb = (1 + ǫ)Da′,b′
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is big by [1, Proposition 6.3.2], which means that Da′,b′ is big. On the other hand, as a′ +
b′ < 1, we have Θa′,b′ = ∅. Thus Hˆ0(P1Z, nDa′,b′) = {0} for all n ≥ 1 by Proposition 1.3.
This is a contradiction.
Finally let us see (1). By Claim 2.2.1, we may assume that a+ b ≤ 1. In this case, Da,b
is not big by (4) and Θa,b is either ∅ or {b}. Thus the assertion follows. 
Remark 2.3. By a straightforward calculation, we can see
d̂eg(D
2
a,b) =
∫
[0,1]
ϕa,b(x)dx = (log(ab) + 1)/2.
In particular, d̂eg(D2a,b) = v̂ol(Da,b) if and only if Da,b is nef.
Finally let us consider the following proposition:
Proposition 2.4. For any positive integer n, there exist rational numbers a and b such that
0 < a < 1, 0 < b < 1, a+ b > 1 and that Hˆ0(P1Z, lDa,b) = {0} for l = 1, . . . , n.
Proof. Let us choose rational numbers a′ and b′ such that 0 < a′ < 1, 0 < b′ < 1/n and
a′ + b′ = 1. Since ϕa′,b′(1/n) < 0, we can find a rational number λ such that λ > 1,
λa′ < 1, λb′ < 1 and ϕa′,b′(1/n) + log(λ) < 0. Here we set a = λa′ and b = λb′. Then
we have
Θa,b ⊆ {x ∈ R | 0 < x < 1/n}
because 
ϕa,b(0) = log(a) < 0,
ϕa,b(1/n) = ϕa′,b′(1/n) + log(λ) < 0,
b/(a+ b) = b′ < 1/n.
We assume that Hˆ0(P1Z, lDa,b) 6= {0} for some l with 1 ≤ l ≤ n. Then, by Proposition 1.3,
there is an integer k such that 0 ≤ k ≤ l and ϕa,b(k/l) ≥ 0. Thus k/l ∈ Θa,b, that is,
0 < k/l < 1/n, which is a contradiction. 
3. ZARISKI DECOMPOSITION OF Da,b
We use the same notation as in Section 1. In this section, let us consider the Zariski
decomposition of Da,b.
Theorem 3.1. The Zariski decomposition exists if and only if a + b ≥ 1. Moreover, if we
set ϑa,b = inf Θa,b, θa,b = supΘa,b, Pa,b = θa,bC0 − ϑa,bC∞ and
pa,b(z) =

−θa,b log |z|2 if |z| ≤
√
b(1−θa,b)
aθa,b
,
− log |z|2 + log(a|z|2 + b) if
√
b(1−θa,b)
aθa,b
< |z| <
√
b(1−ϑa,b)
aϑa,b
,
−ϑa,b log |z|2 if |z| ≥
√
b(1−ϑa,b)
aϑa,b
,
then the positive part of Da,b is P a,b = (Pa,b, pa,b).
Proof. First we consider the case where Da,b is big, that is, a+ b > 1 by Theorem 2.2. In
this case, 0 ≤ ϑa,b < θa,b ≤ 1. The existence of the Zariski decomposition follows from
[1, Theorem 9.2.1]. Here we consider functions
r1 :
{
z ∈ C | |z| <
√
b(1− ϑa,b)
aϑa,b
}
→ R
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and
r2 :
{
z ∈ P1(C) | |z| >
√
b(1− θa,b)
aθa,b
}
→ R
given by
r1(z) =
0 if |z| <
√
b(1−θa,b)
aθa,b
,
−(1− θa,b) log |z|2 + log(a|z|2 + b) if
√
b(1−θa,b)
aθa,b
≤ |z| <
√
b(1−ϑa,b)
aϑa,b
.
and
r2(z) =
−(1− ϑa,b) log |z|
2 + log(a|z|2 + b) if
√
b(1−θa,b)
aθa,b
< |z| ≤
√
b(1−ϑa,b)
aϑa,b
,
0 if |z| >
√
b(1−ϑa,b)
aϑa,b
.
In order to see that pa,b is a Pa,b-Green function of (PSH∩C0)-type on P1(C), it is suffi-
cient to check that r1 and r2 are continuous and subharmonic on each area. Let us see that
r1 is continuous and subharmonic. If θa,b = 1, then the assertion is obvious, so that we
may assume that θa,b < 1. First of all, note that r1(z) = 0 if |z| =
√
b(1−θa,b)
aθa,b
, and hence
r1 is continuous. It is obvious that r1 is subharmonic on{
z ∈ C
∣∣∣∣∣ |z| <
√
b(1− θa,b)
aθa,b
}
∪
{
z ∈ C
∣∣∣∣∣
√
b(1− θa,b)
aθa,b
< |z| <
√
b(1− ϑa,b)
aϑa,b
}
.
Note that
log(ax+ b)− (1− θa,b) log(x) ≥ 0 (∀x > 0)
and the equality holds if and only if x = b(1−θa,b)aθa,b . Thus r1 ≥ 0. Therefore, if |z| =√
b(1−θa,b)
aθa,b
, then
r1(z) = 0 ≤ 1
2π
∫ 2pi
0
r1(z + ǫe
√−1t)dt
for a small positive real number ǫ, and hence r1 is subharmonic. In a similar way, we can
check that r2 is continuous and subharmonic.
Next let us see that P a,b is nef. As r1(0) = 0 and r2(∞) = 0, we have
d̂eg(P a,b
∣∣
C0
) = d̂eg(P a,b
∣∣
C∞
) = 0.
Note that
P a,b − θa,b(̂z) = ((θa,b − ϑa,b)C∞, pa,b(z) + θa,b log |z|2)
and
pa,b(z) + θa,b log |z|2 =
r1 if |z| ≤
√
b(1−ϑa,b)
aϑa,b
,
(θa,b − ϑa,b) log |z|2 if |z| >
√
b(1−ϑa,b)
aϑa,b
.
Therefore, pa,b(z)+θa,b log |z|2 ≥ 0 on P1(C), which means that P a,b−θa,b(̂z) is effective.
Let C be a 1-dimensional closed integral subscheme of P1Z with C 6= C0, C∞. Then
d̂eg(P a,b
∣∣
C
) = d̂eg(((θa,b − ϑa,b)C∞, pa,b + θa,b log |z|2)
∣∣
C
) ≥ 0.
Let us choose a positive number m such that Hˆ0(P1Z,mDa,b) 6= {0}. By using Propo-
sition 1.3, we have µC0(mDa,b) = m−mθa,b and µC∞(mDa,b) = mϑa,b because
νC0(nmDa,b) = nm− ⌊nmθa,b⌋ and νC∞(nmDa,b) = ⌈nmϑa,b⌉
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(for the definitions of ν and µ, see [1, SubSection 6.5]). Thus the positive part of Da,b
can be written by a form (Pa,b, q), where q is a Pa,b-Green function of (PSH∩C0)-type on
P1(C) (cf. [1, Claim 9.3.5.1 and Proposition 9.3.1]). Note that P a,b is nef and P a,b ≤ Da,b,
so that
pa,b(z) ≤ q(z) ≤ − log |z|2 + log(a|z|2 + b).
We choose a continuous function u such that pa,b + u = q. Then u(z) = 0 on√
b(1− θa,b)
aθa,b
≤ |z| ≤
√
b(1− ϑa,b)
aϑa,b
.
Moreover, since q(z) = −θa,b log |z|2 + u(z) on |z| ≤
√
b(1−θa,b)
aθa,b
, u is subharmonic on
|z| ≤
√
b(1−θa,b)
aθa,b
. On the other hand, u(0) = 0 because
d̂eg((Pa,b, q)|C0) = u(0) = 0.
Therefore, u = 0 on |z| ≤
√
b(1−θa,b)
aθa,b
by the maximal principle. In a similar way, we can
see that u = 0 on |z| ≥
√
b(1−ϑa,b)
aϑa,b
.
Next we consider the case where a+ b = 1. As log is a concave function,
(1− b) log |z|2 ≤ log((1− b)|z|2 + b)
on P1(C). Thus b(̂z) ≤ Da,b, and hence the Zariski decomposition of Da,b exists by [1,
Theorem 9.2.1]. Let P be the positive part of Da,b. Then b(̂z) ≤ P .
Let us consider the converse inequality. Let t be a real number with t > 1. Since P ≤
Da,b ≤ Dta,tb, we have P ≤ P ta,tb because P ta,tb is the positive part of Dta,tb by the pre-
vious observation. Since ϕta,tb = ϕa,b+log(t), we have limt→1 ϑta,tb = limt→1 θta,tb = b.
Therefore, we can see
lim
t→1
P ta,tb = P a,b = b(̂z).
Thus P ≤ b(̂z).
Finally we consider the case where a+b < 1. Then, by Theorem 2.2, Da,b is not pseudo-
effective. Thus the Zariski decomposition does not exist by [1, Proposition 9.3.2]. 
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