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As far back as Aristotle, problems and solutions have been recognised as a core pattern of
thought, and in particular of the scientific method. Therefore, they play a significant role
in the understanding of academic texts from the scientific domain. Capturing knowledge
of such problem-solving utterances would provide a deep insight into text understanding.
In this dissertation, I present the task of problem-solving recognition in scientific text.
To date, work on problem-solving recognition has received both theoretical and compu-
tational treatment. However, theories of problem-solving put forward by applied linguists
lack practical adaptation to the domain of scientific text, and computational analyses have
been narrow in scope.
This dissertation provides a new model of problem-solving. It is an adaptation of Hoey’s
(2001) model, tailored to the scientific domain. As far as modelling problems is concerned,
I divided the text string expressing the statement of a problem into sub-components; this
is one of my main contributions. I have mapped these sub-components to functional roles,
and thus operationalised the model in such a way that it can be annotated by humans
reliably. As far as the problem-solving relationship between problems and solutions is
concerned, my model takes into account the local network of relationships existing between
problems.
In order to validate this new model, a large-scale annotation study was conducted.
The annotation study shows significant agreement amongst the annotators. The model is
automated in two stages using a blend of classical machine learning and state-of-the-art
deep learning methods. The first stage involves the implementation of problem and solution
recognisers which operate at the sentence level. The second stage is more complex in that
it recognises problems and solutions jointly at the token-level, and also establishes whether
there is a problem-solving relationship between each of them. One of the best performers
at this stage was a Neural Relational Topic Model. The results from automation show
that the model is able to recognise problem-solving utterances in text to a high degree of
accuracy.
My work has already shown a positive impact in both industry and academia. One
start-up is currently using the model for representing academic articles, and a Japanese
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Problem-solving is a cognitive activity many of us perform on a daily basis, whether it be
deciding on the best route home, what meal to cook for dinner, or even how to structure
our day. Indeed, it is generally regarded as the most important cognitive activity in
everyday and professional contexts (Jonassen, 2000). It is formally defined in the field of
cognitive psychology as: “cognitive processing directed at achieving a goal for which the
problem solver does not initially know a solution method” (Reisberg and Mayer, 2013).
In other words, when we want to achieve something but there is uncertainty regarding a
solution to use, we must problem-solve.
Figure 1.1: Cyclical problem-solving process (taken from Dewey (1938)).
Naturally, this everyday activity carries over to textual documents. Jordan (1980) showed
that we all share knowledge of the problem-solution process involved in real life, and
so our writings will often reflect this process. In particular, relating problem-solving to
scientific writing is logical given that the nature of the research process can be viewed
as a problem-solving activity (Popper, 1999; Strübing, 2007). For example, in Figure 1.1
an iterative cyclic problem-solving process is shown that represents the varying stages of
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scientific research. An indeterminate situation gives rise to the formulation of a problem,
followed by the formulation of a solution and experimentation to evaluate the solution.
This cycle continues as either the problem needs to be reformulated or the evaluation was
unsuccessful.
Given that scientific writing suitably adheres to the problem-solution process, there are
many descriptions relating to problems and solutions in such texts. Consider the following
extract from a randomly chosen Computational Linguistics article (Benotti and Denis,
2011).
Extract from Benotti and Denis (2011)
1. Virtual human characters constitute a promising contribution to many fields, including
simulation, training and interactive games (Kenny et al., 2007; Jan et al., 2009).
2. The ability to communicate using natural language is important for believable and
effective virtual humans.
3. Such ability has to be good enough to engage the trainee or the gamer in the activity.
4. Nowadays, most conversational systems operate on a dialogue-act level and require
extensive annotation efforts in order to be fit for their task (Rieser and Lemon, 2010).
5. Semantic annotation and rule authoring have long been known as bottlenecks for
developing conversational systems for new domains.
6. In this paper, we present a novel algorithm for generating virtual instructors from
automatically annotated human-human corpora.
In the above extract, the first three sentences provide some general background information
to the reader on the topic of virtual conversational systems. The fourth sentence then
states a problematic situation, namely that in order to train such conversational systems
adequately, a lot of manual annotation effort is required. Sentence five is an elaboration
of this problem, where the expense involved in annotating texts is considered prohibitive
to developing conversational systems in other domains. The authors then introduce an
algorithm in sentence six which is able to generate a virtual conversational system from
automatically annotated texts. These texts are automatically annotated, and do not
require expensive labour in order to train the model. Therefore, this algorithm can be
considered a solution to the problems introduced in sentences four and five, as such an
algorithm provides a way to overcome the problems stated with manual annotation.
Would it not be valuable to capture such information? In this dissertation, I set out
to do just that. I aim to automatically identify such problems and solutions in scientific
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documents, and also to determine links between problems and their respective solutions.
In particular, using the above example, I aim to complete the following tasks:
1. Identify that sentences 4 and 5 contain a problem.
2. Analyse the language in which the problem is described by marking particular
sub-strings within sentences 4 and 5 that describe aspects of the problem.
3. Identify that sentence 6 contains a solution, and find the exact textual string that
describes it.
4. Determine that both problems are solved by the solution.
Extraction of such knowledge would provide valuable insights into scientific publications.
However, in the scientific community there are varying interpretations as to what is
considered a problem. The same state of affairs in science can be seen as very problematic,
slightly problematic, or not problematic at all by different authors. For example, an
author could state that there are no good tools available for a particular task, but another
author might think that the tools available are good enough. Furthermore, what an author
declares as a problem is often motivated by their contribution. Consider the example
below, taken from the introduction section of Settles (2011).
Many state-of-the-art algorithms are also too slow to run or too tedious to implement to
be useful for real-time interaction with human annotators, and few analyses have taken
these factors into account.
In the above example, from the perspective of attaining the highest accuracy, the state-of-
the-art algorithms are the best choice. However, from the viewpoint of practical usage, the
author claims that they are too slow to interact with effectively. This then motivates the
reader to support the author’s contribution, which is to speed up interactions (introduced
later in the paper). Similarly with solutions, although one author may state that a
problem has been solved, another author may dispute this claim. It can be difficult to
tell objectively whether either argument is right or wrong. Therefore, in this thesis, with
current NLP technologies I can only react to the author’s subjective description of the
problem, without trying to interpret the true state of the world.
The task I set myself to do is therefore a non-trivial subjective task. For these kinds
of tasks, particularly if they are newly defined, there is general consensus that human
agreement studies are necessary and most would argue that a supervised machine learning
approach is most appropriate. I developed an adapted model of problem-solving, tailored
to the scientific domain. The particular model I use is an adaptation of that by Hoey
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(2001). In this model, I developed an explanatory division of problems that gives insight
into which aspect of the problem is seen as the source of the problem or the more immediate
manifestation of the problem. Consider sentences 4 and 5 taken from the extract described
earlier from Benotti and Denis (2011).
4. most conversational systems operate on a dialogue-act level and require extensive
annotation efforts in order to be fit for their task (Rieser and Lemon, 2010).
5. Semantic annotation and rule authoring have long been known as bottlenecks for
developing conversational systems for new domains.
How would a human recognise that there is a problem in the above sentences? Consider
the yellow strings. In my model, the linguistically most marked problem string is called a
signal (here coloured in yellow). Also notice that here, the red strings are marking the
artefacts that would need to be changed in order to solve the problem, whereas the blue
string expresses what is lacking to solve the problem. Dividing problem descriptions up in
this way can enable machine learning to better recognise the problem-solution relational
link i.e., whether the solution in sentence 6 actually solves the problems. In this current
example, both problems are connected to the solution with a positive problem-solution
link. In chapter 3, I will describe this theoretical model and I will test how well humans
can annotate this independently from each other in chapter 6. The automation of the
process breaks down into two phases; one described in chapter 5, and the other described
in chapter 7.
Publication list
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1. Journal: Kevin Heffernan and Simone Teufel. Identifying problems and solutions
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Chapter 2
Background and related work
In this chapter, I will introduce theories on the nature of problem-solving, and on how it is
realised in text. I will also consider how problem and solution recognition has been treated
as a computational task, and detail existing computational approaches to problem-solving
in the literature. As problem-solving has close links to other text processing tasks, I will
also discuss some related tasks in the text processing community, and their relationships
to problem-solving.
2.1 Theories of problem-solving
Van Dijk (1980) states that all texts have a semantic characterisation of discourse structures
on a global level, representing the entirety of the text. This global discourse structure
is called macrostructure. In general scientific discourse, Van Dijk (1980) assigns the
macrostructure of introduction, problem, solution, and conclusion. This is a
problem-solving macrostructure and there are many other theorists who agree (Hutchins,
1977; Grimes, 1975).
One of the most well documented problem-solving patterns was established by Winter
(1968). Winter analysed thousands of examples of technical texts, and noted that these
texts can largely be described in terms of a four-part pattern consisting of situation,
problem, solution, and evaluation. This is very similar to the pattern described
earlier by Van Dijk (1980), except that situation takes the place of introduction and
evaluation takes the place of conclusion. The latter replacement is more consequential,
because Winter realised that the solution needs to be evaluated before being accepted.
This mirrors common practice in scientific discourse; the scientific community requires
rigour in the evaluation, often in the form of experimentation, before accepting a response.
Hoey (2001) then made a further change to the pattern described by Winter by using
response in place of solution. Hoey defines response as a way to deal with an issue.
This has a better semantic fit to scientific texts, where a response cannot become a
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solution unless it has a positive evaluation. Given this important distinction, the
pattern used by Hoey is the variant of the problem-solving pattern upon which I have
chosen to base my approach. The four elements used by Hoey are defined in Table 2.1.
Pattern element Definition
situation Background information.
problem An issue which requires attention.
response A way to deal with the issue.
evaluation An investigation into how effective the response is.
Table 2.1: Hoey’s four-part pattern for problem-solving.
In order to illustrate each element of Hoey’s pattern realised in the context of a scientific
article, consider the extract below, taken from the beginning of Qian and Liu (2015) (with
sentence numbers added).
Extract from Qian and Liu (2015)
(1) In the Natural Language Processing (NLP) domain, existing linear models typically
adopt exhaustive searches to generate tons of features such that the important features
are included. (2) However, the brute-force approach will quickly run out of memory when
the feature space is extremely large. (3) Unlike linear models, kernel methods provide a
powerful and unified framework for learning a large or even infinite number of features
implicitly using limited memory.
Each sentence from the above extract can be analysed using Hoey’s scheme as follows:
1. situation
A brief background is given to the reader. We are told that existing linear models
typically generate a high number of features, but no problem is mentioned yet.
2. problem
The authors raise an issue which requires attention, whereby using a brute-force
approach (in order to generate the features) will run out of memory when the feature
space is sufficiently large.
3. response, evaluation
A response to the problem in sentence 2 is suggested (“kernel methods”). The
authors then give an evaluation of the response, stating that kernel methods
can effectively handle an “infinite number of features” with only a small amount of
memory.
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The above extract contains an example of a positive evaluation. However, an eval-
uation can also be negative. Due to this property, as Dewey (1938) already realised,
problem-solving patterns can be cyclic. A template of this cyclic nature using Hoey’s






Figure 2.1: Problem-solving pattern with cyclical nature, depending on the evaluation of
the response.
As shown in the figure above, if the evaluation is negative, there may be a need to
revisit the problem and consider a different response. However, if a positive evaluation
is given, then the pattern can end comfortably. To illustrate this, Hoey uses the popular
British fairy tale, “Goldilocks and the Three Bears” (Marshall, 1988). In this story, a young
girl named Goldilocks becomes lost in the woods and stumbles upon a house inhabited
by three bears. Goldilocks experiences pangs of hunger when she sees three fresh bowls
of porridge on the kitchen table with no sign of the three bears, and so decides to try
some. However, each bowl of porridge is different. The first is too hot, the second is
too lumpy, but the third is just right. Figure 2.2 shows this fairy tale translated into a
problem-solving pattern. There is firstly a preamble providing the setting of the story
(Goldilocks is lost in the woods), which is called the situation. A problem is then
encountered when Goldilocks becomes hungry. Her first response is to try the porridge
in the biggest bowl, but she gives this a negative evaluation (“too hot!”) and so the
pattern returns to the problem. This continues in a cyclic fashion until the problem
is finally resolved by Goldilocks giving one response a positive evaluation (“it’s just
right”).
Although the problem-solving patterns presented thus far have been composed in an
orderly fashion (e.g. problem before response), this is not a requirement, and elements
can be introduced in different orders. Consider the example below of one such instance
taken from Hoey (2001): “I opened fire. Why? Because the enemy was approaching”. In
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Figure 2.2: The problem-solving pattern when applied to the Goldilocks story (taken from
Hoey (2001)).
the first sentence, we are given a response without knowing what issue required attention.
This problem is then given in the third sentence, describing an approaching enemy.
In addition to possible reordering of the problem-solution pattern, it is not always
necessary for all four parts of the pattern to be lexically realised in the text. This is
most often the case with situation and evaluation, and therefore both elements are
considered optional. When an element is omitted, it is usually because they can be
considered implicit. For example, situation provides background information which
is not always required due to circumstances such as assumed knowledge by the reader.
Similarly, evaluation can be ommited when it is assumed the response has a known
positive or negative property in relation to the problem. Consider the following example:
“She was cold, so I gave her my coat”. The response to the issue (“she was cold”) is to
supply a coat. However, there is an implicit positive evaluation, as it is assumed the
reader will know a coat will help resolve the cold. Additionally, even problem may be
omitted from the text, for example in very short texts such as summaries. In these cases,
knowledge is assumed from the reader to know or infer what the issue may have been.
Consider the following example taken from Jordan (1980).
In future, all the mild steel backing plates in the existing range of Klingerflon Duplex
PTFE slide bearing pads will be coated with the corrosion protective Klingercoat 40
which will give protection against the most demanding conditions, particularly where the
pads are otherwise susceptible to highly corrosive elements such as salt water and spray.
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In the above example, we are presented with a response and positive evaluation (the
‘Klingercoat’ will prevent corrosion) but the problem or situation is never explicitly
given. Instead, the reader must infer that there must have been an issue with the bearing
pads and corrosion, requiring a response by the manufacturer to provide all future
backing plates with a protective coat.
However, even though parts of the pattern may be omitted, one of either the problem
or response must be realised in the text in order to be understandable as a problem-
solving pattern. For example, if an author gave an evaluation of some results without
the reader knowing what it refers to (i.e. the response), then it makes it extremely
difficult for the reader to infer how it connects to the rest of the text, and makes for a
very incoherent narrative.
Furthermore, Meyer and Rice (1982) found that problem-solving is a text structure
which affects reading comprehension, and Carrell (1984) noted that problem-solving
patterns have direct implications for ESL (English as a second language) composition. For
this reason, problem-solving patterns have been used in teaching text structure to students.
Jordan (1980) provides an example of a method which allows for easier composition of the
problem-solving pattern. It presents the author with a series of questions regarding each
stage of the pattern, e.g. “Have you all the necessary details of the solution?”
There are some parallels between Hoey’s problem-solving pattern and the CARS
(Create a Research Space) model by Swales (1990) for academic texts. The CARS model
was created by Swales in order to explain and describe the organisational patterns in the
introduction sections of scientific texts. Swales argues that introductions are comprised of
three main “moves”, which are defined as follows:
1. Establishing centrality: the author sets the context for his or her research, providing
necessary background on the topic.
2. Establishing a niche: the author argues that there is an open “niche” in the existing
research, a space that needs to be filled through additional research.
3. Occupying the niche: the author demonstrates how he or she will fill the gap
identified.
When considering only introductions, the CARS model can be seen as a specialised variant
of Hoey’s pattern. For example, “establishing centrality” covers topics such as reviewing
previous research and making topic generalisation. This shares many of the same functions
as the situation, where background to the problem is provided. “Establishing a niche”
includes indicating a gap or questions arising, which are very often associated with problem-
hood (e.g., a gap in research is often written as a motivating problem). Lastly, “occupying
the niche” includes announcing present research. This takes the place of response, where
the author presents their contribution to solving the issue.
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Figure 2.3: Example of solutionhood relation from RST.
Problem-solving has also been treated in the framework of discourse theories such as
Rhetorical Structure Theory (Mann and Thompson, 1988) and Argumentative Zoning
(Teufel, 1999). Rhetorical Structure Theory (RST) is a theory which aims at describing
both the micro- and macro-structures of text by assigning relations between text spans.
In this theory, most text spans share a relationship where one text span has a specific
role in relation to the other. One such relation in RST is the solutionhood relation, which
captures both a problem and its related solution in text. A problem, as defined
by Mann and Thompson (1988), does not only capture problematic situations, but also
includes the following:
1. Questions.
2. Requests, including requests for information.
3. Some descriptions of desires, goals, intellectual issues, gaps of knowledge, or other
expressions of needs.
Figure 2.3 shows an example of a solutionhood relation I extracted from the sample
analyses supplied by O’Donnell (2000) using a RST markup tool1. In this example, the
arrow points to the solution, whilst the origin of the arrow represents the problem. As
desires or goals are accepted as problems by Mann and Thompson, the first span (“To
make sound choices in planning for people”) is labelled as the problem and the second
contains the solution (a way to achieve the desired goal).
Moving to problem-solving in Argumentative Zoning (AZ), the status of certain
statements as problems or solutions is one important dimension in the definitions of AZ
categories. AZ additionally models dimensions other than problem-solution hood (such as
who a scientific idea belongs to, or which intention the authors might have had in stating a
particular negative or positive statement). When forming categories, AZ combines aspects
of these dimensions, and “flattens” them out into only 7 categories. In AZ it is crucial who
it is that experiences the problems or contributes a solution. For instance, the definition of
1http://www.wagsoft.com/RSTTool/
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category “CONTRAST” includes statements that some research runs into problems, but
only if that research is previous work (i.e., not if it is the work contributed in the paper
itself). Similarly, “BASIS” includes statements of successful problem-solving activities,
but only if they are achieved by previous work that the current paper bases itself on.
In addition to discourse theories, problem-solving has also been studied in theories of
narrative structure. One such example is Propp Theory (Propp, 1968). Propp identified
31 functions that help to classify and structure the narratives of Russian folktales. Two
such functions which relate to problems and solutions are lack (e.g. something is missing)
and liquidation (resolution of the lack by e.g., providing what is missing). Consider the
following extract from an example analysis of tale no. 247, “The Language of The Birds”,
provided by Bremond et al. (1984).
The bird sings plaintively. The father cannot understand it and says: “If anyone could tell
me what the nightingale is singing, I would give him half of my possessions.” The child
looks in his eyes and claims that he knows the meaning of the bird’s song, but he is afraid
to say it. Upon his father’s insistence he finally gives in.
In the second sentence of the above example, the father experiences a lack of knowledge, as
he is unable to understand the singing of the bird (lack function). However, the father’s
son possesses the magical ability to understand birds, and so provides the translation to
his father. By translating the bird’s song, the son therefore provides a liquidation of the
lack experienced by his father.
2.2 Computational approaches to problem-solving
There are few works that address the identification of problems and solutions directly.
Most of the prior work on computational problem-solving has not gone beyond the usage
of keyword analysis and some simple contextual examination of the problem-solving
pattern. Flowerdew (2008) presents a corpus-based analysis of lexio-grammatical patterns
for problem and solution clauses using articles from professional and student reports.
A large part of the study involved looking for keywords which signalled a problem
or solution statement. This was done by finding the most frequent words from the
corpus and then determining if they were used in problem or solution statements. The
keywords are also broken down into sub-categories depending on whether the keywords
were labelled as e.g. either technical or sub-technical (i.e., words which are general across
disciplines or domain-specific). Examples of keywords found to commonly occur with
problems were “insufficient, inadequate, inefficient, unfair, uninteresting, unsatisfied”,
and examples of keywords commonly occurring with solutions were “proposal, proposed,
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suggestions, suggested, recommendations, recommended”.
Scott (2001) also looked at signals of problem and solution in the Guardian
newspaper. One of the goals of the work was to find signals of problem-solving patterns by
automatic methods. Scott started with simple signals such as “problem” and “problems”
and then used Mutual Information within a 10-word window of these keywords to see if
other indicative words appeared. These would be useful since it would allow to search for
the occurrence of a problem-solving pattern with a broader range of signals. Another aim
in that work was to determine if the signals used for problem-solving patterns shape the
text on a macro or micro level (i.e., do the problem-solving patterns encompass and shape
the whole text or just account for a small sub-part of the text). He discovered that the
latter was the case, where the signals used for problem-solving patterns only play a role at
a local level of discourse.
Instead of a keyword-based approach, Charles (2011) used discourse markers to examine
how problem-solution patterns are signalled in theses from the domains of politics and
materials science. In particular, he examined how the combination of “however” and “thus”
can be used in conjunction to signal a problem-solution pattern. It was hypothesised
that “however” would signal a problem, which should be followed by “thus” signalling a
solution. Charles indeed found that these two discourse markers signal a problem-solving
pattern in 80% of cases in the corpus. Charles also noticed that these signals were not
exclusive to only problems and solutions. For example, it was shown that “thus” was
often used to bring together a number of points and summarising them, acting as the
situation element.
As discussed earlier, two examples of discourse theories which cover problem-solving
are RST and AZ. Of these two, RST is the most relevant as it directly models problems
and solutions using a solutionhood relation (where a problem is linked to its respective
solution). There have been many attempts at automating the learning of RST relations
using discourse parsing (Hernault et al., 2010; Feng and Hirst, 2014; Ji and Eisenstein, 2014;
Braud et al., 2017; Mabona et al., 2019), which are all benchmarked on the RST Discourse
Treebank dataset (RST-DT) (Carlson et al., 2003). In this data set, the solutionhood
relation is renamed as problem-solution. However, analyses using the RST-DT do not
directly learn the problem-solution relation. Instead, when building RST discourse
parsers, researchers have opted to use a smaller relation set suggested by Carlson et al.
(2003). In this reduced relation set, the original 78 relations from the RST-DT are
clustered into 16 categories by rhetorical similarity, therefore making the learning of RST
relations more tractable. By doing so, the problem-solution relation is merged into
the topic-comment category along with question-answer, statement-response,
topic-comment, and comment-topic. Therefore, as the topic-comment category
contains relations unrelated to problem-solving such as comment-topic (defined as: “a
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general statement or topic of discussion is introduced, after which a specific remark is
made on the statement or topic”), its learning is not directly applicable to the study of
problems and solutions.
2.3 Related tasks
Although there are not many computational works which directly focus on identifying
problems and solutions, problem-solving is a subject which bears a relationship to many
tasks within the NLP community. I will now highlight examples of such tasks, and their
relation to problem-solving.
Figure 2.4: Example of annotated text taken from Augenstein et al. (2017) for the Semeval
2017 task on Scientific Information Extraction.
For SemEval 2017, Augenstein et al. (2017) organised a new task on Scientific Information
Extraction. The goal was to extract keyphrases within academic texts and label the
relationships between each pair of keyphrases. The keyphrases identified were task,
process, and material. task was defined as “a keyphrase describing the application,
end goal or problem.” process was defined as “keyphrases relating to some scientific
model, algorithm or process” and material was defined as “resources used in the paper”.
An example of an annotated text with marked keyphrases is shown in Figure 2.4. In
this example, the process “conditional random fields” can also be interpreted as Hoey’s
response element, in relation to the task “information extraction”.
In Argument Mining, two key tasks involve the identification of arguments such as
those containing a premise and conclusion, and determining the relations between these
arguments (Lawrence and Reed, 2020; Cabrio and Villata, 2018). By identifying such
arguments and their relations, argumentation mining provides insights into not only what
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views are being expressed, but also why such views are upheld. Consider the following
example of one such premise-conclusion pair taken from essay 79 in the AAE (Argument
Annotated Essays) Corpus (Stab and Gurevych, 2014).
• Premise: Without arts, people would be at risk of suffering psychological problems.
• Conclusion: arts should by no means been [sic] disregarded by the government.
In the above example, the claim that arts should not be disregarded by the government is
supported by the premise that without arts, this carries the risk of psychological problems.
Such arguments bear similarities to problems and solutions. In the case of the above
example, the premise could be categorised as a potential problem, while the conclusion
offers up a preventative solution.
When automating argumentation mining, a common order of operations is to first
determine if a sub-string is part of an argument or not, assign the sub-string an appropriate
label, and then determine what relationships exist between the marked strings. Consider
the following extract taken from essay 6 in the AAE corpus: “There have been studies
that show evidence that people who exercise have higher self esteem and confidence.
[...] The second benefit to exercising is that it improves self-esteem and confidence.”. In
this extract, there are two sub-strings identified as part of the argument (highlighted in
gray). Once these are segmented, they are then assigned an appropriate label. In this
case, the first sub-string was annotated as premise and the second a conclusion. The last
step is to determine the relationship between these two arguments (i.e., does the premise
support/attack the conclusion). The resulting annotated premise-conclusion pair is below
where the premise supports the conclusion.
• Premise: people who exercise have higher self esteem and confidence.
• Conclusion: it improves self-esteem and confidence.
In the context of problem-solving, both premise and conclusions can each play multiple
roles in Hoey’s problem-solving pattern. Consider the following example of two premises
from essay 6 in the AAE.
• Premise: The more body fat that you have, the greater your risk for heart disease.
• Premise: this condition can easily be prevented or controlled by exercising.
In the above example, the first premise describes the problem of increased risk of heart
disease due to body fat, while the second premise offers a solution by exercising.
Another task with close links to problem-solving is cause-effect analysis. In such studies,
the text is analysed to determine which sentences contain cause-effect patterns. Consider
the example below of one such pattern, taken from Mueller and Huettemann (2018).
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• “When using audio, unilateral concessions will increase due to the communication
of fact-related questions”.
In the above example, the effect that “unilateral concessions will increase” is caused by the
“communication of fact-related questions”. Such cause and effect patterns are commonly
written in problem-solution patterns, particularly in the case of problem descriptions.
Consider the following examples.
• The low accuracy is caused by sparse data.
• The reason our model was overfitting was due to a small amount of available training
data.
When describing a problematic situation, is it commonplace to describe how the problem
manifested (the effect), and the reason the problem arose (the cause). In the first example
above, the “sparse data” is the cause for an effect of “low accuracy”, while in the second
example, the effect of overfitting is caused by the limited training data. This relationship
also holds for solutions. Consider the example below where the cause (early stopping) has
an effect of preventing the problem overfitting.
• By reducing the number of training iterations, we were able to prevent the model
from overfitting.
In order to find such cause-effect patterns, there are rule-based and statistical methods.
One such rule-based method is CauseMiner (Mueller and Huettemann, 2018). This method
extracts cause-effect patterns from scientific texts. In addition to cause and effect, other
other properties are also captured such as conditions, and the interaction between cause
and effect (i.e. does the increasing the causal value decrease or increase the resulting effect).
Using patterns containing selected keywords, the authors achieve a high f-measure on
each individual element of the causal-effect pattern (e.g. 0.79 for detecting the sub-string
describing the cause, and 0.60 for capturing conditions).
In comparison to rule-based methods, a statistical cause-effect method was presented
by Mueller and Abdullaev (2019). This uses the same training data and labelling scheme
as Mueller and Huettemann (2018) but instead of rules, various deep learning architectures
are tested to determine if such models can yield better results. Overall, the deep learning
model managed to achieve marginally better results using a BiLSTM-CRF (e.g. 0.01
f-measure increase for detecting causal strings). However, in both Mueller and Abdullaev
(2019) and Mueller and Huettemann (2018), the training data is very limited (∼2k manually
annotated sentences). Given the expense involved in manually creating rules, scaling this
with an increase in training data would be very expensive, favouring the deep learning
method which is also likely to improve its representation with additional data.
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Sentiment mining is another task which shares links with problem-solving. Sentiment
mining is a task concerned with identifying the polarity of a piece of text, whereby “polarity”
refers to the distinction of whether the emotions expressed in text are positive or negative.
Sentiment mining is a popular task in the NLP community with many applications in
both academia (Li et al., 2017; Liu, 2017) and industry (Asur and Huberman, 2010;
Valdivia et al., 2017). An early example of this task was conducted by Pang et al.
(2002), where the sentiment of movie reviews was analysed by both human annotators
and automatic methods. In the area of scientific text, negative sentiment is often used to
express problematic situations. Consider the following example with the word containing
the negative sentiment underlined:
• It is very troublesome to analyse the data.
In the above example, the word with the most negative sentiment is “troublesome”, accom-
panied by an intensifier (“very”). This signals to the reader that something problematic is
occurring and needs a response. Since there is a problematic situation when attempting
to analyse the data, an example of a response might be some sort of new method or tool
to help with data analysis. Additionally, words with a positive sentiment can co-occur
with response or evaluation statements. For example:
• It is very uncomplicated to use the method.
In this example, the word “uncomplicated” has a high positive sentiment and is a good
signal for an evaluation statement. In this case, there is a response element (“the
method”) which is given a positive evaluation (“uncomplicated”).
A more in-depth task in the field of sentiment mining is aspect-based sentiment mining.
This is concerned with identifying not only what polarity the text is describing, but also
the aspect of the entity to which the polarity is attached. An example of this task was
organised by Pontiki et al. (2015) during SemEval 2015. It used reviews of restaurants
and laptops and comprised of three main sub-tasks. First, the aspect entity and attribute
pair needed to be automatically identified and labelled based on pre-defined categories.
Consider the example below taken from the SemEval 2015 dataset.
• The fajitas were delicious, but expensive.
From the example above, a system should identify that the FOOD entity is mentioned,
and that the attributes (aspects) of FOOD discussed were QUALITY (“delicious”) and
PRICES (“expensive”). The second task is to determine what expression the aspects refer
to (“fajitas”), and the third is to then decide the polarity label for each aspect (positive
for “delicious” and negative for “expensive”).
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Question answering (QA) is another task which can be considered related to problem-
solving, as a question can be seen as a type of problem (uncertainty), with the answer
taking on a similar role to the response element. In QA, the task broadly falls under two
categories: closed and open. The first deals with limited types of questions which can be
answered, whilst the second category is unrestricted. These questions normally take the
form of text or voice, which is then parsed to determine information such as what entity is
being referred to. For example, Yin et al. (2019) parsed information from questions such
as time and location. Consider the following example of a location-based question with an
example QA-system:
• Q: What is the capital of Romania?
A: Bucharest.
From the example above, the question would be parsed to determine there was a location
entity referring to “Romania” and the attribute which needs to be returned is the “captial”.
Lastly, there has been some recent work on math-based problem-solving. Roy and
Roth (2018) introduced a method which can map the text used to describe a mathematical
problem to its mathematical expression. Consider the example question below.
• Anna has 11 coins. Sophie has 6 more coins than Anna. How many coins does
Sophie have?
In order to answer the question above, a mathematical problem-solving system must be
able to determine that it needs to add 11 and 6 together and return the result. The method
used by Roy and Roth (2018) achieves this by first determining that the unit of 11 refers
to “coins” in both the first and second sentences. The system can then infer that these
same types should be added together. Therefore, the text is mapped to the expression:
11 + 6 = 17. The system provided by Roy and Roth (2018) achieved reasonable success,
with accuracy for arithmetic word problems as high as 80%.
2.4 Chapter summary
In this chapter, I have provided an overview of the existing theories on problem-solving,
computational methods to problem-solving in the scientific literature, and also some related
tasks. The most relevant of the problem-solving theories to this thesis is that by Hoey
(2001), consisting of four parts: situation, problem, response, and evaluation. In
the next chapter, I will introduce my own model of problem-solving for scientific text,




A Model of problem-solving for
science
In this chapter, I define my model of problem-solving for scientific text. It is based on the
problem-solving model introduced by Hoey (2001), but tailored to the scientific domain.
My model is composed of three main elements: problems, solutions, and problem-solution
links. I will define each element in turn, and also provide motivation and examples of
how each element is expressed in text. At the end of the chapter, I will also detail an
operationalisation of my model.
3.1 Definition of problem
In Hoey’s model, a problem is simply defined as: “an issue which requires attention”. This
needs to be tailored to each domain. In scientific discourse, both the meaning of “problem”
and how it is expressed can vary greatly. In my model, a problem is defined as:
1. A problematic state in science; or
2. A research question or unexplained phenomena; or
3. An artefact that does not fulfil its stated specification.
where an artefact, as defined here, is any tool created by the author to solve some problem,
and covers descriptions or namings of methods, frameworks, algorithms, or pseudocode.
A problematic state can encompass a wide range of expressions describing an event with
negative sentiment. Consider the examples below.
(A) We have to take even more factors into account, but it is difficult to maintain such
heuristic rules. (W03-1024, S-20)1
1Every example I used in this chapter comes from my corpus’ train and development set, described in
35
(B) Polysemy contributes heavily to poor precision. (W00-0102, S-4)
(C) To solve the problem of knowledge scarcity, they learned knowledge of such
predicate-argument structures from a very large number of automatically ana-
lyzed corpora (Abekawa and Okumura, 2006; Kawahara and Kurohashi, 2006b).
(W09-3817, S-12)
(D) This, however, has caused so called the information overload problem.
(W02-1907, S-2)
(E) Out-of-vocabulary rate is another problem related to data selection.
(W12-3148, S-4)
The examples above describe some problematic state, be it a difficulty in doing something
desired (ex. A) or a low value in an evaluation metric that should ideally be high (ex. B).
The second category of problems concerns research questions or unexplained phenomena.
These are considered problems as they imply a state of uncertainty from the viewpoint of
the author, and therefore fall under a problematic situation. Examples F and G below are
instances of research questions, and ex. H, I, and J are instances of phenomena.
(F) But do word-based vectors also work well for genre detection? (E99-1019, S-5)
(G) However, how to uniformly and efficiently combine these two components is still
an open problem. (P15-2047, S-13)
(H) One of his claims is that most existing models account for mature adult speaker’s
knowledge and do not explain how foreign language develops in learners.
(W13-2606, S-7)
(I) Although specific instances of non-realization, so-called zero anaphora, have been
well-studied in discourse analysis (Sag and Hankamer, 1984; Tanenhaus and Carlson,
1990, inter alia), this phenomenon has widely been ignored in computational
approaches to entitybased coherence modeling. (S13-1043, S-8)
(J) However, a language independent phoneme set has not been explored yet experi-
mentally. (P05-1064, S-21)
In general, lack of knowledge is always viewed as a problem in the scientific endeavour.
The last type of problem concerns bad situations of a particular kind where something is
missing. This is often expressed as a need, requirement or lack of something.
(K) Though CG has a high potential in immediate constituency analysis for Thai, it sill
[sic] lacks of a dependency analysis which is also important in syntactical parsing.
(W10-3221, S-4)
chapter 6. No examples from the test set are shown here, as the test set was entirely unknown to me
until the final experiment. Examples begin with an uppercase alphabetical identifier e.g., (AB) and end
with an ACL Anthology ID and sentence ID to identify both the paper and location of the sentence e.g.,
(W09-0403, S-10).
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(L) Second, those recognizers require large bodies of training data. (W06-3325, S-12)
After having defined problems in this way, we need to turn our attention to a word sense
ambiguity that needs to be considered for my model to work.
3.1.1 Word sense ambiguity
Figure 3.1: Word senses for “problem”, taken from WordNet.
When attempting to find problems in scientific text, there is the issue that the word
“problem” has at least three word senses according to WordNet, as shown in Figure 3.1.
The inconsistency for me arises in combination with the second word sense. The second
word sense is something which must be undertaken (i.e. a task), while the first and third
senses are the core sense of the word, something that is problematic and negative. Consider
the following examples, where the “task” word sense is being used:
(M) Multiple sequence alignment is a problem that arises in a variety of domains includ-
ing gene/protein alignments in bioinformatics (Notredame, 2002), word alignments
in machine translation (Kumar and Byrne, 2003), and sentence alignments for
summarization (Lacatusu et al., 2004). (P14-1094, S-34)
(N) They formulate the task as an optimization problem and solve it with integer linear
programming. (W08-1105, S-28)
(O) We consider the problem of answering questions in standardized science exams
(Clark et al., 2013), which are used as a benchmark for developing knowledge
acquisition and reasoning capabilities. (D15-1080, S-1)
(P) Identifying such posts is often formulated as a classification problem. (D15-1282, A-2)
(Q) We address the problem of word sense acquisition along the lines of the WSD where
word senses are defined with sets of translation equivalents in another language.
(N03-1015, S-4)
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In the above examples, the sense of “problem” is that of a research task, i.e., the second
word sense. Rather than referring to a problematic situation, the “problems” mentioned
above are akin to a math problem or exercise to be undertaken.
In my model, I do not deal with the “task” sense of “problem”. My reasons for
not dealing with task-type problems are two-fold. The first concerns specificity. Task-
problems are often associated with entire research areas (e.g “word sense acquisition”
from ex. Q above) and thus quite general. In contrast, a problematic situation can be
defined in such a specific way that it can be solved by a single academic article. If an
IR application of my work were to distinguish papers from one another, having specific
problem descriptions would be an advantage. This distinction is closely related to an
observation made by Teufel (1999), where problems in scientific papers are often presented
as either:
1. General problems in the field (BACKGROUND).
2. Problems associated with other authors’ approaches (OTHER).
3. Problems introduced/addressed in the current paper (OWN).
I will now explain how Teufel’s distinction relates to the task/problematic issue I am
dealing with here. According to Teufel (1999), “general problems in the field” are typically
complex issues that are not expected to be completely solved in a single paper, often
requiring a community effort. These “general problems” include both the “task” and
“problematic” senses of “problem” discussed above. An example of the “task” sense
of “general problem” could be Named Entity Recognition (NER), while “problematic”
instances of “general problems” are often attributed to fundamental limitations of current
scientific study. The last two categories of problem ownership (OTHER and OWN) can be
expected to be solved in the current paper. They can be seen as “paper-sized” problems.
Importantly, they happen to usually be expressed using the problematic word sense. For
example, a problem associated with another approach may motivate the current work
whilst the current approach may encounter its own problematic situations e.g., overfitting
the data. My model does not distinguish between the owners of a problem but can capture
problem statements in all three categories.
The second reason why tasks are not treated in my problem-solving model concerns
the locality of information in a paper. After an author mentions a task in the paper, the
reader may have to wait a long time until the solution is named. For example, if an author
states in the introduction that they wish to tackle a specific task, they must first provide
background to the task before a solution can be named. This makes the search space for
finding a solution to a task extremely large. In contrast, once a problematic situation is
mentioned, it raises an expectation that a response will be named soon after.2
2There are two situations when problems without a solution are acceptable in a scientific paper, and
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Having described the differences between the “task” and “problematic” word senses of
“problem”, I will now provide detail on how my model treats descriptions of problems using
the core, problematic word sense.
3.1.2 A typology of problem mentions
In my model, a description of a problem consists of four elements: signal, complement,
root, and condition. These four elements are defined as follows:
• signal: a short phrase indicating a problematic situation.
• root: a phrase describing how the problem manifests itself.
• complement: artefect, object, or process affected by the problem; or further
description of the problem signal.
• condition: conditions in order for the problem to occur or constraints imposed
upon a possible solution.
I will from now on represent these four elements by colours: yellow for signal, red for
root, blue for complement, and green for condition. It is typically the signal which
determines which types of problem is being realised. I will now discuss how the four
elements are realised in different types of problems.
X is lacking or missing from Y. A common problematic situation discussed in science
is that of something which is lacking or missing. In these situations, there is typically
some agent, artefact, or action which experiences a lack. This is expressed by my root
element. If there is also an object that is missing, this is expressed by the complement.
Lexical signals of this problem type can be “need”, “lack”, “neglect”.
Object or quality that is lacking or missing [complement].
Signal of the lack [signal].
Agent, object, or action experiencing the lack [root].
Conditional or restrictive comment related to problem [condition].
(R) In contrast, formally syntax-based grammars often lack explicit linguistic con-
straints. (W08-0403, S-14)
both are marginal. These are future work sections, where the authors are more open to disclosing remaining
problems with their own work, and review papers, where the authors are not themselves contributing the
solution.
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(S) First, the process of clustering, simply a function that partitions a set of elements
into different classes, involves no learning and thus lacks flexibility.
(W05-0609, S-16)
(T) Automatic summarization techniques have mostly neglected the indicative sum-
mary, which characterizes what the documents are about. (W01-0813, S-1)
(U) However, for hierarchical phrase-based translation an equivalent approach is still
missing. (E14-4034, S-10)
This type of problem can also include descriptions of needs or requirement e.g., a prob-
lematic situation where an object or action’s specification requires something in order to
perform correctly.
Object needed or required [complement].
Signal of the need or requirement [signal].
Agent experiencing the need or requirement [root].
Conditional or restrictive comment related to problem [condition].
(V) To perform such inferences, systems need large scale knowledge bases of LR rules.
(P09-1051, S-15)
(W) This implies that an integrated framework is required. (W13-2318, S-14)
(X) Advanced new delivery models are required to increase awareness on conflicting
views. (P11-1035, S-5)
Another type of lack concerns that of “little work or research” having been done on a
particular area, which means that there is a lack of any or enough research.
Action or object experiencing little attention or research [complement].
Signal of little work [signal].
Conditional or restrictive comment related to problem [condition].
(Y) Furthermore, there is very little work on actively soliciting domain knowledge from
humans (e.g., information about features) and incorporating this into the learning
process. (D11-1136, S-6)
(Z) To our knowledge, there has not been much theoretical work on the linguistic
properties of the participle adverb conversion. (W10-2106, S-16)
(AA) Nevertheless, there have been very few attempts to generate multiple-choice ques-
tions automatically. (W05-0203, S-2)
(AB) There has been limited study on thread-level modeling of the true roles of the
messages, whether they provide information (source) or seek information (sink), or
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which message in the thread is most useful or influential as the source.
(W10-0506, S-8)
Let us try to characterise what a potential solution of this problem type might look
like. This will facilitate an automatic search for mentions of plausible solutions. For this
problem type, the thing that is lacking must somehow be provided (blue). Additionally,
the solution must satisfy any conditional restriction (green). For example, in ex. V, the
“large scale knowledge bases of LR rules” must be found as this is lacking. To then fully
solve the problem as it is described, we know that what should be changed are “the
systems” because they experience the lack. The general type of action that would be
taken is of the kind “add X” whereby X is the semantic category that is missing (in this
example, the object: LR rules). Similarly, in ex. U, “an equivalent approach” must be
obtained but the condition present requires that whatever approach is used be applicable
to “hierarchical phrase-based translation”. For those problems which concern little work,
a contribution of research is needed. For example, in ex. Y, any research conducted on
incorporating domain knowledge from humans into the learning process will solve the lack
of “little work”.
X has a bad property. Another characterisation of problem statements are those
which express an object, action, or agent with a bad property. The bad property is often
an adjective which acts as a signal, and the root is the agent, object, or action which
possesses the bad property.
Signal of the bad property [signal].
Additional description of signal [complement].
Agent, object, or action possessing the bad property [root].
Conditional or restrictive comment related to problem [condition].
(AC) Out-of-vocabulary (OOV) terms are particularly problematic. (W10-4008, S-12)
(AD) But acquisition of such a robust grammar has been known to be very difficult.
(P98-1119, S-15)
(AE) The large sizes of the resulting models pose an engineering challenge.
(W09-1505, S-3)
(AF) Manually extracting key phrases from a number of documents is quite expensive.
(P09-2046, S-4)
(AG) Furthermore , the process of producing the rules was presumably very labour
intensive. (W06-3807, S-16)
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(AH) While this approach has yielded encouraging results , the way mentions are linked is
arguably suboptimal in that an instant decision is made when considering whether
two mentions are linked or not. (P04-1018, S-10)
(AI) When the assumption does not hold, the classification accuracy is worse.
(D15-1093, S-7)
(AJ) However, it is also commonly accepted that the large-scale manual formalization
of scripts is infeasible. (P10-1100, S-7)
(AK) However, the resource of manually labeled [sic] training corpora is limited.
(D13-1031, S-3)
When it comes to how a solution to this type of problem might present itself in the text,
the bad property can be solved by turning the bad property into a good one or by replacing
the agent, action, or object with a different one which does not have the bad property.
In ex. AG, the task of “the process of producing the rules” is considered costly in terms
of labour. Therefore, an attempt to make this rule production less labour intensive (e.g.
by some sort of automatic method) will help alleviate the problem. However, for certain
bad properties, they cannot be fixed but only mitigated to a certain extent. For example,
in ex. AC, out-of-vocabulary terms will always be a problem but their pervasiveness can
often be alleviated by use of techniques such as smoothing, for example.
X cannot attain or is a bad fit for objective. In comparison to the previous two
problem types, another type concerns actions, agents, or objects which encounter a prob-
lematic situation when confronted with an objective. The first sub-type concerns being
unable to attain the objective.
Objective which cannot be attained [complement].
Signal of the inability to attain [signal].
Agent which cannot attain objective [root].
Conditional or restrictive comment related to problem [condition].
(AL) Without efficient processing of these feature structures, a sufficient parsing speed
is unattainable. (P99-1075, S-5)
(AM) However, the traditional N-gram language model can not capture long-distance
word relations. (P12-1023, S-32)
(AN) Therefore, the context-similarity-based methods could not find accurate translation
pairs if using a small seed lexicon. (D12-1003, S-12)
(AO) In this study, we first evaluated the performance of the MOLT kernel for argument
recognition, and found that the MOLT kernel can not achieve a high accuracy if
used in its original form. (W06-2908, S-18)
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The following examples cover the second sub-type where an agent, action, or object is a
bad fit for an objective.
Signal of the bad fit [signal].
Agent, object, or action which is a bad fit [root].
Conditional or restrictive comment related to problem (objective) [condition].
(AP) Since the toy’s name was already present in the blogs, the novelty of the name is
not enough to detect the point at which the toxic chemical was revealed.
(W09-4302, S-29)
(AQ) We also hypothesize that in order to generate fluent and rhyming responses, it is
not sufficient to train the transduction grammars on all adjacent lines of a hip hop
verse. (D13-1011, S-16)
(AR) As a result, the common word strategy may not be appropriate for the problem
we study here. (P98-1098, S-15)
(AS) Simply using the weighted sum of their values may not be the best choice for
modeling translations. (P15-1080, S-13)
(AT) However, the information in the first question input by a user is not usually
sufficient to yield the desired answer. (P03-2028, S-3)
To overcome either a bad fit or an inability to attain an objective, there are typically
two types of solutions. The first solution involves finding another approach which either
replaces or works in addition to the current approach, which is the agent that is unable to
perform the action (red). In ex. AR, the “common word strategy” should be replaced
with another strategy which is more appropriate, whilst in ex. AP, there must be more
information obtained in addition to the “novelty of the name”. The second type of solution
involves modifying the current approach itself in order to obtain the objective. In ex. AN,
the size of the “seed lexicon” must be made larger in order to attain “accurate translation
pairs” and in ex. AO, “the MOLT kernel” must be changed in some way to achieve “a
high accuracy”.
X performs action badly or leads to a problematic situation. Authors often
describe an agent which performed an action poorly or an agent, object, or action which
led to a problematic situation. The first sub-type concerns an action performed badly.
Two examples of such expressions are given below.
Action performed [complement].
Signal of badly performed action [signal].
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The agent performing the action [root].
Conditional or restrictive comment related to problem [condition].
(AU) The HPB model does not perform well when reordering in a Japanese Chinese
machine translation task as shown in Figure 1, which shows an example of long
distance reordering covering 13 words. (W15-3503, S-7)
(AV) To solve this scalability problem, the method of compressing states or mapping
the original state space to summarized space can be used, but these algorithms
tend to approximate the state space excessively. (W08-0120, S-9)
The next two examples are instances of an agent, object, or action leading to a problematic
situation.
Object which is made problematic [complement].
Signal of problematic situation [signal].
Agent, object, or action which induces the problematic situation [root].
Conditional or restrictive comment related to problem [condition].
(AW) Due to the syntactic non-isomorphism between languages, DCA assumption usually
leads to conflicting or incomplete projection. (D11-1110, S-8)
(AX) As reported in the paper, using entity names severely pollutes the embeddings of
words. (D15-1031, S-14)
In order the resolve this problem type, the agent which performs the action or induces the
problematic situation (marked in red) must be adjusted to better perform the action or
some other agent must be used in place (once it satisfies the conditions, if any). For example,
in ex. AW, the “DCA assumption” used could be replaced with another assumption which
does not give rise to a “conflicting or incomplete projection”.
Research question. This last problem type covers research questions, which can also
act as a problem. Below are examples of such.
Signal of problem or uncertainty [signal].
The research question [root].
Conditional or restrictive comment related to problem [condition].
(AY) What mechanisms in the brain underlie the unfolding of these capacities ?
(W07-0608, A-5)
(AZ) In this work we focus on the scientific question : Can the inclusion of brain data
improve semantic representations learned from corpus data ? (P14-1046, S-23)
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(BA) The difficulty lies in how to integrate bilingual MWEs into existing SMT system
to improve SMT performance, especially when translating domain texts.
(W09-2907, S-24)
(BB) The challenge before us is how to leverage rich English corpora for Chinese senti-
ment classification. (P09-1027, S-10)
(BC) To give a specific example, it is not clear yet when L1 structures lead to interference
and when they do not. (W13-2606, S-11)
Addressing research questions often involves undertaking some form of study e.g., theoreti-
cally or empirically via an experiment, to resolve a gap in knowledge. For example, ex.
AZ poses a research question that is naturally answered with an experiment (if we add
brain data to our representations, does it improve our existing representations?).
3.1.3 Modelling problem statements
I will now introduce my model’s structure of problem descriptions, called problem state-
ments. I define a problem statement to be present if there is a signal; additionally, a
problem statement can contain at most one of each of the following: a root, a comple-
ment, and a condition. An illustration of this is shown in Figure 3.2. I will now provide
formal definitions and examples of usage for each problem statement element in turn.
Figure 3.2: A problem statement broken down into mandatory and optional sub-
components.
Signal. A signal is defined as a single word or short series of words which explicitly
communicate a problematic situation. Consider the examples below, where each signal
element is highlighted.
(BD) Manually extracting key phrases from a number of documents is quite expensive.
(P09-2046, S-4)
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(BE) The availability of a large scale Arabic based SWN is still limited (Alhazmi et al.,
2013; Abdul-Mageed and Diab, 2012; Elarnaoty et al., 2012). (W14-3623, S-5)
(BF) The accuracies of these disambiguators are not satisfactory. (W93-0311, S-13)
If a signal is present, then a problem has been explicitly communicated by the author.
However, problems are often not expressed explicitly, but implicitly. In this case, they
require domain knowledge, inference, and reasoning from the reader. Consider the following
examples.
(BG) However, it is often the case that the term distribution in the training data is
different from that of the test data when the training data may derive from a
different time period from the test data. (D15-1093, S-8)
(BH) However, the downstream integration of syntactic structure in language under-
standing and generation tasks is often done heuristically. (P15-2142, S-3)
Ex. BG describes the problem of a domain mismatch between training and test data.
However, in order to recognise the problem, the reader must understand that if the term
distribution in the training data is different to the test data, this may lead to poor results.
The second example, ex. BH, describes that a couple of tasks are “often done heuristically”.
The implied problem requires the reader to know that heuristics are usually hand-coded,
and therefore time-consuming.
In order to obtain a more objective description of the problem, I have chosen not to
include intensifiers or words indicating the frequency of the problem in the signal. Such
descriptions are subjective from the perspective of the author and often do not contribute
useful information. For example, while one author perceives a problem as “rare”, another
may find it happens “often”.
(BI) Furthermore, the process of producing the rules was presumably very labour
intensive. (W06-3807, S-16)
(BJ) However, searching for biological facts and how they might be related is often
cumbersome. (W12-2420, S-6)
(BK) As for bilingual dictionaries , it is sometimes problematic to gather and compile a
useful set of them. (W13-2410, S-15)
(BL) Unfortunately, as Moore (2005) points out, it is usually difficult to extend a given
generative model with feature functions without changing the entire generative
story. (P10-1017, S-6)
In my treatment of problems, I wanted a model where the presence of a problem can
be clearly and objectively recognised, without requiring full scientific domain knowledge.
Therefore, if a problem is only implicitly expressed, my treatment will not model or
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recognise it, even though it was probably intended to be conveyed in the text by the author
and may well have been understood by an expert reader. My model can therefore be
expected not to find all problems that a human gold standard might recognise. This is a
price I am willing to pay for the advantage of requiring no specialised scientific knowledge.
Root. The root is defined as the manifestation of the problem, or in other words,
the place where the problematicness of a situation manifests itself, is first “noticed”, or
presented as such. For example, if an artefact has a negative property, we consider the
artefact to be the manifestation, as in ex. BM below.
(BM) However, non-literal transcriptions are incomplete. (N01-1017, S-7)
I will now give two other example categories for usage of root. root is highlighted in
red, and signal in yellow (as before).
In cases where an object possesses a negative property, the object is the root. Consider
the examples below.
(BN) In addition, the corpus created from reviews is often noisy as we discuss in Section
2. (P06-2059, S-18)
(BO) Moreover, the string-based comparison metric proved to be unreliable for identifying
parallel sentences. (W13-2514, S-20)
(BP) Word distance measures are useless because the average word length is short (<
2), and the character set is large (> 3000). (P98-2152, S-16)
If an action is associated with a negative property, then this action is labelled the root.
Consider the examples below.
(BQ) It would be very cumbersome to enumerate each constraint as a different text field
or a dialog turn. (E09-1028, S-14)
(BR) It is quite difficult to find out whether generic lessons can be learned from the
optimal strategy. (N01-1028, S-16)
(BS) It is infeasible to perform training constantly. (D15-1282, S-46)
(BT) Determining an optimal set of sensors is important for optimizing the clinical
applications of EMA data, due to the inconvenience of attaching sensors on tongue
and other intra-oral articulators, particularly for patients with neurological diseases.
(W15-5114, A-3)
Where an object or situation is directly declared as problematic (e.g., using a copula
construction), the object or the situation is the root.
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(BU) The problem is that words are generally built by concatenating several prefixes
and suffixes to the word roots. (N06-1062, A-2)
(BV) The key problem is that the formulation of alignment probabilities a(i|j, V, T ) per-
mits the Chinese word in position j of a length-V English sentence. (P96-1021, S-17)
(BW) An important issue in designing Chinese segmenters is thus how to reduce the
effort of human supervision as much as possible. (P98-2206, S-6)
If the cause of a problem is explicitly given, it counts as a root. Consider the examples
below of such.
(BX) Simple lexical lookup leads to severe degradation in both precision and recall, as
our benchmarks show (Section 4). (P03-1065, S-9)
(BY) In addition, there is ambiguity caused by non-determinism when applying lexi-
cal/grammar rules. (P99-1075, S-3)
An author may refer to a previously described problem using anaphora. Such anaphors
could be pronouns, definitive NPs, demonstrative NPs, or demonstrative pronouns. For
such anaphoric references, a signal needs to be present in order for the anaphor to be
marked. If the signal and anaphor are either in the same NP or arguments of the same
verb in a clause, the anaphor is marked as the root. Consider the examples below.
(BZ) The ATEC metric (Wong and Kit, 2008) was developed as a response to this
inadequacy, with a focus to account for the process of human comprehension of
sentences via two fundamental features of text, namely word choice and word order.
(W10-1755, S-7)
(CA) Although these judgments were supposed to represent the correct relevance judg-
ments for each of the documents associated with an event, both studies reported
that annotators’ judgments varied greatly and that this was a significant issue for
the evaluations. (W05-0901, S-24)
(CB) This presents a considerable challenge when humans want to communicate naturally
with robots. (W11-2034, S-13)
In ex. BZ above, the authors mention a problem in a previous sentence using anaphoric
reference while in ex. CA, there is an implicit description of a problem which is referenced
later on by a demonstrative pronoun, within the same sentence.
Complement. The complement is either a secondary object, situation, artefact, or
action that is affected by the problem (but not the cause of the problem or its first
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manifestation) or provides additional description of the signal. Below are examples of
usage with the complement highlighted in blue.
In cases where the signal is a verb, the complement can be a direct object.
(CC) The WFST toolkit from (Adant, 2000) is built on top of the Automaton Stan-
dard Template Library (LeMaout, 1998) and uses C++ template mechanisms for
efficiency and flexibility, but lacks on-demand computation. (P04-1065, S-8)
(CD) However, linear projection approaches need a high number of training documents
to achieve state-of-the-art performance (Platt et al., 2010; Yih et al., 2011).
(E14-1044, S-49)
(CE) However the overall SDS development process still requires some hand coding, for
example to establish the connection to the underlying application. (W12-1608, S-8)
(CF) Classifiers built with asymmetric data dominated by one class (a NONE class do-
nating absence of a relation or coreference or a named entity etc.) can overgenerate
the NONE class. (P06-2060, S-6)
In ex. CC, the direct object of the verb “to lack” is the complement “on-demand
computation” whilst in ex. CD, the complement “a high number of training documents”
is the direct object of the verb “to need”.
There are cases where the signal is a part of a longer description of a problematic
situation. As the signal is defined to be only a few words long, the rest of the description
is therefore made into the complement. Consider the examples below.
(CG) However, this representative pair of image and language is often a poor topic
explanation. (W00-1707, S-29)
(CH) In this paper, we propose a novel progressive feature selection (PFS) algorithm
that addresses the feature space size limitation. (P06-1071, S-8)
(CI) Designing content selection rules manually is a tedious task. (W03-1016, S-4)
(CJ) However, there are still considerable theoretical and practical problems, even
though there is a substantial body of work (Landauer and Dumais, 1997; Schütze,
1998; Kintsch, 2001; Mitchell and Lapata, 2008). (W09-0208, S-12)
One of the problem types described earlier was X leads to a problematic situation (cf.
subsection 3.1.2). This problem type covers instances where the problematic situation is
induced by something else. In these cases, what brings about the problematic situation
(the first problem manifestation) is the root, and what is made problematic (the second
problem manifestation) is the complement. Consider the examples below.
(CK) Common characteristics of ESDs such as event optionality and varying degrees of
temporal flexibility of event types make this task nontrivial. (E14-1006, S-15)
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(CL) Marketing materials, such as online flyers or HTML emails, often contain a plethora
of visual features and text-based NER approaches lead to poor results.
(D14-1206, S-7)
(CM) These characteristics also lead to performance problems in terms of computation
time and accuracy for parsers that are trained on common English text corpus.
(N09-2045, S-4)
In ex. CL above, the “results” have a bad property, namely that they are “poor”. Usually,
this would mean that the results are the root. However, in this case, we are told that
“text-based NER approaches” cause the poor results. Therefore this is the root, and
“results” is the complement.
Condition. One more element which often occurs in problem statements is condition.
condition is defined as conditional or restrictive comments related to the problem.
Consider the following examples where condition is highlighted in green.
(CN) However, for [sic] large number of output labels, the inference is often prohibitively
expensive. (P09-2071, S-3)
(CO) However, without any objective quality measure of these scores, it was difficult to
evaluate different score generation algorithms. (W04-2904, S-14)
(CP) However, the brute-force approach will guickly [sic] run out of memory when the
feature space is extremely large. (P15-1114, S-2)
(CQ) Obviously, if done manually, this process can be rather laborious as it involves
numerous comparisons, depending on the number and length of the documents.
(W01-1008, S-8)
(CR) Automatically acquired first senses will undoubtedly be noisy when compared to
human annotations. (N07-1044, S-14)
(CS) In our case, adding high dimensional new features will further slow down the
training speed. (P12-1027, S-11)
Capturing conditional statements is useful since their absence can negate a problem.
Consider ex. CQ. If “this process” is not done manually, then it is not considered to be
“laborious”. I also consider purpose statements as a condition, such as ex. CT and CU
below.
(CT) So it would seem that intonational prominence alone is insufficient to disambiguate
between sentential and discourse uses. (J93-3003, S-105)
(CU) In order to make a proper choice, the direct orthographic mapping requires a
precise alignment and a better transliteration option selection. (W10-2409, S-3)
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Similar to intensifiers being omitted when capturing the signal, I do not capture a
conditional statement which serves as intensifying the importance of a problem in particular
situations. It would be counter-productive to capture these conditions as it could be
inferred that this problem is restricted to only those conditions, which is not the case.
Consider the following examples with the exacerbation underlined.
(CV) Therefore, this traditional approach of constructing the lexicon is not a suitable
solution, especially for systems running on the Web environment. (P06-2045, S-16)
(CW) But the practical cases are very complicated, especially in news domain [sic].
(D12-1026, S-25)
(CX) Even with a highly accurate NER system, it is not obvious which fields belong to
the same record. (W06-1671, S-17)
3.1.4 Relation to thematic roles
When labelling problem statement elements, each element is chosen based on its relation to
the signal. Consider the problem type X has a bad property. In this case, the argument
which has the bad property (expressed by the signal) is the root. Deciding what label to
assign each syntactic argument in this way bears a relation to deciding which thematic role
each argument carries. The relation between an argument an its governing verb is given a
role such as agent (performs an action), theme (undergoes the action) or experiencer
(object affected by action). Consider the following example:
(CY) To the best of our knowledge, all published methods happily misalign nonparallel
inputs, without so much as a warning. (P04-3006, S-13)
In the above example, the published methods which perform the misalignment are the
agent and what is misaligned (the nonparallel inputs) is assigned the theme role.
In the “need” pattern, the experiencer is the root and the theme is the comple-







x needed (by) y
x lacking (from) y
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In my model, signals and the other components always have to occur in the same sentence
in order to be annotated. Additionally, my model is not hierarchical, and therefore an
element cannot be assigned to more than one problem statement. In reality, signal
and my other elements are not always realised within the same sentence, and authors
can sometimes express problem statements which share a syntactic argument. They may
however not occur very frequently. From a sample of 100 problems, 2% of signals had
other elements in different sentences, and 4% of problems shared a syntactic argument. I
will discuss each of these difficulties below.
We already discussed anaphoric references. One of these concerns the case where a
problem is announced in one sentence and the description of the problem follows in a
subsequent sentence, as in the following example:
(CZ) 1. Visual inspection of the segmentation of an automatic segmenter with reference
to a WA corpus revealed a number of inconsistencies. 2. For example, consider the
word “bao fa” in Figure 1. 3. Empirically we observed that this word is segmented
as a single token by an automatic segmenter trained on the CTB, however, this
segmentation differs with the alignment in the WA corpus, since its two components
are aligned to two different English words. (D14-1173, [S-15, S-16, S-17])
In ex. CZ, the first sentence has an explicit signal of a problem (“inconsistencies”). The
problem description itself, which occurs in the third sentence, is disconnected from the
original description. I therefore do not annotate the material in sentence three as belonging
to the signal in sentence one. I also do not annotate it as an independent problem on its
own, as it is not explicit enough. The signal “inconsistencies” in sentence one however, is
annotated as a signal; I simply consider it as an under-informative problem.
More than one problem statement per sentence. According to my definition,
components cannot be part of more than one problem statement. Sometimes, more than
one problem statement occurs in the same sentence, and in some of those cases, the
statement can even share a syntactic argument, for instance in the case of ellipsis (also
called “gapping”). Ellipsis, i.e., the omission of certain syntactic arguments, can occur
whenever there is coordination in the sentence. Consider the examples below.
(DA) This not only overloads the translation process but also compromises the transla-
tion performance since as shown in our experiments the large tree fragment rules
are also very useful. (D09-1108, S-12)
(DB) Their usefulness can be strongly improved by data alignment in particular on the
syntactic level, but this task is very time-consuming if manually performed and
especially challenging for automatic systems. (W13-3731, S-3)
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(DC) In addition, hand-coded heuristics are often incomplete and perform poorly in
new domains comprised of specialized vocabularies or a different genre of text.
(P92-1028, S-7)
In ex. DA there are two problem statements: “this overloads the translation process”
and “this compromises the translation performance”. The overlap occurs in the syntactic
subject (the root).
In addition to ellipsis, more than one problem statement can appear within the same
sentence but without sharing a syntactic argument. Consider the example below.
(DD) However, due to the lack of research, SCNE is a major source of errors in NER.
(W03-1718, S-11)
In my model, because a problem statement is defined based on the signal, and all the
above examples contain two signals, it is clear that two problem statements are present.
However, there is an ambiguity regarding which signal each element corresponds to.
Therefore, I choose a marking scheme (described in detail in Chapter 6) where a “left
pointer” or “right pointer” associated with each component indicates the direction of the
component’s signal in the textual sequence. If a new signal appears in the text, it is seen
as the boundary to a new problem statement. Therefore, with the simple mechanism of left
and right pointers, no ambiguity can occur. For example, in ex. DD, the complement
“research” would be given a “left pointer” as this corresponds to the signal “lack”, whereas
the root “SCNE” would be given a ”right pointer” as this is in relation to the signal
“errors”. Additionally, because a new signal is a boundary to a new problem statement,
the root in ex. DA is given a “right pointer” to the signal “overloads” but it is not
associated with the signal “compromises”.
3.1.6 Relationships between problems
It is not always the case that one problem is independent from another. For example, an
author may wish to reformulate the problem in a new light or provide an example of the
problem. Consider the following examples of problem-problem relationships:
1. One problem is a reformulation of another.
2. One problem is an exemplification of another.
3. One problem is a generalisation of another.
4. One problem is broken down into (smaller) sub-problems.
5. One problem causes another.
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The last relationship type, one problem causing another, is often present in scientific
writing. Consider the following example.
(DE) Nevertheless, it is difficult to assess their performance due to the lack of evaluation
criteria. (D10-1034, S-8)
In ex. DE above, the first problem describes a difficulty in assessing performance. However,
this difficulty arises due to a lack of evaluation criteria (the second problem). Therefore,
the first problem is caused by the second.
Problem-problem relationships provide valuable information regarding how one problem
relates to another. I considered modelling such relationships, but doing so would give rise
to considerable complexity within the model. Consider an instance of N problems. In order
to capture problem-problem relationships, a relationship would need to be determined





pairs. Additionally, if there are k types of




·k total possibilities to choose from. Given this complexity and the complexity already
involved in treating problem statements, relationships between problems are not treated
in my model.
3.2 Definition of solution
In Hoey’s model, a solution is comprised of two elements: a response and an accompanying
positive evaluation. However, Hoey’s definition of response is very general. A
response, as defined by Hoey, is some reaction to a problem which aims at overcoming a
problematic situation. A response becomes a solution only when it is evaluated positively.
In the same vein as was necessary for the problem definition, I also needed to expand
Hoey’s definition of response in order to adapt it to the scientific domain. A solution,
using this expanded definition, is defined as:
1. A description of a reaction to a problem aimed at overcoming a problematic situation
which is associated with a positive evaluation [Hoey’s definition]; or
2. A description and/or naming of an artefact contributed by an author in response to
a problem.
I consider artefacts a response element as there must have been a problematic situation
which motivated the authors to create such an artefact (e.g. a negative property of
previously published method or a lack of research). Additionally, the publication of the
artefact can be seen as a positive evaluation by the research community.
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A response does not necessarily solve a problem as it can be assigned a negative
evaluation. The response therefore needs to be evaluated as either positive (it solved
the problem) or negative (it did not). In my model, I capture descriptions of positive
evaluations only. Negative evaluations are already captured by my model of problem
statements as negatively evaluating a response implicitly creates a problem (i.e., there
was something problematic with the response).
When the author evaluates a response, they can do so explicitly or implicitly. In my
model, both implicit and explicit evaluations are captured. A common means of expressing
an implicit positive evaluation are statements of contribution from the author. Due
to the convention of publication, any author will need to have their main contribution(s)
pass peer review (Bornmann, 2011; Cronin, 2005). Therefore, in order for the research
work to be published, it must have received some sort of positive evaluation (it was
good enough to be worth publishing to the community). When an author states their
main contribution in the form of a response element i.e., containing some sort of artefact
or way to overcome a problematic situation, it can be assumed there is an implicit positive
evaluation accompanying this response. Such statements can be considered solutions,
and are often introduced by phrases containing both a pronoun and an introduction verb,
as noted by Myers (1992) (e.g., “In this work, we introduce [...]”, “We present [...]”, “In
this paper, we develop [...]”). Consider the following examples of implicit solutions below,
highlighted in purple.
(DF) In this paper, we propose a Bayesian approach called TopicSpam for deceptive
review detection. (P13-2039, S-27)
(DG) In this paper, we start by introducing a new unsupervised method for semantic
classes induction. (W13-3511, S-13)
(DH) With that said, in this paper we present a method for visualizing clusters of POIs
and the associated semantic information. (W15-2810 S-28)
Explicit positive evaluations are often realised in text by a problem description preceded
or followed by an explicit description of solution, such as the phrases “to solve” or “in
order to overcome”. Examples of explicit evaluations are below, with solutions highlighted
in purple as before.
(DI) To overcome the deficiencies of these two kinds of methods, we propose a novel
semi-supervised key phrase extraction approach in this paper, which explores title
phrases as the source of knowledge. (P10-2055, S-6)
(DJ) In this paper we introduce a new annotated corpus of temporal expressions that is
intended to address this shortfall. (D10-1089, S-8)
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In ex. DI, above, the author explicitly states that their semi-supervised approach is able
to quash problems with previous approaches, whilst in ex. DJ, the author explicitly states
that their response, “a new annotated corpus of temporal expressions” is able to address
“this shortfall” (a reference to a previously introduced problem).
In my model, solutions are contiguous strings i.e., they are not broken up into sub-
elements. In this respect, my treatment of problems and solutions is different. However,
there are identifiable sub-elements within solutions; I simply decided not to model them
and leave this to future work as I prioritised development of the problem annotation
scheme over this. Consider the examples below.
(DK) In this paper, we propose a new categorization method based on Support Vector
Machines (SVMs) (Vapnik, 1995) and Independent Component Analysis (ICA)
(Herault and Jutten, 1986; Bell and Sejnowski, 1995). (W01-0507, S-5)
(DL) In this paper, we contend that using such global distributional characteristics
improves the performance of Hindi NEI when applied to a large corpus.
(W10-2418, S-36)
(DM) In this article, we propose a novel nonparametric Bayesian approach for update
summarization. (E12-1022, S-14)
(DN) We present a novel recursive neural network model for semantic compositionality.
(N12-1085, S-15)
Ex. DK contains a sub-component indicating the basis for the solution (“Support Vector
Machines”). The description of solution in ex. DL includes the conditions of the solution
(performance is improved “when applied to a large corpus”), and an application of solution
is indicated in ex. DM (the Bayesian approach is created “for update summarization”).
Solutions in my model are not restricted to those from the author of the paper, but also
include responses from other authors in the community. When detailing the background
information, it is common to describe a problem and how others have attempted to deal
with it. Consider the examples below of solutions from other authors.
(DO) In (Fukumoto and Suzuki, 1999), a term weight learning algorithm was proposed
for verb sense disambiguation, which can automatically extract nouns co-occurring
with verbs and identify the number of senses of an ambiguous verb.
(P04-1080, S-189)
(DP) (Xia and McCord, 2004) propose a method to automatically acquire rewrite pat-
terns that can be applied to any given input sentence so that the rewritten source
and target sentences have similar word order. (P06-1067, S-41)
(DQ) In a recent paper (Erk and Padó, 2008), we have introduced the structured vector
space (SVS) model which addresses this challenge. (W09-0208, S-13)
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Solution-solution relationships. Similar to problem-problem relationships, solution-
solution relationships also exist. For example, one solution may be an exemplification
or reformulation of another. However, these relationships exhibit the same complexity





· v decisions, for M solutions and v
solution-solution relationships). Therefore, I do not treat solution-solution relationships in
my model.
3.3 Definition of problem-solution link
A problem-solution link represents a solution-hood relationship between a problem state-
ment and a solution. In the scheme designed by Hoey (2001), this link is implicitly defined
when a response to a problem is assigned a positive evaluation. However, for my work
a more precise definition is needed. For example, it is unclear how to link when a solution
solves more than one problem statement or if the response is positively evaluated but
does not fully solve the problem as it is described. Therefore, as with the definitions for
problem and solution, I have had to adapt the definition for the link between problems
and solutions. I define a problem-solution link as:
A binary link between any pair of solution and problem statements, where the solution
either entirely or partially solves the problematic situation arising from the problem
statement, or provides a workaround.
When considering the possible links between N problems and M solutions, there are four
scenarios to consider:
1. One problem is linked to one solution (1:1).
2. Many problems are linked to one solution (N :1).
3. One problem is linked to many solutions (1:M).
4. Many problems are linked to many solutions (N :M).
The first scenario is the most natural relationship, where there is one solution for exactly
one problem. However, as there are complex problem-problem relationships (cf. subsec-
tion 3.1.6), when one problem is solved by a solution, the solution may also solve the
related problems, resulting in a N :1 relationship. Consider the example of one problem
being a reformulation of another. If either of these is linked to the solution, then by nature
of the reformulation relationship, the other problem is also solved by this solution (and
should be considered linked). Similarly, 1:M and N :M cases can also exist in text due to
solution-solution relationships.
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Attempting to capture all four relationships adds considerable complexity. Consider











or N ·M possible pair combinations to examine. Due to this complexity, I
do not treat N :M relationships (many problems linked to many solutions). Additionally, I
do not treat cases where one problem has many solutions (1:M).
In order to determine if there is a solution-hood link between a pair of problem and
solution statements, one such method could be to first determine what problem type is
being described. As each problem type has a prescribed solution, if the prescribed solution
for that problem-type is the same as the solution provided by the author, then a link can
be marked between that pair. Consider the following example of a link between problem









needed . 2. In this paper,
we propose an intrinsic stopping-criterion for committee-based AL of named entity
recognizers. (W09-1118, [S-26, S-27])
In the above example, the problem stated is that there is a need for a way to decide when to
stop AL (Active Learning). In the following sentence, the authors introduce exactly such a
solution which is a stopping-criterion for AL. Since this solves the need, the problem must
be linked to the solution. However, while some solution-hood links are easy to interpret by
the reader, others are more difficult, often requiring a more comprehensive understanding
of the text. In order to illustrate this, I will now detail properties of problem-solution
links with examples of usage.
An author can explicitly state that a problem is solved without any inference needed
from the reader, thus giving us an indisputable problem-solution link. This is most often
the case when a problem appears in the same sentence as the response, as in the examples
below.
(DS) This paper investigates an approach for optimizing the supervised training (learn-




required to achieve a desired
level of accuracy of the trained model. (P96-1042, S-6)




issues , this paper proposes a domain adaptation technique for
cross-domain text classification. (K15-1006, S-11)




need for more general automatic markup of text documents,
we present a system with a novel hybrid architecture. (N03-2001, S-9)
Other examples of explicit links involve problem statements not located in the same
sentence as the solution. However, to be considered explicit, it nevertheless needs to be
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the case that there is an explicit statement saying that the solution addresses the problem
described. Below are examples of such.




limited study on thread-level modeling of the true roles of
the messages, whether they provide information (source) or seek information (sink),
or which message in the thread is most useful or influential as the source. 2. In this
paper, we present a novel model of message influence within a discussion thread.
(W10-0506, [S-8, S-9])




needs an intuitive interface to explore the semantic
structure captured by an SVS 2. In this paper, we aim to present exactly that: an
interactive visualization of a Semantic Vector Space Model that allows a lexicologist
or lexicographer to inspect how the model structures the uses of words.
(W12-0203, [S-28, S-29])




can not be directly merged together
for training a parsing model 2. In this paper, we focus on harmonizing heteroge-
neous treebanks to improve parsing performance. (P13-2105, [S-10, S-13])
In ex. DV above, the problem details that “limited study” has been conducted on
thread-level modelling. As “limited study” falls under the problem type X is lacking or
missing from Y (cf. subsection 3.1.2), what is needed to resolve this problem is a research
contribution. The contribution from the authors is explicitly described as a model of
messages within threads, and therefore solves the problem. Similarly, ex. DW also contains
a problem of type X is lacking or missing from Y. In this example, it is stated that an
interface is needed to visualise a particular semantic structure. The artefact contributed
by the authors is a tool which can provide this visualisation, solving the problem. Example
DX details a problem of type X is a bad fit for Y. In other words, in order to train a
parsing model, the “heterogeneous treebanks” are not a good fit. However, the solution
provides a way of “harmonizing” these treebanks “to improve parsing performance”, and
is therefore linked.
Implicit links between problem and response statements occur when the writer does
not explicitly state that a problematic situation is solved, but instead believes it is obvious
to the reader. These often occur when the problem described is a well-known problem
in the community with a commonly accepted solution. Below are some examples of such
implicit solution links.




difficult or expensive to obtain labeled
data to train supervised models. 2. In this paper, we consider online active learning
with domain adaptations. (W13-3501, [S-2, S-6])




run out of memory when
59
the feature space is extremely large. 2. In this paper, we propose a new feature
selection method that can efficiently select representative features in the kernel
space to improve the quality of linear models. (P15-1114, [S-1, S-6])
In ex. DY above, the solution proposes an active learning-based approach. This approach
is able to adequately learn with a smaller amount of data than supervised models. As
the problem describes that it is expensive to obtain labelled data, a technique which uses
a small amount of labelled data lessens this expense. Since the solution offers one such
technique, it is linked. The problem in ex. DZ describes a shortage of memory. As the
solution is presented as performing feature selection “efficiently”, the solution seems to
alleviate the memory constraints, and so is linked.
Although a solution may not fully solve the problematic situation, it is still considered
a solution even if does so only partially. Consider the example below.
(EA) This paper investigates an approach for optimizing the supervised training (learn-




required to achieve a desired
level of accuracy of the trained model. (P96-1042, S-6)
In the example above, the solution does not attempt to eliminate “the annotation effort”,
but rather lessens the amount required. Therefore, even though the problem is solved only
partially, it is still linked.
Consider the example below, which is an example for the “workaround” part of the
solution link definition.




is not directly maximizable with
respect to unlabeled data, we propose a novel semisupervised learning objective
that can be optimized using the Expectation-Maximization (EM) algorithm while
maintaining the discriminative nature of CRFs. (D09-1134, S-9)
In the example above, instead of finding a way to make the likelihood objective of CRFs
directly maximizable, the authors introduce a different learning objective which can be
maximised i.e., they provide an alternative which circumvents the problem. Therefore,
this solution can be linked.
I will now look at what happens when there are causal links between problems. Consider
the example below.





not possible for Turkish. 2. In this paper, we discuss
how the semantic information supplied by morphemes, named as morphosemantics,
can be included in the construction of semantic resources for languages with less
resources and rich morphologies, like Turkish. (W14-5807, [S-38, S-40]).
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In the example above, the first problem describes a lack, which prevents the building
of a “PropBank” (the second problem). Therefore, there is a causal problem-problem
relationship between the two problems. Logically, if the first problem is linked to the
solution, the question is whether the causal relationship should mean that the second
problem can also be linked without any additional inference. This situation is schematically
shown in Figure 3.4.
In subfigure (a), there are three problems: A, B, and C. Problem A causes problem B,
and problem B causes C. Subfigure (b) shows a case where problem A is linked (solved).
Logically, this causes the other problems caused by A to also be solved. Subfigure (c)
illustrates another scenario where only problem C is solved, leaving problems A and B
still unsolved.
(a) Three problems with causal relationships. (b) Problem A has a solution-hood link causing
both Problems B and C to also be solved.
(c) Only Problem C has a solution-hood link, leaving Problems A and B unsolved.
Figure 3.4: Logical link decision for three problems in three different scenarios depending
on which problem is solved.
Although such an approach to linking is intuitive, I already decided in subsection 3.1.6 that
relationships between problems are not explicitly annotated under my model. Instead, in
my model, each individual problem-solution link holds only if the solution-hood relationship
is apparent from that pair. Therefore, in ex. EC each pair needs to be considered on its
own. In this case, as the solution partially addresses the task of building a high coverage
PropBank for Turkish, but does not provide a large-scale treebank corpus, the second
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problem only is marked as being linked to the solution.
3.4 Operationalisation of my model




• Determine problem-solution links between identified problems and solutions.
But in which order should one perform these tasks? I decided that the first step in my
algorithms would be searching for a solution before searching for associated problems. I
made this decision not because of complexity considerations, but for pragmatic reasons. As
discussed earlier, problems and their associated solutions are often positioned close to each
other (cf. subsection 3.1.1). Therefore, when looking for problems and their associated
solutions, one approach may be to start from a known problem and look for nearby
solutions, or vice versa. However, when starting from a known problem and searching for
nearby solutions (i.e. a 1:M relationship), there are some cases when a solution is not
expected such as future work sections and review papers (cf. subsection 3.1.1). Therefore,
in such scenarios, there could be instances where much effort is spent towards finding a
solution which does not exist. In contrast, solutions must resolve a known problematic
state i.e., their presence signals to the reader that there was an issue which it has now
resolved. Therefore, starting from an identified solution and searching for nearby problems
(i.e. a 1:N relationship) mitigates the issue encountered when starting from problems.
As discussed above, problems and solutions are typically positioned close to each other.
Therefore it is not usually necessary to consider links between problems and solutions
spanning an entire scientific text. Additionally, as some papers are longer than others,
searching an entire research paper for a possible problem-solution pair can give rise to vast
search spaces. In order to reduce this complexity, my model only considers problem and
solution links within a predefined context window surrounding both statements3.
Within such context windows, I define the linking task in such a way that it can be
decided based only on information in the solution and problem pair in question. In the
case where there are non-relevant sentences lying in between a potential problem and
solution pair, the information in them is ignored when deciding on a link. Consider the
following example.
3Chapter 5 will give reasons for my choice of context window length.
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(ED) W15-3503 [S-7, ..., S-12]
S-7 The HPB model does not perform well when reordering in a Japanese Chinese ma-
chine translation task as shown in Figure 1, which shows an example of long distance
reordering covering 13 words.
S-8 With a traditional approach, the typical HPB model fails to capture complex re-
ordering information as shown in Figure 1.
S-9 By contrast, Fillmore (1968) has proposed case grammar, which is effectively proved
and originally used in rule-based machine translation (RBMT) system (Yamabana,
1997).
S-10 Furthermore, Kawahara (1994, 2002) defines the Japanese shallow CF that is widely
and successfully used in Japanese dependency tasks provided by CoNLL-09 (Hajič,
2011).
S-11 Figure 2 shows the CF’s ability to capture reordering information.
S-12 In this paper, we describe effective approaches to introducing source language Japanese
CF in the Japanese-Chinese translation task.
In the above example, there is a problem marked in sentences 7 and 8, and a marked
solution in sentence 12. As far as my task is concerned, the material in Sentences 9, 10,
and 11 is irrelevant for the linking decisions involving 7–12 and 8–12, and annotators are
instructed to ignore it when making those decisions.
There is another reason why my model only considers the sentences containing the
problem and solution pair when making the linking decision, and it concerns learnability.
One of the main reasons why I broke problem statements into their sub-elements is to
help determine its solution (cf. subsection 3.1.3). Therefore, there should be enough
information present in the sentences containing the problem and solution to make an
informed linking decision.
Considering these points, I sequentialise the three main model tasks and expand their
definitions:
1. Scan a scientific paper and identify solution statements.
2. For each solution found, identify problem statements in the preceding context window.
3. Determine if each problem statement identified in the context window possesses a
problem-solution link with the solution.
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In order to identify problem and solution statements, I pipeline two types of problem and
solution systems. The first can identify if a problem or solution is present in a sentence,
while the second is capable of marking the series of tokens which represent the realisation
of either a problem or solution description in text. The final task is to establish if there
is a problem-solution link between each of the problems in the context window with the
solution element. I formulate this as a binary classification task, where candidate pairs are
formed between the solution and each problem statement in the context window. Overall,
five automatic tools are needed:
(i) A problem recogniser operating at sentence-level.
(ii) A solution recogniser operating at sentence-level.
(iii) A problem statement sequence labeler operating at token-level.
(iv) A solution statement sequence labeler operating at token-level.
(v) A problem-solution link recogniser (binary classification).
Combining the core tasks with the necessary tools mentioned above, the full operationali-
sation of my model is structured as follows:
1. Run the solution recogniser over sentences within a paper.
2. For each sentence with an identified solution, extract a context window comprising
of the preceding sentences.
3. For each sentence in the context window, run the problem recogniser.
4. If the problem recogniser identified at least one problem in the context window, there
is a possibility for a problem-solution link. Therefore, continue to step 5. Otherwise,
discard the context window and return to step 2.
5. Run the solution statement sequence labeler on the sentence containing the solution.
6. For each sentence in the context window, run the problem statement sequence labeler.
7. Determine if each problem statement in the context window possesses a problem-
solution link with the solution.
An illustration of these operation steps is shown in Figure 3.5.
In order to realise my model’s operationalisation, the chapters which follow detail both


























Figure 3.5: Overview of my model’s operationalisation.
3.5 Chapter summary
In this chapter, I defined my model of problem-solving for science. A summary of the main
model definitions is shown in Table 3.1. Chapter 4 will prepare the technical background
needed for the creation of the five automatic tools. Chapter 6 will present an annotation
experiment using my problem-solving model. Chapter 5 details the construction of the
problem and solution recogniser, and Chapter 7 contains the implementation of both the
problem and solution sequence labelers and the problem-solution link recogniser.
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Definition
Problem A problematic state in science; or a research question or unex-
plained phenomena; or an artefact that does not fulfil its stated
specification.
Problem statement An expression of a problem composed of a signal [mandatory],
root [optional], complement [optional] and condition [op-
tional].
Signal A single word or short series of words which explicitly communi-
cate a problematic situation, research question, or malfunctioning
object.
Root The manifestation of the problem.
Complement A secondary object, situation, artefact, or action that is affected
by the problem (but not the cause of the problem or its first
manifestation) or provides additional description of the problem
signal.
Condition A conditional or restrictive comment on the problem statement.
Solution A description of a reaction to a problem aimed at overcoming a
problematic situation which is associated with a positive evalu-
ation; or a description or naming of an artefact contributed to
the research community by an author in response to a problem.
Problem-solution link A binary link between any pair of solution and problem state-
ments, where the solution either entirely or partially solves the
problematic situation arising from the problem statement, or
provides a workaround.




Given the operationalisation of my model detailed in the previous chapter (cf. section 3.4),
I will now present some learning algorithms which are applicable in order to automate
my model. There are two broad categories to consider: traditional (non-neural) machine
learning, and deep learning. I will treat each category of learning in turn, followed by a
review of the relevant statistical tests for my task.
4.1 Traditional machine learning
In machine learning there are generally two classes of algorithms: generative and discrimi-
native. The distinction between both types of algorithms is that a generative algorithm
models how the data was generated, whilst a discriminative model does not. I will now
present some non-neural examples of both types of learning algorithms. Additionally, each
non-neural machine learning classifier detailed below has proven popular for many text
classification tasks, and can also be applied to mine.
Näıve Bayes. Näıve Bayes classifiers are a family of generative classifiers which are





where the likelihood in this case is the likelihood of our data given the label, the prior
represents our prior beliefs on the label’s distribution, and the evidence is the marginal
likelihood. As Bayes’ Theorem is based on the definition of conditional probability, the
probability of a label yi ∈ Y given the data x can be rewritten as:
P (yi|x) =
P (yi, x)∑n
i=1 P (x|yi)P (yi)
(4.2)
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Applying the chain rule for probability, we can then break up the joint probability in the
numerator, reminding ourselves that x = (x1, . . . , xn):
P (yi, x) = P (yi, x1, . . . , xn) = P (x1, yi, x2, . . . , xn)
P (x2|yi, x3, . . . , xn)
P (x3|yi, x4, . . . , xn)
. . .
(4.3)
The simplifying assumption that Näıve Bayes makes is that each xi is independent of the
other. This makes the calculation much easier since we now presume there is no correlation
to model between features. Taking this into account, we can now calculate the posterior





i=1 P (x|yi)P (yi)
(4.4)
The final step is to then calculate the conditional probability of each label yi given the
data and then choose the label with the highest probability i.e., the maximum a posteriori:




where I have dropped the denominator since it is constant for each label yi. Additionally,
when classifying we are normally only interested in the relative differences, and not the
actual probabilities. Therefore, using the numerator alone is enough for classification.
Logistic Regression. Logistic regression is another popular method for text classifica-
tion tasks (Hamdan et al., 2015; Li et al., 2019), and is discriminative. The first step in a
logistic regression classifier is to make a linear transformation of the data, formalised as:
z = Wx+ b (4.6)
where W is a weight matrix, x is the input vector, and b is the bias. At this stage, the
z on the l.h.s represents the output from a simple non-logistic regression task. However,
the output from z is then used as input to the sigmoid function, which scales z to a value





Once the output values are scaled between zero and one, a determination of class label
can be made using techniques such as thresholding. For example, in the case of binary
classification, an output value of σ(z) < 0.5 could be used to represent a prediction of
class one, and σ(z) ≥ 0.5 a prediction of class two. The cost for correctly or incorrectly
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classifying x is defined as:
Cost(σ(z), y) =
−log(σ(z)) if y = 1−log(1− σ(z)) if y = 0 (4.8)






Support Vector Machine. A support vector machine (SVM) is another discriminative
classification algorithm, where the main goal is to find a series of hyperplanes which
best divides a data set into the relevant classes. A hyperplane is formally defined in a
N-dimensional space as a flat N-1 dimensional subspace which separates the space into two
parts. In order to illustrate this algorithm, consider the case of two classes. The SVM will
first draw a single hyperplane, and then determine the distance of the closest points for
each class from the hyperplane (called support vectors). The optimal hyperplane position
is that where the margins between the hyperplane and the support vectors is maximal.






Figure 4.1: Example of maximal hyperplane separation in Support Vector Machine (SVM).
The loss for the ith example using the SVM in the binary case described above is defined
as:
Li = C ·max(0, 1− yi · wTxi)) +R(W ) (4.10)
where yi ∈ {1,−1}, R(W ) is a regularisation of the model weights W , and C is a
hyperparameter which controls the width of the margin. For example, smaller values of C
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widen the margin whereas larger values reduce the margin width.
4.2 Deep learning
The field of deep learning is based on the construction of artificial neural networks, inspired
by the neurons in biological neural networks such as the human brain. They have given
rise to the current state-of-the-art in many fields, establishing its use as the status quo in
most machine learning tasks. I will now detail relevant deep learning methods applicable
to automating my model.
4.2.1 Feedforward neural networks
Feedforward neural networks (FFNN) are a class of neural networks where the network
information only flows forward, not backward. The most simple FFNN is a single percep-
tron, also called a single-layer perceptron. It works by multiplying input values and their
corresponding weights, and then applying a threshold function (also called an activation
function) based on the resulting value. There are many types of activation functions to
choose from. For example, in the binary case, the activation function would work as
follows:
f(x) =
1 if w · x + b ≥ 00 otherwise (4.11)
An extension to the single-layer perceptron above is the multi-layer perceptron (MLP).
This model consists of many perceptrons organised into layers, with threshold activations
between each layer. As opposed to the single-layer perceptron, which only requires an input
and output layer, the MLP includes the addition of one or more hidden layers between
both input and output layers. An example of this architecture is shown in Figure 4.2.
Input	layer Hidden	layer Output	layer
Figure 4.2: Architecture for multi-layer perceptron.
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In order to learn the optimal parameters (weights and biases) for such a model, a
technique called gradient descent is used. This popular optimisation algorithm takes as
input the gradient of the model’s error function and a hyperparameter called the learning
rate, in order to update the parameters such that they reduce the value of the error
function. This is formalised below as:




where θt represents the model parameters at iteration t in the gradient descent, α
represents the learning rate, and E(X, θt) represents the error function given an input X
and parameters θt.
The MLP classifier has been widely used for many text classification tasks, including
sentiment classification (Ay Karakuş et al., 2018) and topic classification (Wang et al.,
2018), and is also applicable to text classification for my operationalisation.
4.2.2 Recurrent neural networks
A sequence labelling task involves the assignment of a categorical label to each member
of a sequence of values, and problem and solution marking are an instance of this task.
In order to determine the most likely series of labels indicating whether or not a token
is inside or outside a particular entity, a natural choice of architecture to automate this
sequence labelling task are Recurrent Neural Networks (RNNs). These are a class of
neural networks which are able to operate on sequential-based data; unlike feedforward
neural networks, they contain cycles. They take a series of inputs (xi, ..., xn), and return a
series of outputs (hi, ..., hn) containing a representation for each step in the input series.
However, RNNs in their most simplistic form tend to be biased towards the most recent
inputs (Bengio et al., 1994), and when faced with a long sequence of inputs, the learning
can become hindered due to the “vanishing gradient problem” (Hochreiter, 1998). This is
a phenomenon where the gradient becomes so small that it is ineffective at updating the
model weights (i.e. changing their values), potentially stopping the model from training.
Long short-term memory (LSTM) networks have been created to address these issues
(Hochreiter and Schmidhuber, 1997). They are more capable of maintaining representations
of long-distance information, and are robust against vanishing gradients. The key difference
between LSTMs and standard recurrent neural networks is the introduction of a cell state
and a number of gates. The cell state is able to carry relevant information throughout the
sentence over long distances, and the various gates (forget, input, and output) control the
maintenance of this cell state i.e., what is worth remembering. This control of information
allows for the learning of both long- and short-distance dependencies. Such knowledge







Figure 4.3: LSTM cell architecture taking input from problem statement extract.
dependencies exist between elements. Consider the example sentence below.
Q15-1007, S-8
2. On-demand extraction can be slow, but for phrase-based models, massive parallelization
on general purpose graphics processing units (GPUs) can dramatically accelerate
performance.
The above example consists of a short-term dependency between problem elements, where
a root and signal are positioned very close to each other in the sentence order. However,
consider the example below of a long-term dependency between problem elements.
P14-1044, S-11
5. However, this alignment method still involves tuning of parameters which are highly
dependent on the characteristics of the generated graphs and, hence, requires hand-
crafted sense alignments for the specific pair of resources to be aligned, a task which
has to be replicated every time the resources are updated.
The above example contains a long-distance dependency between the root (“this alignment
method”) and the rest of the problem elements. Therefore, knowledge of the root carried
forth in the cell state of the LSTM may help the correct identification of the related
signal, complement, and condition elements in this example.
The architecture of a LSTM cell is shown in Figure 4.3. It operates by first concatenating
the input from the current time step (xt) such as a word embedding, and an output
representation from a previous time step called the hidden state (ht−1). These concatenated
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inputs are then fed to three gates: the forget gate (ft), the input gate (it), and the output
gate (ot). The forget gate controls what information should be kept or forgotten in the
cell state, the input gate determines what information should be added to the cell state,
and the output gate controls to what extent the cell state can influence the hidden state













Ct = σ(ft  Ct−1 + it  C̃t)
ht = tanh(Ct) ot
(4.13)
where  represents element-wise multiplication, σ is the element-wise sigmoid function,
and W represents the weight matrices e.g., W xi is the input weight matrix for the input
gate.
A further extension to the LSTM is the bidirectional LSTM (Bi-LSTM) (Graves and
Schmidhuber, 2005) which makes use of two LSTM cells. The first is the traditional
LSTM cell going from left-to-right in the sentence, while the second cell begins at th2e
end of the sentence going from right-to-left. Then, instead of using the hidden state from
only one LSTM, the Bi-LSTM model takes a concatenation of both the left and right




ht ]. The central idea is that
the representation for each token using a concatenation of the left and right cells provides
a richer context representation.
A straight-forward approach to applying this architecture to NER is to simply input
the concatenated hidden representations output from the Bi-LSTM to a softmax function
in order to determine the most likely label for a token. However, this approach makes
independent decisions on tokens. Whilst this is acceptable in tasks such as POS tagging
(Ling et al., 2015), it is problematic for certain representations where logically certain
labels cannot follow one another.
For example, a common method to encode tokens for NER is by using a BIO encoding
scheme (cf. section 6.3) where B, I, and I refer to (Beginning of element, Inside of element,
Out of element). In such an encoding scheme, the sequence: [O, I, B] is invalid, because
an inside tag cannot follow an outside tag using a BIO encoding scheme. Therefore, for
NER tasks, it is useful to model the output labels jointly using a Conditional Random
Field (CRF) layer (Lafferty et al., 2001). The addition of a CRF layer is shown to have a
drastic improvement for NER tasks over the softmax function, as shown by Reimers and
Gurevych (2017b). The CRF layer takes the outputs from the Bi-LSTM, and combines
them with a transition matrix, which is able to account for context-dependent labels. For
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the oflack coverage of Infoboxes





Figure 4.4: Example of BiLSTM-CRF architecture applied to extract from problem
statement (W09-1604 S-24).
example, using a BIO scheme, the sequence [O, I] would be given a transition score of zero.
An illustration of this combined BiLSTM-CRF architecture is shown in Figure 4.4. In
this figure, Li represents outputs from the standard LSTM cell going from left-right-right,
whilst Ri represents the right-to-left LSTM cell.
The BiLSTM-CRF architecture is a popular choice for NER tasks (Lample et al., 2016;
Panchendrarajan and Amaresan, 2018; Poostchi et al., 2018; Greenberg et al., 2018; Luo
et al., 2018; Qiu et al., 2019).
4.2.3 Biaffine classifier
A new improvement upon the BiLSTM-CRF model has emerged which achieves state-of-
the-art (SOTA) across all standard NER benchmarks. This is the Biaffine NER model
recently introduced by Yu et al. (2020). It is inspired by the biaffine neural dependency
parsing model by Dozat and Manning (2017), where heads and dependants were modelled
using biaffine attention. For NER, Yu et al. (2020) use a similar idea but instead of
modelling heads and dependants, they model the start and end indices of entity spans. The
key idea of using a biaffine transformation is that it incorporates an attention mechanism
into binary relations (Matsuno et al., 2018). The model is based upon the same BiLSTM
architecture discussed earlier, but then takes the representations from each time step
of the BiLSTM and feeds them to two different feedforward neural networks (FFNNs).
FFNNStart represents the starts of entities and FFNNEnd represents the ends. The outputs
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Figure 4.5: Biaffine model. Taken from Yu et al. (2020).
from FFNNStart and FFNNEnd are then fed to a biaffine classifier. This classifier provides
scores for all possible spans (inferred via start and end indices) which could constitute
a named entity, and their potential label. An illustration of this process is shown in




ᵀUmhe(i) +Wm(hs(i)⊕ he(i)) + bm
(4.14)
where ⊕ represents a concatenation of vectors, rm(i) is the output score for the Biaffine
classifier (i.e. the biaffine transformation), si and se are the start and end indices, Um
and Wm are weight matrices, and bm is the bias. In the biaffine transformation, the first
term on the r.h.s represents a relatedness score between two indices, while the second term
represents both indices appearing independently. Additionally, rm(i) is a three-dimensional
tensor, which not only encodes the scores between pairs of indices, but also the NER labels
for those pairs. Therefore, an NER category ŷ is then assigned to span i based on the
most likely label for rm(i):
ŷ(i) = argmax rm(i) (4.15)
I will next discuss some methods which are applicable to my second task of problem and
solution linking.
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4.2.4 Neural relational topic model
When deciding upon whether or not to link a problem and solution pair, it is often helpful
to know if the problem and solution discuss similar topics. Consider the following example
of a full extract taken from the training set.
E14-4034 [S-6, ..., S-11]
1. By applying a phrasebased decoder on the source sentences of the training data and
constraining the translations to the corresponding target sentences, k-best segmentations
are produced.
2. Then, the phrases used for these segmentations are extracted and counted.
3. Based on the counts, the translation model probabilities are recomputed.
4. To avoid over-fitting, leave-one-out is applied.





6. In this paper, we present a simple and effective approach for consistent reestimation of
the translation model probabilities in a hierarchical phrase-based translation setup.
In the above example, there are problems marked in sentences 4 and 5 in the extract.
The solution provides an approach for “hierarchical phrase-based translation”. As the
problem in sentence 5 is a lack of such methods, it is linked to the solution. However,
the problem in sentence 4 is a stand-alone problem falling under a more general topic of
“modelling errors”, with its solution stated within the same sentence (“leave-one-out”).
Therefore, no link applies between sentences 4 and 6. In terms of the topic compositions,
the topics between the unlinked sentences 4 and 6 are quite dissimilar, unlike sentences 5
and 6. Both sentence 5 and 6 describe a method and more specifically, they both mention
methods relating to “hierarchical phrase-based translation”.
As knowledge of the topic compositions in a problem-solution pair can be helpful in
determining a link, it would be very useful if there was a method which calculated the topic
composition of both a problem and solution, and then made a binary decision as to whether
or not they are linked based on this topic composition. One such method is the Neural
Relational Topic Model (NRTM) proposed by Bai et al. (2018). This model jointly trains
a neural topic model, combined with a feedforward multilayer network (MLP). The neural
topic model is implemented as a variational autoencoder (VAE) (Kingma and Welling,
2014) which learns a topic representation for each document. The topic representations for
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Figure 4.6: Taken from Bai et al. (2018). Architecture for Neural Relational Topic Model.
each possible document pair are then concatenated and used as input to the MLP which
outputs a binary link decision. An overview of this architecture is shown in Figure 4.6.
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where S are the number of document pairs (samples), D is the number of words in a
document, θ
(s)
i is the topic representation for document i, α and β are hyperparameter
weights, and L and L′ are the numbers of layers in the VAE and MLP respectively. On
the r.h.s, the first term is the standard ELBO for training the VAE, the second term
represents the loss from the MLP output, and third term is a loss over the weight norms.
4.3 Statistical significance
In order to establish statistical significance, a null hypothesis (H0) is established which
states that the two sets of results come from the same distribution. The alternative
hypothesis (H1) states that the distributions are different, and therefore the performance
gains are not due to chance. The objective of using the significance test is to then determine
whether or not to reject the null hypothesis based on the p-value. This value represents
the probability of obtaining results at least as extreme as those observed. If the p-value
is less than 0.05%, then it is standard practice to reject the null hypothesis (Bower and
Colton, 2003).
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When choosing a statistical method to measure significance, there are a variety of
options to choose from. Dror et al. (2018) conducted a survey of ACL papers from 2017,
highlighting which significance method (if at all) the authors used, and what task their
test was applied to. They also provide an appendix with suggestions for significance tests
based on the type of evaluation measure1. An important consideration when deciding
upon which test to use is whether or not it is parametric. A parametric test presupposes
that the data comes from a known distribution. For example, when using the student’s
t-test, this test presumes the data is normally distributed (Fisher et al., 1960). However,
often the true distribution is not known. Although large data sets can claim to be gaussian
due to the central limit theorem, determining whether or not a data set is large enough to
validate those claims is difficult. One way to determine the underlying distribution is to
use the Shapiro-Wilk test (Shapiro and Wilk, 1965). This test is able to determine whether
or not a sample is normally distributed. However, when the data’s distribution is not
known, a non-parametric approach should be used. I will now detail two such examples of
non-parametric significance tests, which will later be used throughout this thesis.
Sign test. The sign test (Siegel and Castellan, 1956) is a paired statistical significance
test. It measures the difference in classification scores between two models, noting only
whether the classification on a particular item was better or worse (magnitude of raw
score if score has a magnitude at all, is not taken into account). The test is calculated
by counting how many times system A is better than system B (called plus), and how
many times system A is worse than B (minus). When comparing system results from
classification tasks, it is common for ties to occur. In order to account for this, I also
measure how many times system A is the same as system B (null). In these cases, I
randomly assign half of the NULL values to the positive class and the other half to the
negative class. The p-value is then calculated using a summation of binomials which
capture probabilities of the reported number of successes or more extreme events (of more










where N = null
2
+ plus + minus is the total number of instances to classify, and
n = null
2
+ min{plus, minus} is the number of instances with the less common sign.
Permutation test. Another non-parametric test is the permutation test (Noreen, 1989).
Unlike the sign test, it takes the magnitude of classifier scores into account. Concerning
1https://arxiv.org/pdf/1809.01448.pdf
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statistical power (i.e., the probability of rejecting the null hypothesis when the alternative
hypothesis is actually true), this test is considered one of the strongest non-parametric
tests, and suggested the optimal choice for most NLP tasks by Dror et al. (2018). The
paired permutation test operates by first determining a test statistic (i.e., how to measure
the difference between two distributions). Then, for each possible permutation (from 1 to
2N ), prediction scores for test instances are randomly swapped between the two compared
systems and the test statistic is recomputed for that permutation. The p-value is then
calculated as a percentage of permutations where the randomly shuffled data gave an equal
or more extreme difference than originally reported. However, it can be computationally
infeasible to compute all possible permutations when the data is large. Therefore, in
practice, an approximate test is often used using a predefined large number of permutations
(Riezler and Maxwell III, 2005). The process for the two-tailed approximate permutation
test is formalised below.
Algorithm 1: Approximate permutation test (two-tailed)
Compute test statistic between systems A and B: |SA − SB|;
Set c = 0;
for permutation r in 0, . . . , R do
for instances i, . . . , N in test set do





compute test statistic |SAr − SBr | between newly shuffled data;
if |SAr − SBr | ≥ |SA − SB| then
c += 1;
end
p-value = (c + 1) / (R + 1);
return p-value;
4.4 Chapter summary
In this chapter, I have given an overview of the main methods which are applicable in
order to realise the automation of my model’s operationalisation (cf. section 3.4). This
has covered deep learning models, traditional non-neural models, and relevant statistical
tests (in order to determine the significance of results obtained in this thesis). In the next
chapter, I will begin the first steps of automating my model with the construction of a




Stage 1: Sentence-based problem
and solution recognition
This chapter details the creation of a separate problem and solution recogniser. The
recognisers are realised as automatic classifiers that, given a phrase that may or may not
be a description of a scientific problem or a solution, make a binary decision about the
problemhood or solutionhood of that phrase. I cast this task as a supervised machine
learning problem. Once the recognisers have been trained and evaluated, I use them in
order to complete steps 1-4 of my model’s operationalisation (cf. section 3.4). The main
body of this chapter was published in the journal of Scientometrics (Heffernan and Teufel,
2018).
5.1 Data collection
The base for my analyses are research papers from the ACL anthology1. I used the latest
release of the ACL Anthology Reference Corpus (ARC), released in March, 20162. The
ARC contains 22,878 articles in the form of PDFs and OCRed text3. The 2016 version
of the ARC was also parsed using ParsCit (Councill et al., 2008) which encodes logical
document structure, references, and meta information in XML format.
5.1.1 Data cleaning and enrichment
The ARC is not an ideal medium to work with for computational analyses as the corpus is
not in a clean format. As the document structure is labelled by ParsCit, a probabilistic
process, an incorrect logical structure can be output, such as listing a subheading before
a main heading. ParsCit also breaks bodies of text over page breaks, and formats all
1https://aclanthology.info/
2http://acl-arc.comp.nus.edu.sg/
3The ARC corpus comprises 3,391,198 sentences, 71,149,169 words and 451,996,332 characters.
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headings into a flat hierarchy. Therefore, subheadings are siblings of headings instead of
children. This makes access to information more difficult, and inference is required in
order to determine the exact location of a sentence in a document. Another issue with the
ParsCit output is that the XML coding is sometimes not well-formed (not syntactically
correct). Furthermore, there is a lack of sentence segmentation, and linguistic information
such as POS tags. Therefore, in order to adequately perform computational analyses using
the ARC, data cleaning and enrichment must first be undertaken.
The ARC contains non-paper documents such as letters to the editor and front-matter.
I filtered out documents which did not resemble a regular paper (e.g., those that had no
abstract and conclusion). I also omitted any document where ParsCit encoded an incorrect
sequence of headers (e.g. sub-heading before main heading).
To address the lack of linguistic information present, I performed tokenisation, pos-
tagging and sentence segmentation. Given that the data set is large, it requires a tool
which can do this process efficiently but without comprising on accuracy. SpaCy4 is a
good choice for this task. It has pre-trained models which are able to exploit CPU usage,
making it very efficient. Furthermore, the pre-trained POS-tagging models have a high
accuracy on the Penn Treebank data set of 94.48%5.
Given that ParsCit encodes documents using a flat hierarchy, extracting knowledge
related to document structure is not straight-forward. It would be easier to work with if
each document was encoded in a format which adequately encoded document structure,
including hierarchical section structure. One such format is SciXML (Teufel, 1999). This is
an XML-type format specifically designed for encoding scientific texts. Therefore, for each
ParsCit document, I inferred the document hierarchy and transformed it into SciXML.
To ensure that the newly transformed SciXML documents were not only well-formed,
but valid XML6, I needed to validate each document with a Document Type Definition
(DTD) file. A DTD file defines the structure and legal attributes for each element of a tag
in a XML file. For example, in SciXML, sentences are enclosed using S tags e.g. <S> text
</S>. These S tags can then have ID attributes, which requires that “ID” is defined in the
DTD as a valid attribute for the element “S”. If a document violates this by including a
non-declared element, it is not valid. To achieve DTD validation, I adapted the DTD file
created by Teufel (1999) for SciXML. I then ran the Unix command-line tool xmllint7 to
ensure each file I created was well-formed XML and also validated by the adapted DTD.
Once documents were transformed to valid SciXML, each sentence was automatically
labelled with an Argumentative Zone using an automated tool8. As Argumentative Zones
4https://spacy.io/
5https://spacy.io/usage/facts-figures




share a close relationship with some aspects of problem-solving (cf. section 2.1), I was
hoping that their addition would enrich my corpus with useful linguistic knowledge.
The resulting data set, SciXML-ARC, comprises 17,161 SciXML articles, consisting of
3,162,912 sentences. This corpus is freely available for the community and can be accessed
here: https://www.repository.cam.ac.uk/handle/1810/299445.
5.1.2 Training material for problem and solution recognisers
The task assigned to the problem and solution recognisers is to determine if a given
sentence contains either a problem or solution. In order to achieve this, the ground truth
for the presence or absence of a problem or solution statement must first be established.
A good indicator for the presence of a problem is the signal element, but looking only
for signals might not be enough, as there are many cases where the other elements are
missing and thus we do not have a full problem statement. Also, signals can be negated
as in the following example:
(ED) This is not a problem, and in fact is a good thing, because, as we noted above,
compounds are frequently recursively composed out of pieces which are themselves
compounds. (W98-0609, S-85)
However, when nominal signals are expressed in subject position, they often have a
syntactic dependency to a problem or solution statement. This provides a means of finding
naturally occurring problem and solution statements, with only a small hand-crafted list of
signals. Using such statements as the ground truth for the recognisers increases the chance
that an automatic method would be able to recall many linguistically varying expressions
of problem and solutions.
In order to use this idea, information from a syntactic parse (in my case: dependency
parse) is necessary. Examining the parsed dependencies, I looked for a signal in subject
position, and then choose its syntactic argument as the corresponding problem or solution
statement. An illustration of the dependency extraction process is shown in Figure 5.1. In
this example, the signal “problem” has a syntactic dependency to the problem statement
“the instability of the model”.
Figure 5.1: Illustration of dependency extraction. (A94-1003, S-138)
Some more examples of problem statements extracted using the signal “problem” are
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shown below, with the signal highlighted in yellow and the dependent problem statement
highlighted in gray.
(EE) In the case of Japanese text processing, the most serious problem is poor accuracy
of word segmentation and POS tagging. (D14-1011, S-3)
(EF) But the problem of inaccurate constraint estimation is one that needs further
consideration. (N13-1131, S-156)
In the examples above, the problem statements highlighted in gray are not yet broken up
into sub-elements. The task of marking problem elements is left to a later stage in my
model’s operationalisation, which I will tackle in chapter 7.
In addition to signals of problem, a natural signal of solution is simply “solution”, as
well as several synonyms. Consider the examples below where the signal of solution is
highlighted in orange, and the solution itself in purple.
(EG) Our basic solution is the bootstrapping approach described in Gao et al. (W04-1119,
S-55)
(EH) A better solution would be the use of a touch-sensitive screen on which ‘real-world
gestures’ (see Minsky 1984) are possible. (E87-1030, S-211)
In order to provide acceptable coverage, it is necessary to also consider synonyms of
“problem” and “solution”, such as “disadvantage” and “limitation” in the examples below.
(EI) The disadvantage is that it is likely to worsen the generalising power of the model.
(P13-1069, S-167)
(EJ) Although these approaches do not suffer from so-called label-bias problems (Lafferty
et al., 2001), one limitation is that they are inefficient to train with large-scale,
especially large category data. (W10-4141, S-12)
In order to find as many different-worded problem and solution statements as possible, I
added semantically similar words (near-synonyms) to the signals “problem” or “solution”.
Semantic similarity was defined as cosine in a deep learning distributional vector space,
trained using Word2Vec (Mikolov et al., 2013) on 18,753,472 sentences from a biomedical
corpus based on all full-text Pubmed articles (McKeown et al., 2016). From the 200 words
which were semantically closest to “problem”, I manually selected 27 clear synonyms. Out
of the 200 semantically closest words to “solution”, I chose 18. These selected signals for
problem and solution are shown in Table 5.1.
Using the list of signals for problem and solution, I ran a dependency analysis for each
sentence in the SciXML-ARC corpus and searched for signals in subject position. If more







s bottleneck caveat challenge complication conundrum difficulty
flaw impediment issue limitation mistake obstacle
riddle shortcoming struggle subproblem threat tragedy








s idea alternative suggestion workaround way proposal
technique remedy task step answer approach
approaches strategy method methodology scheme answers
Table 5.1: Selected signals for use in problem and solution statement extraction.
Non-grammatical sentences were excluded; these might appear in the corpus as a result of
its source being OCRed text. The resulting statements were then independently checked
for correctness by two annotators (myself and my supervisor Prof. Teufel). Correctness
was defined by two criteria:
1. The problem or solution statement must follow my model’s definition for problem
and solution respectively (cf. section 3.5).
2. The statement itself must not explicitly use “problem” or “solution”.
The second criterion was added to prevent the learning of cues within statements that
are too obvious. If the statement itself contained the words “problem” or “solution”, the
manual check rejected it, because it would be too easy for a machine learning algorithm
to learn such cues, at the expense of many other, more generally occurring cues.
Both authors found the task simple and straightforward. Once the ground truth was
established for problem and solution statements, I next needed to find negative examples
for both cases. I call the negative examples ‘non-problems’ and ‘non-solutions’ respectively.
When creating negative training examples, one can follow two routes: entirely random
sampling, or sampling in such a way to create negative training examples that mimic
positive examples in “unimportant”, extremely superficial features, so that systems are
encouraged to pick up on more semantic features. I chose the second route in an attempt
to direct the system towards trying to learn semantic as opposed to syntactic differences,
so that surface features such as syntax could not be used as a discriminatory feature during
learning. This results in a more powerful system which can differentiate between positive
and negative examples using deeper, more meaningful representations rather than simple
differences. Another advantage of such a system is that a more meaningful representation
may provide a higher recall since it can capture more varied descriptions of problems and
solutions (cf. section 5.4). I therefore sampled a population of phrases that obey the same
statistical distribution as the positive problem and solution statements while making sure
they really are negative examples. I started from sentences not containing any problem or
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solution signals. From each resulting sentence, I selected at random one syntactic subtree
contained within it. From these subtrees, I then randomly selected a subset of negative
examples of problems and solutions that satisfy the following conditions:
• The distribution of the head POS tags of the negative strings should perfectly match
the head POS tags9 of the positive strings. This has the purpose of achieving the
same proportion of surface syntactic constructions as observed in the positive cases.
• The average lengths of the negative strings must be within a tolerance of the average
length of their respective positive candidates (e.g. non-solutions must have an average
length very similar to solutions). I chose a tolerance value of 3 characters.
A human quality check was performed on non-problems and non-solutions. For each ex-
tracted non-problem statement, the non-problem was discarded if it matched my definition
of “problem”. If the non-problem expressed a research task, without explicit statement
that there was anything problematic about it (i.e., the ‘task’ sense of “problem”), it was
allowed as a non-problem. Similarly, for each non-solution statement, it was discarded if
matched my definition of “solution”.
For both positive and negative cases, if the annotator found that the sentence containing
the statement had been slightly mis-parsed, they were allowed to move the string boundaries
of the problem statement or solution statement. This resulted in cleaner text overall.
One frequent case where such corrections were typically made was coordination, when







Table 5.2: Summary statistics for collected dataset.
From the set of problem, non-problem, solution, and non-solution statements which passed
the quality check by both independent assessors, checks were made until 500 true cases
of each were reached (2000 instances in total). When checking for correctness, I found
that most of the automatically extracted phrases which did not pass the quality test
9The head POS tags were found using a modification of the Collins’ Head Finder. This modified
algorithm addresses some of the limitations of the head-finding heuristics described by Collins (2003) and
can be found here: http://nlp.stanford.edu/nlp/javadoc/javanlp/edu/stanford/nlp/trees/
ModCollinsHeadFinder.html.
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for problem- or solution-hood were due to instances where the sense of “problem” was
the “task” sense (cf. subsection 3.1.1). A summary of the collected dataset is shown in
Table 5.2.
5.2 Classification
In order to automate the recognition of problem and solution statements, I used three
classifiers: Näıve Bayes, Logistic Regression, and a Support Vector Machine (cf. section 4.1).
For the SVM, I chose the default RBF (Radial Basis Function) kernel. For all classifiers an
implementation from the WEKA machine learning library (Hall et al., 2009) was chosen.
Given that the dataset is small, 10-fold cross-validation was used instead of a held out
test set. All significance tests were conducted using the (two-tailed) Sign Test (Siegel and
Castellan, 1956).
When determining possible features for the classifiers, I cut out the rest of the sentence
other than the statement itself, and never use it for classification. If the entire sentence was
used, automatic methods would simply pick up on the pre-defined list of signals themselves,
thus drowning out the more hidden features hopefully inherent in the semantics of problem
or solution statements. If I allowed the machine learning algorithms to use these stronger
features, it would suffer in its ability to generalise to the real task. Focusing on the
statements themselves will also better inform the disambiguation ability of the problem or
solution description’s semantics alone.
I will now present some features for the identification of problems and solution.
ngrams. Bags of words are traditionally successfully used for classification tasks in
NLP, so I included bags of words (lemmas) within the statements as one of the features
(and treat it as a baseline later on). I also include bigrams and trigrams, as multi-word
combinations can be indicative of problems and solutions e.g., “combinatorial explosion”.
Polarity. The second feature concerns the polarity of each word in the statement.
Consider the example below.
(EK) Fundamentally the problem is that very conservative approaches to exact and
partial string matches overgenerate badly. (W98-0203, S-49)
In the example above, words such as “badly” will be associated with negative polarity,
therefore being useful in determining problem-hood. Similarly, solutions will often be
associated with a positive sentiment (cf. section 2.3). To do this, I perform word sense
disambiguation of each word using the Lesk algorithm (Lesk, 1986). The polarity of the
resulting synset in SentiWordNet (Baccianella et al., 2010) was then looked up and used
as a feature.
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Syntax. A set of syntactic features were defined using the presence of POS tags in each
statement. This feature could be helpful in finding syntactic patterns in problems and
solutions. I was careful not to base the feature directly on the head POS tag and the length
of each statement, as these are defining characteristics used for sampling the non-problem
and non-solution candidate set.
Negation. Negation is an important property that can often greatly affect the polarity
of a phrase. For example, a phrase containing a keyword pertinent to solution-hood may
be a good indicator but the presence of negation may flip the polarity to problem-hood.
Therefore, presence of negation is determined and used as a feature.
Exemplification and contrast. Problems and solutions are often found to be coupled
with examples, as they allow the author to elucidate their point. For instance, consider
the example below.
(EL) Once the translations are generated, an obvious solution is to pick the most fluent
alternative, e.g., using an n-gram language model. (W12-2005, S-54)
One of the features records the potential presence of an example in a binary way, by using
strings such as “for instance” and “e.g.”. For the problem recogniser, I additionally use the
presence of contrast markers as a feature (e.g. “however, “but”), as problems in particular
are often found when contrast is signalled by the author.
Distance from section beginning. For each problem and solution, I record the dis-
tance from the candidate string to the nearest section header. According to Hoey (2001),
problems and solutions are often found following the situation element in the problem-
solving pattern (cf. section 2.1). The function of situation is to provide necessary
background to understanding the problem and solution (i.e. why something is problematic
and why a solution is needed). Problems and solutions are therefore unlikely to be found
at the very beginning of a section. Additionally, knowledge of the section header itself is
useful as a feature as problem-solving patterns often occur in the background sections of a
paper. The rationale behind this is that the author is conventionally asked to objectively
criticise other work in the background (e.g. describing research gaps which motivate the
current paper). To take this into account, I capture the section header under which each
candidate string is contained (e.g. “Introduction”).
Subcategorisation and adverbials. From my empirical corpus analysis, I have found
that problematic situations are often described as non-actions (cf. subsection 3.1.2).
Therefore, verbs describing problems are more likely to be intransitive. Conversely,
solutions are often described as actions and therefore likely to have verbs with at least
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one argument. I therefore model the subcategorisation properties of the verbs in both
problem and solution statements. This feature was calculated by running the C&C parser
(Curran et al., 2007) on each sentence. C&C is a supertagger and parser that has access to
subcategorisation information. In addition, solutions are also associated with resultative
adverbial modification (e.g. “thus, therefore, consequently”); Charles (2011) found that it
occurs frequently in problem-solving patterns. Therefore, I check for binary presence of
resultative adverbial modification in the solution and non-solution statements only.
Embeddings. I also wanted to add more information using word embeddings. This
was done in two different ways. Firstly, I created a Doc2Vec model (Le and Mikolov,
2014), which was trained on ∼19 million sentences from scientific text (no overlap with
the data set). A Doc2Vec embedding was then created for each statement. Secondly, word
embeddings were calculated using the Word2Vec model (cf. subsection 5.1.2). For each
statement, a head-finding algorithm was employed and the full word embedding for this
phrasal head was included as a feature. Additionally, when creating the polarity feature I
query SentiWordNet using synsets assigned by the Lesk algorithm. However, not all words
are assigned a sense by Lesk; in those cases, the distributional semantic similarity of the
word is compared to two words with a known polarity, namely “poor” and “excellent”.
These particular words have traditionally been consistently good indicators of polarity
status in many studies (Turney, 2002; Mullen and Collier, 2004). Semantic similarity was
defined as cosine similarity on the embeddings of the Word2Vec model.
Modality. Responses to problems in scientific writing often express possibility and
necessity, and so have a close connection with modality. Modality can be broken into three
main categories, as described by Kratzer (1991), namely epistemic (possibility), deontic
(permission / request / wish) and dynamic (expressing ability).
Problems have a strong relationship to modality within scientific writing. Often, this
is due to a tactic called “hedging” (Hyland, 1996) where the author uses speculative
language, often using Epistemic modality, in an attempt to make either noncommital
or vague statements. This has the effect of allowing the author to distance themselves
from the statement, and is often employed when discussing negative or problematic topics.
Consider the following example of Epistemic modality, using “might”.
(EM) A potential drawback is that it might not work well for low-frequency words
(P08-1052, S-174)
To take this linguistic correlate into account as a feature, I replicated a modality classifier
as described by Ruppenhofer and Rehbein (2012). I trained three classifiers using the
subset of features which they reported as performing best (syntactic features plus lemmas
from the surrounding context) and evaluated them on the gold standard dataset provided
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by the authors10. The dataset contains annotations of English modal verbs on the 535
documents of the first MPQA corpus release (Wiebe et al., 2005). Results from training




Epistemic .74/.74/.74 .73/.92/.81 .75/.85/.80
Deontic .94/.72/.81 .92/.76/.84 .86/.81/.83
Dynamic .69/.80/.74 .70/.79/.74 .69/.70/.70
Table 5.3: Modality classifier results (precision/recall/f-measure) using Näıve Bayes (NB),
Logistic Regression, and a Support Vector Machine (SVM). Highlighted results reflect
highest f-measure reported per modal category.
Logistic Regression performed best overall and so this model was chosen for the upcoming
experiments. The modality classifier was then retrained on the entirety of the dataset
used by Ruppenhofer and Rehbein (2012) using the best performing model from training
(Logistic Regression). This new model was then used in the upcoming experiment to
predict modality labels for each instance in the dataset.
5.3 Results








Table 5.4: Confusion matrix for problems using SVM with best subset of features.
As can be seen from Figure 5.2, the classifiers were able to distinguish a problematic
statement from non-problematic one with high accuracy. The SVM performed best overall,






1 baselinebow 65.6 67.8 71.0
2 bigrams 61.3 60.5 59.0
3 contrast 50.6 50.8 50.5
4 discourse 60.3 60.2 60.0
5 doc2vec 72.9* 72.7 72.3
6 exemplification 50.3 50.2 50.0
7 modality 52.3 52.3 50.3
8 negation 59.9 59.9 59.9
9 polarity 60.2 66.3 65.5
10 syntax 73.6* 76.2** 74.4
11 subcategorisation 46.9 47.3 49.1
12 trigrams 57.7 51.2 54.0
13 word2vechead 57.9 64.1 64.7
14 word2vecpolarity 76.2*** 77.2** 76.6
15 all features 79.3*** 81.8*** 79.3**
16 all features - {2,3,7,12} 79.4*** 82.3*** 79.0**
Figure 5.2: Results distinguishing problems from non-problems using Näıve Bayes (NB),
Logistic Regression (LR) and a Support Vector Machine (SVM). 10-fold stratified cross-
validation was used across all experiments. Statistical significance with respect to the
baseline of the same classifier at the p < 0.05, 0.01, 0.001 levels is denoted by *, ** and
*** respectively.
used11. The confusion matrix for this result is shown in Table 5.4, revealing that 83% of
problems and 82% of non-problems were classified correctly. Additionally, rather then
choosing a single cut-off point in order to determine accuracy and instead show trade offs
between true positives and false positive across all possible classifier thresholds, Figure 5.3
shows the ROC (Receive Operating Characteristic) curves for each model using the best
performing features from Figure 5.2. The AUC (area under curve) score was highest
for the SVM (0.89), followed by 0.88 and 0.85 for Logistic Regression and Näıve Bayes
respectively.
When considering each feature in isolation, there were only three features that on their
own achieved a significant improvement over the baseline, namely doc2vec (72.9% with
Näıve Bayes), syntax (73.6% with NB and 76.2% using SVM) and word2vecpolarity (76.2%
with NB and 77.2% using SVM).
The addition of the Word2Vec vectors may be seen as a form of smoothing in cases
where previous linguistic features had a sparsity issue i.e., instead of a NULL entry, the
embeddings provide some sort of value for each candidate. Particularly with regard to
11These features were identified using a leave-one-out ablation study (not shown here).
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Figure 5.3: ROC curves for problems.
the polarity feature, cases where Lesk was unable to resolve a synset meant that a ZERO
entry was added to the vector supplied to the machine learning algorithms.
The bag-of-words baseline achieves a good performance of 71.0% for the Logistic
Regression classifier, showing that there is enough signal in the statements alone to
distinguish them much better than random chance (which is 50% by construction). Taking
a look at Figure 5.4, which shows the information gain for the top lemmas, we can see
that the top lemmas are indeed indicative of problemhood (e.g. “limit”,“explosion”).
Bigrams achieved good performance on their own (as did negation and discourse) but
performance deteriorated when using trigrams, particularly with the SVM and LR. The
subcategorisation feature was the worst-performing feature in isolation. Upon taking a
closer look at the data, I saw that the hypothesis that intransitive verbs are commonly used
in problematic statements was true, with over 30% of problems (153) using them. However,
due to the sampling method for the negative cases, I also picked up many intransitive
verbs (163). This might explain the lower than random chance performance given that the
distribution of intransitive verbs amongst the positive and negative statements was almost
even.
The modality feature was the most expensive to produce, but also did not perform very
well in isolation. This surprising result may be partly due to a data sparsity issue where
only a small portion (169) of instances contained modal verbs. The most dominant modal
sense was epistemic (97 instances, as opposed to 50 for dynamic and 22 for deontic). This













Figure 5.4: Information gain (IG) in bits of top lemmas from the bag-of-words baseline
(LR) in Figure 5.2.
data was possible, I think that this feature may have the potential to be much more
valuable in determining problemhood. Another reason for the relatively low performance
may be domain dependence of the classifier since it was trained on text from different
domains (e.g. news). Modality has shown to be helpful in determining contextual polarity
(Wilson et al., 2005) and argumentation (Becker et al., 2016), so using the output from
this modality classifier may also prove useful for further feature engineering taking this
into account in future work.
Polarity managed to perform well but not as well as I hoped (highest accuracy of 66.3%
with the SVM). However, this feature also suffers from a sparsity issue resulting from cases
where the Lesk algorithm (Lesk, 1986) is not able to resolve the synset of the syntactic
head.
Knowledge of syntax provides a big improvement with a significant increase over the
baseline results from two of the classifiers. Examining this in greater detail, POS tags
with high information gain mostly included tags from open classes (i.e. VB-, JJ-, NN- and
RB-). These tags are often more associated with determining polarity status than tags
such as prepositions and conjunctions (i.e. adverbs and adjectives are more likely to be
describing something with a non-neutral viewpoint).
In order to categorise model errors, I performed a manual inspection of missclassifica-
tions from the model with the highest accuracy (SVM) using its best performing feature
set. As shown in Table 5.4, the confusion matrix for this model and feature set combination
identified that there were 86 problems incorrectly classified as non-problems. Manual
inspection revealed that a large proportion of these errors were due to domain-specific
problem descriptions. From the 86 problems incorrectly classified, 27 (28%) were due to
domain-specific problems. These signals are likely to be sparse since they describe specific
issues, and the resulting high lexical variety makes correct classification more challenging.
93
Consider the following example of one such missclassified instance.
(EN) A difficulty to achieving this is the exponential relationship between the number
of possible paraphrases of a summary of a set of facts and the number of facts in
that set. (W01-0806, S-214)
The above example describes the well known computational issue of the “combinatorial
explosion” where the increasing (rapid growth) of complexity can leave some processes
intractable.
Following manual inspection of problems incorrectly classified as non-problems, I then
gave the same treatment to non-problems classified as problems (using the same model
and feature set). The confusion matrix in Table 5.4 identified 91 such missclassifications.
From these, 26% (24 instances) of errors were due to non-problem descriptions which
happened to contain strong problem signals. Consider the following example.
(EO) This may make them less susceptible to the subtleties of style manipulation than
would be the case if they were free of other tasks. (W08-0129, S-201)
In the above example, the non-problem description describes a positive consequence of
some previous action resulting in less susceptibility. However, presence of the signal
“susceptible” may have been enough to wrongly classify this example, especially since this
particular signal occurred in the training set for problems and the best performing feature
set used here did not take bigrams into account (i.e. “less susceptible” was not taken
into account as one phrase but instead modelled as each term alone meaning it had no
knowledge that “less” appeared before “susceptible”). .
5.3.2 Solutions
The results for the disambiguation of solutions from non-solutions can be seen in Figure
5.5. They are overall lower than those for problems, with the best performance only at
79.7% (SVM with the top 6 best performing features according to a separate leave-one-out
ablation study). This performance managed to greatly improve upon the baseline but
was just shy of achieving statistical significance (p=0.057). However, this can be called
“marginal significance” (Pritschet et al., 2016). Table 5.5 shows the confusion matrix for
this result. Overall, 82% of solutions and 77% of non-solutions were classified correctly.
No feature in isolation was significant with regard to the baseline. Combining all features
together managed to improve over each feature in isolation and achieve an increase over
the baseline using all three classifiers. However, significance was not achieved. Figure 5.6
shows the ROC curves for each model using the best performing feature subsets from
Figure 5.5. The highest AUC of 0.87 was reached by the SVM, followed by 0.81 for Logistic





1 baselinebow 72.5 73.6 70.7
2 adverbial of result 48.3 50.5 50.3
3 bigrams 63.1 65.1 59.8
4 discourse 56.9 56.4 58.2
5 doc2vec 65.9 68.7 67.7
6 exemplification 63.1 65.1 59.8
7 negation 63.1 65.1 59.8
8 polarity 63.1 65.1 59.8
9 subcategorisation 55.4 53.3 55.3
10 syntax 61.9 62.2 64.4
11 trigrams 63.1 65.1 59.8
12 word2vechead 68.2 70.7 68.9
13 word2vecpolarity 72.1 73.4 69.4
14 all features 74.5 79.5 73.1
15 {1, 4, 5, 9-12} 73.8 79.7 74.3
Figure 5.5: Results distinguishing solutions from non-solutions using Näıve Bayes (NB),
Logistic Regression (LR) and a Support Vector Machine (SVM). Each feature set’s
performance is shown in isolation followed by combinations with other features. 10-fold






Table 5.5: Confusion matrix for solutions using SVM (with best subset of features).
Regarding individual features, the bag-of-words baseline performs much better than
random, with the performance being quite high with regard to the SVM (this result was
also higher than any of the baseline performances from the problem classifiers). As shown
in Figure 5.7, the top ranked lemmas from the best performing model (using information
gain) included “use” and “method”. These lemmas are very indicative of solutionhood and
so give some insight into the high baseline returned from the machine learning algorithms.
Subcategorisation and the result adverbials were the two worst-performing features. How-
ever, the low performance for subcategorisation is due to the sampling of the non-solutions
(the same reason for the low performance of the problem transitivity feature). When fitting
the POS-tag distribution for the negative samples of solution, I noticed that over 80% of
the head POS-tags were infinite verbs. This is not surprising given that a very common
formulation to describe a solution is to use the infinitive “TO”, as it often describes a doing
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Figure 5.7: Information gain (IG) in bits of top lemmas from the bag-of-words baseline
(SVM) in Figure 5.5.
process. Therefore, since the head POS tags of the non-solutions had to match this high
distribution of infinitive verbs present in the solution, the subcategorisation feature is not
particularly discriminatory. Polarity, negation, exemplification and syntactic features were
slightly more discriminate and provided similar results. However, similar to the problem
experiment, the embeddings from Word2Vec and Doc2Vec proved to be the best features,
with polarity using Word2Vec providing the best individual result (73.4% with SVM).
When examining the individual solution and non-solution misclassifications in greater
detail, I began by looking at which features the SVM relied most upon using Information
Gain. In addition to the lemmas specified in Figure 5.7, another feature which the SVM
96
Figure 5.8: Solution and non-solution errors stratified by paper section and distance from
beginning of section header.
found discriminatory based on Information Gain was discourse. This feature comprised of
two elements: the section header itself, and secondly the distance to the nearest section
header. In order to visualise how these errors are distributed, Figure 5.8 shows the number
of solution and non-solution misclassifications from each paper section, and also the
sentence distance of that sentence to the nearest section header. Interestingly, most errors
arose in the “method” section, and in particular, over 50% of non-solution misclassifications
in this paper section occurred in the first three sentences. As these sentences are unlikely
to contain a solution (cf. section 2.1), I inspected a sample of such misclassifications. Upon
examination I noticed a pattern that non-solutions at the beginning of the method section
often contained a token overlap with solution descriptions. Consider one such example:
(EP) We tried to incorporate one simple linguistic constraint in the statistical dependency
parsers. (P10-3018, S-182)
In the example above, the non-solution describes an attempt to add a “linguistic constraint”
into the “dependency parsers”, and numerous solutions in the training set included
descriptions of similar constraints.
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5.4 Recall study on full papers
Given that the training material for the problem and solution recognisers are spread across
extracts from hundreds of different papers using a keyword-based selection method, I will
now verify the recall of both recognisers on fully annotated academic papers.
Data collection began by randomly selecting 5 papers which did not have overlap
with the existing training data. Once selected, I then manually annotated each sentence
from the full papers using the labels: problem, solution, or neither. I did not restrict
the annotation to include the keywords chosen for the previous problem and solution
annotation. A summary of the resulting annotation is shown in Table 5.6.
Paper ID Problems Solutions Total sents
J11-1005 37 20 859
P85-1008 14 7 754
W02-0713 52 31 463
W91-0104 9 1 291
W97-1004 9 6 215
Total 121 65 2582
Table 5.6: Summary of annotated papers.
From a total of 2582 sentences annotated, 5% (121) of sentences contained problems, and
3% (65) mentioned solutions. Interestingly, the paper length was not very well correlated
with the number of problems or solutions. For example, paper P85-1008 contained 754
sentences but only 14 problems, while W02-0713 comprised of 39% less sentences but nearly
four times the amount of problems (52). Instead, the number of problems or solutions seem
to be correlated with the subject matter. Papers introducing theories or new methods such
as P85-1008 and J11-1005 contained many definitions and examples, and set out for the
reader an understanding of how the theory/method should work. However, e.g. W02-0713
was a more experimental paper with many elements of contrast containing descriptions of
methods which either worked or did not work.
Once the data was collected, I then created a feature set for the problem and solution
recognisers consisting of positive and negative examples. For example, in the case of
problems, the negative examples (non-problems) were taken to be any annotated sentence
which did not contain a problem. For both recognisers I used the best performing model
and feature set (cf. section 5.3).
5.4.1 Results
The results from problem and solution detection across entire papers is shown in Table 5.7.
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Precision Recall F-measure
Problem 0.79 0.76 0.77
Solution 0.13 0.66 0.22
Table 5.7: Precision, recall, and f-measure for problems and solutions.
Overall, the recall for both problems and solutions was quite high, with a recall value of 0.76
for problems and 0.66 for solutions. However, the precision of the problem recogniser was
much higher than that of the solution recogniser (0.79 versus 0.13 respectively). Looking at
the results in greater detail, the confusion matrix for problem and non-problem detection






Table 5.8: Confusion matrix for problems.
Out of the 121 problems, 92 were identified correctly and 29 were mislabelled as non-
problems, while only 25 non-problems were incorrectly classified as problems. Moving to
solutions, the confusion matrix for solution and non-solution detection is shown in Table 5.9.
From a total of 65 solutions, 43 were correctly identified while 22 were misclassified as
non-solutions. For non-solutions, only 283 were mislabelled as solutions. Looking at these
misclassifications in greater detail, some of the non-solutions labelled as solutions contained
descriptions similar to that of solutions but served a different function. Consider one such
misclassification below.
(EQ) A boy wanted to build a boat quickly. (P85-1008, A-43)
In the above example, “to build” is a common phrase used in solutions describing methods.
One such example of a solution from the training set is below.
(ER) A common approach to address this problem is to build a generic NER extractor
and then customize it for specific domains. (D12-1012, S-15)
However, in the case of ex. EQ, the sentence is used by the author to serve as a linguistic







Table 5.9: Confusion matrix for solutions.
5.5 From stage 1 to stage 2
Once the problem and solution recognisers were trained, they were then applied to steps
1-4 of my model’s operationalisation. These four steps are as follows:
1. Run the solution recogniser over sentences within a paper.
2. For each sentence which contains a confirmed solution, extract a context window
comprising of the sentence containing the solution and the five preceding sentences12.
3. For each sentence in the context window, run the problem recogniser.
4. If the problem recogniser identified at least one problem in the context window, there
is a possibility for a problem-solution link. Therefore, continue to step 5. Otherwise,
return to step 2.
Below details how each step was performed.
Steps 1 and 2. Each context window length is six sentences long. Sentence six is the
solution sentence and the preceding five sentences contain potential candidate problems (cf.
section 3.4). The first necessary step is to find sentences containing a solution. However,
the solution recogniser requires an expensive feature extraction from its training examples
and applying it to every sentence in the SciXML-ARC corpus (over 3 million sentences)
would be extremely costly and time-consuming. One way of reducing the number of
sentences to run the recogniser on is by using the “AIM” Argumentative Zone. The “AIM”
zone label is reserved for sentences which concern the authors’ goal statement and often
include their main contribution. This contribution falls under my definition of solution (cf.
section 3.2) and makes an apt first filtering step before applying the solution recogniser.
Therefore, from the AZ directory in the SciXML-ARC corpus, I extracted all sentences
which were assigned an “AIM” Argumentative Zone. This totalled 38,206 sentences.
If a solution sentence (obtained from the previous paragraph) occurred in the first
five sentences of a paper, this entire context was filtered out. Additionally, if a solution
12The choice of context window length was based on manual inspection of a sample of confirmed
solutions, which all contained at least one problem (identified by me) within the 5 preceding sentences.
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occurred less than six sentences after a section header, the context was also filtered out.
From the 38,206 AIM sentences extracted earlier, 27,675 sentences were filtered out for one
of these reasons. This resulted in 10,531 AIM sentences remaining which had a suitable
preceding extract.
Since the candidate sentences to be used as input for the solution recogniser were now
pruned by over three orders of magnitude (from over three million sentences to just over ten
thousand sentences), this resulted in a tractable scenario to run the solution recogniser’s
feature extraction. I then extracted features using the best performing subset of features
for the solution recogniser and applied it to the recogniser’s best performing classifier (cf.
subsection 5.3.2). After each sentence was run through the solution recogniser, sentences
with more than a 50% probability of solution were labelled as so. This resulted in 6,527
confirmed solutions by the solution recogniser, out of 10,531 context windows which were
suitable.
Step 3. The problem recogniser was applied to the previous five sentences in the contexts
of confirmed solutions (6,527 × 5 = 32,635 sentences). Features for each sentence were
extracted using the best performing subset of features for the problem recogniser and
applied it to the recogniser’s best performing classifier (cf. subsection 5.3.1). As with the
solution recogniser, sentences with more than 50% probability of problem were labelled as
confirmed problems. This resulted in 14,311 confirmed problems.
Step 4. Given the list of confirmed problem and solution sentences, I excluded context
windows which did not have both a confirmed solution and at least one confirmed problem
in the previous five sentences. This was the case for 5,949 (91%) out of the 6,527 contexts
with a confirmed solution.
Creation of train/test splits. A random subset of 1000 of the confirmed 5,949 context
windows were chosen as the final data set (totalling 6,000 sentences), and subsequently
annotated (as I will describe in chapter 6). This set will be used in chapter 7 to train
the problem and solution statement sequence labelers for steps 5-7. I then divided these
contexts into a training, development, and test set using an 80/10/10 split.
5.6 Chapter summary
In this chapter, I have presented the creation of a problem recogniser and a solution
recogniser. These are realised as supervised classifiers trained for the task of identifying
problem and solution statements in scientific text. I added document structure to an
existing corpus and cleaned it up comprehensively. Great care was taken in constructing
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the training material for the classifiers from this corpus by ensuring that the negative
and positive samples were closely matched in terms of syntactic shape. If I had simply
selected random negative samples without regard for any syntactic similarity with the
positive samples, the recognisers may have found easy signals in superficial features such
as sentence length. Performance on the corpus shows that there is a strong signal for
determining both problem and solution statements independently.
Once the recognisers were trained and evaluated, their best set of performing features
were used in order to create a new corpus of suitable context windows as part of my
model’s operationalisation (steps 1-4). In the next chapter, I will use this corpus of context





This chapter describes an annotation experiment I conducted in order to measure human
agreement on the tasks of problem statement identification and subdivision, solution
identification, and problem-solution link annotation. I will first detail the annotation
instructions used to train annotators, followed by how the training was conducted, and
lastly the agreement results obtained.
6.1 Annotation instructions
I created an instruction set which can act as a stand-alone document, i.e., it contains all
the information needed to complete the task. The annotation instructions contains the
following:
1. An overview of the problem-solving task.
2. Description of the data.
3. Rubric.
4. Annotation marking scheme.
5. Model definitions and examples of usage.
6. Supplementary material.
The first section of the instruction set gives a brief overview of problem-solving, and
what is expected of annotators in order to complete the task. The second section informs
annotators where the data which they will be marking comes from, and what it will look
like when presented for annotation. Sections 3-6 of the instruction set are detailed below,
with the exception of section 5 (Model definitions and examples of usage), as this material
was already explained in detail in Chapter 3.
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6.1.1 Rubric
The rubric is the main instruction set to be referred to when annotating, and reads as
follows:
For each problem-solving context window given to you, please perform the following:
1. Read the last sentence and determine if there is a solution(s).
2. For each solution found, mark it.
3. For each sentence in the context window (including the last sentence) please perform
the actions below.
(a) Ask yourself, “Somewhere in this sentence, is the author trying to convey a
problem?”
If not, move onto the next sentence. If yes, continue to (b).
(b) Ask yourself, “How many problem statements is the author trying to describe
in this sentence?”
Be on the lookout for a second or third problem statement in the same sentence.
Words such as “due to”,“as” and “because” can sometimes signal another
problem statement.
(c) For each problem statement found, ask yourself the following questions and
annotate in that order:
i. “Can you find a signal?” If you cannot find a signal, then according
to our definition, there is no problem statement so move on to the next
problem statement found. If a signal is found, mark it and continue with
the questions below.
ii. “Is there a complement?” If so, mark it.
iii. “Is there a condition?” If so, mark it.
iv. “Is there a root?” If so, mark it.
(d) If there was a solution(s) found in the last sentence, then, for each problem
statement found in any of the sentences, determine if there exists a problem-
solution relationship between each problem statement and each solution marked
in the last sentence. If there exists such a relationship, mark it.
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6.1.2 Marking scheme
As the task was to be completed electronically, I will now explain how the annotations
were to be entered into a digital file.
Problem statement marking. To mark each problem element, the beginning and end
of each element boundary was marked using a double forward slash e.g., //element text//.
Immediately following the ending double forward slash, the annotators were asked to
indicate one of the 7 element categories given in Table 6.1. For instance, if an annotator
found a signal, they would mark it as such: //signal text//S. All element categories,
with the exception of signal, include a direction (L or R). The direction indicates whether
the signal that the element belongs to is found to the left or to the right of the element in
text order (cf. subsection 3.1.5).
Element Direction to signal Marking
signal N/A S
root
signal on left RL
signal on right RR
complement
signal on left HL
signal on right HR
condition
signal on left CL
signal on right CR
Table 6.1: Problem Statement Marking Scheme
Solution marking. To mark solutions found in the last sentence, annotators were told
to use a double backward slash to enclose the text e.g., \\solution text\\. In cases where
more than one solution was found, annotators were asked to attach one or more asterisks
after each solution. The asterisks uniquely identify solutions by their textual order: the
first solution would be marked as \\solution text\\* and the second as \\solution text\\**.
If only one solution is present, no asterisk marking on the solution is necessary.
Problem-solution link marking. Problem-solution relationships are marked on the
problem signal. An asterisk is used to denote this relationship e.g. //signal text//S*.
This means that the problem expressed is solved or partially solved by the first solution.
The absence of a problem-solution link means that the problem statement is neither fully
nor partially solved. If a problem solves more than one solution, the asterisks are separated
by commas. For example, if two solutions were found, annotators would identify which
solution the problem is linked to using the following markings:
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• Problem linked to first solution only: //signal text//S*.
• Problem linked to second solution only: //signal text//S**.
• Problem linked to first and second solution: //signal text//S*,**.
6.1.3 Additional training materials
During annotator training, additional materials were made available to the annotators to
supplement the model definitions and examples of usage, as follows.
Signal and solution example list. As signals are the first element of a problem
statement to be marked, other elements depend on the existence of a signal. Therefore,
I provided a list of signals, which showed their syntactic and semantic variation. This
list was compiled from the training documents only and contains an alphabetised list of
every signal which I marked, the document and corresponding sentence number where it
occurred in the training data, plus the sentence itself in which it appeared (in order to
show an example of usage). An example of the signal list is shown in Table 6.2. Note
that no signal in this list was taken from the annotation material used for agreement
measurement. In addition to the signal list, an example list of marked solutions was also
given to annotators. However, as we saw in chapter 3 that the expressions of solutions did
not display a lot of variation, it was sufficient to provide examples only in the form of a
short list of randomly selected examples, rather than an exhaustive list of every solution
which occurred in the training data.




difficult 9.4 Second, while methods like stochastic gradient descent are
simple to implement, tuning learning rates can be difficult.
difficult 11.3 In such cases, it is difficult to identify in flat resources like




Table 6.2: Extract taken from signal list with examples of the signal “difficult”.
NLP definitions and abbreviations. As the data set contained texts which all came
from Natural Language Processing, the texts mention common domain-specific technical
terms which the authors may expect the reader to know; these may not be explained in
detail. I provided a one page list of terms and acronyms from the NLP domain.
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6.2 Training of human annotators
I formed a group of three annotators for this study, comprising of myself and two external
annotators. The external participants were unpaid, did the task voluntarily, and were
recruited from close friends/family. Both are native English speakers and both hold
third-level degrees in both Mathematics and English. Regulations of the Department of
Computer Science and Technology required that I apply for and receive ethics approval,
which I did (Ethics Review #639).
Training materials. I randomly sampled a subset of the training set for annotator
training, totalling 50 extracts, and a further 8 more for any additional revision needed.
I then supplied each extract to the annotators as a Microsoft Word document, with
each extract on a page of its own. Although many dedicated automatic tools exist for
annotation such as INCEpTION1, it was faster to practically use word documents as I felt
my annotator’s time was better spent working directly on text.
Phases of training. I supplied each annotator with a copy of the annotation instructions.
The training I conducted of both external annotators covered a period of 4 weeks and
consisted of five distinct phases:
1. Revision of annotation instructions.
2. Problem & solution marking.
3. Problem-solution link marking.
4. Resolution of differences.
5. Final revision with additional training extracts.
Training for phases 1-4 was conducted via Skype. The schedules of my annotators
necessitated a short break following phase 4. Training then resumed with phase 5 (final
revision) in person. While the annotation process initially began slowly (phases 1-3), it
quickly gathered momentum as the annotators became more confident with the task. This
was particularly evident in the final revision phase (phase 5).
6.3 Annotation experiment
Following training, each annotator was given a copy of previously unseen materials, totalling
100 context windows (600 sentences). The annotators then marked each context window
1https://inception-project.github.io/
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from the development set independently and without discussion. This section details the
results from this annotation experiment.
κ Interpretation
<0 Poor agreement
0.01 - 0.20 Slight agreement
0.21 - 0.40 Fair agreement
0.41 - 0.60 Moderate agreement
0.61 - 0.80 Substantial agreement
0.81 - 1.00 Almost perfect agreement
Table 6.3: Kappa values (κ) and their interpretation, as suggested by Landis and Koch
(1977).
Kappa agreement. In order to measure agreement amongst annotators, there are
many metrics to choose from (Artstein and Poesio, 2008). A common metric used by the
community is Fleiss’ kappa (Fleiss, 1971). This metric is a chance-corrected measure of
agreement which takes into account the possibility that some annotators may agree by





where po denotes the proportion of units where annotators agreed and pc represents the
proportion of units which are expected to be agreed upon by chance. This leaves the
coefficient κ, which represents the proportion of agreement after chance agreement is
removed from consideration.
The kappa statistic’s range of values spans between -1 and +1. Anything less than or
equal to 0 represents no agreement and values close to 1 represent perfect agreement. One
interpretation of the varying kappa values, as suggested by Landis and Koch (1977), is
shown in Table 6.3. However, these suggested interpretations do not have a statistical basis
and no evidence supports the range of values. Krippendorff (1980) instead provides an
interpretation which is based on statistical truths, and suggests that κ ≥ .80 is considered
good reliability, whilst .67 < κ < .80 allows for tentative conclusions to be drawn.
When reporting kappa values, it is conventional to also report the number of annotators
(n), the number of subjects (N) (items presented to annotators which required a decision,
such as a token or sentence), and the number of categories each annotator had to choose
from for each subject (k). Therefore, for each kappa result, I will also report such variables.
Precision/recall/f-measure. In addition to kappa, another valuable set of metrics for
measuring agreement are precision, recall, and f-measure. These metrics do not correct
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for chance. In the context of information retrieval, which gave rise to the introduction
of precision and recall, precision measures the number of retrieved items which were
deemed relevant, whilst recall measures the number of relevant items that were successfully
retrieved. The f-measure is then calculated using the harmonic mean of precision and
recall, defined below.
F-measure = 2 · Precision · Recall
Precision + Recall
(6.2)
Token encodings. Before measuring agreement between annotators, it is useful to
assign tags to each token based on an annotator’s markings, as this provides a fine-grained
representation for comparison. There are many such encoding schemes to choose from,
but the most simple is the IO encoding scheme, where each token is assigned an I tag or
O tag depending on whether that token is inside or outside of an element respectively.
However, this tagging scheme is problematic when there are two elements of the same type
side-by-side, and such situations can occur when marking my signal element. In these
cases, the IO scheme does not differentiate when one element ends and the next begins.
In order to account for this, a B tag can be introduced representing the beginning of an
element (Ramshaw and Marcus, 1995). One of the most popular schemes using a beginning
tag is the IOB2 encoding scheme (commonly referred to as BIO) (Tjong Kim Sang and
Veenstra, 1999), and I also chose this scheme.
Comparing annotator results. As there are three annotators in this experiment, it
is not only useful to calculate an agreement metric between all three, but also between
pairs of annotators, as some pairs may have stronger agreement than others. Therefore, in
addition to calculating three-way agreement metrics between all annotators, I will also
consider each pair in turn.
When measuring human agreement using kappa, I will use Fleiss’ kappa. In order to
calculate the kappa statistic, it requires that each annotator be presented with N items,
and for each item presented they can equally choose from k categories. But Kappa cannot
be straightforwardly applied to the BIO encoding scheme, as it requires that the items
are independent of each other, and that k remains stable throughout the experiment. In
BIO, however, there are dependencies between the decisions. For instance, inside tags
cannot be chosen by an annotator unless they have previously marked a beginning tag.
To illustrate this, consider the following toy example of the same sentence marked by two
different annotators (yellow indicating signal). In this example, for the second token,
annotator 1 can choose from {B, I, O} whilst annotator 2 can only choose from {B, O}.
1. Token-1 Token 2.
2. Token-1 Token-2
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This issue can be solved by using the simpler IO encoding scheme, where each annotator is
always presented with the same number of categories to choose from. Therefore, in order
to calculate kappa for problem and solution marking, I convert B tags to I tags2.
For problem-solution linking, there is also a follow-on decision as a signal must first
be marked before it can be considered linked. However, calculation of kappa is made
possible by first finding the signal that annotators agree upon, and then for each agreed
upon signal, comparing the binary linking decision from each annotator.
In addition to three-way and pairwise kappa and alpha, I will also measure precision,
recall, and f-measure statistics between each pair of annotators, where each annotator
is considered the gold standard in turn (i.e., one annotator is considered to retrieve all
relevant information, and the other annotator is measured against them.) This is unlike
kappa, where it is not presumed a priori that one particular annotator is the oracle.
In all comparisons, each annotator is given a unique numeric identifier: 1, 2, and 3. For
each marking category e.g., problem marking, I will first compare the quantitative results
between annotators before qualitatively showing examples of differences in marking.
6.3.1 Problems
Annotation of problems constitutes the largest part of the rubric. Given the complexity
involved in annotating problem statements, there are multiple levels of marking to consider:
1. Do the annotators agree on the presence of problem statements? Problem statement
agreement can provide an overall picture of annotator agreement, e.g., how many
statements marked by annotator 1 were also marked by annotator 2. However, this
information does not capture fine-grained annotator agreement.
2. Do the annotators agree on the existence of individual elements of problem state-
ments? This question is interesting as we might find out that there is more disagree-
ment for one particular element type rather than another. In order to shed light on
these questions, an analysis of the elements within statements is needed.
3. Do the annotators agree exactly where in the text each problem element starts and
where it ends? Another question concerns the exact beginning and end of each
element consisting of marked tokens, indicating the boundary. Therefore, moving to
the lowest atomic unit of comparison, the token level, provides annotation agreements
on boundaries.
I will treat each level of annotation in turn, beginning with problem statements.
2There are instances in my data set where two elements of type signal occur side-by-side. However,
this is rare (0.003% of sentences in the training set contain such instances).
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Number of problem statements per sentence. The first dimension of problem
statement marking concerns the number of problem statements marked in each sentence.
This number captures outcomes from the first three questions posed to annotators in the
rubric regarding problem statement marking (cf. subsection 6.1.1), reformulated below.
3. For each sentence in the context window, ask yourself the following:
(a) Is the author trying to convey a problem?
(b) If so, how many problems is the author trying to describe?
(c) For each problem identified, can you find an explicit signal?
To capture this information, the number of problem statements marked per sentence in
each extract was recorded for each annotator. The results from this are shown in Figure
6.1. Annotators agree very much as to how many problem sentences there are per sentence.
The lowest number of marked problems occurred in the solution sentence, while the highest
number of problem statements occurred in extract sentence five (i.e. the sentence just
before the solution sentence).
In addition to total number of problems marked per sentence in each extract, the
distribution of problems per sentence, as marked by annotator 1, is shown in Figure 6.2.
This figure shows that most sentences contain only one problem, two problems occur much
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Ann. 1 Ann. 2 Ann. 3
Figure 6.1: Total number of problem statements marked by annotators in each extract
sentence.
When comparing how one problem statement differs from another, a natural choice is to
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3 problems 2 problems 1 problem
Figure 6.2: Distribution of the number of problem statements per sentence, as marked by
annotator 1.
of such entities are the Message Understanding Conference (MUC-5) evaluation metrics
(Chinchor and Sundheim, 1993). MUC-5 segments entity comparison into six categories:
correct, partial, incorrect, non-committal, spurious, and missing. However, as the non-
committal category covers cases where both the gold standard and the other annotator
in the comparison did not mark anything, I do not make use of this category; I am only
concerned with cases where both annotators marked-up text.
As problem statement marking involves additional complexity e.g., adding a direction
to an element, I needed to adapt the definitions of the MUC-5 entity categories. Correct
is the most strict measure, where an element needs the element boundary, type and
direction to all be correct. Partial also requires the type and direction to be correct, but
the boundary only needs overlap by at least one token. Incorrect covers instances where
there was boundary overlap (exact or partial), but disagreement over the element type or
direction. Lastly, missing captures cases of an element missing from the problem statement
whilst spurious means that a problem statement had an incorrect element added.
In order to illustrate how these adapted MUC-5 categories work in practice, consider
the following sentence annotated three different ways (as always, yellow is signal, red is
root, blue is complement and green is condition).
1. Token-1 Token-2 Token-3 Token-4 Token-5.
2. Token-1 Token-2 Token-3 Token-4 Token-5.
3. Token-1 Token-2 Token-3 Token-4 Token-5.
If sentence 1 is considered the gold sentence, then when comparing sentence 2 to sentence 1,
sentence 2 scores one correct signal (Token-1), one partial complement (Token-2),
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one partial condition (Token-3 and Token-4), and one missing root (Token-5). When
considering sentence 2 as gold against sentence 1, the results are the same except for
Token-5 (sentence 1 scores one spurious root). Note here that the categories missing
and spurious depend on viewpoint (i.e., what is considered spurious from one perspective
is missing in the other).
If sentence 2 was gold and compared against sentence 3, then sentence 3 would score
one correct signal (Token-1), one incorrect complement (Token-2), and one partial
condition (Token-4). When sentence 3 is gold against sentence 2, this would result in
one correct signal (Token-1), one incorrect root (Token-2), one incorrect complement
(Token-3) and one partial condition (Token-4).
Let us now consider what it would mean for an entire problem statement (not just
its components) to be correct. A correct problem statement is broken into two types:
strict and lenient. A strict problem statement is defined as: all elements are correct and
none are missing or spurious. A lenient problem statement is defined as: all elements are
partial/correct (at least one partial) and none are missing or spurious.
The pairwise agreement results for problem statement recognition are shown in Table 6.4.
For brevity, I only report one result for each possible annotator pair, as precision and
recall share an inverse relationship between annotators3. For example, consider the result
between annotators 2 and 3, with a precision, recall, and f-measure of .64/.67/.65. In order
to see the results when annotator 1 is gold, the precision and recall are inverted, resulting
in .67/.64/.65. The highest overall f-measure of 0.68 was measured between annotators 2










Table 6.4: Agreement in problem statement recognition, in precision/recall/f-measure.
Problem elements. Table 6.5 gives results for problem elements using my adapted
MUC-5 categories. Spurious results are not explicitly given but can easily be inferred4.
Amongst the four problem statement elements, signal had the highest proportion of
correct markings. This is an extremely positive result as other problem elements hinge upon
3Precision and recall themselves share an inverse relationship. The inverse relationship between
annotators captures cases where the precision result for one annotator is the recall for another, and vice
versa.
4For example, when comparing annotator 1 (gold) against 2, missing denotes elements missed from
statements marked by annotator 1 but considered spuriously added to statements marked by annotator 2
(i.e. when annotator 2 is gold).
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Ann. 1
Signal Root Complement Condition Total






Correct 301 (88/42) 199 (80/27) 151 (81/21) 74 (65/10) 725 (82)
Partial 9 (03/19) 18 (07/38) 10 (05/21) 10 (09/21) 47 (05)
Incorrect 17 (05/25) 18 (07/26) 15 (08/22) 18 (16/26) 68 (08)
Missing 14 (04/28) 14 (06/28) 10 (05/20) 11 (10/22) 49 (06)






Correct 293 (86/43) 194 (78/28) 130 (70/19) 71 (63/10) 688 (77)
Partial 15 (04/25) 18 (07/30) 21 (11/34) 7 (06/11) 61 (07)
Incorrect 13 (04/17) 16 (06/21) 22 (12/28) 26 (23/34) 77 (09)
Missing 20 (06/32) 21 (08/33) 13 (07/21) 9 (08/14) 63 (07)
Total 341 249 186 113 889
(a) Annotator 1 as gold.
Ann. 2
Signal Root Complement Condition Total






Correct 301 (93/42) 199 (81/27) 151 (82/21) 74 (78/10) 725 (85)
Partial 9 (03/19) 18 (07/38) 10 (05/21) 10 (11/21) 47 (06)
Incorrect 4 (01/09) 18 (07/41) 17 (09/39) 5 (05/11) 44 (05)
Missing 11 (03/31) 11 (04/31) 7 (04/20) 6 (06/17) 35 (04)






Correct 291 (90/42) 199 (81/28) 130 (70/19) 73 (77/11) 693 (81)
Partial 12 (04/23) 15 (06/28) 20 (11/38) 5 (05/10) 52 (06)
Incorrect 4 (01/08) 12 (05/24) 20 (11/40) 14 (15/28) 50 (06)
Missing 18 (06/32) 20 (08/36) 15 (08/27) 3 (03/05) 56 (07)
Total 325 246 185 95 851
(b) Annotator 2 as gold.
Ann. 3
Signal Root Complement Condition Total






Correct 293 (91/43) 194 (82/28) 130 (74/19) 71 (81/10) 688 (83)
Partial 15 (05/25) 18 (08/30) 21 (12/34) 7 (08/11) 61 (07)
Incorrect 4 (01/09) 18 (08/42) 19 (11/44) 2 (02/05) 43 (05)
Missing 11 (03/34) 8 (03/25) 5 (03/16) 8 (09/25) 32 (04)






Correct 291 (90/42) 199 (84/28) 130 (74/19) 73 (83/11) 693 (84)
Partial 12 (04/23) 15 (06/28) 20 (11/38) 5 (06/10) 52 (06)
Incorrect 8 (02/20) 14 (06/35) 16 (09/40) 2 (02/05) 40 (05)
Missing 12 (04/31) 10 (04/26) 9 (05/23) 8 (09/21) 39 (05)
Total 323 238 175 88 824
(c) Annotator 3 as gold.
Table 6.5: Pairwise comparison between annotators using adapted MUC-5 categories.
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the signal. In contrast, condition contained the lowest percentage of correct markings.
This result is at its extreme when annotator 1 is gold. For example, in subtable (a), when
comparing annotator 3 against annotator 1, incorrect accounted for 23% of condition
markings. The lowest percentage of incorrect markings was between annotators 2 (gold)
and 3, accounting for only 1% of signal comparisons.
Root Complement Condition
Left Right Left Right Left Right
1 59 190 131 55 85 28
2 53 193 131 54 79 16
3 46 192 136 39 74 14































Table 6.6: Statistics for direction-based elements with exact boundary overlap.
Table 6.6 provides further statistics for elements with a direction which have an exact
boundary overlap. For each element, the f-measures are highest for the most frequent
directions. For example, in subtable (b), root-right scores much higher than their left
counterpart root-left, which is much rarer.
Although analysing problem elements by taking into account their marked direction
is useful from the perspective of a problem statement, it is also worthwhile examining
how well these elements were marked without specifying a direction e.g., how often do
annotators agree on the marking of a conditional statement, independent from its relation
to a signal? This analysis is shown in Table 6.7. signal had the highest f-measure of 0.93,
whilst the lowest agreement was on condition, with a f-measure 0.71.
Table 6.8 reports the frequency of element types, along with their mean and average
token lengths. The token length statistics show that signals are usually between one and
two tokens, while root, complement, and condition are longer phrases, with a much
bigger variance. This is due to the fact that signal is designed to be as short as possible,
while the other elements can often contain entire clauses.
Tokens. The lowest depth of annotation marking concerns the token level. Table 6.9










































Table 6.7: Precision/recall/f-measure results for overlap (without considering direction).
Signal Root Complement Condition
Num Mean/Std Num Mean/Std Num Mean/Std Num Mean/Std
1 341 1.59 ± 1.14 249 3.64 ± 2.90 186 4.27 ± 3.64 113 6.13 ± 4.46
2 325 1.61 ± 1.15 246 3.87 ± 3.39 185 4.31 ± 3.68 95 6.61 ± 4.40
3 323 1.63 ± 1.16 238 3.89 ± 3.45 175 4.82 ± 3.98 88 6.77 ± 4.61
Table 6.8: Total number of times each element was marked, alongside the mean and
standard deviation for token lengths of each element.
provides information regarding boundary agreement, with signals scoring the highest
overall agreement on both beginning and inside tags. However these are the shortest
elements on average, making boundary agreements easier. The results from annotators
1/2 and 1/3 (subtables (a) and (b)) suggest that agreement on boundary is reversely
correlated with average element length: elements with longer boundaries seem to give rise
to higher disagreements. For example, root on average is shorter than complement, and
complement on average are shorter than condition (cf. Table 6.8). This is reflected in
the overall f-measures for each element e.g., root scores higher than complement, and
complement scores higher than condition. However, condition scored higher than
complement between annotators 2 and 3, where both agree on the start of conditional
statements the most amongst all pairwise comparisons (f-measure = 0.86), whereas
annotators 1 and 3 disagree the most as to the beginning of a condition (f-measure =
0.61).
Table 6.10 shows the kappa and alpha agreement values for problem marking. The
agreement values are broken into two categories. Subtable (a) shows the agreement for all




















































(c) Annotators 2 and 3.
Table 6.9: Precision/recall/f-measure for BIO tags amongst pairs of annotators.
Annotators (n) κ α
1 & 2 0.88 0.88
1 & 3 0.86 0.86
2 & 3 0.88 0.88
1 & 2 & 3 0.87 0.87
Subjects (N) 16,493
Categories (k) 8
(a) Agreement (all items).
Annotators (n) Items (N) κ α
1 & 2 6,698 0.88 0.88
1 & 3 6,564 0.86 0.86
2 & 3 6,556 0.88 0.88
1 & 2 & 3 6,512 0.87 0.87
Categories (k) 8
(b) Agreement (only sentences where all annotators
mentioned marked problems).
Table 6.10: Kappa and alpha values for problem marking.
where each annotator (in the comparison) marked a problem. Both conditions result in
the same highest kappa and alpha values κ = 0.88 (n=2; N=16493; k=8) for (a), (n=2;
N=6698; k=8) for (b). This result is considered to represent “good agreement”, using
Krippendorff’s strict scale (cf. section 6.3).
Examples of differences. Although a quantitative approach to analysing differences in
marking is helpful for gaining an overall perspective of annotation disagreement, it is very
useful to also show how these disagreements were realised in the marking. In Table 6.5,
spurious accounted only for a small percentage of marking differences. However, when a
signal is spuriously marked, this can trigger follow-on disagreements between annotators.
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Consider the differences in marking between annotators 1 and 3 in Ex. A below.
(A) W12-5804, S-12
Ann. 1: The issue-oriented syllabus structure is believed to be more efficient for learning
and education, because it requires less knowledge about subjects (Mima et al.,
2006).
Ann. 3: The issue-oriented syllabus structure is believed to be more efficient for learning
and education, because it requires less knowledge about subjects (Mima et al.,
2006).
In this example, annotator 3 marked a signal element, which then facilitated the marking
of a complement and root. If annotator 1 is taken to be the gold standard, the signal
is spuriously marked and leads to additional spurious markings. The disagreement in
this example was over the interpretation of the need/reliance problem characterisation
(cf. Chapter 3). Annotator 1 believed that in terms of the argumentation, the author was
not trying to convey a problem i.e., that requiring less knowledge about something can be
liberating (good). However, annotator 3 interpreted the sentence differently, stating that
even though the “issue-orientated syllabus” requires “less knowledge”, this does not negate
entirely the reliance on “knowledge about subjects”, therefore imposing a limitation on
the syllabus.
Partial signals did not occur frequently. This owes to the fact that signals are often
very short in length, and so a difference in overlap can only occur when there are multiple
tokens. Consider ex. B below where annotators 1 and 2 have a partial signal marking.
(B) D14-1030, S-6
Ann. 1: It is also not easy to interpret their very high dimensional and mostly unsupervised
representations.
Ann. 2: It is also not easy to interpret their very high dimensional and mostly unsupervised
representations.
Ex. C shows a case of a spuriously marked root. Similar to Ex. A, this disagreement
stems from different interpretations of problem characterisations. Annotator 1 marked
“precision” as the root, because this is what has the bad property characterisation. However,
annotator 3 marked “Polysemy” as the root since the author indicates this X leads to a
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problematic situation. In that case, deciding that “Polysemy” is the root changes the
marking for “precision” to become a complement.
(C) W00-0102, S-8
Ann. 1: Polysemy contributes heavily to poor precision.
Ann. 3: Polysemy contributes heavily to poor precision.
Ex. D is an example of a difference between complement and root. Annotator 2
believed that this was an example of X performed an action badly. In this case, annotator 2
felt that the action performed badly was “the parsing performance”, thereby making it
the complement. The root (that performed the action badly) was the parser, but
left unmarked. In contrast, annotator 3 marked this example using the bad property
characterisation where “the parsing performance” is what had the bad property, and
therefore was marked as the root.
(D) W10-4149, S-20
Ann. 2: For example, McClosky et al. (2006) shows that when the parser-best list is
used for self-training, the parsing performance isn’t improved, but after using
reranker-best list, the retrained parser achieves an absolute 1.1 % improvement.
Ann. 3: For example, McClosky et al. (2006) shows that when the parser-best list is
used for self-training, the parsing performance isn’t improved, but after using
reranker-best list, the retrained parser achieves an absolute 1.1 % improvement.
Another example of a difference between complement and root is Ex. E below.
Annotator 1 interpreted the problem using the lacking/missing characterisation i.e., “the
semantics of the equations” are missing, which is marked as the complement. However,
annotator 3 used the bad property characterisation, therefore marking “the semantics of
the equations” as the root.
(E) W10-3910, S-6
Ann. 1: However, in these studies, the semantics of the equations is still not taken into
account.
Ann. 3: However, in these studies, the semantics of the equations is still not taken into
account.
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As shown earlier, the biggest difference in annotating problem elements resulted when
comparing condition. This is visible by the large variance between all three annotators.
Annotators 2 and 3 had the highest agreement between annotator pairs, but both scored
many incorrect conditions when compared to annotator 1. In most cases, the difference
amongst annotators was not due to differing interpretations of problem characterisations,
but rather based on determining if a statement is conditional and if so, agreeing upon the
same boundary. Consider Ex. F below. Annotators 1 and 2 both marked a condition,
but disagreed as to where the condition boundary began, whilst annotator 3 did not
mark any condition.
(F) W09-3308, S-15
Ann. 1: However, while it is cheap and fast to obtain large-scale non-expert labels using
MTurk, it is still unclear how to leverage its capability more efficiently and
economically to obtain sufficient useful and high - quality data for solving real
problems.
Ann. 2: However, while it is cheap and fast to obtain large-scale non-expert labels using
MTurk, it is still unclear how to leverage its capability more efficiently and
economically to obtain sufficient useful and high-quality data for solving real
problems.
Ann. 3: However, while it is cheap and fast to obtain large-scale non-expert labels using
MTurk, it is still unclear how to leverage its capability more efficiently and
economically to obtain sufficient useful and high-quality data for solving real
problems.
Ex. G below is a similar example of differences in condition. Annotators 1 and 2 both
agreed on the same condition but annotator 3 did not mark any condition element.
(G) N10-1006, S-13
Ann. 1: However, studies using these rich speech recognition results for speech summa-
rization are very limited.
Ann. 2: However, studies using these rich speech recognition results for speech summa-
rization are very limited.
Ann. 3: However, studies using these rich speech recognition results for speech summa-
rization are very limited.
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6.3.2 Solutions
Although problem marking makes up the largest part of the rubric, another core task
involves the marking of solution statements. In this task, solution sentences are presented
to the annotators in a restricted setting. Each solution sentence is the result of two levels of
filtering, before it can be a “confirmed solution” (cf. section 5.5). Additionally, since each
solution sentence is by construction situated within an AIM sentence, the types of solutions
are generally restricted to artefacts contributed by the author. Solution statements in my
model are also not sub-categorised into different elements. Given these conditions, the
level of complexity involved in marking solution statements is considerably lower than
problem marking.
In the rubric, each annotator was asked two questions regarding solutions:
1. Read the last sentence and determine if there is a solution(s).
2. For each solution found, mark it.
All annotators agreed that each solution sentence contained a solution. The next question
regarding the number of solutions was almost perfectly agreed upon. Annotator 1 marked
one solution in each extract. Annotators 2 and 3 both agreed with annotator 1 except in
one extract, where both marked two solutions. Therefore, the difference between annotators
regarding both the presence and the number of solutions found is negligible. The greatest
difference between annotators arose with regards to boundary marking. Table 6.11 shows











Table 6.11: Precision/recall/f-measure for solution statements.
When examining overlapping boundaries, all of the marked solution statements between
annotators overlapped, resulting in an f-measure of 1. However, when restricting statements
to require the same boundary, the highest f-measure was 0.96 between annotators 2 and 3.
The lowest agreement was between annotators 2 and 3 (f-measure = 0.92). However, this
















(c) Annotators 2 and 3.
Table 6.12: Precision/recall/f-measure for BIO tags amongst pairs of annotators.
Table 6.12 shows the boundary breakdown using BIO tags5, and the kappa and alpha values
for solution are shown in Table 6.13. The highest kappa values of κ=0.99 (n=2; N=2599;
k=2) and κ=0.99 (n=3; N=2599; k=2) were measured between annotators 2 and 3, and
between all three annotators respectively. This is considered “almost perfect agreement”
(cf. Table 6.3). Unlike problem marking, a second agreement table for markings where
both annotators agreed there was a solution was not needed, as each solution sentence
was agreed by annotators to contain a solution.
Annotators (n) κ α
1 & 2 0.98 0.98
1 & 3 0.98 0.98
2 & 3 0.99 0.99
1 & 2 & 3 0.99 0.99
Subjects (N) 2,599
Categories (k) 2
Table 6.13: Kappa and alpha values for solutions.
Examples of differences. As all solution statements overlapped, differences only arose
deciding when to begin or stop marking a solution. Most disagreements concerning
beginnings occurred when deciding to whether or not to include verbs introducing the
main contribution. Consider ex. H below. Annotator 1 included the beginning of the verb
phrase, “to create”, but annotator 2 did not.
(H) W14-2102, S-5
Ann. 1: Our goal is to create a freely available corpus of open-access, full-text scientific
articles from the biomedical genetics research literature, annotated to support
argumentation mining research.
5The E+ label refers to solutions, representing a response with a positive evaluation.
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Ann. 3: Our goal is to create a freely available corpus of open-access, full-text scientific
articles from the biomedical genetics research literature, annotated to support
argumentation mining research.
Another example of a similar difference is in ex. I, where annotator 3 included “to establish”
whilst annotator 2 did not.
(I) W10-3910 S-6
Ann. 2: Based on this observation, the primary goal of this paper is to establish a method
for extracting implicit connections between mathematical formulas and their
names together with the descriptions written in natural language text.
Ann. 3: Based on this observation, the primary goal of this paper is to establish a method
for extracting implicit connections between mathematical formulas and their
names together with the descriptions written in natural language text.
Ex. J highlights a difference in marking the end of a solution statement. In this case,
annotator 2 stopped the solution marking in order to begin marking a problem statement.
In contrast, annotator 1 continued the solution marking until the end of the sentence.
(J) D15-1283 S-5
Ann. 1: In this paper, we explore a semi-supervised approach that can exploit large
amounts of unlabeled data together with small amounts of labeled data for accu-
rate topic classification of research articles, while minimizing the human effort
required for data labeling.
Ann. 2: In this paper, we explore a semi-supervised approach that can exploit large
amounts of unlabeled data together with small amounts of labeled data for accu-
rate topic classification of research articles, while minimizing the human effort
required for data labeling.
6.3.3 Problem-solution linking
The last instruction in the rubric asks annotators to determine problem-solution links:
3. (d) If there was a solution(s) found in the last sentence, then, for each problem
statement found, determine if there exists a problem-solution relationship
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between each problem statement and each solution marked in the last sentence.
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Ann. 1 Ann. 2 Ann. 3
Figure 6.3: Number of linked problem statements per sentence.
Figure 6.3 shows the total number of linked problem statements per annotator, for each
sentence number in the extracts. Sentences 3, 4, and 5 contain the highest amount of
linked problems, with sentence 6 containing the fewest. All annotators marked a similar
number of linked problem statements per sentence, with the exception of sentences 2 and 5,
where annotator 2 under-linked and annotator 1 over-linked respectively. The number of
linked problem statements follows a similar trend to the total number of marked problems
(cf. Figure 6.1), suggesting that the number of linked statements is correlated with the
number of problem statements. Figure 6.4 shows the total number of problem statements
and the proportion which were linked, for annotator 1. This comparison confirms that
with the exception of sentence 2, the higher the number of problem statements, the higher
the number of links. Additionally, just under half of the marked problem statements
were linked in each sentence, with the exception of sentence 6, where almost all problem
statements were linked.
As linking decisions are marked on the signal element, it is only necessary to compare
which signals had the same linking decision. Table 6.14 shows the precision, recall,
and f-measure for linking decisions, where correct and partial correspond to signal
elements given the same linking decision between annotators, with exact and partial
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Problem statements Problem-solution Links
Figure 6.4: All problems versus linked problems per sentence, for annotator 1.
achieved the highest f-measure of 0.80 for the partial category in the negative class, whilst


































Table 6.14: Precision/recall/f-measure for link decisions.
The kappa and alpha results for linking decisions on correct and partial signals are shown
in Table 6.15. As the number of agreed signals between annotators is different, the number
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of items (N) in each comparison represents the number of signals each annotator agreed
on, depending on the category. The highest kappa and alpha result for correct was between
annotators 1 and 2 with κ=0.7008, α=0.6989 (n=2; N=301; k=4). The best agreement
values for partial was also between annotators 1 and 2 with κ=0.7021, α=0.7005 (n=2;
N=310; k=4). Both of these values are within the range of allowing “tentative conclusions
to be drawn” using Krippendorff’s strict scale.
Annotators (n) Items (N) κ α
1 & 2 301 0.7008 0.6989
1 & 3 293 0.6366 0.6360
2 & 3 291 0.6118 0.6121
1 & 2 & 3 279 0.6574 0.6572
Categories (k) 2
(a) Correct signals.
Annotators (n) Items (N) κ α
1 & 2 310 0.7021 0.7005
1 & 3 308 0.6410 0.6402
2 & 3 303 0.6072 0.6075
1 & 2 & 3 296 0.6631 0.6629
Categories (k) 2
(b) Partial signals.
Table 6.15: Kappa and alpha values for link decisions on correct (a) and partial (b) signals.
Examples of differences. In order to compare differences between annotators in linking
decisions only, it is necessary to use examples where linking decisions were different, but
signals were agreed upon. Additionally, all solutions in the examples are marked from the
perspective of annotator 16.
In ex. K, annotator 1 linked to the solution but annotator 2 did not. The problem
mentioned is that manual annotation i.e., rule authoring, slows down the development
of conversational systems for new domains. The solution is an algorithm which can
generate virtual instructors (e.g. a chat bot) from automatically annotated data. From
the perspective of annotator 1, this algorithm leverages data which does not need manual
annotation in order to generate a virtual instructor i.e., a conversational system. Therefore,
this is able to circumvent the problem described, and getting around the problem is
considered a solution. Annotator 2 takes a different perspective, not acknowledging the
workaround as a solution.
6As marked solutions between annotators overlapped to a considerable degree, any annotator could
have been chosen for the purpose of displaying a marked solution.
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(K) P11-4011 [S-5, S-6]





for developing conversational systems for new domains.
Ann. 2: Semantic annotation and rule authoring have long been known as bottlenecks
for developing conversational systems for new domains.
Solution: In this paper, we present a novel algorithm for generating virtual instructors from
automatically annotated human-human corpora.
Ex. L shows a case where only annotator 2 did not link the problem to the solution. The
marked problem in this example describes that a procedure, “the direct orthographic
mapping”, is lacking a better transliteration option selection in order to make better
choices. The solution presents a research contribution on re-ranking the transliteration
candidates, and the re-ranking procedure will make for a better choice of transliteration
candidate. From the perspective of annotators 1 and 3, this can solve the lack of a “better
transliteration option” described in the problem, but not from annotator 2’s perspective.
(L) W10-2409 [S-3, S-8]





precise alignment and a better transliteration option selection.
Ann. 2: In order to make a proper choice, the direct orthographic mapping requires a
precise alignment and a better transliteration option selection.





precise alignment and a better transliteration option selection.
Solution: In this paper, we present our recent work on re-ranking the transliteration can-
didates via an online discriminative learning framework, namely, the averaged
perceptron.
In ex. M below, only annotator 1 marked a link. The problem concerns the fact that
manually designing questions for grammar tests is costly. The solution comes in the form
of a method which can automatically generate such tests. Therefore, from the perspective
of annotator 1, but not that of annotator 2, this automatic method can overcome the
costly nature of manual design.
(M) P06-4001 [S-33, S-37]
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costly to manually design these questions.
Ann. 2: Grammar tests are widely used to assess learners’ grammatical competence,
however, it is costly to manually design these questions.
Solution: In this paper, we present a novel approach to generate grammar tests of traditional
multiple choice and error detection types.
Ex. N contains a similar type of problem and solution. The problem states that testing
out different grammars for plausible options is considered to be “time-consuming” i.e.,
the process needs to be sped up. From the perspective of annotator 1, the solution
presents an automatic method to select good (i.e. plausible) grammars. Therefore, the
“time-consuming” processes can be alleviated. Annotator 2 presumably did not see the
connection as sufficiently explicitly marked.
(N) Q13-1021 [S-19, S-20]
Ann. 1: Though AGs make it easy to try many different possible grammars, the process





Ann. 3: Though AGs make it easy to try many different possible grammars, the process
of proposing and testing plausible options can still be time-consuming.
Solution: In this paper, we propose a novel method for automatically selecting good mor-
phological grammars for different languages (English, Finnish, Turkish, German,
and Estonian) using a small amount of gold-segmented data (1000 word types).
In ex. O, only annotator 3 marked a link. The problem states that in order to represent
different levels of semantic relations, a framework is required. The solution presents
an annotation scheme for representing relations among concepts in research papers e.g.,
techniques and resources. Annotator 3 marked a link as they might have felt that concepts
in research papers are expressed in varying semantic levels (e.g., phrase-level, clause-level),
and therefore the solution inherently solves the problem. Annotator 1 however did not
count this as solutionhood.
(O) W13-2318 [S-14, S-18]
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Ann. 1: This implies that an integrated framework is required to represent semantic
relations for phrase-level, clause-level, inter-clause level, and discourse-level struc-
tures.




required to represent seman-
tic relations for phrase-level, clause-level, inter-clause level, and discourse-level
structures.
Solution: In this paper we describe a new annotation scheme for formalizing typical schemas
for representing relations among concepts in research papers, such as techniques,
resources, and effects.
Train Dev Test Total
4,800 (133,298) 600 (16,493) 600 (16,818) 6,000 (166,409)
(a) Number of sentences (and words) per dataset split.
Element Train Dev Test Total
Signal 2,429 (3,941) 341 (541) 302 (485) 3,072 (,4967)
Root 1,696 (6,222) 249 (906) 211 (809) 2,156 (7,937)
Complement 1,289 (5,843) 186 (794) 178 (786) 1,653 (7,423)
Condition 744 (4,182) 113 (693) 114 (626) 971 (5,501)
Solution 815 (15,486) 100 (1,852) 103 (1,867) 1,018 (19,205)
Total 6,973 (35,674) 989 (4,786) 908 (4,573) 8,870 (45,033)
(b) Number of annotated instances (and comprising words) of problem elements and solutions.
Train Dev Test Total
Problem-solution pairs 2,818 341 313 3,472
Pairs linked 1,490 (53%) 164 (48%) 196 (63%) 1,850 (53%)
(c) Problem-solution links.
Table 6.16: Summary dataset statistics.
6.4 Annotation of test set
Following the human agreement study, I then asked both external annotators (2 and 3) to
annotate the test set material, consisting of 100 context windows (cf. section 6.3). Due to
time constraints, the annotators each marked half of the test set independently, and then
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met to discuss and improve the overall set of test extracts in order to find the best labels,
working together. The summary statistics for the overall resulting dataset are shown in
Table 6.16.
6.5 Chapter summary
In this chapter, I have presented the results from an annotation study, measuring human
agreement on the marking of problems, solutions, and problem-solutions links (as defined
in my model presented in Chapter 3). Overall, solution marking achieved the highest
agreement, followed by problem marking, and then problem-solution linking. Both problem
and solution marking attained a kappa value > 0.8, and can therefore be considered “good
agreement” as per Krippendorff’s strict scale. The highest kappa for problem-solution
linking was 0.70, which is not considered “good agreement” by Krippendorff, but is high
enough in order for conclusions to be drawn.
In the next chapter, I will present an automation of my model, using the test set
annotations supplied by the external annotators.
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Chapter 7
Stage 2: Automation of full task
In this chapter I present the automation of the full task of recognising problem-solving
utterances of the kind manually annotated in Chapter 6. I will first present the problem
and solution marking task, followed by the linking task, and give the results for each task.
7.1 Problem and solution marking
Problem element and solution marking is formalised as a sequence labelling task similar
to the named entity recognition (NER) tasks (cf. section 3.4). Therefore, in order to
automate this task, I draw upon methods which have been shown to perform well on
standard NER benchmarks.
7.1.1 Method
I use a joint learning approach to problem and solution marking. This is akin to multi-task
learning (Ruder, 2017), where it has been observed that learning multiple tasks at the
same time can improve performance i.e., the learning of one task can help the performance
of another task (Ruder et al., 2019; Sanh et al., 2019). In order to automate the joint
learning of problems and solutions, I have chosen to compare two deep learning models.
The Biaffine model introduced by Yu et al. (2020) has achieved state-of-the-art (SOTA)
performance across all commonly benchmarked NER datasets. I chose this as my main
model. The other deep learning model is a BiLSTM-CRF architecture (Reimers and
Gurevych, 2017b), which is widely used on NER tasks (cf. subsection 4.2.2). I will now
detail the implementation of these models and the baseline.
Biaffine. I used an existing code repository1. In the implementation I used, two main
encodings are necessary: character-based and token-based word embeddings. The character-
1https://github.com/juntaoy/biaffine-ner
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based embeddings offered with the model had been encoded using a Convolutional Neural
Network (CNN). For the token-based word embeddings, the model uses both context-
dependent and static word embeddings. For the context-dependent embeddings, I chose
BERT (Devlin et al., 2019), and I will later show my choice of static word embedding
based on optimal performance on the development set. The BERT model I chose was
BERT-large2 (cased, 24-layer, 1024-hidden, 16-heads, 340M parameters), and I used the
cased version of BERT-large as casing has been shown to have a drastic positive effect on
performance of NER tasks over uncased (Mayhew et al., 2019). In order to obtain the
BERT embeddings, I used a context window of 64 tokens either side of each target word
within the extract in which it appeared. This window size has shown to produce good
results (Kantor and Globerson, 2019). For each target word, the final BERT representation
was then computed by combining the last four layers of the BERT model using a learnable
weighted average. The BERT, static, and character embeddings were then concatenated
and fed into the model’s BiLSTM.
BiLSTM-CRF. For the BiLSTM-CRF, I chose the model introduced by Reimers and
Gurevych (2017a) and used their implementation3. Similar to the biaffine model, this
implementation of the BiLSTM-CRF also uses character- and token-based word embeddings.
However, it does not make use of context-dependent embeddings such as BERT. It also
uses a CNN to create the character-based word encodings, and then requires a choice of
token-based word embeddings, which is detailed below. Both the static and character
embeddings are concatenated and fed to the BiLSTM.
Hyperparameter tuning. Reimers and Gurevych (2017b) showed that some of the most
influential hyperparameter settings that influence NER-type tasks are word embeddings
and the learning optimiser. I therefore chose to tune these hyperparameters on the
development set prior to a single run on the test set.
Regarding word embeddings, Reimers and Gurevych (2017b) showed that Glove
embeddings (Pennington et al., 2014) and dependency-based embeddings by Komninos
and Manandhar (2016) provided the best overall performance on NER tasks. Additionally,
Yu et al. (2020) reported state-of-the-art performance on NER datasets for the Biaffine
model using FastText embeddings (Bojanowski et al., 2017). I therefore chose to compare
the performances on the development set using each of these three word embeddings.
For FastText, I chose the pre-trained English FastText model4 (trained on ∼600 billion






(trained on ∼840 billion tokens from Common Crawl, in dimension 300). For the Komninos
and Manandhar dependency-based embeddings, I chose the default model6 (trained on
∼2 billion tokens from Wikipedia, in dimension 300). The results from this embedding
comparison are shown in Figure 7.1. For the Biaffine model, the FastText and Glove
embeddings provided the best performance (both reported a micro f-measure of 0.80). I
randomly chose FastText for the Biaffine model. The best performance for the BiLSTM-
CRF resulted from using the Komninos and Manandhar embeddings, and so I chose this
















Figure 7.1: Choice of word embedding type for each model.
Concerning the choice of learning optimiser, Reimers and Gurevych (2017b) showed that
the three best performing optimsers for NER tasks were RMSProp (Tieleman and Hinton,
2012), Adam (Kingma and Ba, 2014), and Nadam (Dozat, 2016). I therefore chose to
compare these three optimisers. Using the optimal word embeddings previously selected
for each model, the results from the development set using each learning optimiser are
shown in Figure 7.2. For the Biaffine model, all three optimisers achieved the same micro
f-score (0.80). I therefore randomly chose Adam for the Biaffine model. The highest
performance for the BiLSTM-CRF was arrived at using Adam, and so I also chose this
optimiser for the BiLSTM-CRF.
Baseline. In order to compare both deep learning models to a baseline, I chose a first-
order Hidden Markov Model (HMM) with Viterbi decoding7 to determine to the most




















Figure 7.2: Choice of learning optimiser for each model.
into account (i.e., a bigram model). In this model, the probability of a token sequence x is




P (xi | xi−1) (7.1)
Bigram models have been shown to be quite effective in NER-related tasks (Zhao, 2004).
Therefore a first-order HMM makes for a good choice of baseline.
Significance. In order to measure significance between pairs of models, I used the two-
tailed permutation test (Noreen, 1989). For those cases where the number of permutations
exceeded 10000, I used an approximate permutation test with 10000 random permutations.
In each permutation, sentence markings were randomly swapped. Sentence markings are
the lowest possible unit where the permutations can be applied, as each sentence is marked
independently during problem on solution marking. In contrast, it would not have been
possible to apply the test at token-level due to dependencies (cf. section 6.3).
Gold standard. As described in Chapter 6, there was a single label for each of the test
cases, which was arrived at by annotators 2 and 3. I had no access to the gold standard
until running the final experiment.
Random seeding Reimers and Gurevych (2017a) showed that score distributions for
neural models can vary greatly depending on the seed value for a random generator.
Therefore, each of the neural models (BiLSTM-CRF and Biaffine) and were run 50 times
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using a different random seed for each run.
7.1.2 Results
Element Biaffine BiLSTM-CRF Baseline
signal 0.86 ± 0.01 0.83 ± 0.01 0.54
root-left 0.56 ± 0.07 0.53 ± 0.07 0.04
root-right 0.77 ± 0.02 0.72 ± 0.02 0.23
complement-left 0.70 ± 0.04 0.61 ± 0.04 0.13
complement-right 0.48 ± 0.11 0.53 ± 0.11 0.06
condition-left 0.76 ± 0.03 0.67 ± 0.03 0.23
condition-right 0.43 ± 0.13 0.47 ± 0.13 0.00
Problem element micro 0.76 ± 0.01 0.71 ± 0.01 0.32
Problem element macro 0.65 ± 0.03 0.62 ± 0.03 0.18
Problem statement 0.46 ± 0.03 0.46 ± 0.03 0.07
Solution 0.89 ± 0.01 0.85 ± 0.01 0.12
Joint element micro 0.77 ± 0.01 0.73 ± 0.01 0.29
Joint element macro 0.68 ± 0.02 0.65 ± 0.02 0.17









Problem element micro 3e-03 **
Problem element macro 1e-02 *
Problem statement 3e-01
Solution 1e-03 ***
Joint element micro 1e-03 ***
Joint element macro 8e-03 **
(b) Two-tailed p-values between Biaffine and BiLSTM-CRF. The number of asterisks corresponds
to significance at the 95, 99, and 99.9% levels respectively.
Table 7.1: Results from joint training of problems and solutions.
The results from jointly learning problem and solution marking are shown in Table 7.1. All
measures involving problem element and solution marking are reported using the correct
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measure, and problem statements are reported using the strict measure (cf. section 6.3).
Problem element micro f1 and macro f1 scores correspond to micro and macro measures
across problem elements only, whilst measures prefixed by “joint” are calculated across
both problem elements and solutions. Results for both the Biaffine and BiLSTM-CRF
models are averaged over 50 seeds and are accompanied by their standard deviation.
If we consider performance across both problem and solution marking, the Biaffine
model significantly8 outperformed the BiLSTM-CRF (joint element micro f1 = 0.77 versus
0.73). The Biaffine model also significantly outperformed the BiLSTM-CRF on problem
elements (problem element micro f1 of 0.76 versus 0.71), and solution elements (0.89 f1
versus 0.85).
Considering the sub-elements of problems, signal elements gave rise to the highest
f-measures, followed by root, and then complement, and condition. This is consistent
with the human results where a similar trend was observed (cf. subsection 6.3.1). For
the Biaffine model, the highest performing element was signal with a f-measure of 0.86,
and the lowest performing element was condition-right (f-measure = 0.43). The
BiLSTM-CRF also scored a high result on signal with a f-measure of 0.83, but then
achieved much lower performance on all other elements. This is most likely due to the
fact that on average, signal is the shortest element type, whilst other elements such as
condition tend to be longer. The increased length in these elements makes a fully correct
sequence classification more challenging. The Biaffine model numerically outperformed
the BiLSTM-CRF on all elements except for complement-right, and significantly beat
it on most elements (e.g. solution at the 99.9% level).
The two neural systems far outperformed the baseline (obviously significantly). The
HMM baseline achieved its highest f-measure of 0.54 on signal, and performed worst on
complement and condition. This could have to do with the length of the different
elements. As the baseline was a bigram model, it is expected that elements with shorter
token lengths should perform better. Given that the average length for signal is between
one and two tokens (cf. subsection 6.3.1), this should make the bigram HMM tagger suited
for this type of component. However, condition and complement have the longest
token lengths on average, which makes their learning difficult for such a bigram model.
condition-right, for example, achieved a f-score of zero.
In order to further examine the results by the Biaffine model, a confusion matrix in
terms of BIO is shown in Figure 7.39. In general, the B-type tags performed the best whilst
I-type tags fared slightly worse. For example, only 50% of the I-HR tags and 45% of I-CR
tags were labelled correctly. In contrast to the mislabelling of inside tags, the direction
of each element was learned extremely well. For example, there were no occurrences of
8at 99.9% significance level with two-tailed permutation test.
9Labels in the figure are arrived at by concatenating the marking scheme’s tags for problem elements
(cf. subsection 6.1.2) with prefixes B, I and O.
136
Figure 7.3: Confusion matrix for a single run of joint training using Biaffine model.
a B-type tag with an incorrect predicted direction. Such excellent performance on the
learning of each element’s direction may be the result of the bidirectional LSTM component
used in each model. When deciding upon the label for a token, the bidirectional LSTM
supplies information on a token’s context. As each element with a direction is in relation
to the location of its corresponding signal, knowledge of such context may have proven
very useful in determining an element’s direction.
I have so far not discussed the results on problem statements from Table 7.1. We can
see that both the Biaffine and BiLSTM-CRF models achieved only an f-measure of 0.46.
The baseline results are f-measure=0.07. However, as this is the strict reporting measure,
an incorrect or partial labelling of any of the sub-elements would result in an incorrect
problem statement. This is especially problematic for longer elements, which have a higher
likelihood of an inside tag being mislabelled. Therefore, if this happens (for instance, as in
the aforementioned mislabelling of I-CR and I-HR tags), the problem statement metric is
immediately affected. This explains why these numbers are much lower than the individual
element scores; in fact, an f-measure of 0.46 is surprisingly high for this difficult task.
I will now compare the automatic results of the Biaffine model (i.e. the agreement of
Biaffine model with the human gold standard, which took place on the test set) with the












Table 7.2: F-measure deltas between Biaffine and human agreement (annotators 2 and 3).
If we consider human agreement to be the upper bound for this (or any) task, we can use
the delta between human performance and automatic performance to assess which of the
categories are easiest to automatically determine. As can be seen in Table 7.2, signal
came the closest to the human agreement with a delta of 0.04, and the biggest differences
came from root-right and condition-right with a delta of 0.27. The overall problem
statement delta was also quite large at 0.21. This is likely due to the fact that humans do
not have as much difficulty with longer phrases as the models do. In contrast, it can easily
happen to a deep learning model that it erroneously assigns an inside tag to an outside
tag, as mentioned above.
In order to more precisely categorise the errors made by each model, Table 7.3 shows
the error types along with their frequency of occurrence using the MUC-5 entity categories
previously used for annotator comparison (cf. Section 6.3.1). As the results from both
the Biaffine and BiLSTM-CRF models were averaged over multiple iterations (50) of the
test set, a single run from each model was chosen for comparison where the micro f1
score for that run was closest to the run average for each model. For both the Biaffine
and BiLSTM-CRF models, the bulk of elements were correct while missing accounted
for the majority of errors (including the baseline HMM model). In particular root,
complement, and condition were the highest percentage of missing elements across all
models. For example, 27% of condition elements were missing using the Biaffine model
while the baseline missed 66% of complements. This mirrors similar performances in
the human agreement study where these three elements had the highest percentages for
missing in most two-way annotator comparisons (cf. Table 6.5). Following missing, the
majority of the remaining errors came from spurious markings. This is an interesting
result which was not observed in annotator comparisons. In order to determine the cause
of such errors, it is necessary to inspect some model outputs. Consider the following
example of a spurious signal and root marking from the Biaffine model.
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Signal Root Complement Condition Solution
Total
N % N % N % N % N %
Correct 254 (.80/.39) 146 (.65/.22) 86 (.47/.13) 70 (.58/.11) 93 (.90/.14) 649
Partial 13 (.4/.30) 7 (.3/.16) 10 (.5/.23) 5 (.4/.12) 8 (.8/.19) 43
Incorrect 3 (.1/.6) 10 (.4/.19) 34 (.19/.63) 6 (.5/.11) 1 (.1/.2) 54
Missing 30 (.9/.19) 48 (.21/.30) 48 (.26/.30) 33 (.27/.21) 1 (.1/.1) 160
Spurious 16 (.5/.40) 13 (.6/.32) 4 (.2/.10) 7 (.6/.18) 0 (.0/.0) 40
Total 316 224 182 121 103
(a) Biaffine.
Signal Root Complement Condition Solution
Total
N % N % N % N % N %
Correct 248 (.74/.38) 143 (.62/.22) 95 (.48/.15) 70 (.55/.11) 89 (.82/.14) 645
Partial 13 (.4/.18) 19 (.8/.26) 22 (.11/.30) 8 (.6/.11) 11 (.10/.15) 73
Incorrect 7 (.2/.10) 12 (.5/.17) 33 (.17/.47) 16 (.12/.23) 2 (.2/.3) 70
Missing 32 (.10/.27) 37 (.16/.31) 28 (.14/.24) 20 (.16/.17) 1 (.1/.1) 118
Spurious 33 (.10/.36) 21 (.9/.23) 18 (.9/.20) 14 (.11/.15) 5 (.5/.5) 91
Total 333 232 196 128 108
(b) BiLSTM-CRF.
Signal Root Complement Condition Solution
Total
N % N % N % N % N %
Correct 135 (.41/.65) 32 (.12/.15) 13 (.7/.6) 16 (.12/.8) 12 (.9/.6) 208
Partial 24 (.7/.21) 16 (.6/.14) 11 (.6/.10) 14 (.10/.12) 47 (.37/.42) 112
Incorrect 5 (.2/.7) 21 (.8/.30) 25 (.13/.36) 13 (.9/.19) 5 (.4/.7) 69
Missing 136 (.42/.26) 142 (.55/.27) 129 (.66/.25) 71 (.51/.14) 39 (.31/.8) 517
Spurious 26 (.8/.19) 48 (.19/.35) 16 (.8/.12) 25 (.18/.18) 24 (.19/.17) 139
Total 326 259 194 139 127
(c) Baseline.
Table 7.3: MUC-5 error categories for each model type accompanied by a column- and
row-wise percentage of their respective totals.
(ES) In fact, Ratinov et al. (2011) show that even though global approaches can be
improved, local methods based on only similarity sim(d,e) of context d and entity e
are hard to beat. (P13-2006, S-14)
In the above example, the signal “hard to beat” is meant in a positive light given the
context (that the methods are good). However, this could be a valid issue if the context
was different such as a difficulty overcoming something. For example, “Unfortunately, the
baseline was hard to beat.”. This spurious marking may also have been influenced by
similar (surface form) signals in the training set such as “hard to come by”. An example
of a spurious marking from the BiLSTM-CRF model is below.
(ET) Although the percentage of such unseen word forms may be negligible when the
139
training set is large and matches the test set well [...]. (E06-1006, S-06)
The example above shows a spurious marking of root, signal and condition. Similar
to the previous example for the Biaffine model, the signal “negligible” is not valid given
this context as what is “negligible” are “unseen word forms” which is a good property
(i.e. a low number of unseen word forms occuring in the test set will likely yield a higher
performance). However, this could be a valid issue if “negligiable” was set in the context
where the inverse was true such as model performance. In this case, a low score would
indicate a negative result. For example, “The performance was negligable”.
(EU) This algorithm is similar to the CKY algorithm for Probabilistic Context Free
Grammars. (N10-1092, S-3)
Unlike the Biaffine and BiLSTM-CRF models, the baseline had a very high percentage
of spurious solution element markings. The above example is one such instance. In
this case, the marked solution by the baseline does meet the criteria for solution
(“descriptions or namings of methods”, cf. Section 3.2), but this description does not occur
in the final sentence of the extract, therefore invalidating the marking (cf. Section 3.4).
This issue was extremely prevalent for the baseline model accounting for all spurious errors
(24). Additionally, if the above example was a valid sentence for solution marking, the
baseline would score a partial result as “Context Free Grammars” should also be included.
For the baseline, such partial markings accounted for the majority of solution errors
(37%).
Learning problems and solutions separately. In addition to jointly learning prob-
lems and solutions, I also investigated whether separate learning would improve perfor-
mance. The results are shown in Table 7.4 (significance between models supplied in the
appendix). Overall, separate learning improved some individual problem and solution
element f-measures for the both models, but but insignificantly. (an improvement of 0.04
for complement-right was the largest). Due to lack of significance, I cannot comment
on whether this seemingly negative result for separate learning is due to an actual effect
or not (full significance table comparing joint versus separate performance is supplied in
the Appendix, section A.1).
7.2 Problem and solution linking
I now move to the second task of linking problems and solutions. Problem and solution




Biaffine ∆ BiLSTM-CRF ∆ Baseline ∆
signal 0.86 ± 0.01 0.00 0.83 ± 0.01 0.00 0.53 -0.01
root-left 0.56 ± 0.07 0.00 0.54 ± 0.07 +0.01 0.04 0.00
root-right 0.77 ± 0.02 0.00 0.73 ± 0.02 +0.01 0.20 -0.03
complement-left 0.71 ± 0.03 +0.01 0.60 ± 0.03 -0.01 0.13 0.00
complement-right 0.51 ± 0.10 +0.03 0.53 ± 0.10 0.00 0.03 -0.03
condition-left 0.75 ± 0.04 -0.01 0.68 ± 0.04 +0.01 0.23 0.00
condition-right 0.45 ± 0.14 +0.02 0.48 ± 0.14 +0.01 0.00 0.00
Element micro 0.76 ± 0.01 0.00 0.71 ± 0.01 0.00 0.30 -0.02
Element macro 0.66 ± 0.03 +0.01 0.63 ± 0.03 +0.01 0.16 -0.02
Problem statement 0.48 ± 0.02 +0.02 0.46 ± 0.02 0.00 0.06 -0.01
(a) F-measures for problem elements.
Element
Model
Biaffine ∆ BiLSTM-CRF ∆ Baseline ∆
Solution 0.90 ± 0.02 +0.01 0.89 ± 0.02 +0.04 0.15 +0.03
(b) F-measures for solutions.
Table 7.4: Precision/recall/f-measure for separate problem element and solution marking
(with delta to joint training on f-measure).
are given, and a decision is made by the system as to whether or not they are linked (cf.
section 3.4).
7.2.1 Method
For this task, I used three deep learning models and two classical machine learning models
as baselines. For the classical machine learning models, I opted for Näıve Bayes and a
Support Vector Machine. For both classifiers, I used an implementation from the WEKA
machine learning library (Hall et al., 2009) and for the SVM, I chose the default Radial
Basis Function (RBF) kernel.
My three chosen deep learning models are as follows. The first is a Neural Relational
Topic Model (NRTM) (cf. subsection 4.2.4) using an existing implementation10. As the
NRTM is essentially a topic model jointly trained with a multi-layer perceptron (MLP)
on top, it is interesting to determine whether or not the joint training with the topic
information is able to provide a performance boost over the standalone MLP. Therefore,
my second model is a standalone multilayer perceptron, written by myself in Tensorflow.
The MLP consists of three hidden layers with ReLU (rectified linear unit) activations, the
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Figure 7.4: Customisation of the Neural Relational Topic Model (NRTMcustom).
The ReLU was chosen as it has been widely successful across many different applications
(Ramachandran et al., 2017). The third deep learning model used is a customisation I
made of the NRTM (NRTMcustom), which is able to take additional information regarding
the position of the problem in relation to the solution. Problems mentioned in the sentence
immediately prior to the solution are often linked, and when they occur in the same
sentence as the solution, they are almost always linked (cf. subsection 6.3.3). Therefore,
when making a linking decision, it is helpful to know a problem’s position in the extract
relative to the solution. In order to account for this, the MLP module in NRTMcustom is
provided with a concatenation of both the topic embedding (θ) and a positional embedding
(ρ) as input. The position embedding is implemented as a one-hot vector, in dimension 6.
An overview of this customised architecture is shown in Figure 7.4, and I choose this as
my main model. Should this model prove superior, it would show that characterisations of
problems and solutions as topics and joint access to positional information from both are
beneficial to learning. For each of the models used in my experiments, both the problem
and solution in each pair are represented as an n dimensional feature vector, which are
then concatenated before being input to the model.
Hyperparameter tuning. Similar to the task of problem and solution marking, I
conducted an optimal hyperparameter search using the development set. I chose to
optimise feature representations (including optimal combinations of features), the learning
optimiser, and some model-specific parameters comprising of the C parameter for the
SVM which controls the hyperplane margin (cf. section 4.1), and the number of topics for
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both the NRTM and the NRTMcustom.
In order to select the optimal feature representation for each of the five models, it is
important to first note that topic models naturally operate on bag-of-words type features.
Therefore, for NRTM and NRTMcustom, the topic model component requires a bag-of-words
type representation. However, the MLP module in both models can make use of richer
representations such as embeddings. I therefore decided to consider two main types of
features. The first are bag-of-words type features, and the second are embedding-based.
For bag-of-words representations, I experimented with three different types. The first
is a simple binary bow representation. The second is a TF-IDF weighting (Spärk-Jones,
1972), which has shown recent success as input to a neural topic model (Wang et al., 2020).
This weighting may prove especially useful for problem-solution linking due to the fact
that each extract is taken from a different research paper, and the problem and solutions
found in each extract often discuss a topic with high specificity from that paper. Consider
the example below.
W14-1303 [S-19, S-22]




challenging and laborious process.
6. In this paper, we propose an alternative, “mostly-automated” approach to gathering
language-labeled Twitter messages for evaluating LangID.
In the above example, the authors are discussing the manual annotation of Twitter
messages. As most papers will not be mentioning this particular social platform, this
would make “Twitter” a highly specific word, and such specificity would be captured by
TF-IDF.
In addition to TF-IDF, the log-normalised bag-of-words feature vector has also shown
to be effective in topic modelling (Chen and Zaki, 2017). The log-normalised value for a
token xi is defined as:
xi =
log(1 + ni)
maxi∈V log(1 + ni)
, for i ∈ V (7.2)
where V is the vocabulary, and ni is the number of counts for word i in the sentence.
In order to select the optimal bag-of-words type feature for each model, I gave all five
models each of the three representations (TF-IDF, lognorm, and binary), and performed
evaluations on the development set. The results from these experiments are shown in
Figure 7.5. For all models except the SVM, the binary representation achieved the highest
macro f-measure, and so this was chosen as the optimal bag-of-words type feature for those
models. For the SVM, it achieved the highest performance using the lognorm features,
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Figure 7.5: Choice of bag-of-words type feature weighting.
The second family of feature representations are embedding-based. The first embedding
type feature is the positional embedding, which is added to the NRTMcustom. The second
embedding-based feature is the current state-of-the-art in sentence representation, Sentence-
BERT (Reimers and Gurevych, 2019). In order to encode each problem and solution input,
I used a pre-trained Sentence-BERT (SBERT) model11. When deciding which pre-trained
model to use, it is helpful to compare its performance to the STS Benchmark (Cer et al.,
2017). This dataset allows for the training of sentence embeddings which are suitable
to measure semantic similarity between sentence pairs, making it a good choice for my
problem and solution pairs. I therefore chose the pre-trained model which achieved the
highest performance on this benchmark (roberta-large-nli-stsb-mean-tokens).
In addition to using S-BERT fine-tuned on the STS benchmark for measuring similarity
between problems and solutions, another two possible options which could have been
used are clustering- and margin-based similarity methods. One clustering method is
FAISS (Johnson et al., 2017). This method works by first employing a k-nearest-neighbor
algorithm to cluster similar sentences together, and then computes the cosine between
sentences. However, in my experimental setup there is a constraint where only sentences in
each extract window (6 sentences) can be linked together (cf. section 3.4). Therefore, such
a clustering algorithm would not be very effective as each problem-solution pair is already
within a topical extract (i.e. the clustering would only be applicable to set of 6 sentences).
A second option to compare sentences are margin-based methods. One such example is
that of Artetxe and Schwenk (2019). This method works by comparing sentences x and y
using the average cosine of their respective k-nearest-neighbors (i.e. compute the cosine
11https://github.com/UKPLab/sentence-transformers/blob/master/docs/pretrained-models
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simialrity within the k-nearest-neighbors of x, then independently the neighbors of y), and
then choosing the sentence with the highest margin. However, similar to the applicability
of the FAISS method, because of the limitation where only problems and solutions within
the same extract can be linked, the nearest neighbors for the solution would be the same
as the problem. This constraint does not make this method directly applicable as the
margin method presumes both sentences are coming from different contexts. However, if
my goal was to link problems and solutions across extracts this method would potentially
prove valuable as it has been highly beneficial for finding semantically similar texts in
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Figure 7.6: Selection of best feature combinations for each model.
Using the optimal bag-of-words type features for each model selected earlier, I then ran
all combinations of bow, SBERT, and the positional embeddings by concatenating each as
input to Näıve Bayes, SVM, and the MLP. The results from experimenting with these
feature combinations are shown in Figure 7.6. For all models, the concatenation of bow and
positional embeddings performed the best, and so I chose this optimal feature combination
for each model. I also ran feature combinations for the NRTM and NRTMcustom but as
they require a bow-type input, and the positional embeddings are what separate both
models, the only feature that can be added are the SBERT embeddings (input to the
MLP module). From the addition of SBERT, The NRTM showed no difference and the
NRTMcustom declined in performance (macro f1 score of 0.59 → 0.58). Because of these
results, I am running the NRTMcustom and NRTM models standardly without SBERT
embeddings.
I next experimented with the optimal learning optimiser for each model, the results of
which are shown in Figure 7.7. For the NRTMcustom, both Nadam and Adam gave the

















MLP NRTM NRTM (custom)
Figure 7.7: Choice of learning optimiser.
reported the highest scores. For both models, an independent random choice selected
Adam. The best optimiser for the MLP was Nadam, and so I chose Nadam for that model.
The last two hyperparameter settings I tuned were model-specific. The first setting is
the C parameter for the SVM. The results for the SVM with varying C parameter inputs
is shown in Figure 7.8. C =1 gave the highest performance on the development set, and so
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Figure 7.8: Choice of C parameter for SVM.
The second model-specific setting I tuned are the optimal number of topics for the
NRTM and NRTMcustom. The results from this are shown in Figure 7.9, which shows the
effect of number of topics on the overall macro f-measure. The optimal performance was
reached for 30 topics for both the NRTM and NRTMcustom, and so I chose this number of
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Figure 7.9: Choice of number of topics for both topic models.
Additional baselines. In addition to the two non-neural machine learning model
baselines, I composed two rule-based baselines. The first is a most frequent category
baseline (MF) (a classifier that always chooses this category). The second is a more
informed baseline which uses the observed distribution of link frequencies per sentence
position (observations taken from the training set). Specifically, for each sentence in
the test set, the percentage of problems which are randomly linked or not linked by the
baseline is the one observed in the training set for that particular position in the context.
For example, in the training set, 99% of problems marked on line 6 (the same line where
the solution appears) are linked. Therefore, 99% of the problems in the test set on line 6
are randomly sampled and assigned positive links. This baseline can be said to have a fair
amount of information about the overall occurrence of linking.
Significance. All significance results are reported using the two-tailed approximate
permutation test (Noreen, 1989) with 10000 random permutations.
Evaluation metrics. The data set has more linked than non-linked pairs, with 63% of
problem-solution pairs linked (i.e. more often than not a problem is linked to a solution).
We therefore need to think carefully about which evaluation metrics should be used. It is
commonplace in information retrieval tasks to only report the performance on relevant
documents, as this is the far rarer class. In this setting, this would mean that we should
be more interested in the negative class than the positive class. However, because the
skew is less extreme than in IR situations, I will also report the macro f-measure of both
positive and negative link classes. I chose macro-f because micro-f would be unduly biased





NB SVM MLP NRTM NRTMcustom
1 Bow 0.45 0.45 0.42 ± 0.06 0.48 ± 0.10 0.50 ± 0.11
2 Position emb 0.53 0.53 0.15 ± 0.20
3 SBERT 0.45 0.45 0.43 ± 0.08
4 1+2 0.52 0.53 0.47 ± 0.05




MF INF NB SVM MLP NRTM
INF 2e-03 - - - - -
NB 1e-03 1e-03 - - - -
SVM 3e-03 1e-03 1e+00 - - -
MLP 1e-03 3e-02 6e-02 5e-02 - -
NRTM 1e-03 1e-02 9e-02 1e-01 5e-02 -
NRTM-custom 1e-03 1e-02 3e-02 3e-02 2e-02 2e-02
(b) Two-tailed p-values between models using Bow.
MF INF NB SVM MLP NRTM
INF 1e-03 - - - - -
NB 1e-03 1e-03 - - - -
SVM 1e-03 1e-03 1e+00 - - -
MLP 1e-03 2e-03 6e-03 7e-03 - -
NRTM 1e-03 1e-02 1e-02 1e-02 4e-01 -
NRTM-custom 1e-03 1e-02 1e-01 1e-01 1e-01 2e-02
(c) Two-tailed p-values between models using respective best performing feature sets.
Table 7.5: Linking results for negative class.
The results from problem and solution linking for the negative link class are shown in
Table 7.5, and the results from both classes using a macro averaged f1 are shown in
Table 7.6. All results are reported using the correct measure for links (cf. subsection 6.3.3),
and results from the MLP, NRTM, and NRTMcustom neural models are averaged over 50
different random seeds, and accompanied by their standard deviations (cf. section 7.1.1)
For the negative link class, the NRTMcustom performs at an avg. f-measure of 0.50 and
significantly12 beats all other models when comparing bow-type features, and significantly
beats both rule-based baselines and the NRTM when comparing results using the best




NB SVM MLP NRTM NRTMcustom
1 Bow 0.56 0.56 0.53 ± 0.03 0.58 ± 0.04 0.60 ± 0.05
2 Position emb 0.58 0.58 0.44 ± 0.07
3 SBERT 0.53 0.56 0.53 ± 0.03
4 1+2 0.62 0.61 0.56 ± 0.03




MF INF NB SVM MLP NRTM
INF 1e-03 - - - - -
NB 1e-03 1e-03 - - - -
SVM 1e-03 1e-03 1e+00 - - -
MLP 1e-03 1e-03 5e-03 7e-03 - -
NRTM 1e-03 1e-03 5e-02 4e-02 1e-02 -
NRTM-custom 1e-03 5e-03 2e-02 2e-02 8e-03 1e-02
(b) Two-tailed p-values between models using f-measure from Bow.
MF INF NB SVM MLP NRTM
INF 2e-03 - - - - -
NB 2e-03 1e-03 - - - -
SVM 2e-03 2e-03 1e-03 - - -
MLP 1e-03 3e-03 2e-03 4e-03 - -
NRTM 3e-03 1e-03 6e-03 6e-03 4e-02 -
NRTM-custom 2e-03 3e-03 3e-02 2e-01 2e-02 7e-03
(c) Two-tailed p-values between models using respective best performing feature sets.
Table 7.6: Linking results using macro average.
feature set for each model. The highest f-measures of 0.53 were achieved by Näıve Bayes
and the SVM. For Näıve Bayes, the SVM, and the MLP, the optimal feature combinations
selected from the development set were {1+2}, but this only improved results for the MLP
over using individual features.
Moving to the macro-averaged results over both linking classes, the NRTMcustom
achieved f-measure = 0.60, significantly13 beating all other models that use only bow
features, and significantly beating all models except Näıve Bayes and the SVM when
comparing results using optimal feature combinations (f-measure=0.62 and f-measure=0.61,
respectively). It is surprising NRTMcustom was unable to beat a simple model such as
Näıve Bayes. However, this is only true for the setting where the optimal feature set
13Significance at the 95% level or greater.
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combination (chosen from the development set) for Näıve Bayes is used. Without this
hyperparameter tuning, this result from NRTMcustom significantly beats those from Näıve
Bayes in all settings.
The results from the positive link class followed similar trends to the negative and macro-
averaged results (the table of results for the positive class along with the significance
testing is supplied in the appendix). The highest f-measures for the positive link class





d Not linked 75 42
Linked 67 129
Table 7.7: Confusion matrix for a single run of NRTMcustom.
Similar to the reported results from the development set, adding SBERT (+SBERT) to
the MLP module of both the NRTM and NRTMcustom did not improve results, and actually
degraded the average f-measure of the NRTMcustom on the negative class by 0.04, and
the macro f-measure by 0.02. The reason that the addition of SBERT does not improve
performance on both models may be due SBERT’s influence on the joint training of the
topics and the MLP module. The dimensionality of the SBERT embeddings is 1024, whilst
the topic model embedding (θ) fed to the MLP is of dimension of 30. Consequently, for
each problem and solution pair, the MLP module of both the NRTM and NRTMcustom is
being fed 2048 units relating to SBERT, and only 60 units relating to the topic model.
Therefore, during joint training there is little benefit from the errors propagated back from
the MLP module to help the topic model, as most errors will be relating to SBERT, which
is independent of the topic model.
When comparing the results from the MLP model in relation to NRTM and NRTMcustom,
it is clear that jointly learning topics at the same time as the MLP module provides a
performance boost. However, to quantify this boost and isolate the influence of the topic
embeddings only (where the only difference between models is the topic information), I
compare two settings. The first is between the NRTM and the MLP using the bow feature
set. The second is between the MLP using both bow and the positional embeddings
({1+2}), and NRTMcustom. In the first setting, the performance of the MLP was both
numerically and significantly below the NRTM on both the negative link class and macro
averaged results (p-value = 4e-2 for macro-averaged f1). In the second setting, the
NRTMcustom is significantly higher than the MLP on the macro class (p-value = 2e-02 on
macro averaged results). Given the fact that in both settings, the addition of topics provides
a significantly higher result, this suggests that characterisations of problems and solutions
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as topics may provide significantly better results for the learning of problem-solution
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(b) NRTM (no positional embedding).
Figure 7.10: Proportion of correctly labelled positive and negative links per sentence.
In order to see the influence of the positional embedding, I graphically compare the
results between a single run of both the NRTM and NRTMcustom on each extract sentence,
as shown in Figure 7.10. The models perform similarly on sentences 3, 4, and 5. However,
on sentences 1 and 2, which are furthest away from the solution, NRTMcustom has a higher
proportion of correctly labelled negative links (light blue) whilst on sentence 6, it has
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a near-perfect rate of correctly labelled positive links (it only missed one positive link).
This may be a clear sign of influence from the positional embedding, as sentences 1 and
2 in an extract are most often not linked, while sentence 6 is almost always linked (cf.
subsection 6.3.3). Therefore, although the positional embedding does not seem to help on
sentences 3, 4, or 5, it does appear to provide valuable knowledge for sentences 1, 2, and 6.
NRTMcustom f-measure ∆
Positive link f1 0.69 0.02
Negative link f1 0.50 0.24
Macro f1 0.60 0.12
Table 7.8: F-measure deltas between NRTMcustom and human agreement (annotators 2
and 3).
I will now compare the results of NRTMcustom (i.e. agreement with the gold standard)
with the agreement between human annotators 2 and 3. Table 7.8 shows the f-measure
deltas between the linking results from NRTMcustom with those from the annotators.
Overall, the macro delta of 0.12 shows that automation of the linking task is able to come
reasonably close to human performance. The performance on the positive class was on a
par with human agreement (delta = 0.02), whilst there was a big difference on the negative
class (delta = 0.24). This discrepancy between human agreement and automation on the
negative class is likely due to the negative class being less prevalent in the training data,
which was not an issue for human annotators, who performed similarly across both classes.
I will now provide more details on the types of errors which occurred between the
two best performing models: Näıve Bayes and NRTMcustom, using their best performing
feature sets respectively. Additionally, as the score from NRTMcustom was averaged over
fifty iterations of the test set, a single test run from the NRTMcustom was chosen for
comparison with Näıve Bayes where the macro f1 score for that run was closest to the
reported average for NRTMcustom. As both models make use of the positional embeddings,
I first wanted to isolate the effect of this feature. In order to determine this, Table 7.9
shows the performance of both models on each extract sentence.
The table above shows that both models perform on par with each other on each extract
sentence. For example, each model achieved the same f-measure on both negative and
positive links in sentence 5 (.45 and .76 respectively). The biggest difference between both
models appeared on the negative links in sentence 3 (f-measure of 0.32 for NRTMcustom and
0.63 for Näıve Bayes). However, as earlier analysis showed that the positional embedding
does not greatly affect sentences mid-extract, the differences here are likely caused by
another source.
In order to better identify the root cause of such differences, I completed a manual
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Sent No.
Negative link Positive link
Näıve Bayes NRTMcustom Näıve Bayes NRTMcustom
1 .50/.54/.52 .61/.65/.63 .56/.52/.54 .67/.62/.64
2 .65/.52/.58 .60/.52/.56 .59/.71/.65 .56/.64/.60
3 .69/.58/.63 .42/.26/.32 .75/.83/.79 .61/.76/.68
4 .42/.52/.47 .46/.57/.51 .72/.63/.68 .75/.66/.70
5 .41/.50/.45 .41/.50/.45 .79/.72/.76 .79/.72/.76
6 .00/.00/.00 .00/.00/.00 1.0/1.0/1.0 1.0/.82/.90
Table 7.9: Precision, recall, and f-measures for Näıve Bayes and NRTMcustom on each
extract sentence.
inspection of outputs from both models. One such notable difference observed occurred
in the case of problem descriptions with anaphoric references, for example: this problem.
In such instances, the problem description refers to another entity either in the same or
a previous sentence. From the set of problems with anaphoric references, Näıve Bayes
only correctly identified 17%, while the NRTMcustom model identified 83% correctly. An






only takes into account the relationships between an anaphor and one indi-
vidual candidate at a time [...].
6. In this paper , we present a competition learning approach to coreference resolution.
In the above example, the problem described is that a particular learning algorithm (the
referent) is not very robust given that it can only consider one anaphor and one candidate
at a time. The solution provided by the authors addresses this with a “competition learning
approach” capable of considering more than one candidate at a time. In this example, the
problem-solution link was correctly classified by NRTMcustom but missclassified by Näıve
Bayes. A potential cause of such missclassifications by Näıve Bayes may be due to the fact
that its representation of words is simply a bag-of-words. Therefore, when key information
is left out (such as anaphors where in this case “it” replaces the name of the learning
algorithm), it is difficult for the model to determine if the problem is related to the solution.
For example, if the referent contained words such as “coreference” or “resolution”, then
this may have provided enough signal in order to make the link but since there is no word
overlap between this problem and solution pair, a bag-of-words representation is weak.
On the other hand, as the NRTMcustom uses text embeddings to represent each word, this
allows the model to overcome such restrictions and apply knowledge of similar words. In
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this example, the words “anaphor”, “coreference”, and “candidate” would occur in similar
contexts, and so would learn similar vectors given the distributional nature of learning
embeddings. Additionally, there were a small number of instances mentioned earlier where
Näıve Bayes managed to correctly identify problems containing anaphors (17%), but in all
such cases they occurred in the last sentence. Therefore, the positional embedding would
have provided enough signal here alone since the majority of problem descriptions in the
last extract sentence from the training set were linked.
Topic number
1 2 3 4 5
1 rhetorical sublanguage constrain hmms entailment
2 framenet assessed revision interpolation reasoning
3 predicate hyponyms literal expanding treebanks
4 multiargument inferences expand lengths argue
5 coherent synonyms batch lattice logic
6 predicates emotions suggestions inconsistency goes
7 consistency wordnet assigning lm read
8 grounded paraphrasing revisions teh abstraction
9 compression representing lexico validation shortest
10 argument merged adapting attractive evaluating
CV 0.39 0.28 0.33 0.53 0.39
6 7 8 9 10
1 inconsistencies korean prerequisite establish proposals
2 reordering chunking phenotype step recall
3 korean minimum synonymous positive offers
4 bracketing developer consumer decrease considerable
5 ca intermediate equivalents preprocessing choices
6 syntactically tobi requirement modification projection
7 smt accuracies aligned parameters head
8 rewritten designer thesaurus direction geographical
9 rewrite cope turk performance electronic
10 diminished preparation minimizes french benchmark
CV 0.35 0.43 0.46 0.44 0.27
Table 7.10: A selection of topics and their top 10 words and CV scores from NRTMcustom.
Although the main objective of the NRTMcustom is to classify whether or not a problem
is linked to a solution, the topic model component can provide some valuable insight into
the types of topics which occurred in the data set and provide the basis for potential
applications further downstream built on topics. Table 7.10 shows a selection of topics
from the NRTMcustom and their top ten words, along with their coherence scores using the
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CV metric (Röder et al., 2015). The topics with the highest coherence scores were 5 (CV
= 0.53) and 8 (CV = 0.46). However, as the NRTM’s loss function is weighted between
learning topics and a good classification boundary with the MLP (cf. subsection 4.2.4),
the topics learned may not be optimally designed for coherence. Qualitatively however,
there are interesting topics learned from the model which seem to describe some common
NLP tasks. For example, topic 1 can be classified as regarding argument mining, topic
2 as an ontology, topic 3 as lexical entailment, and topic 6 could be seen as related to
statistical machine translation. Topic 6 contains terms “bracketing”, “reordering”, and
“rewriting”, all of which are indeed common activities in statistical machine translation.
7.3 Chapter summary
In this chapter, I performed an experiment on automatically performing the tasks of
problem and solution marking, and of problem-solution linking. The best model reported
for the problem and solution marking task was the Biaffine model, which performed
significantly better than both the BiLSTM-CRF and the baseline. The element which
was easiest to mark was signal, whilst the most difficult ones were complement and
condition. The best performing model on the task of problem-solution linking was Näıve
Bayes. The results from this automation show that both tasks can be automated with a
good degree of accuracy, and perform reasonably in comparison to the human agreement





In this thesis, I have introduced a new model of problem-solving for scientific text. All of the
code, data (raw + annotated), annotation guidelines, and models related to this thesis are
available at: https://github.com/kevinheffernan/problem-solving-in-scientific-text.
Additionally, for reproducability, experimental settings for all models used are provided
in the appendix. This concluding chapter will highlight the main contributions of this
dissertation, followed by a discussion of further work outside the scope of this thesis.
8.1 Contributions
This thesis provides both theoretical and practical contributions to problem-solving:
1. A new linguistic model of problem-solving tailored to science. I have introduced a
new empirical model of problem-solving for scientific text, based on an existing model
by Hoey (2001). A major contribution of this thesis is that statements regarding





Capturing each of these four elements allows for a more expressive model of prob-
lem strings in scientific text. Another major contribution is the formalisation of
how to link problems and solutions together, taking into account the surrounding
relationships that exist between problems.
2. Annotation scheme validated by three-way independent annotation study. Using a
rubric I designed, my scheme was validated using a three-way annotation study of
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100 extracts (600 sentences). Each annotator marked the texts independently from
the others, resulting in good agreement amongst them.
3. Automation of model with technical novelty. I automated my model using a blend of
classical machine learning and state-of-the-art deep learning methods. Both problem
and solution marking was achieved with good degrees of accuracy, suggesting that
automating the task is tractable. In order to make more accurate predictions of
problem-solution links, I adapted the architecture of an existing Neural Relational
Topic Model, which provided the best overall results.
4. Large-scale corpus collection. A large-scale data collection process was undertaken.
The resulting corpus of 17,161 scientific articles in SciXML format can be used as
a resource for many kinds of research. The annotated data set also prepared in
combination with this thesis consists of 1000 extracts (6000 sentences), taken from
this larger computational linguistics corpus. This data set is a resource for further
research into problem-solving, and will be made publicly available.
In the introduction on this thesis, I gave an example of an extract taken from Benotti
and Denis (2011), where I outlined what my model was aiming to achieve. That example
is actually an extract taken from my development set, and the output from the best
performing models for both problem and solution marking and linking on that extract is
shown below.
P11-4011 [S-1, ..., S-6]
1. Virtual human characters constitute a promising contribution to many fields, including
simulation, training and interactive games (Kenny et al., 2007; Jan et al., 2009).
2. The ability to communicate using natural language is important for believable and
effective virtual humans.
3. Such ability has to be good enough to engage the trainee or the gamer in the activity.





extensive annotation efforts in order to be fit for their task (Rieser and Lemon, 2010).
5. Semantic annotation and rule authoring have long been known as bottlenecks for
developing conversational systems for new domains.
6. In this paper, we present a novel algorithm for generating virtual instructors from
automatically annotated human-human corpora.
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So how well did the automation of my model perform on this extract? It correctly identified
that there was a problem in sentences 4 and 5, and a solution in sentence 6. The element
marking for solution was exactly correct, as was the element marking for the problem
in sentence 4. The problem marked in sentence 5 missed a condition element: “for
developing conversational systems for new domains”. However, this is not surprising given
that condition is the most difficult element to mark (cf. subsection 6.3.1). Other than
this missing element, all other markings in sentence 5 were exactly correct. When it comes
to the linking task, the model correctly linked the problem in sentence 4 to the solution,
but unfortunately missed the link in sentence 5.
While this thesis is an exercise in empirical experimentation, the real story is told by
the numbers. In this particular example, which was randomly chosen, the output from my
best automatic model came very close to what I set out to achieve in the introduction.
8.2 Future work
Time is always limited and as a consequence, it is not possible to explore every idea. In
this section I will discuss ideas for future work regarding my model of problem-solving. I
will first suggest some possible improvements which I would like to see realised, followed
by ideas for applications where use of my model could be of great value to both industry
and academia.
Model improvements. One way of providing a more powerful model of problem-solving
utterances is to explicitly model the relationships that exist between problems. These
complex relationships and the role they play in determining a problem-solution link was
introduced in section 3.3. Although problem-problem relationships were omitted from
my model, relations between problems such as sub-problem, generalisation, and causality,
could potentially improve the expressiveness of my problem-solution model. Consider the
following example.
P98-2152 [S-20, S-21]
5: The solution presented in (Nagata, 1996) which sorts a list of one edit distance words
considering the context in which it will be placed is inaccurate because the context





6: In this paper, we present a context-independent approximate word match method using
character shape similarity.
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In the above example, there are two problems in the fifth extract sentence. The first
problem (in sentence order) states that there are inaccuracies in the method presented by
Nagata (1996), and the second problem provides the core reason for the inaccuracy (the
contexts used in the method may be problematic). Therefore, a causal relationship holds
between the two problems. The solution provides a workaround to the context errors by
using a context-independent method, and so it is linked to the second problem. However,
due to the causal relationship, assigning a link to the second problem also entails that
the first problem is solved. Therefore, capturing problem-problem relationships such as
causality would allow links to be drawn between problems and solutions which otherwise
would not be connected in the current model.
Another manner in which to enhance my model is by giving solutions the same treatment
I gave to problems. This treatment would allow solutions to occur within any sentence
inside an extract, and also captures more knowledge by sub-dividing the solution statement
into its respective sub-elements. Consider the following example.
P98-2145 S-6
5. Okumura and Honda (Okumura and Honda, 1994) found that the information of lexical
cohesion is not enough and incorporation of other surface information may improve
the accuracy.
In the above example, a suggested solution statement (underlined) is given by the authors
but was not marked as it occurred in sentence 5 of the extract. This solution could also
be further broken down into sub-elements. For example, a solution signal could be a
positive evaluation signalling that the statement solves a problematic situation, and root
could be the main act needed in order to bring about the solution. In this example, these
sub-elements could be assigned as follows:
• signal: improve
• complement: the accuracy.
• root: incorporation of other surface information.
Similar to problem elements, the marking of solution elements could be formalised as a
sequence labelling task, and automated using the same models employed in Chapter 7 for
problem and solution marking.
Although there are many more improvements or extensions which could be suggested,
there are numerous applications in both industry and academia which could stand to
benefit from my model. I will discuss each in turn, beginning with academia.
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Follow-up of my work in academia. There has been some computational effort on
the task of identifying problem-solving patterns in text. The most relevant is the work
by Sasaki et al. (2019)1. The goal of this work was to find semantically similar problems
expressed across different domains (here: scientific literature vs patent applications), and to
then apply the similar problems to knowledge discovery. As semantically similar problems
may share many of the same possible solutions, Sasaki et al. hoped that knowledge of
a problem in one domain and how it was handled (i.e. the solution) may help another
unsolved problem in a different domain. The authors operationalise this task by first
independently identifying problems and solutions in both scientific and patent texts, and
then comparing the inter-domain similarity between the identified problems. In order
to identify problems and solutions, the authors reimplement my work from Chapter 5.
However, Sasaki et al. use a different learning algorithm in order to identify the problem
and solution statements based on a neural-based attention mechanism. When comparing
this neural model to my non-neural supervised classifiers, the neural model performed
slightly higher than the non-neural approach on problem identification, but worse on
solution identification. However, as Sasaki et al. did not measure significance, we cannot
know whether the differences in performance would even be significant. When comparing
problems between the scientific and patent domains, the authors then used the cosine
similarity to cluster similar problems together, and qualitatively examined pairs with a
high similarity. Consider the example of one such pair below.
• Scientific problem: “The real drawback is the computational complexity of working
with SVMs, thus the design of fast algorithm is an interesting future work.”
• Patent problem: “A re-learning method for SVM that can improve the accuracy of
SVM and reduce the amount of calculation by re-learning using a small number of
samples with good quality.”
In the example above, what the authors call a “Patent problem” actually appears to be a
solution, where the patent provides a method for SVMs which can reduce the amount of
calculation needed. As the problem describes a complexity issue with computing SVMs,
the method given in the patent domain may help the problem described in the scientific
domain.
My model is based on English texts, but the concepts in it could easily extend to
other languages. It is therefore of interest to conduct research on applying my model of
problem-solving utterances to other languages. This thread of research is currently being
undertaken at Ibaraki University in Japan, where a collaborator has successfully been
awarded a grant in order to apply my model to Japanese texts. An annotation study
1This work, which was published three years after I started my Ph.D. research, cites my earlier
publication Heffernan and Teufel (2018), and indeed bases itself on my approach.
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is presently being applied to texts from Japanese scientific journals, using my supplied
rubric. An example of my model applied to a translated Japanese text provided by my




English: Providing the collected data to the researcher is required but there is a copyright
problem, so providing the collected data directly to an outside researcher is
difficult.
This annotation study is still undergoing the training phrase, so no agreement numbers
have yet been reported. However, there are already some reported difficulties due to
differences in writing style. For example, in Japanese texts the subject is often implicit.
The subjects will get mentioned somewhere in the text, but often quite removed from
the sentence where they are semantically invoked. Therefore, it will often be the case
that elements such as root or complement, which frequently appear as subjects, are
realised in a different sentence to the signal. This will provide additional difficulty for
the Japanese version of my model.
In addition to applying my model to non-English texts, another research area which
could potentially make use of my model is the task of determining innovativeness in
scientific text. When making judgements about how innovative a paper is, an easy source
of data for researchers is citation counts. However, citations are not all weighted the same.
Some citations may be praised for solutionhood to a problem, but others may be used
as a motivation for the current paper. In other words, the citation may have a flaw or
knowledge gap that the current authors wish to solve. Additionally, some citations do not
necessarily represent an objective opinion from the author, and are simply cited out of
politeness or piety (Ziman, 1968). Others that are highly cited may also just be reaffirming
the status quo, and not characteristic of innovation (e.g. review papers).
However, knowledge of problem-solving utterances can greatly aid in the computational
effort to determine innovation in science. For example, if a scientific article takes on a
number of long-standing problems present in the community and provides solutions to
these problems, then this may be a clear sign of innovation. An innovation measure could
be established for example, where an author’s innovativeness increases monotonically with
the number of long-standing problems they solve. Another way to leverage knowledge
of problem-solving utterances is to contrast multiple papers providing solutions to the
same problem. Klavans et al. (2013) found that the most innovative approaches were
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those that built upon previous works far removed from each other. Therefore, if an author
introduces a new solution which is better than previous solutions to the same problem,
this can suggest innovation.
Applications to industry. There has been a good deal of interest from industry in
applying my model to real-world problems. One such company is a Cambridge-based
start-up called Octopus2. Octopus is a new platform for scientific publishing, where the
core idea is to extract problems from existing scientific papers, and link them to other
papers referencing similar problems. Therefore, instead of searching by a broad research
topic, users of Octopus can search by a specific problem and see what papers are associated
with it. I am currently consulting for this start-up, where they are using my model to
populate the main Octopus database with problems from existing papers. At present, we
are focusing on academic texts related to Covid-19, in the hopes of providing value to
researchers in the coronavirus community. Once existing problems have been found, we
plan to use string similarity metrics and a specific coronavirus ontology3 in order to help
categorise and relate problems together.
Another company which has expressed interest in using my model is Iprova4. Iprova
are a company based in Switzerland, which focuses on measuring insight and data-driven
inventions. They are interested in using my model in order to find problems which have
not yet been solved by the community, and also in learning to map problems to solutions
across many different sciences. I am not currently working with this company due to time
constraints, but we have discussed a possible collaboration using my research in the near
future.
In addition to companies from industry reaching out to me, I have also reached out
to industry with some ideas for using my model in real-world applications. For example,
I met with Craig Saunders, the head of Applied Science at Amazon Alexa research in
Cambridge, in order to discuss the possibility of using my model for scientific question
answering with Alexa. I proposed that my model of problem-solving could be used to help
answer research-based questions, using knowledge of problems and solutions extracted
from research papers. For example, if a researcher encountered a problematic situation
while conducting their experiments, they could ask Alexa if there was an existing solution
to a similar problem. Although this could provide great value to researchers, it is beyond
the scope of current technology at Alexa. However, scientific-based question-answering
using knowledge of problem-solving utterances could potentially be implemented in the
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Problem element micro 1e-01
Problem element macro 2e-01
Problem statement 3e-02 *
Solution 1e-01
Joint element micro 2e-03 **
Joint element macro 1e-03 ***
Table A.1: Two-tailed p-values between joint and separate training using Biaffine model.
The number of asterisks corresponds to significance at the 95, 99, and 99.9% levels
respectively.
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A.2 Significance between Biaffine and BiLSTM-CRF









Problem statement 2e-02 *
Element micro 1e-03 ***





Table A.2: Two-tailed p-values between Biaffine and BiLSTM-CRF f-measures for seperate
training of problems and solutions.
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A.3 Results for positive link class
Feature set
Model
NB SVM MLP NRTM NRTMcustom
1 Bow 0.67 0.66 0.63 ± 0.05 0.68 ± 0.04 0.69 ± 0.03
2 Position emb 0.63 0.63 0.72 ± 0.11
3 SBERT 0.62 0.66 0.63 ± 0.08
4 1+2 0.71 0.70 0.64 ± 0.04




MF INF NB SVM MLP NRTM
INF 1e-03 - - - - -
NB 1e-03 1e-03 - - - -
SVM 1e-03 2e-03 1e-03 - - -
MLP 1e-03 3e-03 1e-02 3e-02 - -
NRTM 4e-03 1e-03 1e-01 4e-02 2e-02 -
NRTM-custom 2e-03 2e-03 2e-02 6e-03 1e-02 1e-01
(b) Two-tailed p-values between models using Bow.
MF INF NB SVM MLP NRTM
INF 4e-03 - - - - -
NB 1e-03 1e-03 - - - -
SVM 1e-03 2e-03 1e-03 - - -
MLP 5e-02 3e-03 6e-01 3e-01 - -
NRTM 4e-03 2e-03 1e-02 4e-02 1e-01 -
NRTM-custom 5e-03 2e-03 3e-01 5e-01 3e-01 5e-02
(c) Two-tailed p-values between models using respective best performing feature sets.
Table A.3: Linking results for positive class.
A.4 Hardware used for all experiments
1. Processor: Intel Core i7-6820HQ CPU @ 2.70GHz × 8.
2. RAM: 32 GB.
3. GPU: AMD Verde.
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A.5 Average runtimes
Runtimes are displayed in seconds for









Table A.4: Average runtimes for each model.
A.6 Hyperparameter settings




max gradient norm 1.0
char CNN filter widths [3, 4, 5]
filter size 30
char embedding size 30




Table A.5: Parameters for BiLSTM model.
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max gradient norm 5.0
char CNN filter widths [3, 4, 5]
filter size 50
char embedding size 8
FastText embedding size 300




Table A.6: Parameters for Biaffine model.
Num topics 30 [bounds: 10-50]
Topic embedding size 30 [bounds: 10-50]
Topic model layer units [500, 200, 100]
MLP layer units [1000, 250, 50, 8, 1]
SBERT embedding size 1024
optimiser Adam
learning rate 0.001
Table A.7: Parameters for NRTM model.
MLP layer units [500, 250, 50]
SBERT embedding size 1024
optimiser Nadam
learning rate 0.01
Table A.8: Parameters for MLP model.
Kernel function PolyKernel
C 1 [bounds: 1-4]
Table A.9: Parameters for SVM.
183
184
