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知識発見とデータマイニング
２つのＫＤＤ













1996年 U. Fayadd: Data mining
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知識発見とデータマイニング
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決定木：ID3, C4.5, C5.0, CART, CHAID, QUEST, 
Pseudo Decision Tree, Option Tree, 
ファジイ決定木，２次元領域の抽出決定木，
機能拡張決定木
ニューロ：BP, MLP, RBF   ベイジアンネット
クラスタリング：コホーネン，K-means，Ward法，
コンドルセ手法，概念クラスタリング
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データマイニングの代表的手法
? バスケット分析
? 相関ルール: B => H, ただし B⊂H.
? Body B:
例) {食料品a ∧ 日用品a}
? Head H: 
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データマイニングの代表的手法
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データマイニングの代表的手法
? SVM:空間へ構造の導入
Kondor, R.I. and Lafferty, J.: Diffusion Kernels on Graphs and Other 
Discrete Input Space, ICML'02, pp.315--322, 2002.
? 次元間にラティスや木などの幾何学的構造関係を与えて内積
距離を計算
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海外のシステム：
SUBDUE, WARMR, MolFea, FSG
我々のシステム：
GBI, AGM
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データマイニングの代表的手法



















[16] 松本, 田辺: ニューラルネットワークによる有機塩素化合物の発ガン性予測, 
JCPE Journal, 11, 29-34 (1999) 日本コンピュータ化学会ご提供
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決定木の実用例
























（ Communicability, Actionability が高い）






























































a1 N c1 z1
a2 Y c1 z2
zNaN YcN
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訓練例（ゴルフデータ）
Quinlan, J. R. 1986 , `Induction of decision trees',  Machine Learning  1, 81--106. 
Reprinted in Shavlik and Dietterich (eds.) Readings in Machine Learning.
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簡潔な決定木
Quinlan, J. R. 1986 , `Induction of decision trees',  Machine Learning  1, 81--106. 
Reprinted in Shavlik and Dietterich (eds.) Readings in Machine Learning.
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複雑な決定木
Quinlan, J. R. 1986 , `Induction of decision trees',  Machine Learning  1, 81--106. 
Reprinted in Shavlik and Dietterich (eds.) Readings in Machine Learning.
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= 0.940 bi ts．
属性Outlookは値sunny, overcast , rainを取り，n11 = 2; n12 = 3; n21 =
4; n22 = 0; n31 = 3; n32 = 2であるから，Infoはそれぞれ，0.971, 0,
0.971 bitsとなり，
Gain(Out look) = 0.940 - 5
14
X 0.971 + 4
14
X 0 + 5
14
X 0.971
= 0.940 - 0.694 = 0.246 bi ts，
同様に
Gain(Temperature) = 0.029 bi ts:
Gain(Humidity) = 0.151 bi ts:
Gain(Windy) = 0.048 bi ts:
となり，Gainが最大の属性はOutlook．




順にソート．属性Aの値 {v1, v2, ..., vm}
訓練例（学習に使用）
? m-1個の閾値の選択の問題．
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決定木の実用例(2)
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従来の統計的調査
患者 所見 検査 治療 経過
ー ー ー ー ー
ー ー ー ー ー
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医療情報の活用
患者 所見 検査 治療 経
過ー ー ー ー
ー
ー ー ー ー
ー
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前処理の概要：目的変数の離散化
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前処理の概要：説明変数の扱い
? 集約グループの一覧
Βー受容体遮断薬, 冠状動脈拡張剤, アデノシン増強薬, カルシウム拮抗薬,
不整脈用剤, 昇圧剤, アンギオテンシン変換酵素抑制剤（ACE阻害剤）, 
α受容体遮断剤, アンジオテンシンⅡ受容体拮抗剤, 強心剤, 
血小板凝集抑制剤, 血液凝固阻止剤, 抗アルドステロン薬, 利尿剤, 
糖尿病治療薬（インシュリン製剤）, 糖尿病治療薬（経口血糖降下剤）, 
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Rules for BNP
BNP：Nnormal:[0,20]，Gray:(20,200],High:(200,1000],




消化性潰瘍用剤 =< 1.67 -> Gray
消化性潰瘍用剤 > 1.67 -> Normal
健胃消化剤（制酸剤） > 0 -> High
血小板凝集抑制剤 > 0 -> Gray
強心剤 > 0.5 (6.0, 0.833) -> High
消化性潰瘍用剤 =< 0.16 -> High
消化性潰瘍用剤 > 0.16 -> Gray







アンギオテンシン変換酵素抑制剤 =< 0.16  -> ABLow
アンギオテンシン変換酵素抑制剤 > 0.16   -> Normal
--------------------------------------------
カルシウム拮抗薬 > 0 -> Normal
---------------------------------------------
抗アルドステロン薬 > 0.333 -> Low
糖尿病治療薬（α―グルコシダーゼ阻害剤） > 0 -> Normal
アンジオテンシンⅡ受容体拮抗剤 > 0 -> Normal
ビタミン剤 > 0 -> Normal
Rules for %FS
%FS：ABLow:[0,14], Low(14,25], Gray:(25,30], Normal:(30,∞) 
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バスケット分析の実用例





























































?相関ルール: B ⇒ H
条件部 B:  例){使用部品a & 仕入先c}
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? 相関ルール
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? 例) 支持度
?全トランザクション数 TrN(T)=1000
? Body B:{食料品a ∧ 日用品a}を含む
トランザクション数 TrN(B)=150
=> sup(B)=TrN(B)/TrN(T)=150/1000=0.15




? conf(B => H)=sup(H)/sup(B)=0.05/0.15=1/3
バスケット分析の基礎






Pk= {item1,item2,….,itemk-1,itemk}                                




? もし 最低支持度 ≦ sup(A)                                            
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相関ルールの生成・抽出基準
? 相関ルールの生成（閾値による）
? sup(H)>l-sup ただし l-sup:最低支持度
この時Hを多頻度アイテム集合という
? conf(B=>H)>l-conf ただし l-conf:最低確信度
? 相関ルールのフィルタリング操作
（統計的に自明なルールの削除フィルタによる）
? 1) conf(B => BR)<sup(R)ならばB => BRを削除
? 2) conf(AB => ABR)<conf(B => BR)ならば
AB => ABRを削除
? 3) conf(B => ABR)=conf(B => BR)ならば
B => BRを削除
? 4) conf(B => BR) ×conf(B => AB) > conf(B => ABR) 
ならばB => ABRを削除
バスケット分析の基礎






{1} {2} {3} {4} {5}
2 13 3 3














































































































































[16] 松本, 田辺: ニューラルネットワークによる有機塩素化合物の発ガン性予測, 
JCPE Journal, 11, 29-34 (1999) 日本コンピュータ化学会ご提供
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決定木：ID3, C4.5, C5.0, CART, CHAID, QUEST, 
Pseudo Decision Tree, Option Tree, ファジイ決定木，
２次元領域の抽出決定木，機能拡張決定木
ニューロ：BP, MLP, RBF, ベイジアン
クラスタリング：コホーネン，K-means，Ward法，
コンドルセ手法，概念クラスタリング




















? 決定木：ID3, C4.5, C5.0, CART,
? ニューロ：BP, MLP, RBF, ベイジアン
? クラスタリング：コホーネン，K-means法，概念クラスタリング
? 相関ルール：Apriori, Generalized Rule Induction, 複数時系列, グラフマイニング
? 統計的手法：重回帰分析，ロジスティック回帰分析，判別分析，主成分・因子分析
? テキストマイニング，Concept Base Search，記憶ベース推論
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知識発見の最前線と展望
? 知識発見のための探索アルゴリズムや知識表
現の枠組みは提供されているものの、人間や
データ側の規範を取り入れる体系的研究はま
だまだ手付かずの状況である。
? 現状では個別問題毎に試行錯誤的に実装が
必要な知識や手法を付加したり、手法拡張して
対応している。 ここに膨大な作業が必要。
人間やデータ側の規範に踏み込んだ体系的知識収集の
原理や知識発見手法の研究開発が待たれる。
学問体系としてまとめにくいかも知れないが、避けては通れない問題
