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These are the proceedings of the 6th International Probabilistic Workshop, formerly known 
as Dresden Probabilistic Symposium or International Probabilistic Symposium. The work-
shop was held twice in Dresden, then it moved to Vienna, Berlin, Ghent and finally to 
Darmstadt in 2008. All of the conference cities feature some specialities. However, Darm-
stadt features a very special property: The element number 110 was named Darmstadtium 
after Darmstadt: There are only very few cities worldwide after which a chemical element 
is named.  
The high element number 110 of Darmstadtium indicates, that much research is still re-
quired and carried out. This is also true for the issue of probabilistic safety concepts in en-
gineering. Although the history of probabilistic safety concepts can be traced back nearly 
90 years, for the practical applications a long way to go still remains. This is not a disad-
vantage. Just as research chemists strive to discover new element properties, with the ap-
plication of new probabilistic techniques we may advance the properties of structures 
substantially. 
And there must be a demand. This can be seen by the growth of this workshop. Starting 
with only 12 presentations at the first symposium, this year for the first time we had to re-
ject papers for oral presentations, not due to insufficient quality, but due to limitation of the 
conference duration. Nearly 50 abstracts were submitted, which could only have been pre-
sented if parallel sessions were employed. However, it is one of the fine properties of this 
workshop, that we do not have and do not want parallel sessions. Therefore we offered 
besides the oral presentations also a poster session. In contrast to other conferences, the 
authors of posters are encouraged to hand in papers and therefore these proceedings not 
only include the papers of the oral presentations but also the papers from the poster ses-
sions. 
The editors hope that the selection of oral presentations will be appreciated and that the 
participants enjoy both, the proceedings and the conference itself. This year, the workshop 
is combined with an annual conference organized by the Freunde des Instituts für Mas-
sivbau der Technischen Universiät Darmstadt. Therefore, we would like to thank them for 
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Life-Cycle Performance and Redundancy of Structures 
Dan M. Frangopol and Nader M. Okasha 
Center for Advanced Technology for Large Structural Systems (ATLSS), Department of 
Civil and Environmental Engineering, Lehigh University, Bethlehem, Pennsylvania, USA 
Abstract: This paper reviews recent advances in the life-cycle performance 
and redundancy of structures with special emphasis on highway bridges. Vari-
ous life-cycle performance and redundancy measures are reviewed and classi-
fied. Applications are presented.  
1 Introduction  
Civil infrastructure systems are a valuable asset for all countries and their upkeep is a sig-
nificant investment and challenge. Unfortunately, these assets are deteriorating at an alarm-
ing rate [1]. The safety of these systems is directly, and seriously, impacted by this 
deterioration. Disastrous failures may even be the consequence. The most critical task in 
the upkeep of deteriorating structures is the accurate prediction of their life-cycle perfor-
mance. However, the highly complex and uncertain deterioration process as caused by 
combined effects of progressive structure aging, aggressive environmental stressors and 
increasing performance demand creates difficulties for precisely predicting future struc-
tural performance. Nevertheless, and because this information is crucial in maintaining the 
safety of the users of these structures, all efforts possible should be made to face these dif-
ficulties, reduce the epistemic uncertainties encountered, and improve the accuracy of the 
predicted life-cycle performance. Naturally, due to the present uncertainties the use of pro-
babilistic performance measures is inevitable. 
Despite the fact that the importance of redundancy in structures has been pointed out a 
long time back, and significant amount of research has been performed, it was only re-
cently that studies of redundancy in the context of the life-cycle of structures have emerged 
[2-5]. It doesn’t come as a surprise that redundancy is highly affected by the deterioration 
process during the life-cycle of the structures as well. Levels of redundancy originally de-
signed for may be completely compromised during the life-cycle of the structures [3, 4]. 
This clearly urges the necessity to pay careful attention to the life-cycle effects on redun-
dancy. 
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It is the norm to quantify the performance and redundancy of structures by indices or mea-
sures that provide numerical values which can be interpreted by engineers according to 
prescribed scales. Upon interpreting these measures, decisions (i.e., repair, maintenance, 
inspection and other decisions) can be made. The objective of this paper is to review and 
discuss the various life-cycle performance and redundancy measures, their methodologies, 
and their applications.  
2 Future performance prediction 
It is crucial to emphasize that the prediction of future performance of a structural compo-
nent can, and can only, be done by reference to available past and/or present knowledge of 
the behavior of these component or similar ones. The sources of this knowledge vary. To 
name a few, statistical records of the ages of similar components in similar environments, 
observations on the corrosion patterns or other types of degradation, records of natural ha-
zards including earthquakes and hurricanes, traffic records, and data obtained by inspecti-
on, testing or structural health monitoring are examples of these sources. The regression of 
this data provides descriptors of relevant random variables and/or factors that define pre-
diction models. The parameters of these prediction models may be random variables too. 
Needless to say, the larger the amount of data available, the more reliable the random vari-
ables and prediction models are.  
Probabilistic life-cycle performance measures, without exceptions, make use of random 
variables. The number and type of random variables used in addition to the methodology 
implemented is what distinguishes the various performance measures of structures. This 
issue is explained in details in the next sections. 
3 Reliability as Performance Measure 
The reliability of a structure is used to quantify its safety level and can thus be used as a 
performance measure [6]. Due to its significant importance in this subject, it may be ap-
propriate to present some reliability concepts before dwelling into the discussion of the 
life-cycle aspects of reliability. The topic of structural reliability offers a rational frame-
work to quantify uncertainties in performance and demand mathematically. This topic 
combines theories of probability, statistics and random processes with principles of structu-
ral mechanics and forms the basis on which modern structural design and assessment codes 
are developed and calibrated. 
Structural reliability defines safety as the condition in which failure will not occur. In its 
most basic forms, the structural reliability problem is formulated as the problem of calcula-
ting the probability that failure will occur due to loading (i.e., demand) exceeding the re-
sistance. Let R and L be random variables representing the resistance and demand, 
respectively. The adequate performance is ensured by the guarantee that the performance 
function g defined as [7] 
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LRg −=   ( 1) 
never takes a value lower than zero. A performance function with the left side equal to zero 
is called a limit state function. A performance function with a value lower than zero 
implies the occurrence of failure. The probability of failure is thus [7] 
Pf = P[g < 0] = P[R < L]    (2) 
where P[E] is the probability of occurrence of the event E and Pf is the probability of fail-
ure. The form of Eq. 1 may change with the type of problem considered. Mulitple random 
variables may be considered to capture more closely the structural behavior. At the end, 
however, regardless of the number of random variables considered on the right hand side 
of Eq. 1, the outcome is g, the performance function. The performance function, g, is a 
function of random variables, and thus, is a random variable itself. What is calculated in 
Eq. 2 is the probability that the value of this particular random variable, i.e. g, is lower than 
zero. 
Reliability performance measures include the probability of failure (see Eq. 2) or its asso-
ciated reliability index. Other reliability performance measures will be presented in the 
next sections. The typical assumption is that g is a Guassian random variable. Accordingly, 
the reliability index β can be obtained from the probability of failure Pf  by [7] 
)1(1 fP−Φ=
−β     (3) 
where Ф is the CDF of the standard normal distribution. 
4 Classification of the life-cycle performance measures 
4.1 Reliability versus stochastic performance measures 
Reliability performance measures are based on a probability of failure, or its associated 
reliability index (see Section 3). The only exact method to calculate the probability of fai-
lure is to perform integration under the probability density function (PDF) or the joint PDF 
enclosed by the failure region defined by the limit state function(s) [7]. Closed-form solu-
tions are typically impossible to obtain. Alternative solutions come in handy such as first 
(FORM) [8] or second (SORM) [9] order moment methods. The probability of failure of 
systems may need to be even estimated by bounds or by simulations [7]. 
FRANGOPOL [10] and FRANGOPOL et. al. [11] proposed a general life-cycle model under 
maintenance that is applicable to most stochastic performance measures. This model is 
presented in Fig. 1. It is suggested by this model that the uncertainties in the progression of 
the life-cycle performance can be characterized by several random variables. Frangopol 
[10] named the following random variables, the PDFs of which are shown in Fig. 1: (a) = 
initial performance level; (b) = time of damage initiation; (c) = performance deterioration 
rate without maintenance; (d) = first rehabilitation time [i.e., age at which the minimum 
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acceptable (target) performance level is reached for the first time]; (e) = improvement in 
performance level due to essential maintenance; (f) = time of damage initiation after essen-
tial maintenance has been done; (g) = performance deterioration rate after essential main-
tenance has been done; and (h) = second rehabilitation rate. 
 
Fig. 1: Uncertainties during Whole Life Process [10]. 
4.2 Specific versus general performance measures 
According to the specific performance measures, the performance of a structure or compo-
nent is evaluated with close attention to its specific configuration, properties and environ-
ment. Relations among the load and resistance are often established through means of 
structural analysis and performance is evaluated accordingly. However, with the general 
performance measures, the performance of a component, structure, or group of structures, 
is evaluated only with reference to the performance of similar counterparts. As a matter of 
fact, both performance classes (i.e., specific and general) take advantage of relevant his-
torical data from similar situations, but the former utilizes much more detailed and specific 
information that represent the problem more closely. Needless to say, the former class is 
more accurate than the latter. 
5 Life-cycle performance measures of structures 
Some of the commonly used performance indicators are discussed as follows. 
5.1 Condition index 
The condition index may be classified as a stochastic general performance measure gene-
rally applied in highway bridge structure performance assessment. Visual inspection-based 
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condition rating index is traditionally used to measure the bridge’s remaining load-carrying 
capacity [12]. The current bridge management systems (BMSs) characterize structural 
elements by discrete condition states noting deterioration [13]. For reinforced concrete 
elements under corrosion attack in the United Kingdom, DENTON [14] classifies the visual 
inspection-based condition states into four discrete levels, denoted as 0, 1, 2 and 3, that 
represent no chloride contamination, onset of corrosion, onset of cracking and loose conc-
rete/significant delamination, respectively. A value larger than 3 indicates an unacceptable 
condition state. As a subjective measure, however, the condition index may not faithfully 
reflect the true load-carrying capacity of structural members [15]. 
5.2 Safety index 
The safety index may also be classified as a stochastic general performance measure and is 
generally applied in highway bridge structure performance assessment as well. According 
to bridge specifications in the United Kingdom, the safety index is defined as the ratio of 
available to required live load capacity [16]. The structure performance is considered un-
acceptable if the value of safety index drops below 0.91 [15]. 
5.3 Simplified time-dependent reliability index 
Rather than directly calculating the reliability index of a specific structure or group of 
structures through considerations of load, resistance and limit states, several general sto-
chastic models were proposed to allow the analysis of the time-dependent reliability index 
with relatively small computational efforts [17]. For example, a bi-linear deterioration 
model proposed by THOFT-CHRISTENSEN [18], was utilized by FRANGOPOL [10] to propose 
a complete model with eight random variables that considers the effects of deterioration 
and improvement due to maintenance actions.  
5.4 Point-in-time reliability index, and probability of failure 
These two measures are classified as specific reliability performance measures. The con-
cepts of structural reliability discussed in Section 3 are applied to obtain the reliability in-
dex or its associated probability of failure at discrete points in time during the lifetime of a 
component or system to establish a complete reliability profile that represents the life-cycle 
structural performance. At each point in time, the descriptors of the random variables are 
updated to reflect the effects of time at that instance and the reliability analysis is carried 
out in a time-invariant manner. The elementary reliability problem in Eq.2 becomes [3] 
Pf (t) = P[g(t) < 0] = P[R (t)< L(t)]    (4) 
A weakness of this approach is that it fails to account for previous structural performance 
[19]. In addition, Eq. 4 only has meaning if the load effect increases in value at time t if the 
load is reapplied at the very instant of time (assuming of course, that at time less than t the 
member was safe) [6]. 
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5.5 Cumulative probability of failure 
The cumulative probability of failure up to time t is the probability of failure within a peri-
od of time (i.e., up to time t). Two distinct approaches are available to obtain the cumulati-
ve probability of failure: 
5.5.1 Classical cumulative probability of failure 
This approach is typically applied in the manufacturing and aerospace industries. It is clas-
sified as a general reliability performance measure. Only one random variable is conside-
red, namely the time at which the component or system fails. Given this random variable, 
simple probability concepts are applied to calculate the cumulative probability of failure. 
As shown in Fig. 2, the cumulative probability of failure up to time tf, F(tf) is the area un-






)()()(   (5) 
An appropriate distribution is assigned to the PDF of the time to failure f(t) by regression 
of statistical data of ages of similar components or systems. The Weibull distribution is 
usually the best fit distribution to ages of decaying components or systems. 
 
Fig. 2: Geometric relationship between the PDF of the time to failure f(t), the survivor 
function S(t) and the cumulative probability of failure F(t). 
5.5.2 Elementary cumulative probability of failure 
Perhaps this is the most comprehensive specific reliability performance measure. The 
computational cost involved, however, is significant. This approach explicitly takes into 
account the changes in both the resistance and load over a period of time. The capacity of a 
deteriorating structural component is expressed by a time-dependent degradation function. 
With regard to external actions, the duration of significant load events is assumed very 
short, and thus such events occupy only a small fraction of the total life of a component 
when viewed on the time scale of the service life of a concrete structure. Such structural 


















AREA 2= S(tf) = P(T>tf) 
AREA 1= F(tf) = P(T≤ tf) 
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loads can be modeled as a sequence of discrete stochastic load events, whose occurrence is 
described by a Poisson process with mean occurrence rate λ. The load intensities Si can be 
assumed identically distributed and statistically independent random pulses of constant 
amplitude, described by the cumulative distribution function Fs(s). Accordingly, it can be 
shown that the cumulative probability of failure of a component subjected to a single load 




























−−−= ξξλ   (6) 
where R0 is the initial resistance, fRo(r) is the probability density function of R0, g(t) = 
E[G(t)] and G(t) is the degradation function. Eq. 6 usually must be evaluated numerically 
by Monte Carlo simulation for realistic deterioration mechanisms [22]. ENRIGHT & 
FRANGOPOL implemented these concepts and determined the time-variant reliability of 
deteriorating series and parallel structural systems in [23]. 
5.6 Survivor function 
The survivor function is merely the complement of the cumulative probability of failure. 
The survivor function up to time tf, S(tf) is defined as the probability that a component or 
system survives up to time tf, or is functioning at time tf. A classical survivor function is 





fff duuftTPtFtS )()()(1)(   (7) 
As shown in Fig. 2, it is the area under the PDF of the time to failure to the right of tf (i.e. 
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It is worth mentioning that the availability A(t) is equivalent to the survivor function S(t) of 
a non-repairable component. In fact, the survivor function of a non-repairable component 
is a special case of its availability. They both differ when the component is repaired or 
replaced [24]. The unavailability of a component An(t) is the probability that it has failed 
before time t and thus it is unavailable (not functioning) at time t. It is the complement of 
the availability, i.e. An(t) = 1 – A(t) [4]. 
5.7 Hazard function 
The hazard function, h(t) provides a measure of the instantaneous failure rate of a struc-
tural component, and is defined as the conditional probability that given a component has 
survived until time t it will fail in the time interval t + dt [25]. The conditional attribute of 
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the hazard function makes it attractive to use in inspection planning of existing structures 
[26, 27]. The infinitesimal time increment implies that the hazard function is the instanta-
neous failure rate of a component. Using the survivor function described in Section 5.6, the 








tfth −==   (9) 
5.8 Cumulative hazard function 
The cumulative failure rate from the time a component is put in service until the time t can 





)()(   (10)
In other words, it is the accumulation of hazard over a specified period of time. 
6 Life-cycle redundancy of structures 
Redundancy can be defined as the availability of warning before the occurrence of structu-
ral collapse. A commonly adopted sign of warning is the occurrence of damage to the sys-
tem. Despite the abundance of redundancy measures proposed in the literature to date [28-
33] a standard redundancy measure has yet to be specified. Furthermore, limited studies 
that study the redundancy in life-cycle terms are available in the literature [2-5]. In general, 
redundancy of structures is quantified under uncertainty. A typical sign of warning is the 
event that a component (or weakest component) yields or fails for the first time. Therefore, 
most proposed redundancy measures attempt to quantify the amount of reliability available 
from the time the first component fails to the time the system fails. 
Frangopol and Okasha [2] investigated several time-variant redundancy indices based on 
the point-in-time reliability index and probability of failure. It was shown that the follo-










sysfsysy −=   (11)
)()()( )()(2 tttRI sysysysf ββ −=   (12)
where Py(sys)(t) = system probability of first yield at time t; Pf(sys)(t) = probability of system 
failure at time t; βy(sys)(t) and βf(sys)(t) = reliability indices with respect to first yield and sys-
tem failure at time t, respectively. An increase in the value of RI indicates a higher system 
redundancy and vice versa. On the other hand, a structural system is considered non-
redundant if RI=0. Using the point-in-time approach as well, OKASHA & FRANGOPOL [3] 
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conducted an investigation of various time effects on the redundancy of several structural 
systems. Using the classical survivor function concepts, OKASHA & FRANGOPOL [4] stud-
ied the time-variant redundancy of systems and a bridge superstructure as an example. 











wcs −=−=   (13)
where As(t) and Awc(t) = the availability of the system and weakest component, respective-
ly, and Ans(t) and Anwc(t) = the unavailability of the system and weakest component, 
respectively. 
7 Applications 
The life-cycle performance of highway bridge structures has received special attention 
over the past several decades. The fact that highway networks are keystones in the growth 
of a nation’s economy and prosperity and the increasing, and already, very large number of 
deficient highway bridges in the US and around the world has made highway bridge struc-
tures a primary target of life-cycle performance investigation. Colorado Bridge E-17-AH is 
a living example. Ever since ESTES and FRANGOPOL [34] formulated the limit state functi-
ons of this bridge, identified its random variables, and outlined a procedure to obtain its 
life-cycle performance using the point-in-time reliability index approach, several studies 
have been conducted on this bridge to present emerging technology related to life-cycle 
performance. A detailed description of this bridge can be found in ESTES [35]. The results 
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Fig. 3: Life-cycle profile of the point-in-time system reliability index, βsys(t), for Bridge    
E-17-AH [34]. 
 






































































































Fig. 4: Life-cycle profile of the point-in-time probability of system failure, Pf(sys)(t), prob-
ability of first yield, Py(sys)(t), and redundancy index, RI1(t), for Bridge E-17-AH [5]. 
 
Based on the life-cycle reliability profile in Fig. 3, ESTES & FRANGOPOL [34] performed a 
single objective [minimum life-cycle cost (LCC)] repair optimization for the bridge. 
OKASHA & FRANGOPOL [5] investigated the redundancy of this bridge based on the redun-
dancy index RI1(t). The point-in-time probability of failure was rather used for the reliabil-
ity analysis. They found that in order to accurately quantify the redundancy of the system, 
each component has to be represented in the system reliability analysis by its own limit 
state functions and random variables. The resulting reliability was higher than that ob-
tained by ESTES & FRANGOPOL [34]. The life-cycle reliability and redundancy profiles are 
shown in Fig. 4. 
Using the profiles in Fig. 4, a multi-objective repair optimization was performed for this 
bridge by OKASHA & FRANGOPOL [5] considering LCC, and the worst values from the 
probability of system failure Py(sys)(t) and redundancy index RI1(t) as criteria.  
YANG et. al. [36] studied the life-cycle performance of this bridge using the survivor func-
tion approach, based on which a single objective repair optimization was conducted. A 
threshold on the probability of failure was imposed in the optimization process. OKASHA & 
FRANGOPOL [4] conducted similar analysis, in addition to investigating the life-cycle avail-
ability, hazard function, cumulative hazard function, and more importantly, the redundancy 
of the bridge. The life-cycle profiles of these performance measures are shown in Fig. 5. 
Thresholds on the availability and redundancy were imposed in the repair optimization 
process performed by OKASHA & FRANGOPOL [4]. 
 




































































































































































Fig. 5: Life-cycle profile of: (a) classical survivor function, S(t), (b) hazard function, h(t), 
(c) cumulative hazard function, H(t), and (d) redundancy index, RI3(t), for Bridge              
E-17-AH [4]. 
8 Conclusions 
A life-cycle analysis of structures under uncertainty introduces a number of issues that are 
not considered in deterministic or probabilistic time-invariant analysis. It is necessarily 
more complex and requires additional input data than used in conventional time-invariant 
analysis. Nevertheless, an incomplete set of input data may be treated in a probabilistic 
life-cycle analysis in a consistent and reliable manner. The evaluation and prediction of the 
life-cycle performance of structures is crucial in ensuring their durable integrity and the 
safety of their users. It is also desired to take into account the redundancy of the structures 
in the life-cycle performance evaluation. This paper has classified available performance 
measures, illustrated various common examples of these measures and highlighted several 
applications. 
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Abstract: The success of vibration-based damage identification procedures 
depends significantly on the accuracy and completeness of the available identi-
fied modal parameters. This paper investigates the level of confidence in the 
damage identification results as a function of uncertainty in the identified mo-
dal parameters through a probabilistic damage identification strategy, i.e., 
Bayesian finite element (FE) model updating. This method allows accounting 
for pertinent sources of uncertainty and expresses the damage identification re-
sults in probabilistic terms. In the physical model, damage is represented by a 
local decrease in stiffness, so that the updating parameters correspond to the ef-
fective stiffness of a number of substructures. An accurate localization of dam-
age is difficult, as the low-frequency global modes of the structure are 
relatively insensitive to a local change in stiffness. Within the frame of the pre-
sent paper, experimental modal data of a beam are used to identify the flexural 
stiffness distribution along the beam. The experimental data have been ob-
tained from a test where a full scale subcomponent composite beam has been 
progressively damaged in several stages through quasi-static loading. A Bayes-
ian inference scheme is used to quantify the uncertainties in the model updating 
procedure, based on an estimation of the combined measurement and model-
ling uncertainty. The results of the identification are compared to the observed 
damage (visual inspections) along the beam for validation purposes. This paper 
shows the possibilities of probabilistic damage assessment procedures based on 
real vibration data. 
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1 Introduction 
Within the frame of the present paper, vibration-based damage assessment by means of 
finite element model updating is considered. The updating of a mechanical model of a 
structure is a particular problem of system identification, where the following three basic 
steps are identified by LJUNG [8]: (1) data are recorded from an experiment that is as in-
formative as possible, (2) a set of candidate models is selected based on a priori knowledge 
and (3) the model is selected that best reproduces the experimental data. In the following, 
the experimental data consist of the modal parameters of the structure. In civil engineering, 
these are often extracted from time domain data recorded under ambient excitation. The 
use of ambient vibration data avoids the forced excitation of large structures with shakers 
and allows for continuous monitoring of the structure while it is in use. 
Vibration-based methods can only assess damage if the stiffness, mass and/or energy dissi-
pation of the structure is affected by the damage. Compared to local non-destructive 
evaluation tools such as ultrasonic or acoustic experiments, vibration based methods offer 
the advantage that they are based on global characteristics of the system and do not need 
prior information about the location of the damage (FARRAR et al. [3]). In model-based 
methods, an attempt is often made to identify damage as a local decrease in stiffness 
(TEUGHELS et al. [16]). However, the low frequency global modes of the structure might 
only be slightly affected by a local structural change. 
The model updating problem is generally formulated as a constrained optimization prob-
lem where the model parameters are determined by minimizing the cost or misfit function 
that measures the discrepancy between the simulated and experimental data. One of the 
main challenges in model updating is that the inverse problem is often ill-posed. Therefore, 
the existence, uniqueness, and stability of the solution with respect to measurement errors 
are not guaranteed. In this case, the solution is not a single model, but rather a collection of 
models that all comply with the experimental data within the measurement error. This issue 
is dealt with by means of regularization techniques or an appropriate parametrization 
(FRISWELL et al. [5]). Alternatively, a Bayesian inference scheme can be used to update our 
knowledge about the model parameters based on the experimental observations. In Bayes-
ian inference, probability theory is used to represent epistemic uncertainty, which is due to 
the lack of knowledge. Probability density functions represent the plausibility or the degree 
of belief that is attributed to uncertain parameters. The prior probability distribution repre-
sents our knowledge prior to the observations and is transformed into the posterior prob-
ability distribution that accounts for both the uncertain prior information and the uncertain 
experimental data. In this way, all conceivable solutions are considered, and characterized 
with probability density functions that reflect how likely the solutions are in view of the 
uncertain prior information and the uncertain experimental data. 
BECK & KATAFYGIOTIS [2] were among the first to propose a Bayesian framework for 
model updating. The aim is to obtain more accurate response predictions as well as to pro-
vide a quantitative measure of the uncertainty in the response predictions. The methodol-
ogy is applied to vibration data in the time domain. A similar methodology based on modal 
data has been proposed by VANIK et al. [17] and PAPADIMITRIOU [11]. Based on the poste-
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rior probability density function, the optimal model parameters can be chosen as those cor-
responding to the point of maximum a posteriori probability (MAP) or the maximum like-
lihood estimate (MLE). These solutions will be similar in the case where the prior 
probability density function is relatively smooth in the region of interest and if the experi-
mental data are sufficiently informative. A linearization of the inverse problem is often 
used to quantify the uncertainty of the identified parameters by the posterior covariance. 
For large uncertainties or strongly non-linear inverse problems, however, this approach 
does no longer suffice for the characterization of the posterior probability (SAMBRIDGE & 
MOSEGAARD [13]; TARANTOLA [15]). In this case, a Monte Carlo simulation of the poste-
rior probabilty density can be used to generate an ensemble of models that are consistent 
with the prior information and the observed data. 
MOSEGAARD & TARANTOLA [10] apply such a strategy to an inverse problem of gravim-
etry. BECK & AU [1] use a similar strategy for finite element model updating in structural 
dynamics. SCHEVENELS et al. [14] have used this methodology for a probabilistic assess-
ment of the resolution of the Spectral Analysis of Surface Waves (SASW) test. The present 
paper deals with the assessment of uncertainty in vibration-based model updating. The 
outline of the paper is as follows. First, the deterministic formulation of the model updating 
problem as a constrained optimization problem is considered. In this case, a single set of 
optimal model parameters is determined through minimization of the cost function that 
measures the misfit between the experimental data and the model predictions. Second, the 
problem of model updating is formulated in a Bayesian framework and the general formu-
lation of Bayes theorem is elaborated for the case of vibration-based model updating using 
modal data. The Bayesian inference scheme is used to obtain a probabilistic characteriza-
tion of the combined measurement and prediction error. Finally, a laboratory experiment is 
considered where a full scale subcomponent composite beam is progressively damaged in 
several stages. At each stage, the modal parameters are derived by means of low-amplitude 
dynamic excitation. The posterior probability density function is determined and used to 
identify damage and to assess the uncertainty on the identified damage. The results are 
compared to the observed damage (visual inspections) along the beam for validation pur-
poses. 
2 Vibration based model updating 
In classical model updating, experimental data d are used to identify a set of parameters 
Mθ  associated to a certain class of models MM . The subscript M refers to the mechanical 
model that is considered. The model class MM  is a mapping from the parameter space 
n
M ⊆θ  to a set of models 
* { ( ) }M M M M MM M= ∈Θθ θ , where ( )M MM θ  represents a sin-
gle model of the class parametrized by Mθ . In the case of vibration-based model updating, 
the experimental data d often consist of the modal parameters of the structure. These modal 
parameters are obtained from the measured vibration data by means of a system identifica-
tion algorithm. System identification therefore intervenes at two levels. First, a black box 
model is identified to estimate the modal parameters from the vibration data. Second, the 
modal parameters are used to identify the parameters of the mechanical model in the model 
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updating problem. In most cases, the modal parameters consist of the natural frequencies 
and the mode shapes of a number of modes, so that the vector d  with the experimental 
data becomes: 
{ , }T=d ω φ   (1) 
The vector ω  is equal to 1{ ,..., }
T
Nω ω  and contains the identified eigenfrequencies mω . 
The matrix φ  is equal to 1{ ,..., }
T T T
Nϕ ϕ  and contains the identified mode shapes mϕ . 
The optimal set of model parameters ˆ Mθ  minimizes an objective (or cost) function ( )MJ θ  
that measures the misfit between experimental data and model predictions for a given set 
of parameters Mθ : 
ˆ arg min ( )
M M
M MJ∈Θ= θθ θ   (2) 
where nMΘ ⊆ is the admissible set of parameters. The cost function ( )MJ θ  measures the 
misfit ( , )MJ θ d  between the observed experimental data d  and the model predictions. 
When the data d  consist of the modal parameters, the following least-squares cost function 





( )( ( ) )( )
N N
m M m mm M m
M m m
m mm m m
J
φ γ φω ωα β
ω γ φ= =
−−= +∑ ∑
L θθθ   (3) 
where a pairing of experimental and predicted modes is required to match the computed 
mode shape ( )m Mφ θ  to the experimental mode shapes, and the experimental mode shapes 
are multiplied by a factor mγ  to obtain the same scaling. The coefficients mα  and mβ  de-
termine the weight that is given to the misfit in the m-th natural frequency and the m-th 
mode shape, respectively. In equation (3), the No × NDOF matrix L defines a mapping from 
the modal displacements at the NDOF degrees of freedom (DOF) of the finite element model 
to the No observed modal displacements. The scaling factor mγ  in equation (3) is obtained 
through a least-squares fit (PAPADIMITRIOU [11]) of the experimental mode shapes mφ  and 
the computed mode shapes ( )m MφL θ : 
2





= L θ   (4) 
Vibration-based model updating is an inverse problem that is possibly ill-posed, so that 
existence, uniqueness and stability of the solution with respect to measurement errors are 
not guaranteed. A regularization is generally obtained by an additional regularization term 
( )MPλ θ  in the least-squares cost function (3) or by an appropriate parametrization, limit-
ing the number of unknown parameters (TEUGHELS et al. [16]). 
Graubner, Schmidt & Proske: Proceedings of the 6th International Probabilistic Workshop, Darmstadt 2008 
19 
3 Bayesian model updating 
In Bayesian model updating, the model parameters θ  are represented by random variables. 
The corresponding joint probability distribution represents the degree of belief that we at-
tribute to different sets of model parameters and, therefore, the model parameter uncer-
tainty. According to Bayes theorem, the posterior probability ( )p = θ d  that accounts for 
the experimental data d is obtained from the prior distribution ( )p = θ as follows: 










  (5) 
where ( )p θ d  is the probability of observing the data d given the parameters θ . Bayes 
theorem is often re-written as follows: 
( ) ( ) ( )p cp p=θ d d θ θ   (6) 
where the normalization constant c ensures the posterior PDF integrates to one, i.e. 
1 ( ) ( )
P
c p p d− = ∫ d θ θ θ   (7) 
In many cases, however, c does not need to be calculated explicitly, and it is sufficient to 
know the posterior probability density function ( )p d θ  upto a multiplicative constant. 
Once the observations d are made, and the corresponding numerical values d  are inserted 
in the probability distribution ( )p d θ , this function no longer explicitly depends on the 
variable d. The function ( )p d θ , is defined as the likelihood function ( )L θ d : 
( ) ( )L p≡θ d d θ   (8) 
The likelihood function ( )L θ d  expresses how likely the parameters θ  are in view of the 
experimental data d . 
4 The computation of the likelihood function 
In the following, the Bayesian inference scheme is elaborated for the case of vibration-
based model updating by means of the modal parameters. The calculation of the likelihood 
function is based on the following equations for the observed prediction error for the natu-
ral frequency and the mode shape of each mode m (VANIK et al. [17]; PAPADIMITRIOU, 
[11]): 
( )m m M meωω ω= +θ   (9) 
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( )m m m M meφγ φ φ= +L θ   (10)
where meω  and meφ  are the errors on the natural frequency and the mode shape, respec-
tively, of mode m. The observed prediction error is due to the measurement error and the 
prediction error. In the case where the data consists of features that are extracted from the 
raw measurement data, the measurement error also contains the estimation or identification 
error. The prediction error can be further decomposed into the modelling error and the 
model parameter error. The modelling error is due to the fact that the model class under 
consideration represents an idealization of the true system behaviour, through linearization 
of the problem, assumptions about the boundary conditions, .... The model parameter error 
is due to the fact that within the model class, the model parameters do not have their opti-
mal values. Due to the inherent uncertainty with respect to the observed prediction error, a 
probabilistic description is used. The errors meω  and meφ  for all modes are assumed to be 
mutually independent and modelled as Gaussian distributed random variables with the fol-




1( ) (2 ) exp
2m
m




































where mωσ  is the standard deviation of the error in natural frequency, mφσ  is the standard 
deviation of the error in the modal displacements and No is the number of observed modal 
displacements. It is now assumed that the standard deviation mωσ  of the error in natural 
frequency is proportional to the observed natural frequency mω , so that m mω ωσ σ ω= . The 
standard deviation mωσ  of the error in the modal displacements is assumed to be propor-
tional to the root mean square value for each mode, so that /m m m oNφ φσ σ γ φ= . The 
unknown dimensionless standard deviations ωσ  and φσ  are collected in the vec-
tor { , }Te ω φσ σ=θ , where the subscript e refers to the probabilistic error model. The vector 
eθ  is included in the vector θ  with the parameters considered in the Bayesian inference 
scheme, so that { , }TM e=θ θ θ . The scalars ωσ  and φσ  are therefore assumed to be random 
variables as well, and the uncertain experimental data d  are used to update the correspond-
ing prior probability density functions. The likelihood function can now be written as fol-
lows: 
1( , ) ( ) exp ( , )
2
oNNN
M e M eL p Jω φθ θ θ σ σ θ θ
−− ⎛ ⎞≡ ∝ −⎜ ⎟
⎝ ⎠
d d d   (13)
with ( , )M eJ θ θ d  the following measure of fit: 
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2
22 2 2 21 1
( )( ( ) )( , )
N N
m M m mm M m
M e o
m mm m m
J N
ω φ
φ θ γ φω θ ωθ θ
σ ω γ σ φ= =
−−= +∑ ∑
L
d   (14)
which is very similar to the least-squares cost function (3) in deterministic model updating. 
The main difference is that the relative weight of the misfit in the natural frequencies and 
the modal displacements, respectively, is now determined by the random variables ωσ  and 
φσ  instead of by the fixed parameters mα  and mβ . 
5 Case study 
5.1 Composite beam 
The I-5 Gilman Advanced Technology Bridge has been designed to cross the Interstate 5 in 
San Diego (CA, USA). It is a 137 m long cable-stayed bridge supported by a 59 m high A-
frame pylon (figure 1). The longitudinal girders consist of prefabricated carbon/epoxy 
shells filled with concrete. At the Charles Lee Powell Structural Research Laboratories of 
the University of California, San Diego (UCSD), a prototype test program has been con-
ducted. In the second phase of the longitudinal girder test program, a girder shell specimen 
of diameter 0.91 m and length 9.75 m was cut into two equal halves, spliced together at 
mid-span with mild steel reinforcement, and filled with concrete (figure 2). The initial 
yield load yF ′  of the beam is 1779 kN. A uni-directional quasi-static cyclic loading was 
applied to the beam using four 1335 kN displacement-controlled hydraulic actuators in a 
four-point bending test. The increasing level of cyclic load progressively induced damage 
in the beam. This quasi-static test offered an excellent opportunity to test vibration-based 
system identification and damage assessment methods. Therefore, low-amplitude vibration 
data have been recorded after several of the loading cycles (MOAVENI et al. [9]). A set of 
dynamic tests were performed twice before the start of the quasi-static loading cycles and 
the corresponding states of the beam are referred to as the states S0 and S1. The set of dy-
namic tests have been performed after a peak total load of 1016 kN, 2278 kN, 2761 kN, 
3066 kN, and 3743 kN, respectively. The states of the beam after each of the peak total 
loads are referred to as the states S2-S6. The dynamic tests are discussed in detail by 
MOAVENI et al. [9], who have applied the eigensystem realization algorithm (ERA) for the 
determination of the modal parameters based on both acceleration data and macro-strain 
data obtained from fiber Bragg grating (FBG) strain sensors. The identified modal parame-
ters have been subsequently used to identify damage in the beam using a sensitivity-based 
finite element model updating approach. In the following, an alternative probabilistic dam-
age-assessment procedure is followed, based on the modal parameters identified from the 
accelerometer data due to 12 hammer impacts (MOAVENI et al. [9]). 
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Fig. 1: Elevation of the I-5 Gilman Advanced Technology Bridge. 
 
Fig. 2: Schematic test setup: side elevation. 
5.2 The modal data 
For each state S0–S6 of the composite beam, the modal parameters have been identified 
from the free vibration data by means of the ERA for 12 hammer impacts. The mean value 
and the coefficient of variation of the natural frequency of five modes are shown in table 1. 
The variability is due to changes in the location and the amplitude of the impact force as 
well as due to estimation uncertainty. The identified natural frequencies are almost identi-
cal in the undamaged reference states S0 and S1, whereas the results for the other states 
show a gradual decrease of the natural frequencies as the level of damage in the beam in-
creases. When the natural frequencies of states S0 and S6 are compared, a reduction of 19 
% is found for the first mode. For the higher modes, the reduction slightly decreases with 
the mode number. The change of the natural frequencies, however, is still much higher 
than the coefficient of variation in table 1. 
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Tab. 1:  Mean (Hz)/coefficient-of-variation (%) of the natural frequencies identified using 
the ERA based on acceleration data for states S0-S6 
 
Figure 3 shows the mode shapes of the first four modes, as identified from the combined 
data for the 12 impacts for the states S0, S2 and S4. This figure shows that the mode 
shapes only slightly change with an increasing level of damage. 
5.3 The finite element model 
The vibration data are now used in a probabilistic model updating procedure based on 
Bayesian inference. Figure 4 shows a finite element model of the beam in FEDEASLab 
(FILIPPOU & CONSTANTINIDES [4]) with the element and node numbers, and the locations 
of the 7 accelerometers. The model is linear elastic, and consists of 10 Euler-Bernoulli 
beam elements for the composite beam (element numbers 1-10) and 2 truss elements for 
the flexible end supports (element numbers 11-12). The horizontal displacement of node 2 
is restrained. 
 
Fig. 3: Normalized (real) mode shapes of the composite beam at states S0, S2, and S4 
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Fig. 4: Finite element model of the beam in FEDEASLab showing the element and node 
numbers, locations of accelerometers and FBG strain sensors. 
In the following, it is assumed that the damage in the composite beam can be identified as 
a local decrease of the stiffness. Therefore, the natural frequencies (table 1), and the corre-
sponding mode shapes (figure 3) are used to identify the distribution of the Young’s 
modulus along the beam. The Young’s modulus is modelled in an approximative way as 
being constant for each element, so that it needs to be identified in 10 sections of the beam. 
The mode shape curvature near the free ends of the beam, however, is very small, so that 
the modal parameters are insensitive to the bending stiffness at these locations. No attempt 
is therefore made to identify the (undamaged) values of the Young’s moduli in elements 1 
and 10. The Young’s moduli Ei of the 8 remaining sections of the beam are collected in the 
vector Mθ  that contains the parameters of the mechanical model considered in the Bayes-
ian inference. As the aim is to identify damage in the beam, the stiffness of the supports is 
not incorporated in the identification and a fixed value of 70 × 109 N/m2 is used as the ef-
fective value of the Young’s modulus of the supports (MOAVENI et al. [9]). Information on 
the remaining geometrical parameters of the model can be found in MOAVENI et al. [9]. 
5.4 The prior probability distribution 
The uncertain experimental data d  are used to identify the parameters Mθ  of the mechani-
cal model and the parameters { , }Te ω φσ σ=θ  of the probabilistic description of the ob-
served prediction error in equation (10). The prior probability density function ( , )M ep θ θ  
is defined, assuming that Mθ  and eθ  are statistically independent, so that the joint prior 
PDF ( , ) ( ) ( )M e M ep p p=θ θ θ θ . 
The Beta distribution ( ; , )p xβ α β , parametrized by α  and β , and defined for [0,1]x∈  is 
used to define the joint prior density ( )Mp θ  of the Young’s moduli of different sections of 
the beam as follows: 
,
1










= ⎢ ⎥⎜ ⎟
⎝ ⎠⎣ ⎦
∏θ   (15)
using mutually independent scaled Beta distributions, where the scaling parameter mη  de-
fines the upper bound of the considered range [0, mη ]. The following choice is made: mη  = 
120 × 109 N/m2, mα  = 6 and mβ  = 6 leading to Young’s moduli distributed between 0 and 
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120×109 N/m2, with a mean value of 60×109 N/m2 and a coefficient of variation of 28%. 
This choice of the prior distribution has been made as it results in a relatively smooth prior 
PDF with a large range, while excluding values of the Young’s modulus that are consid-
ered to be unrealistically high. 
The prior joint PDF ( )ep θ  of the parameters ωσ  and φσ  is defined, assuming both pa-
rameters to be statistically independent, and with a prior PDF that is inversely proportional 
to the variable, according to the ”non-informative” prior distribution proposed by Jeffreys 
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The same prior joint PDF is used for every state S0–S6 of the composite beam. This im-
plies that information available from earlier states is not accounted for in the identification. 
5.5 The posterior probability distribution 
The posterior joint probability density function ( , )M ep θ θ d  is obtained as the product of 
the likelihood function ( , )M eL θ θ d  in equation (13) and the prior joint probability density 
function ( , )M ep θ θ  in equation (16). The estimation uncertainty on the natural frequencies 
(table 1) is taken into account by considering an additional estimation error e meω  in equa-
tion (10) for the observed prediction error. The estimation uncertainty is modelled as a 
Gaussian random variable centred at zero, so that the probabilistic model for the total error 
is a Gaussian PDF with a zero mean value and a squared standard deviation 2 2( )em mω ωσ σ+ . 
A Markov Chain Monte Carlo (MCMC) algorithm (ROBERT & CASELLA [12]) is now used 
to sample the posterior joint probability density function ( , )M ep θ θ d . MCMC algorithms 
generate a sequence of states such that the complete chain converges to a prescribed prob-
ability distribution, without requiring a closed-form expression of the latter. The transition 
from one state to the next state occurs by a random perturbation of the current state, that is 
determined by the so-called proposal distribution. The candidate state is either accepted or 
rejected, in which case the next state is the same as the previous one. A good choice of the 
proposal density is important to ensure an adequate sampling of the probability distribu-
tion. These algorithms are very useful in Bayesian inference when no closed-form expres-
sion of the posterior PDF is available. In the literature, a wide variety of MCMC 
algorithms exists. In the following, the Metropolis-Hastings algorithm (HASTINGS [6]; 
ROBERT & CASELLA [12]) is used to sample the posterior distribution. 
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For the states S0, S3 and S6, 4 × 105 samples have been generated to estimate the posterior 
marginal distributions ,( )M mp θ  of the Young’s moduli, and the posterior marginal distribu-
tions ( )p ωσ d  and ( )p φσ d  of the standard deviations ωσ  and φσ . 
Figure 5a shows the resulting posterior marginal distributions ,( )M mp θ  of the Young’s 
moduli of each beam section m as a function of the coordinate x along the beam in the un-
damaged states S0. For most of the beam sections, the PDF is smooth and spread over a 
rather large range of values between 0 and 120 ×109 N/m2 with a maximum near 40 ×109 
N/m2 which is slightly lower than the maximum at 60 ×109 N/m2 of the prior PDF. Apart 
from this small shift, accounting for the experimental data did not considerably reduce the 
prior level of uncertainty on the Young’s moduli. The amount of information in the uncer-
tain experimental data seems to be low. This can be explained by considering the posterior 
marginal probability distributions ( )p ωσ d  (figure 5d) and ( )p φσ d  (figure 5g) of the di-
mensionless standard deviations ωσ  and φσ . The posterior marginal PDF’s ( )p ωσ d  and 
( )p φσ d  reach their maximum value near ωσ  = 0.07 and φσ  = 0.22. The corresponding 
values for the standard deviation mω ωσ σ ω=  are much larger than the one corresponding 
to the coefficient of variation in table 1. This means that relatively high values of the ob-
served prediction error in equations (10) are probable, which reduces the informativeness 
of the data. The large values of the standard deviations may be due to the fact that the sup-
port pin on the northern side of the beam (figure 2) was not well lubricated initially, and 
only broke free after the quasi-static load cycle prior to S2. This inadequate representation 
of the true system behaviour may have lead to a high probability for relatively large values 
of the observed prediction error. 
In the state S3 the posterior marginal distributions ,( )M mp θ  of the Young’s moduli (figure 
5b) show a much more pronounced maximum, except for the first and the last section con-
sidered in the identification. This is due to the lower values for the posterior marginal 
PDF’s ( )p ωσ d  (figure 5e) and ( )p φσ d  (figure 5h). Both PDF’s are now concentrated at 
much smaller values around 0.05. These lower values may be due to the fact that the model 
is more accurate now the support shows the assumed pinned behaviour. Due to the reduc-
tion of the modelling error, the vibration data provide more information about the model 
parameters Mθ . For sections 3 to 8, the posterior marginal distributions ,( )M mp θ  reach a 
maximum value between 25 and 35 ×109 N/m2. The lowest values are obtained in sections 
5 and 8 and, to a smaller extent, in section 3. 
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Fig. 5: Posterior marginal distributions ,( )M mp θ  of the Young’s modulus as a function the 
coordinate x along the beam in state (a) S0, (b) S3 and (c) S6. Posterior marginal 
distribution ( )p ωσ d  of the standard deviation ωσ  in state (d) S0, (e) S3 and (f) 
S6. Posterior marginal distribution ( )p φσ d  of the standard deviation φσ  in state 
(g) S0, (h) S3 and (i) S6. 
 
Fig. 6: Damage in the concrete core at mid-span. 
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In the state S6, the stiffness in section 5 seems to be even more reduced (figure 5c), while 
the results the in other beam sections are less clear. The posterior marginal PDF’s ( )p ωσ d  
(figure 5f) and ( )p φσ d  (figure 5i) again reach their maximum at higher values, which 
might be due to an increased modelling error. The severe damage in the composite beam 
cannot be accurately represented by a linear elastic beam model with a locally reduced 
stiffness. A more accurate model with a better representation of the damage might be re-
quired to improve the identification of the damage in this case. The use of an improved 
model would lower the modelling error, and increase the informativeness if the data in 
view of the model class under consideration. 
After the quasi-static tests, the carbon shell was removed from the composite beam to as-
sess the quality of the infilled concrete and the extent of the damage in the concrete core. 
Figure 6 shows the damaged concrete at mid-span, where the splice is located. Both at the 
top and at the bottom of the gap region, significant flexural cracks are observed. The gap 
region is situated in section 5 in the FE model, where the most pronounced decrease of the 
Young’s modulus is found. MOAVENI et al. [9] show further evidence of damage in sec-
tions 2 and 3, and sections 7 and 8 of the beam. This seems to confirm the somewhat lower 
values of the stiffness that were found in sections 3 and 8 in the state S3. 
6 Conclusion 
This paper presents a probabilistic approach to vibration-based damage assessment by 
means of Bayesian inference. The experimental modal parameters of a full scale subcom-
ponent composite beam are used to identify the flexural stiffness distribution along the 
beam. The data have been obtained from a test where the beam has been progressively 
damaged in several stages through quasi-static loading. A Bayesian inference scheme is 
used to quantify the uncertainties of the identified stiffness distribution, taking into account 
the uncertain prior information and the uncertain experimental data. A probabilistic model 
has been used to quantify the uncertainty in the observed prediction error that includes both 
the measurement and modelling uncertainty. The parameters of this probabilistic model are 
considered as random variables and are determined from the experimental data as well. An 
attempt has therefore been made to estimate the modelling uncertainty from the experimen-
tal data. 
The results show that the informativeness of the modal parameters is largely dependent on 
the identified probabilistic model for the observed prediction uncertainty. When large val-
ues of the observed prediction error are probable, the experimental data are less informa-
tive, and the prior uncertainty on the stiffness distribution is only slightly reduced. This is 
the case when a large measurement uncertainty is present, or when the model does not 
adequately represent the actual behaviour of the system. The estimation of the combined 
measurement and modelling uncertainty, and the quantification of its effect on the identi-
fied parameters is the main benefit of the present approach compared to deterministic pro-
cedures  
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The results of the identification generally correspond relatively well with damage observed 
during a visual inspection after the test. Similar studies based on real vibration data are 
currently performed to further evaluate the usefulness of the proposed probabilistic as-
sessment procedure. 
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Reliability Differentiation in Design of Structures for 
Durability 
Milan Holický  
Klokner Institute, Czech Technical University in Prague 
Abstract: General principles of the probabilistic approach to structural design 
for durability are well established in available literature and provided also in 
the newly developing international standard ISO „General Principles on the 
Design of Structures for Durability“. It appears, however, that the operational 
use of the new procedures in practice would require additional studies focussed 
primarily on target reliability levels required for various criteria to be consid-
ered in the design of structures for durability. It is shown that durability criteria 
should be differentiated taking into account the character of relevant limit state, 
consequences of its infringement and costs of safety measures. Three limit 
states are distinguished in general: durability (initiation) limit state, serviceabil-
ity limit state and ultimate limit state. Probabilistic methods of cost optimisa-
tion are used to provide background information facilitating specification of 
appropriate target reliability levels. General principles are illustrated on an ex-
ample of durability limit state of a reinforced concrete member exposed to car-
bonation of a concrete cover. It is shown that the total cost of the member 
including the cost of durability failure depends on the thickness of the concrete 
cover, design service life and discount rate. The optimum concrete cover and 
relevant reliability level increases with increasing costs due to durability fail-
ure, and decreases with increasing discount rate. 
1 Introduction  
The technical committee TC 98 of the International Organisation for Standardisation ISO 
has been preparing a new document on structural design ISO 13823 [6] provisionally enti-
tled „General Principles on the Design of Structures for Durability“. The document is 
based on the fundamental principles provided in recent international documents ISO 2394 
[7], ISO 19338 [8] and EN 1990 [2]. Materials of other international organisations as CEB 
[1] and RILEM [11] and other publications (for example HOLICKÝ and MIHASHI [4], 
HOLICKÝ and HOLICKÁ [5], KASAMI et al. [9], NORAMI [10]) have also been taken into 
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account. References to other ISO/IEC materials and to a number of particular studies are 
going to be provided in the upcoming document ISO 13823 [6]. 
The experts participating in the development of the document ISO 13823 [6] come from 
different countries of the whole world. The international discussions of methodical princi-
ples (including terminology) have therefore been complicated and time consuming. In spite 
of that, at present the document is in an advance stage of development and it is expected to 
be completed and agreed by the Technical Committee TC 98 within a year. The Committee 
Draft (CD) will be submitted to the secretariat of ISO for further processing. After its pub-
lication the document will be most likely implemented into national systems of standards 
in many countries.  
However, the process of implementation of the document ISO 13823 [6] and its effective 
use will not be easy and will definitely require additional research and development. The 
submitted contribution points out the most important aspects of the present version and 
draws attention to expected difficulties in operational use of the document. Topics to be 
improved by further research and development are indicated. 
2 Limit states concept 
Chapter 6 of the document ISO 13823 [6] entitled “Performance concepts for durability” 
formulates the principles of limit state methods for durability. Key steps of the deteriora-
tion processes and reliability verification using the concepts of limit states are indicated in 
Figure 1 adopted from the document ISO 13823 [6]. It should be noted that Figure 1 is a 
result of many discussions and amendments that have been made during the development 
of the document ISO 13823 [6] and it might still be slightly changed. It is, however, a very 
general scheme that may be, in a concrete application, modified depending on the actual 
conditions of a considered structure. 
There are three vertical strands in Figure 1, time axis on the left, reality in the middle and 
professional practice on the right. In Figure 1, on the left the time axis is split into two 
parts by a point denoted as Durability Limit State (DLS). The term „Durability Limit 
State“ is adopted from another ISO document ISO 19338 [8]. It corresponds to the point in 
time when environment actions (the development of unfavourable processes) reach their 
turning point (for example the beginning of reinforcement corrosion or decays of construc-
tion materials). In case of carbonation it is a point when the neutralized carbonation depth 
reaches the reinforcement surface and corrosion may start (an example is given in Section 
5). This is the point in time denoted as the Durability Limit States DLS (the term Initiation 
Limit State is proposed in the latest version of ISO 13823 [6]).  
The middle part of Figure 1 indicates a sequence of real processes: „Structural Environ-
ment“ and influences (rain, de-icing salts and other agents), „Transfer mechanisms“ of 
environmental influences and „Environmental effects“ (reinforcement corrosion, material 
decay). In the right part of Figure 1 it is indicated that the transfer mechanisms can be de-
scribed by models or tests. Two types of models are generally distinguished: Conceptual 
(heuristic) model, specified on the basis of reasoning and previous experience, and mathe-
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matical (analytical) model, specified on the basis of theoretical assumptions, for example 
concerning diffusion processes. 
The environmental effects may in general be combined with the action effects (the middle 
part of Figure 1). Resulting effects may then lead to the loss of resistance (bearing capac-
ity) of structures or to the loss of serviceability (an excessive width of cracks or deforma-
tion). These limit states - ULS and SLS - are indicated in the lower part of Figure 1. 
However, an important topic of load combination rules is not covered in ISO 13823[6]. 
Fig. 1: Limit states concepts for durability. 
3 Verification of the service life 
The fundamental durability requirement is represented by a simple condition that the pre-
dicted service life tSP should be greater than the design service life tD with a sufficient de-
gree of reliability. Difficulties are obviously linked to the term „sufficient reliability“. It is 
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well recognised that the service life tS is dependent on a number of basic variables and is 
consequently a random variable having a considerable scatter. The document ISO 13823 
(2006) therefore provides a probabilistic formulation of this criterion in the form  
P{tS < tD}  <  Pt  (1) 
Here Pt denotes the target probability of the service life tS being less than the design ser-
vice life tD. As a rule the design service life tD is a deterministic quantity (for example 50 
or 100 years) specified in advance. 
4 Verification of the limit states 
The probabilistic assessment of the service life tSP is schematically shown in Figure 2 
adopted from ISO 13823 [6].   
 
Fig. 2: Probabilistic concept of durability assessment. 
The probabilistic formulation of the limit states conditions is similar as in case of the ser-
vice life. For an arbitrary point in time t ≤ tD the following condition should be valid   
Pf(t) = P{R(t) − S(t) < 0}  <  Pt (2) 
where R(t) denotes resistance and S(t) action effect. The basic probabilistic condition for 
the serviceability may be written analogously as  
Pf(t) = P{Slim − S(t) < 0}  <  Pt (3) 
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Here Slim denotes the limit value of the serviceability indicator (for example of the crack 
width or deflection). The durability limit state (DLS) may be verified in accordance with 
Equations (2) or (3) depending on the particular conditions. 
It should be emphasized that Figure 2 only monotonously describes varying action effects 
S(t) and resistances R(t). The horizontal axis denotes the time t and the vertical axis in the 
upper part denotes the resistance R(t) or action effect S(t), in the lower part the probability 
Pf(t). Probability distributions of the variables R(t) and S(t) are in Figure 2 indicated by 
probability density functions. 
Obviously the failure probability Pf(t) = P{R(t)-S(t) < 0} is an increasing function of time t. 
The assessment tSP then follows from the relationship  
Pf(tSP) = P{R(tSP)-S(tSP) < 0} =  Pt (4) 
However, there are no recommendations concerning the target probability Pt provided in 
the document ISO 13823 [6] and this open question may cause difficulties in the effective 
use of the document. 
5 An example of the durability limit state 
The durability limit state DLS can be well illustrated by the carbonation of concrete. The 
limit state is defined as a simple requirement that the carbonation depth S(t) (action effect) 
is less than the concrete cover R (resistance). Failure probability Pf(t) and corresponding 
reliability index β(t) can be then determined using Equation (2) from the integral  





Nf d)(),())(()( xxtxRtSPttP RSϕβ  (5) 
where φS(x,t) denotes the probability density function of the action effect S(t) and ΦR(x) the 
distribution function of the resistance R, ΦN(.) denotes the distribution function of the stan-
dardised normal distribution. 
Extensive measurements of the carbonation depth S(t) on cooling towers (HOLICKÝ and 
MIHASHI [4]) (unprotected external concrete) provided the following expressions for the 
mean µS(t), coefficient of variation wS(t) and skewness αS(t)  
µS(t) = 5 t 0,2 mm, wS(t) = 0,1 t 0,5, αS(t)= 0,2 t 0,5 (6) 
where t denotes time in years. Gamma distribution seems to be the most suitable theoreti-
cal model.  
For a time-invariant concrete cover the following parameters have been obtained  
µR = 20, 25 a 30 mm, wR = 0,35 mm,αR = 0,35 (7) 
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In that case Beta distribution having the lower bound at zero seems to be a suitable theo-
retical model. Note that in Annex A of ISO 13823 [6] a normal distribution is assumed for 
both variables S(t) and R; this assumption may provide a first approximation only.  
Considering the above mentioned theoretical models and their parameters given in Equa-
tions (6) and (7), the failure probability Pf(t) given by Equation (5) is shown in Figure 3. 
Figure 3 can be used to assess the service life tSP defined by Equation (4) for a specified 
target probability Pt and the mean of concrete cover µR. If, for example, Pt = 0,10, then the 
mean µR = 20 mm corresponds to tSP ~ 23 years, if µR = 30 mm, then tSP ~ 65 years. Figure 
3 confirms the results of previous studies by HOLICKÝ and MIHASHI [4], HOLICKÝ and 
HOLICKÁ [5], which indicate that the assessment of tSP is significantly dependent on theo-
retical models assumed for R(t) and S(t), and on the specified target probability Pt. It ap-
pears, however, that methods of probabilistic optimisation may be effectively used for the 
specification of the target reliability level. 
6 Probabilistic optimisation  
The total costs of execution and repair of a structure due to failure (infringement of the 
durability limit state) can be expressed as a function of the mean µR (decisive parameter)  
Ctot(µR,t,p) = C0 + C1 µR + Pf(µR ,t) Cf /(1 + p) t (8) 
where C0 denotes the initial costs independent of µR, C1 expenses for a unit of µR , Cf ex-
penses for the durability failure and p the discount rate (around 0,03). Standardised total 
costs are considered as  
κtot(µR, t, p) = [Ctot(µR,t,p) - C0] / C1 = µR + Pf(µR ,t) Cf / [(1 + p) t C1] (9) 






















Note that within a realistic domain of µR from 20 to 60 mm Equation (11) may not have a 
practical solution and the minimum of the total costs may not be attained. Considering the 
above described durability limit state, the standardised total costs κtot(µR, t, p) given by 
Equation (9) are shown in Figure 3 assuming the time of intervention t = 50 years and the 
discount rate p = 0,03. Figure 3 also shows the corresponding reliability index β deter-
mined from equation (5).  
It appears that the optimum mean µR increases with increasing the cost ratio Cf /C1. For the 
cost ratio Cf /C1 = 250 the optimum µR is about 20 mm, corresponding reliability index β is 
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about 1,1. For the cost ratio Cf /C1 = 5000 the optimum mean is much greater, µR ~53,3 and 
the reliability index β ~ 1,9. Note that if Cf /C1 = 10000, then µR ~63 mm and index β ~ 2,5. 
Thus, the target reliability index βt can be specified using probabilistic optimisation. The 
week point of this procedure is the assessment of the cost ratio Cf /C1 and discount rate p. 
Fig. 3: Variation of the total standardized cost κtot(µR, t, p) and reliability index β with µR.  
The interactive dependence of the total costs κtot(µR,t,p) on µR and p is shown in Figure 4, 
assuming the cost ratio Cf /C1 = 1000 and the time of intervention t = 50 years. 
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Figure 4 indicates that the discount rate p may significantly affect the total costs and the 
optimum mean µR. Obviously, with increasing the discount rate p, the total costs and the 
optimum mean µR decrease. In addition also the time of intervention t may affect the opti-
mum concrete cover. 
The variation of the optimum mean µR and reliability index β with the cost ratio Cf /C1 for 
selected discount rates p is shown in Figure 5. The time of intervention tf = 30 years (the 
left part of Figure 5) and tf = 50 (the left part of Figure 5). 
Fig. 5: Variation of the optimum mean µR and β with Cf/C1 for selected p. 
Figure 5 shows that the optimum concrete cover µR and the index β depend on the cost ra-
tio Cf/C1, discount rate p and evidently also on the time of intervention tf, which affects 
significantly the resulting discounting of the cost Cf due to durability failure.     
7 Differentiation of the target reliability  
The probabilistic optimisation clearly indicates that the target probability Pt or reliability 
index βt, should depend on the expected costs due to protection failure and the costs due to 
durability improvement. The costs due to protection failure further depend on the type of 
the limit state (the ultimate, serviceability or durability) and consequences of their in-
fringement. Furthermore, these costs may be affected by the discount rate p and the time of 
intervention tf. Table 1 provides indicative intervals for the target probability Pt and reli-
ability index βt, which seem to be supported by the results of presented analysis. However, 
the target reliability in a particular case may be affected by the cost ratio Cf/C1, discount 
rate p and the time of intended intervention tf, as indicated in Figure 5.  
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Table 1. Indicative values of the target probability Pt and reliability index βt for 50 years. 
 
Limit state Pt βt 
Ultimate limit state - ULS ~ 10-4 ~ 3,7 
Serviceability limit state - SLS 0,01 to 0,10 1,3 to 2,3 
Durability limit state - DLS 0,05 to 0,20 0,8 to 1,6 
The target probability Pt and reliability index βt given in Table 1 represent indicative val-
ues only, which are not given in ISO 13823 [6]. They are partly derived from the target 
values recommended in EN 1990 [2] and ISO 2394 [7]. It should be mentioned that ISO 
2394 [7] indicates an additional dependence of the target reliability level on relative costs 
of safety measures (required for an increase of the durability or reliability level). This as-
pect is not considered in Table 1, but should be taken into account when specifying the 
target reliability level for durability requirements in particular cases. Specification of the 
target reliability level remains therefore one of the most important open questions. It ap-
pears that the methods of probabilistic optimisation represent effective tools.  
8 Concluding remarks 
Probabilistic principles of the structural design for durability may be soon codified in the 
new International Standard ISO. Three limit states are distinguished in general: durability 
(initiation) limit state, serviceability limit state and ultimate limit state. Required target 
reliability levels are, however, not specified. The present study demonstrates that the target 
reliability levels should be differentiated taking into account the character of the limit state, 
consequences of their infringements and costs of structural measures to increase the reli-
ability level. In addition time to durability failure and discount rate should be taken into 
account. 
It is shown that the methods of probabilistic optimisation may provide rational background 
information for the specification of target reliability level. In case of the carbonation of a 
concrete cover the total costs depend on the thickness of the concrete cover, on the average 
time to durability failure and discount rate. In general the optimum concrete cover signifi-
cantly increases with increasing the costs due to durability failure, and decreases with in-
creasing the discount rate. 
Operational use of the new probabilistic principles in design of structures for durability  
requires further research that should be primarily focussed on the following topics:  
• Appropriate physical models for material deterioration;  
• Improved theoretical models for basic variables describing structural resistance, ac-
tions and model uncertainties; 
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• Differentiated probabilistic criteria for durability requirements based on probabilis-
tic optimisation. 
Particular conclusions may be drawn from the optimization study of a concrete cover ex-
posed to carbonation. The optimum thickness of a concrete cover of reinforced concrete 
structures is significantly dependent on the cost ratio Cf /C1, the time of intervention and 
discount rate. Commonly used concrete covers of reinforced concrete structures corre-
spond to relatively low cost ratios Cf /C1. For the time of intervention 50 years, discount 
rate 0,03 and the low cost ratio Cf / C1 = 250, the optimum concrete cover is about 20 mm 
(the minimum acceptable thickness of the cover), and the corresponding reliability index is 
β ~ 1,1. However, for the cost ratio Cf / C1 = 1000 the optimum cover is about 34 mm, for 
Cf /C1 = 5000 more than 53 mm, corresponding reliability indices are β ~ 1,3 and β ~ 1,9. 
Thus, in the example of durability limit state due to neutralisation of concrete cover the 
reliability index should not be less than 1,1.  
In design of structures for durability, the following reliability indices can be considered in 
general: for durability (initiation) limit states the values from 0.8 to 1.3, for the serviceabil-
ity limit states from 1,3 to 2,3 and ultimate limit states around 3,7. Additional optimisation 
studies of structural durability concerning different limit states would be needed in order to 
recommend more specific reliability targets in particular cases. 
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On the integrating of non-destructive testing and prob-
abilistic fracture mechanics 
Jochen H. Kurz, Dragos D. Cioclov and Gerd Dobmann 
Fraunhofer Institut für Zerstörungsfreie Prüfverfahren (IZFP), Saarbrücken 
Abstract: The integration of non-destructive testing and probabilistic fracture 
mechanics offers the possibility to gain realistic fracture mechanical assess-
ment results considering nearly all uncertainties of the input values. This con-
cept is realized with the software PVrisk which allows a deterministic, a 
parametric and a probabilistic analysis. The features of the software are sum-
marized. The software was especially designed for taking non-destructive test-
ing results into account. Therefore, the probability of detection of a non-
destructive testing method can also be considered. This information leads to a 
refinement of the analysis. Since the result of a probabilistic analysis is a prob-
ability of failure the visualization of the results is an important part of the as-
sessment. Different concepts and possibilities are scrutinized and the important 
aspects are discussed. 
1 Introduction 
1.1 Failure assessment concept 
Nowadays, the non-destructive evaluation of structural components allows the detection of 
cracks and other types of flaws with high resolution. When cracks are involved in me-
chanical failure events, fracture mechanics provides concepts for lifetime prediction of 
components when component geometry, material characteristics and load intensity under 
steady state or dynamic loading are known. 
Failure risk assessment of components means analysing the state of the material which is 
given by the defects, the microstructure and the stress states. Characterizing the defect state 
means detection of defects, classification of crack-like and non-crack-like and sizing. Ob-
viously, from the propagation potential point of view, cracks are the most critical flaws. 
Concerning metals, the Failure Assessment Diagram (FAD) represents a tool which allows 
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the assessment of cracks and other flaws and summarizes, in the deterministic case, the 
results in the form: failure or no failure [10, 12] (Fig. 1). 
The failure assessment diagram as shown in Fig. 1 was developed for deterministic input 
values. It has become an accepted tool for failure analysis and is part of several standards 
and rules. Different versions of this method were developed [2, 5, 18, 24]. The concept of 
the FAD is expressed by Eq. 1 and Eq. 2. Sr is a measure for the ductility of the material 
and Kr for its brittleness. The Sr variable expressed in terms of stress is composed of the 
reference stress σref acting on the crack or flaw which is composed of membrane stress 
m
refσ , bending stress 
b
refσ , residual stresses Q and the material parameters σy the yield 
strength and σUTS the tensile strength. The Kr variable is composed of the stress intensity 
factor K1 and the fracture toughness K1c. The input values for FAD are the material de-
pendent parameters and the crack or flaw geometry which is included in the stress intensity 
factor. The concept of stress intensity factor determination can be found in Text- and 
Handbooks (e.g. in Anderson [1]). 

































=        (2)
Fig. 1: Failure Assessment Diagram (strip yield model [11, 12]; failure occurs when the 
calculated assessment point (Sr, Kr) reaches the failure assessment boundary. If the 
assessment point lies within the acceptable area the component is considered as 
safe. 
1.2 Probabilistic failure assessment 
The FAD was originally designed for deterministic input information. However, material 
values are scattered and have error bounds. If the crack or flaw geometry was determined 
by non-destructive testing methods, measurement errors are also present. Therefore, realis-
tic assumptions require the consideration of uncertainties [6]. The result of such an analysis 
is a quantitative assessment in terms of probability of failure. 
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The probabilistic failure assessment has the capability to take all uncertainties of the input 
parameters into account. However, the result is a probability of failure and not a fail/safe 
decision which is directly comprehensible. Though, a realistic analysis hast to consider all 
sources of uncertainty and variability. Therefore, failure risk as the potential for component 
failure has to be used in an assessment procedure [6]. 
Within a risk based analysis two aspects play an important role: the risk frequency assess-
ment and the risk severity assessment. The risk frequency assessment consists of two com-
ponents, the statistical inference on past events (a posteriori analysis) and the probabilistic 
prediction (a priori analysis). The severity assessment considers the economic, environ-
mental, social, political etc. aspects. Therefore, the risk as the result of a probabilistic as-
















eConsequencRisk  (3) 
One way to reduce plants failure probabilities is to inspect the plant periodically and repair 
or replace the components that show signs of deterioration and damage. Such in-service 
inspections are particularly common for pressure vessels, piping and associated welds. In 
the past, inspection intervals were based on historical experience and engineering judge-
ment. In recent years, methods have been developed to set inspection locations and inter-
vals on the base of risk. A new engineering methodology has emerged known as risk based 
or risk-informed in-service inspection (ISI). Structural reliability (SR) and/or probabilistic 
fracture mechanics (PFM) is used further to estimate plants failure probability and systems 
risk assessment methodology is used to determine the effect of the plants failures on the 
entire risk of the system. These risk estimates are used to rank or group the plants compo-
nents and the plants within the system according to their contribution to the risk. The hig-
her ranked components or plants are inspected more often and more thoroughly [22]. 
One method to consider all uncertainties in an analysis and therefore to quantify the risk of 
failure is the Monte Carlo simulation (MCS). The term Monte Carlo methods describes a 
group of numerical procedures which all use random numbers in the numerical analysis or 
for the simulation of different processes. Monte Carlo methods are used in very different 
fields: engineering, statistical physics, geophysics and economy as most solient examples. 
However, all approaches have in common that the a priori information on the model pa-
rameters is represented by a probability distribution over the model space [3, 23]. In prin-
ciple, using MCS all uncertainties can be taken into account in form of statistical 
distributions. The probabilistic fracture mechanical assessment presented in this paper is 
based on the Monte Carlo simulation. 
Besides the possibility to take measurement errors and the scattering of measurement data 
into account the direct MCS approach offers also the possibility to consider the influence 
of the applied non-destructive testing method. On the one hand this is done by considering 
the so called probability of detection (POD) for all cracks of a given length which is postu-
lated as the proportion of cracks that will be detected by an NDE technique when applied 
by qualified operators to a population of components in a defined working environment. 
On the other hand measurement errors can also be considered in form of distributions. 
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POD is an important part of the design and maintenance procedure based on the damage 
tolerance concept. Extended investigations were carried out during the space shuttle pro-
gram and during damage tolerance assessments in response to structural failures in jet air-
crafts [21]. 
The POD has to be determined individually for each NDT technique and technical applica-
tion. So far, the irregularities of flaws are small in size, NDT techniques are very near to 
the physical limit of detectability, i.e., more data to evaluate are in the range of electrical 
noise less detectability is to be expected [9]. 
2 Software concept 
2.1 General concept 
Designing software for probabilistic analysis which is based on an originally deterministic 
approach leads to a modular software concept since deterministic, parametric and probabil-
istic studies should be possible. The deterministic and parametric analysis is the conserva-
tive version of the probabilistic analysis and therefore it is always recommended as a first 
benchmark. The PVrisk software was developed for analyzing pressure vessels, especially 
pipelines. Cracks and Flaws are identified in these specimens by standardized non-
destructive testing methods during recurrent inspections. 
Fig. 2 summarizes the concept of the PVrisk software. The software consists of 4 modules: 
Geometry, Material, FAD and POD Module.  
 
Fig. 2: Concept of the developed probabilistic fracture mechanical assessment software 
PVrisk 
The user has to start in the Geometry Module and then proceed as indicated by the arrows 
in Fig. 2. When the FAD Module is reached the user can decide whether POD information 
should be considered or not. Several cracks or flaws can be analysed in succession. This is 
indicated by the long arrow from the FAD Module to the Geometry Module. When the first 
crack is analyzed the user moves on directly back to the Geometry module and starts ana-
lyzing next crack. The modular structure of the software enables a flexible handling of the 
different assessment procedures deterministic/parametric and probabilistic analysis. 
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2.2 Analytical vs. numerical input values 
The software has the capability to use input values from analytical as well as from numeri-
cal solutions. An example therefore is the geometry dependent correction factor in the ex-
pression of the stress intensity factor. For some of the 12 implemented geometries analytic 
solutions exist. Other geometry dependent correction factors can only be determined by 
numerical methods, e.g. finite element analysis. The data from numerical investigations 
has to be supplied in tabular form and then it will be interpolated between the data points 
(Fig. 3). 
 
Fig. 3: Geometry Module showing the comparison of the analytical (straight lines) to the 
numerical (dashed lines) solution of the geometry dependent correction factor for 
the internal semi-elliptical axial surface crack 
Fig. 3 shows a comparison between the analytical [17] and the numerical solution [5] of an 
internal semi-elliptical axial surface crack. The screenshot of the Geometry Module (Fig. 
3) shows on the right hand side the analytical solutions (straight lines) for crack depth (up-
per) and crack width (lower) as well as the numerical solutions (dashed lines) for crack 
depth (upper) and crack width (lower). The markers at 0.5 b/t indicate the geometry de-
pendent correction factor for the current crack configuration. Crack depth is 5 mm and 
crack width is 25 mm. 
Fig. 3 shows that for this example the numerical values are generally smaller than the ones 
from the analytical solution. For the crack depth the analytical solution leads to 1.694 
while the numerical solution leads to 1.372. Concerning the crack width the analytical so-
lution gives a value of 0.9 while the result of the numerical solution is 0.777. Fig. 3 also 
Kurz, Cioclov & Dobmann: On the integrating of non-destructive testing and probabilistic fracture mechanics 
48 
shows that the numerical and analytical curves are relative close together until the relation 
of crack depth to wall thickness is about 0.5. Then the curves diverge. Therefore, it can be 
stated that in this case the analytical solution is more conservative than the numerical one. 
Especially for larger crack depths the difference of numerical and analytical solution will 
have a significant influence on the assessment result. Therefore, the user has to exercise 
prudence which procedure should be taken. 
2.3 Determination of the reference stress 
Another field which has a significant influence on the assessment result and where differ-
ent solutions are published in the literature as well as in norms and rules is the determina-
tion of the reference stress for local or net section collapse. The implemented procedure is 
mainly based on the R6 rule [20], however, for axial cracks it can be chosen between R6 
[20] and BS 7910 [5]. 
The R6 [20] based procedure was already tested for several applications by Cioclov & 
Wiedeman [7]. Due to this experience the procedure was implemented in PVrisk. For axial 
cracks it is possible to select either the R6 [20] procedure or BS 7910 [5]. Therefore, it is 
tested if these two approaches generally lead to comparable results (Fig. 4). 





































(a) Reference stress calculation for an axial crack (b) Reference stress calculation for a circumfer-
ential crack  
Fig. 4: Comparison of the procedure implemented in PVrisk to determine the reference 
stress to the one of BS 7910 
Fig. 4 shows two examples where the procedure implemented in PVrisk is compared to the 
BS 7910 [5] procedure of reference stress determination. The input parameters are identi-
cal for the two test calculations and summarized in Tab. 1. The crack depth is varied from 
1 mm to 9 mm. For the semi-elliptical axial inner surface crack (Fig. 4a) the crack width is 
kept constant at 100 mm. The internal pressure is also assumed to be constant. However, 
the load configuration is different for the two test scenarios. Only the internal pressure is 
relevant for the semi-elliptical axial inner surface crack. Concerning circumferential cracks 
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or flaws only tensile forces are relevant. Therefore, a closed ends configuration is assumed 
for the long circumferential external surface flaw. The internal pressure leads to tensile 
forces acting on the flaw. The FAD parameter Lr is defined by the ratio of the applied load 
to the yield strength and corresponds to the FAD Level 2 approach equivalent to Sr defini-
tion as in Eq. 2. 
Tab. 1: Input parameters for reference stress comparison 






Pressure FAD type 
250 mm 10 mm 434 MPa 317 MPa 50 MPa m  5 MPa Level2, Lr 
 
Fig. 4 shows the Lr parameter variation over the crack depth. In the case of the circumfer-
ential flaw the results of the PVrisk procedure and the ones from BS 7910 [5] are nearly 
identical (Fig. 4b). Therefore, no selection between R6 [20] and BS 7910 [5] was imple-
mented for circumferential cracks. Concerning the axial crack (Fig. 4a) there is a relative 
good correlation between the two curves until Lr is approximately 0.7. Then the curves 
diverge, i.e. the BS 7910 [5] solution tends to be more conservative for values of Lr above 
1. However, recalling the shape of the Level 2 FAD curve, Lr values above 1 are only rele-
vant for ductile materials. An assessment point in this region of the FAD always means 
that the component is close to failure and further investigations are recommended. 
3 Probabilistic analysis 
3.1 Probability of Detection 
Using NDT methods for crack or flaw detection and evaluation offers the possibility to 
identify critical conditions during in-service inspections. Considering NDT results in an 
assessment implies considering measurement errors and the probability of detection. 
Measurement errors can be also analyzed by deterministic minimum-maximum estimation, 
however, the POD can be only considered by a probabilistic analysis. Furthermore, it has 
to be stated, that deterministic minimum-maximum estimations do not provide a realistic 
assessment. This approach can be used only for conservative estimations. 
The POD curve is a function of the crack size. It is possible to generate POD curves from 
hit/miss data or from signal response data. The POD procedures implemented in PVrisk are 
solely based on hit/miss data. Fig. 5 shows these four different implemented POD models. 
The corresponding equations are given by Eq. 4 to Eq. 7. 
The asymptotic exponential POD function (Fig. 5a) is based on round robin test data of 
pressure vessels [14] and the asymptotic exponential POD function (Fig. 5b) with a lower 
threshold includes, in addition, a constant (the threshold) compared to the original model. 
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The log-logistic (log odds) function (Fig. 5c) was developed on data from the aviation in-
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(c) Log-logistic POD function (d) Asymptotic power-law POD function 
Fig. 5: The four different POD models 
A probabilistic fracture mechanical analysis, taking the POD information into account, 
considers directly the non-destructive testing method. Using a POD model the analysis 
procedure is refined since it can be assumed that a detected non-acceptable crack which 
does not lead to failure is repaired or the corresponding component is replaced. This is the 
core of the integration of the POD information into probabilistic fracture mechanical as-
sessment. 
A probabilistic assessment based on MCS of a considered POD model simulates at first, a 
random POD value (distributed between 0 and 1) which is then compared to the POD 
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value of the chosen model corresponding to the crack depth of the current iteration in the 
general MCS following FAD procedure. Therefore, the POD can only be considered in a 
probabilistic analysis if the crack geometry is represented by a distribution, i.e. if the crack 
geometry is represented in a probabilistic manner. By these means the analysis is refined 
since the realistic influence of the NDT method is taken into account. The resulted prob-
ability of failure in the case of application of NDT reduced because large cracks, leading to 
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On the one hand quantifying the influence of a NDT method by considering its POD is a 
powerful tool for a realistic analysis, on the other hand the results strongly depend on the 
chosen model, i.e. if the POD data is fitted to the model and not vice versa the resulting 
probability of failure does not reflect a realistic assessment. The following example dem-
onstrates the possibilities a fully probabilistic assessment offers and the interplay of the 
different influence factors. 
3.2 Probabilistic assessment 
The input parameters of each probabilistic fracture mechanical analysis can be roughly 
subdivided into 3 classes: geometry dependent parameters, material parameters and load 
dependent parameters. The load dependent parameters pertaining to external forces and 
residual stresses can only be used as discrete input values for the assessments presented in 
this paper. Geometry dependent parameters and material characteristics can be represented 
by statistical distributions (Normal, Log-Normal and Weibull) in the PVrisk software. 
Therefore, the influence of the geometry dependent and the material parameters as well as 
the influence of the POD on a probabilistic fracture mechanic assessment will be evaluated 
in several examples. Furthermore, possibilities of displaying the results will be outlined. 
The following calculations are based on the presumption that a crack-like defect pre-exists 
in a pressure vessel and is modelled by a long external axial surface crack. The geometry 
of the vessel is taken from the CEGB pressure vessel test 1 program [16]. The vessel tested 
in this program was made of A533B steel. The internal pressure was selected to be 15 MPa 
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which corresponds to a typical value in, e. g., nuclear power plants. The material character-
istics of A533B steel for the calculation are taken from McCabe et al. [15]. Tab. 2 summa-
rizes the geometry and material parameters. 
The probabilistic analysis of the example described in Tab. 2 was performed assuming a 
normal distribution of the material and the geometry values. In the model of a long external 
axial surface crack only crack depth is relevant for the analysis. For crack depth a standard 
deviation of 2 mm was assumed. The standard deviation of tensile strength and yield 
strength was calculated from measurement values taken from Milne et al. [16]. It is 2% 
(tensile strength) and 2.5% (yield strength). These percental values were applied to the 
material characteristics in Tab. 2. Concerning fracture toughness a standard deviation of 
3% was assumed. 
Increasing the mean crack depth b while keeping all other parameters unchanged (see Tab. 
2) leads to increasing POF values (Fig. 7a). The resulting curve has a typical shape. How-
ever, if the component is inspected by a NDT method and if the corresponding POD is 
known a different characteristic is gained. The chosen POD is the so called Marshall POD 
rule which is the result of the PISC round-robin tests for nuclear power reactor pressure 
vessels [14]. 
Tab. 2: Input parameters for probabilistic calculation 






Pressure FAD type 
1099 mm 84 mm 870 MPa 641 MPa 194 MPa m  15 MPa Level2, Lr 
 
Fig. 6 shows the graphical result of a probabilistic analysis using the FAD. Since for 
Monte Carlo simulations a large number of iterations (≥ 106) is required, a large number of 
points appears in the graphical display. This is time and memory consuming. Therefore, a 
filter procedure for the graphical representation was implemented (Fig. 6). Only points 
without a close neighbour are selected and drawn. The filter is designed in a way that the 
envelope of the cluster is drawn. Fig. 6a shows the raw cluster data and the corresponding 
envelope. The shape of the cluster is mapped by the points left after the filter was applied. 
Fig. 6b shows the filtered data only. The data is from the next Monte Carlo simulation and 
therefore not identical to the one shown in Fig. 6a. 
As described in section 3.1 with the consideration of POD the probabilistic analysis is re-
fined since it can be assumed that certain cracks are detected and the component is repaired 
or removed. Therefore, the POF is significantly lower compared to the case without con-
sidering a POD (Fig. 7). E.g. the POF of a mean crack depth of 42 mm is 0.69 without con-
sidering the POD and 0.0089 when the POD information is used. This is a difference of 
two scales. This difference is also expressed by the comparison of the two POF curves 
(Fig. 7a). 
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(a) Quality of the filtering approach (b) Filtered image data only 
Fig. 6: Filtered and unfiltered image data of a probabilistic analysis 

































(a) POF without considering POD information 
(straight line and dots) and POF (dashed line 
and triangles) under consideration of an as-
sumed Marshall POD (gray line) 
(b) Only POF under consideration of the POD 
from the left 
Fig. 7: Resulting probability of failure (POF) with and without considering POD informa-
tion 
Fig. 7b shows the POF curve when the POD was taken into consideration. This curve is not 
only two scales below the POF curve without considering the POD furthermore, but its 
shape is significantly different. The values show a maximum which corresponds to the fact 
that when a certain crack depth is reached, the used NDT methods will detect the crack 
with a high probability and therefore the POF decreases for a certain crack depth. This 
maximum is caused by the influence of the POD and reflects the capability of the used 
NDT method to detect cracks of certain depth with high level of reliably. All POD func-
tions described in section 3.1 will lead to such a trend in the POF curve. However, regard-
ing only the POD function it is not possible to define this critical area. 
Kurz, Cioclov & Dobmann: On the integrating of non-destructive testing and probabilistic fracture mechanics 
54 
3.3 On the visualization of the probabilistic analysis 
The interpretation of the results of a probabilistic assessment is eased by a straightforward 
visualization of the results. The calculated values contain the information, however, look-
ing only at a table of these values often not all information is revealed. Therefore, it is 
helpful to have the opportunity to choose between different visualization options. Besides 
the graphical representations already shown in section 3.2 a three dimensional representa-
tion of the probabilistic results was implemented. 
The assessment points are clustered in the FAD and until now only their position relative 
to the assessment line was regarded (2D). However, it is relevant to consider the density of 
the scatter-plot. Therefore, the distance between the singular points of the cluster can be 
determined or the probability density. Fig. 8 shows a common colour coded plot of the 
probability density of two probabilistic assessments, one without considering the POD in-
formation (Fig. 8a) and the other using the POD information (Fig. 8b). The input values are 
shown in Tab. 2. A normal distribution was assumed for the material values with mean 
values and standard deviations already described in section 3.2. The mean value of the 
crack depth was 42 mm and the standard deviation 2 mm. Again, the Marshall POD was 
chosen for the assessment. 
The probability density shows the extension of the cluster of assessment points i.e. the 
probability density plot contains the information already shown in Fig. 6 and furthermore 
reveals the point density (greyscale coding) which cannot be resolved by a scatter plot. 
Concerning the example shown in Fig. 8 the region of the highest probability density over-
laps the deterministic assessment point using the mean values as input parameters. The 
probabilistic analysis in consideration of the POD information shows a refined probability 
density, however, the region of the highest density persists. 
4 Conclusions 
The FAD is an accepted tool for assessing the failure risk owing to cracks and flaws in 
metallic components. Furthermore, it can be coupled with probabilistic assessments in or-
der to take data scattering and measurement errors into account. 
The PVrisk software was developed for the assessment of cracks and flaws in cylindrical 
pressure vessels like pipelines. The modular concept of the software allows flexibililty 
during assessments. Furthermore, the features are based on accepted standards and rules 
like BS 7910:2005, API 579 and the R6 procedure [5, 2 and 20]. Test calculations showed 
that applied concepts, not necessarily chosen from one of the standards or rules, lead to 
reliable results. Furthermore, the software allows parametric and comparative studies be-
tween various potential models.  


















(a) Probabilistic assessment without considering 
the POD information 
(b) Probabilistic assessment with considering the 
POD information 
Fig. 8: Representation of probability density of the probabilistic assessment; note that the 
colour scale is not comparable since the largest value is automatically set to red 
and the lowest automatically to grey 
If the cracks or flaws which should be assessed are detected by NDT methods the probabil-
istic analysis of PVrisk contains also the possibility to consider the corresponding POD. 
Using this information additionally the probabilistic assessment can be refined since it is 
assumed that cracks or flaws of a certain depth or length are detected in advance and the 
component is repaired or replaced. The numerical example reveals that the POF can be 
reduced by two scales when the POD information related to the current NDT practice is 
considered.It should be remarked that a probabilistic analysis deal with probabilities and 
not with yes/no interpretations like fail/safe. Therefore, visualizing the results is an impor-
tant part of the analysis. Scatter plot representation and probability density are shown as 
examples. Such additional features increase the ability of the user to classify the results. 
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Probability Considerations on the Behaviour of Older 
Prestressed Concrete Bridges in Case of Tendon Failures 
Jan Lingemann, Konrad Zilch 
Department of Concrete Structures, Technische Universität München, Germany 
Abstract: In the 1960’s and 1970’s in Germany a number of bridges was built 
with special types of prestressing steels, which later were found to be sensitive 
to stress corrosion cracking (SC). In this paper firstly the characteristics and the 
effects of SC are explained. SC can lead to delayed and brittle tendon failures, 
so the load bearing capacity of bridges might be affected. Therefore the Ger-
man ministry of transport published recommendations for the investigation of 
such bridges. The idea of the recommendations is to check whether or not the 
girder is able to bear the rare load, after tendon failures lead to formation of 
cracks (crack-before-failure behaviour). However, in practice there are many 
cases, where a crack-before-failure behaviour cannot be proven in all cross sec-
tions. Therefore in this paper a new stochastic method for assessing the prob-
ability that failure might occur without prior notice is introduced. With this it 
could be shown in an application, that the reliability of a bridge might still be 
sufficient, even if some cross sections have no crack-before-failure behaviour. 
1 Introduction 
In Germany many road- and highway bridges have been built in the 1950’s and 1960’s due 
to the reconstruction of infrastructure after the war and because of the increasing road traf-
fic. In this time many new construction techniques and materials for prestressed concrete 
bridges have been developed. Until today bridges made of prestressed concrete are known 
as very reliable structures. However, in the 1960’s and in the early 1970’s some damages 
occurred in prestressed members during construction due to sudden and brittle failures of 
the prestressing steel. Although the number of damages was very small compared to the 
number of bridges, many investigations have been conducted in order to find the reason for 
the tendon failures, since the prestressing steel has a major influence on the load carrying 
behaviour and the safety of prestressed concrete bridges. It was found that the failures were 
caused by stress corrosion cracking (SC) of the prestressing steel. In all cases prestressing 
steel highly sensitive to SC was used, which was the major reason for the damages. Often 
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unfavourable environmental conditions during transportation of the prestressing steel, dur-
ing storage on the construction site and between stressing and grouting of the ducts accel-
erated the SC. 
Based on these findings, additional requirements for the approval of prestressing steels 
were introduced. Under practical conditions prestressing steels produced after 1978 there-
fore are not sensitive to SC anymore. Also the allowed period of time between stressing the 
tendons and grouting the ducts has been reduced. Nowadays SC is not a problem for build-
ings being built according to current standards. 
Nevertheless, in the 1980’s and 1990’s some new damages and even failures of about 30 
year’s old prestressed girders in buildings occurred due to SC. In difference to earlier 
cases, no corrosive substances and no deficiencies in the grouting of the tendons were 
found here. Investigations confirmed that SC of sensitive prestressing steels can slowly 
proceed even in properly grouted ducts and lead to delayed failures of the prestressing 
steel. This is alarming, because the progress of the corrosion cannot be measured and the 
failure of the prestressing steel is sudden and brittle. Hence the question arises, whether 
prestressed bridges with sensitive prestressing steels are likely to fail suddenly. 
In 1993 the German ministry of transport published recommendations for investigating 
existing bridges with SC sensitive prestressing steel [9]. The basic idea in this is to make 
sure, that a gradual failure of prestressing steel leads to visible cracks in the concrete be-
fore the whole structure fails. However, there are bridge structures with cross sections 
where it is not possible to prove this behaviour. 
In this work therefore a new stochastic approach for estimating the probability that failure 
might occur without prior notice will be introduced. In order to consider SC in a stochastic 
model, it is important to understand the processes of SC and to know the characteristics of 
this type of corrosion. Both will be described in chapter 2, based on a literature review. In 
chapter 3 the current recommendations are explained, before the new approach is intro-
duced in chapter 4. 
2 Description of Stress Corrosion Cracking 
2.1 Process of Stress Corrosion Cracking 
Stress corrosion cracking (SC) is defined as formation of brittle cracks in a normally duc-
tile material through the simultaneous action of a high tensile stress and a corrosive envi-
ronment. The affected prestressing steel fails sudden and brittle, often without any visible 
corrosion products at the surface of the steel. According to NÜRNBERGER [2] SC is nor-
mally hydrogen induced in constructions of prestressed concrete. 
Hydrogen induced SC can only appear, if corrosion is or was active at the surface of the 
prestressing steel [1]. The reactions taking place in plane corrosion of prestressing steel 
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with hydrogen production in an electrolyte with pH > 8 are illustrated in Fig. 1. Since the 
hydrogen production takes place at the cathode, this type of SC is called cathodic SC.  
 
Fig. 1: Chemical reactions at corrosion of prestressing steel with hydrogen production  
in an electrolyte with pH > 8 
For hydrogen production very low corrosion rates are sufficient, which often are not visible 
without a microscope [1], [2], [3]. Minimal corrosion reactions with critical hydrogen pro-
duction can occur even in exposition to non-aggressive media like humid air or distilled 
water as well as under seemingly harmless films of condensation water [4]. 
The adsorbed hydrogen either harmlessly leaves the surface to the electrolyte, or, depend-
ing on the environmental conditions, it diffuses into the prestressing steel. Within the steel 
the hydrogen is either dissolved within the crystal lattice (interstitial), or it is drawn to 
cleavages and flaws and notches that are under stress. The dissolved hydrogen widens the 
crystal lattice locally and thus reduces the cohesion between the atoms of the metal [5]. 
This causes a reduction of the yield strength of the prestressing steel. The hydrogen drawn 
to cleavages on the other hand increases the yield strength locally [1]. Together both ef-
fects lead to an embrittlement of the steel. 
The development of cracks in the prestressing steel can be due to reaching a critical hydro-
gen concentration or due to mechanical tensile stresses. With increasing tensile stresses the 
critical crack inducing hydrogen concentration decreases [1]. 
In the regions ahead of cracks or notches stress peaks lead to local plastic deformations of 
the steel and thus to dislocations of the crystal lattice. Hydrogen can accumulate in these 
regions and accelerate the crack growth until failure [5]. 
The corrosion rate depends on the height of tensile stresses, the intensity of hydrogen pro-
duction and on the sensitivity of the prestressing steel. The durability of prestressing steel 
under SC can vary between hours and years. 
Since SC might occur anywhere along the tendon, the spot of failure cannot be predicted. 
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2.2 Sensitiveness of Prestressing Steels to SC 
Only few types of prestressing steels used in bridge constructions show a high sensitivity 
to SC. According to the literature the following prestressing steels used for bridge con-
struction in Germany are sensitive to SC: 
Quenched and tempered prestressing steel S 145/160 Neptun N40, production from 
1959 until 1964 [6], [7], [8] 
Quenched and tempered prestressing steel S 145/160 Sigma Oval „first generation“, 
oval cross section, production until 1965 [6], [8], [9] 
Quenched and tempered prestressing steel S 145/160 Sigma Oval „new generation“, 
oval cross section, production from 1965 [6], [8]. 
Quenched and tempered prestressing steel S 145/160 from steelworks Hennigsdorf 
(GDR, East Germany), production from ca. 1960 until ca. 1982 [8], [10], [11]. 
Sensitive prestressing steels always show a noticeable increased tensile strength. Accord-
ing to ISECKE [3] the properties of single batches affect the sensitivity to SC even more 
than the environmental conditions. Prestressing steel with round cross section is less sensi-
tive than steel of the same kind with oval cross section [6]. Prestressing steels from West 
German productions after 1978 are at compliance with the technical regulations under 
practical conditions not sensitive to SC. 
2.3 Causes for SC before grouting 
The risk of delayed failures due to SC increases, if the tendons have been transported, 
stored or built in contrary to the current state-of-art [1]. After building in the tendons, hu-
midity and temperature in the ducts are the main parameters for corrosion of the prestress-
ing steel. During the casting of the concrete, the probability of introducing water from the 
concrete into the ducts is high. These waters often contain large amounts of corrosive sub-
stances like chlorides and sulphates. Even with small quantities of liquid in a duct a rela-
tive humidity of 100% was observed. The decrease of temperature caused by the flow off 
of hydration heat often causes condensation within the ducts. Hereby an amount of humid-
ity sufficient for SC can easily be reached [5].  
2.4 Conditions for SC after grouting 
According to MOERSCH [1] hydrogen normally cannot be dissolved into the prestressing 
steel after grouting of the ducts, as long as the pH-value is above 12.6 and no corrosive 
substances proceed to the prestressing steel. Production of hydrogen under these conditions 
is only possible under special circumstances such as contact corrosion, extreme lack of 
oxygen or strong premature damage. However, hydrogen production due to lack of oxygen 
plays a minor rule in common building construction. 
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A delayed formation of cracks is not possible in grouted ducts under the mentioned condi-
tions, but cracks still can grow due to SC under these conditions [3]. Crack growth due to 
SC can also occur in prestressing steel with low sensitivity, however only in combination 
with at least one of the mentioned unfavourable influences [7]. 
3 Recommendations for investigation of bridges with sensi-
tive prestressing steels 
After around 1990 some damages due to SC occurred on prestressed members in buildings 
[7], the German ministry of transport released recommendations for investigating existing 
bridges with prestressing steel sensitive to SC in 1993 [9], based on investigations by 
KÖNIG [12]. For all bridges with sensitive prestressing steel in Germany investigations had 
to be conducted, whether in case of tendon failures they would fail suddenly or with prior 
notice. 
The basic idea of the investigation is to consider a gradual failure of tendons. Hereby it has 
to be checked, whether or not any cross section the girder would we able to bear the rare 
load, after tendon failures lead to formation of cracks. In this case the damage can be no-
ticed before the structure fails and the bridge has crack-before-failure behaviour. Hence 
cracks would be noticed and further arrangements could be initiated in order to secure the 
bridge, before the remaining safety falls below 1.0. For noticing cracks early enough it is 
part of the concept that all affected bridges have to be inspected once a year.  
As it was shown in chapter 2, very low rates of corrosion might be sufficient for a critical 
hydrogen production. Corrosion therefore might have occurred anywhere along the ten-
dons. The cases of damages show that tendon failures do not occur entirely in the areas 
with maximal strains, but that tendons can fail anywhere. Therefore a number of cross sec-
tions within a span of a girder should be investigated. According to [9] the investigation 
should be conducted for at least eleven cross sections in each span. The calculative investi-
gation consists of two steps: 
Step 1: Determination of the remaining cross sectional area of prestressing steel at 
crack formation 
The remaining sectional area of the prestressing steel at the moment of crack formation is 
determined for each investigated cross section of the bridge. In each cross section the sec-
tional area of the prestressing steel is reduced until crack formation due to bending mo-
ments and normal forces. For this, the frequent load has to be considered. The frequent 
load should be chosen according to the local situation and in such a way, that it will occur 
about once in two weeks. This assumption is somehow safe, because it is likely that more 
than the frequent load will occur during a year’s period between two bridge inspections. 
Equation (1) is given for calculating a guide value of the frequent load for the most com-
mon bridge class 60 (load model is a 60 t vehicle).  
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pggq ⋅+∆+=∆ 4,0   (1) 
with ∆q = frequent load 
g = dead load 
∆g = permanent load 
p = traffic loads 
 
For checking the crack formation, the tensile strength of the concrete should be considered 
according to equation (2). It should be mentioned that the actual tensile strength of the 
concrete within the structure does not need to be determined. 
7,225,0 3/2 ≥⋅= WNbZ ββ  [MPa]  (2) 
with βWN = nominal concrete cube compressive strength  
From the authors’ point of view, the visibility of cracks at the top of a cross section has to 
be checked critically, since the surfaces of bridge decks of road bridges are always cov-
ered. Therefore it still has to be investigated, whether further mechanisms for notification 
of failures in these regions can be found and if yes, how they can be used for assessing the 
buildings. 
Step 2: Checking of the remaining load bearing capacity under consideration of the 
remaining cross section of prestressing steel 
The remaining safety of the construction has to be determined in each cross section for the 
rare loads under consideration of the remaining sectional area of prestressing steel accord-
ing to equation (3). For this, the yield strength of the reinforcing steel may be considered 
with the mean instead of the characteristic value. The yield strength of the prestressing 
steel may be considered as βs,z = 1420 MPa (for prestressing steels no. 1 to 3 according to 
chapter 2.2), whereby no plastic behaviour of the prestressing steel may be considered. 
( ) qvxAsrAzr MMMM −+= ,γ   (3) 
with γr = remaining safety of the bridge 
MAz,r = resistance of the remaining prestressing steel 
MAs = resistance of the reinforcing steel 
Mvx = indirect bending moment from prestressing 
Mq = bending moment from rare external forces 
 
If γr ≥ 1.0 can be proven in a cross section of the bridge, cracking will occur before the 
bridge fails in this cross section. Therefore this cross section of the bridge shows crack-
before-failure behaviour. All investigated sections must have crack-before-failure behav-
iour, otherwise further arrangements have to be initiated either to secure the bridge or to 
investigate the behaviour of the used prestressing steel and the concentration of corrosive 
substances thoroughly. 
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4 Stochastic approach for calculating the probability that 
failure might occur without prior notice 
4.1 Background for the Stochastic Investigation 
In a structure with sensitive prestressing steel it has to be checked according to [9], 
whether the structure shows crack-before-failure behaviour in case of tendon failures. The 
checking is done by structural investigation and independently for different cross sections. 
In this investigation it is often found that in areas with low strains (like zero points of 
bending moment) many tendons need to fail before the first crack occurs. If in these areas 
only small amounts of reinforcing steel are present, it is often not possible to prove the 
crack-before-failure behaviour.  
However, the number of cross sections without crack-before-failure behaviour is not con-
sidered in the investigation. Also the number of tendons required to prove the remaining 
safety of the bridge after crack formation is not considered. If only some cross sections 
have no crack-before-failure behaviour, it is still possible that tendon failures will be no-
ticed in the cross sections with crack-before-failure behaviour. This is even more likely, if 
in the cross sections with crack-before-failure behaviour the first crack occurs after only 
few tendon failures, but in the cross sections without crack-before-failure behaviour many 
tendons need to fail in order to cause a failure of the structure. 
Until now no method existed to quantify the probability that failure might occur without 
prior notice. The problem in calculating this probability is that the probability of a tendon 
failure per unit length of a tendon is not known generally, since it depends on too many 
parameters. Therefore the aim was to find a method of assessing the probability that failure 
might occur without prior notice independently of the probability of failure per unit length. 
An approach in order to assess this probability was developed at the Department of Con-
crete Structures of Technische Universität München. The approach is based on the results 
of the investigation of the structure according to chapter 3. The input values for the ap-
proach are the remaining number of tendons at the moment of crack formation and the re-
quired number of tendons in order to prove the remaining safety, each for every cross 
section of investigation. 
4.2 Stochastic Approach and Assumptions 
For the investigation of the probability that failure might occur without prior notice, the 
structure firstly is divided into parts, such as spans or construction sections. This helps re-
ducing the calculating effort and makes it possible to gain separate results for different 
parts of the structure. In each part cross sections for investigation are defined. Since the 
probabilistic investigation normally is done after the structural investigation according to 
chapter 3, the cross sections are already given. In the following the number of cross sec-
tions for investigation is called n and the number of tendons is called s. 
Lingemann & Zilch: Probability Considerations on the Behaviour of Older Prestressed Concrete Bridges … 
64 
For the probabilistic calculation it is assumed that the prestressing steel within a duct is 
exposed to the same corrosion conditions. A tendon therefore is seen as a corrosion unit, 
within that all the prestressing steels are in similar condition. For the calculation this means 
that each tendon in each cross section can either be “ok” or “broken”. Since tendon failures 
are considered only in the investigated cross sections, there are n times s places for possi-
ble tendon failures. The maximum number of tendon failures is imax = n · s (Fig. 2). 
 
Fig. 2: Schematic drawing of a part of a bridge with s tendons and n cross sections for 
investigation 
According to the findings in chapter 2 it is assumed for the model that the probability of 
failure is equally distributed along the tendons. Assuming a number of i tendon failures 
(with 0 < i < imax), the number of possibilities to distribute these over the imax possible 
places can be calculated with the methods of combinatorics. It is equal to the number of 
different subsets with i elements in arbitrary order, which can be taken out of imax elements. 
The subsets are called combinations of ith order without repetitions. The number of subsets 
calculates according to equation (4). 
{ }













=   (4) 
with Ni(i) = number of possible combinations  
    with i tendon failures 
imax = n · s = maximum number of tendon failures 
i = number of tendon failures 
n = number of investigated cross sections 
s = number of tendons 
 
In order to find out the probability that failure might occur without prior notice, all combi-
nations have to be evaluated regarding their quality. For cross sections with crack-before-
failure behaviour the quality can be either “cracked” or “uncracked”, whereas for the sec-
tions without crack-before-failure behaviour the quality is either “sufficient remaining 
safety” or “not sufficient remaining safety”. Tab. 1 gives an overview over the different 
cases. 





part x of the structure 
2 3 4 ... n 
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Tab. 1: Overview over the four different cases and over the associated numbers of combi-
nations 
Cross sections with crack-before-failure behaviour:  
cracked uncracked 
sufficient remain-
ing safety case 1:  N1(i) case 2:  N2(i) Cross sections  without crack-before-
failure behaviour: remaining safety 
not sufficient case 3:  N3(i) case 4:  N4(i) 
overall number of all combinations: Ni(i) = N1(i) + N2(i) + N3(i) + N4(i) 
Note: At high numbers of tendon failures it can occur that in cross sections with crack-before-
failure behaviour the number of remaining tendons falls below the number of tendons required for 
a sufficient remaining safety. Since this means failure of the structure after prior notification, 
those combinations are allocated to case 3. 
 
Case 1 comprises those combinations, where in each cross section a sufficient remaining 
safety can be proven and in one or more cross sections with crack-before-failure behaviour 
the failures become evident by crack formation. Therefore this case describes the desired 
crack-before-failure behaviour. 
In case 2 there are no cracked cross sections and no cross sections without sufficient re-
maining safety. For an undamaged bridge with undamaged tendons and without cracks the 
probability for this case is P = 1.0. 
Case 3 comprises all combinations, where sufficient remaining safety cannot be proven in 
at least one cross section and at least one section with crack-before-failure behaviour is 
cracked. This applies for all combinations with failure after prior notification and is only of 
theoretical interest. 
Case 4 comprises all combinations, where in at least one cross section without crack-
before-failure behaviour the number of remaining tendons is too small to prove a sufficient 
remaining safety and none of the cross sections with crack-before-failure behaviour is 
cracked. This characterizes the failure without prior notice. 
The sum of all combinations in the four cases is Ni(i). Stochastically Ni(i) is an event space 
for each number i of tendon failures, wherein each combination of ith order is an elemen-
tary event. By allocation of the combinations to the four cases, four disjoint subsets of 
combinations emerge. The relation of the number of combinations within each subset to 
the overall number of combinations Ni(i) therefore is equal to the probability of occurrence 

























with Pj(i) = probability of occurrence of case j 
Nj(i) = number of combinations in case j 
j = case number (1 ≤ j ≤ 4) 
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It must be noted that the probabilities according to equation (5) are probabilities under the 
condition, that the probability of SC leading to tendon failures is equal to 1.0. Since this is 
not sure, this method strictly speaking gives an assessment of the probability that failure 
might occur without prior notice rather than the exact probability of this. However, for the 
evaluation this is on the safe side. 
Until now no analytical solution exists for the determination of the number of combina-
tions in the four cases. For determination therefore all possible combinations have to be 
investigated and allocated to one of the four cases. 
4.3 Examples with parameter studies 
For checking the approach introduced so far an imaginary example is investigated. The 
example is not representative for real cases but entirely for testing the influences of the 
number of required tendons in the cross sections with crack-before-failure behaviour and 
the number of remaining tendons in the cross sections without crack-before-failure behav-
iour. 
Fig. 3 shows the situation for a part of a bridge with s = 10 tendons and n = 5 investigated 
cross sections. It is evident that cross section 3 has no crack-before-failure behaviour, be-
cause the number of tendons required for a sufficient remaining safety is higher than the 
remaining number of tendons at the moment of crack formation. 
In Fig. 4 the calculated probabilities of occurrence for the cases 1 to 4 are shown. As ex-
pected, for small numbers of tendon failures the probability of case 2 (no crack, remaining 
safety is ok) is 1.0. With at least five tendon failures a crack formation is possible in the 
cross sections 1, 2, 4 and 5, therefore the curve of case 1 (crack formation, remaining 
safety is ok) starts at a number of five tendon failures. The curve for case 4 begins at six 
tendon failures, since in cross section 3 with six or more failures the remaining safety can-
not be proved. The probability that failure might occur without prior notice reaches a 
maximal value of P4(i) = 0.048 at i = 18 tendon failures. 
In order to check the influence of the remaining and the required numbers of tendons a 
variation of these parameters has been conducted. The investigated variations are given in 
Tab. 2 and the results are displayed in Fig. 5. It becomes evident that for small numbers of 
remaining tendons in the cross sections with crack-before-failure behaviour and a high 
number of required tendons in the cross section without crack-before-failure behaviour the 
maximal probability that failure might occur without prior notice is about P4 = 1.0. This 
seems logical, because in the cross section without crack-before-failure behaviour a critical 
state is reached after three failures, whereas in the cross section with crack-before-failure 
behaviour eight failures are required in order to get a crack formation. On the other hand, if 
in the cross section without crack-before-failure behaviour two tendons are required for the 
remaining safety and crack formation starts with eight remaining tendons in the cross sec-
tions with crack-before-failure behaviour, the maximal probability that failure might occur 
without prior notice becomes very small (P4 = 3.34 10-7). 
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Fig. 4: Probabilities of the cases 1 - 4 for the example given in Fig. 3 
Further evaluations have been done with different numbers of cross sections. It can be con-
cluded that with increasing number of cross sections the calculated probability that failure 
might occur without prior notice stays roughly the same, if the relation of the number of 
cross sections with and without crack-before-failure behaviour as well as the required and 
remaining numbers of tendons are kept constant. 
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Tab. 2: Parameter variations conducted in the system given in Fig. 3 
Remaining number of 
tendons cr at the mo-
ment of crack forma-
tion in the cross 
sections 1, 2, 4 and 5 
Required number of 
tendons br to prove a 
sufficient remaining 
safety in  
cross section 3 
curve Remark 
2 2 2-2 red curve with white quads 
2 5 2-5 red curve with red quads 
2 8 2-8 red curve with crosses 
5 2 5-2 green curve with white triangles 
5 5 5-5 green curve with green triangles 
5 8 5-8 green curve with crosses 
8 2 8-2 blue curve with white diamantes 
8 5 8-5 blue curve with blue diamantes 

























































In 4 cross sections there 
are cr = 2 tendons
remaining at the moment 
of crackformation.
In one cross section 
without notification 
behaviour br tendons are 
required for proving a 
sufficient residual safety
 
Fig. 5: Probability P4(i) that failure might occur without prior notice in different scenar-
ios: 
red curves: In 4 cross sections 2 tendons remain at the moment of crack forma-
tion, in one cross section 2, 5 or 8 tendons are required 
green curves: In 4 cross sections 5 tendons remain at the moment of crack forma-
tion, in one cross section 2, 5 or 8 tendons are required 
blue curves: In 4 cross sections 8 tendons remain at the moment of crack forma-
tion, in one cross section 2, 5 or 8 tendons are required 
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4.4 Consideration of the continuous increase of the number of tendon 
failures 
In the stochastic model the probabilities of occurrence of four different cases are deter-
mined. The set of possible combinations is an independent event space for each number of 
tendon failures. Therefore the probability that failure might occur without prior notice is 
determined for each number of tendon failures independently. 
In reality however, the number of tendon failures increases monotonically. At a given 
number of tendon failures there is a possibility that a notification or even a failure has al-
ready occurred at a lower number of tendon failures. In this case the following tendon fail-
ures are not relevant any more, since either further arrangements in order to secure the 
bridge have been initiated or the structure failed. When calculating the probability that 
failure might occur without prior notice, therefore the probability has to be considered, that 
the cases 1, 3 or 4 (notification and/or failure) have not occurred before. Since the sum of 
the probabilities of the cases 1 to 4 is 1.0, the probability of not having crack formation or 
structural failure at a given number of tendon failures can be calculated for every number i 
of tendon failures according to equation (6). 
P2(i) = 1 - P1(i) - P3(i) - P4(i)  (6) 
For a given number of tendon failures i therefore the probability of not already having had 










xP   (7) 
With this the actual conditional probability that failure might occur without prior notice at 
a given number of tendon failures P4,con(i) is gained by multiplying the independent prob-
ability that failure might occur without prior notice P4(i) with the probability P2(i) (equa-
tion (8)). 








xP   (8) 
Fig. 6 shows the curves for the cases 2 and 4 according to Fig. 4, the curve of the probabil-
ity P2,i(i) as product of the probabilities P2(i) at smaller numbers of tendon failures and the 
conditional probability that failure might occur without prior notice (case 4,con). It can be 
concluded that with consideration of the smaller numbers of tendon failures much lower 
probabilities of failure without prior notice are calculated. 
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Fig. 6: Influence of consideration of prior smaller number of tendon failures 
4.5 Application in practice 
The concept for assessing the probability that failure might occur without prior notice has 
already been used in the investigation of a prestressed bridge made with SC sensitive 
prestressing steel. The result of the investigation according to [9] is shown in Fig. 7. Near 
the zero points of bending moment the number of tendons necessary for the remaining 
safety is bigger than the remaining number at the moment of crack formation. 
For a part of the prestressing steel information about the batches has been available. It was 
found that prestressing steel from many different batches has been used and that the aver-
age mass of each batch was about 2000 kg. Since the sensitivity of the prestressing steel 
varies very much between the different batches, it seemed not feasible to take material 
samples of the prestressing steel. Therefore it was chosen to use the stochastic method to 
judge the structure. The maximal conditioned probability that failure might occur without 
prior notice was found to be P4,con = 7.47 10-6. Hence the level of reliability of the investi-
gated structure under consideration of tendon failures is similar to the required level of 
reliability in a regular ultimate limit state. 
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Fig. 7: Remaining and requited number of tendons in the investigated structure 
5 Conclusions 
In Germany for a number of bridges built in the 1960 and 1970 some special types of 
prestressing steel were used, which later were found to be sensitive to stress corrosion 
cracking (SC). To understand the characteristics and the effect of SC, the phenomenon of 
SC has been described on the basis of a literature review. It was found that under some 
conditions SC can lead to delayed and brittle failures of prestressing steel, if the prestress-
ing steel is sensitive to SC. It is not possible to determine the remaining lifetime of 
prestressing steels subjected to SC. Also the spot of failure cannot be predicted. Tendon 
failures do not need to occur in the regions with maximal stresses. 
In order to judge bridges with sensitive prestressing steels concerning their safety, the 
German ministry of transport published recommendations for investigation of bridges with 
sensitive prestressing steels [9]. The basic idea of the investigation is to consider a gradual 
failure of tendons and to check, whether or not the girder would we able to bear the rare 
load after tendon failures lead to formation of cracks. In many cases it is found that in areas 
with low strains (like zero points of bending moment) many tendons need to fail before the 
first crack occurs, but that the remaining tendons are not able to take the rare loads with a 
remaining safety of 1.0. 
In order to asses the probability that failure might occur without prior notice in these cases, 
a stochastic approach was developed at the department of Concrete Structures of Tech-
nische Universität München. In the present paper the approach is shown and explained. 
Parameter studies show that the model is able to display the influence of different numbers 
of remaining and required tendons. Finally an example of an application in practice is 
given. 
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Abstract: The design of monitoring systems and their associated sensors is a 
complex process. This process needs knowledge on (a) the mechanical and ma-
terial characteristics of the structure, and (b) the properties of individual sen-
sors and their interaction within the monitoring system. In order to capture both 
aleatory and epistemic uncertainties associated with structural performance and 
its monitoring, probabilistic methods are necessary. These methods are neces-
sary for (a) the realistic reliability assessment of structures, (b) the optimization 
of monitoring system with respect to the information quality, (c) the optimiza-
tion of monitoring system with respect to the necessary number of sensors, (d) 
the prediction of structural performance based on monitoring, and (e) the selec-
tion of proper monitoring strategies. The objective of this paper is to discuss 
statistical and probabilistic aspects associated with the determination of re-
quired number of sensors, the role of topological autocorrelation associated 
with the location of sensors, and the definition of robustness of monitoring sys-
tems. 
1 Introduction  
In recent years, monitoring systems (MS) associated with structural inspection are becom-
ing increasingly popular. The objectives associated with the structural reliability assess-
ment can be manifold such as (a) to assure a reliability level above a prescribed threshold 
during the lifetime of a structure, (b) to determine the optimum time of interventions, and 
(c) to determine the duration of monitoring periods. MS can be considered as systems 
which must interact with the structural system to be monitored. Statistical based methods, 
like (a) acceptance sampling, and (b) topological autocorrelation strategies can provide 
decision elements for the optimization of the interaction between the MS and the structural 
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system. In this paper, basic probabilistic concepts able to take into account various types of 
uncertainty are discussed, acceptance sampling based concepts and their applicability to 
MS are reviewed, autocorrelation related issues associated with the positioning of sensors 
are discussed, and monitoring robustness related indicators for the overall evaluation of 
MS are proposed.  
2 Number of sensors 
2.1 Probability aspects 
In general, the assessment of structures using MS originates from different sources such as 
(a) the request for preventive monitoring, and (b) the detailed investigation of damages or 
abnormalities detected by regularly performed inspection routines. The MS and their asso-
ciated number of sensors are topics of high interest. A straight forward approach can be 
based on the probability theory combined with engineering knowledge. 
Suppose that X is a discrete random variable, whose values represent the number of good 
(i.e., undamaged) structural elements after some time in service. The events associated 
with X can be mapped according to [1], into discrete values in the sample space S, see Fig. 
1. The probability P(X = x) that a number of x elements, with nx ≤≤0 , will remain intact 
after a certain time, can be computed as follows: 








⎛== 1   (1) 
with n number of considered elements, 
p probability that an element remain intact  
            after a certain time 
 
where Eq. (1) expresses the binominal distribution as presented in Ang and Tang [1].The 
approach can be used to provide information about intact elements of engineering struc-
tures, like truss systems after a certain service time. Nevertheless, there is the requirement 
to assure the statistically independency of  considered n elements and to determine the 
probability p. Table 1 shows the probability mass function (PMF) and the cumulative dis-
tribution function CDF of P(X = x)  for n = 3, 4 and 5 and the probability p = 0.8.  
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Fig. 1: Sample space S of random variable X representing the number  
of elements detected in good condition 
Tab. 1:  Probabilities P(X = x) that a number of x elements, with nx ≤≤0 , will remain 
intact after a certain time for n = 3, n = 4, and n = 5 
Probability Mass Function PMF of X  CDF of X 
  n = 3 n = 4 n = 5    n = 3 n = 4 n = 5 
P(X = 0) 0.008 0.002 0.000  P(X ≤ 0) 0.008 0.002 0.000 
P(X = 1) 0.096 0.026 0.006  P(X ≤ 1) 0.104 0.027 0.007 
P(X = 2) 0.384 0.154 0.051  P(X ≤ 2) 0.488 0.181 0.058 
P(X = 3) 0.512 0.410 0.205  P(X ≤ 3) 1.000 0.590 0.263 
P(X = 4)  0.410 0.410  P(X ≤ 4)  1.000 0.672 
P(X = 5)     0.328  P(X ≤ 5)    1.000 
 
Nevertheless, as previously mentioned, the probability p, a basic element in Eq.(1), has to 
be determined in advance. MS can assist in the estimation of p. In order to determine, the 
necessary number of sensors for such a MS the possible number of combinations of the 
considered elements (e.g., structural elements) within the subgroups of the sampling space, 
as shown in Fig. 1., has to be known.  
This number of possible combinations can be computed according to [1] by the binominal 
















⎛   (2) 
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with nS number of all elements within the soubgroups (SG) 
            of considered sample space 
nB number of elements in bad condition within SG 
nK number of possible combinations within SG 
 
Lets consider a n = 4 element structure with p = 0.8. The probability P(X = x) that only x = 
one element will remain intact after a certain time is associated with the second SG of Fig. 
1. and will be according to Eq. (1) and Table 1, equal 0.026. The number of combinations 
between elements in bad and good condition of this considered SG yields according to 
Eq.(2) to nK = 4.  
2.2 Autocorrelation based aspects 
In general, the main purposes of autocorrelation functions are according to [2] and [3] (a) 
the detection of non-randomness in data, and (b) the identification of an appropriate time 
series if the data are not random. The autocorrelation coefficient rk associated with the lag 
k is defined for given measurements, Y1, Y2,..., YN at time X1, X2,..., XN as follows: 



















1    (3) 
This formulation is based on the assumption that the observations in time (variables X) are 
equi-spaced. Autocorrelation can be interpreted as a correlation coefficient. However in-
stead of correlation between two different variables, the correlation can be between two 
values of the same variable at times Xi and Xi+k. In general for detecting the non-
randomness of data the first (lag 1) autocorrelation is of interest, in order to derive time 
series model the autocorrelations are usually plotted for several lags [1].  
Autocorrelation functions can be used for the geometrical positioning of sensors of MS on 
structures. These functions provide the possibility of aggregating small regions of a struc-
ture to a domain Ω larger than the sensor influence zones by using for instance mechanical 
and environment characteristics of the structure. These characteristics allow the gathering 
as long as the autocorrelation is given on a high level e.g., rl > 0.9, where the lag l indicates 
the distance between the observed points (e.g., lag 1 is associated with numbers 1, 2, 3, 
4,…and lag 2 is associated with numbers 1, 3, 5, 7,..).  
The vectors Xi and Xi+k incorporate for instance the stress, strain, stiffness and environ-
mental conditions, e.g., due to mechanical properties, loading properties and environmental 
properties, at point i and i+k, respectively. For example, Figs. 2(a) and 3(a) show the mo-
ment, shear force, and the environmental stressor distribution for a uniform loaded, simple 
supported beam ( q = 20 kN/m and l = 4.00 m).  
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Fig. 2: Mechanical characteristics: (a) Moment (M) and Shear-Force (V) distribution, (b) 
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Fig. 3: Mechanical and environmental characteristics: (a) Inertia Moment (I) and Environ-
mental stressor (E) distribution, (b) Autocorrelation rk for I and E; k = 1, 2, 3, 4 
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2.3 Quality assurance and acceptance 
2.3.1 Basic Aspects 
An alternative approach concerning the necessary number of sensors using acceptance cri-
teria has been proposed by FRANGOPOL et al. [4],[5]. Methods of quality assurance and 
acceptance sampling, such as acceptance sampling by attributes and acceptance sampling 
by variables are useful to provide the required number of sensors n, necessary for reliable 
statements with respect to the condition of physical quantities. Acceptance sampling by 
attributes, for example, allows the assessment of an entire lot of structural elements N by 
indicating a bad performance for defined r violations out of n sensors [5].  
2.3.2 Acceptance by attributes 
As indicated in ANG & TANG [1], if more than r violations are found from a sample of size 
n, where n is the number of sensors (considering one sensor for each structural element), 
the entire lot of structural elements N will be rejected (where r ≤ n ≤ N) (see Fig.4).  
(a1)
1 2 3 4 5 6 7 8 9 10 11 1213 14 15 16 1718 19 20
(b1)
1 2 3 4 5 7 8 9 11 1213 14 15 16 1718 19 20
Sample space (N=20) with five sensors (n=5)
Sample space (N=20) with five sensors (n=5) from 
which two (r=2) indicate threshold violation
1 2 3 4 5 6 7 8 9 10 11 1213 14 15 16 1718 19 20
(b2)
1 2 4 5 6 7 9 10 11 12 14 15 16 1718 19 20
Sample space (N=20) with eight sensors (n=8)
Sample space (N=20) with eight sensors (n=8) from 
which three (r=3) indicate threshold violation
(a2)
The number of elements to be assessed (lot size), N, the number of installed sensors, n, 
and the number of sensors indicating threshold violation, r
6 10 3 8 13
Fig. 4: Venn diagram with (a1) N = 20, n = 5, (a2) N = 20, n = 8, (b1) N = 20, n = 5, r = 2, 
and (b2) N = 20, n = 8, r = 3, taken from [6] 
 
If f = R / N is the actual fraction of violations for the total number of elements, where R is 
the actual number of violations, the probability of accepting the lot of size N is given by 
the hyper-geometric distribution [1]:  



































   (4) 
where h = 1 – f. This formulation is valid by assuming that the performance of each moni-
tored element is recorded by only one sensor. 
As indicated in [1], [5] and [6] the ascertainment of required number of sensors n can also 
be based on the non-threshold violation requirement r = 0 out of n sensor measurements. In 
addition HALD [7] proposed, if n is small relative to N, the probability of accepting a lot N 















!)(    (5) 
If hf −= 1 , Eq. (5) can be expressed as: 
nh)h(P =−1    (6) 
The probability of acceptance can be limited according to ANG & TANG [1] by 1-C as fol-
lows,  
nhC =−1    (7) 
with C = the accepted confidence level and in consequent a restatement yields to  
( ) )hln(nCln ⋅=−1    (8) 
Hence for a given confidence level C = 1- hn, with fh −= 1 , the necessary number of sen-




1 −=    (9) 
The following in [5] presented example gives an insight in this proposed strategy. Suppose 
that a MS is used for the assessment of thirty nominal identical structural elements. Each 
monitored element is recorded by only one sensor. Considering N = 200, r = 0, f = 0.10, 
and P( f ) = 0.05, the required number of sensors according to Eq. (9) is n =35. On the 
other hand Eq. (5) can be used to develop diagrams as shown in Fig. 5.  
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Fig. 5: Probability of accepting a lot N = 200 vs. the actual fraction of threshold violations  
It allows the determination of the necessary number of sensors n by a predefined accept-
able fraction f of threshold violation in lot and an allowed maximum number of sensors 
indicating threshold violation r. For instance for a probability P(f) = 0.40 of accepting a lot 
with a fraction f =  0.20, indicated by r = 3 threshold violating sensors, there is the need for 
n ≥ 19 monitoring sensors. More details regarding this concept are given in [5]. 
3 Robustness of monitoring systems 
3.1 General 
Robustness of sensor information is another topic of interest for the design or layout of 
MS. Quantifying the overall effects of robustness of the information of a MS requires the 
assessment of both its deterministic and probabilistic parts. Two robustness indices are 
proposed. The first is the robustness-information index ri. This is a deterministic measure 
that captures the ability of a MS to recover information from failed sensors using operating 
sensors. This parameter is a function of system indeterminacy, sensor net configuration, 
and the average measurement range of sensors. 
The second index is the robustness variation index rv, which is probabilistic in nature. This 
index quantifies the effects of sensor information “measurement range” associated with the 
scattering of the monitored physical quantity (e.g. describable in a probabilistic manner) on 
the MS. This index is a function of system indeterminacy, the uncertain nature of the ro-
bustness, and measurement range of the sensors. 
The previously mentioned robustness indices associated with a specific MS under particu-
lar measure conditions can be obtained by (a) performing nonlinear analysis of the struc-
tural system or (b) by engineering knowledge of structural behavior under considered load 
conditions. Due to the lack of space, owing to space limitations, only the deterministic ro-
bustness information index is addressed herein. 
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3.2 Robustness information index ri  





Ir =    (10)
where Iu = ultimate or maximum capacity of the MS. The maximum capacity Iu of a MS is 
closely related to the mechanical formulations (MF) covering structural components or 
whole structures. These formulations, offers the possibility to describe or monitor with a 
small number of sensors the whole structural components or structural systems. For exam-
ple, the elastic tensioned steel concrete bar under loading, as shown in Figure 6, can be 
monitored with respect to changes in loading or other conditions with a MS consisting of 
two sensors, R1 and R2.   





















Fig. 6: Robustness-information ri = 20 according to Eq.(14) for a MS consisting of s = 2 
sensors 
In order to do this, MF can be used to provide information about Si-k (with Si-k = influence 
zone, i = indicates the sensor, and k = indicates the influence zone). The size of the influ-
ence zones Si-k depends on the characteristics of the used sensor, the structural components 








   (11)
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with s number of sensors of the MS 
ki number of Ri associated influence zones and, 
fSi number of influence zones that cannot be assessed 
            by sensors 
 
The maximum capacity Iu (with fSi = 0) for the MS applied to the linear elastic steel-
concrete bar as shown in Figure 6 is: 
( ) ( ) ( ) ( ) 4002010201222111 =−⋅+−⋅=−⋅+−⋅= SSu fkRfkRI    (12)
and the minimum capacity of  Inr (with fSi = ki - Ri) is: 
( ) ( ) 21920119201 =−⋅+−⋅=nrI    (13)





















Fig. 7: Robustness-information ri = 3.5 according to Eq.(16) of a MS consisting of s = 2 
sensors 
In addition, the robustness information index ri, as shown in Fig.6, can be computed ac-
cording to Eq.(10) as: 
20
2
40 ==ir    (14)
The increase in the applied load as portrayed graphically in Fig.7. will yield to a change in 
the strain/stress distribution and to a crack propagation as qualitative shown in Fig.7. 
Therefore, the two sensors are not capable anymore to provide information about all Si-k. 
The proposed monitoring set up consisting of two sensors yields for the cracked bar a 
maximum capacity Iu as follows: 
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( ) ( ) ( ) ( ) 71620117201222111 =−⋅+−⋅=−⋅+−⋅= SSu fkRfkRI    (15)
and finally with the minimum capacity according to Eq. (13) of  Inr = 2 to the robustness 
information index ri of: 
53
2
7 .ri ==    (16)
Finally, it can be concluded that the robustness-information factor ri depends on (a) the 
structural properties such as ductility and the structural geometric conditions, (b) the load-
ing conditions on the structure and (c) the layout of the MS. Concerning the layout of the 
MS, a high ratio ri demonstrates the confidence in the ability of mechanical formulations 
capturing the structural behavior and in confidence of the non occurrence of singularity 
events during degrading processes. 
Therefore, a high index is combined with a larger region monitored by one sensor than a 
small index (e.g., associated with a brittle behavior, not capture able by FM) that indicates 
a necessary monitored region equal to the previous mentioned sensor influence zones S i-k. 
4 Conclusions 
Today the main focus of attention is on structural monitoring under uncertainty. Emphasis 
is placed on the design of monitoring systems to produce reliable information on structural 
performance and on optimization of these systems. Probabilistic approaches have to be 
used for this purpose. For the examples presented, the uncertainties on structural monitor-
ing can be decreased. In this manner, overall monitoring cost can be predicted with more 
accuracy and decisions on monitoring structural performance can be made on a more ra-
tional basis. 
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Modeling inspections of pipelines and process equipment 
Daniel Straub 
Department of Civil and Environmental Engineering, University of California, Berkeley & 
Matrisk GmbH, Zurich 
Abstract: Process systems and pipelines are subjected to a variety of deteriora-
tion mechanisms and inspections are required to ensure the safe operation of 
these systems. To quantify the effect of the inspection outcomes on the risk as-
sociated with deterioration failures, models of inspection quality that enable 
Bayesian updating of the probabilistic deterioration models are needed. This 
paper introduces such a model, which in contrast to existing models is fully 
quantitative and can account for the fact that the defects identified during an 
inspection are not necessarily the most critical ones. The model is applied to 
determine the effect of inspection results on a pipe subject to CO2 corrosion.   
1 Introduction 
Deterioration of process systems and pipelines is a major concern and has caused a large 
number of accidents and emergency shutdowns worldwide with significant associated so-
cietal and economical cost. As an example, the emergency shut-down of a pipeline in 
Alaska in 2006 due to corrosion damages lead to the temporary production stop in the 
Prudhoe Bay oil field, notably the largest oil field in the U.S. [1]. Operators are trying to 
prevent such events, and inspections have been recognized as an important part in the asset 
integrity management strategy. Inspections reduce the uncertainty on the extent of deterio-
ration and, therefore, facilitate the efficient planning and execution of repairs and replace-
ments of system components.  
Inspections are not perfect and models of inspection quality, which allow quantifying the 
effect of an inspection result on the deterioration reliability, are required. Prior to an in-
spection, such models serve to determine the effectiveness of the inspection and enable the 
optimization of the inspection strategy. Such an approach is incorporated in the Risk-Based 
Inspection (RBI) strategy that has become the standard in the oil and gas industry, follow-
ing the API 580 procedure [2]. The models of inspection quality presented in the API doc-
ument are semi-quantitative and merely categorize the effectiveness of the inspection in 
five different categories. They do not enable a physical interpretation of the inspection re-
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sults, and do not allow for Bayesian updating of the deterioration model with the inspec-
tion results. For this reason, the API models allow ranking the inspections according to 
their effectiveness in detecting certain types of damages, but they are not suitable for a 
fully quantitative optimization of inspections according to the expected cost criterion or the 
expected utility criterion. Furthermore, the API models cannot quantify the effect of in-
spection results on the deterioration risk.  
Besides the API approach, a number of researchers have attempted to use fully quantitative 
models of inspection quality in the context of optimizing inspections on pipelines, e.g. [3-
5]. These models have their shortcomings as well. In [3,4] it is assumed that an inspection 
will always identify the largest defect in the element, which is clearly unrealistic and leads 
to a strong overestimation of the reliability after the inspection. In reality, deterioration 
defects are distributed in space, as exemplified by the example in Figure 1, and it cannot be 
ensured with certainty that all defects are identified during the inspection. In Hong [5], the 
probability of not detecting the largest defect is included and the model enables to update 
the probability of failure with a given inspection and maintenance strategy through Monte 
Carlo simulation (MCS). However, the model does not appear capable for updating the 
reliability of the system with a given inspection result and it requires a model of the full 
joint distribution of all defects in the element, which is not generally available in practice, 
although theoretical models exist. Finally, it is unclear how the model can be evaluated 
with computational methods other than MCS.  
 
Figure 1:  Example of localized corrosion in piping, from [6]. 
In this paper, a fully quantitative model of inspection quality for pipelines and process 
equipments is presented, which includes the probability of missing some of the defects, but 
which is independent of the modeling of defects in the system. The model facilitates Baye-
sian updating of the deterioration model based on particular inspection results, by means of 
structural reliability methods or simulation, and it can serve for risk-based planning of in-
spections. The model was first proposed in a more general form by the author in [7]. It is 
here presented for the specific case of inspections in process systems and pipelines and is 
applied to an example considering pipes subject to CO2 corrosion.   
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2 Modeling the system condition 
When dealing with deterioration and other damaging processes that lead to localized de-
fects, it is typically the largest defect within a structural element that is of interest. Conse-
quently, we model the defects by S, the size of the largest defect in an element with area A. 
In this paper, we consider S to be defect depth, but the proposed models are not restricted 
to this definition and S could also be defect length or a combination of depth and length (in 
which case S would be vector-valued). Since S is uncertain, it is represented by ( )Sf s , its 
probability density function (PDF). The model neglects all defects smaller than S that are 
present in A at the time of inspection. Even if these defects are not important for the reli-
ability of the structure, they still influence the inspection model, as we will see later.  
The definition of the elements to be used in the modeling of deterioration and inspection 
will not generally follow the definitions commonly used by designers and operators. In-
stead, elements should be defined such that (a) the conditions leading to defects within an 
element are homogenous, e.g. the bottom of a pipe section will typically be a different 
element than the upper part, and (b) inspections will cover the entire area of an element. 
Therefore, most structural element must be modeled by a number of smaller elements. 
Such discretization is a common practice in the modeling of spatially distributed deteriora-
tion [8]. 
3 Inspection modeling 
3.1 Bayesian updating 
The effect of any inspection result Z on the uncertainty in the maximum deterioration size 
S is quantified by means of Bayes’ rule as [9] 
( ) ( ) ( )|S Sf s Z L s f s∝   (1) 
wherein ( )Sf s  is the PDF of S  before the inspection (the a-priori model) and ( | )Sf s Z  is 
the posterior PDF of S  given the inspection outcome Z . ( )L s  is known as the likelihood 
function, and is proportional to the probability of obtaining the inspection outcome event 
Z  given that the largest defect in the element is s : 
( ) ( )Pr |L s Z s∝   (2) 
In Equation (1), the effect of the inspection on the uncertainty in the deterioration size S is 
fully described by the likelihood function, since the proportionality constant in (1) is de-
termined by the condition that ( | ) 1Sf s Z d
∞
−∞ θ =∫ . Therefore, the likelihood function ( )L s  
is the generic model for inspection quality. In the following, we will derive this function 
for the considered class of inspections. 
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3.2 Quantitative model of inspection quality 
Inspection results can be categorized in the three types: (a) no detection of a defect, (b) 
defect detection but no size measurement, (c) detection and measurement of one or more 
defects. Here, we will focus on type (c), which is the most relevant for process systems and 
pipelines. Models for the other types can be found in [7].  
In modeling the inspection outcome, it has to be accounted for the possibility that the 
measured defect is not the largest defect in the element. To formalize this, we introduce the 
following events: 
D : Detection of at least one defect in the inspected area A; 
SD : Detection of the largest defect in the inspected area A; it is SD D⊆ ; 
{ }m mS s= : The largest identified defect is measured as ms . 
The likelihood function ( )L s  can be written as 










  (3) 
and the problem reduces to determining the conditional PDF of the measured maximum 
defect size mS  given that the maximum defect has size S s= . By application of the total 
probability theorem, we can write 
( ) ( ) ( ) ( ) ( ), Pr | , Pr |m m mS m S m S S S m S Sf s s f s s D D s f s s D D s= +  (4) 
The first additive part in (4) corresponds to the event of identification and measurement of 
the largest defect in the element, the second to the event of missing the largest defect at the 
inspection. To describe the likelihood function for the inspecting outcome event Z, and 
thus the inspection quality, we hereafter derive the constituents of Equation (4). 
3.2.1 Probability of detecting the largest defect 
Probability of detection (PoD) models have been used since the 1970s to characterize the 
ability of inspections to identify defects [9], mostly for fatigue induced defects. For inspec-
tions on pipes subject to localized corrosion, such PoD models have been developed for a 
number of inspection techniques during the CRIS JIP [6]. Thereby, the true sizes of defects 
in test specimens were compared with the results of a number of inspections carried out on 
the test specimens and the parameters of the PoD function were then calculated by regres-
sion analysis. Figure 2 shows an example of such a PoD function.  
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It appears reasonable to assume that the probability of detecting the largest defect in the 
element depends on the size of that largest defect alone and is independent of the remain-
ing defects in the element. Then, we have that  
( ) ( )Pr |SD s PoD s=  (5) 
















0 4 6 8 10




Figure 2:  Example of a Probability of Detection (PoD) model [6]. 
3.2.2 Measuring the largest defect 
Measurement accuracy models describe the error in the measurement Xm of the size X of a 
known defect. Such models, which are commonly used for any type of measurement, have 
the generic form ( | )
mX m
f x x , i.e. they give the conditional PDF of Xm given that the true 
defect size is x. As an example, an additive model for the measurement accuracy is  
( ) ( )|
mX m m
f x x f x xε= −  (7) 
wherein ( )fε ⋅  is the PDF of the additive measurement error. This model will be used in 
the remainder of the paper, but replacing it with another model, e.g. a multiplicative model, 
is straightforward. 
If we neglect the possibility that the measurement of a defect smaller than S results in a 
measured defect size larger than the measurement of S, then we have that 
( ) ( ),
mS m S m
f s s D f s sε= −  (8) 
3.2.3 Measuring defects other than the largest  
The defect model only contains information about S, the size of the largest defect in the 
element, yet in principle knowledge on the joint distribution of all defect sizes in the ele-
ment is required to calculate ( | , )
mS m S
f s s D : If the largest defect is not found, then the 
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maximum defect measurement will depend on the sizes of the remaining defects in the 
element. Therefore, an assumption on the joint distribution of all elements is made, follow-
ing Straub [7]. Let DS  denote the size of the largest identified defect; it is DS S≤ . If it is 
assumed that the sizes of the defects are statistically independent, then, as the number of 
defects in the element goes to infinity, the distribution of DS  given SD  asymptotically 
becomes the distribution of S, truncated at s. Therefore, with given measurement error ε , 
we obtain 







f s s s
F sf s s D




Integrating over ε  yields the desired expression 





S m S S m
S





= + ε ε ε∫  (10)
3.2.4 Resulting inspection model 
By inserting the formulations derived above into Equations (3) and (4), the resulting in-
spection quality model is obtained: 











= − + + ε ε ε∫  (11)
The function is illustrated in Fig. 3 for two values of ms , defect distribution 
1( ) 1 exp( 0.5mm )SF s s
−= − − ⋅ , Normal distributed ε  with zero mean and 1mmεσ = , and 
the PoD model illustrated in Figure 2 (with s  in mm, from CRIS [6]): 
( ) ( )( )
exp 1.07 2.57 ln




− +⎡ ⎤⎣ ⎦=
+ − +⎡ ⎤⎣ ⎦
 (12)
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Fig. 3: Example likelihood function for the case of detecting a defect with measured size sm. 
Figure 3 also includes the traditional likelihood functions for no-detection and for measur-
ing the largest defect. It is observed that the proposed likelihood function is approximately 
proportional to the traditional models: For values of s  in the vicinity of ms , ( )L s  is close 
to ( )mf s sε − , whereas for values of s  significantly larger than ms , ( )L s  is proportional to 
1 ( )PoD s− . It is observed that the relative likelihood of values 15 mms >  is lower for 
10 mmms =  than for 3 mmms = . This is because in the latter case there is a higher proba-
bility of having missed the largest defect.  
3.2.5 Validation 
The model in Equation (11) is based on assumptions on the sizes of all defects in the ele-
ment that are smaller than the maximum defect. These assumptions are necessary since it is 
assumed that the deterioration model does not predict the full joint distribution of defect 
sizes. By assuming knowledge on the full distribution, the validity of the assumptions 
made can be checked. Such a validation is presented in STRAUB [7], showing that the pro-
posed model is highly accurate, except for the case where defect sizes within the element 
are strongly correlated. In that case, the model is conservative when the largest measure-
ment, ms , is small and non-conservative when ms  is large. However, as will be shown in 
the following application, this non-conservatism is not critical in reliability updating of 
process systems and pipelines subject to deterioration defects.  
3.3 Limit state function for inspection results 
To compute the reliability of systems subject to deterioration, structural reliability methods 
(SRM) are commonly applied, due to their computational efficiency and accurateness. To 
calculate the updated reliability after an inspection using SRM, it is required to express the 
inspection outcome in the form of a limit state function [10]. Let Zg  denote the limit state 
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function for the inspection outcome, such that Pr( ) Pr( 0)ZZ g∝ ≤ . It can be shown [7] that 
if the inspection outcome Z is expressed by the likelihood function ( ) Pr( | )L s Z s∝ , a limit 
state function for Z is 
( )1Zg u L s−= −Φ α⎡ ⎤⎣ ⎦  (13) 
where u  is the realization of a standard Normal random variable, 1−Φ  is the inverse stan-
dard Normal CDF and α  is a positive constant that is chosen to ensure that ( ) 1L sα ≤  for 
all s.  
4 Application to reliability updating of pipelines subject to 
CO2 corrosion  
4.1 Deterioration modeling 
Carbonic acid corrosion (CO2 corrosion) is a common phenomenon in oil and gas pipelines 
leading to localized defects. The DEWAARDS-MILLIAMS model is the most common model 
for CO2 corrosion [11,12]. It predicts a constant corrosion rate based on the main influenc-
ing parameters operating temperature oT , pressure oP , and the partial pressure of CO2, 
2CO
P . Other influencing parameters, such as the flow rate or the pH are not explicitly ac-
counted for. The corrosion rate 
2CO
R  is 
( )10 2
2
5.8 1710 0.67 log10 o COT fCOR
− + ⋅=  (14) 
where the temperature oT  is expressed in [K] and the CO2 fugacity 2COf  is calculated from 
( )
2 2
0.0031 1.410 o oP TCO COf P
−= ⋅  (15) 
The partial pressure of CO2 is a function of the operating pressure oP  (in bar) and the frac-




P n P=  (16) 
The DEWAARDS-MILLIAMS model was originally developed for design purposes. To apply 
the model for reliability analysis, it is necessary to include a factor that accounts for the 
model bias and uncertainty. Following SYDBERGER et al. [3], this factor MX  is modelled 
by a Weibull distribution with mean 0.4 and coefficient of variation 0.8. The largest corro-
sion depth ( )S t  at time t  is then 
( )
2M CO
S t X R t=  (17) 
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It is noted that the presented model does not account for the size of the pipeline element. 
Simplifying, it is here assumed that the reference size for the model is the same as for the 
inspection model, i.e. the individual elements are pipe elements with length 2-3 m and di-
ameters 110-220 mm. 
The considered failure mode is leakage, i.e. the failure event occurs when the largest corro-
sion depth ( )S t  exceeds the wall thickness of the pipe, D . The corresponding limit state 
function is  
( ) ( )F tg d s t= −  (18) 
The extension of the model to the bursting failure mode is straightforward [13, 14], and 
corresponds to replacing d in Equation (18) with the critical defect size at which failure 
occurs. Note that in most practical applications the uncertainty related to the failure 
mechanism is smaller than the uncertainty related to the corrosion process. 
The parameters of the corrosion model are summarised in Table 1. We consider a full 
model and a simplified model, in which the only uncertain random variable in the corro-
sion model is MX  . This model is considered to investigate the accuracy of the reliability 
computations, since it facilitates graphical representation and allows numerical integration, 
which is used to compare the results obtained with structural reliability methods. 
Table 1. Parameters of the corrosion model. The values in braces represent the alternative 
model where the only uncertain variable is XM . 
Parameter Dimension Mean St. Dev. Distribution 
Wall thickness D mm 40 2 (0) Normal 
Operating Temperature oT  K 307 8 (0) Normal 
Operating pressure oP  bar 109 10 (0) Normal 
Fraction in gas-phase 
2CO
n  - 0.01 - Deterministic 
Model uncertainty MX  - 0.4 0.32 Weibull 
4.2 Inspection modeling 
The inspection is characterized by the PoD in Equation (12) and the additive measurement 
accuracy model with Normal distributed ε  with zero mean and 1mmεσ = . The limit state 
function for the event of detection of a maximum defect size ms  in year it  follows from 
Equations (11) and (13) as 
( ) ( ) ( )( ) ( ) ( )
( )
1







Z t i i m S t m
S t i
PoD s t
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( )iS t
F  is the CDF, ( )iS tf  the PDF of the maximum defect size at i
t . Since the distribution of 
( )S t  is not available in analytical form, it is computed numerically by SORM. The con-
stant α  is selected as 1.0α = . 
4.3 Computations 
System reliability analysis is required to compute the joint probability of the inspection 
events 1,..., nZ Z  and the failure event ( )F t . As observed in Straub [7], results obtained 
with FORM/SORM can be inaccurate, due to the distinct non-linearity of the limit state 
functions representing the inspection results. On the other hand, simple importance sam-
pling schemes can give good results. Such an approach is followed here, whereby the pro-
posal distribution is selected as a multinormal distribution in standard Normal space 
centered on the joint design point (JDP), as illustrated in Figure 4. It is noted that this im-
portance sampling is not optimized, yet such an optimization is not necessary given that 
the evaluation of the limit state function is inexpensive (as is the case for most existing 
practical deterioration models). 
 
















gZ = 0; Z: ti = 5yr, sm = 8mm
JDP
 
Figure 4: Limit state functions in standard normal space, together with samples (circles) of 
the selected proposal distribution for importance sampling, with t = 30 yr, ti = 5 yr, 
sm = 8 mm. 
4.4 Results 
In Figure 5, the reliability conditional on two different inspection results is shown. In both 
cases, importance sampling results are very accurate. The measurement of a relatively 
large defect after 5 years initially increases the reliability of the element, but after year 20 
leads to a strong reduction in the reliability index compared to the a-priori model. This is 
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because initially the fact that no defect larger than 8mm has been observed increases the 
reliability, but later the observed defect, which is larger than could be expected from the a-
priori model, becomes critical and reduces the reliability of the element. This effect is also 
reflected in Figure 6, where the proposed model is compared with the traditional models 
that represent either the measurement of the largest defect or the no-detection of the largest 
defect. From the comparison in Figure 6, it becomes evident that the reliability is domi-
nated either by the event of missing the largest defect (at the earlier stages) or by the defect 
that has been identified and measured.   





















Measurement sm = 8mm in year 5
unconditional
Measurement sm = 5mm in year 10
 
Figure 5: Probability of failure, updated with different inspection results. The lines are 
computed with numerical integration, the circles show the results from importance 
sampling.  
Obviously, the time after which the largest observed defect dominates the reliability de-
pends on the measured size ms . The larger ms , the earlier this defect will become critical. 
Earlier it was stated that the proposed model, under certain circumstances, can be non-
conservative in the case of measuring a large ms . In particular, the model might underesti-
mate the probability of having missed another larger defect. However, for large values of 
ms , the time period in which the missed defects are dominant is relatively short, and the 
effect of the non-conservatism is thus small.  
In practice, whenever a large defect size ms  is measured at an inspection, it can be ex-
pected that additional measures are taken, such as repairs or additional inspections and 
investigations. As is obvious from Figures 5 and 6, once the defect becomes critical, there 
is little time to act, since then the reliability index decreases quickly. This can be used in 
the risk-based planning of inspections, by mandating that an inspection schedule is to be 
followed as long as the identified defects do not become critical before the next inspection.    
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updating with the 
no-detection event
proposed model
updating with the 
measurement event
 
Figure 6: Probability of failure, updated with different inspection models, for the case of 
observing sm= 8 mm in year 5. The measurement event model and the no-
detection event model are the inspection models commonly used. 
In Figure 7, the deterioration reliability of the element represented by the full probabilistic 
model and multiple inspection results is shown. For the given inspection outcomes, the 
reliability index of the element is above a value of 3 for the entire service life. Without 
inspections, the reliability index would fall below a value of 3 already after 10 years. 
 

























Figure 7: Reliability updated with multiple inspections. 
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5 Summary 
A quantitative model for the quality of inspections on pipelines and process equipment is 
proposed. This model, unlike existing models, allows for Bayesian updating of the deterio-
ration models and defect distribution, taking into account both the uncertainty in measuring 
the defect as well as the possibility of missing important defects in the elements. The 
model, which has here been investigated and illustrated for the example of CO2 deteriora-
tion in pipelines, is directly applicable in practice.  
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Abstract: Structural deterioration processes are subject to a multitude of un-
certainties. These include material uncertainties at both the micro- and meso-
scales, uncertain external influences such as loading and environmental varia-
tions, inspection uncertainties, and modeling and epistemic uncertainties. This 
paper suggests the use of Bayesian hierarchical models to account for both sys-
tematic and random effects influencing stochastic deterioration processes. As 
deterioration affects the reliability and the safety of virtually all types of struc-
tures and infrastructure, the present paper focuses on both the framework and 
the mathematical techniques that are most convenient in the processing of im-
precise inspection data using heterogeneous deterioration models with the ob-
jective of making informed lifetime integrity forecasts. Both Hierarchical 
Bayes as well as more practical generalized least square techniques to deal with 
large data sets are described and compared. A detailed example is provided. 
1 Introduction  
Structural deterioration arises as the result of various types of slow damage accumulation 
processes such as corrosion, wear, fatigue, creep, and shrinkage. Such processes are typi-
cally subject to several uncertainties. They include material uncertainties, uncertainties in 
external influences such as loading and environmental variations, spatial and temporal un-
certainties, inspection uncertainties, and modelling uncertainties. From a probabilistic 
view, the degradation process (e.g. metal loss or damage as a function of time) is rarely 
spatially [5] or temporally [12] homogeneous. For instance, the metal loss time-path in one 
structural section may be different from the metal loss time-path in a neighbouring section 
[4]. Similarly, sample time-paths for creep or fatigue are observed to be different even 
when subject to supposedly similar loading, material and environmental circumstances [2]. 
On top of that, inspections of systems affected by deterioration can only be performed in-
frequently and suffer from considerable uncertainty due to sizing errors and detectability 
[9]. This strongly suggests the use of both Bayesian models [6] and hierarchical models to 
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account for local effects and random effects within the stochastic deterioration models. 
Hierarchical Bayes methods [7] for deterioration are described in this paper. However, we 
also suggest a simplified analysis technique suitable for processing large and imprecise 
inspection data sets.  
Deterioration clearly affects the reliability and the safety of virtually all types of structures 
and infrastructure. Making informed lifetime integrity forecasts for an engineering system 
therefore critically revolves around the question “Given imprecise past and current data, 
how can we estimate the future integrity and lifetime of the system in response to variables 
internal and external to the system?” This is shown schematically in Fig. 1. But this way of 
thinking can take on many aspects depending on the specific area of application and the 
type of deterioration. In the case of pipeline systems for instance, inspection/repair/moni-
toring protocols are typically rooted in the framework depicted in Fig. 2. It essentially con-
tains the same uncertainties as discussed above but it puts special emphasis on the 
dominating uncertainties (in this case the high level of inspection imprecision). 
 
 


































Fig. 2 Risk-based integrity assessment for pipeline systems: levels of analysis. 
The integrity of an engineering system depends on the progress of deterioration in either 
(1) all of its components, elements or units (in the case of discrete or discretized systems), 
or, (2) in all locations within a continuous system. Considerable spatial variation can be 
observed from point-to-point or from unit-to-unit.  
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decision making, remediation 
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In a stochastic model this “local” variation can be classified in two ways: 
• local variation in response to and explained by locally varying “covariates” (such as 
material property fluctuations or environmental exposure) 
• additional local (aleatory) effects unexplained by the deterioration model. 
This is shown in Fig. 3 where the deterioration X(t) is shown at two locations/elements A 
and B. The differences between A and B may be “explained” by local covariates or it may 
be random. However, given this effect, sample paths (1 and 2) launched at t0 within the 
same element are also themselves stochastic due to temporal uncertainty. The “final touch” 













Fig. 3 Sample paths of actual deterioration X(t) at two different elements/locations A and 
B. 
The most convenient stochastic “local” model for deterioration rests therefore quite natu-
rally on a hierarchical approach [1, 3] that accounts for inspection uncertainty, temporal 
uncertainty, element-to-element or point-to-point variability, as well as common model 
uncertainty. The first three uncertainties are aleatory in nature while the last one is epis-
temic. 
2 Four types of uncertainties 
The uncertainties discussed above are associated with the four hierarchical levels shown in 
Fig. 4. The variables in each box are conditional upon the variables in all boxes represent-
ing the higher levels in the hierarchy. The top level represents system-wide uncertainties 
while the three inferior levels apply to each element/point considered in the analysis. 
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The top level (Fig. 4) captures all model uncertainties, typically those relating to the dete-
rioration model itself. They describe uncertain mechanistic or phenomenological aspects of 
the process and are common to all elements in the system or all points within a structural 
segment such as a concrete slab or a pipeline joint. They are epistemic in the sense that 
they reflect assumed or postulated behavior. 
 
local measurement uncertainties or inspection uncertainties
temporal uncertainties of the local deterioration increments
location-specific or inter-element uncertainties




Fig. 4 Hierarchical representation of uncertainties associated with modeling system dete-
rioration. 
The second level of the hierarchy reflects location-specific or inter-element effects. Some 
of these are “deterministic” as they can be “explained” by local variations of internal or 
external covariates such as temperature, exposure, stress and material susceptibility. The 
remainder are local aleatory effects due to variables unknown or omitted from the preced-
ing list. Note that assumed local “cause and effect” relationships are normally themselves 
subject to model uncertainty and therefore the uncertainties associated with such links must 
be included in the superior hierarchical level. Also, the covariates themselves may locally 
be random variables or random processes. 
Given the above level 1 and 2 uncertainties, any prediction of the degree of deterioration 
X(t+∆t) given its state X(t) at time t, is still subject to temporal uncertainty. This is in-
cluded in the third level in Fig. 4. In other words the quantity X(t+∆t) - X(t) given all 
higher level uncertainties is a random variable. This effect causes serial correlation typical 
for any random process [13]. 
The lowest level represents observational uncertainty. Due to measurement and inspection, 
a process X’(t) is observed rather than the true but unobservable process X(t). The two 
processes X(t) and X’(t) can be considered as bivariate stochastic processes. However, val-
ues of X’(t) are typically observed at some (and, usually, few) discrete points in time t1, 
t2,…, tn, so it is more convenient to describe the conditional distributions of X’(ti) given 
X(ti) for all i =1, …, n. This conditional structure also fits nicely in the hierarchy of Fig. 4. 
The four types of uncertainty can be further visualized in Fig. 3: the isolated red dots show 
the level 4 inspection uncertainty at a given point in time for a given location; the squiggly 
increase between t and t +∆t for a given location represents the level 3 temporal uncer-
tainty; the differences between the two element-specific sample paths A and B are associ-
ated with level 2 uncertainties; and top-level uncertainties would require us to draw and 
feature additional Figures 3b, 3c, … as Fig. 3 is conditional on model uncertainties. 
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As mentioned before the relative importance of the uncertainties contributed by any level 
depends on the specific domain of application. In fact, one or two levels can sometimes be 
omitted or neglected altogether. However, a valid stochastic deterioration model must con-
tain all four levels of the hierarchy shown in Fig. 4. The use of random variable models of 
the type X(t)=Ct a where C and a are treated as random variables and the use of regression 
models [10] is in principle incorrect as it results in “deterministic” sample paths and there-
fore ignores temporal uncertainty, with randomness due solely to measurement error. This 
has serious implications on lifetime and integrity predictions [10] as all threshold crossings 
of the kind X(t) > ζ are evaluated incorrectly. 
Note that in a majority of industrial applications the level 4 measurement/inspection uncer-
tainties are considerable. Fig. 5 shows a typical example of an actual versus measured scat-
tergram of pipeline wall loss due to internal corrosion. It appears that a so-called certainty 
of 78% is achieved for the ± 10%t tolerance band, where t is the wall thickness. It shows 
that there is considerable variability between the two variables; the bands indicate that 78% 
of the paired data fall within ± 10%t (inner green band), and 95% of all paired data fall 
within ± 20%t (outer blue band). Actual wall thickness was determined by excavation and 
inspection using UT thickness measurement inspection. These results are typical of good 
high resolution magnetic flux leakage (MFL) inspections which are consistent with the 
pipeline inspection tool supplier’s specification which specify accuracy of ± 10%t at 80% 
confidence for specific pitting and general corrosion anomalies. However, the results can 
be worse for complex corrosion defects, particularly those that may be associated with mi-
crobial corrosion when pinhole defects may be present; in such cases error of the MFL tool 
can exceed ± 40%t.  Fig. 5 also shows that certain corrosion pits have gone undetected 
(dots on the vertical axis); also, some pits are observed where in reality none exist (dots on 
the horizontal axis). All by all, there seems to be considerable uncertainties associated with 
in situ in-line-inspection defect reports [9]. 
 




















Fig. 5 Actual % pipeline wall loss due to internal corrosion versus measured % wall loss as 
observed by a high resolution MFL in-line-inspection pig. 
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3 Hierarchical Bayes implementation 
A hierarchical stochastic deterioration model must have a structure that mirrors Fig. 4 and 
must be able to process and assimilate new inspection results as soon as they become 
available. A prototype Hierarchical Bayes model is given in Fig. 6. In this acyclic depend-
ence graph, circles and squares denote stochastic and deterministic nodes, respectively. 
Single and double arrows denote stochastic links with the child random variables being 
distributionally dependent on their parents, and simple mathematical relations, respec-
tively. The four levels of uncertainties from Fig. 4 are indicated on the left of Fig. 6. The 
overall system is discretized at m locations or elements with the index j. Each of those local 
units receives nj inspections denoted by the index i. 
The main power of a hierarchical Bayes approach for systems subject to complex processes 
lies in its ability to facilitate a conceptual decomposition into local, simple conditional rela-
tionships and sub-models which, in total, provide a satisfactory synthesis of the current and 
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Fig. 6 Hierarchical Bayes model for heterogeneous deterioration. 
The lowest hierarchical level takes the inspection uncertainties into account: 
ijijijijij XXX ,,,,, ,|' εε +=      ),...,1;,...,1( mjni j ==  (1) 
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where X’j,i and Xj,i are the observed and the actual unknown cumulative deterioration at 
location j and inspection i at time tj,i, respectively, and εj,i is the measurement error for this 
specific inspection. Depending on the inspection device and measurement conditions, the 
errors at a given location are usually correlated and are assumed to follow a multi-normal 
distribution with a zero mean vector and a known variance-covariance matrix Cε,j for a 
given location: 
, | , ~ multi normal ( , )j i jε − 0ε, j ε, jC C      ),...,1;,...,1( mjni j ==  (2) 
The actual deterioration Xj,i at the ith inspection is the sum of the actual deterioration Xj,i-1 at 
the previous inspection (i–1) and the deterioration increment ∆Xj,i between those two in-
spections. The deterioration is for convenience assumed to be zero with probability one at 
the beginning of the process at time tj,0. The fundamental assumption of independent dete-
rioration increments [13] is essential for treatment of the next level of uncertainties: the 
temporal variability of the local increments (Fig. 6). The most effective approach [13, 10] 
is to model the deterioration as a gamma process with independent and positive incre-
ments: 
),(gamma~,| ,,, jijjijijX βαβα ∆∆∆      ),...,1;,...,1( mjni j ==  (3) 
where ∆αj,i is the shape parameter and βj is the inverse scale parameter of the gamma dis-
tribution parameterized as follows: f(x|α,β)=βαxα-1e-βx/Γ(α). The shape parameter reflects 
the increase of deterioration as a function of time depending on the physics of the process. 
Fig. 7 shows the sample path of different metal loss processes. While path 2 has increasing 
mean increments with time, paths 1 and 4 have almost constant and even decreasing mean 
deterioration increments. In general, a power law approach is a flexible time-
transformation technique: increments between tj,i-1 and tj,i-1+ ∆tj,i are then shaped by the 
following variable: 
])()[(,,,| 22 1,,1,121,1,,
θθθθθα −−− −∆+=∆∆ ijijijijijij ttttt      ),...,1;,...,1( mjni j ==  (4) 
where θ1 and θ2 are system-wide deterioration model epistemic uncertainties. These vari-
ables belong to the top hierarchical level of uncertainty in Figs. 4 and 6. An exponent θ2>1 
denotes an accelerating process as in sample path 2 in Fig. 7, whereas, θ2<1 implies a de-
celerating process over time. 
The inverse scale variable βj is a location specific parameter representing the heterogeneity 
between the locations (level 2 in Fig. 4). It is governed by a known vector of local covari-
ates zj which aim to explain this heterogeneity, and a random effect ξj representing addi-
tional local aleatory effects which can not be explained by these covariates [8]: 
}exp{,| Tκzzκ, jj jjj ξξβ =      ),...,1( mj =  (5) 
where κ is a vector of cause-effect regression coefficients associated with zj. The local ran-
dom effects ξj are themselves based on a gamma distribution with system-wide parameters 
δ1 and δ2. 
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),(gamma~,| 2121 δδδδξ j      ),...,1( mj =  (6) 
In this hierarchical model, the upper level system-wide deterioration model uncertainties 
are the time and shape variables θ1 and θ2, the random effects variables δ1 and δ2, and the 
cause-effect variable vector κ. 
 
Stationary gamma increment deterioration process (θ2=1)
Accelerating power-law gamma increment deterioration process (θ2>1)
Gamma increment deterioration process with initiation period


























Fig. 7 Sample paths of four different gamma increment metal loss processes in real time, 
corresponding to different types of corrosion. 
As inspection data become available, the model can be updated in a Bayesian fashion using 
the assumed prior density functions given in Fig. 6. However, the complex hierarchical 
structure prohibits a simple closed form solution and instead simulation techniques such as 
Markov chain Monte Carlo (MCMC) methods must be utilized to update the posterior pdfs 
of upper-level variables given lower level input. MCMC is available in a variety of soft-
ware packages such as Bugs (Bayesian updating using Gibbs sampling), WinBugs and 
GeoBugs [11], which is used in the Section 5 example. 
4 Simplified GLS approach 
In principle, no restrictions arise about the maximum number of locations and inspections 
in the above HB structural deterioration model. However, in the case of large data sets 
MCMC simulation techniques become tedious and often fail to converge, slowing down 
the updating process considerably. Therefore a simplified approach using a Generalized 
Least Square (GLS) method is introduced here for a practical processing of large data sets. 
The objective of the GLS method is parameter estimation by minimizing a weighted sum 
of squared residuals WSSj. Here, the observed variables are the values X’j,i at all inspection 
times i (i=1,…,nj) at a specific location j. However, it is more convenient to focus on the 
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increments ∆X’j,i of the observed process as the corresponding (unknown) background val-
ues ∆Xj,i are known to be independent as per eq. (3). Hence the WSSj at location j is: 
)]'(E'[)]'(E'[),,(WSS 1T21 jjjjjj XXCXX j ∆∆∆∆ −−=
−βθθ      ),...,1( mj =  (7) 
where ∆X’j is the nj-vector of observations ∆X’j,i (i=1,…,nj) and Cj-1 is the appropriate nj x 
nj  weight matrix discussed below. It is assumed in the above formulation that the cause-
effect vector κ in Fig. 6 is constant, i.e. they are not part of the GLS minimization. The role 
of the hyper-parameters δ1 and δ2 is discussed below. 
Due to the fact that E[X’j,i│θ1, θ2, βj] = E[Xj,i│ θ1, θ2, βj] because the measurement errors 
εj,i have zero mean, the expected deterioration increments E[∆X’j,i] are equal to E[∆Xj,i]. 
Based on equations (3), (4) and (7), we obtain: 
[ ] [ ]22 )()(,,,'E 1,,1,1,,1,21, θθβ
θβθθ −−− −∆+=∆∆ ijijij
j
ijijjij tttttX     ),...,1;,...,1( mjni j ==  (8) 
so that the ith element in the residual vector in (7) is equal to: 




ijijij tttXXX      ),...,1;,...,1( mjni j ==  (9) 
The weighting matrix Cj-1 (7) is the inverse of the variance-covariance matrix C∆X’,j based 
on the observable increments ∆X’j at location j. Using (1), C∆X’,j is the sum of C∆X,j and 
C∆ε,j where C∆X,j is the variance-covariance matrix of the actual deterioration increments at 
location j and C∆ε,j is the variance-covariance matrix of measurement error increments ∆εj,i 
= εj,i-εj,i-1. Due to the fundamental nature of the assumed gamma process, all increments are 
independent and gamma distributed resulting in C∆X,j to be diagonal with diagonal ele-
ments equal to:. 
jijiij XC β/)(E ,,, ∆=X∆      ),...,1;,...,1( mjni j ==  (10) 
where E[∆Xj,i] is the expected deterioration increment at location j between inspection (i-1) 
and i as given in (8) and βj (3) is the inverse scale parameter for location j. Assuming a 
variance-covariance matrix Cε,j (2) with known measurement standard deviation σε and 


























σρσεC    ),...,1( mj =  (11) 
The variance-covariance matrix C∆ε,j of the measurement error increments ∆εj,i = εj,i-εj,i-1 is 
therefore equal to: 
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),( 2jε,C∆   ),...,1( mj =  (12) 
The expressions (8), (9), (10) and (12) used in the WSSj (7) contain the deterioration model 
hyper-parameter θ1, θ2 as well as the location specific parameter βj. From this point of view 
it is not possible to minimize (7) for a single given location j without consideration of the 
remaining locations because θ1 and θ2 are shared by the entire system. The extension of (7) 
over all locations or elements leads to: 














j βθθθθ  (13) 
All the required parameters can now be estimated using minimization of WSS except for 
the hyper-parameters δ1 and δ2 in (6) which must be obtained in a second phase as follows. 
In the case where no covariates zj are available, we obtain βj = ξj ~ gamma(δ1, δ2) (j=1, …, 
m). A maximum likelihood approach is most effective for estimating the hyper-parameters 
as the βj’s are independent given the hyper-parameters. Setting the first derivative with 
respect to δ1 and δ2 of the log-likelihood function to zero, we obtain the following system 
of equations: 





























21 / βδδ  (14, 15) 
where Ψ(.) represents the digamma function. 
The GLS approach results in an approximate estimation of the parameters used in the HB 
model in Fig. 6. The key simplification with respect to the full hierarchical approach (Sec-
tion 5) is that a full distributional handling of the joint observed increments ∆X’j is re-
placed by a GLS approach using only their first and second moments. Its advantage is that 
it allows stable treatment of large amounts of inspection data typically at hundreds or thou-
sands of locations/elements. However, except for the temporal uncertainties, the estimation 
of the remaining uncertainties associated with the estimated parameters is for all practical 
purposes impossible. But these can be verified by a full HBM approach on a considerably 
reduced dataset cut down to a few critical locations or elements. This critical selection can 
be made on the basis of a preliminary GLS run. To compare the two methods, described in 
Sections 3 and 4, an example is provided in the subsequent Section. 
5 Comparative example 
The HB and GLS approach are illustrated and compared using a deterioration example 
where inspections are undertaken at m=25 defect locations each having n=4 inspections at 
times t={4, 6, 8, 10} years. The values x’j,i in Table 1 show the inspection results in terms 
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of the percentage of the measured steel wall loss due to steel corrosion in a pipeline seg-
ment at location j during inspection i.  
 
 
Tab. 1:  The observed deterioration x’j,i in location j at inspection i. 
Inspection i 1 2 3 4 
Time ti [years] 4 6 8 10 
Location j Observed Deterioration x'j,i 
1 15.0 14.5 14.5 22.4 
2 5.4 6.9 6.4 11.8 
3 8.7 16.0 18.6 23.1 
4 8.1 9.2 14.2 17.3 
5 6.5 12.0 12.3 15.9 
6 15.5 19.7 22.4 28.1 
7 9.1 14.0 14.9 14.4 
8 2.5 8.0 17.9 19.3 
9 5.7 6.6 11.6 10.9 
10 11.9 21.5 24.3 28.1 
11 11.2 17.0 18.7 24.3 
12 6.5 8.6 10.2 15.1 
13 4.3 6.8 10.2 13.4 
14 1.0 6.9 5.3 12.8 
15 12.7 13.9 13.4 16.8 
16 22.3 31.1 36.0 47.1 
17 6.2 12.7 16.6 20.1 
18 12.5 17.2 26.9 32.9 
19 6.5 12.2 12.4 10.8 
20 7.0 15.7 20.0 24.4 
21 9.3 9.7 15.1 16.6 
22 7.0 10.8 16.9 17.3 
23 4.3 9.0 12.2 14.2 
24 8.0 11.9 16.3 19.9 
25 5.0 7.9 15.4 12.7 
 
Considerable heterogeneity can be observed between the 25 locations. Location 16, for 
instance, shows an almost five times higher corrosion depth than locations 9 and 19 at the 
t=10 years inspection. However, all locations are more or less subject to the same opera-
tional and material conditions and therefore covariates are not considered in this analysis to 
try to explain those differences. Furthermore, some locations even have negative observed 
deterioration increments but this effect is of course due to the uncertainties in the meas-
urement process. The standard deviation σε and the correlation coefficient ρε of the meas-
urement device are given to be 1.5 and 0.25, respectively. Note that the correlation applies 
to the different inspection values over time at the same defect. This is mainly due to the 
systematic interpretation of data signals and its algorithmic dependence on defect shape 
and defect vicinity. 
The purpose of the analysis is to investigate the differences between a full HB and a GLS 
analysis with respect to the estimated parameters as well as the estimated posterior deterio-
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ration after the last inspection and the posterior lifetime distribution. Table 2 contains the 
10%-quantile, median and 90%-quantile of the posterior hyper-parameters and the poste-
rior inverse scale parameters calculated using full HB and using the GLS approach de-
scribed in Section 4. 
 
Tab. 2:  Estimated hyper-parameter and inverse scale parameter for a new (uninspected) location 
and for locations 11, 14, and 17.  p0.10|x’ is the posterior 10%-quantile,  p0.50|x’ is the posterior 
median, p0.90|x’ is the posterior 90%-quantile and p̂ is the point estimation of the GLS method. 
 
 HB GLS 
 p0.10|x’ p0.50|x’ p0.90|x’ p̂  
θ1 1.71 2.60 4.08 2.48 
θ2 0.81 0.89 0.97 0.92 
δ1 9.49 17.14 31.25 8.71 
δ2 6.59 15.64 35.75 8.03 
βunisp 0.66 1.08 1.88 1.08 
β11 0.62 0.94 1.45 0.83 
β14 0.81 1.32 2.27 1.36 
β17 0.68 1.04 1.64 0.99 
 
The posterior HB median and the point GLS estimates of the time and shape model vari-
ables θ1 and θ2 show very good agreement, whereas the random effect variables δ1 and δ2 
using HB are nearly twice as much as the GLS point estimates. This difference accounts 
for the fact that the GLS method ignores the parameter uncertainties associated with the 
location-specific βj. In GLS the random effect variables are solely based on point estimates 
of the inverse scale parameters without their uncertainties. On the other hand, the inverse 
scale βuninsp drawn from the posterior random effect hyper-parameters for a new and unin-
spected location, has the same median for both methods, however, the posterior variance is 
lower using the HB model. 
The posterior β’s are also given in Table 2 for the locations 11, 14 and 17. HB and GLS 
show moderate differences which tend to increase for low and high β-values.  
The posterior distribution of the deterioration ( )( )x'txf tX j ,  at a time t after the last inspec-
tion can be obtained in HB by adding the conditionally independent deterioration incre-
ments between 0 and t for a specific location j. The GLS only allows an approximation due 
to the neglecting of the epistemic uncertainties: using the additive properties of the gamma 
process with its GLS estimated time and shape parameters 1̂θ  and 2̂θ  and estimated inverse 
scale jβ̂ , the actual deterioration at time t is obtained as follows: 
( ) ( ) ( )jjjj ttXtX βθβθθ θ ˆ,ˆgamma~ˆ,ˆ,ˆ 2̂121≅x'      (j=1, …, m)  (16) 
The results are given in Figure 8 for the specific locations 11, 14 and 17 where each loca-
tion has its individual colour. The dashed horizontal lines indicate the posterior 10%-
quantile, median and 90%-quantile of Xj(t)|x’ and the dots within these results represent the 
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GLS estimate E[Xj(t)|x’] based on (16). It appears that the GLS results are always greater 
than the HB posterior median due to a slightly higher shape parameter 2̂θ  and the more 

















Posterior actual deterioration P10, P50, P90
GLS actual deterioration
 
Fig. 8: Posterior 10%-quantile, median and 90%-quantile of the actual future deterioration 
based on full HB and on the GLS method for locations 11, 14 and 17. 
In the next step the posterior cumulative lifetime distribution )(tF
jL
is considered. Because 
gamma process increments are positive, the probability that the lifetime Lj at location j 
does not exceed t, is equal to the probability that the actual posterior deterioration Xj(t)|x’ 
exceeds a critical threshold x*:  





jjtXjj xtxfxtXtL j x'x'x'      (j=1, …, m)  (17) 
This posterior lifetime can be obtained by simulation using MCMC for HB, and in case of 
the GLS approach the integration (17) is based on the approximation in (16). Figure 9 
shows the posterior cumulative lifetime distribution for the three locations considered pre-
viously, and given a critical threshold x*=50. 
The differences in lifetime for a given location are due to (1) the simplifications assumed 
for the GLS posterior pdf of the cumulative deterioration X’(t)|x’ and (2) the use of smaller 
than  needed inverse scale parameters in the GLS method. 
Considering the simplifications in the GLS approach, both the full HB approach and the 
GLS method show good agreement in the estimation of the hyper-parameters. GLS tends 
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to underestimate the location specific parameter βj as well as any future deterioration for 





















Fig. 9: Posterior cumulative lifetime distribution for an actual deterioration threshold 
x*=50. 
6 Conclusions 
Deterioration affects the reliability and the safety of virtually all types of structures and 
infrastructure. Making informed lifetime integrity forecasts for an engineering system de-
pends on the progress of deterioration in all of its components, elements or units and in all 
defect or critical locations. Considerable spatial variation can be observed from point-to-
point or from unit-to-unit. In a stochastic model this “local” variation arises in response to 
locally varying “covariates” as well as additional local aleatory effects unexplained by the 
deterioration model. 
A valid stochastic deterioration model must contain all four levels of the hierarchy consist-
ing of system-wide deterioration model uncertainty, location-specific or inter-element un-
certainties, temporal uncertainties of the local deterioration increments, and local 
measurement uncertainties or inspection uncertainties. 
The recommended method described in this paper is a hierarchical Bayes stochastic dete-
rioration model which must mirror this 4-level uncertainty structure and must be able to 
process and assimilate new inspection results as soon as they become available. Its main 
power lies in its ability to facilitate a conceptual decomposition of the deterioration process 
into local, simple conditional relationships and sub-models which, in total, provide a satis-
factory synthesis of the current and future behaviour of the complex system. 
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In principle, no restrictions arise with respect to the maximum number of locations and 
inspections in a HB structural deterioration model. However, in the case of large data sets 
MCMC simulation techniques become tedious and may fail to converge, slowing down the 
updating process considerably. Therefore a simplified approach using a GLS method is 
introduced in this paper for a practical and efficient processing of large data sets. 
The numerical example shows that while the GLS approach suffers from its failure to ac-
count for some of the model and estimation uncertainties, it considerably simplifies the 
treatment of large inspection data sets, yet provides reasonably accurate lifetime estimates. 
The advised approach therefore is to use GLS to screen large amounts of measured deterio-
ration data, and to run a full hierarchical Bayes approach on defects/elements which criti-
cally affect system integrity. 
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Partial factors for assessment of existing reinforced 
concrete bridges 
Milan Holicky, Jana Markova and Miroslav Sykora 
Klokner Institute, Czech Technical University in Prague, Czech Republic 
Abstract: Simplified conservative procedures for the reliability assessment of 
existing bridges based on the methods applied for design of new structures may 
lead to expensive repairs. The submitted paper is aimed at the development of 
methods for the reliability assessment of existing reinforced concrete bridges, 
taking into account principles of new European standards Eurocodes and 
international documents ISO. Considering actual conditions of existing bridges, 
the partial safety factors given in Eurocodes for structural design are modified 
using probabilistic methods. The outlined procedures are applied in the 
assessment of a reinforced concrete bridge. It appears that the partial factors 
may be reduced considering a target reliability level specified for actual 
conditions of existing bridges. 
1 Introduction 
Rehabilitation of numerous existing reinforced concrete road bridges is presently an urgent 
issue of bridge engineers and responsible authorities in the Czech Republic. Decisions 
concerning existing bridges should be based on the reliability assessment, taking into 
account deterioration aspects, actual resistances and loadings. It has been recognised that 
simplified conservative procedures based on the design methods applied for new structures 
may lead to expensive repairs. It is well-known that contemporary prescriptive 
requirements on new structures are often more severe than the provisions of original 
national codes. Nevertheless, existing bridges that might not fulfil these requirements, may 
still serve their purpose for a specified working life. 
In accordance with ISO 13822 [14], probabilistic methods may effectively be applied in 
the assessment of existing structures. General principles for estimation of failure 
probability of deteriorating structures are provided in the informative Annex E of this 
document. The submitted paper is aimed at the development of methods for the reliability 
assessment of existing reinforced concrete bridges considering principles of the new 
Holicky, Markova & Sykora: Partial factors for assessment of existing reinforced concrete bridges 
118 
European standards (Eurocodes) EN 1990 [3] and EN 1991-2 [6] as well as of the 
international documents ISO 13822 [14] and ISO 2394 [15]. Target reliability levels for 
reinforced concrete bridges are modified on the basis of empirical relationships proposed 
by ALLEN [2] and SCHUEREMANS and VAN GEMERT [21], taking into account economic 
and societal consequences of failure. The partial safety factors are then derived using 
probabilistic methods, considering actual conditions of bridges including deterioration due 
to unfavourable environmental effects and fluctuations of a traffic load. 
The outlined procedures are applied in the assessment of an existing reinforced concrete 
road bridge. Partial factors are estimated on the basis of new information about the bridge 
conditions and requirements for a remaining working life. 
2 Time-variant failure probability 
It is herein assumed that: 
• Resistance of a bridge can be described by a monotonically decreasing function 
R[R0, g(t)] where R0 is the random initial resistance and g(t) is the degradation 
function, 
• Occurrence of a time-variant (traffic) load Q(t) can be approximated by a 
rectangular wave renewal process with the mean renewal rate λ, 
• Load intensities Qi are identically distributed independent variables. 










Fig. 1:  Decreasing resistance and traffic load within a working life 
The instantaneous failure probability can be defined as follows: 
pf(t) = P{Z[X(t)] < 0} ≈ CSORMΦ[-β(t)]  (1) 
Graubner, Schmidt & Proske: Proceedings of the 6th International Probabilistic Workshop, Darmstadt 2008 
119 
with Z(·) limit state function 
X(t)  basic variables 
t point in time 
CSORM curvature correction factor 
Φ(·) cumulative distribution function of the 
standardised normal variable 
β(t) FORM reliability index. 
 
In accordance with RACKWITZ [19], an upper bound on the failure probability, related to 
the reference period (0,td〉, can be obtained for the considered case as follows: 
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  (2) 
with fβ’(t) time derivative of the function fβ(t) = ln{Φ[-β(t)]}  
CT time correction factor. 
 
More details are provided by RACKWITZ [19]. 
3 Deterioration models 
Road bridges are gradually deteriorating due to various adverse factors that may 
significantly influence their performance and safety. The main factors include chemical 
attacks (chlorides, atmospheric CO2, pollutants SO2 and NOx), physical effects (frost, 
scouring), overloaded trucks, natural disasters (floods, extreme winds) and vandalism. It 
has been recognised e.g. by VU and STEWART [25] that deterioration of reinforced concrete 
bridges occurs mainly due to chloride contamination. The other factors also contribute, but 
to a lower extent. Except for coastal areas, aggressive chloride environment is primarily 
caused by use of de-icing salts. Chlorides may diffuse through a protective concrete cover 
or corrosion may be initiated by cracking. In this section, deterioration models proposed by 
VU and STEWART [25] and by ENRIGHT and FRANGOPOL [7] are briefly described. 
3.1 Model assumed by VU and STEWART [22] 
In this model, penetration of chlorides is described by Fick’s second law of diffusion. The 
chloride content C(x,t) at a distance x from the concrete surface at a point in time t is: 
C(x,t) = C0{1 – erf[x/(2√tD)]}  (3) 
with C0 surface chloride content 
D diffusion coefficient 
erf error function. 
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The model for the diffusion coefficient developed by PAPADAKIS et al. [18] is applied, 
taking into account variations of the aggregate-to-cement and water-to-cement ratios and 
mass densities of cement and aggregates. Model uncertainties are described by the 
coefficient θD. 
The chloride concentration must reach a critical threshold chloride concentration Cr at the 
depth c (concrete cover), to initiate corrosion of reinforcement. Time to initiation of 
corrosion due to chlorides is then determined from equation (3). 
Corrosion may also be initiated by wide cracks caused particularly by bending, that may 
permit greater migration of moisture, oxygen, and carbon dioxide through the concrete 
cover. The maximum crack width is approximately considered as: 
wmax(t) = [1 + k(t)]wmax  (4) 
with k(t)  factor incorporating the time-dependent growth of a 
crack width due to duration of permanent actions 
wmax maximum crack width. 
 
A negative exponential relationship is used for the factor k(t). Time to initiation follows 
from the condition wmax(t) = wlim where wlim is the critical crack width. 
At time τ since the corrosion initiation (in years), the corrosion rate is: 
icorr(τ) = θicorr0.85icorr0τ -0.29  (5) 
with θicorr model uncertainties of the corrosion rate.  
The initial corrosion rate icorr0 (in µA/cm2) is given by: 
icorr0 = [37.8(1- w/c)-1.64] / c  (6) 
with c concrete cover (in cm) 
w/c water-to-cement ratio, obtained as 27 / [fc + 13.5] 
where fc is the concrete compressive strength in MPa. 
 
Due to corrosion, the diameter of reinforcement bars d(t) is reduced at an arbitrary point in 
time t as follows: 
d(t) =   d0   … t ≤ TI 
max[d0 – 2 × 0.0116 ×1.2 icorr0(t – TI)0.71; 0]   … t > TI 
 (7) 
with d0 initial diameter of bars 
TI time to initiation, taken as the minimum of the 
times to initiation due to chlorides and cracking. 
 
Probabilistic models of the basic variables are indicated in Tab. 1. 
It is assumed that highly localised pitting is spatially distributed and few bars only will be 
affected by the pitting. Therefore, the localised pitting may not significantly influence 
structural resistance and general corrosion described by relationship (7) is considered. 
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Tab. 1:  Probabilistic models for basic variables of the deterioration models. 
Model Symbol Variable Unit Distr. Mean CoV
 C0 Surface chloride content kg/m3 LN0 3.0 0.5 
 D Diffusion coefficient cm2/s N 2e-8 0.45
 θD Model unc. diffusion coeff. - N 1.0 0.2 
VU and STEWART [25] Cr Critical threshold chloride conc. kg/m3 U 0.6* 1.2* 
 wmax Maximum crack width mm N 0.2** 0.4 
 wlim Critical crack width mm U 0.3* 0.6* 
 θicorr Model unc. of corrosion rate - N 1.0 0.2 
ENRIGHT and TI Time to initiation year LN0 5 0.25
FRANGOPOL [7] k1 Degradation constant - LN0 5e-3 0.1 
N – normal distribution, LN0 – lognormal distribution with the lower bound at the origin, 
U – uniform distribution; * lower/upper bound; ** derived assuming that design satisfies the 
condition P(wmax < wlim = 0.3 mm) = 0.9 
3.2 Model assumed by ENRIGHT and FRANGOPOL [7] 
In this model, medium and high moment resistance degradation are distinguished. For the 
medium case considered hereafter, simplified degradation function is written as follows: 
g(τ) =  1   … t ≤ TI 
1 - k1(t – TI)   … t > TI 
 (8) 
with k1 random variable.  
Probabilistic models for the time of corrosion initiation TI and degradation constant k1 
given in Tab. 1 follow from parametric studies of reinforced concrete beams subjected to 
uniform corrosion initiated by chlorides described by ENRIGHT and FRANGOPOL [8]. 
3.3 Remarks on the deterioration models 
It is important to note that in accordance with ALLAM et al. [1], the mechanical properties 
of steel and concrete are assumed to be unaffected by the corrosion in the deterioration 
models. It has been indicated by RAFIQ et al. [20] that significant uncertainties are related 
to models for reinforced concrete deterioration. Studies available in literature provide 
scattered data for description of chloride penetration and reinforcement corrosion. For 
example, in the study by FABER and ROSTAM [9] the models for diffusion coefficient, 
surface chloride concentration and critical threshold chloride concentration are 
considerably different from those considered by VU and STEWART [25]. Based on 
investigation of concrete bridges in Denmark, a different probabilistic model for the 
critical threshold chloride concentration has been proposed by HENRIKSEN and STOLTZNER 
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[12]. Apparently, experimental data are needed for development of a realistic deterioration 
model. 
It is also emphasized that the model assumed by ENRIGHT and FRANGOPOL [7] has been 
developed from limited data and should be used with caution as noted by FABER et al. [10]. 
It is indicated that the medium deterioration case by ENRIGHT and FRANGOPOL [7] may 
actually describe severe deterioration. 
4 Models for load effects 
4.1 Traffic load 
In the present study it is assumed that the most unfavourable effect is caused by passage of 
heavy vehicles on the bridge as explained later in the numerical example. The traffic load 
effect basically consists of a static and dynamic component. In general, this effect depends 
on many parameters including a span length, vehicle weight, axle loads, axle configuration, 
position of a vehicle on the bridge (transverse and longitudinal), number of vehicles on the 
bridge (multiple presence), and stiffness of structural members. 
Traffic data collected in European countries have been statistically analysed within the 
development of EN 1991-2 [6]. Data including extreme loads corresponding to different 
return periods are provided by FLINT and JACOB [11]. The extreme values are given for 
lorries with different numbers of axles. It follows that annual extreme of the static traffic 
load Q due to a passage of the heavy vehicle may be approximated by the Gumbel 
distribution with the low coefficient of variation of about 0.03. 
The dynamic component of the load is caused mainly by the vibrations of the vehicle 
induced by the irregularities of the pavement. The dynamic amplification ϕ with the mean 
1.10 and coefficient of variation 0.10 is accepted in the present study. 
Recently, an attempt has been made by VU and STEWART [25] to predict a future traffic 
development. It appears that the prediction of future trends of configuration of axles and 
vehicle weights includes a considerable degree of uncertainty. Therefore, an auxiliary 
variable θQ is introduced to describe uncertainties in the traffic load effect. In accordance 
with VON SCHOLTEN et al. [24], the mean and coefficient of variation are taken as 1 and 
0.15, respectively. Probabilistic models for the traffic load effect are given in Tab. 2. 
4.2 Permanent Actions 
In addition to the traffic load, road bridges are exposed to permanent actions due to the self 
weight of structural and non-structural elements permanently connected to the bridge, 
including waterproofing, surfacing and other coatings. In the present study, the effect of 
the permanent actions G is approximately described by the normal distribution with the 
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mean equal to the nominal value Gnom (considered in design) and coefficient of variation 
0.1 as indicated in Tab. 2. 
Tab. 2:  Probabilistic models for the load effects. 
Symbol Variable Unit Distr. Char. value 
Partial 
factor Mean CoV
Q Static traffic load (annual extreme) kN Gum 900* 1.35 715 0.03
ϕ Dynamic amplification - LN0 - - 1.15 0.1 
θQ 
Model uncertainty of the traffic load 
effect - LN0 
- - 1.0 0.15
G Permanent action - N Gnom 1.35 Gnom 0.1 
Gum – Gumbel distribution (maximum values); * including dynamic effects 
5 Partial factors 
Major advantage of the probabilistic assessment is that a resulting failure probability (or 
alternatively reliability index, see EN 1990 [3]) can be directly compared with a target 
reliability level. However, in civil engineering practice the partial factor method or other 
methods (safety factor method, allowable stresses) are more often used for the assessment 
of existing bridges. In these methods a reliability level is not directly estimated and, thus, 
may differ for bridges made of different materials and exposed to different actions. 
In the following the partial factor method introduced in the Eurocodes is discussed only. 
The assessment is based on design values of basic variables derived from characteristic 
values and partial factors. Partial factors of the action with an unfavourable effect and of 
resistance with a favourable effect on structural reliability are defined as follows, 
respectively: 
γXi = xid / xik; γXi = xik /xid  (9) 
The subscript “k” denotes a characteristic value and the subscript “d” refers to a design 
value. To achieve a target reliability level, the partial factors for the time-variant case may 
be derived from the design values obtained by: 
xid = Fi-1{Φ[-αi(td)βred]}  (10)
with F-1(·) inverse cumulative distribution function 
α(td) FORM sensitivity factor 
βred reduced reliability index defined below. 
 
It is assumed that the target reliability index βt, related to a specified working life td, is 
known. In accordance with RACKWITZ [19], the reduced reliability index is derived from 
the target reliability index as follows: 
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βred = -Φ-1[Φ(-βt) / (λ CSORM CT)]  (11)
6 Numerical example 
6.1 Model of the bridge 
Reliability of a simply supported reinforced concrete slab bridge is further analysed. The 
30-year old road bridge is exposed to a repeated application of de-icing salts. The deck slab 
is 15.6 m wide and 0.6 m thick (the averaged value), layers of the pavement are 0.1 m thick 
in total. Span length is 11 m. Probabilistic models for variables describing the initial 
resistance given in Tab. 3 are chosen taking into account data provided by JCSS [16]. The 
probabilistic model for the model uncertainty of resistance is based on experimental 
measurements of concrete beams reported by HOLICKY et al. [13]. 
Tab. 3:  Probabilistic models for resistance variables. 
Symbol Variable Unit Distr. Char. value 
Partial 
factor Mean CoV 
As Reinforcement area m2/m N As,nom - As,nom 0.03 
fy Yield strength of reinforcement MPa LN0 500 1.15 560 0.054
d Diameter of reinforcement bars mm deterministic 25 - 25 - 
h Slab height m N 0.6 - 0.6 0.017
c Concrete cover mm Gamma 50 - 60 0.17 
α factor of long-term load effects on the concrete compressive strength - deterministic 0.85 - 0.85 - 
fc Concrete compressive strength MPa LN0 30 1.5 37.5 5 
θR Model uncertainty of resistance - N - - 1.08 0.1 
Gum – Gumbel distribution (maximum values) 
The bridge of a low clearance passes over traffic lanes. Therefore, the slab soffit is likely to 
be exposed to de-icing salt chlorides from car spray at similar concentrations as the slab 
deck, VU and STEWART [25]. All the material properties and all the deterioration 
parameters are assumed to be constant across the entire bridge and the basic variables are 
mutually statistically independent. 
Effects of the load models included in EN 1991-2 [6] have been compared by the 
deterministic finite element analysis. It follows that a special vehicle (the Load Model 3) 
has a more unfavourable effect than the mixture of lorries and cars described by the Load 
Model 1. Therefore, the probabilistic model for the load effect due to passage of a heavy 
vehicle is considered as described above. Axle spacing and distribution of axle loads are 
assumed in accordance with EN 1991-2 [6]. 
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6.2 Deterministic verification 
It is verified by an inspection that bottom reinforcement consists of 8 bars of the diameter 
25 mm and the reinforcement area is thus 3.93 × 10-3 m2/m. Due to corrosion, the area is 
reduced to 3.73 × 10-3 m2/m. To satisfy requirements of the Eurocodes, deterministic 
verification of the maximum bending moment is: 







































⎛ +−   (12)
with γs partial factor for steel reinforcement 
γc partial factor for compressive concrete strength 
γG partial factor for permanent action  
γQ partial factor for traffic load 
E(Gk) effect of the characteristic (nominal) value of the permanent action
E[Qk)]  the most unfavourable effect due to passage of the heavy vehicle 
(characteristic load). 
The most unfavourable effect due to passage of the heavy vehicle has been determined by 
the finite element analysis, considering the dispersal of wheel loads in accordance with EN 
1991-2 [6]. 
The set of partial factors recommended for design of concrete bridges in EN 1992-2 [4], 
EN 1991-1-1 [5] and EN 1991-2 [6] is further used, γs = 1.15, γc = 1.5, γG = 1.35 and γQ = 
1.35. Using the characteristic values of the basic variables given in Tab. 2 and 3 in 
equation (12), it follows that the minimum reinforcement area is 4.31 × 10-3 m2/m. It is, 
therefore, concluded that reliability of the bridge is insufficient. 
6.3 Probabilistic reliability analysis 
The limit state function may be written as follows: 























Using equation (7), the degradation function g(t) is derived for the model by VU and 
STEWART [25] as [1 – d(t) / d0]2. For the model by ENRIGHT and FRANGOPOL [7], the 
degradation function, given by equation (8), is applied on the whole resistance given in 
equation (13) by the term “Asfy[…]”. 
For the models given in Tab. 3, the coefficient of variation of the initial resistance is about 
0.12, which is in a good agreement with the resistance characteristics of reinforced 
concrete bridges published by NOWAK [17]. 
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Failure probabilities are estimated using relationship (2) for the design in accordance with 
the Eurocodes (initial reinforcement area of 4.31 × 10-3 m2/m). For convenience, the 
resulting reliability levels shown in Fig. 2 are provided in terms of the reliability index, see 
EN 1990 [3]. 
remaining working lifetime of
assessment

















Fig. 2:  Time-dependent reliability index for the bridge designed according to the 
Eurocodes 
It follows from Fig. 2 that the design based on Eurocodes approximately yields the 
reliability index 3.3 for the case of no deterioration and the working life of 100 years. 
When considering the deterioration, the resulting reliability level is significantly decreased. 
The obtained reliability index is dependent on the assumed model of deterioration. It 
appears that influence of deterioration becomes important for time greater than 15 years. 
Very severe deterioration and low reliability levels are predicted particularly considering 
the model by ENRIGHT and FRANGOPOL [7]. 
6.4 Partial factors modified for different target reliability levels 
Results of the deterministic verification indicate that rehabilitation of the bridge is 
necessary to comply with the requirements of the Eurocodes for new structures. An owner 
of the bridge may then decide to reduce a reliability level or remaining working life. It is 
thus assumed that the target reliability index is 3.8 for 30 years remaining working life. No 
rehabilitation within this period is planned. 
The partial factors of the basic variables can be obtained from relationships (9) and (10), 
using the reduced reliability index 4.5 following from equation (11). To derive the set of 
the four partial factors used in the Eurocodes, the partial factor γs is then obtained from the 
individual partial factors of resistance model uncertainties, reinforcement area, yield 
strength and degradation model parameters. The partial factor γc is derived from the partial 
factors of height of slab, concrete cover and concrete strength. The partial factor γG 
includes the partial factors of the load effect model uncertainties and permanent action and 
the partial factor γQ is a product of the partial factors of the load effect model uncertainties, 
dynamic amplification and traffic load effect. The obtained partial factors and 
Graubner, Schmidt & Proske: Proceedings of the 6th International Probabilistic Workshop, Darmstadt 2008 
127 
corresponding minimum reinforcement area (at the design stage, thus without influence of 
corrosion) are given in Tab. 4. 
Tab. 4: Partial factors for different reliability levels. 
Target 
reliability Deterioration model Measurements γs γc γG γQ 
As in 10-3 
m2/m 
3.8 (100 years) No deterioration no 1.34 1.75 1.11 1.38 4.70 
3.8 VU and STEWART no 1.54 1.64 1.11 1.30 5.15 
3.8 ENRIGHT and FRANGOPOL no 1.76 1.65 1.12 1.31 5.92 
3.3 VU and STEWART no 1.46 1.61 1.10 1.25 4.73 
3.3 ENRIGHT and FRANGOPOL no 1.67 1.59 1.11 1.26 5.44 
3.3 VU and STEWART yes 1.36 1.56 1.01 1.33 4.28 
2.7 VU and STEWART yes 1.29 1.51 1.01 1.27 3.91 
 
It appears that the partial factors γs and γc, derived for the case of no deterioration, working 
life of 100 years and the target reliability index 3.8, are rather greater than the 
recommended values while γG is significantly lower. Considering the remaining working 
life of 30 years and target reliability index 3.8, the partial factor γs is considerably greater 
than the recommend value 1.15. This is consistent with findings of previous studies by VU 
and STEWART [25] and VAL et al. [23] where importance of yield strength and degradation 
aspects (included here in γs) on reliability has been indicated. The partial factors γc and γQ 
are in a partial agreement with the recommended values while the partial factor γG is lower 
than the recommended value. Note that the model uncertainties in resistance can be 
considered separately by the partial factor γRd as indicated in EN 1990 [3]. The partial 
factor γs would then be significantly lower than those in Tab. 4. 
Apparently, the requirement on reinforcement area is not satisfied. Therefore, it is decided 
to reduce the target reliability level. Modified target reliability levels for RC bridges are 
estimated on the basis of empirical relationships proposed by ALLEN [2] and 
SCHUEREMANS and VAN GEMERT [21], taking into account economic and societal 
consequences of failure. In accordance with ALLEN [2], the target reliability index may be 
reduced by 0.5 for structures with gradual failure with probable warning where likelihood 
of fatality/injury given the failure is 0.2. Thus, the target reliability index 3.3 is considered 
in the following. 
It follows from Tab. 4 that particularly the partial factor γs is decreased. However, 
reinforcement area of the existing bridge is still insufficient. Therefore, the bridge is 
inspected to obtain new information on the basic variables. As the theoretical models for 
the basic variables given in Tabs. 1 to 3 are based on general knowledge, intended to cover 
“common” reinforced concrete bridges, it is expected that the measurements shall make it 
possible to reduce variability of variables describing the considered bridge. 
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It has been recognised in earlier studies by VU and STEWART [25] and VAL et al. [23] that 
particularly variability of the basic variables describing the deterioration process and 
concrete cover influence the structural reliability. Therefore, measurements at the time of 
assessment are focused on these variables. In addition data on the actual permanent action 
are collected. It is known from previous regular inspections that time to initiation of 
corrosion is five years. It is observed that reduction of the reinforcement area is about 5 %. 
It can be shown that the corresponding corrosion rate is about 2.3 µA/cm2. To include a 
measurement error, coefficient of variation of this corrosion rate is considered as 0.05. It is 
confirmed that the permanent action corresponds to the assumptions made at the design 
stage. The mean is thus taken as the nominal value and the coefficient of variation is 
reduced to 0.03. Statistical evaluation of the measurements of concrete cover indicates that 
mean is 0.05 m and coefficient of variation is 0.06. 
For the model by VU and STEWART [25], the required reinforcement area decreases to 
4.28 × 10-3 m2/m as indicated in Tab. 4. In this case, the design according to Eurocodes 
yields a sufficient reliability. However, the required reliability level is still not achieved for 
the existing bridge. Therefore, it is decided to modify the target reliability level using the 
model proposed by SCHUEREMANS and VAN GEMERT [21]: 
βt = -Φ-1(SC tD AC CF / (np W) × 10-4) ≈ 2.7  (14)
with SC social criterion factor (recommended value for bridges 0.5) 
AC activity factor (recommended value for bridges 3)
CF economical factor (1 for serious consequences of failure) 
np number of endangered persons (here taken as 15) 
W warning factor (0.1 for gradual failure with likely warning). 
 
Considering the target reliability index 2.7, the required reinforcement area is 3.91 × 10-3 
m2/m. In this case the existing bridge complies with requirements on the target reliability 
level. The derived partial factors for the actions are reduced as compared with the 
recommended values while the partial factor γc is equal to and γs is rather greater than the 
recommended values. 
It is noted that the bridge should be re-assessed each about five years as after this period 
traffic conditions and resistance of a deteriorating structure are likely to have changed 
beyond accuracy of the applied models, VU and STEWART [25]. In particular it is difficult 
to predict with any degree of confidence long-term deterioration processes. Hence, the 
predicted reliability level may only be relatively accurate for shorter time periods since 
previous assessment or updating. 
It should be noted that influence of inspections and possible upgrades of the bridge are not 
included in the presented model. It is foreseen that the partial factors could be lower when 
regular inspections and upgrades are guaranteed. The predicted reliability levels and 
derived partial factors are rather conservative as they are based on an upper bound on the 
failure probability given by equation (2). In addition, the fact that the bridge has survived 
30 years could be taken into account. 
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7 Conclusions and outline of the future research 
The following conclusions may be drawn from the reliability analysis of the deteriorating 
reinforced concrete road bridge: 
• The obtained reliability indices are considerably decreased when the deterioration is 
taken into account. 
• The resulting reliability level is dependent on the assumed model for deterioration 
due to chloride contamination. 
• For existing reinforced concrete road bridges, target reliability levels may be 
different than those for new bridges. 
• The target reliability levels may be modified taking into account economic and 
societal consequences of failure as well as costs of upgrades. 
• Partial factors for the assessment of existing bridges may be reduced considering a 
modified target reliability level and updated models of basic variables based on 
results of inspections. 
• The partial factor for steel reinforcement, covering resistance uncertainties, yield 
strength variability and degradation effects, varies within the range from 1.3 to 1.7. 
• The derived partial factors for concrete strength and traffic load correspond to the 
recommended values 1.5 and 1.35. 
• The partial factor for permanent actions may be considered by the reduced values 
1.0 – 1.1 when information on an actual permanent action on a bridge is available. 
It is emphasized that the obtained numerical results are significantly dependent on the 
assumed probabilistic models and should be considered as informative only. To provide 
unambiguous recommendations for specification of the partial factors for existing 
reinforced concrete road bridges, the following aspects will further be taken into account: 
• Shear failure criterion, improved deterioration models (bond cracking, 
delamination, etc.) and refined load models will be included, 
• Reliability analyses will be conducted for different ratios of the permanent actions 
and traffic loads to consider different lengths of span, 
• The target reliability levels will be estimated by cost optimisation, considering 
economic and societal consequences of failure. 
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Determination of Partial Safety Factors for Existing 
Structures 
Alexander Fischer, Jürgen Schnell 
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Abstract: “Building in existing structures” means all kind of activities like re-
pair, strengthening or modification of constructions is understood [3]. The vol-
ume and the variety of construction problems to be solved by the business 
“Building in existing structures” compared to new construction projects in-
crease significantly in Germany. To realise the preservation, the conservation 
and redevelopment of the whole building asset are deemed to be the main tasks 
of planners and operating construction companies within the next few decades. 
In fact the assessment of existing structures is getting more and more important 
also due to social and economical reasons, while most German codes deal ex-
plicitly only with the design situations of new structures. These codes don´t 
lead to the designated target for the assessment of existing structures. Because 
of the supplementary information from the existing buildings the partial safety 
factor can be modified to assure a successful assessment of existing structures. 
Therefore several parameter studies have been made at Kaiserslautern Univer-
sity of Technology for calibration of modified safety factors to guarantee a uni-
form reliability level. 
1 Introduction  
Building in existing structures currently represents an important future market yet, and is 
of high relevance. Its market volume surpassed that of the new buildings in recent years 
and will also increase in the next few years. The reasons for this expansion are different, as 
the experts survey of SCHNELL [13] by structural planners and builders shows: urban de-
velopment, rehabilitation needs, change of ownership, and especially the conversion of 
existing buildings.  












Figure 1:  Trend on the market  
It requires planning, assessment, design and execution of the entire range across the engi-
neering knowledge, as it is required in new buildings, likewise. In addition, it occur a large 
number of questions regarding the legally required limit values and the reliability based 
assessment aspects. To cope with such problems, it also requires the proper handling of 
existing buildings with extensive knowledge of historical materials, structures and stan-
dards / codes. Lack of clarity in the definition of requirements for structural safety tends to 
limit the willingness to re-use existing buildings and the desire for sustainability in con-
struction.  
2 Safety factors for existing structures 
2.1 General remarks 
The design procedures being comprised in the current standards guarantee the reliability of 
structures. Actions on structures are comprehensively defined in DIN 1055-100 [8] Therein 
load assumptions are selected which apply for all types of constructions. The partial safety 
factors for the different components on the resistance side set down in the individual mate-
rial standards. The partial safety factors for new buildings have to cover all fields of uncer-
tainty shown in figure 2.  
The following approach suggested for assessment does not consider the side of actions. If 
as-built stocktaking is accomplished before starting off with building measures, reliable 
information on the type of operation and structural attributes can usually be gathered, in 
such way that a large part of the above listed uncertainties need not to be covered by safety 
(a) Rearrangement of construction invest-
ment [10] 
(b)  Cause of construction in existing buildings 
[13] 
Occasion of construction 
change in use 
49%
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surcharges. Thereof advantage can be taken in calibrating partial safety factors for the re-












Figure 2:  Origin for quality defects on structures [9] 
The probability of failure in a structure can be determined by the structural resistance and 
the action effects. Both factors can be found in the description of the ultimate limit state. 
This limit will decide between compliance and non-compliance of the structural safety 
which can be expressed by the probability of failure. 
The resistance of components and the actions on the components, are linked through the 
limit state function [14] defining the failure conditions. In these limit states all statistical 
information of resistance and actions are assimilated. The required statistical parameters 
can be traced from, for example, [12], [14] and [15]. Additional information about impact-
ing actions on structures can also be found in [1], [2] and [14]. 
In accordance with DIN 1055-100 the security index βT = 4.7 for the reference period of 
one year was chosen as target value of reliability. All probabilistic investigations described 
in this section have been done with the program COMREL 2007 [16].  
2.2 Assessment in case of bending of reinforced concrete elements 
Looking on concrete components, lowly reinforced only, the ruling factors for the struc-
tural design in case of bending (i.e. flexural failure of the beam is decisive) are discussed 
subsequently.  
The limit state function of the load-bearing capacity for bending is up to [14]: 
S1 y





= ⋅ ⋅ ⋅ ⋅ −⎜ ⎟⋅ ⋅ ⋅ ⋅ ⋅⎝ ⎠
A f
M θ A f d
b d κ α f  
 (1) 
Therefore the statistical parameters are taken from the literature according to [14]. These 
characteristics reflect the average quality of execution, having been likely to be valid for 
the period beginning in the 1980s. 
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Tab. 1:  Overview of the basic variables used with type of statistic distribution and corre-
sponding coefficient of variation [14] 
basis variables type of statistic 
distribution 
CoV 
Width b  
Slab thickness h  
Edge distance of reinforcement d1 
Reinforcement As 
Steel tensile strenght fy 
Concrete compressive strength fc 
Moment Dead Load Mg 
Moment Life Load Mq 
Model uncertainty resistance θE 






















As a result of a probabilistic analysis using the First Order Reliability Method (FORM) 
according to Appendix B of DIN 1055-100 the reliability index βT and sensitivity factors αi 
can be concluded. The sensitivity factors are also known as importance factors, because 
they reflect the impact of each basis variable concerning to the reliability of the observed 
failure criterion of the component. Figure 3 shows a typical distribution of the sensitivity 
factors for flexural failure of weak reinforced concrete slabs, as a result of residential and 
office space usage  
The influence of each variable concerning the reliability of the component becomes evi-
dent from the distribution of the different sensitivities of the basic variables. In general 
terms, the bigger the absolute value of the basic variables, the more it affects the reliability 
















with the basic variables 
fc medial concrete compressive strength 
fy medial steel tensile strength 
MR model uncertainty factor resistance 
ME model uncertainty factor actions 
Mg Moment Dead Load 
Mq Moment Life Load 
h Slab thickness 
d1 Edge distance of reinforcement 
Figure 3: Diagram depicting of the distribution of the sensitivity factors for flexural failure 
of low reinforced concrete slabs for g / q = 70 / 30 [14] 
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Figure 3 shows that the uncertainty of the mechanical model and the moment of the vari-
able action of live load Mq provide an significant impact on the target reliability βT. Simi-
larly, quite large an impact of the reliability is related to the steel strength fy and the model 
uncertainties on the load side. These values strongly affect the reliability relatively in con-
trast to the concrete compressive strength fc which has almost no influence. The component 
height h, the distance of reinforcement to the component surface d1 and the moment due to 
dead load Mg give a moderate peripheral affect on the reliability only.  
The sensitivity factors of the basic variables have a negative sign in case the basic vari-
ables influence the reliability of the component negatively considering the failure criterion. 
2.2.1 Influence of the ratio of dead and life load 
Fluctuating actions possess - because of their large coefficient of variation - a significant 
influence on the component reliability. As limiting type of case, assumed in the parameter 
studies [14] it is deemed that the maximum life load is as large as the dead load.  
The surplus load counting for partition walls may be assigned for the load ratio g/q on the 
side of the permanent actions.  
Figure 4 shows the considerable lower reliability for the higher live load portion adopted 















Figure 4: Reliability index βT depending on the concrete compressive strength for different 
ratios of dead load versus live load applying the partial safety factors γc = 1.50 and 
γs = 1.15, (percentage of longitudinal reinforcement of 0.06%) [14] 
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2.2.2 Influence of concrete compressive strength 
It should be noted that for bending elements the reliability declines with an increasing con-
crete compressive strength grade. Looking at the reliability on cross-sectional level for 
flexural failure of slabs and beams, the values of the reliability index βT are shown in the 
figure 5. Thereby the coefficient of variation vx given in [14] was used. The partial safety 
factors of the materials are kept in accordance with DIN 1045-1. Furthermore, it becomes 
obvious clearly that for floors of residential and office buildings the design codes under the 
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Figure 5: Reliability index βT depending on the percentage of longitudinal reinforcement 
for different concrete strength classes under a ratio of dead load to live load g / q 
= 70 / 30 when using the partial safety factors γc = 1.50 and γs = 1.15 [14]  
2.2.3 Impact of percentage of longitudinal reinforcement  
Figure 5 reveals clearly that the percentage of longitudinal reinforcement of components 
impart a decisive influence on its reliability. The greater the degree of reinforcement the 
greater the reliability is. The justification among other things is found in the small variation 
of steel tensile strength. Extensive studies on this feature are illustrated in [14].  
Studying the impact of percentage of longitudinal reinforcement on the component reliabil-
ity, the variation of the partial safety factor for concrete γc addicts no further significant 
reduction in reliability as expected.  
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2.2.4 Optimized partial safety factors for flexural failure  
For flexural failure of floors in residential constructions the following findings have been 
identified: 
• The higher the concrete strength class of the component is supposed, the lower the 
reliability of the floor slab for flexural failure to cope with.  
• The component reliability increases with the growth of the percentage of longitudinal 
reinforcement ρl.  
• The reliability of the floor slab declines significantly with the increase of the ratio of 
imposed live load. 
• The variation of concrete compressive strength fc has a minor impact on the reliabil-
ity of floor slabs under flexural failure.  
• Even with the increase of component thickness a slight growth of reliability is recog-
nized. 
If the as-built stocktaking confirmed the dimensions, the scope of reinforcement scope, the 
material data and the structural system as well as a state of structure free of damages state 
of structure, a reduction of partial safety factors for concrete to γc = 1.20 and for rein-
















rl =  0,00285
 
Figure 6: Reliability index βT depending on the concrete strength for different percentages 
of longitudinal reinforcement ρl with the load ratio g / q = 70 / 30, using the par-
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Figure 6 shows the reliability index for reduced partial safety factor. The reliability value 
will never fall below βT = 4.7.  
The study was made for load ratio g / q = 70 / 30, only. Previous studies have shown that 
for the load ratio of g / q = 50 / 50 the reliability index decreases from about 0.3. Therefore 
even in case of equal load fractions for dead load and live load the reduced safety coeffi-
cients of γc = 1.20 and γs = 1.10 are justified. 
For the load ratio g / q = 70 / 30, in any case a scope for a further reduction of the material 
factor for reinforcing bars is still available. In figure 7 it can be recognized that for reduced 
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Figure 7: Reliability index βT pending on longitudinal percentage of reinforcement ρl for 
different concrete strength classes with the load ratio g / q = 70 / 30 using the par-
tial safety factor γc = 1.20 and γs = 1.05 [14] 
The results of the parameter study for residential and office usage shown in [14] have been 
merged in a flowchart (figure 8). Lots of parameter studies for normal solid concrete 
C12/15 up to C50/60 with different coefficients of variation were made. Likewise the dis-
persion of reinforcing steel strength was investigated. 
It should also be pointed out that for very large dispersion of material properties it might be 
necessary to use a larger partial safety factor for reinforcement steel as fixed in the current 
standard. Also different ratios of actions especially if the live load is bigger than the dead 
load, quite large partial safety factor on the material side may occur. 
It should also be pointed out that with the proposed modification of partial safety factors 
on the material side, no reduction of the safety coefficients on the action side is allowed. 
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In [14] an analogous approach for the verification of shear load capacity and also for the 
proof of compact compression members is enclosed.  
The following recommendations can be given if the variation of concrete compressive 
strength is of vx < 0.40 and for reinforcing steel vx ≤ 0.06 has been established: 
 
 
Figure 8: Compilation of modified partial safety factors for the analysis of reinforced con-
crete components in bending of existing structures after as-built survey [14] 
For concrete slabs without shear reinforcement and without risk of shear failure due to 
punching, a modified partial safety factor of concrete γc,mod = 1.20 can be scheduled when a 
load ratio g / q ≥ 70 / 30 is existent. For compression members which are verified after the 
theory of first order modified partial safety factors lying on the safe side for concrete  
γc,mod = 1.20 and reinforcing steel γs,mod = 1.05 can be used and concrete compressive 
strength showing a variation of vx < 0.20. However, this is applicable only if the existing 
Determination of flexural failure of 
bending components in existing  
structures 
Determination of load ratio g/q 
g/q > 70/30 g/q < 50/50    70/30 ≥ g/q ≥ 50/50 
concrete: vx < 0.40 
steel: vx ≤ 0.06 
  concrete: vx ≥ 0.40 
  steel: vx > 0.06 yes 
no 
yes 
γc = 1.20 
γs = 1.05 
γc ≥ 1.50 
γs ≥ 1.15 
γc = 1.20 
γs = 1.15 
γc = 1.50 
γs > 1.15 
γc = 1.20 
γs = 1.10 
yes 
concrete: vx < 0.40 
steel: vx ≤ 0.08 
concrete: vx<0.40 
steel: vx > 0.10 
concrete: vx < 0.40 




concrete: vx < 0.40 
steel: vx ≤ 0.06 
concrete: vx < 0.40 
steel: vx ≤ 0.08 
no 
γc = 1.50 
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stirrups comply with the minimum diameter and maximum distance according to code  
DIN 1045-1. 
2.3 Example: Verification of office-/residential floor slab  
The following shown reinforced concrete slab (figure 9) was created in 1975 and designed 
in accordance with the standards at that time. Formerly the building was used for dwelling 
purposes and is now transformed into an office building. Therefore as a result of the load 
increase the slab has to be analysed according to the current standard. 
Therefore, the recalculation is carried out under application of the current codes DIN 1055-
100 [8] and DIN 1045-1 [6]. Subsequently, the ultimate limit state of the construction is 
evaluated with the modified partial safety factors in accordance to section 2.2.4. 
2.3.1 Existing Design according to DIN 1045:1972-01 [5] 
System and dimensions: 
 
Figure 9:  Structural system and loading conditions 
Span width:  ls = 4.40 m 
Dimensions:   slab height d = 16.0 cm 
Concrete cover:  cnom = 2 cm   effectic depth h = 13.5 cm 
Concrete:  Bn 250 
Reinforcement steel: BSt 420/500 (III) 
Dead load slab: g1 = 0.16 m ⋅ 2.5 Mp/m³ = 0.40 Mp/m² (4.00 kN/m²) 
Dead load floor: g2     = 0.10 Mp/m² (1.00 kN/m²) 
Sum of dead load: ∑g    = 0.50 Mp/m² (5.00 kN/m²) 
g 
p 
l = 4,24 m 0,24 m 0,24 m 
ls = 4,40 m 
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Live load:  p     = 0.15 Mp/m² (1.50 kN/m²) 
Design for bending: mF = 0.65 ⋅ 4.40² / 8  = 1.57 Mpm/m 
kh-process: kh = 13.5 / √1.57 = 10.8  DAfStb-Heft 220 (1972): ke = 0.45 
ae,erf = 0.45 ⋅ 1.57 / 0.135 = 5.23 cm²  ae,gew = 5.24 cm² ∅ 10 / 150 mm 
Design for shear force: spaced at 0.5h from point of support 
qs = 0.65 ⋅ 4.40 / 2 – 0.65 ⋅ (0.24 / 3 + 0.5 ⋅ 0.135) = 1.33 Mp/m = 1330 kp/m 
τ0 = 1330 / (100 ⋅ 0.85 ⋅ 13,5) = 1.16 kp/cm² 
 < τ011,a (Bn 250) = 3.5 kp/cm²   without shear reinforcement 
2.3.2 Analyses according to DIN 1045-1:2008-08 with load increase 
a) Effective span width (measured data): 
leff = ln + a1 + a2 = 4.24 m + 0.24 m / 3 + 0.24 m / 3 = 4.40 m 
cross sections dimensions: b / h / d = 100 / 16 / 13.5 cm 
b) First step towards the application of current code for reinforced concrete  
DIN 1045-1 is deemed to be the transformation of the material data: 
Allocation of DIN 1045-1 according to [4] section 2.13 respectively 3.7 
Concrete:  Bn 250    fck = 20.0 N/mm² ≡ C20/25   
Reinforcement: BSt 420 S / M:  fyk = 420 ⋅ 1.6 / 1.75 = 384 N/mm² 
Design values with partial safety factors according to DIN 1045-1 
for concrete:  γc = 1,50   fcd = 11.33 N/mm² 
for reinforcement: γs = 1.15   fyd = 384 / 1.15 = 334 N/mm² 
c) Actions: 
The floor construction should be changed in the course of conversion into office building 
and the live load have to be increase: 
Dead load slab:   gk1  = 4.00 kN/m² 
Dead load floor (new):   gk2  = 1.50 kN/m² 
Sum of dead load   ∑gk = 5.50 kN/m² 
Live load office category B1 (new):  qk  = 2.00 kN/m² (DIN 1055-3 [7]) 
The loading has been increased in comparison to the former structural analyses about  
7.50 / 6.50 = 115%. 
Part safety factors the agents for the adverse effect from DIN 1055-100: 
Permanent loading:  γG = 1.35 
Variable loading:  γQ = 1.50 
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Load combination:  ed  = 1.35 ⋅ 5.50 + 1.50 ⋅ 2.00 = 10.43 kN/m² 
d) Bending design for the ultimate limit state: 
mEd,F = 10.43 ⋅ 4.40² / 8 = 25.2 kNm/m 
Design tables without dimensions for BSt 500 can also be used for lower design values of 
rebar yield stress by consideration of lower yield limit extension and yield stress. 
Design with dimensionless parameters (per running meter): 
µEds  = |mEd,F| / (b ⋅ d ⋅ fcd) = 0.0252 / (1.0 ⋅ 0.135² ⋅ 11.33) = 0.122 
 ω = 0.131 
as,erf = 0.131 ⋅ 100 ⋅ 13.5 ⋅ 11.33 / 334  as,erf  = 6.00 cm² > 5.24 cm² available 
While using the partial safety factors on the material side according to DIN 1045-1 the 
flexural capacity of the slab cannot be verified. There is about 0.75 cm2 / m (approx. 15 %) 
less of reinforcement quantity given. 
e) Design of shear force for ultimate limit state: 
in distance d from point of support 
vEd = 10.43 ⋅ 4.40 / 2 – 10.43 ⋅ (0.24 / 3 + 0.135) = 20.7 kN/m 
vRd,ct  = 0,10 ⋅ κ  (100 ⋅ ρl ⋅ fck)1/3 ⋅ d (DIN 1045-1, Gl. (70)) 
κ  = 1 + (200 / d)1/2 ≤ 2.0 
100ρl  = 5.24 / 13.5 = 0.388 
vRd,ct  = 0.10 ⋅ 2.0 (0.388 ⋅ 20)1/3 ⋅ 0.135 = 0.0535 MN/m = 53.5 kN/m > vEd  
The shear load capacity of the slab without shear force reinforcement can be verified by 
using the partial safety factors according to DIN 1045-1 further on. 
2.3.3 Verification with modified partial safety factors 
a) Assessment of structure:  
A comprehensive as-built survey of the structure with acquisition of the real geometry was 
done. This is a precondition for the modification of partial safety factors. The chosen rein-
forcement according to the former static calculation has been checked with a reinforcement 
indicator and has been confirmed to be ∅10 – 150 mm (existing as = 5.24 cm²/m). 
The concrete cover measured in the midspan amounted to 18 mm till 26mm  in average 
22 mm. The component thickness in the midspan was averaged with 158 mm. The exami-
nation of the concrete compressive strength showed a correlation to the values having been 
used in the first static analysis (coefficient of variation vx <0.4). The ratio of dead a live 
load ∑gk / ∑qk is up to: 5.50 / 2.00 = 2.75 and therefore larger than 70 / 30 = 2.33. 
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b) Partial safety factors: 
The partial safety factors on the action side according to DIN 1055-100 remain unchanged, 
because this code is comprehensive for all materials. Thus, for the subsequent verifications 
only partial safety factors on the resistance side were modified up to section 2.2.4. Because 
the permanent load is more than 70% of the total slab load, the partial safety factors on 
material side can be elected according to figure 8 as follows: 
Concrete:  γc = 1.20 
Reinforcement: γs = 1.05 
The internal design force remains unchanged mEds = 25.2 kNm/m 
Design values of construction materials 
Concrete: fcd = 0.85 ⋅ 20 / 1.20  = 14.17 N/mm² 
As the dispersions of actual location of reinforcement are nearly eliminated by measure-
ments, the yield stress of the BSt 420 is adopted as characteristic value for the flexural de-
sign. The reduction of fyk based on the 1972 safety level the global partial safety factors 1.6 
(new) / 1.75 (old) can be omitted: 
Reinforcement: fyd = 420 / 1.05  = 400 N/mm² 
c) Bending design: 
Cross-sectional dimensions at max M after measurements in midspan: 
d = 15.8 – 2.2 – 1.0 / 2 = 13.1 cm 
b / h / d = 100 / 15.8 / 13.1 cm 
Design with dimensionless parameter (per running meter): 
µEds  = 0.0252 / (1.0 ⋅ 0.131² ⋅ 14.17) = 0.104 
 ω = 0,110 
as,erf = 0.110 ⋅ 100 ⋅ 13.1 ⋅ 14.17 / 400  as,erf  = 5.10 cm² < 5.24 cm² available 
It is important to note that the steel strain with about 20 ‰ rise above the allowable level 
of 5 ‰ according to DIN 1045:1972-01. In principle, then the design provisions and the 
limitation of crack width have to reviewed of compliance.  
Furthermore, for slabs sensitive to deformation a more precise calculation of deflection is 
recommended. 
The new necessary calculated reinforcement quantity is approximately consistent with the 
existing volume of reinforcement of 5.24 cm²/m. Thus, the bearing capacity of the panel 
with the real checked dimensions can predicted as sufficiently guaranteed. 
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2.3.4 Comparison of the results 
By modifying the partial safety factors on the resistance side a calculated reduction of the 
reinforcement quantity from erf as,γDIN = 6.00 cm²/m to erf as,γmod = 5.18 cm2/m of the ex-
isting slab is achieved.  
For this example given, the reduction of the required reinforcement quantity compared to 
the strict design according to DIN 1045-1 represent a percentage of roughly ca. 16%. 
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Structural Reliability Assessment for existing bridges 
with in situ gained structural data only – Proceeding and 
assessment of damaged bridges 
Thomas Braml, Manfred Keuser 
Institute for Structural Engineering, University of the German Armed Forces, Munich, 
Germany 
Abstract: Structural reliability assessments for existing structures are based on 
reliable data which can be obtained by the evaluation of design documents or, 
if these are not available, by in situ measurements of the geometry and material 
properties. For cases where no documents of the existing bridges are available, 
a research team of the University of the German Armed Forces, Munich, has 
developed a methodology to allow an on site determination of the load-bearing 
capacity for concrete, steel and composite steel bridges. The assessment system 
works on two different levels of accuracy: a quick assessment module – Level 
1- with geometric input values only, and a structural analysis module – Level 2 
– which requires additional material properties. This paper deals with the quick 
assessment module with geometric input values only. In particular, the proce-
dure for verifying the safety level for the assessment of damaged bridges is 
shown. On the basis of reliability calculations, the influence of the corrosion of 
the reinforcement and the loss of cross section in the compression zone of a 
concrete bridge is calculated to the reliability index β. The diagram developed 
for a typical concrete bridge with a slab cross section shows the lower permit-
ted bridge class corresponding to the degree of corrosion and the loss of cross 
section.  
1 Introduction 
Within the framework of the peace-keeping operations of the German Armed Forces, one 
relevant task of the Army Corps of Engineers is to evaluate the existing infrastructure in 
the operation area. There are usually no maps available for the relevant region area. The 
first step is the identification of the terrain by a measurement with automatical systems. 
The second step is the reconnaissance of the bridges. In particular, the load-bearing capac-
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ity of bridges is important in order to ensure the safety and trafficability of routes. In worst 
cases there are no design documents available for the bridges. In such cases, assessment is 
more difficult and can only be based on in situ measurement of the geometry and of the 
material properties. For this, the University of the German Armed Forces, Munich, Prof. 
Dr.-Ing. N. GEBBEKEN, Institute of Engineering Mechanics and Structural Mechanics, Prof. 
Dr.-Ing. I. MANGERIG, Prof. Dr.-Ing. M. KEUSER, Institute of Structural Engineering, and 
their assistants have developed a methodology to allow an on-site determination of the 
load-bearing capacity for concrete, steel and composite steel bridges (GEBBEKEN [10]). In 
chapter 2 the methods for the assessment are shown. 
In many cases, the existing bridges are already damaged. This applies to the bridges which 
have been examined within the framework of the German Armed Forces peace-keeping 
operations abroad, as well as for a number of bridges in Germany. In the communal sector 
in particular, there are many bridges which are damaged and for which no design docu-
ments are available. In Chapter 3, the probability of failure pf and the reliability index β 
have been calculated for a concrete slab bridge, in order to indicate the decrease in reliabil-
ity as a consequence of the damage. Within the framework of the quick assessment (Level 
1 Method) of the concrete bridges, there is usually no time for an intensive inspection. 
Only a visual inspection can be carried out. For the assessment of the actual load-carrying 
capacity, the material properties must be gained with in situ measurement. In this case, the 
Rebound Hammer (also called the Schmidt Hammer) can be used to estimate the strength 
of concrete by measuring its hardness. The loss of cross section in the compression zone of 
the concrete can usually be measured with normal geometric equipment. Reinforcement 
corrosion can be detected, because if corrosion is not under control it leads to concrete de-
lamination and spalling. If the bars are not free and can be seen, destructive intervention or 
more sophisticated measurements, e.g. methods for measuring the potential difference, are 
necessary. For this reason, the following reliability calculations in Chapter 4 consider only 
damages in terms of corrosion of reinforcement and scabbing form a concrete cross sec-
tional compression area. Investigations according to damage assessment using non-
destructive testing methods are shown exemplarily in FUCHS [9]. 
2 Methods for the assessment 
2.1 Fundamental approach 
The system for classifying existing civil bridges without design documents comprises 
hard- and software elements. It is to be used by a team consisting of a civil engineer (Ex-
ploration Leader) and two assistants. It is designed for simple implementation. The as-
sessment works on two different levels of accuracy. First of all, a quick classification 
(Level 1) on the basis of experience and empirical data approaches the bearing capacity 
with nothing more than the information about the geometrical properties of the bridge. If 
the value of the carrying capacity is equal to or higher than the required load class, classifi-
cation is thus complete. If the value is lower, a more accurate reconnaissance of the bridge 
and determination of the bearing capacity are carried out with BRASSCO (Bridge Assess-
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ment Code – Level 2). Additionally, a database system has been developed to complete 
non-available values and to check the values for plausibility. The generated system is 
loaded by the traffic loads from the STANAG 2021 [18]. After calculation, the permissible 
bridge class is shown. Based on measurement errors and lack of knowledge about the ac-
tual construction of the bridge, it is necessary to review the computer model and the calcu-
lated results. This is done by means of a monitoring, by which the actual system is 
validated. The deformations and vibrations can be measured and compared with the results 
of the calculation. The input values and the fundamentals of calculation for this program 
system can be found in GEBBEKEN [10]. 
2.2 Quick assessment of existing bridges without design documents 
2.2.1 Basics of the method 
The quick estimation method must have the following properties according to GEBBEKEN 
[11]: 
• small amount of necessary input 
• input data easy to measure 
• short calculation time 
• short time period to obtain results by use of the quick estimation method. 
The concept is based on the relation between the bending moment of the superstructure 
caused by the construction dead load MKG, and the bending moment caused by the live load 








  (1) 
2.2.2 Calculation of the relation value α 
In order to calculate the relation α, the static documents of many existing reference bridges 
were evaluated in our own calculations to determine MKG and MQ. In the diagrams Figure 1 
and Figure 2, the fixed relation value α for composite bridges with open rib systems and 
with closed rib systems is shown.  
The diagrams apply for the span moment and for the bending moment over piers. In the 
calculation of the α value, the decisive bending moment was always considered. The rela-
tion value α is very different for concrete, composite and steel bridges. In BIERBRAUER [2], 
diagrams for concrete bridges with spans up to 40 m are presented. The calculations for the 
diagrams for steel bridges were still in progress at the time of publication. 
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2.2.3 Permitted bending moment MQ for traffic load 
The calculation of MQ follows from (1) concept based on the relation between the bending 
moment of the superstructure caused by the construction dead load MKG and the bending 
moment caused by the live load MQ. The permitted bending moment is described by the 
function: 
 
Fig.1:  fixed relation value α for open rib systems of a composite bridge 
 
 
Fig.2: fixed relation value α for closed rib systems of a composite bridge 
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1 1Q KGM M α
⎛ ⎞= ⋅ −⎜ ⎟
⎝ ⎠
  (2) 
One must keep in mind that in the assessment of the load class the only factor considered is 
the bending moment of the superstructure from the bridge. The shear forces, the substruc-
ture, i.e. the colums, the abutments, etc., the transverse cross-section, and damaged bridges 
are not considered in the current phase of the project. For this, a safety factor γ is neces-
sary. The bending moment calculated with (2) will be reduced with this safety factor (3).  
permitted MQ = MQ / γ  (3) 
In current calculations the safety factor will be calibrated as a function of the influences 
which have been mentioned before. The calculation for damaged bridges is in chapter 3.  
2.2.4 Proceeding for the quick assessment of the permitted traffic load class 
First of all, the structure must be identified: Definition of the properties of the bridge, e.g. 
the type of material of the superstructure and the type of the cross section. In the next step, 
the dimensions of the bridge must be measured. The results are registered in the computer 
program with the graphical user interface. The last step is to set the required military load 
class from STANAG 2021 [18]. The calculation is performed automatically by the pro-
gram. Then the program shows whether the crossing of the bridge with the selected vehicle 
from the military load class is allowed or forbidden. 
If the crossing is forbidden for a certain MLC-class, you can then decide whether it is pos-
sible to cross with vehicles of a lower MLC-class. If this is not possible, you make a pre-
cise calculation with the program system BRASSCO. This then requires additional 
information about the bridge, e.g. the material properties. 
3 Assessment of damaged bridges  
3.1 Introduction 
The application of the reliability theory for calculating the safety and reliability of existing 
bridges is now widely used. A range of scientific papers in recent years confirms this, for 
example PROSKE [20], STRAUSS [23], HANSEN [12] and JCSS [14]. A major role in this 
report is the consideration of damaged bridges on account of the large stock of old bridges 
and their increasing age. When calculating the reliability of the bridges it is important to 
decide between the limit states in order to define failure. For bridge structures, failure 
could be defined as the inability to carry traffic. This undesired performance can occur due 
to many different types of failure: excessive cracking or corrosion or large deformations, 
exceeding of the load –carrying capacity for shear or bending moment, or local or overall 
buckling. In structural reliability analyses it is important to differentiate between the three 
types of limit states. The Ultimate limit states (ULSs) are related to the loss of load-
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carrying capacity, the Serviceability limit states (SLSs) are related to gradual deterioration, 
user´s comfort or maintenance costs, and the third state types, the Fatigue limit states 
(FLs), are related to loss of strength under repeated loads.  
In the present case, the Ultimate limit states (ULSs) are normally decisive for the assess-
ment of the reliability of a bridge structure after a visual inspection for the quick assess-
ment. A time-invariant reliability analysis can then be used. All other SLSs and FLSs cases 
normally require a time-variant analysis LENTZ [16].  
Furthermore, it must be taken into consideration that in the context of the quick assessment 
or of a visual inspection only a few values can be measured. This is actually not similar to 
probabilistic calculations, because such a calculation is usually based on measured values. 
But important developments have occurred in recent years in the application of the reliabil-
ity theory to structural design practice thanks to general knowledge concerning probability 
theory and risk analysis along with an expanded statistical data base. The following chapter 
shows the reliability calculation for damaged existing bridges, presented by means of an 
example, with only the data gained in situ by a visual inspection. The developed diagram 
shows the lower category of the bridge class depending on the degree of corrosion of the 
reinforcement bars.  
3.2 Limit State function and Methodology of the reliability analysis 
The failure or survival of a structure is calculated with the help of limit state function. The 
general form of such an equation for a time invariant case can be written as 
g(R,Q) = R – Q  (4) 
The structure “fails” when the load (Q) exceeds the resistance (R). R and Q are random 
variables. In the case of the superstructure of a bridge, R and Q are functions of different 
basic variables, which describe the load (Q) and the resistance (R) quantities with any type 
of model.  
The probability of failure, pf, may be expressed as: 
pf = p(g < 0)  (5) 
where p ( ) can be read as the probability. 
For the superstructure of the following example concrete slab bridge, own calculations 
have shown that for the Ultimate limit states (ULs) the ultimate bending moment is deci-
sive. The shear capacity is not decisive. 
The limit state function can then be written as 
g(x) = MRu – MSd  (6) 
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where MRU is the ultimate bending moment and MSd the designed bending moment caused 
by load. For the reinforced concrete beam and slab of superstructure of the example bridge 
the limit state function is 
1 2
( ) ( ( 0.5 )) 1
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( )         
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  (7) 
The statistical properties of the basic variables from (7) are shown in chapter 3.3 for resis-
tance and in chapter 3.4 for load effects in detail. 
On the basis of the STRUREL software [20], the reliability analyses are carried out using 
first order reliability method (FORM). To check the accuracy of FORM, an additional cal-
culation with a higher order approximation of the limit state surface at the design point is 
made with a quadratic (second order) approximation of the limit state surface, the so called 
SORM. The probability of failure, pf or the safety index β of the system [β = -Φ-1(pf)] re-
spectively are the main results of the calculation procedure. In addition, the calculation 
yields sensitivity factors (αi) for all random variables xi of the system. The α – factors indi-
cate the influence of the load and resistance variables on the reliability index. In the case of 
existing structures, they show clearly which characteristics of the load and resistance 
model should be taken into special consideration and should be measured. Figure 3 shows 
the influence of the basic variables for the reliability index. 
 
Fig. 3: Illustration of the percentage distribution of the sensitivity factors α² to show the 
influence of the individual basic variables according to (7) for the reliability in-
dex for the typical bridge in chapter 4 
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The calculated reliability level of the system is then compared to a pre-defined target reli-
ability level. The target reliability level can be defined according to EN 1990 [7]. Accord-
ing to Table B1 from EN 1990 [9], the Consequence Class for Bridges is CC3. The 
reliability class RC3 may be associated to the consequence class CC3. The minimum val-
ues for β for the reliability class RC 3 are then 5.2 for a 1 year reference period and 4.3 for 
a 50 years reference period. For existing structures, the costs of achieving a greater reliabil-
ity level are usually high compared to structures under design JCSS [15]. For this reason, 
the target level for existing structures should usually be lower. A reduction of the target 
reliability index β by 0.5 is recommended in DIAMANTIDIS [10] and JCSS [15]. The target 
reliability for the existing bridges is therefore determined with β = 3.8. 
In the case of the operations of the German Armed Forces abroad, possible reductions of 
the target reliability with regard that the number of crossings over the bridge with heavy 
military vehicle occurs in operations very rare compared with ordinary road bridges shall 
be discussed in the future. For the individual case during the short time of operation a 
higher category of bridge class and thus a lower reliability index β can be possibly ac-
cepted. However it must be differenced, if the assessment is for a permanent classification 
or for a short specific use.  
3.3 Resistance Modelling and Material Properties 
For the bridge which is treated in chapter 3.6, the ultimate bending moment is decisive for 
the Ultimate limit states (ULs) of the superstructure. Figure 1 shows the influence of the 
basic variables for the reliability index. It shows that the yield strength, the reinforcement 
cross section and the loads have the most influence. In this chapter, the measurement of 
these important material properties is shown.  
Within the framework of a visual and qualitative inspection JCSS [14], only non-
destructive testing methods are normally applied. For the estimation of the material proper-
ties and of the geometric dimensions the following methods are applied. In Tables 1 and 2 
the statistical properties of basic variables for the example bridge are shown.  
Concrete strength: 
The rebound hammer (Schmidt Hammer) has been used to estimate the concrete strength 
by measuring hardness. It impacts the surface of concrete with a hammer and measures the 
rebound distance of the hammer with the “rebound number”. This distance is then used to 
correlate the strength of the concrete. The rebound hammer has serious limitations. Several 
factors influence the rebound distance, i.e. the concrete stiffness at and near the surface, the 
surface and internal moisture conditions of the concrete, and the depth of carbonation. The 
evaluation and estimation of the concrete strength is carried out in accordance with DIN 
EN 13791 [6]. For a reliability calculation the coefficient of variation chosen must be high.  
Steel Yield Strength: 
If the steel grade is known, the material properties for the reliability calculation will be 
taken from the extensive statistical surveys, e.g. STRAUSS [23] and JCSS [14]. However, if 
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the steel grade is not known the steel hardness must be measured with the “Krautkrammer 
Stahlhärtemessgeräte”. A destructive intervention is necessary for this. 
Geometric dimensions and resistance model: 
The dimensions of the section of the superstructure are measured with normal equipment 
e.g. folding metre stick, laser rangefinder. The value of the model uncertainties for the cal-
culation of the bending moment capacity is obtained from JCSS [14]. 
3.4 Modelling of the dead and live loads 
3.4.1 Dead loads 
The analysis of the dead load effect on the bridge structure involves a degree of uncer-
tainty. For bridges, the primary dead load corresponds to the weight of the beams and the 
deck. The uncertainties in predicting the magnitude of the dead load are due to variations 
in the density of the materials used to form the deck and the bridge members as well as the 
variations in the dimensions of the components of the decks and members. The bending 
moment for the superstructure of a bridge is calculated with the results of the measurement 
of the dimensions. The uncertainties are considered with the coefficient of variation fol-
lowing JCSS [14] and JCSS [15]. 
3.4.2 Live loads 
For short to medium span bridges, the most important loads are those due to moving ve-
hicular traffic including its static and dynamic effects. For individual bridges there is a 
measurement of the actual traffic, e.g. with a Weigh In Motion System WAVE [25]. In the 
majority of cases, e.g. within the framework of only a visual inspection or a quick assess-
ment, there is no measurement of the traffic. In recent years there have been extensive in-
vestigations to calibrate the models in the design codes for a realistic transformation of the 
real loads. The traffic loads are therefore considered in this investigation with the values 
from the design codes with different bridge classes. The actual traffic is then simulated 
very well (MERZENICH [17]). 
In the case of a visual inspection of a damaged bridge or within the framework of a quick 
assessment you need a fast decision on the type of traffic which can cross the bridge. This 
depends very much on the degree of the damage. For the following example in chapter 4, 
there is the allowed traffic depending of the degree of corrosion of the reinforcement 
shown. The 6 bridge classes shown in Table 1 were investigated. The traffic models are 
based on the Load Model 1 from ENV 1991-3 [8]. In CURBACH [3] and NOVAK [19] there 
are calculations for a conversion of the Bridge Classes from the Eurocode 1 with the α – 
factors to the German bridge classes from DIN 1072 [5]. This illustrates the classes for the 
allowable traffic. For example, the bridge class 30/30 [5] simulates according to 
BEIBLATT DIN 1072 [1] the normal traffic on the streets under the terms of STVO [24] 
without very heavy and subject to approval traffic. For bridge classes 16/16 or lower traffic 
signs for lower allowable weight of the crossing traffic are necessary. With the developed 
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diagrams in chapter 4 you can decide after a visual inspection if a traffic sign for a lower 
bridge class is necessary. The diagram is also adapted to the STANAG [18]. 
The coefficient of variation for the distribution and the simulation of the traffic is chosen 
higher for the reliability calculation, because there is no measurement of the real traffic. 
Evaluations from MERZENICH [17] have shown that in such a case a coefficient of variation 







Lane Nr. 1:  
Q1k = 300 kN; q1k = 9 kN/m² 
 
Lane Nr. 2: 
 Q2k = 200 kN, q2k =2,5 kN/m² 
 
Fig 4: Application of load Model 1 from ENV 1991-3 [8] 
Tab. 1:  Bridge classes for the Calculation in Chapter 4 
 
Bridge class  α – adjustment factors  Bridge class accord-


















αQ1 = 1,00 ; αq1 = 0,90 
αQ1 = 1,00 ; αq1 = 1,00 
 
αQ1 = 0,80 ; αq1 = 1,00  
αQ1 = 0,80 ; αq1 = 1,00 
 
αQ1 = 0,60 ; αq1 = 0,70  
αQ1 = 0,80 ; αq1 = 1,00 
 
αQ1 = 0,35 ; αq1 = 0,40 
αQ1 = 0,45 ; αq1 = 1,00 
 
αQ1 = 0,30 ; αq1 = 0,30 
αQ1 = 0,25 ; αq1 = 1,00 
 
αQ1 = 0,60 ; αq1 = 1,00 
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3.5 Modelling of the damage 
Within the framework of these studies two types of damage with a great influence on the 
Ultimate limit state (ULSs) of reinforced concrete bridges are considered. This is the cor-
rosion of the reinforcement bars and the loss of cross section in the compression zone of 
the concrete. These two types of damage can normally be detected during a visual inspec-
tion of existing bridges. If corrosion is not under control, it leads to concrete delamination 
and spalling, see Figure 5. The loss of cross sectional area and the degree of the corrosion 
can then be seen. 
For the reliability calculation, the loss of cross sectional area is at the moment, for these 
studies, modelled by a higher coefficient of variation for the height and width of the cross 
section in (7). In the visual inspection the loss of cross sectional area in the superstructure 
of a bridge is classified in the categories none/few/moderate/several spalling of cross sec-
tion. The coefficient of variation then moves within the limits 0 % for the category none 
areas of spalling to 30 % for category several areas of spalling step by step for the catego-
ries of 10 %. The detailed values are shown in chapter 4. However further detailed studies 
and research for a precise modelling are necessary here. In addition it must be noted that 
the reinforcement bars are partly unbonded. The corrosion of the reinforcement bars will 
be considered in the following example as a varying parameter. In the following diagrams 
the reliability of the bridge is shown and depends on the degree of corrosion of the rein-
forcement bars.  
 
Fig. 5: corrosion of reinforcement bars and concrete spalling in the superstructure of a 
bridge 
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4 Examples for the assessment of a damaged bridge 
4.1 Concrete slab bridge 
4.1.1 Description of the bridge 
The bridge is a single span reinforcement concrete bridge with a span of 9.5 m and a cross 
section as a slab. The support of the superstructure on the abutments is made with a con-
crete hinge. The foundation is made with piles. The cross section is shown in Figure 6, the 
longitudinal section in Figure 7. The material properties for the concrete and the rein-
forcement have been obtained in situ as shown in Chapter 3.  
 
Fig. 6: Cross section of the example bridge 
 
Fig. 7: Longitudinal section of the example bridge 
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4.1.2 Calculation of the reliability index β 
Own calculations has shown, that for the failure of the superstructure the ultimate bending 
moment is decisive. The calculation of the reliability index β is made with the 
FORM/SORM method with the STRUREL software [21]. The calculated limit state func-
tion is (7). The basic variables applied in the reliability analysis are listed and described in 
Table 2. 
The chosen coefficients of variation and standard deviation usually follow the information 
in the JCSS [14]. If some values are measured, the coefficient of variation can then be cal-
culated from the results. The spalling of concrete in the compression zone falls in this ex-
ample in the category few spalling of cross section. The coefficient of variation is chosen 
as 5 % according to chapter 3.5. The bending moment for dead loads MG1 and for superim-
posed dead loads MG2 is calculated with the program system INFOCAD [13]. The calcula-
tion for the traffic loads is done for the six bridge classes BC1 to BC 6 (Table 1) also with 
INFOCAD [13].  
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4.1.3 Assessment depending on the corrosion of the reinforcement  
The calculation of the probability of failure pf and of the reliability index β is made with 
the variables from Table 2. The calculation yields sensitivity factors α for all random vari-
ables xi of the system, which indicates the influence of all variables xi on the reliability 
index. The calculation shows that on the resistance side of the structure the reinforcement 
area has the most influence. On the load side it is the traffic. See Figure 1. Similar studies 
in SCHNEIDER [22] confirm this. For the assessment of an existing bridge the change in 
these two values has the most influence on the reliability and bearing capacity. In order to 
achieve the target reliability β of the damaged bridge without rehabilitation for an increase 
in the load bearing capacity it is necessary to reduce the traffic load. In the case of a visual 
inspection or of a quick assessment there is normally no time for a detailed calculation for 
the necessary decrease of the traffic. The diagram in figure 7 shows the influence of the 
degree of corrosion of the reinforcement bars to the reliability index β for the six calculated 
bridge classes BC 1 to BC 6. After the degree of corrosion of the reinforcement has been 
established, the allowed bridge class can be read out of the diagram according to the target 
reliability. 
 
Fig. 8: Bridge class depending on the degree of corrosion and target reliability 
With such a diagram, the load bearing capacity of the superstructure of the damaged bridge 
in this example can be quickly evaluated. However it must be noted that not all input val-
ues with the detailed information about their distribution function and value of the coeffi-
cient of variation for the probabilistic calculation have been measured on the bridge or read 
off the design documents. The distribution function and standard deviation of the basic 
variables results partly from the scientific research of the past few years, e.g. STRAUSS 
[23]. If more information can be measured, the results get better. The material characteris-
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tics are normally well-defined. The traffic actually occurring on the bridge is also well - 
simulated with the load models from the Eurocode design code (MERZENICH [17]).  
Further investigations try to generalize the diagrams i.e. for several bridge groups with 
different type of cross section and different spans, so that the diagrams may be used not 
only for individual bridges. Furthermore, the size of the target reliability will be discussed, 
as this could be reduced, e.g. in the case of only a few crossings with vehicles in the 
framework of a military operation. In addition, the determination safety factor from (3) 
will be calibrated with the results and studies.  
5 Conclusion 
The developed technology for the structural reliability assessment for existing bridges 
without design documents has been approved as helpful; first of all with bridges in Ger-
many and then during a first manageability proof of the overall system in a mission in 
Kosovo with the German Armed forces. It turned out that many concrete bridges there are 
very badly damaged. For the quick assessment of these damaged bridges an exemplary 
procedure and a diagram is shown from which the permissible traffic and bridge class de-
pending on the degree of the damage can be read off. The proceeding was shown in this 
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Quality and accuracy of concrete assessment provided 
by NDT measurement 
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Abstract: Spatial variability of concrete is one of its main characteristics. As-
sessing it is of major interest either for looking at weak or more damaged areas, 
or for reliability computations. NDT measurements provide an interesting way 
offering a quick overview on the material condition. One of their main draw-
back is that their results cannot be directly linked with material properties. This 
paper presents how a collaborative research program has been developed such 
as: (a) to select the best appropriate measurement techniques, (b) quantify the 
material variability at several scales, (c) identify calibration laws enabling the 
material condition assessment. This strategy is applied to laboratory specimen 
data as well as to on site data. It is also shown how, more generally, such tech-
niques can be used for estimating average and characteristic values of concrete 
modulus. 
1 Introduction 
The condition assessment of building material is a key point when one wants to reassess 
existing structures whose material ageing can have resulted in some performance loss and 
some deterioration of the safety level. Progressive decay of performance also induces im-
portant maintenance costs, such as to prevent future deterioration and ultimate failure. 
Non-destructive techniques (NDT) are often used to assess the condition of existing rein-
forced concrete structures. The aims of NDT can be classified as being able to: (a) detect a 
defect or a variation of properties, between two structures or inside one structure, (b) build 
a hierarchy (i.e. to rank on a scale), regarding a given property, between several areas in a 
structure or between several structures, (c) quantify these properties, e.g. compare them to 
allowable thresholds.  
Detection, ranking and quantification can be regarded as three levels of requirements, the 
last being the strongest. Much research has been devoted to the development of techniques 
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or of data processing for a better assessment of building materials. Some authors have tried 
to synthesize the abilities of techniques with respect to given problems (BUNGEY et al. [9], 
(UEMOTO [18]) or to define the most promising paths for future developments (OECD 
[14]). Many case studies also exist where several techniques have been combined on a 
given structure (or on laboratory specimens), but we think that real added value will be 
obtained only when the question of combination has been correctly analyzed (DEROBERT et 
al.. [10]). This added value can be defined in terms of: (a) accuracy of estimation of prop-
erties, (b) relevance of physical explanations and diagnosis, (c) shorter time to reach a 
given answer. It remains to understand why and how combination can (or not) bring the 
expected added-value. 
Safety and reliability assessment also requires one is able to quantify the degree of spatial 
variability of material properties, since the structural response is mainly driven by the pres-
ence of weaker zones (facilitating water ingress of cracking). Despite their many limita-
tions, NDT can provide an interesting way for assessing spatial variability, since they often 
allow a quick measurement of material properties, covering a wide surface and with no (or 
few) interaction with the material itself (BREYSSE and ABRAHAM [3])..  
It is also well-known that, in on-site conditions, time variability superimposes with spatial 
variability, and that it prevents its simple analysis. It comes mainly from the influence of 
external parameters which are not well controlled during the measurements (e.g. tempera-
ture and humidity (KLINGHÖFER et al. [11], SAMCO [16]). In such a situation, it is impossi-
ble to tell whether a difference between two values is either due to a real difference in 
material properties, or to a variation provoked by a change in the conditions of the meas-
urement. This is, of course, a crucial point for diagnostics since a variation of the micro-
structure can reveal some defect or damage when the variation in water content (which can 
also depend on the microstructure, since the water content in a highly porous saturated 
concrete will be larger than in a dense saturated concrete) also depends on the environ-
mental context (temperature, exposure to the sun, dominant wind...). This fact explains for 
instance most of the difficulties encountered when performing electrochemical measure-
ments on concrete, which are very sensitive to environmental variations in humidity and 
temperature (ANDRADE et al. [1], BREYSSE et al. [5]). This question has been recently ad-
dressed in other papers by the authors and will not be discussed here (BREYSSE et al. [58). 
Assuming that some practical means exist for handling time-variability and correcting bias 
effects, one has to cope with spatial variability. On-site spatial variability can be due either 
to material and exposure conditions variability or to uncertainty in the measurement proc-
ess itself (e.g. lack of repeatability or influence of environmental conditions at the time of 
measurement). These two types of uncertainties have different consequences. The first one 
is representative of the structure and of its actual condition. It must be accounted for in a 
safety assessment, the residual service life becoming a probabilistic variable, whose value 
is distributed in the structure (STEWART [17], LI [12]). It can be identified through by mul-
tiplying cores or control samples, but this is time consuming, costly and always feasible. 
The second type of uncertainties can be reduced with a more cautious approach, by choos-
ing carefully the best techniques and by using several techniques in combination, such as 
to be able to correctly interpret the measurements (BREYSSE et al. [6]). 
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Data obtained at the laboratory, repeating for instance NDT measurements under well con-
trolled conditions, can be processed and used for this purpose. Such data also allow build-
ing calibration curves which will be used to derive engineering parameters from the 
measurements, and also enabling to check the validity of the assessment since it is easier to 














Figure 1. Statistical distribution of compressive strength, built from 459 control samples on 
the Normandy bridge (by courtesy of J.L. Clément, LCPC). 
A last problem is encountered since the mechanical assessment of the structure always 
requires “engineering properties” (like stiffness and strength) which cannot be measured 
directly with NDT, which are only sensitive to physical and chemical properties. Thus one 
has to identify the relations (if possible theoretical relations, but in fact empirical relations) 
between what is measured and is expected for. These relations can thus be used on the ba-
sis on calibration curves/charts, such as to derive the expected parameters. The authors 
have also recently presented what are the practical interest and limits of such apporaches, 
illustrating them of the classical SonREB technique (MALHOTRA [13]), which combines 
the use of sonic wave propagation and reboud hammer such as to assess the material 
strength (BREYSSE [2], BREYSSE et al. [7]). 
Whatever the final objective is either localizing weaker areas for maintenance and repair 
strategies or quantifying variability for reliability assessment, NDT thus appear as promis-
ing tools for engineering purposes. The objective of this paper is to show, on the basis of 
an original collaborative research program, how NDT can be used and what kind of practi-
cal information it enables to reach. 
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2 Objectives and methodology of the  SENSO program 
2.1 Formalizing the problem of a spatially variable material assess-
ment 
In the following, we will call observables (and note them Y) the parameters which result 
from NDT measurement and indicators (and note it X) the material properties which are 
looked for. Estimating the condition of concrete (indicators) encounters three main diffi-
culties: 
• observables can be sensitive to several indicators and when the variability of these 
indicators is not controlled, it is not possible to directly derive the value of the indi-
cator which is looked for, 
• the real physical relations existing between indicators and observables are unknown 
and can only be approached by modelling. Thus can be written : 
Y = f (X) for the (unknown) reality      (1) 
and Y = fM (X) for the model      (2) 
The model can be built by several ways, like theoretical considerations, but semi-
empirical models based on the statistical analysis of (X, Y) sets is the more straight-
forward way. The model differs fM from the reality, for instance because its 
mathematical shape it’s given a priori (e.g. linear regression or power function), 
and has no chance to exactly fit the reality. 
• measurements are not perfect, and induce some uncertainty. Thus one can write 
Ym = Y + εY        (3)  
where εY is the measurement error. Of course, the model can only be identified 
from real measurements and, because of measurement errors, it is a second differ-
ence between reality and model. 
One must also consider two additional facts: combined influences and material variability. 
Combined influences means that X is no longer a scalar but a vector, and that Y depends 
on several influence indicators (e.g. speed of sonic waves depends on both porosity and 
water content). Material variability corresponds to the fact that both X and Y are spatially 
varying, thus writing X(x) and Y(x). In the following, we will consider variability at two 
scales, corresponding to the requirements of structural engineers for assessing their struc-
ture. We will consider: 
• short range variability, at a scale lower than that of the representative elementary 
volume (REV). This means that two measurements performed at immediate prox-
imity (even without any measurement error) provides different results, since the in-
vestigated volume slightly changes below the sensors (different position in relation 
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with aggregates f.i.). Any variation at short distance will be noted Xloc. Except 
when this variability is especially under scrutiny, it is considered as a noise, which 
adds to the pure measurement error εY, and the expert repeats a certain number of 
measurements, averaging them, such as to rich what is called a local representative 
value. This is for instance the case with rebound hammer, for which it is recom-
mended to repeat about 10 measurements in the same vicinity before averaging. Of 
course, this is the same for any NDT measurement. Thus the local representative 
value can be attached to any point or to any area of limited size which can be con-
sidered as being homogeneous. For the sake of simplicity, it will be assumed that 
the magnitude of Xloc is the same for all the structure.;  
• long range variability, which corresponds to differences between two local repre-
sentative values, and which is due to contrast in the material at a scale larger than 
that of the REV. Long range variations will be noted Xglob(x) and depend on the lo-
cation x. These variations can be due either to contrast in material properties (e.g. 
more or less damage) or to the fact that the material, even for scales larger than 
REV is not strictly homogeneous. 
With these assumptions, it comes: 
X(x) = Xref  + Xloc + Xglob(x)       (4) 
where Xref  is a reference value for the whole investigated area. It is chosen such as Xglob(x) 
is a zero mean function. The local representative value expresses: 
X rep(x) = Xref  + Xglob(x)       (5) 
The measurement is noted: 
 Ym(x) = f  (Xref  + Xloc + Xglob(x) ) + εY  = f  (X rep(x) + Xloc ) + εY (6) 
where, for the same reasons, it will be assumed that the magnitude of εY is the same for all 
the structure.  The inversion process consists in identifying X rep(x). It is done by using the 
fM model and by writing: 
Ym(x) = fM (X rep(x))        (7) 
Thus, it can be easily understood that, because of at least three reasons, namely measure-
ment error (εY), model error (f ≠ fM ) , material short range variability (Xloc), the solution of 
the inversion problem is only an approximation of the real solution.  
One must add a last degree of difficulty, since X is a vector, it is impossible to inverse the 
problem if the dimension of Y is smaller than that of X. The solution is to combine several 
techniques and to measure different observables, such as to make inversion feasible. If 
dim(Y) = dim(X), the problem as a unique solution. If dim(Y) is larger than dim(X), the 
solution can be found by minimizing an objective function. 
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These reasons have led us to build an extensive experimental program, with the following 
aims: 
• selecting best appropriate NDT measurements for several usual requirements reard-
ing the indicators X, 
• calibrating the fM models on the basis of experimental measurements, 
• analyzing what are the optimal combinations between different techniques, such as 
to improve the quality of the estimation of indicators, 
• quantifying the variability at several scales, addressing the questions of measure-
ment error εY, local scale variability Xloc and global scale variability Xglob. 
2.2 Quantifying the variability 
SENSO, is a specific research programme which has been designed under the auspices of 
French National Agency of Research (ANR) such as to quantify both the relations between 
indicators and observables and sources of uncertainties (measurement error εY, local scale 
variability Xloc and global scale variability Xglob) for a large series of NDT observables and 
concrete material properties (indicators), namely: strength, modulus, porosity, water con-
tent, carbonation depth, chloride content, magnitude of microcracking. The full programme 
will not be described here, but only the methodology used for gathering useful data, build-
ing the relevant relations and performing first improved assessments. The programm is 
separated in several sub-programs, partly based on laboratory measurements and develop-
ments and partly on on-site measurements (BREYSSE et al. [4]). 
The first part of the program consists in analyzing the effects of water content and porosity 
variations on the NDT observables for several concrete mixes, on laboratory specimens. 
Specimens are concrete slabs taken from 9 mixes in which are varied w/c (from 0.30 to 
0.90), type, size and shape of aggregates. Eight slabs have been casted for each mix and all 
NDT measurements have been performed on all slabs. The first series of measurements is 
focused on porosity and water content influence, thus the saturation of slabs is controlled, 
and varied from a “saturated” reference state to a “dry” one. Many NDT techniques have 
been used by 5 research teams and consist in radar measurements, acoustical measure-
ments, electrical measurements, infrared thermography measurements and capacimetry 
measurements. Each technique can provide a series of observables (f.i., for radar, velocity, 
magnitude or attenuation at several fequencies, shape of the signal...), thus about 70 ob-
servables have been defined and estimated on each specimen. Control tests have been per-
formed on companion specimens, on cylinders and cores, and semi-destructive tests have 
also been performed (Capo-test and rebound hammer). 
Knowing the various sources of variability, the measurement process is defined such as to 
quantify, for each observable, several variance estimators: 
• V1, coming from the lack of local repeatability of any measurement, at a given 
point, when the measurement is done several times. It is estimated after N repeti-
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tions (often 10 in laboratory mesurements). This variance corresponds to the  
measurement error εY and averaging measurements provides a punctual value of the 
observable; 
• V2, coming from the internal material variability at short range (due to the concrete 
fabric, to boundary effects, to the inhomogeneity in water content...). It is estimated 
by moving the sensors within a limited area which is assumed to be homogeneous. 
This variance is, in practice, superimposed to that due to the measurement error. 
Averaging a certain number N of measurements (often 10 in laboratory mesure-
ments), the effect of Xloc tends to vanish and one obtains an estimate of the local 
representative value. It is attached to a specimen (slab) in the laboratory and to a 
mesh of limited size during on-site measurements;  
• V3, coming from the “natural concrete” variability at long range (Xglob). It is evalu-
ated by comparing the local representative value obtained at different points (in 
fact, average values obtained on 8 – normally identical - specimens are compared 
for laboratory measurements, and values obtained in different areas are compared 
during on-site measurements). 
Other variances, due to the repeatability of mixes or to controlled variations in concretes, 
are studied in the program but they are not considered here. The variances are computed 
for each series of measurement and enable to derive: 
Var (εY) = V1         (8) 
Var (Yloc) = V2 – V1        (9) 
Var (Yglob) = V3 – V2/N        (10) 
2.3 Selecting observables and building calibration laws 
2.3.1 Using the variances 
When one aims at material assessment, the best NDT are those for which: (a) V1 is the 
lower as possible, showing a high repeatability, (b) the observable is highly sensitive to the 
indicator. On this basis, and after discussions with the experts, a set of 8 observables has 
been selected for the first series of measurements, in which the indicators were: porosity, 
saturation rate, Young’s modulus and strength. Among these 8 observables, 5 will be con-
sidered here, since some redundancy exists between them. While other indicators (carbona-
tion or chloride content) will be considered, other observables may be chosen in the future. 
For these indicators, empirical models are identified on the basis of a multilinear regression 
between X and Y. The following X sets are considered (Sr, p), (Sr, Esat), (Sr, fcsat) were Sr is 
the saturation rate (in %), p is the porosity (in %), Esat is the saturated Young’s modulus (in 
MPa) and fcsat is the saturated compressive strength (in MPa). The choice of these sets is 
justified by the real problem which comes to identify modulus or strength when the water 
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content (or saturation rate) is not well controlled and can influence the measurement. The 
equations (11) to (15) provide the results for the (Sr, Esat) set. 
Y1 = 1128 + 4.87 Sr + 26.4 Esat       (11) 
Y2 = 2644 + 8.77 Sr  + 39.1 Esat      (12) 
Y3 = 1.94 – 0.015 Sr + 0.053 Esat      (13) 
Y4 = 0.541 – 0.0016 Sr + 0.0014 Esat     (14) 
Y5 = 0.956 + 0.00379 Sr  - 0.0032 Esat     (15) 
where Y1 to Y5 are NDT observables: Y1 is the group velocity of surface waves (in m/s), 
Y2 is the UPS of compression waves (in m/s), Y3 is the log of electrical resistivity (in 
Ω.m), Y4 is the magnitude of a radar signal and Y5 is the time of arrival (in ms) of a radar 
signal. The degree of variability of each measurement, due to the intrinsic material hetero-
geneity (at both short and long range) and to the non perfect repeatability of the measure-
ment. It can be expressed in terms of variance V3 or standard deviation √V3. For instance, 
for the same five observables, the standard deviations are respectively: 
 sd (Y1) = 41.2 ; sd (Y2) = 11.5 ; sd (Y3) = 0.11 ; sd (Y4) = 0.025 ; sd (Y5) = 0.020 
3 Estimation of local values  
3.1 How to estimate a unknown indicator? 
In a first step, it will be considered that the fM model is known  (Equations 11 to 15) and 
that one has only one unknown. This comes to consider that, for instance, is known that 
one wants to assess the Young’s modulus. Since the models all write: 
Yi = ai + bi Sr + ci Esat        (16) 
it comes 
Esat = (Yi - ai  - bi Sr ) / ci       (17) 
However, the quality of the estimate (assuming the model is true) is related to the sd(Yi) 
and to the number of measurements n  which will be averaged such as to reach an average 
value. Assuming that the series of measurements follows a Gaussian distribution of known 
standard deviation sd (Yi)  one can say that, at the level of confidence (1 - α ) the “true” 
value E(Esat) of  Esat belongs to the interval +/- kα/2 sd(Yi) / bi √n around the empirical av-
erage value. 
Thus one can calculate the minimal number of measurements which is required such as to 
estimate the indicator at a given accuracy level +/- ∆Ε(Esat) (and a given level of confi-
dence): 
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n  ≥ (kα/2 / b ∆Ε(Esat))² . V3       (18) 
Equation (18) can be used in different situations (for instance for on-site measurements), as 
long as the model is supposed unchanged. One has only to compute the new values of vari-
ance V3 corresponding to each case (this is straightforward as soon as one has the Y meas-
ured values). For instance, this rule has been applied to a series of on-site measurements 
(RC beams in the port of Saint-Nazaire, in oceanic environment, along the Loire river). 
Table 1 gives the minimum number of tests for obtaining Esat at +/- 500 MPa. and a confi-
dence level = 90 %. 
Table 1: Minimum number of tests for the estimation of Esat at +/- 500 MPa, and additional 
uncertainty for an uncertainty of +/- 5 % on Sr value. 
observable Y1 Y2 Y3 Y4 Y5 
number of tests 3  7  16 1796 44 
additional uncertainty (MPa) +/- 924 +/-1120 +/-1736 +/-5740 +/-5914 
 
Since all these observables have been selected for the good quality of the measurements, 
the large number comes from the fact that some of them are not sensitive to any variation 
of the indicator. In fact they will, reversely, help in determining the Sr value in Equation 
(16) and they will also be used for further indicators, like chloride content. It must however 
noted that these estimated numbers are probably optimistic, since they consider that the 
regression model is exacts (which is certainly not true) and that the second indicator is 
known. Any uncertainty ∆Sr on Sr will result in an uncertainty  
∆ Esat  = +/- bi ∆Sr / ci         (19) 
on the Esat estimate. One can verify that the effect of the imperfect knowledge of  Sr con-
sidered as a possibe bias factor has non negligible consequences. 
3.2. Added value of combined measurements  
The effect of the bias factors can be highly counterbalanced if one chooses to combine two 
or several techniques which have not the same sensitivity to all indicators. This point will 
be just evoked in this paper, since it has been the focus of recent other publications 
(BREYSSE et al [5]). The degree of complimentarity of some observables is clearly visible 
on Figure 2 were the regression surfaces corresponding to observables Y2 and Y3 (Equa-
tions 12 and 13) are plotted. Since the orientation of the planes in the 3D-space is very dif-
ferent, any couple of values will provide a well-conditioned pair of equations, enabling a 
good inversion of the system. 



































































Figure 2. Spatial visualization of the complimentarity of two observables (left: UPS of 
compression waves (in m/s), right: log of electrical resistivity (in Ω.m)). 
In this diagram, each measured value corresponds to an elevation on the Z-axis, and to a 
projection of a line in the x-y plane. Thus, if several observables are measured, one obtains 
as much lines in this plane as the number of measurements. Figure 3 represents what can 
be obtained with six different observables (values have been averaged on three measure-
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Figure 3. Estimation of saturation rate and compressive strength. 
For the interest of demonstration these six observables have been chosen here such as to 
highlight: 
• redundancy when two different techniques (here impact echo and propagation of 
compressive sonic waves on one hand, and resistivity measurements with two dif-
ferent devices) give redundant information, 
• complementarity between these two series of measurements, whose track in the 
plan be clearly intersect at an angle which defines clearly a zone (here about 42 % - 
23 000 MPa) which can provided estimated value of the indicators,  
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• lack of relevance of the other measurements (here radar measurements), whose sen-
sitivity to mechanical strength is too poor to have a good model. 
One can also add that, due to the V3 variance, it is possible to replace the line by a given 
bandwidth (corresponding to a certain amount of the standard deviation) or by a fuzzy dis-
tribution (PLOIX et al. [15]) before a further analysis, using for instance data fusion. 
4 Variability estimation and characteristic values  
4.1 How to proceed the data?  
Safety and reliability analysis require the knowledge of input data regarding the variability 
of material properties. Most of safety calculations and of reliability computations in re-
search publications are done assuming a priori distributions for the random parameters 
(modulus, strength), either without justification, or based on a very limited number of pa-
pers. Thus, as well for the development on these works on more firm experimental basis as 
for application of reliability analysis to real structures in on-site conditions, it seems of first 
importance to provide quantified validated information about material variability. The ex-
perimental program SENSO offers us a wide set of observables Y data, providing many 
assessments of their variability and of their (empirical) relation with several indicators 
among which are engineering properties stiffness and strength. If one assumes that the 
“true” relation between any value of an observable Yloc averages at short range (i.e. on a 
small domain considered as homogeneous) and engineering parameter is linear and consid-
ering the measurement error εY, one can write: 
Yloc  = ai + bi X + εY        (20) 
This corresponds to a situation in which other indicators have no influence or are constant. 
Using Equations (4) - without Xglob -, (8) and (9), we can express the variance of the indi-
cator at short range scale: 
Var (X) = Var (Xref  + Xloc) = Var (Xloc) = (V2 – V1) /  bi ²   (21) 
With a similar reasoning for long-range variations with Equations (4), (8) and (10), it 
comes: 
Var (Xglob) = (V3 – V2/N) / bi ²              (22) 
From Equations (21) and (22), it is easy top derive the coefficient of variation of X respec-
tively at short range and long range scale: 
cv(Xloc) = √(V2 – V1) / (Xmoy bi)   ;  cv(Xloc) = √(V3 – V2/N) / (Xmoy bi)  (23a-b) 
Once the coefficient of variations are known, one can directly deduce characteristic value 
corresponding to a lower fractile (e.g. k = 5%) following 
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Xk1 = Xmoy (1 – k. cv)        (24) 
An alternative way to estimate Xk would be to directly use the model of Equation (20) and 
to write: 
Xk2  = (Yk - ai) / bi  = (Ymoy – k. √V3 ) - ai) / bi     (25) 
In both cases, the estimation of a characteristic value only needs: (a) the knowledge of the 
model linking X and Y, (b) the knowledge of the variances. The first estimate accounts for 
eliminating the effects of the measurement variance and is more accurate than the second 
one which does not distinguishes between uncertainties due to the material variability and 
those due to the measurement errors. 
4.2. Application to data obtained in the laboratory and on site 
The methodology describes above has been applied to data obtained in the laboratory and 
on the Saint-Nazaire site. Table 2 summarizes the values of cv for the Young’s modulus 
and the compressive strength. The observables are Y2, Y3 and Y3’, where Y3 and Y’3 are 
both resistivity measurement devices, with different size (10 cm for the first one, 5 cm for 
the second one). The V1 value was not measured on site and taken identical to that ob-
tained in the laboratory. 
Tab. 2:  Coefficient of variation (%) of engineering properties at local and global scale 
Laboratory On site observable 
Eloc Eglob fcloc fcglob Eloc Eglob fcloc fcglob 
Y2 3.8 7.2 11.3 21.3 2.3 1.2 12.5 6.3 
Y3 3.1 6.6 11.5 24.5 3.4 3.8 23.2 25.6 
Y3’ 1.7 5.2 6.5 19.5 2.2 2.8 14.7 19.2 
Average 2.9 6.3 9.8 21.8 2.6 2.3 16.8 17.1 
 
The way short range and long range variances have been estimated shows also some dif-
ferences. In the laboratory, they were respectively estimated within a specimen and be-
tween average values of different specimens. On site, they were respectively estimated 
between point along a “uniform profile” and between average values of different profiles 
on a given beam. The results obtained independently for the coefficients of variation with 
three different observables show a remarkable consistency, with average values ranging [2 
– 6 %] for stiffness and [10 – 22 %] for strength. 
Once cv have been identified, it is possible to use Equations (24) or (25) to estimate char-
acteristic values of the engineering properties. Figure 3 allows to compare the values of 
modulus estimated with NDT (here observable Y1) with measured values for average val-
ues and for characteristic values (k1 and k2). The NDT enables to highlight the contrast 
between various concretes and offers an estimation of the characteristic value which would 
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have needed otherwise a large series of destructive tests. The line of equality is drawn, 
showing the good quality of fit. One can add that the worse prediction (predicted 43 GPa, 
measured 36 GPa) corresponds to a specific mix in which the calcareous aggregate had 
been replaced with a siliceous one. This last is much “quicker” for sonic waves than the 
original aggregate, and this mix was not used for identifying the regression models Y = 
f(X). This fact some intrinsic limits of the NDT, which have difficulties for extrapolation 















Figues 4. Comparison between measured value (X-axis) of modulus and estimated average 
and characteristic values (Y-axis), using observable Y2. 
5 Conclusions 
This paper discussed the various sources of variability and uncertainty in concrete. It has 
been shown how NDT can be used to identify and quantify these sources, giving way to 
the estimation of the spatial variability of engineering properties. The method consists in 
identifying the variability providing from three sources: the measurement errors and the 
material variability at both short and long range. It also requires identifying models be-
tween indicators and observables, used for calibration and inversion. An additional contri-
bution, possible because of an in-depth analysis of these relations, was the possibility to 
eliminate the effects of possible bias due to the existence of not fully controlled parame-
ters, like the saturation rate of the material, which can vary with environmental conditions. 
The methodology was successfully applied both in the laboratory and on-site. It opens the 
way towards the on site non destructive assessment of engineering parameters, since the 
NDT can be used quickly and at low cost when compared to destructive tests. The main 
weak point is that, on an unknown concrete, the calibration curve seem to remain unavoid-
able. It can be built with a limited number of destructive tests. An alternative way we are 
investigating is the use of semi-destructive tests (like Capo-tests) which have the interest of 
being a very light mean of investigation. 
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Another weakness is that the shape of the model (here linear) can be not adapted for de-
scribing the real physical relation between indicators and observables. We have shown that 
in some cases, non linear models are probably useful (BREYSSE et al [5]). As soon as one 
speaks about characteristic values, one must also wonder about the investigated volume, 
since some variance reduction with volume is well documented. This point is under inves-
tigation, and will be of major importance for carbonation and chloride assessment, for 
which the material presents stratification parallel to the surface. 
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Random effects inside the cracking data of reinforced 
concrete tests 
Lars Eckfeldt, Steffen Schröder 
Institute of Concrete Structures, Research Group on Bond and Serviceability, Technische 
Universitaet Dresden 
Abstract: The article deals with the impact of model quality of crack spacings 
on crack width propagations and verifications. It shows how complicated reli-
able propagations of possible crack spacings can be and how uncertain its con-
tribution to crack widths actually is. This study tries to reveal bias arising from 
purely statistical effects when the models use empirical evidence. The connec-
tion between cracks and bond theory is not put into question by the author. An 
interesting experiment, however, shows that serviceability calculus can sustain 
without any reference to crack spacing. 
1 Introduction  
Reliable crack width control is necessary for ensuring a long service life of reinforced con-
crete (RC) structural members. Therefore the crack width verification is the core of ser-
viceability verifications. However, approaches based on a mechanical theory or approaches 
based on empirical findings leak often matching with results found in structural members. 
The search for the mistakes commonly seeks for answers in the parameters of calculations 
or in technology problems. The quality of the models used for verification and reasons 
such models aren't perfect matches.  
BALAZS/ BOROSNYOI [1] list far more than 20 formulae that tackle the problem of crack 
width calculation and crack spacing definition in standards. The most of it were originally 
based on a mechanical theory. On the other hand, their parameters were fixed with the help 
of available test evidence. Seeing the model performance on a time scale it provides the 
impression that there is only rare evidence for any evolution. Comparisons by PIYASENA 
[5] or BEEBY [9] show in examples that models seldom hold in front of other than the 
original test data used to develop and fit the model. There might be various reasons for an 
specified setup of an engineer's model. This article, however, tries to unfold reasons for 
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mismatching between model and data that lay within the data structure. Likely work-
arounds will be given.   
2 The basic approach to crack width calculation and the 
problem in data assessment 
The base method for crack width calculation can be based on a developed strain difference 
between steel and concrete ∆ε over 2S0 (=development length).  It means one S0 on either 
side of the crack (Fig. 1).  
0,2i iw S ε= ⋅ ∆  (1)  
Equation (1) resembles the general idea of a simple theory. ∆ε is parted in the two func-
tions εs(x) and εc(x), where εc(x) is bound to a predefined level z. The level z is the position 
in the concrete cover for which wi is of interest. That gives way to the overall view on the 
entire structural member under question (Fig. 2). 
 
Fig. 1: The relation of development length, strain function, crack width, crack face deformation 
around one crack 
 
The meaning of Fig. 3 can be extended to a simplistic description of the average deforma-
tion in a structural member.  
( )0,2m m mw S ε= ⋅ ∆  (2)  
Equidistant development length 2S0 and crack spacing sr can be easily proved on the aver-
age level m. It gives way to a fundamental equation that should hold for any test involving 
crack width measurements. 
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( )m rm mw s ε= ⋅ ∆  (3)  
The advantage of such a formulation is the simple accessibility via the easy to measure 
crack spacing srm. The strain difference ∆εm is usually derived from the measured ∆l/l -
figure discounted with a reasonable deformation figure εcm of concrete only. 
Fig. 2:  Simple approach to cracking sketched out for a longitudinal section under tension  
Bond interaction in a loaded specimen is used to explain how the concrete's tensile prop-
erty is mobilized. A secondary crack develops when its strength limit is reached. TEPFERS 
[2] laid down the basic theory for cross-sections. GOTO/ OTSUKA [3] extended it for a lon-
gitudinal setup. Both combined form a mechanical model that matches the idea of Fig. 3. 
 
 Fig. 3:  The connection between bond, development length and crack width 
The serviceability verification concept in fact could be adjusted to a mean-value-of-
deformation concept. Still, traditions and the current reliability methods demand a verifica-
tion on a characteristic level. The setup of Equation (3) is fitted to these demands by sub-
stituting average crack spacing by its predefined characteristic level srmax delivering: 
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( )maxk r mw s ε= ⋅ ∆  (4)  
The known European Standards (EC2 [18]; MC90 [17] ) use this approach. Amazingly, its 
strain term remains not elevated towards the expected characteristics or max-level. It could 
be eminently imagined that large steel deformations develop in a localized area were con-
crete tension stiffening is low. The level of the average strain ∆εm would be nearly the steel 
strain εs,max in the crack then. 
Interestingly, the Americans address such likely correlation in the most recent FROSCH 






d sw cε β
⎛ ⎞⎟⎜ ⎟= + + ⎜ ⎟⎜ ⎟⎜⎝ ⎠
 (5) 
where: 
 cb  = bottom cover of lowest bar 
 s  = bar spacing 
 β  = 1 + 0.08 · (cb+0.5db)/25.4 
 εs = steel strain in the crack 
 
3 A review of presumed relations in data 
3.1 General remarks 
Tests on bond and cracking show that even with constant test setups, the same charge and 
production process used the test data scatters. This is nothing that should be bothered too 
much. Scatters contain important information, even on differences in the strength distribu-
tion or redistributions in some area in structural member.    
This puts statistical approaches for crack width propagation in forehand. With such moti-
vation, generations of researchers tried to produce the best-ever fit on this problem - with 
limited success. In the usual way, it started with a choice of candidate predictor variables. 
Some mechanical review or just some simple correlation tests among available data pro-
vided the background for choosing. Often a final set up was readjusted to the needs and a 
model was fitted to represent somehow at least the own few test samples. Some were even 
"sold" under the label "non-linear model" giving special weight to "non" as being fashion-
able. The half-life period of such formulations is seldom longer than 5 to 10 years. Differ-
ently, the most successful and enduring of them, e.g. the famous GERGELY-LUTZ-Equation, 
equation (6), are often based purely on empirical data.  
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[ksi] [in] [in²]3




w c Aβ σ= ⋅ ⋅ ⋅ + ⋅   (6) 
where: 
 A = Ac,eff,loc [in²], symmetric area around the bar with                            





c + ·b divided by the number of bars 
 β = strain gradient 
New standards in Europe (e.g. EN 1990) also demand requirements on the reliability of a 
standard verification sequence by a failure probability pf (Tab. 1). However, doubts are 
raised according to ECKFELDT in [14], that in the attempts to find better models track of the 
intended reliability requirements is more and more lost. 
Tab. 1:  Failure probabilities and possible reliability indexes in SLS and ULS (1 Year) 
Probability of failure 10-3  10-5 10-6 10-7 
ß for RC3 
ß for RC2 







4.7 (ULS)  
 
5.2 (ULS) 
*) for irreversible deformations  
 
3.2 Model generating for standards- a need for data- and ... certain 
sophistication 
The article of BALAZS/ BOROSNYOI [1] shows 34 formulae on the market. They are pro-
duced whether to predict the average crack width wm, a quite realistic figure, or to predict a 
very large and uncertain crack width (wmax, wk). Such a large value would only be matched 
in unlucky circumstances.  
The recent developments in statistical methods are so strong that tracing of even the influ-
ence of the hair-color of the lab-assistant would be possible. Implementation in a future 
model could be attempted using GLM or GAM-methods. But even simple approaches and 
sampling in data sets need care for the basics in statistics. The following short example 
tries to provide a general feeling how to dive into statistic models, and how the outcome 
could be. 
The dataset used for the demonstration is a part of the comprehensive set of PEREZ CAL-
DENTEY ET. AL [4] from the Universidad Politécnica de Madrid, UPM.  The aim is set on 
deriving a simplistic linear model. Presumptions and situations to address are: 
o Independence of samples and data 
o Present danger of overfitting the data with models 
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o Choice of specimen size 
o Non-monotonic correlations 
o Interrelations, ties and dependencies between parameters 
o Application assumptions for the modeling method 
o Missing values  
If a simple OLS ("ordinary least squares")-regression is chosen as the method of choice, 
awareness should exist that the concept is based on the assumption of linearity and normal-
ity. On firsthand the cracking problem formulated in equation (3) looks as being far away 
from linearity. However, if we bring the problem down to logarithms, the situation 
changes: 
ln









  (7) 
The MC 90 definition of a characteristic crack level wk can be logarithmed enjoing the 
benefit that included predictors have been changed in a normalizing transformation that 







         (8) 
 ln ln ln 3,6 ln ln ln ln 3,6 (ln ln ) lnsk b m b s ceff m
ceff
Aw d d A A
A
ε ε= − − + ∆ = − − − + ∆  
 ln ln ln 3,6 ln ln ln lnk b s ceff s sw d A A Eσ≈ − − + + −        (9) 
Using the typical matrix representation of a linear model, 
 Y = ßX + ε         (10) 

























    (11) 
       
It is obvious by looking to equation (11) that vector ß could need further improvement. The 
only steering mechanisms used currently, are fore signs and the intercept. The performance 
outcome of gaming with this intercept will remain rough whatever value is taken. 
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Some assumptions that statisticians want to comply with are somewhat unsuitable for con-
crete testing. Sample series made from the same charge of concrete often treated as inde-
pendent samples. This might be o.k. when the outcome is fairly independent of the 
parameter strength. In other cases, the scatter around a series' average could be regarded as 
nested effects.  
If measurements are taken for subsequent load steps of the same test, the results loose in-
dependence. Only the measurements of a single load step could be used as representative 
sample. Therefore, sampling strategies for single representatives of such tests should be 
used instead. It ensures meaningful R2  and confidence intervals in statistics (see Fig. 4 for 
an example). 
  
(a) Full data with all loading steps integrated in 
the analyzed set (independent assumption 
violated) 
(b)  Analysis result with sampled single repre-
sentatives (independent data)  
Fig. 4: Different results for non-independent and independent data 
Over-fitting is another issue in modeling strategies. Datasets have a certain degree of free-
dom (d.f.). However, only theoretically, all d.f. could be spent on a future model by inte-
grating as much predictor variables as possible. Even if there aren't many candidate 
predictors, non-monoton correlations can be mirrored by introducing complex interaction 
effects in addition. Also, restricted cubic splines with a number of knots could easily blow 
up the amount of d.f. spent for the model. The R2 value could be driven as close as possible 
to 1. Even an adjusted  R2 would show values above 0.9. However, if we would test with a 
different set of data, the test R2-outcome would be fairly disappointing. A serious drop in 
the such indicators would suddenly leave the original model quite suspicious.  
It is the objective to achieve models that could fit the data with reproducible residuals.  
Therefore, the d.f. to be spent should be less than n/20 to n/5.  Here, n is the number of 
samples in the analysis set, [15]. 
A rough analysis would look for a relation between two variables in a multivariate dataset 
via Pearson's product-moment correlation. However, Pearson's concept assumptions (line-
arity, normality) a seldom met. It makes the interpretation of the results less valuable. 
Therefore it might be of higher interest to look at other measures of correlation. Such 
measures are, e.g. Spearman's rank correlation ρ² (no distribution, no linearity assump-
tions) or the magnified Hoeffding's D. (30 × Hoeffding's D produces coefficient on a scale 
between -0.5 and +1.0. It indicates an increasing level of similarity with increasing coeffi-
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cients.) Monotonic and nonlinear, non-monotonic correlations, or dependencies among 
candidate predictors can be detected. 
The clustering procedures provide aid to discover redundancy and collinearity among can-
didate predictors. It helps to reduce the number of predictors used in the final model. Ac-
cording to the various research results and available data, candidate predictors are: 
o Material parameters: fcm, fctm, Ecm 
o Specimen geometry: cu, cs, db = ds, h, d, b 
o Loading (action effect): σs 
o Detailing specifications: No. of bars (bars), No. of layers (layers) of reinforcement 
Fig. 5 shows applied clustering procedures on a set of 113 tests. Similarities exist between 
bars and db, wm and wmax, h and d. These findings match the base of the background theory 
and are self-evident. Similarities between srm,test and cu give weight to both: the current 
definitions of hcef and the ideas of BROMS [8]. BROMS saw evidence for direct dependencies 
between c and sr. 
 Fig. 5:  Correlation coefficients Spearman ρ², Pearson r², Hoeffding D (30 ×) for clustered 
predictors (all predictors already transformed to normality) 
Variables clustering can be used with an analysis of marginal relationships to reduce the 
list of predictors in the final model. This again reduces chances of overfitting. Fig. 7 shows 
such an analysis for the same as in data sample of Fig. 5.  The influence of σs is surely a 
"smoking gun". The influence of the barsize db is also visible. The influence of all other 
variables is far less important and with an eye to current prediction models far overesti-
mated.  
It eases the research that wmax can be described based on wm and vice versa. This matches 
results of research/ data comparison conducted by HWANG and RIZKALLA [7], see Fig. 6. 




 Fig. 6:  The relation between wm and wmax according to HWANG and RIZKALLA [7] 
In regression modeling of data, the coefficient of determination R² is regarded as gold 
standard for the model quality. It can be easily driven close to 1 in multivariate modeling 
by spending as many predictors (~ or spent d.f. for interaction effects or restricted spline 
approaches) as possible. To keep the R² information meaningful, an adjusted R² should be 
used: 




−= − ⋅ −
− −
      (12) 
 where: n = number of cases 
  k = number of predictors or number of d.f. spent 




 Fig. 7:  Marginal relationships between transformed candidate predictors and the response 
wm in a sample from the UPM-dataset consisting of 113 cases in bending 
The data structure within the dataset is an important measure, too. Putting emphasis on the 
normality assumption for an OLS model, the candidate predictors should cover the full 
possible range between min and max. In case not, robust estimation techniques would be 
preferable. If models for certain percentiles (50%; 75%; 90%; 95%; 98%) are of interest, 
quantile regression is the method of choice. However, it might demand far larger sets of 
data if looking for the tails of the distribution.  
The fact should be acknowledged that any model covering wmax-data via OLS-regression 
just mirrors a mean of wmax. This is identical with a 50%-percentile if the normality condi-
tion was kept. Any better performance would place doubts on the analysis method. It fol-
lows that quantile regression methods should be chosen to find a characteristic crack width 
propagation wk based either on wm- or wmax-data. 
4 An exemplary random effect of importance 
Crack width research and models for the propagation of crack widths via crack distances 
are typical examples for the importance of model quality. Not all points to care for in sta-
tistical models are matched entirely. Typically, models are developed based on available 
test data. But these data are often to few while the likely presence of over-fitting is bravely 
denied. Putting special weights to self-conducted tests within such database is only human 
but just increases such an effect. As a result the next research generation discovers that the 
models provided often a serious lack of fit if compared to a different set of data.  
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The strain term ∆εm of equation (3) is undoubted, but the models for srm fail as seen in Fig. 
8. Analysis performed by PIYASENA [5], Fig. 9, confirms this strange outcome. It stresses 
the issue especially because the models are rated as well founded. 
 
Fig. 8:  Testing 113 cases of the UPM data on bending with various propagation models 
(MC 90 [17], EN 1992-1-1 [18], Eckfeldt [14]) on srm 
o The EN1992 method 
 
5 for tension case
10 for tension case2 ;
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o The ECKFELDT alternative method 
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In a recent work [5], data sampled by PIYASENA looked almost the same although the mod-
els for the crack spacing were different. The chosen models in Fig. 9 emphasize interesting 
endeavors to explain elements of the cracking problem different from mainstream models: 
o The BROMS and LUTZ method (concrete cover based approach)   (15) 
 Tension: 2rm crs a= ⋅  ;  acr -  distance between steel and point of interest at  
     the surface 
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 Bending: 2rm bottoms c= ⋅ ;  cbottom - minimum acr to the bottom fibre 
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   (16) 
    
(a) Prediction model: BROMS and LUTZ 
method 
(b) Prediction model: OH and KANG method 
Fig. 9:  PIYASENA's  comparison of crack spacing models against data for bending (taken 
from [5]) 
It becomes clear whatever method is chosen, uncertainty remains up to a constant amount. 
One should be careful before damming the models for the bad performance. If we look to 
the well-known papers of BROMS and LUTZ [8] or the EUROCODE  2 [18], evidence exists 
for all such approaches! 
It seems that something not covered yet triggers the problem, something that is always 
there but unwatched in the data itself. The comprehensive majority of included tests are 
conducted on tie specimen or beams with limited length of far less than full-scale size. 
Most of them are small specimens. They seldom reach free lengths of more than 600 to 
1500 mm. In the known sets of data, the main focus is on the influence of cross-sectional 
parameters. Longitudinal ties are fully left open. Random effects occurring over the length 
of the specimen are neglected similarly.  
The only statement reflecting longitudinal development is the recorded observation of the 
test characteristic (srmin; srm; srmax). A typical example is the data evaluation of HWANG and 
RIZKALLA [7], see  Fig. 10. The srmax/srm-ratios there are not even distributed over the srm. 
We mostly assume normally distributed crack distances and we will stress this issue later.  
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 Fig. 10: Comparison of mean crack spacings with maximum and minimum values (for tie 
specimen) 
However, if we would assume an even distribution of srmax/srm-ratios over srm, the connec-
tion between sample size and standard deviation should not run out of sight. The standard 
deviation itself depends on the number n of crack distances that can develop along the 
specimen. The mean crack spacing srm is:  
,










    (17) 
The sr,i-values are distributed around its mean srm with a standard deviation noted as σsr,i. 
Even if similar tests with a constant number of crack spacings are performed, the records 
would show the means scattering. They have a standard deviation noted as σsr,m or esti-
mated as srmσ  (Fig. 11). 


































 Fig. 11:  Influence of the number of crack spacings that form sr,i on the srm-scatter 
 












        (18) 
We leave the scatter of the mean-values and concentrate on the expected maximums. This 
is for example E(sr,max) of a sample of sr,i. Similar results for a scatter can be observed. The 
question is: Where would we expect the maximums (in average)? Given: Access to the full 
population of samples of a known sample size, e.g.: n = 4 meaning 4 sr,i in a specimen. 
The expected maximum can be derived using: 




= ⋅ ⋅ ⋅∫ ,        (19) 
where n is the sample size or better, the number of crack distances in a specimen. 
Tab. 2:  How E(max) depends on the sample size n for normally distributed variables 
n - sample size 
(number of 
crack spacings) 
km  for use in 
















The sr,i-samples for such an approach need a transformation into normality before applying 
the above coherence. One test of one specimen is a drawn sample of a nearly constant 
sample size of n sr,i-values. This roughly neglects stronger ties between sr,i  that could be 
reintroduced in a more refined stochastic process. 
5 Assessing the statistical effects 
We return to the lack-of-correlation problem displayed in Fig. 8 and Fig. 9. It might be 
worth checking if the suspected dependence between sample size n and the scatter of the 
means holds for the srm-case. 
Problems with the nonnormal distributions can be spared out in an easy performed verifi-
cation if we use the median m or E(srm) instead of the mean. If we prove that expected val-
ues E(srm) lay close to the diagonals in the test-prediction-diagrams, it indicates the models 
could work for full-scale models. A simulation of the smaller samples' means is produced 
in a second step. This might show the scatter around E(srm) has the similar properties as 
present (e.g.: in the diagrams Fig. 8 and Fig. 9). 
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To test such ideas, data was mined in the test-prediction diagrams. The data is sub-divided 
into reasonable sized clusters of the predicted srm (x-axis). The number of clusters should 
be decided with the data structure in mind. Depending on the density of data, the choice of 
6 to 15 similar clusters will serve nicely. Appointed to the cluster median m(srm)predcluster, 
the median of the model associated m(srm)testcluster can be developed. The points [xpred;ytest] 
are built as [m(srm)predcluster; m(srm)testcluster]. The next figure shows the application for the 
data of Fig. 9. 
 
(a) Prediction model: BROMS and LUTZ  (b) Prediction model: OH and KANG 
Fig. 12: Check whether the expected values of srm match the prediction or not 
A similar check is performed with UPM-test data to check the MC 90 model and EC 2. 
(a) Prediction model: MC 90, (UPM-data) (b) Prediction model: EN 1992-1-1, (UPM) 
 
(c) Prediction model: ECKFELDT, UPM and Data from [10]  
Fig. 13:  Check on MC 90 and EC2 models whether the expected values of the srm match 
the prediction or not 
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The analysis displayed by the diagrams of Fig. 12 and Fig. 13 shows evidence that such 
models might work to propagate crack spacings and crack widths in structural members. 
However, there are severe underestimations present for MC 90 and the BROMS and LUTZ 
models if srm < 100 mm. It results in serious deviations between propagation and outcome 
on the nonreliable side for members with small covers. Further, the BROMS and LUTZ ex-
planation shows correlation to the crack spacing but lacks the power for a full explanation. 
The Eurocode 2 model tries to fill the lack of fit by adding a term from the tension chord 
model resulting in better matches. Despite, the sophisticated OH and KANG-model and the 
model suggestion ECKFELDT provide the closest overall performance and stay mostly on 
the prediction side. However, some beneficial effects from another and more dense data 
could have helped. 
Another question could be whether the purely statistical effects in the questions raised 
above are fully accountable for the scatter or not? 
To learn more, an artificial dataset is produced that consists of a mix of virtual specimen 
with 3, 4, 5, (10) and 20 crack distances sr,i. A randomly picked value serves as propagated 
model prediction srm, pred, rand. Normal-distributed random values are placed around it. By 
doing so, the simulation becomes a game within random numbers based on random means 
and possible standard deviations. The returned random values are transformed in the as-
sumed lognormal space. A slightly deviating algorithm is used for srm,pred,rand < 110 mm. It 
matches the expected values in the clusters according to PIYASENAS Oh and Kang model 
test better. The two following random-snapshots show that a scatter as in Fig. 9 (b) can be 
reproduced. 
 
(a) OH and KANG: Resimulation #1 (b) OH and KANG: Resimulation #2 
Fig. 14:  Reproducing the OH and KANG scatter, two tests 
The linear trends of test and simulated data in Fig. 14 are similar positioned. The slightly 
higher R2-values for the simulation show that the sample size effect might nearly but does 
not fully explain the scatter. However, the greater prediction range chosen for the simula-
tion might enforce a slightly more beneficial outcome. 
The crack distance simulations offer also a chance to look at the interesting sr,max values. 
They can be found as the largest sr,i,rand -values in a dataset consisting of n = 3;4; 5-samples 
only. Nevertheless, the possible outcome is rather disturbing (Fig. 15, equation (20)). 
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 Fig. 15:  A random snapshot of likely sr,max,values in n = 3;4; 5-samples 
The interesting ratios in the exemplary random snapshot Fig. 15 would be: 
 max, max,
, , , ,
2.2 ; 3.9r simu r simu
rm test simu rm pred rand
s s
s s
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   (20)  
If we would stress these findings in an MC simulation with more than 1000 repeations we 







⎛ ⎞⎟⎜ ⎟⎜ =⎟⎜ ⎟⎟⎜⎝ ⎠
       (21)  
This aims at very unlikely and high max-values. It proves that heading for design models 
based on such values would lead to very uneconomic solutions. Such maxima usually fol-
low extreme value distributions. 
6 Possible workarounds 
By seeing the questions around the troubled srm, is there a need for crack distances in the 
game to control the crack width? Mechanically based concepts for sr integrate some of the 
identified candidate predictors. However, solutions could be easier if we would introduce 
the candidate predictors separately in a linear combination. This takes aim on a linear 
model as explained in chapter 3. With a set limit of degrees of freedom to spent, a linear 
model can be formed for wm by a multiple linear regression analysis. The candidate predic-
tors and the dependent variable should be transformed into normality. 
A model of reasonable quality can be reached by just using h, cu, cs, σs, fctm and db. Com-
bined values or interaction effects would complicate the equation structure. It could also 
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blur the confidence intervals. The final structure of the model was achieved in a multiple 
linear regression fit using the ordinary least square (OLS-) algorithm. 
From (22)  
( )
( )
10.03 0.13 0.029 ln( ) 0.037 ln( ) 0.0028 0.014 0.409
ln
m
s u s s ctm
E w




+ + + + − −  
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The structure of equation (22) and (23) shows which important part the transformations 
play. The model and test comparison of Fig. 16 (a) displays the fit quality after back trans-
formation. A check of the residuals during regression in the normalized space shows the 
data narrowly distributed around the propagated E(√wm). 
 
(a) Test↔fit comparison of the back trans-
formed model (23) 
(b) Quartiles of the residuals to the fit equa-
tion (22) 
Fig. 16: Checking the multiple linear model's quality 
A look to the partial correlations can be more interesting than the original marginal rela-
tionships. It shows the direct influence of the transformed independent to the dependent 
variables with exclusion of the interrelations between the data. 
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 Fig. 17:  Partial correlation in terms of partial R²-values for the transformed predictors 
with the transformed wm   
A parallel check on probabilities sets serious question marks behind the need for imposing 
fctm. It produces interesting evidence that wm might be fairly independent of fctm. 
7 How to approach the characteristic level in crack widths  
Although good correlation results in such an interesting strong statistical approach, one 
question remains: How to sell the model to the community of structural engineers? Aiming 
at wmax might better fit into the current design concepts. Robust or quantile regression 
strategies could provide models at predefined design levels. Otherwise, an ordinary least 
square (OLS) approach would have the disadvantage of resulting in a 50%-percentile for 
wmax. The already used list of candidate predictors can be shortened again to a final predic-
tor vector: 
 1[  1   (ln( )) l n( ) ]Ts s sh c dσ
−=V      (24) 
During data analysis, it turned out the influence of cu and fctm on wmax can be neglected. 
According to the size of the dataset, arbitrary percentiles could be worked out. The models 
of equation (25) are examples for an efficient application of LM like equation (10). Design 
aids could be given graphically and it might be worth to look to styles introduced by 
HARRELL [15]. They enable to produce a diagram without a need to stratify for special pre-
dictor variables. It works in a way that with every candidate predictor of a given size, 
points are earned on a suitable scale. Finally those single points are added and the total is 
set in coherence to the dependent crack width (for example: Fig. 18). 
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Linear models and such design aids are competitive to usual approaches. It preserves and 
supports the engineer's sense like old rules for example that with increasing bar size the 
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   (25)  
 Fig. 18:  An example for a graphical design aid for equation (25) 
However, the models (25) need still some stabilizing by a comparison with larger or inde-
pendent test data. They are in a working stage and not finalized yet. 
8 An open conclusion towards reliable model construction 
Statistical empirical based models can preserve and keep the engineer's sense. They pave 
the way towards reliable constructions. The author does not neglect participating bond in 
the cracking process and tension stiffening. Nevertheless, models for crack width verifica-
tion can be produced by looking for candidate predictors in their more canonical forms. It 
is possible because these are the same used to explain crack spacing. Taking crack spacing 
for an easy description of transfer lengths faces already difficulties for the nearly undis-
puted average srm.  
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Even more disturbing thoughts emerge, if we look to recent test results in Fig. 19. It dis-
plays two examples of the frequency distribution of sr,i occurring in a 3000 mm specimen. 
Larger, medium and small crack spacings could also have followed separate distributions 
that just overlap. It might be worth to head for a sophisticated stochastic model that in-
volves the logic of the successive cracking process. First own exemplary tests and simula-
tions showed that a bimodal or even trimodal distribution can be reproduced. However, 
more test data is necessary. It is important to carefully record such tests designed in a size 






























(a) Ac = 120 × 120 mm; 1 db  20 mm (b) Ac = 240 × 120 mm; 1 db  20 mm 
Fig. 19:  Realistic histograms for sr,i out of tests from 3000 mm long tie specimens (Mini-
tab® Statistical Software) 
 
As long as this problem remains unsolved, it might be disputed if sr in crack width models 
will lead to a better solution than purely empirical models. Their advantage is clearly the 
more direct access to the desired reliability level via percentiles. From statistical simula-
tions of the average crack spacing, it emerged the number of crack spacings needed to form 
the average or maximum comparison value should be as large as possible. This lessens the 
size of scatters.    
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Statistical analysis on correlation and linear modeling were performed using the R envi-
ronment of statistical computing [16] and the Hmisc package of Frank E. Harrell [15].  
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Reliability and production quality of reinforced concrete 
structures 
Milan Holický  
Klokner Institute, Czech Technical University in Prague  
Abstract: Recent European documents for structural design indicate that the 
partial factors may be adjusted to available information on the quality of struc-
tures. In particular, the partial factors for concrete and steel strength may be 
significantly reduced taking into account actual production quality and avail-
able data. Using probabilistic methods of structural reliability, effects for pro-
duction quality is investigated considering two fundamental reinforced 
concrete members: a slab exposed to pure bending and a short column exposed 
to pure compression. It is shown that the reliability of reinforced concrete 
members may considerably vary with growing reinforcement ratio (increases in 
case of bending and decreases in case of compression). It appears that the 
structural members of a basic quality, designed using unreduced partial factors, 
have a greater reliability level than the members of an increased quality, de-
signed using reduced partial factors. Further investigation of different rein-
forced concrete members should be based on improved theoretical models of 
basic variables including uncertainties of resistance models.  
1 Introduction  
1.1 General remarks  
The fundamental European standard EN 1990 [1] for the design of structures provides the 
partial factors method including alternative rules for load combinations together with the 
possibility of the direct use of probabilistic methods. Annex B of EN 1990 [1] gives also 
general principles of reliability differentiation taking into account failure consequences. It 
also indicates a possible modification of the partial factors taking into account available 
information concerning basic variables. In particular, the basic part of Eurocode 2 for the 
design of concrete structures EN 1992-1-1 [2] allows for a reduction of the partial factors 
for material properties of concrete and steel. Taking into account the quality of production 
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and available data concerning material properties, the basic partial factors for concrete and 
steel strength may be reduced.  
Note that combined effects of reliability differentiation indicated in EN 1990 [1] and the 
reduced material factors recommended in EN 1992-1-1 [2] considering selected reinforced 
concrete members was investigated in previous studies (HOLICKÝ ET AL. [6], HOLICKÝ & 
MARKOVÁ[7], HOLICKÝ [8] and [9], MARKOVÁ & MAREK [10]). Without reference to pro-
duction quality, the reliability of members under the combination of bending and axial 
force was investigated by HOLICKÝ & VROUWENVELDER [4] and HOLICKÝ & RACKWITZ 
[5]. 
1.2 Objectives of the paper  
The submitted paper analyses the effect of production quality and available data on the 
resistance of basic reinforced concrete members (a slab and a short column) using prob-
abilistic methods of structural reliability without considering load effects. This approach 
avoids a smeared effect of load combinations on resulting structural reliability. The main 
objective of the paper is to verify proposed reduction of the material partial factors indi-
cated in EN 1992-1-1 [2]. Similarly as in previous studies (GULVANESSIAN & HOLICKÝ [3], 
HOLICKÝ & MARKOVÁ [7]) simply reinforced concrete members exposed to pure bending 
and pure compression are analyzed using probabilistic methods of structural reliability.  
Recent calibration studies (HOLICKÝ [8], MARKOVÁ & MAREK [10]) are taken into account. 
Theoretical models of basic variables are adopted from available materials provided by 
JCSS [11] and from previous studies (HOLICKÝ & MARKOVÁ [7], HOLICKÝ [8], [9]). How-
ever, it should be mentioned that the theoretical models of basic variables including model 
uncertainties are the most significant weak point of the study.  
2 Reliability principles 
2.1 Limit state function  
Three types of basic variables are distinguished in the study: X denotes the vector of basic 
variables dependent on production quality, Y the vector of basic variables independent of 
production quality and other deterministic parameters including partial factors. Typically 
the vector X includes resistance variables describing material properties and geometric 
data, the vector Y describes actions. The limit state function may be then written as  
g(X, Y, …) = 0 (1) 
The limit state function (1) may be often simplified as  
R(X, Y, …) – E(Y, …) = 0 (2) 
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where R(X, Y, …) denotes the resistance and E(Y, …) the load effect. Note that the load 
effect E(Y, …) is assumed to be dependent on the basic variables Y only.  
In general it is accepted that the total reliability index β may be split into the resistance part 
– αRβ and the load effect part αEβ (the sensitivity factors αR = 0,8 and αE = –0,7 are recom-
mended). Then the effect of production quality may be investigated considering the resis-
tance R(X, Y, …) without the load effect. The limit state function (2) becomes   
KR R0(X, Y, …) – Rd(Xk, Yk, γi,…) = 0 (3) 
Here KR denotes the resistance uncertainty factors, R0(X, Y, …) the primary (initial) resis-
tance given by accepted theoretical model and Rd(Xk, Yk, γi…) the design resistance speci-
fied on the basis of the characteristic values of basic variables Xk, Yk and the partial factors 
γi. The following probabilistic requirement is considered in the direct and inverse analysis: 
P{KR R0(X, Y, …) < Rd(Xk, Yk, γi,…) } = Ф(– αRβ) (4) 
In direct analysis the variation of the resistance reliability index βR = αRβ with selected 
parameters is investigated, in an inverse analysis selected parameters are determined for a 
given target reliability index βRt. Assuming αR = 0,8 then the target resistance index βRt = 
αRβt = 0,8×3,8 = 3,04, and the probability in equation (4) is Ф(–3,04) ≈ 0,001.  
2.2 Examples of reinforced concrete members 
Two simple reinforced concrete members are considered in the following analysis: a rein-
forced concrete slab and a short reinforced concrete column. The first example is a typical 
flexural member, the second a member exposed to pure compression. In the case of the 
reinforced concrete slab the limit state function (3) becomes 
KR(As fs (h – a – 0,5 As fy /(b fc))) – As(fyk/γs) (h – a – 0,5 As fyk γc /(b fckγs)) = 0 (5) 
In the case of the reinforced concrete slab the limit state function (3) may be written as 
KR (As fy + αccAc fc) – (As fyk/γs + αccAc fck/γc) = 0 (6) 
Common notation used in equation (5) and (6) is described in detail in the following sec-
tion. Note that only two partial factors γs and γc for the steel and concrete strength are used 
for determining the design resistance Rd.  
2.3 Theoretical models of basic variables 
Basic variables X (dependent on production quality) and Y (independent of production 
quality) used in equation (5) and (6) are described in Table 1 and 2. The theoretical models 
indicated in Table 1 and 2 are adopted from previous studies and information provided by 
JCSS [11]. The basic variables X dependent on production quality are described by two 
sets of statistical parameters corresponding to basic production quality (corresponding to 
unreduced partial factors) and high production quality (corresponding to reduced partial 
factors quality). 
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The partial factors γc and γs indicated in Table 1 are considered in Eurocode 1992-1-1 [2] 
where four degrees of quality control during execution are generally mentioned. Detailed 
guidance on how to apply the reduced factors is given in Appendix A of the document 
EN 1992-1-1 [2]. However, no specific information concerning the statistical characteris-
tics of resistance variables is provided. 















St. d. σX 
Strength of concrete  fc LN MPa 30 5 30 2,5 
Depth of the slab h N m 0,26 0,01 0,26 0,005 
Thickness of the column h, b N m 0,30 0,01 0,30 0,005 
Distance of reinforcement a GAM m 0,03 0,01 0,03 0,005 
 
The production quality is formally described by a quality indicator q, which is a scalar 
quantity within the interval from 0 to 1; q = 0 corresponds to the basic quality, q = 1 corre-
sponds to the highest conceivable quality. The quality level is reflected by decreasing stan-
dard deviations σX(q) of the variables X formally given by a pragmatic formula  
σX(q) = σX (1 – 0.5 q) (7) 
where σX denotes the standard deviation of a basic variable X corresponding to the basic 
quality level indicated in Table 1. 
Tab. 2: Basic variables Y independent of production quality. 
Variable Symbol Y Distribution Unit Mean µY St. Dev. σY 
Long term effects αcc LN - 0,85 0,085 
Permanent load G N kN/m2 Gk 0,1 Gk 
Imposed load Q GUM kN/m2 0,6 Qk 0,35×0,6 Qk 
Variable load W GUM MN/m2 0,3 Wk 0,15Wk 
Strength of reinforcement fy LN MPa 560 30 
Area of reinforcement As DET  m2 As,nom - 
Width of the slab b DET m 1,00 - 
Uncertainty of the slab KR LN - 1,15 0,10 
Uncertainty of the column KR LN - 1,10 0,15 
Uncertainty of actions KE LN - 1,00 0,10 
The theoretical models given in Table 1 and 2 are adopted from materials of JSCC [11] and 
previous studies (HOLICKÝ [8], HOLICKÝ AT AL. [9]). However, it should be mentioned 
again that the theoretical models of basic variables, in particular of model uncertainties KR, 
are weak points of the study. Obtained results should therefore be interpreted as relative 
quantities useful primarily for comparative considerations.  
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3 Results of reliability analysis 
3.1 Reliability indices 
Special purpose software tools developed using the mathematical language MATHCAD 
and software product COMREL were used in reliability analysis. Figure 1 and Figure 2 
show the results of direct reliability analysis. Figure 1 shows the variation of reliability 
indices with the reinforcement ratio ρ of the slab for selected partial factors and levels of 
production quality. Similarly Figure 2 shows variation of reliability indices with the rein-
forcement ratio ρ of the column. 
Fig. 1: Variation of reliability indices βR with the reinforcement ratio ρ of the slab for se-
lected partial factors γs, γc and production quality q. 
Fig. 2: Variation of reliability indices βR with the reinforcement ratio ρ of the column for 
selected partial factors γs, γc and production quality q. 


















γs=1.1, γc=1.4, q=0.5 
γs=1.05, γc=1.3, q=1
ρ 
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It is interesting to note that the reliability indices βR are significantly dependent on the rein-
forcement ratio ρ. The difference of reliability indices βR may achieve 1 for to extreme 
reinforcement ratios ρ. The variation of βR with ρ is accompanied by variation of FORM 
sensitivity factors α as indicated in the following section.  
3.2 Sensitivity factors 
The FORM sensitivity factors α for the slab and column are determined considering the 
limit state functions (5) and (6). Figure 3 shows the variation of sensitivity factors αX with 
the reinforcement ratio ρ of the slab for the basic production quality q = 0. Figure 4 shows 
the variation of sensitivity factors αX with the reinforcement ratio ρ of the column for the 
basic production quality q = 0.  
Figures 3 and 4 clearly indicate that in both cases the model uncertainty KR is the most 
significant basic variable, which affects the resulting reliability level (see also HOLICKÝ ET 
AL. [9], where some data on the model uncertainty of resistance are provided). However, 
the model uncertainty does not explicitly enter design formulae and its effect must be cov-
ered by the “operational” partial factors γs and γc. The “proxy” role of the operational par-
tial factors γs and γc to cover the model uncertainties and uncertainties of unfactored basic 
variables affects their magnitude and dependence on the reinforcement ratio ρ. 
3.3 Operational partial factors  
The “operational” partial factors γs and γc are derived from the probabilistic condition (4) 
considering the limit state functions (5) and (6) and βRt = αRβt = 0,8×3,8 = 3,04. Figure 5 
shows the partial factor γc of the slab, derived for selected combinations of the partial fac-
tor γc and quality q.  
 
Graubner, Schmidt & Proske: Proceedings of the 6th International Probabilistic Workshop, Darmstadt 2008 
213 
Fig. 3: Variation of sensitivity factors αX with the reinforcement ratio ρ of the slab for the 
basic production quality q = 0. 
Fig. 4: Variation of the sensitivity factors αX with the reinforcement ratio ρ of the column 
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Fig. 5: Variation of the derived partial factor γc with the reinforcement ratio ρ of the slab, 
derived for selected combinations of the partial factor γc and quality q. 
 
 
Fig. 6: Variation of the derived partial factor γc with the reinforcement ratio ρ of the col-
umn, derived for selected combinations of the partial factor γs and quality q. 
Note that the partial factors γc decrease with increasing reinforcement ratio ρ and decreas-
ing production quality q. The partial factors γc for the column generally increase with in-
creasing ρ . 







γs = 1.05, q = 1 
γs = 1.10, q = 0.5 
γs = 1.15, q = 0 
γc 
ρ 
γs = 1.05, q = 1 
γs = 1.10, q = 0.5 
γs = 1.15, q = 0 
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4 Discussion 
4.1 Production quality in EUROCODES 
Eurocode 1992-1-1 [2] indicates a possible reduction of the partial factors γc and γs for the 
concrete and steel properties (variables Xi) taking into account four degrees of quality con-
trol during execution and available data as shown in Table 2.  
Tab. 3: Reduced partial factor in EN 1992-1-1 [2]. 
Factors Basic Reduced 
    1             2                3            4 
γc 1,50 1,40 1,45 1,35 1,30 
γs 1,15 1,10 1,05 1,05 1,05 
 
Detailed guidance on how to apply the reduced factors is given in Appendix A of the do-
cument EN 1992-1-1 [2]. However, the considerable reduction of the partial factors, indi-
cated in Table 3, is recommended independently of the reinforcement ratio ρ. This may 
significantly affect resulting reliability of reinforced concrete members. No guidance is 
provided for statistical parameters of basic variables.  
Three combinations of the partial factors are considered above: the basic combination γc = 
1,5 and γs = 1,15, the middle combination (reduction 1) γc = 1,4 and γs = 1,10, and the ex-
treme recommended combination (reduction 4): γc = 1,30 and γs = 1,05.  
4.2 Comparison of reliability analysis with Eurocodes 
The first general finding obtained from reliability analysis concerns the dependence of reli-
ability level on reinforcement ratio. It appears that the resistance reliability index βR of 
members exposed to pure bending increases with increasing ρ reinforcement ratio, the reli-
ability index βR of members exposed to pure compression decreases with increasing rein-
forcement ratio ρ (Figure 1 and 2). This finding is supported by the variation of sensitivity 
factors α with the reinforcement ratio ρ (Figure 3 and 4). The difference of reliability indi-
ces β corresponding to extreme reinforcement ratios ρ may achieve 1. Note that in case of 
members exposed to combination of bending and compression the variation of reliability 
index with reinforcement ratio ρ is more complicated as indicated by HOLICKÝ & 
VROUWENVELDER [4] and HOLICKÝ & RACKWITZ [5]. The partial factors recommended in 
Eurocodes are, however, independent of the reinforcement ratio. 
Structural members with increased production quality, designed using decreased partial 
factors, seems to have lower reliability than members having the basic quality, which are 
designed with basic partial factors (Figure 1 and 2). Recommendations indicated in Euro-
codes may be therefore excessive and may lead to insufficient reliability. 
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Theoretical values of the partial factors are dependent on the reinforcement ratio ρ (Figure 
5 and 6). The partial factors recommended in Eurocodes may be in common cases conser-
vative, in extreme cases of reinforcement ratio (low in case of bending, high in case of pure 
compression) may lead to insufficient reliability levels (Figure 5 and 6).  
4.3 Recommendations for further research 
The present proposal to relate the partial factors to production quality and available data 
should be improved by taking into account results of further reliability investigations. 
Available experience clearly indicates that such an investigation should consider different 
structural members and improved theoretical models of basic variables including model 
uncertainties. In particular, model uncertainties seem to be dominant and their theoretical 
models are of the uttermost importance.  
Future research could also consider a possibility to introduce a more complicated system of 
partial factors differentiated with respect to: 
• production quality 
• reinforcement ratios, 
• different structural members 
Such a system of the partial factors would be more complicated and less operational than 
the current system. Its application could be, however, limited to key members or structural 
members in mass production.   
5 Concluding remarks 
The following concluding remarks may be drawn from submitted analysis concerning reli-
ability and production quality of reinforced concrete structures. 
1. Basic variables consist of variables dependent on and variables independent of pro-
duction quality.  
2. The reliability of reinforced concrete structural members generally depends on the 
reinforcement ratio, the reliability of structural members under pure bending in-
creases, under pure compression decreases with increasing reinforcement ratio. 
3. Reliability of the members of increased quality, designed using reduced partial fac-
tors, seems to be lower than reliability of the members having the basic quality.  
4. The operational partial factors for concrete and reinforcement steel have to cover 
uncertainties in all basic variables including model uncertainties of resistance. 
5. The partial factors recommended in Eurocodes may lead to insufficient reliability 
for extreme reinforcement ratios (low for the slab, high for the column).  
Graubner, Schmidt & Proske: Proceedings of the 6th International Probabilistic Workshop, Darmstadt 2008 
217 
6. Partial factors may be differentiated with respect to production quality, reinforce-
ment ratio and type of structural members. 
7. Further investigation should consider different structural members and improved 
theoretical models of basic variables including model uncertainties. 
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The influence of conformity control on the strength  
distribution of concrete and the safety level of concrete 
structures using Bayesian updating techniques 
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Abstract: Conformity criteria are used for the quality verification of produced 
concrete lots. This conformity control has a filtering effect on the strength dis-
tribution of concrete, resulting in a higher average strength and a smaller stan-
dard deviation. Using Bayesian updating techniques and Monte Carlo 
simulations, a numerical algorithm was developed in order to analyze the so-
called filter effect of different conformity criteria. Further, this filter effect also 
influences the safety level of concrete structures. This effect is investigated for 
concrete structures, designed according to Eurocode 2, for which the concrete 
compressive strength is a sensitive variable in regard to the safety index. The 
safety level of this type of concrete structures increases significantly when con-
formity control is taken into account. Finally, also the influence of autocorrela-
tion on the filter effect and the safety level of concrete structures is evaluated. 
1 Introduction 
Conformity control of concrete is used to investigate whether a concrete lot complies with 
a predefined characteristic compressive strength ckf  by making use of conformity criteria. 
As a result of this quality verification, certain concrete lots are rejected and certain lots are 
accepted. Because of this rectification, conformity control has a filtering effect on the con-
crete strength distribution. The average of the outgoing strength distribution increases and 
the standard deviation decreases in comparison to the incoming strength distribution.  
As a consequence of this filter effect, conformity control of the concrete production also 
influences the safety level of concrete structures, which could be taken into account in the 
reliability analysis of a concrete structure. 
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2 The filter effect of conformity criteria 
2.1 Analytical formulation of the filter effect 
The filter effect of conformity control results from the fact that certain concrete lots are 
rejected from the strength supply. Thus, conformity criteria have a filtering effect on the 
strength distribution of concrete. 
Based on the strength model for concrete (1), where it is assumed that the concrete com-
pressive strength X consists of 2 additive contributions, RACKWITZ [1,2] derived an expres-
sion for the posterior predictive distribution of X. 
lm XXX +=   (1) 
with X  the concrete compressive strength 
mX  a quantity describing the variation of the mean          
            strength of different lots; ( )mmm ,NX σµ∝  
lX  a quantity describing the variation of the strength in  
            a certain concrete lot; ( )ll ,NX σ0∝ . 
 
Assigning the index ‘i’ (in) for offered concrete lots and ‘o’ (out) for accepted concrete 
lots, the mean and standard deviation of the offered (outgoing) lots can be written as 
mi µµ =  and 
2 2
i m lσ σ σ= +  respectively.  
After conformity control, the posterior density function of mX  is given by equation (2), 





























  (2) 
with aP  the probability that a concrete lot with mean  
            strength mx  is accepted by the conformity criterion. 
 
Further, the posterior predictive distribution of X  is given by equation (3) [3,4]. 
( ) ( ) ( ) ( )1, mo m l o m m o m m
l l




⎛ ⎞−= = ⎜ ⎟
⎝ ⎠
∫ ∫   (3) 
As mentioned in (1), the equations (2)-(3) are based on the assumption of a normal distri-
bution for mX  and lX . However, these equations can be rewritten for the assumption of a 
lognormal distribution for mX  and lX , based on a strength model of type lm XXX ⋅= . 
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2.2 Analytical expressions for the posterior predictive distribution 
For the special case where the conformity assessment is performed by a criterion of the 
type ickn fx λσ+≥ , TAERWE [4,5] derived a closed-form analytical expression of the pos-
terior predictive distribution, yielding (4). 
( ) ( ) ( )''
''o i
x mf x f x c
σ
−⎛ ⎞= ⋅Φ Φ⎜ ⎟
⎝ ⎠
  (4) 
































[ ] ( )θΦθ ufXP ck =≤=  
ickm uf σµ θ−= . 
 
The cumulative distribution of X  after conformity control reduces to equation (5) [4,5]. 




=   (5) 
with ( )ρ,c,uB x  the bivariate standard normal distribution with  
                   parameters xu  and c , and correlation ρ  
( ) imx xu σµ−=  
1 2
2 2





⎡ ⎤⎛ ⎞⎛ ⎞
= − + +⎢ ⎥⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠⎣ ⎦
. 
 
The posterior mean and standard deviation of X  can be derived from (4), yielding: 
i
*
io k σµµ +=   (6) 
i
**
o kkc σρσ ⋅−+=
21   (7) 
with ( ) ( )cck* Φρφ−= .  
Because of the fact that 0<ρ , it follows that 0>*k  and thus from (6)-(7) it is seen that, 
due to the filtering effect of conformity control, the mean of the outgoing distribution in-
creases and the standard deviation decreases in comparison to the incoming strength distri-
bution. 
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2.3 Computational evaluation of the filter effect 
Based on the principles explained in paragraph 2.1, a numerical algorithm was developed 
for the calculation of the filter effect of more complex conformity criteria. A brief sum-
mary of this algorithm is given in Figure 1. 
{ }jθθ ∈∀ : 
 [ ]b,ax∈∀  : 
  [ ]b,axm ∈∀  : 
   For t = 0..N : 
            Calculate number of acceptances aN  of the conformity criteria  
    ( ) NN...xP ama =  
  ickm uf σµ θ−=  
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Fig. 1:  Numerical algorithm for the quantification of the filter effect 
The algorithm was extensively verified using the available analytical expressions in [4] for 
the special case of a conformity criterion of type ickn fx λσ+≥ , more specifically using 
equations (6)-(7). 
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2.4 The filter effect of 2 types of conformity criteria 
The common conformity criteria that are investigated in this paper are of the following 
types: 
ickn fx σλ+≥   (8) 
nckn sfx λ+≥   (9) 
with n  the number of test results 
nx  the sample mean of the strength population 
iσ  the known standard deviation of the offered lot 
ns  the sample standard deviation of the offered lot 
λ  the parameter of the conformity criterion 
 
In order to quantify the difference in the filtering effect corresponding to these 2 types of 
criteria, the parameter λ  for each criterion is determined using the AOQL (average outgo-
ing quality limit) concept described in [6,7], for a conformity assessment based on 15=n  
test results. As a result, this optimization process (in regard to an AOQL of 5%) leads to 
331.=λ  in case of criterion (8) and 321.=λ  in case of criterion (9). The operating char-
acteristic curves (OC-curves) corresponding to these optimized criteria are depicted in Fig-
ure 2. 
Further, the standard deviation of the incoming strength distribution is set to MPai 5=σ  
and the ratio of the standard deviation inside a concrete lot to the standard deviation be-
tween different concrete lots is set to 1=ml σσ . A justification for this latter assumption 
can be found in [4], based on an extensive number of test results. 
Using the numerical algorithm described in paragraph 2.3, the ratios io µµ  (average out-
going strength after conformity control to the average incoming strength) and io σσ  
(standard deviation of the outgoing strength distribution to the standard deviation of the 
incoming strength distribution) in function of the fraction defectives iθ  (from the incom-
ing strength distribution) are depicted in Figure 3.  
As mentioned in paragraph 2.2, it can be seen from Figure 2 that the average of the outgo-
ing strength distribution increases and the standard deviation decreases in regard to the 
incoming strength distribution. These effects increase in function of an increasing fraction 
defectives iθ  (or a lower average incoming strength iµ ). Furthermore, this effect is 
smaller for a criterion of type (9) in regard to a criterion of type (8), when they are both 
optimized in regard to an average outgoing quality limit of 5%.  
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Fig. 2:  OC-curves corresponding to criteria ick .fx σ33115 +≥  and 1515 321 s.fx ck +≥  
(independent observations) 
 
Fig. 3:  Filter effect corresponding to criteria ick .fx σ33115 +≥  and 1515 321 s.fx ck +≥  
(independent observations) 
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2.5 Influence of autocorrelation on the filter effect 
In many analyses consecutive concrete strength values are considered to be independent, as 
was the case in the previous paragraph. However, investigation of extensive concrete 
strength records from concrete plants revealed the presence of a significant autocorrelation 
between consecutive results [8]. This autocorrelation can be modeled using an autoregres-
sive process of order 2, an AR(2) model, with parameters derived by TAERWE [4,9] based 
on the analysis of extensive concrete strength records. In the framework of Monte Carlo 
simulations, this AR(2) model is implemented using equation (10) for the calculation of 
consecutive random realizations of a standard normal distribution. 
iiii u.u.u ε+⋅+⋅= −− 21 2040   (10)
with ju  j
th autocorrelated standard normal distributed number 
iε  i
th normal distributed number with 0=µ  and 802 .=σ  
 
This calculation method was implemented in the numerical algorithm for the calculation of 
aP  in case of autocorrelated test results. Using again the AOQL concept,  the parameters 
λ  for criteria (8) and (9) in case of conformity control based on 15 autocorrelated test re-
sults are 291.=λ  and 481.=λ  respectively. The operating characteristic curves (OC-
curves) corresponding to these optimized criteria are depicted in Figure 4. 
The filter effect of these criteria, in case of autocorrelated test results, are depicted in Fig-
ure 5. From the comparison of Figures 3 and 5, it can be seen that the filtering effect of the 
conformity control decreases when autocorrelation is taken into account. 
2.6 The filter effect of the conformity criteria according to EN 206-1 
Generally also a criterion 2kfx ckmin −≥  (with minx  the smallest strength value of the 
sample) is used in combination with the criterion of type (8) which results in the common 









ickn σλ   (11)
This compound conformity criterion is used in the European Standard EN 206-1 [10] for 
the case of continuous production control, with parameters 15=n , 481.=λ  and 42 =k . 
The value of iσ  is estimated from at least 35 consecutive test results taken over a period 
exceeding 3 months. This iσ -value may be introduced in (11) on condition that the stan-
dard deviation of the latest 15 results ( 15s ) does not deviate significantly from iσ . This is 
considered to be the case if σσ 371630 15 .s. ≤≤ . 
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Fig. 4:  OC-curves corresponding to criteria ick .fx σ29115 +≥ , 1515 481 s.fx ck +≥  and 
EN 206-1 for continuous production control (autocorrelated observations) 
 
Fig. 5: Filter effect corresponding to criteria ick .fx σ29115 +≥ , 1515 481 s.fx ck +≥  and 
EN 206-1 for continuous production control (autocorrelated observations) 
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The operating characteristic curve (OC-curve) corresponding to this compound criterion of 
EN 206-1 is also depicted in Figure 4. The maximum average outgoing fraction defectives 
is lower than 5%, so that this criterion could be further optimized, as indicated in [7]. 
The filter effect of this EN 206-1 criterion, based on autocorrelated test results, is also de-
picted in Figure 5. From the comparison with the other investigated criteria, it is found that 
the filter effect is more pronounced for the criterion EN 206-1. This is due to the lower 
maximum AOQ. 
3 The influence of conformity control on the safety level of 
concrete structures 
3.1 General formulation 
As a consequence of the filter effect, which increases the average strength and decreases 
the variability of the outgoing strength distribution, conformity control of concrete produc-
tion obviously also influences the failure probability (or safety level) of concrete struc-
tures. In this paragraph, this effect is investigated for concrete structures, designed 
according to Eurocode 2, for which the concrete compressive strength is a sensitive vari-
able in regard to the safety index. 
Based on Eurocode 2, the design compressive strength cdf  equals the characteristic 
strength ckf  divided by the partial safety factor 51.c =γ  for concrete. This design value 
corresponds to a sensitivity factor 80.
cf =α  in a level II method [11].  
In order to quantify the influence of conformity control on the safety index corresponding 
to specific design situations, standard reliability methods (such as FORM) can be used, 
based on a certain strength model and distributional assumptions. However, in this para-
graph a more general approach is given, based on the assumption of a sensitivity factor 
80.
cf =α  for the concrete compressive strength in a level II method (which is for example 
the case when the failure probability of a concrete column under compression is investi-
gated using a simplified level II method). Under this assumption, the safety index of a con-













=⇒−=   (12)
Assuming that the sensitivity factor 
cfα  remains constant before and after the updating 
process of the strength distribution (which is the case in a simplified level II method and 
which is approximately true for other methods), the ratio of the outgoing safety index to 
the incoming safety index is given by (13). 


































51   (13)
3.2 Influence of different conformity criteria on the safety level 
Using (13) and the filter effect calculated in paragraph 2.4, the ratio of the incoming safety 
index iβ  and the outgoing safety index oβ  corresponding to the investigated conformity 
criteria is depicted in Figure 6 in function of the incoming fraction defectives iθ . When 
autocorrelation is taken into account, the filter effect calculated in paragraph 2.5 is used. 
The results are given in Figure 7, where also the resulting influence of the EN 206-1 crite-
ria on the safety level is included. 
From all these cases it can be seen that conformity control has a significant influence on 
the safety level of concrete structure which have a high sensitivity to the concrete compres-
sive strength, such as concrete columns. This influence is more pronounced with an in-
creasing fraction defectives.  
4 Conclusions 
Besides quality verification, conformity control of concrete production also has a filtering 
effect on the offered strength distribution. Because of the fact that conformity control re-
jects certain concrete lots, the outgoing strength distribution has a higher mean and a lower 
standard deviation in regard to the incoming strength distribution. This effect can be quan-
tified analytically using Bayesian updating techniques and leads to a closed-form expres-
sion only in case of one type of conformity criteria. In order to investigate more complex 
conformity criteria, a numerical algorithm was developed based on the same Bayesian up-
dating techniques and numerical Monte Carlo simulations. With this model, also autocorre-
lation can be taken into account, based on an autoregressive process. Using this algorithm, 
the filter effect of some different types of conformity criteria was quantified, among which 
the filter effect of the conformity criteria for continuous production control mentioned in 
the European standard EN 206-1. 
The filtering effect of conformity control also has an influence on the safety level of con-
crete structures. This effect is investigated for concrete structures, designed according to 
Eurocode 2, for which the concrete compressive strength is a sensitive variable in regard to 
the safety index. For this, a general approach was used, without any strength model or dis-
tributional assumptions for loads. It was found that the safety level of these type of con-
crete structures increases significantly when conformity control is taken into account, 
which could be taken into account in the reliability analysis of concrete structures.  
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Fig. 6: Safety index ratio for concrete structures, designed according to Eurocode 2 and 
with 80.
cf =α , taken into account conformity control using criteria 
ick .fx σ33115 +≥  or 1515 321 s.fx ck +≥  (independent observations) 
 
Fig. 7: Safety index ratio for concrete structures, designed according to Eurocode 2 and 
with 80.
cf =α , taken into account conformity control using criteria 
ick .fx σ33115 +≥ ,  1515 321 s.fx ck +≥  or EN 206-1 for continuous production  
control (autocorrelated observations) 
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Model Uncertainties for Shear Capacity Prediction of 
Reinforced Concrete Members 
Eric Brehm, Holger Schmidt, Carl-Alexander Graubner 
Chair of Concrete and Masonry Structures, Technische Universität Darmstadt 
Abstract: In reliability analyses, the model uncertainties are often the basic 
variables with the largest influence. To obtain a good result, the best model has 
to be chosen. For shear design of reinforced concrete members, a large number 
of models exists. Most of the models are derived empirically so that they fit to 
a corresponding database of experiments. In this paper, several models for the 
prediction of the shear capacity of reinforced concrete members without shear 
reinforcement are checked with a large database of test results. The stochastic 
parameters of the test to prediction ratio will be presented.  
1 Introduction 
Concrete members have to resist flexural and shear stresses. For flexure, available models 
are derived from mechanics and perform well. In case of shear, the load carrying behaviour 
of concrete is very complex and models still perform poorly compared to models for flex-
ure. In current design codes, such as DIN 1045-1, the shear capacity itself is calculated 
using input data from empirical investigations. These models are derived from regression 
analysis on a set of test data. The characteristic values that are required for the design pro-
cedure are then determined by adjusting the regression function to lower function values. 
In reliability analysis, precise models are required to obtain feasible results. The target of 
reliability analysis is not to design a safe member by underestimating its capacity, but 
rather to obtain realistic results. Therefore, knowledge of the uncertainties of the model at 
hand becomes very important. 
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2 Load-Carrying Behaviour of Reinforced Concrete  
Members without Shear Reinforcement 
The determination of the shear capacity of reinforced concrete beams has been the subject 
of very intensive research in the past. In MOERSCH [33] the load-carrying behaviour of 
concrete members subjected to shear was analyzed scientifically for the first time. The re-
lationships are very complex and so up to now a general theory explaining the member 
behaviour completely could not be found. In contrast to the modeling of the flexural capac-
ity, the shear capacity can be described best by empirical models that are based on a large 
experimental data set and by complex methods such as FEM. Simpler models using simpli-
fied assumptions, e. g. plane cross-sections, are usually not sufficient. 
The complexity of the load-carrying behaviour of concrete members subjected to shear lies 
within the large number of effects that contribute to the shear capacity and lead to a num-
ber of different possible failure modes. First of all, uncracked and cracked members have 
to be differentiated. In case of uncracked members, the diagonal tensile strength of the 
concrete determines the shear capacity. In case of cracked members, three main effects 
contribute to the shear capacity. These are: 
− shear capacity of the part of the cross-section under compression due to flexure 
− shear interlock in the crack 
− dowel action of the longitudinal reinforcement 
In the past, it was found that several parameters except for the material strength influence 
the shear capacity. The member depth h plays an especially important role; the shear ca-
pacity of members with small depth is larger than for members with large depth for equal 
material properties. This is referred to as size effect. 
3 Shear Models 
3.1 General Remarks 
Every prediction model is subject to necessary simplifications. No model is exact and pre-
dicts the real phenomena without uncertainty. Here, several shear models are introduced 
that all have advantages and disadvantages. To evaluate the uncertainty of the prediction, 








In the past several approaches have been taken for the prediction of the shear capacity. 
Because of the complex load-carrying behaviour of concrete subjected to shear, empirical 
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models are currently used in practice. Several shear models will be introduced in the fol-
lowing. 
In this paper, the prediction of the shear capacity of reinforced concrete members without 
shear reinforcement is analyzed. Therefore, the given models only determine the shear con-
tribution of the concrete. 
3.2 DIN 1045-1 
The German concrete design code DIN 1045-1 [12] provides an empirical model devel-
oped by REINECK [38]. It accounts for size effects using the factor κ (see equation (3)) and 
dowel effects of the longitudinal reinforcement. The factor 0.2 in eq. (2) is used to adjust 
the model to mean values of the shear capacity. In the code, this factor is given with a 
value of 0.1 to represent characteristic values of the shear capacity. In this study, test data 
are assessed so that the factor for mean values is required. 
( ) dbfV wcdclmctRd 3/11,, 12.01002.0 σ−ρκη=  (2) 
d
2001+=κ , d in [mm] 
(3) 
The main independent parameters are the longitudinal reinforcement ratio ρl, the compres-
sive strength of concrete fc, the width of the web bw and the member depth d. The parame-
ter η1 accounts for the different shear capacity of lightweight concrete. For regular 
concrete, it can be set to 1. The axial stress σcd represents possible prestressing or exter-
nally applied axial stress. In this paper, only specimens without prestress are considered. 
Additionally, DIN 1045-1 allows an increase in the shear capacity for loads close (within a 
distance of 2.5d) to the supports, see section 5.3. 
3.3 ACI 318-05 
The ACI code [2] provides two models for the calculation of the shear contribution of con-
crete, a simplified and a refined model. The simplified model (eq. (4)) does not take into 
account the dowel effect of the longitudinal reinforcement. Size effects are generally ne-
glected in both models. The tensile strength of the concrete is modeled by the square root 
of the compressive strength and an empirical factor. The refined model (eq. (5)) includes 
the dowel effect of the longitudinal rebars. The maximum shear contribution of the con-
crete is limited to maximum value, when the refined model is applied. It has to be empha-
sized that size effects are neglected. 
dbfV wcc 166.0=  (4) 


























In eq. (4) and (5) fc is the compressive strength of concrete in MPa. The influence of the 
shear slenderness of the member is described by the shear force Vu and and the bending 
moment Mu at failure. Here, the bending moment was calculated from the applied shear 
force at failure. This means that the uncertainty in the calculation of the bending moment is 
also influencing this model. 
3.4 ZINK’s Model 
ZINK [49] developed a model for the prediction of the shear capacity of high strength rein-
forced concrete members with and without prestress. He focussed on members without 
shear reinforcement. His model includes several effects, from size effects to creep and 
shrinkage. Cracking behaviour, tension-stiffening and residual stresses are also considered. 


















ddfkbV chctxwu  
(6) 
nnnkx ρ−ρ+ρ= 2






















The fracture energy Gf represents the brittleness of the specimen and so describes the 
cracking properties of the specimen. It can be calculated from an empirical relation. 
ctf fmmG ⋅= 0307.0    for fc ≤ 80 N/mm² 
      mmN /143=          for fc > 80 N/mm² 
(10) 
3.5 REMMEL’s Model 
The model of REMMEL [40] is similar to ZINK’s model due to the fact, that it was derived 
under similar preliminary conditions. REMMEL’s target was to describe the load-carrying 
behaviour of high-strength concrete members without shear reinforcement. He took into 
account dowel effects of the longitudinal reinforcement, size effects of the member, ten-
sion-stiffening and fracture mechanical effects of the concrete. The difference to ZINK lies 
in the different formulation which is significantly simpler. REMMEL conducted a series of 
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tests on high-strength concrete members. The regression analysis of REMMEL leads to 








⋅= 4.1  
(11) 
The tensile strength of the concrete is also modeled by an empirical approach, see eq. (8). 
3.6 LUBELL’s Model 
LUBELL et al. [28] developed a model that account for the size effects by an effective crack 
spacing se. It is supposed to evaluate the aggregate interlock well due to inclusion of the 
aggregate size ag.  
According to LUBELL et al., for specimens with fc ≤ 70 MN/m², the aggregate size has to be 
considered because cracking is likely to occur in the aggregate-matrix interface. For fc ≥ 70 
MN/m², the aggregate size ag in eq. (13) can be set to 0 due to the fact that in high strength 

















ds  (13) 
3.7 Comparison 
There are several differences between the aforementioned models. They are different in 
their degree of complexity, in the approaches for the regression analysis and the parameters 
considered. ZINK’s model is the most detailed one and includes size effect and dowel effect 
of the longitudinal reinforcement, as does the German DIN model. The simplified model of 
the ACI does not include any of these effects. The refined model of the ACI includes 
dowel effect but neglects the size effect. It is expected that only models accounting for all 
effects will lead to good performance when it comes to the comparison with test data. 
4 Test Data 
The test data used for this analysis are taken from a large number of authors, see references 
listed in Table 1. The database includes tests without shear reinforcement, normal and 
high-strength concrete. Prestressed specimens are not taken into account. The considered 
cross-sections were mostly rectangular, but I- and T-cross sections were also investigated. 
Only test reports which included all necessary data for the models given in section 3 were 
included. All beams were tested under one and two point loading. 
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Table 1: Test data used in the study 
Source Year of publi-
cation 
Reference Nr. of tests used in 
this study 
ACHARYA, KEMP 1965 [1] 15 
AHMAD, LUE 1987 [3] 3 
AHMAD, KHALOO 1986 [4] 28 
ASTER, KOCH 1974 [5] 18 
BERNANDER 1957 [6] 6 
BHAL 1968 [7] 8 
BRESLER, SCORDELIS 1963 [8] 3 
CHANA 1988 [9] 3 
COLLINS, KUCHMA  1999 [10] 9 
DIAZ DE COSSIO, SIESS 1960 [11] 17 
ELZANATY, NILSON, SLATE 1986 [14] 13 
GRIMM 1996 [16] 14 
HALLGREN 1994 [18] 19 
HALLGREN 1996 [17] 7 
HAMADI, REGAN 1980 [19] 4 
HANSON 1961 [20] 10 
HEDMAN, LOSBERG 1978 [21] 4 
KANI 1967 [23] 48 
KREFELD, THURSTON 1966 [24] 79 
KUENG 1987 [25] 8 
LEONHARDT, WALTHER 1962 [26] 33 
LEONHARDT, WALTHER 1962 [27] 4 
MATHEY, WATSTEIN 1963 [29] 9 
MOAYER, REGAN 1974 [30] 9 
MOODY ET AL. 1954 [31] 14 
MORROW, VIEST 1957 [32] 15 
MPHONDE, FRANTZ 1984 [34] 9 
NIWA ET AL. 1986 [35] 3 
RAJAGOPALAN, FERGUSON 1968 [37] 10 
REINECK ET AL. 1978 [39] 4 
REMMEL 1991 [40] 4 
RUESCH ET AL. 1962 [41] 3 
SCHOLZ 1994 [42] 4 
TAYLOR 1968 [44] 12 
TAYLOR 1974 [43] 5 
THORENFELDT, DRANGSHOLDT 1986 [45] 22 
THÜRLIMANN ET AL. 1983 [46] 3 
WALRAVEN 1980 [47] 3 
XIE ET AL. 1994 [48] 2 
5 Evaluation and Assessment 
5.1 General 
The target of this study is to determine the model uncertainties in shear design of rein-
forced concrete structures for the aforementioned models and to evaluate recommendations 
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for the application of the model uncertainties in reliability analyses of concrete members 
subjected to shear. This is done by comparison of the test strength to the predicted strength 
from the given models. 
In the assessment, Bayesian analysis including the preliminary information in the literature 
has been considered. Because of the large number of tests, there is no effect of the updating 
process on the results. 
5.2 Uncertainties of the Test Procedure 
The test procedures themselves are processes with uncertainties, so that the actual deter-
mined strengths do not necessarily represent the true strengths. In ELLINGWOOD et al. [13] 
the uncertainties of the test procedure are divided into uncertainties in the strength of the 
specimens to the control specimens CoVt and in the specimen size CoVs. ELLINGWOOD et 
al. recommend a value of 0.04 for both, so that follows: 
22222
, 04.02 ⋅−=−−= ηηη CoVCoVCoVCoVCoV stactual
 
Accounting for these uncertainties has only a minor influence on the resulting scatter of the 
model. Nevertheless, they are included in the further evaluation. 
5.3 Concentrated Loads Close to the Supports 
Shear failure of unreinforced concrete members happens by failure of the concrete parts 
subjected to tensile stress. The compressive struts have very large capacity and so com-
pression failure is unlikely to occur. It is obvious that loads located close to the supports 
will be mostly transferred via compression struts and so the shear capacity is much higher 
than for loads in mid-span. This has to be taken into account in the evaluation of the tests 
because shear tests are commonly conducted using a two-point load configuration on the 
specimen. DIN 1045-1 allows an increase of the shear capacity by the factor β for loads 




=β=   
uu Va
dV 5.22, =  
 
5.4 Results 
The following results represent the comparison of the models with the full set of data. Sin-
gle tests were excluded from the test data because of a lack of reported properties of the 
specimen. All models, although different parameters are required, could therefore be com-
pared to the same set of data. The results not accounting for the effect of larger shear ca-
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pacity close to the supports are presented in the following table. Additionally, Figure 1 
gives an impression of the comparison between test data to predicted values. 
Table 2: Stochastic Parameters of η for all models (without β) 
Parameters of η = Vtest/Vpred 
Model 
m σ CoV 
DIN 1045-1 0.94 0.22 0.22 
Zink 1.17 0.29 0.24 
Remmel 1.24 0.42 0.34 
ACI, simplified 1.60 0.77 0.48 
ACI, refined 1.61 0.64 0.40 
Lubell et al. 1.29 0.54 0.42 
It was found that both the model according to DIN 1045-1 and ZINK’s model perform very 
well. All other models provide large scatter and/or underestimate the shear capacity sig-
nificantly. From Figure 1 it can be seen that there are several outliers for all models. These 
correspond to short specimens and loads located close to the supports. 
If the shear capacity is increased using the factor β (see 5.3), the scatter of η decreases and 
the number of outliers is reduced significantly as shown in Table 3 and Figure 2.  
Table 3: Stochastic Parameters of η for all models accounting for β 
Parameters of η = Vtest/Vpred 
Model 
m σ CoV 
DIN 1045-1 0.92 0.20 0.21 
ZINK 1.14 0.22 0.18 
REMMEL 1.20 0.30 0.24 
ACI, simplified 1.56 0.66 0.42 
ACI, refined 1.57 0.55 0.35 
LUBELL 1.25 0.43 0.34 
The scatter of the predicted values is influenced by several parameters. To assess the influ-
ence of the parameters on the model uncertainty, the corresponding correlation coefficients 
are determined, see Table 4. 
The strongest influence was found for the distance of the concentrated load to the supports 
a/d with regard to the type of relationship, no observation can be made due to the fact that 
only a correlation coefficient of 1.0 would mean a linear relation. The compressive 
strength of concrete fc has only minor influence, while the reinforcement ration ρl has ma-
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The scatter of the predicted values is influenced by several parameters. To assess the influ-
ence of the parameters on the model uncertainty, the corresponding correlation coefficients 
are determined, see Table 4. 
The strongest influence was found for the distance of the concentrated load to the supports 
a/d with regard to the type of relationship, no observation can be made due to the fact that 
only a correlation coefficient of 1.0 would mean a linear relation. The compressive 
strength of concrete fc has only minor influence, while the reinforcement ration ρl has ma-
jor influence on LUBELL’s model. The influence of the member depth h is only strong in 
case of the ACI model. The reason is the negligence of the size effect in the ACI model. 
The same reason explains the strong influence of the longitudinal reinforcement ratio ρl on 
LUBELL’s model; dowel effects are not considered. 
Table 4: Correlation coefficients for different parameters and the models accounting 
for β 
 DIN 1045-1 ZINK ACI 318-05 
(refined) 
LUBELL REMMEL 
h -0.27 -0.09 -0.44 -0.24 -0.23 
fc 0.01 -0.08 -0.01 -0.19 -0.23 
ρl 0.20 0.07 0.36 0.54 0.05 
a/d -0.39 -0.35 -0.44 -0.36 -0.54 
5.5 Recommendation for the Application of Model Uncertainties 
Several recommendations for the use of model uncertainties for concrete members sub-
jected to shear can be found in the literature and are compared with the results of this study 
in Table 5. 
Table 5: Recommendation for stochastic parameters for prediction of the shear capacity 
Author Distr. m CoV 
JCSS (2001) LN 1.4 25% 
FABER (2005) LN 1.0 10%-20% 
New Recommendation LN 1.0 20% 
The recommendation of the JCSS represents the largest scatter. In accordance with the 
recommendation of FABER (2005), the authors suggest the application of a CoV of 20% for 
probabilistic analyses. For the type of distribution, log-normal distribution is sufficient for 
resistance models. Shear models still perform poorly compared to other models. Further 
research is required. 
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Life time expectancy of historical masonry structures 
subjected to creep – a probabilistic approach 
Els Verstrynge, Luc Schueremans, Dionys Van Gemert 
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Heverlee, Belgium 
Abstract: Long-term behaviour of masonry, subjected to the creep failure 
mode is being modelled using a rheological model. This type of models gener-
ally includes a significant number of parameters with a considerable scatter on 
their values. These values are gathered by means of compressive tests and 
short-term and long-term creep tests on masonry specimens. A probabilistic 
analysis is performed, using the data obtained during the experimental testing. 
The analysis procedure uses the total amount of strain as criterion to distin-
guish between the safe and unsafe situation. The strain, simulated with the 
rheological model is compared to the strain expected at failure. The procedure 
is outlined in two applications, including a validation of the model based on the 
experimental results and a simulation of long-term creep behaviour for differ-
ent stress levels.   
1 Introduction 
Several collapses of monumental masonry structures, not only in the past but also very 
recently, have demonstrated the vulnerability of our built heritage (figure 1). Some of these 
collapses occurred without a clearly visible cause, rather sudden and unexpected, without 
any warning of the structure being on the edge of its load bearing capacity. These collapses 
initiated over the last decades collaborative fundamental and applied research concerning 
the long-term behaviour of masonry subjected to high sustained loading (BINDA et al. [2]).  
The aim of this research is to predict the failure probability of a masonry structure, sub-
jected to a high, sustained compressive loading after a certain period of time. Additionally, 
it should be possible to determine the maximum load level on a masonry structure in order 
to maintain a certain structural reliability during a fixed, long time period when creep de-
formations occur. To make a valid prediction of the failure probability, a structural model 
is needed, which describes the time-dependent deformation behaviour of the masonry. In 
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general, long-term behaviour of (historical) masonry is being modelled using a rheological 
model, which is based on a phenomenological approach. The drawback of this kind of 
models is that, generally, a significant number of parameters is involved and that their es-
timation by means of experimental test results is not always straightforward. Therefore, a 
reliable estimation for the parameters of the model and their variability is a second re-
quirement for the prediction of the failure probability.  
The procedure will be outlined and validated by means of results of short-term and long-
term laboratory experiments to demonstrate the applicability towards predicting the service 
life of a masonry structure subjected to the creep failure mode. 
   
(a) (b) (c) (d) 
Fig. 1: Examples of recent collapses: Bell tower of the Sint-Willibrordus Church at 
Meldert, Belgium (a and b) and Maagdentoren at Zichem, Belgium (c and d), both 
collapsed in 2006 (see VERSTRYNGE [10]) 
2 Modelling creep behaviour of historical masonry 
2.1 Creep model 
Time-dependent deformations of historical masonry, subjected to high loading, are de-
scribed using a rheological model, which is based on a phenomenological approach. Under 
high, sustained stresses, the so-called brittle masonry exhibits a ductile behaviour, showing 
an increasing visco-elastic deformation in time. Therefore, the Maxwell model, with a 
combined spring-dashpot configuration, is often used to describe this creep effect 
(BOUKHAROV [5], PAPA & TALIERCO [8]). Experimental research has shown that masonry 
under a high persistent loading follows a deformation pattern which can be described by 
the typical three-phase creep curve. It exhibits a primary creep phase during which the 
strain rate decreases in time, a secondary phase or steady-state creep, with a constant strain 
rate and a tertiary phase with an increasing strain rate, which leads to a sudden failure of 
the specimen (BINDA [2], CHALLAMEL [6]). In order to enable the model to capture the 
primary creep phase, a Kelvin component is placed in series with the Maxwell component, 
forming a rheological model which is able to simulate the first two stages of the creep 
curve (figure 2).  
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Fig. 2: Schematic representation of the Burgers model including damage variables 
(adopted from [BINDA [3]]) 
Furthermore, damage parameters /DV/ are added to the model in order to describe the dam-
age accumulation and loss of material cohesion, which will trigger the unstable strain in-
crease of the tertiary creep phase and lead to failure of the masonry.  
The model describes the strain increase as a function of time and stress level. The axial 






εσε ∆+∆=∆     , with corresponding time steps it∆   (1) 
with iε∆  strain increment (mm/mm) 
iσ∆  stress increment (N/mm²) 
in
iε∆  creep increment (mm/mm) 
 
This implies that the time increment has to be taken as small as possible, as the damage is 
considered to be constant during the time interval. Smaller time steps, on the other hand, 
will of course increase the necessary calculation time. Therefore, the length of the time 
interval is taken as a compromise between accuracy and calculation time.  
A small strain increment / iε∆ / is a combination of an elastic strain increase due to the 
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with KME /  Maxwell (M) or Kelvin (K) Young’s modulus (N/mm²) 
KM /τ  Maxwell (M) or Kelvin (K) time constant (s) 
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The dilatant behaviour of the masonry is simulated by including an increasing, damage-
dependent Poisson’s ratio. Previous studies have indicated that when a constant Poisson’s 
ratio is considered, the horizontal deformation is highly underestimated. 
/Dv/ is the viscous damage parameter, which influences the strain rate during steady-state 
creep and triggers the tertiary creep phase. To describe the strain rate during the secondary 
creep phase, the evolution of /Dv/ is formulated as follows in function of stress, 
(VERSTRYNGE [11]):  
BADV +⋅= *σ     (5) 
with /σ*/ being the dimensionless stress ratio, acquired by dividing the absolute stress by 
the average compressive strength /fc/ of a mortar type, obtained during monotonic com-
pressive tests. Secondly, a damage-rate formulation is used to enable the simulation of 
damage increase in time when the stress level remains constant, according to KACHANOV 
[7] and CHALLAMEL [6]: 
nscD ⋅=     (6) 






= σ     (7) 
This simple formulation has the advantage that only two parameters have to be determined. 
Damage evolution is described using a power law equation. Alternatively, others have used 
an exponential equation for damage development under constant stress (ANZANI [1], 
BODNER & CHAN [4]). The two parameters, /c/ and /n/, are determined by fitting the tertiary 
creep curve. 
2.2 Probabilistic analysis 
To predict the service life of the structure, the general load-resistance model can be 
adopted. In general a limit state function g() has to be defined, that outlines the safe 
(g()>0), unsafe (g()<0) and critical (g()=0) situation. It is proposed to regard a situation as 
being unsafe when the strain, resulting from a certain stress evolution in time, exceeds the 
critical, maximum strain. The strain resulting from a certain stress evolution and time span 
can be simulated by the creep model, taking into account the scatter on the parameters. The 
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maximum total strain is given by the creep failure curve. This curve indicates the maxi-
mum obtained strain as function of the stress level. At stress levels lower than a certain 








Fig. 3: Creep failure curve, indicating the maximum axial strain  
The reliability analysis is performed for a preset reference period or design service life tL: 










   (8) 
with R,r: resistance component 
S,s: effect of loading  
In which g(R,S) is called the limit state function (LSF). Adapted to the present case, where 
the strain distinguishes between the safe and unsafe situation, the failure probability is cal-
culated as following: 
{ }[ ]0))(()),(( <= ttgPp ultf σεσε         (9) 
with ε(σ(t))     axial strain after a reference period 
εult(σ(t))  ultimate axial strain (defined by the creep failure curve) 
 
3 Experimental programme 
3.1 Description  
Masonry columns with dimensions 19*19*60 cm (l*b*h) were constructed (figure 4a). The 
columns were composed of 10 brick layers, with two bricks per layer and a mortar thick-
ness of 1 cm. The composition of the mortar was chosen to be representative for historical 
air-hardening lime mortar. A composition of 1 volume part of lime on 2.5 parts of sand 




Creep failure curve 
Viscosity limit curve 
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Tab. 1 Composition of the air-hardening lime mortar 
Average (std) River sand (0/2) Non-hydraulic lime Water 
 (kg) (kg) (l) 
Composition of lime mortar 1 0.168 (0.001) 0.230 (0.003) 
Different mortar mixtures were prepared and for each mixture the above stated composi-
tion was used (small variations are indicated through the standard deviation between 
brackets). Relatively low-strength bricks were chosen, type Spanish red, with dimensions 
188*88*48 mm (module M50). All masonry specimens were stored at a temperature of 20 
± 1 °C and a relative humidity of 65 ± 5 % for three months before testing. 
To investigate whether the time-dependent carbonation process would have an influence 
on the creep behaviour of the masonry, half of the specimens were subjected to accelerated 
carbonation (B-type masonry). The other half of the specimens were enabled to carbonate 
naturally and, consequently, were not fully carbonated at the time of testing (A-type ma-
sonry). The accelerated carbonation was done 1.5 months after the production of the ma-
sonry specimens. 
(a) Test specimens: masonry wallets with 
lime mortar, constructed for creep testing 
(b) Short-term creep 
test set-up 
(c) Long-term creep test 
set-up 
Fig. 4: Overview of tests specimens and test set-up for creep testing 
In order to fully describe the long-term behaviour of the masonry, different types of tests 
were executed, which can be categorized into short-term tests, short-term creep tests and 
long-term creep tests. Aim is to gather parameter values from the short-term tests which 
can describe the masonry’s time-dependent deformations under high sustained loading and 
creep failure due to damage accumulation. The validity of the model can then be assessed 
by means of the results of the long-term creep tests. As all parameters within the model 
show a significant scatter, a sufficient amount of tests has to be performed in order to 
evaluate the scatter on the parameter values and to formulate a probability density function 
which can be used in a probabilistic analysis. For each type of test and for each mortar type 
(A (normal storing conditions) and B (accelerated carbonation)), three experiments were 
carried out, resulting in 30 test specimens. 
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3.1.1 Compressive testing 
The compressive tests were carried out in a deformation-controlled set-up with a deforma-
tion velocity of 10 µm/s. The results of these compressive tests were used to calculate a 
loading scheme for the creep tests on the A-type and B-type masonry columns. The defor-
mations of the test specimens were monitored by means of 8 linear variable displacement 
transducers (LVDT), one horizontal and one vertical on each side. The overall vertical and 
lateral strains were calculated as an average value of the measurements of the LVDT’s. A 
typical result of a compressive test on a B-type masonry column is shown in figure 5, to-
gether with a creep failure curve. The creep failure curve is obtained through experimental 
results and simulations, as explained below (see 5: Analysis of the failure probability) 
 
Fig. 5: Typical Stress-strain graph of a compressive test and creep failure curve  
3.1.2 Accelerated creep testing (ACT) 
The ACT’s were carried out load-controlled in order to be able to keep the load level con-
stant in between the stress increase steps. In a first step, the load was increased to a certain 
level which is lower than half of the compressive strength of the considered masonry type 
(A or B). The load is then kept constant for a period of three hours and subsequently in-
creased again. This loading scheme is repeated until failure of the specimen (figure 6a).  
Fig. 6: Typical loading schemes for short-term creep tests  
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The two other types of accelerated creep tests are variations on this loading scheme: 
- Cyclic accelerated creep tests (CACT): before each stress increase, the specimen is 
unloaded. This is done in order to quantify the effect of the damage-accumulation 
on the value of the Young’s modulus. 
- Accelerated creep tests with an additional cyclic loading (ACT+C): an additional 
small cyclic loading with an amplitude of 5 kN and a frequency of 0.125 Hz is im-
posed on top of the loading scheme of the ACT in order to simulate the effect of 
wind loading. 
A typical result of an ACT on a B-type masonry column is shown in figure 7, together with 
a creep failure curve. The creep failure curve is obtained through experimental results and 
simulations, as explained below (see 5: Analysis of the failure probability) 
 
Fig. 7: Typical Stress-strain graph of an ACT and creep failure curve for B-type mortar 
3.1.3 Long-term creep testing 
For the long-term creep tests, the same loading scheme as for the accelerated creep tests 
(ACT) is used, the only difference being that the load is kept at a constant level for a pe-
riod of two months. The long-term tests are still ongoing. 
3.2 Overview of results 
A short overview of the results is presented in table 2. The masonry which has been sub-
jected to accelerated carbonation (B-type) clearly reaches higher stress levels than the A-
type masonry. Both masonry types were tested three months after construction of the speci-
mens. 
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Tab. 2: Brief overview of the test results 
# of test specimens max. stress (MPa) % of fc A-type masonry 
   mean stdev  
compressive tests  3 2.538 0.240 100 
ACT 3 2.223 0.100 88 
CACT 3 2.251 0.124 89 
ACT+C 3 2.089 0.326 82 
     
# of test specimens max. stress (MPa) % of fc B-type masonry 
   mean stdev  
compressive tests  3 3.730 0.102 100 
ACT 3 3.369 0.174 90 
CACT 3 3.358 0.297 90 
ACT+C 3 3.686 0.093 99 
4 Parameter calculation 
An overview of the parameters and the number of experiments on which their calculation 
is based, is given in table 3. The parameters are deduced from experimental results, follow-
ing objective rules, based on the description of material behaviour by rheological models. 
A more extensive description of this procedure can be found in VERSTRYNGE [11]. The 
random variables are considered to follow a Gaussian distribution. 
Tab. 3: Overview of the parameter values for the two mortar types (mean, standard devia-
tion and number of test specimens from which the values were deduced) 
Model parameters A-type mortar  B-type mortar 
  mean stdev # tests mean stdev # tests 
fc  [MPa]  2.54 0.24 3 3.73 0.10 3 
υ  [-]  0.15 0.05 3 0.2 0.05 3 
τK  [s]  15446 7185 6 28005 24170 6 
EK  [MPa]  911 108 6 1585 75 6 
Tm_a 1578 265 10 1491 117 6 τM  [s] 
(equation 10) Tm_b 487560 225568 3 474300 101798 6 
EM [MPa]  1102 47 3 1859 274 3 
A 1.69 0.18 6 1.90 0.16 6 
B -0.73 0.13 6 -0.86 0.12 6 
c 1e-10 0.5*c  1e-10 0.5*c  
DV 
n 6 0.1*n  6 0.1*n  
It is important to remark that the execution of creep tests is rather difficult and laborious 
due to the size of the specimens, the duration of the tests, and the scatter on the material 
behaviour. Therefore, obtaining a large, objective set of parameters is not readily done. 
Past research has greatly improved the effectiveness of the types of tests performed and the 
objectivity of the parameters estimated. 
Regarding the presented set of parameter values, all were experimentally obtained except 
for /c/ and /n/. The calculation of these two parameters requires a large set of experimental 
results which exhibit a long tertiary creep phase at different stress levels. This, of course, is 
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very difficult to obtain. Therefore, the value of these parameters is based on the limited 
amount of experimental data available from accelerated creep tests. The availability in the 
future of the results of the long-term creep tests and additional accelerated creep tests, 
where the focus is on obtaining a tertiary creep phase, will enhance the estimated values 
and provide a better knowledge of their scatter. The values for /c/ and /n/ are taken equal 
for both A- and B-type mortars, as the stress level in equation 7 is the dimensionless stress.  
The Maxwell time constant /τM/ is described in function of time with two parameters 
/Tm_a/ and /Tm_b/, according to equation 10 (VERSTRYNGE [11]). The time constant in-
creases less than linear with time, to describe the apparent increase in viscosity of the ma-
terial. The minimum value, /Tm_b/ is obtained from the accelerated creep tests. The 




7.0 +=τ     (10)
5 Analysis of the failure probability 
The probabilistic assessment requires a framework, which enables an easy accessibility 
between the structural model, which describes the material behaviour, and the reliability 
analysis. Therefore, both the creep model and the Monte Carlo simulation are implemented 
in Matlab (The MathWorks, version R2008a).  
Within the limit state function, equation 9, the component of the load effect, /ε(σ(t))/, is 
calculated by the creep model, as outlined in section 2.1, using the variables as indicated in 
table 3. The component of the material resistance, /εult(σ(t))/, is obtained from the creep 
failure curve. Figure 8 presents the creep failure curve for A-and B-type masonry and the 
results of all the compressive and short-term creep tests (ACT, CACT, ACT+C).  
(a) A-type masonry (b) B-type masonry 
Fig. 8: Simulated and fitted creep failure curve and all experimental results from the 
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As can be noticed, the experimental results are limited to the regions of high stress levels. 
Lower stress levels would extend the duration of the tests to such a degree, that they are 
not longer feasible. The evolution of the creep failure curve is therefore obtained by nu-
merical simulation, using the creep model. Thereafter, it is fitted with a hyperbolic relation 
between stress and strain, which is outlined with figure 8. This way, the maximum, total 
strain can be calculated in function of stress. 
5.1 Application 
To outline the procedure, two different analyses are performed. Firstly, the probability of 
failure for the accelerated creep tests is calculated and compared with the experimental 
results. Therefore, the stress evolution and the reference period are the inputs, whereas the 
failure probability is obtained as output. Secondly, a long-term, time-dependent deforma-
tion is simulated and the expected average failure time is calculated. In this case, the stress 
level is the input, whereas the time to failure is calculated. 
5.1.1 Failure probability of ACT’s 
The stress evolution from three different accelerated creep tests (B-type masonry) and the 
random variables from table 3 are used as input for the Monte Carlo simulations. For the 
structural model, a time interval of 100 seconds is taken, limiting the execution of one limit 
state function evaluation (LSFE) to 0.5-1 second.  
The three test specimens B7, B8 and B9 failed during the experimental procedure at re-
spectively 94.6, 85.3 and 91.0 % of the average compressive strength /fc/. Figure 9 presents 
the output of the probabilistic analysis. It shows that, at the moment the specimens failed 
during the experimental procedure, a theoretical failure probability /Pf/ of respectively 71, 
27 and 40 % was expected after a number N = 500 simulations. 
(a) Specimen B7: Pf = 71% (b) Specimen B8: Pf = 27% (c) Specimen B9: Pf = 40% 
Fig. 9: Failure probability and 95% confidence interval for three accelerated creep tests 
In table 4, the theoretical failure probability is compared with the experimental failure 
probability. This is the amount of specimens failing at the considered stress level or lower 
divided by the total amount of tests (9). 
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Tab. 4: Comparison of calculated and experimentally obtained failure probability  
Test specimen Stress at failure during 




probability (9 tests) 
B7 94.6 % 0.71 0.67 
B8 85.3 %  0.27 0.33 
B9 91.0 % 0.40 0.45 
Obviously, a good correlation was expected here, as the model was calibrated, using, 
among others, the results from these experimental tests. 
5.1.2 Long-term failure time 
To simulate the time to failure at a certain stress level, the stress is considered to increase 
instantly to the analysed stress level and remain constant until failure. Therefore, three dif-
ferent stress levels (50, 55 and 60 % of the compressive strength of the B-type masonry) 
are considered and the failure time is calculated using the creep model and the average 
values of the variables. The results are indicated in figure 10.  
 
Fig. 10: Simulation of long-term deformations at constant stress levels of 50-55-60% of 
the compressive strength of B-type masonry. 
This result indicates that a rather limited difference in the load (10 % of the strength value) 
drastically reduces the expected time to failure. It also shows that a past long life time is no 
guarantee for future safety. 
6 Conclusion 
Extensive experimental research has been set up in order to obtain sets of parameter values 
as input for a structural model to describe masonry’s time-dependent behaviour. Aim is to 
assess the structural safety of masonry structures subjected to the creep failure mode. In 
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sity function, sufficient data are required, which is not a simple matter in the case of rela-
tively expensive and time consuming tests as (accelerated) creep test. The prediction model 
is presented and first results are discussed. The model will be enhanced with the results of 
the actually running long-term creep tests. 
Regarding the results of the presented probabilistic analysis, some restrictions have to be 
considered: 
- The creep limit curve is assumed to be fixed and the variability of the material be-
haviour is only considered when calculating the “load effect component” of the 
limit state function, namely the strain at the end of a certain reference period 
- As an initial approximation, all parameters of the model are considered to have a 
normal distribution 
- No correlations are considered between the parameters 
These considerations will be taken into account during further research. Additionally, for 
lower failure probabilities, use can be made of other techniques, such as Monte Carlo com-
bined with importance sampling or the use of the Response Surface (RS) technique in or-
der to limit the amount of calls to the limit state function. This LSF can evolve from a 
simple rheological model (for a restricted analysis as presented) to a more elaborate finite 
element model.  
Despite these inconveniences, it is clear that this framework provides a powerful tool in 
decision making, which will be extended towards the assessment of real structures and 
more realistic timeframes. 
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Design proposal for shear loaded anchorages in concrete 
based on a stochastic concept 
Panagiotis Spyridis, Andreas Unterweger, Ronald Mihala,  
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Applied Life Sciences, Vienna 
Abstract: Fastenings in concrete with a group of anchors are involved in a lot 
of applications in construction. In a group of anchors connected with a steel 
plate, installation tolerances are often present and they can drastically affect the 
anchorage’s behavior close to an edge of a concrete member. Regarding this 
feature, current guidelines suggest a deterministic design against the worst 
case. This paper presents an investigation on a stochastic basis of the influence 
of installation tolerances on the shear load capacity. Various grid geometries 
and installation positions have been studied. Distance from the concrete mem-
ber’s edge is taken into consideration, as well as the stiffness and therefore the 
deformation of the anchors. The stochastic simulations used for this approach 
may help to develop a new design procedure. 
1 Introduction  
Fastenings in concrete by use of post-installed anchors have seen a broad advance in re-
search, technology and practical application over the last years. Commonly met in practice 
is the case where a group of anchors is placed close to a free edge of a concrete member. In 
that case, a particular type of concrete failure can occur under shear loads towards the 
edge. Next to that, due to constructional reasons, tolerances between the anchors and the 
base plate of a group are often present. These tolerances cause a random load distribution 
to the individual anchors of the group and furthermore uncertainty in the anchorage’s res-
ponse to shear loading. In order to overcome this uncertainty, current design procedures 
suggest a very conservative approach to the calculation of an anchorage’s resistance. Stu-
dies in this field by use of stochastic methods regarding the involved randomness have 
demonstrated reserves in the estimated resistance of an anchorage and the potential to form 
more accurate and effective design procedures.  
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2 Behavior of anchorages close to an edge of a concrete 
member  
In the general case of anchorages close to an edge of a concrete member loaded in shear 
towards the edge the following aspects are of particular interest: 
2.1 Shear capacity of a single anchor 
A rather brittle type of failure called concrete edge failure or breakout (Fig 1 (a)) is quite 
likely to occur. In this mode of failure the capacity of an anchor is drastically influenced by 
the distance from the edge. This failure mode is well described in the framework of the 
Concrete Capacity Design (CCD) Method [5]. The ultimate resistance of a single anchor 
can be calculated a recently developed mathematical formula (eq. 1) [6]. In this equation, 































db   (1b)
with Vu,c0 ultimate shear resistance of a single anchor for concrete edge failure  
            c1 edge distance  
            fcc.200 200 mm cube compressive strength of concrete   
            lf effective anchor’s length  
           d anchor’s diameter 
2.2 Installation tolerances 
For reasons that derive from steel constructional requirements, the holes on the fixture of 
the group are often larger than the anchors to be installed. Due to these installation toler-
ances, the distribution of the loading to each individual anchor in a group is not predict-
able. Each anchor may be randomly positioned in the hole of the base plate, so initially not 
all the anchors in the group will be in contact with the plate. According to the random con-
figuration of the anchors in the holes, various margins between the plate and the anchors 
will exist. Therefore the participation of each anchor to the group’s performance and the 
final group’s capacity remains unknown [3]. 
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2.3 Interaction between vicinal anchors 
In case of a row of anchors parallel to the edge, combined capacity may be influenced by 
the anchors’ spacing and would be less than the multiple of a single anchor’s. In order to 
calculate the resistance of such a group according to the CCD method [5], the ratio be-
tween the ideal projected areas of the concrete breakouts has to be multiplied with the re-










VV ⋅=   (2) 
with Vu,c shear capacity of a row of anchors parallel to the edge  
            Vu,c0 shear capacity of a single anchor  
            Ac,V0 idealized projected area of a concrete breakout, when the fully developed  
  shear capacity of a single anchor is considered   
            Ac,V idealized projected area of a concrete breakout, for a failing row of  
  anchors placed parallel to an edge  
 
 
(a) single anchor  (b)  row of two anchors parallel to the edge  
Fig. 1: Idealized concrete breakout for anchorages located close to a free edge and loaded 
in shear (c1: edge distance, s2: distance between anchors of a row) 
In the case of groups with more than one row of anchors at different distances from the 
edge each row exhibits a different shear resistance. So, a configuration of the anchors in 
the holes, where an anchor – or row of anchors – closest to the edge is at first activated can 
be considered as mostly unfavorable for the capacity of the anchorage. The behavior of an 
anchorage in such a case is shown in Fig. 2. The presented experiment was conducted in 
the laboratory of the Institute of Structural Engineering, BOKU Vienna. Regarding such a 
configuration, when a concrete breakout occurs to the anchors proximate to the edge for 
the load Vu,c(1), the capacity of farther anchors is reduced. After that point, the possible 
alternatives are that this residual capacity is either lower or greater than Vu,c(1). In the case 
of Fig. 2, the actual ultimate resistance of the whole group is equal to the residual capacity 
of the rear anchors Vu,c(2)', greater than Vu,c(1). A general method to estimate this residual 
capacity is currently being worked out [11],[12]; however it is not yet available as an ap-
plicable solution and it is so far considered unknown. 
 




Fig. 2:  Load - displacement behavior of a “2 × 2” anchorage with hole clearances, sub-
jected to shear and exhibiting concrete edge failure. (c1: edge distance, s1 and s2: 
spacings of the anchors in the vertical and parallel direction to edge respectively) 
3 Description of the problem  
Design procedures for anchorages are provided by different organizations, such as Comité 
Euro –International du Beton (CEB), the American Concrete Institute (ACI) and the Euro-
pean Organization for Technical Approvals (EOTA), while the International Federation for 
Structural Concrete (fib) and the European Committee for Standardization (CEN) are also 
preparing an accordant Design Guide and a Technical Specification respectively. “ETAG 
001 - Guideline for European Technical Approval of Metal Anchors for Use in Concrete – 
Annex C” [4] published by EOTA is recent and representative of the current trend in the 
design of anchorages. In order to overcome the randomness, the uncertainty and the lack of 
knowledge that derive from the facts listed above, ETAG 001 [4] together with all current 
design procedures suggest that the shear resistance should be calculated on the basis of the 
worst case scenario. In short, the provision is that only the anchors closest to the edge are 
assumed to resist the shear loads towards the edge, while all farther anchors are not consid-
ered [3], [7]. 
However, this perception is considered conservative and therefore a more accurate solution 
by use of a stochastic analysis is being attempted, with concern of a more effective design 
proposal to be developed. The present study is worked out in comparison to the ETAG 001 
[4], although in the specific topic no essential difference to other design procedures is re-
garded. 
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4 Description of the stochastic analysis 
4.1 Conceptual Basis  
Before presenting the proposed solution, some basic principles should be mentioned.  
First of all, it is considered that the anchors are randomly configured in each hole, so that 
all configurations are equally likely to occur. Further, the base plate is considered as abso-
lutely stiff and without rotational freedom. The simulation of the model is based on geo-
metric compatibility of displacements, so that deformations of the anchors have to follow 
the displacement of the base plate, considered centrically loaded. Displacement of the an-
chors is caused only by contact with the plate in compression, while friction and other 
forces on the interfaces of the compounds are not considered. The load – displacement 
response of the anchor is adapted in compliance with a survey on available experimental 
results, but also with the analytical equations for the anchor’s ultimate shear resistance 
(eq.1). Post-peak behavior of anchors is also accounted. The ultimate resistance is calcu-
lated with the concept that vicinal anchors have an interaction. It is considered that anchors 
on the same row parallel to the edge have a reduced resistance depending on their spacing. 
Additionally, the whole row is assumed to fail, when the capacity of one anchor of the row 
is exhausted. Then the edge is notionally shifted to the level of this row and the capacity of 
the remaining anchors is accordingly reduced. Objective of the study is the statistical esti-
mation of the shear capacity for various sets of anchor groups. For the analyses so far, 
chemically bonded anchors are assumed, since their behavior is more globally representa-
tive in comparison with other products, but also because they are widely used in practice. It 
should be mentioned that all assumptions listed are on the safe side so that the final results 
do not overestimate the real performance of the investigated anchorages [1], [3]. 
Aim of the stochastic analysis is to propose a more realistic design procedure for shear 
loaded groups close to the edge, with focus on the influence of installation tolerances. A 
stochastic model calculates the group’s capacity for any configuration of the anchors, the 
load – displacement response of an anchor being taken into consideration. The solution is 
verified for a most unfavorable and a most favorable anchor configuration. Multiple ran-
dom configurations are generated, each case is solved and the statistic values of the 
group’s shear capacity are extracted. Focal point is the proportion between the mean values 
and the given geometric and material data of each anchorage. Finally, taking into account 
the latter values, an equation for the ultimate resistance of an anchorage can be derived. In 
the following, the basic elements of the solution are presented [8], [13]. 
4.2 Deterministic parameters of the simulations 
The stochastic simulations are worked out for different grids of M12 8.8 (d = 11.8 mm) 
anchors in concrete of fcc.200 = 25 MPa, with embedment depth of hef = 110 mm, and vari-
ous edge distances and spacings that are met in practice and lie within the scope of this 
study. The plate holes have a diameter of df = 14 mm, so the maximum hole clearance is 
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∆max = 2.2 mm. Due to this set up and assuming infinite yield strength of the anchors’ ma-
terial, only concrete edge failure is achieved for all the resolved systems. 
4.3 Load displacement behavior 
The load – displacement response and especially the displacement at failure is an important 
input to the analysis, since it affects the sequence of each anchor’s activation and the ulti-
mate capacity of the group. In the solution presented below, a parabolic section is em-
ployed as an idealized diagram (Fig 3). This diagram is built upon the following 
conditions:  
1. The curve passes through the origin   
2. The parabola’s peak is the point (Vu,c,i, wu ), where Vu,c,i is the ultimate shear resis-
tance of one anchor and wu is the anchor’s lateral displacement at failure. 
3. The anchor is exhausted at a displacement of 1.5· wu 
For the estimation of the anchor’s failure load, equation (1) is used. In order to equally 
distribute the combined resistance of an anchor row (eq. 2), the resistance of a single an-
chor is reduced by the factor zred as described by equation (3): 
redcuicu zVV ⋅=
0










red ⋅=   (3a)
with Vu,c,i assumed ultimate load of an individual anchor in a row parallel to the edge 
           n2 number of anchors in a row  
           Ac,V0 as for equation (2)  
           Ac,V as for equation (2) 
To calculate wu equation (4) is used. Factor κN is introduced in order to define the relation 
between load and displacement at failure. For the present solution, κN = 0.09 mm/kN is 
assumed in compliance with a conducted series of experiments. 
icuNu Vκw ,,⋅=   (4) 
with wu        anchor’s lateral displacement at failure  
            Vu,c,i assumed ultimate load of an individual anchor  
            κN ratio of  displacement over load at failure  
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Fig. 3: Idealized parabolic load-displacement diagram for single anchors close to an edge 
under shear loading towards the edge 
4.4 Random variables 
The random input of the model is the local coordinates of the anchor in the directions 1 and 
2 (Fig 4 (a)). The distributions of these values are derived by a sampling of the correspond-
ing polar coordinates r and φ for the centre of the anchor’s circular section, as seen in 
Fig. 4 (b). Based on the concept that all possible positions are equally distributed, the prob-
ability distribution for the radius r is triangular and for angle φ is rectangular. Radius r 
ranges from the zero value to the value ∆max , where ∆max = (df - d) the maximum deviation 
of the anchor’s from the local reference point. Angle φ can get any value in the (- π , π ] 
space. The distributions for the “1” and the “2” coordinates have a certain half-elliptic 
shape and they scatter in the space [- 0.5·∆max , 0.5·∆max ]. For each analysis, a sample of 
1000 simulations with the LHS – modified Monte Carlo Method is employed.  
(a) geometry of the grid (b)  detail of hole (c)  used symbols 
Fig. 4: Geometry of the model 
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4.5 Stochastic model 
For the simulation of the anchor groups a stochastic model was programmed. Basic ele-
ments of this model are 4 matrices that represent: a) the locations of the plate holes in a 
global Cartesian coordinate system, b) the locations of the anchors in a local Cartesian co-
ordinate system, c) the locations of the anchors in a global coordinate system and d) the 
deformations of each anchor. Reference axes of the global coordinate system are the con-
crete member’s edge (axe 2) and the line connecting the initial centers of the outer left 
plate holes for each grid (axe 1). The local coordinates have the initial center of each plate 
hole as reference point. For each simulation of the model, the initial global hole – coordi-
nates are inputted and the initial local coordinates for the in-hole configuration of the an-
chors are randomly generated. The global anchor coordinates of the anchors are then 
created by adding the previous two matrices. The geometry of the model is presented in 
Fig. 4. 
The procedure of the analysis is incremental. Each step corresponds to a slip of the plate, 
simulated as an offset of the hole positions in direction 1. The deformations of the anchors 
are then calculated as a vector, through the relative positions of the holes and the anchors 
at each step. Then the anchors are translated so that their new positions comply with the 
positions of the holes. From the deformations of the anchors and the load – displacement 
diagrams, a resistance load is assigned to each anchor and the total resistance of the group 
at each step is calculated as the sum of the individual ones. This procedure continues until 
all anchors are fully loaded and have failed. Finally, the group’s ultimate resistance is cal-
culated as the maximum value reached throughout this procedure. 
4.6 Experimental verification of the stochastic model 
Two experimental verifications of the model are graphically presented in Fig. 5. The ex-
periments were held in the laboratory of the Institute of Structural Engineering. The first 
one represents the most unfavorable anchor configuration for a 2 × 1 group of anchors, 
while the second represents the output of the model for the most favorable one.   As seen in 
the figures, some deviations from the experimental and the theoretical graph appear. These 
deviations are mainly imputed to the scatter of the load - displacement response of anchors 
(factor κN) and the fact that the model is generally based on conservative principles espe-
cially for the unfavorable case. Hence, it is assumed that the model can describe the behav-
ior of anchor groups under shear loads safely between the two extreme cases. 




Fig. 5: Comparison of the theoretical (stochastic) model to experiments: for the most unfa-
vourable (up) and the most favourable (down) anchor configuration. 
5 Results and comparison with current design procedures 
 
In order to demonstrate the potential resistance of an anchorage by use of the stochastic 
analysis, indicative results are set in comparison to the values that comply with the ETAG 
001 – Annex C [4] provisions in Tab. 1. It has to be mentioned that ETAG 001 does not 
approve anchorages close to a free edge with more than 2 anchors in any direction and 
thus, the presented results are focused on these grids. In Tab. 2 are presented: the investi-
gated grid type, the number of anchors in direction 1 and 2, the dimensions of the grid and 
the distance from the edge (n1, n2, s1, s2 and c1 as described in Fig. 4), as well as the ulti-
mate group resistance according to the ETAG 001 provisions (VETAG ), the mean value and 
coefficient of variation for the group’s resistance according to the stochastic analysis 
(VgroupST and CoVST ) and finally the reserves indicated by the present study.  
The small deficit of the model in relation to ETAG 001 for the case of a row of two an-
chors parallel to the edge, results from the conservative assumptions made for the stochas-
tic model (no rotational freedom). In all other cases, a reserve in the shear capacity of the 
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anchorages is predicted, that is in some cases multiple to the one provided by the ETAG 
001.    
Tab. 1:  Presentation of results from stochastic analyses and comparison to an actual de-
sign guideline. 
c1 s1 s2 VETAG VgroupST Reserve Grid 
Type n1 n2 [mm] [mm] [mm] [kN] [kN] 
CoVST 
[%] 
2 1 60 100 0 13.72 41.79 0.22 204.6 
2 1 60 60 0 13.72 37.27 0.202 171.6 
 2 1 100 60 0 26.48 67.85 0.08 156.2 
1 2 60 0 100 21.34 18.24 0.19 -14.5 
1 2 60 0 60 18.30 15.08 0.21 -17.6 
 1 2 100 0 60 31.77 29.45 0.09 -7.3 
2 2 60 100 100 21.34 47.36 0.24 121.9 
2 2 60 60 60 18.30 39.52 0.29 118.0 
 2 2 100 60 60 31.77 74.27 0.12 133.8 
 
6 Proposed design mode 
 
Essential aim of the presented investigations is to provide practitioners with a simplified 
but also accurate design procedure that estimates the resistance of any anchor group when 
tolerances are involved. In the following a mode to calculate the mean resistance of an an-
chorage is given. In the proposed procedure a notional resistance is introduced as a refer-
ence value. This notional resistance Vgroup* is calculated through given data and represents 
the mechanical and geometrical properties of the anchorage. Its value can be calculated 
according to eq. (5) and Fig. (6).  
 
Fig. 6: Elements taken into consideration for the calculation of the notional resistance 
Vgroup* 






















V   (5) 
with Vgroup*  notional reference resistance 
            Ac,V0(1) as for eq. (2), regarding a single anchor closest to the edge   
            Ac,V(1)  as for eq. (2), regarding only the row of anchors placed closest to the edge 
            i row of anchors  
            n1 number of anchors in direction 1 (Fig. 4)  
            Vu,c0(i) ultimate resistance of an independent anchor of the i row according to   
  eq. (1) and (Fig. 6) 
The proportion between this value and the mean value of the stochastic analysis can be 
evaluated for each geometric and structural properties of an anchorage. This represents 
factor p (eq. 6). Indicative values for p as derived from the analyses are presented in Tab. 
2. Factor p can be calibrated against the findings of the stochastic analyses and hence esti-
mated through eq. (7) to (9). In previous publications [9], [10] similar equations have been 
proposed but they were limited in a relatively narrow area of application. Eq. (7) to (9) can 
apply for a quite larger variety of geometries (c1: 60 – 100 mm, s1: 40 – 100 mm, s2: 60 – 
300 mm). Finally the group’s ultimate shear capacity can be estimated according to eq. 





p =   (6) 
Tab. 2:  Values of ratio p with reference to the grid type. 
Anchors in direction 2 a) c1 = 60 mm  s1 =s2 =100 mm 1 2 
1 1 0.894 Anchors in 
direction 1 2 0.800 0.694 
Anchors in direction 2 b) c1 = 60 mm  s1 =s2 =60 mm 1 2 
1 1 0.824 Anchors in 
direction 1 2 0.787 0.626 
Anchors in direction 2 c) c1 = 100 mm  s1 =s2 =60 mm 1 2 
1 1 0.927 Anchors in 
direction 1 2 0.895 0.816 
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*group groupV p V= ⋅   (10)
with n1, n2, s1, s2, c1    as in Fig. 4  
           Vgroup*         as in eq. (5)  
            p                           proportion of the reference resistance and the statistic mean          
           Vgroup                           the calculated ultimate shear resistance of a group when  
                   installation tolerances are present   
7 Conclusions 
For the design of a group of anchors located close to a free edge of a concrete member and 
loaded in shear towards the edge, uncertainties underlie due to the existence of installation 
tolerances. Therefore the design is held under the assumption of the worst case scenario. 
This leads to quite conservative results as indicated in the present paper. By use of a sto-
chastic method, more realistic design procedures could be developed. The concept and the 
first steps of this attempt are presented in this paper, while results of the analyses show the 
potential to allow for higher loads on the investigated anchorages. A simplified mode to 
calculate these loads is also given in the content. 
Still, further work is to be carried out in order to form a satisfactory design procedure. First 
of all, the developed calculation mode has to be verified or improved in connection with 
more investigations on mechanical and geometrical parameters. These parameters should 
also be treated on a probabilistic basis in order to evaluate the safety of the design proce-
dure. At the same time, the residual capacity of anchors further from edge is a main topic 
of interest as depicted in the present paper. The evaluation of this capacity is being investi-
gated in a parallel project of the Institute of Structural Engineering [11], [12]. When pre-
cise knowledge on this topic is obtained, it should be integrated in the stochastic model so 
that more accurate findings emerge.  Ultimate goal of the investigation is a design proce-
dure that would utilize anchorages under shear loads in a more efficient way.  
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Probabilistic Analysis of Unreinforced Masonry Con-
sisting of Large Units 
Simon Glowienka, Eric Brehm 
HOCHTIEF Consult, IKS Energy, Frankfurt; Institute for Concrete and Masonry  
Structures, Technische Universität Darmstadt 
Abstract: The partial safety concept represents the current standard in design 
concepts and within the scope of the harmonisation of the European design is fi-
nally applied on the design of masonry structures. In opposite to the design of 
concrete and steel structures, where a large number of studies on the reliability of 
members has been conducted in the past to be able to determine the partial safety 
factors accurately, there is a significant lack of knowledge in for masonry in this 
field. In this paper, the reliability of unreinforced masonry walls made of large 
sized units subjected to axial loading will be assessed, since the bearing capacity 
of masonry under compression is decisive for the design in most cases. 
1 Introduction 
Safety, reliability and risk reduction are key objectives in the context of structural de-
sign. In structural design codes these demands are met by the use of partial safety fac-
tors. The safety factors should ensure both, sufficient safe and economic designed 
structures. Because of this the estimation of safety factors plays an important role. An 
efficient tool to support the engineer’s decision making are probabilistic design methods 
as they consider the statistical properties of loads, materials and design models. Up to 
now, only a few reliability studies on masonry have been conducted (e.g. [8], [12], 
[21]). Compared to other materials, the existent interaction between action and resis-
tance plays an important role for the bearing capacity of unreinforced masonry.  
In this paper, the reliability of unreinforced masonry made of large sized units (in the 
following referred to as large sized masonry) is analysed, focussing on masonry under 
compression as it is the decisive factor for the design in most cases. Extensive studies 
may be found in [11].  
Large sized masonry is made of large sized blocks in combination with a thin (1-3mm) 
layer of mortar. In this paper large sized units are defined as stones with a height of 
248mm and more, while the length of the stones reaches 998mm in special cases. The 
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blocks provide a plane surface and geometrical deviations from the nominal size are 
negligible. The units are stone walled in stretcher course with the aid of small chain 
hoists if the weight of the blocks exceeds 25kg. The most common materials for this 
kind of masonry are aerated concrete (AC) and calcium silicate (CS). Accordingly, these 
materials are analysed in detail. 
2 Reliability Analysis 
2.1 Basis of the Analysis 
For the assessment of the provided reliability level of large sized masonry, a set of rep-
resentative structural elements with common exposure is defined. In most relevant cases 
axial forces for masonry buildings consist of 70% self weight and 30% live load, if 
structures are built in combination with concrete slabs. In this paper this ratio is used for 
most cases.  
The walls are analysed for different eccentricities of the load but the eccentricity e is 
limited to a ratio of e/d = 0.33, d describing the wall thickness. The compressive 
strength of masonry and other material parameters are linked to the axial force, so that a 
dimensionless relation between load and carrying capacity is given. On this basis, a 
number of 264 design cases for each material and different wall types (inner wall, out-
side wall and basement wall) is selected that allows a representative assessment of the 
reliability of large sized masonry.  
The analysis of masonry under compression is carried out for different values of slen-
derness. Effects due to creep are neglected in the analysis since these effects influence 
the carrying capacity only for slender systems with high load eccentricities in combina-
tion with high ratios of sustained actions and high material utilisation. 
2.2 Design Check Equation 
Since actions have a significant influence on the existent reliability, design check equa-
tions (DCE) have to be defined to determine the design values. In general, a design must 
fulfil equation (1), where NRd is the design value of the bearing capacity under compres-
sion according to equation (2.2) to (2.5) and NEd is the design value of the acting axial 
force.  









85.0       (2)
γM is the partial safety factor on the material which equals 1.50 according to DIN 1053-
100 (2006) in all analysed cases. The factor 0.85 considers time dependent effects on the 
material. For the analysis of masonry sections, the carrying capacity factor Φ is defined 
according to equation (3): 
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The internal forces MEd, NEd are the design values of bending moment and axial force. In 
case of slender walls (effective length hef) under compression, equation (4) is used in-






































ε⋅=λ   
(5)
and the initial eccentricity ea = hef/450. 
Equation 2.4 is based on the model developed by [9] and gives slightly more efficient 
design loads compared to the design model according to DIN EN 1996-1-1 [5] (see [9]), 
so that the results for this modified model can be translated to the model of 
DIN EN 1996-1-1 [5] in an approximate way. The required material properties are based 
on experiments and presented in Table 1. 
Table 1: Material parameters for the model according to [11] and [9] 
Masonry k0 εf 
AC 1.15 0.0020 
CS 2.00 0.0025 
 
The design values of the internal forces are calculated according to DIN EN 1990 [4], 
for favourable and unfavourable effect of the axial force. 
2.3 Probabilistic Model 
For the reliability analysis of masonry walls subjected to eccentric axial load Glock’s 
[9] model is used. On this basis, the following limit state functions (LSF) arise, which 
are used to calculate the probability of failure. Glocks model may be used also for other 
kinds of masonry or unreinforced concrete. However minor modifications and determi-
nation of the parameters in accordance to the material used are necessary. For the calcu-
lation of the reliability of masonry sections equation (6) to (8) are used within the 
analysis: 

































85.0LSF 12  (8)
For slender walls equation (9) to (10) are used. For slender systems with high eccentric-
ity eI of the load the bending tensile strength ft has a significant influence on the bearing 














































































































































In the analysis it is assumed that the scatter of the internal forces arises directly from the 
scatter of the actions. In some design situations, load combinations of more than one 
time-dependent load have to be analysed. These effects are considered by applying 
Turkstras rule [23], where only one time dependent load is considered with its extreme 
value distribution, while the others are considered by their point in time load distribu-
tion. The provided reliability of the analysed systems is given as the minimum calcu-
lated reliability βmin for the different combinations of extreme load and point in time 
load.  
The actual reliability of the design is calculated using SORM (see [16]). In cases where 
the bending tensile strength has a great influence on the reliability (in cases with large 
eccentricity of the load) a Monte Carlo-Simulation is used to consider the possible cor-
relation of the two limit state functions: If LSF1 gives failure, LSF2 is checked. If LSF1 
and LSF2 give failure, system failure is reached. The same holds for LSF3 and LSF4 if 
slender walls are analysed. 
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The random variables are modelled according to Table 2. The values for the resistance 
are based on test results, whereas the statistical properties of the actions are based on an 
extensive literature research (see [11]).  
Table 2: Random variables 
Statistical  
Parameters 
Material Comment Basic variable 
Distribu-
tion 
mx,i / Xk,i COV   
LN 1.32 0.16 CS  
Compressive strength fm LN 1.27 0.14 AC  
LN 1.85 0.35 CS ft/fm = 0.053) Tensile bending strength ft LN 1.70 0.30 AC ft/fm = 0.103) 
Dimensions (hef,b,d) det 1.00 - -  







Compression θR1 LN 1.00 0.11 AC  
Self weight N 1.00 0.06 -  
Soil density  N 1.00 0.05 -  
Coefficient Ka3) N 1.00 0.13 -  
Live load1) on the surface GUM 1.08 0.16 -  
Extreme live load1) GUM 1.10 0.20 - Residence 
Extreme intermittent live load1) GUM 0.86 0.24 -  
Point in time live load Gamma 0.20 1.00 - Residence 
Extreme wind load1) GUM 1.07 0.15 -  
Point in time wind load GUM 0.16 1.00 -  
Initial eccentricity ea N - hef/10002) - Xea,k = 0 






Bending moment θM N 1.00 0.05 -  
1) Extreme value distribution for T = 50 years 
2) Standard deviation, as mea = 0 
3) Factor used for the calculation of walls subjected to earth pressure 
2.4 Assessment of the Reliability of Large Sized Masonry 
An extensive analysis of large sized masonry made of aerated concrete (AC) and cal-
cium silicate (CS) is carried out for 100% material utilisation based on the design check 
equations defined in chapter 2.2. The reliability analysis is valid for a reference period 
of T = 50 years. Based on this the following conclusions can be drawn.  
For small and medium load eccentricities, the target reliability recommended in DIN 
1055-100 [7] βT = 3.80 is exceeded in every analysed situation. The target value 
βT = 3.80 in accordance to DIN EN 1990 [4] is interpreted as an average value for each 
material over all wall types and design situations. That means that each wall type (inner 
wall, outside wall and basement wall) should be weighted equally in the calculation of 
the provided reliability βtot. In most design situations, the actual reliability outperforms 
the target level significantly. Deviations down to βmin = 3.20 are thought to be accept-
able, since this is the target value recommended by the JCSS [14] for residential build-
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ings. Figure 1 shows the reliability of an inner wall made of calcium silicate blocks for 
typical action for various ratios of eccentricity and slenderness.  
If the strength is calculated under major axial loads and the axial force acts unfavoura-
bly, the failure probability is dominated by the scatter of the masonry compressive 
strength and the model uncertainties, as the sensitivity factors in Table 3 show. For ac-
tions the sensitivity of the self weight is significantly less than the sensitivity of the live 
loads, since their scatter is much higher. Altogether, it is found that the scatter of the 
actions is of minor importance in the case of predominant axial force. In general it was 
found, that the reliability of porous concrete masonry is slightly higher than for calcium 
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Figure 1: Minimum calculated reliability against dimensionless eccentricity eI/d for in-
side walls for various values of slenderness under combined load due to self 
weight and live load for calcium silicate (CS)  
In the case of large eccentricities, a different picture emerges. In the corresponding de-
sign cases, the members are mainly subjected to flexure because the axial force acts 
favourably. Here the sensitivities of the basic variables suddenly shift to the actions. 
This comes along with a significant reduction of the system reliability. If flexural stress 
is predominant, the reliability is dominated by the scatter of the actions, especially the 
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hef/d = 0 
hef/d = 10 
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if ft = 0 
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Figure 2: Exemplary comparison of the PDFs for different eccetricities due to wind ac-
tion (basic vairables according to Table 2) 
The reason for this is the large scatter of the eccentricity with values of e/d > 0.5, which 
leads to failure, if the flexural tensile strength is neglected (see figure 2).  
Because of this the consideration of the flexural tensile strength yields a significant in-
crease in the level of reliability (shown for hef/d = 10 by the dashed line in Figure 1). 
This effect is more pronounced for aerated concrete than it is for calcium silicate be-
cause the related flexural tensile strength ft/fm is approximately twice as large. However 
it has to be noted, that the flexural tensile strength provides a large scatter and is com-
pared to the compressive strength small.  
The case of a high percentage of flexural stress due to live loads or wind load falls espe-
cially short of the required level of reliability of β = 3.80. On cross-sectional level this 
effect is stronger than for slender walls. Table 3 presents the results for calcium silicate. 
The sensitivity of the compressive strength and of the model strongly decreases with 
growing eccentricity.  
Table 3: Reliability index and sensitivity values of the reliability of the cross-section for 
masonry made of aerated concrete units subjected to flexure due to wind action 
reliability index β1) und sensitivity values αi1)  
e/d2) β αfm αMR αNQ αNG αMW αMN αMM √Σα² 
0.000 4.56 0.67 0.52 -0.45 -0.16 0.00 -0.23 0.00 1.00 
0.100 4.97 0.66 0.52 -0.46 -0.15 -0.09 -0.22 -0.01 1.00 
0.275 2.58 0.06 0.05 0.18 0.23 -0.91 0.20 -0.21 1.00 
1) values without flexural tensile strength (ft = 0) 
2) e/d = MWk/(NGk⋅d) 
 
Because of this, a similar level of reliability arises for porous concrete and calcium sili-
cate blocks. It must be noted that this influence is not only limited to eccentrically 
loaded masonry cross sections; a similar result can also be assumed for other kinds of 






e/d ≥ 0.5 
ek/d = MWk/NGk = 0.15 ek/d = MWk/NGk = 0.30
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foundations. A possible correlation between bending moment and axial force due to 
loads on the slabs increases the provided reliability, as the scatter of the eccentricity is 
decreased if large eccentricities of the load are analysed (see [11]). However, the quanti-
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Figure 3:  Minimum calculated reliability against dimensionless eccentricity eI/d for 
outside walls made of calcium silicate subjected to flexure due to pure wind 
depending on the member slenderness 
It must be noted that under realistic conditions the compressive strength of masonry (in 
particular calcium silicate masonry) is seldom completely utilised, especially in cases of 
mostly flexural stressed members with large eccentricities of the load. This fact yields 
an increase in reliability depending on the utilisation coefficient η (see equation (11)), 













req.    
Φ = ΦI or Φ =ΦII (depending on the analysed system) 
(11)
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Figure 4:  Minimum calculated reliability against masonry consisting of calcium 
silicate blocks (drawn through line regarding ft, dashed line without ft) against 
utilisation ratio η for default eccentricities  
The reason for this increase in reliability is mainly the positive influence of the flexural 
tensile strength, which is small however for masonry compared to its compressive 
strength. Furthermore, it has to be investigated whether the assumed linear relation be-
tween increase in load and moments describes the load-carrying behaviour in the ulti-
mate limit state correctly. In case of large eccentricities, spalling of the units on cross-
sectional level is observed in many cases, which leads to a significant reduction of the 
eccentricity of the load. This effect only influences the structural safety if the remaining 
cross-section can not carry the provided axial force. However this mechanism can lead 
to an increased reliability because of the reduced eccentricity of the load. Since no ade-
quate model to consider this is mechanism is existent up to now, this favourable effect 
can not be included in the analysis.  
It was found that the partial safety factor γG on actions balances the shortcomings of the 
too small partial safety factor γQ. In cases of predominant influence of variable loads 
and favourably acting axial loads, this can lead to a significant lack of required reliabil-
ity as shown in Figure 3. This is valid especially in the case of analysis on cross-
sectional level.  
However it has to be questioned, whether in these rare cases of strongly dominating 
time-variant actions a definition as accidental design situations due to the large sensitiv-
ity of the loads (│αQ│ ≥ 0.9 according to table 2) and the very small probability of oc-
curance (P(Xd) ≈ 10-4 for β=2.60 and one year observation period) is reasonable. 
Maximum values of the wind loads because of physical limits do not have to be re-
garded, too. 
Altogether, a strong scatter of the reliability with results on the safe and unsafe side is 
observed. This is contradictory to the philosophy of the semi-probabilistic safety con-
cept. Therefore, no optimal relation between reliability and efficiency can result from 
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the application of the partial safety factors due to DIN EN 1990 [4] in combination with 
γM =1.50. 
To obtain the optimum definition of safety elements, the influence of each partial safety 
factor is analysed. It is found that the partial safety factor γM on the material strongly 
influences the provided reliability in case of small to medium load eccentricities, be-
cause of the strong sensitivity of the compressive strength and the model uncertainties. 
Recommendations for optimized safety factors may be found in [4]. 
In cases of very large eccentricities, a significant increase in the reliability (if necessary) 
for a single dominating time-dependent action (i.e. for a contribution of more than 35% 
of the total load) can only be achieved by increasing the partial safety factor γQ, as 
shown in Figure 5 for an example of an section made of aerated concrete subjected to 
flexural stress due to wind. It is found that the partial safety factor γM (for CS a value of 
γM = 1.35 is recommended see [4]) influences the provided reliability only for small e/d, 
whereas the safety factors on the actions, especially γQ for time depended loads which 
cause bending moments have a strong influence on the provided reliability (see Figure 
5). This especially holds for large values of e/d in combination with high proportions of 
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Figure 5: Influence of partial safety factors on the reliability of unreinforced masonry 
consisting of aerated concrete units subjected to flexure due to wind action 
In case of other materials of the units, similar results can be expected due to similar 
scatter of the material properties, especially of the compressive strength of masonry, see 
[10]. Nevertheless, in case of large eccentricities the scatter of the actions is dominating 
because of the strong nonlinear behaviour of unreinforced masonry. 
3 Conclusions 
This paper deals with the assessment of the structural reliability of unreinforced ma-
sonry made of large sized blocks. Based on extensive probabilistic calculations, it was 
found that the reliability of unreinforced masonry is dominated by the material proper-
γM = 1,25; γQ,Moment = 1,80 
γM = 1,25; γQ,Moment = 1,50 
γM = 1,50; γQ,Moment = 1,50 
MGk:MWk = 0:1 
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ties and model uncertainties for small and medium eccentricities of the load whereas the 
probability of failure is determined by the actions, particularly the bending moments, for 
larger eccentricities. This especially holds for bending moments caused by variable ac-
tions, such as wind or live load. For very large eccentricities the bending tensile 
strength, which is usually neglected in the design, leads to an increase of the reliability, 
especially for slender walls. Under unfavourable conditions, if the bending moment ba-
sically is caused by wind or live load in combination with large eccentricity of the load 
in addition with a high material utilisation, the provided reliability on cross-sectional 
level is undershooting the target values according to DIN EN 1990 [4]. However this 
result is not restricted to unreinforced masonry structures, it may also be found for the 
design of foundations.  
As deviations of the design loads calculated according to the design check equations 
used in this paper from loads according to the model recommended in DIN EN 1996-1-1 
[5] are small, the results could be applied to DIN EN 1996-1-1 [5], too. 
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Uncertainty in debris flow impact estimation 
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Abstract: Alpine regions are exposed to several gravitational hazard processes. 
Such processes are debris flows, landslides or avalanches. Human settlements 
are protected amongst other things by structures adjusted to a certain process. 
The preparation of methods of calculation for the estimation of a debris flow 
impact force against such protection structures made of structural concrete and 
the consideration of uncertainties inside these methods is the major content of 
this paper. The paper is strongly related to the Austrian code ONR 2480X.  
1 Introduction, problem and terms 
Alpine regions are characterised by some special conditions, which influence structural 
concrete. For example, on one hand extreme climatic condition can be found in this region, 
but also some mass transportation processes can be found on the other hand. Such proc-
esses often expose a hazard to humans and human settlements. Examples of processes 
driven by gravitation are debris flows, landslides, rock falls or avalanches. Debris flows 
can transport up to several hundred thousand cubic meter of sediment from the mountain 
torrent catchment area into the valley area and deposit it into an alluvial cone at the deposit 
area (Fig. 1). Because such events occur very irregular and very local, they are difficult to 
observe and numerically to describe. 
To develop Alpine regions and to permit human settlement different mitigation measures 
against such hazardous processes are necessary. Based on an engineers view such meas-
ures can be distinguished into structural and non-structural mitigation measures. Structural 
mitigation measures are for example debris flow barriers. Furthermore mitigation measures 
can be divided into active and passive mitigation measures. Active mitigation measures 
intervene direct into the process and prevent or dampen the process itself whereas passive 
measures not directly influence the hazardous process and only limit the damage caused by 
the process.  
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Fig. 1:  Mass transportation processes driven by gravitation in Alpine regions [31] 
 
Fig. 2:  Example of debris flow barrier made of structural concrete 
One type of structural mitigation measures are debris flow barriers (Fig. 2). Debris flow 
barriers consist of a debris flow breaking structure, a flood detention basin and a pre-
structure. Usually the debris flow barriers are built of structural concrete. The barrier itself 
consists of several piers and walls. More information about the general design can be 
found in [17], [36] and [37]. 
Because these structures are entirely designed as protection measure against debris flows, 
first the term debris flow should be introduced.  
Debris flows are extremely mobile, highly concentrated mixtures of poorly sorted sediment 
in water (PIERSON [33]). The material incorporated is inherently complex, varying from 
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clay sized solids to boulders of several meters in diameter. Due to their high density (ex-
ceeding that of water by more than a factor of two) and their high mobility, debris flows 
represent a serious hazard for people, settlements, and infrastructure in mountainous re-
gions. The front of a debris flow can reach velocities up to 30 m/s (e.g. COSTA [38], RICK-
ENMANN [39]) and peak discharges tens of times greater than for floods occurring in the 
same catchment (e.g. PIERSON [33]; HUNGR et al. [15]). (ONR 28400 [31]) 
Fig. 3 shows the body of a debris flow. Debris flows can occur in different waves.  
 
Fig. 3:  Body of a debris flow (PIERSON [33]) 
2 Debris flow impact models 
2.1 Observations and experiments 
To estimate the impact force of a debris flow against a concrete structure observations are 
required. Currently it is not possible to develop models only based on theoretical consid-
erations. 
The observations and experiments can be distinguished into observations under real-world 
conditions and experiments in laboratories. The observations under real-world conditions 
allow the measurement of impact forces of real debris flow events. Examples of such 
measurements can be found by ZHANG [11] in China, HÜBL et al. (taken from KÖNIG [5]) 
in Austria or WENDELER et al. [6] in Switzerland. Fig. 4 shows a measurement station dur-
ing the observations from HÜBL. 
However the measurement of further indicators, such as speed, density or flow height is 
often complicated. Also the time of the debris flow is difficult to predict. Therefore besides 
field measurement also experiments in laboratories are carried out. These experiments are 
mainly miniaturized experiments, since real size debris flows experiments are virtually 
impossibly to carry out in laboratories.  
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Fig. 4:  Experimental set-up for debris flow impact measurement before (left) and after 
the debris flow (right) 
 
Fig. 5:  Debris flow impact in a miniaturized test set-up 
In the last years results of such experiments were published by SCOTTON [1], ISHIKAWA et 
al. [3], HÜBL & HOLZINGER [4] und TIBERGHIEN et al. [2]. Fig. 5 shows an example of a 
test by HÜBL & HOLZINGER. The disadvantages of this type of tests are possible scale ef-
fects.  
2.2 Types of models 
To estimate the impact force of debris flows against barriers several different models exist. 
The models can be classified into hydraulic and solid collision models. The hydraulic 
models are further separated into hydro-static and hydro-dynamic models. Examples of 
hydro-static models are formulas by LICHTENHAHN [9] und ARMANINI [8]. Still, in practice 
the simple formula by LICHTENHAHN is very popular, because only the debris flow height 
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is required. And because often the height of the structures is taken as debris flow height, 
there are no unknowns in the formula and the engineer can easily design.  
In general, the hydro-static formulas have the appearance: 
max Mu Mup k g hρ= ⋅ ⋅ ⋅   (1) 
with pmax Maximum debris flow impact pressure in N/m2* 
k Empirical factor 
ρMu Density of debris flow in kg/m3 
g Gravity in m/s2  
hMu Debris flow height in m 
 
*The maximum here is not related to statistical considerations, but to the maximum pres-
sure value in the load distribution on the structure. 
In contrast, the hydro-dynamic formulas have the appearance: 
2
max Mup a vρ= ⋅ ⋅   (2) 
with pmax Maximum debris flow impact pressure in N 
a Empirical factor 
ρMu Density of debris flow in kg/m3 
v Velocity of debris flow in m/s 
 
The value of a depends on the type of flow. For example, for laminar flow and fine grained 
material WATANABE & IKEYA [10] estimate 2.0, for coarse material values up to 4.0 are 
given by EGLI [13] (and Geo [12]). ZHANG [11] recommends values between 3.0 and 5.0. 
The values of ZHANG are based on field measurements of over 70 debris flows.  
In some publications, for example in VANDINE [14], ISHIKAWA et al. [3] or HUNGR et al. 
[15] a is considered as flow cross section. However, then the units have to be adapted.  
A special representation of the hydro-dynamic formula is given by HÜBL & HOLZINGER. 
Here the measured impact force (miniaturized tests) is normalised against the hydro-
dynamic formula. Furthermore the Froude-Number has been used to achieve scale free 
relationships and has been related to the normalised impact force. Based on a correlation 
analysis a numerical expression is given as: 
0.8 0.6
max 5 ( )ρ= ⋅ ⋅ ⋅ ⋅Mu Mup v g h   (3) 
Mixed models considering hydro-static and hydro-dynamic elements can be found from 
KHERKEULITZE [26] and ARATTANO & FRANZI [27]. 
Besides the hydro-related models also models for solid body impacts are used for the esti-
mation of debris flow impact forces. Here a shift towards rock fall force estimation can be 
found. The solid body impact models are mainly based on the Hertz model assuming elas-
tic material behaviour. However, also alternative models considering visco-elastic and 
elastic-plastic behaviour are known (KUWABARA & KONO [19], LEE & HERMANN [23], 
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WALTON & BRAUN [20] and THORNTON [21]). Furthermore some publications use the 
KELVIN-VOIGT model based on spring-damper-systems.  
Additionally there exist some special models which are not clearly related to some men-
tioned type of models. For example YU [25] has published a empirical model. Also AUL-
ITZKY [7] has introduced a model considering the shock wave speed inside a debris flow. 
However both models use input data, like the shock wave speed, which are extremely dif-
ficult to obtain for real-world debris flows. 
After a short overview about the variety of models, hydro-static and hydro-dynamic mod-
els are more intensively discussed. In Fig. 6 data from field measurements and from minia-
turized laboratory tests is drawn into a diagram, which considers on abscise the Froude 
number to achieve scale-invariant description and on the ordinate measured impact forces 
normalised either by the hydro-static (right) or hydro-dynamic (left) models.  
Furthermore in the diagram two rectangle areas are visible: one on the left side reaching 
from the Froude number 0 to about 2 and the other one reaching from the Froude number 
1.2 to 12. The second rectangle reaching from 1.2 to 2.0 is the range, in which mainly the 
miniaturized tests were carried out, whereas the area from 0 to 2 is the range mainly found 
in field measurements. Only the tests by TIBERGHIEN et al. [2] were miniaturized tests 
reaching this area. Concluding one can state, that models are developed of an input data 
range which does not comply with field data. This is a systemic error. 
 
Fig. 6:  Relationship between debris flow impact force and Froude-number considering 
field data as well as miniaturized laboratory tests.  
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Additionally it becomes obvious on Fig. 6, that the hydro-dynamic models to not perform 
very well with low velocities and low Froude numbers. This is understandable since hydro-
dynamic effects are not dominating in hydro-static pressure conditions. On Froude num-
bers higher 2 however, hydro-dynamic models function very well. In contrast, hydro-static 
models are very appropriate for low Froude numbers, less then 1. For higher Froude num-
bers and velocities impact forces are underestimated. It can be summarizing that hydro-
static and hydro-dynamic models to not perform very well in Froude region found in field 
data. To prove that, Table 1 lists data from some field debris flow estimations and meas-
urements.  
Tab. 1:  Debris flow properties estimated on field events based on COSTA [16] and com-













pact pressure in 
MN/m2 * 
k** a** Fr**
Rio Reventado 8-12 1130-1980 2.9-10 0.7 4.67 18.67 0.50
Hunshui Gully 3-5 2000-2300 10-12 0.7 8.33 2.31 1.90
Bullock Greek 1.0 1950-2130 2.5-5.0 0.13 6.50 4.06 1.26
Pine Creek 0.1-1.5 1970-2030 10-31.1 0.3 21.43 0.38 7.56
Wrightwood 
Canyon (1969) 1.0 1620-2130 0.6-3.8 0.07 3.68 4.09 0.95
Wrightwood 
Canyon (1941) 1.2 2400 1.2-4.4 0.15 5.21 6.94 0.87
Lesser Almat-
inka 2.0-10.4 2000 4.3-11.1 0.6 4.29 6.12 0.84
Nojiri River 2.3-2.4 1810-1950 12.7-13.0 0.44 10.07 1.37 2.71
* Mean values and based on the HÜBL & HOLZINGER Formel 
** Mean values 
Parallel to the comparison of field data and the models, also the hydro-static and hydro-
dynamic models should be directly compared by transferring the hydro-dynamic models 
into hydro-static models. This can be carried out by the application of the BERNOULLI-
energy line and results in empirical factors k for all models.  
The BERNOULLI-energy concept is here used in the following form: 
2
2Mu Mu
vk g h aρ ρ⋅ ⋅ ⋅ = ⋅ ⋅ , 
 (4)
The factor ½ was already been visible in Fig. 6, when different scaling was used on the left 
and right axis. Table 2 lists the computed empirical k-factors for all formulas. These values 
can now be compared with the observed values based in Table 1. In general, the k-factors 
show a great diversity. This is not surprising, since the k-factor has to consider many dif-
ferent aspects of such an impact. In Table 1 the factor mainly reaches from 6.0 to 7.0 but 
two values exceed 10. This fits very well to the results of ZHANG, who estimated the factor 
based on field measurements between 6.0 and 10.0. Also the formulas from ARMANINI and 
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HÜBL & HOLZINGER with k-factors between 5.0 and 7.5 fit quite well with the observed 
field data.  
Tab. 2: Estimation of empirical k-factors for different models  
Author Empirical k-factor  Remark 
Kherkheulidze ∼1.0 Mean values, no maximum values 
VanDine 1.25 × A Transferring difficult, introduction of an area A 
Watanabe & Ikeya 4.0  
Lichtenhahn 2.8-4.4 Transfer from density water to density debris flow  
Armanini 5.0  
Zhang 6.0-10 Field measurement (no scaling) 
Hübl & Holzinger 7.5 Transfer difficult: exponents 
Tiberghien 13.5 Miniaturized test set-up 
Aulizky 25.0-50.0 Shock wave speed in debris flow estimated 
 
As already in the explanation of Fig. 6 shown the miniaturized measurements are often not 
in the region of field observed Froude numbers. Therefore the robustness and extrapolation 
capability of the regression formulas has to be proofed. This will be shown for the HÜBL & 
HOLZINGER formulae. Here the robustness of non-linear computed regression formulae is 
tested carrying out the following steps: 
• Incremental consideration of further data (SCOTTON, TIBERGHIEN et al. und ISHI-
KAWA et al.) 
• Exclusion of outliers 
• Limitation of data for some Froude number regions used for regression 
• Test of alternative mathematical formulations like Harris-model, hyperbolic modes, 
Hoerl models, root models etc.) 
As an example of the investigation, the regression coefficients of the formulae type  













is summarized in Table 3.  
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Tab. 3: Results of non-linear regression for different populations.  




et al. and Ishi-
kawa et al.  
Data from Hübl 
& Holzinger, 
Scotton, Ti-
berghien et al., 
Ishikawa et al. 
and Froude-
number <3 
Data from Hübl 
& Holzinger, 
Scotton, Ti-
berghien et al. 
















a 5.2 5.0 5.0 5.62 4.9 5.9 
b -1.6 -1.6 -1.30 -1.66 -1.29 -1.50 
r 0.96  0.881 0.9645 0.8755 0.966 
 
The design engineer has to choose from the variety of models. For this selection the mod-
els should fulfil some general requirements: 
1. Models should be convergent, meaning that with increasing quality of input data 
the quality of the model result should also increase.  
2. Models should be robust, meaning that small changes in the input data should yield 
only to small changes in the results. Even further the model may perhaps applied in 
input data regions, in which it was not originally developed.  
3. Models should not have a systematically error meaning that the average statistical 
error is zero.  
Furthermore models should 
4. The input data for the models has to be either computational able or measurable. 
Even further input data with high weighting inside the formulae should be more 
precisely known than the other input data.  
5. The model should be easy applicable and be usable in practice. 
6. The model should at least partially have some theoretical background. 
7. The model should be chosen according with historical models, if these historical 
models have been proven of value.  
8. If two models reach the same accurateness, the model with less required input data 
should be chosen.  
As shown already, all introduced models consider of significant errors in some regions of 
the Froude-number. However, it is then very important to clearly state the model borders. 
Some of the inherent model errors should be stated clearly to better understand the model 
capability. 
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All hydraulic models mentioned so far are based on Newton fluids (the viscosity is inde-
pendent from the velocity). However since debris flow is a highly concentrated mixture of 
poorly sorted sediment in water, the viscose shear strength is velocity dependent and addi-
tionally other effects like plastic strain, turbulences and dispersion appear. All this effects 
are only included in the empirical k- or a-factor.  
The impact of solid particles is only considered in the publication by VANDINE [14]. How-
ever, measurements by ZHANG [11] show, that the single boulder impacts against solid 
structures yield to the highest impact forces. To model this hard impacts further informa-
tion about the stiffness and strength of the impacting bodies are required. The modelling by 
forces would not be possible anymore. This would yield to a dramatic increase in the mod-
elling complexity and would finally give models, which are not applicable under practice 
conditions. Furthermore such a model would require extensive input data. For simplifica-
tion reasons the so-called HERTZ impact model based on elastic material properties is pre-
ferred. The related time-force-functions for debris flow are currently under development. 
Some works are done by TIBERGHIEN et al. [2] and ZHANG [11]. 
Additionally, impacts of solid particles in fluids have to consider so-called hydraulic active 
mass of the fluid. Such hydraulic active mass, which virtually increases the mass of the 
impacting body, can reach up to 20 % of the original mass of the impacting body. This 
effect increasing the impact force is counterbalanced by a decrease of the impact force by 
deposited debris flow material in front of the concrete elements. Preliminary tests carried 
out at the University of Natural Resources and Applied Life Sciences have shown a sig-
nificant effect. However both, the hydraulic active mass and deposited debris flow material 
are not considered in the model. 
3 Stochasticity 
All the simplifications result in a difference between observed and predicted values. This is 
called uncertainty (KRUSE et al. [40]). Uncertainty can be modelled using different mathe-
matical techniques, such as stochasticity, fuzzy models, rough sets, Grey numbers, chaos 
theory and so on (PROSKE [29]). The most common technique in the field of structural 
safety is probability and statistic. Therefore here such techniques will be used, also based 
on the Eurocode 1 [41] and the works of the Joint committee of structural safety [42].  
The uncertainty of the debris flow impact forces can be distinguished into the uncertainty 
of the impact force itself (intensity) and the uncertainty of a debris flow event causing an 
impact (event). Firstly, the stochastical effects of the intensity, e.g. the impact itself will be 
investigated. Based on First Order Reliability Method (SPAETHE [43]) the weighting fac-
tors for different models were computed and compared. Fig. 8 shows the quadrates of the 
weighting factors for three different formulas. It becomes clear from Fig. 8, that the uncer-
tainty of the factor k is not dominating the results, as one would probably suggest based on 
the knowledge about the model limitations. The formula from ARMANINI is dominated by 
the uncertainty of the debris flow height. It should be noted here, that in practice the debris 
flow height is often a design parameter for the barrier height. Then simply the assumed 
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height of the barrier is taken as height of the debris flow. The height is computed based on 
the required storage volume. In the concept of WATANABE & IKEYA the debris flow veloc-
ity uncertainty is dominating. This is comprehendible since the velocity is difficult to ob-
tain and is considered with power two in the deterministic concept. In contrast the model 
from HÜBL & HOLZINGER shows a rather balanced behaviour. Whereas the uncertainty of 
the empirical factor is nearly neglectable, the input variables contribute nearly with the 
same amount.  
A more simplified presentation is shown in Table 4. Here the coefficient of variation of the 
impact force is computed by a Monte Carlo Simulation for the model of HÜBL & 
HOLZINGER subject to the coefficient of variation for the input variables. A normal distri-
bution is assumed for the simulation for all variables. If the input variables show great un-
certainty expressed in high coefficient of variations, then the model also responds in high 
coefficients of variation. However, if the input data shows some reasonable uncertainty, 
then the formula from HÜBL & HOLZINGER behaves quite robust. 
 
Fig. 7:  Impact force of solid particles in dependent from the thickness of deposited debris 
flow material in front of the impacted body 
 
Fig. 8:  Quadrate of weighting factors for the input variables in three different models 
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Tab. 4: Coefficient of variation for the impact force based on the model HÜBL & HOL-
ZINGER  
Coefficient of variation 
Chosen Chosen Chosen Computed 
Density Velocity Height Impact force 
0.20 0.30 0.50 0.50 
0.40 0.30 0.60 0.65 
0.10 0.35 0.23 0.30 
0.10 0.10 0.10 0.15 
0.10 0.20 0.10 0.18 
0.07 0.30 0.10 0.26 
0.10 0.30 0.20 0.35 
 
It should be mentioned here, that the input variables for the impact force computation like 
debris flow height, density or velocity can be computed by an earlier computation. Such a 
computation can for example be based on the size of the catchment:  
0.7827000= ⋅ cD A   (6)
with D Event volume in m3 
Ac catchment are in km2 
 
A relation between peak discharge and the event volume D can be written as 
(RICKENMANN [39]) 
For granular debris 78,0135,0 DQ ⋅=  
For viscous debris: 79,00188,0 DQ ⋅=  
 (7)
with D Event volume in m3 
Q Peak discharge in m3/sec 
 
Taken from a variety of proposed formulas for calculations of the velocity v it is chosen: 
33,033,01,2 IQv ⋅⋅=   (8)
with v Debris flow velocity in m/sec 
Q Peak discharge in m3/sec 
I  Channel slope 
 
However, this computation model is only shown as an example. More advanced computa-
tions considering detailed geomorphologic and hydraulic models are possible and applied. 
These models are able to investigate, whether a debris flow will reach the barrier. Further-
more the accuracy of the peak discharge volume is much better.  
These models also can give some indications about the return period of debris flow and 
impact events. So far, nothing was said about the return period of an impact. The return 
period can be investigated considering the impact as a stochastic impulse process. Since 
the impact is relatively short compared to the life time of the structure, a Poisson process 
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may be adequate (PROSKE [28]). However, this would require consistent samples. To sim-
ply models for practitioners so far the climate change is not considered in the models. Fur-
thermore the return periods depend very strong on local conditions. Therefore the 
University of Natural Resources and Applied Life Sciences currently collects a data base 
of natural hazard processes for the Austrian area including more then 17 000 events since 
about 500 A.D. Based on this data collection statistical investigations will be carried out on 
a local level since general statements are currently not possible. 
Besides the intensity and event description to compute the characteristic impact force value 
also a partial safety factor has to be chosen in accordance with the current safety concept 
for structures. First works by SUDA et al. [18] have shown that a rather high partial safety 
factor for this load will be required. In contrast, HOFMANN & SAUERMOSER [24] suggested 
a rather low partial safety factor of 1.1. Although no general statements about the return 
periods of debris flows were given here, a preliminary investigation to indicate the size of 
the partial safety factor should be carried out. The results are given in Table 4. In general 
the table shows high partial safety factors decreasing with increasing return period. How-
ever, at a certain level the partial safety factor will increase again with increasing return 
period since the data is so rare. If the input variables of the debris flow impact computation 
are controlled better, then the partial safety factor can reach a value of 1.3 (coefficient of 
variation of the impact force of 0.2). However this also depends on the statistical distribu-
tion function, which is currently unknown. Mostly lognormal distribution or exponential 
distribution (truncated and non truncated) are used. To roughly control the estimated par-
tial safety factor, rules of thumb by VISODIC [35] or Norton [34] can be used. Based on 
Table 5 the partial safety factor for debris flow should be well beyond 2.0. Fortunately, in 
this table the return period is not considered. To summarize the considerations: a partial 
safety factor of 1.1 as suggested by HOFMANN & SAUERMOSER is not recommended, even 
if the investigation here has not considered the effects of the characteristic impact force, 
which of course influences the choice of the partial safety factor. 
Tab. 4: Preliminary estimation of a partial safety factor for debris flow impact loading  
Return period of the event  Remarks Partial safety factor 
1 × per year Intensive data, frequent loading 1.7 
Every 10 years  1.6 
Every 50 years  1.5 
Every 10 years  1.4 
Every 150 years  Rough data, rare loading 1.3 
Every 300 years  1.3 
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Tab. 5: Safety factor by VISODIC [35] 





1.2-1.5 Excellent Excellent Controllable 
1.5-2.0 Good Good Constant 
2.0-2.5 Good Good Normal 
2.5-3.0 Average Average Normal 
3.0-4.0 Average Average Normal 
3.0-4.0 Low Low Unknown 
4 Recommandations 
Based on the presented investigation, the new ONR 24801 will include two design models 
for debris flow structural concrete barriers. Since the hydro-static models have applied 
very successful over the last 30 years, the model of ARMANINI for the computation of the 
maximum pressure will be included. On the other hand, parallel to ARMANINI, the new 
model of HÜBL & HOLZINGER will be included in the code. The model shows a robust be-
haviour, gives rather accurate results and is still easy to use.  
However the regulation of the maximum impact force is useless without giving further 
information about the load pattern. The load pattern will parallel to the maximum impact 
force be regulated in the ONR 24801. Fig. 9 shows load patterns of debris flow based on 
works by WENDELER et al. in Switzerland and miniaturized tests by HÜBL & HOLZINGER. 
On the right side the suggested load patterns are shown. The choice of rectangular or trape-
zium load pattern considers a possible debris flow in several waves filling up successive 
the deposit space in front of the debris flow barrier. Therefore the impact forces are climb-
ing up the barrier. A parallel decrease of the impact forces at lower level has not been con-
sidered yet.  
 
Fig. 9:  Observed and suggested load patterns for debris flow impacts 
Furthermore debris flows do not necessarily hit the barrier straight. Perhaps often the de-
bris flow hits the barrier in a different angle. Therefore side impact forces have to be con-
sidered as well. Unfortunately in this field currently no tests or field measurement data is 
available. Overall a 1/5 up to 1/3 of the frontal impact force should be used. Besides im-
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pact forces also breaking forces of debris flows have sometimes to be considered, however 
they are not discussed here. 
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Estimation of fragility curves for seismic probabilistic 
risk assessment by means of numerical experiments 
Irmela Zentner1, Alexis Nadjarian2, Nicolas Humbert2, Emmanuel Viallet2 
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Abstract: In this paper, we will discuss statistical estimation of the parameters 
of fragility curves and present results obtained for a primary circuit of nuclear 
power plant. 
1 Introduction 
The seismic Probabilistic Risk Assessment (PRA) methodology has become the most 
commonly used approach for the evaluation of seismic risk in nuclear industry [18].  
In this framework, fragility curves express the conditional probability of failure of a struc-
ture or component for a given seismic input motion parameter A, such as peak ground ac-
celeration (PGA), peak ground velocity or spectral acceleration (SA). In nuclear 
engineering practice, fragility curves are determined using safety factors with respect to 
design earthquake [13]. This approach allows for determining fragility curves based on 
design study but draws upon simplifying assumptions and expert judgment. In recent years, 
fragility curves have also become popular for characterizing seismic vulnerability of civil 
structures [2], [9], [14]. In this framework, fragility curves are often determined with re-
spect to damage levels going from minor over moderate to major damage. However, most 
authors use quite simple models and do not consider uncertainty other than due to ground 
motion. 
We will present a complete probabilistic study of a nuclear power plant component and 
determine fragility curves by statistical estimation methods. We have performed non-linear 
dynamic response analyses using artificially generated strong motion time histories. Uncer-
tainties due to seismic loads as well as model uncertainties are taken into account and 
propagated using Monte Carlo simulation. 
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1.1 Use of fragility curves in probabilistic risk assessment studies 
The first Seismic Probabilistic Risk Assessment (SPRA) studies have been carried out for 
nuclear power plants in the US in the late seventies and are now used worldwide in order 
to assess seismic safety of existing or projected nuclear power plants. In summary, the key 
elements of a seismic probabilistic risk assessment study are seismic hazard analysis, seis-
mic fragility evaluation for each component and substructure and, last but not least, system 
analysis and construction of logical fault tree model. These three elements allow for the 
proper risk quantification of the installation, that is the evaluation of failure probability due 
to all possible earthquake events. The probabilistic seismic hazard analysis leads to an es-
timate of the probability of occurrence of different levels of earthquake ground motion at 
the studied site. This means, that the entire range of possible earthquakes is considered as 
potential initiating event and not only design earthquake. A seismic hazard analysis results 
in the establishment of hazard curves H(a) giving the probability of annual exceedance of 
ground motion level a. In general, the output of hazard analysis is a family of curves, each 
corresponding to a confidence level and thus accounting for uncertainty in the estimation 
of seismic hazard. The failure probability due to a seismic event is obtained by "convolu-
tion" of seismic hazard curve with fragility curve, that is by calculating the total probability 
by integrating: 
0 0
( )( ) (1 ( )) ( )
+∞ +∞
= − = −∫ ∫f f a f a
d dH aP P a H a P x da
da da
  (1) 
When considering the safety of a structure composed of substructures and equipments, 
such as a nuclear power plant, the probability of failure of the entire installation is deter-
mined by means of fault trees using simple logical structures of AND and OR in order to 
combine different events likely to result in global failure. 
2 Definition and construction of fragility curves 
The fragility of a structure (or component) is determined with respect to "capacity". Capac-
ity is defined as the limit seismic load before failure occurs. Therefore, if PGA has been 
chosen to characterize seismic ground motion level, then capacity is also expressed in 
terms of PGA. In what follows, and in order to simplify the notations, we will consider that 
PGA has been chosen to characterize seismic ground motion. The capacity of the structure, 
is generally supposed to be log-normally distributed [13], [18]. 
2.1 Log-normal fragility model 
The currently applied approach consists in modelling capacity A as a random variable hav-
ing log-normal distribution [Reed et al. 94], that is mA A ε=  where Am is median capacity 
and ε is a log-normally distributed random variable with unity median and logarithmic 
standard deviation β. Concurrently, the fragility curve represents the probability of failure 
for a given seismic ground motion level a. It is clear that a component or structure fails if 
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its seismic capacity is less or equal to given ground motion level. Then, the failure prob-
ability conditioned on ground motion parameter a is given by the cumulative distribution 

















− ⎜ ⎟⎜ ⎟
⎝ ⎠ ⎛ ⎞= = Φ ⎜ ⎟
⎝ ⎠
∫   (2) 
where Φ(·) is the standard Gaussian cumulative distribution function. Thus, the fragility 
curve is entirely defined by two parameters which are median capacity Am and logarithmic 
standard deviation β. 
The model (2) has been further upgraded distinguishing random uncertainties and epis-
temic uncertainties. The first kind of uncertainty is associated to inherent random phenom-
ena whereas the latter uncertainty could be reduced by having a better model and/or 
collecting new data. The two types of uncertainty are distinguished by introducing log-
standard deviations βR and βU, respectively. In this context, capacity is expressed as [13]: 
( )m U RA A ε ε=   (3) 
where εU and εR are log-normally distributed random variables with median equal to one 
and respective log-standard deviations βU and βR. In this approach, βU characterizes uncer-
tainty in the knowledge of the median value whereas βR refers to inherent randomness 
about the median. Conditional probability of failure is then expressed as: 




a A QP a β
β
−⎛ ⎞+ Φ′ = Φ ⎜ ⎟
⎝ ⎠
  (4) 
with Q, the level of confidence that the conditional probability of failure 
f a
P′ is less than 
f a
P . Equation (4) defines a family of curves, corresponding each to a confidence level Q. 
The more sophisticated model 2.3 and the simple model described by expression 2.1 are 
linked by the relation 
2 2
C U Rβ β β β≡ = +   (5) 
Curve (2) is called composite fragility for β=βC . It can be shown [WAKEFIELD et al. 2003], 
that the composite curve corresponds to the mean curve, while expression (4) equals the 
median curve for Q=0.5 (or equivalently considering βU=0.0). 
2.2 Deriving fragility curves from design study 
In nuclear engineering practice, a simplified method, called response factor method and 
dealing with safety factors, is used to determine fragility curves. The parameters of the 
fragility curve, median capacity and log-standard deviations are evaluated by means of P 
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safety factors with respect to design and qualification testing of components and structures 









⎛ ⎞= ⎜ ⎟
⎝ ⎠
∏   (6) 
where a design is the PGA of design earthquake and Fi are the random margin factors. The 
latter are supposed to be log-normally distributed with median îF  and log-standard devia-
tion βi. Thus, we can write designˆmA F a= , with ˆ îF F= Π  whereas log-standard deviation is 
given by the expression 
2 2 2,  where .i i R U
i
β β β β β= = +∑   (7) 
The Fi account for conservatism and uncertainty in structural and equipment response cal-
culations and in capacity evaluation, the latter including effects of ductility. The structural 
response factor, for instance, is supposed to account for conservatism and uncertainty due 
to damping and frequency evaluation, mode combination, spectral shape and site effects, 
soil-structure interaction, etc.  
It is clear that realistic evaluation of median margin factors as well as underlying uncer-
tainties based on design and expert judgment is not a simple task. Furthermore, strong hy-
pothesis are made, such as log-normally distributed safety factors and, in a more general 
manner, linear relationships between input and response quantities (design and median 
values).  
This approach has not been carried out here, since our work is focused on numerical simu-
lation of fragility curves. 
2.3 Direct estimation of fragility parameters by means of numerical 
simulation 
The principal steps for determining fragility curves by numerical simulation are the follow-
ing: 
1. Determine site-specific seismic ground motion (artificial or recorded ground 
motion 
time histories), 
2. Construct numerical model accounting for soil-structure interaction, 
3. Definition of failure criteria, 
4. Uncertainty quantification, modeling and propagation 
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We have applied the maximum likelihood method in order to obtain an estimation of the 
unknown parameters from numerical experiments. The outcome of each simulation is sup-
posed to be the realization of a binomial random variable X. If the failure criteria is ful-
filled at simulation number i, then xi=1. Otherwise (no failure), we have xi=0. These events 
arrive with probability 
f a
P  and, respectively, 1
f a
P− . Adopting the log-normal model, the 








f a f a
i
L P P −
=
= −∏   (8) 
The estimators of parameters Am and β are solution of the following optimization problem: 
,





β = −   (9) 
This approach has been used by 933-947 [15] in order to evaluate fragility curves for 
bridges subjected to seismic load. 
An alternative method would consist in deducing an estimation of parameters Am and β 
directly from a sample of capacities. This approach makes it necessary to determine a cer-
tain number of limit loads, in terms of PGA. It is clear that such information is difficult to 
obtain when dealing with non-linear structural models and impossible when using realistic 
ground motion time-histories for which scaling is not admissible. 
When determining a sample of capacities by simulation, scaling of time-histories (or power 
spectral densities in a stationary approach) is inevitable. Moreover, if the structural behav-
ior is non-linear, repeated simulations have to be performed until failure is reached. The 
maximum likelihood estimation used here deploys information provided by failure as well 
as non-failure, without knowing whether the respective PGA value corresponds to a limit 
load. Concurrently, one could directly estimate failure probabilities for a certain number of 
PGA values, but this requires a much greater number of simulations, especially for evaluat-
ing small probabilities, i.e. the tails of the distribution. 
Other authors, see for example [2] and [9], determine a sample of response quantities due 
to earthquake load, let's say stress. Then, by means of linear regression, stress is linearly 
related to PGA value. This allows for determining a median value of capacity as well as 
log-standard deviation, the latter under the hypothesis that earthquake loads have been gen-
erated according to actual probability of occurrence. Here again, linear relations are as-
sumed and a representative sample of earthquake loads is essential. 
3 Application to nuclear power plant equipment 
We consider a coupled model consisting of a supporting structure, which is the contain-
ment building, and a secondary system or equipment representing a reactor coolant system. 
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The containment building is represented by a stick model that has been identified from the 
respective 3D model, see figure 1. The reactor coolant system (RCS) is modeled princi-
pally by beam elements. It consists of a reactor vessel and four loops. Each loop contains a 
steam generator, primary pump and piping. In figure 2, we have represented a schematic 
view of one of the loops on the right and a top view of the four loops on the left hand side. 
The whole equipment is multi-supported by 36 supports. These supports are anchors lo-
cated under the reactor coolant pumps, the steam generators and the reactor vessel. The 
model includes localized non linearities due to stops. These are four upper lateral supports 
located at the upper level of each steam generator and three lower lateral supports that 
guide the steam generator and limit its movement in accident conditions. 
The response of the coupled model is calculated in two times [4], [6]. First, response of the 
containment structure to earthquake is calculated. We consider relative displacements of 
the finite element (FE) model with fixed basis, subjected to ground acceleration. The 
model being linear, we have performed modal analysis considering modal damping for 
structure and soil. The calculated response time histories are then given Dirichlet boundary 
conditions for the supports of the reactor coolant system model. This allows for taking into 
account the differential displacements of the supports of RCS (reactor coolant pumps, 
steam generators and vessel). The nonlinearities of the RCS model are localized so that we 
have again reduced the model by projection on low-order modal basis determined for the 
model with fixed supports. The response is computed in the time domain where constraints 
on displacements (horizontal stops) are imposed at each time step by penalization. 
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Fig. 1: Stick model of containment building 
 
 
(a) schematic view of a reactor coolant 
system loop 
(b) view on the RCS 
Fig. 2: Equipment 
3.1 Seismic ground motion 
In the framework of time domain seismic analysis, seismic load is given by ground motion 
time histories. We have generated 50 ground motion time histories [11] according to site 
response spectrum for a rocky site. It has been verified that the 15% and 85% fractiles of 
the response spectra relative to the generated time histories correspond to the fractiles 
given by the attenuation law. It has furthermore been verified that variability of the dura-
tion of strong motion period fits to variability observed for experienced earthquakes. 
3.2 Uncertainty modeling and propagation 
In what follows, the modeling of uncertainties is described more in detail; see also [4]. 
• Probability laws have been chosen with respect to Jayne’s maximum entropy prin-
ciple [10], using only available information such as mean, the upper and lower 
bound of the parameter values or coefficient of variation or. Uncertainties with re-
spect to the soil part concern the soil characteristics which influence on their term 
soil structure interaction impedances. For our study we have identified an equiva-
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lent spring model for the soil. The stiffness of the soil springs has been modeled by 
a random variable K having gamma distribution. This law follows from the avail-
able information on mean, given support of the distribution. Furthermore, K and its 
inverse have to be of second order. 
• The uncertainty on structural properties for containment building and equipment is 
taken into account at the stage of the reduced model, after projection on a reduced 
basis of eigenmodes. Thence, the generalized matrices of mass, stiffness and damp-
ing are replaced by random matrices verifying a set of algebraic properties and 
whose mean is given by the “best-estimate” values [16]. The dispersion of these 
matrices has been chosen such that coefficient of variation of the first eigenmode is 
equal to 1 %. This is little less than recommendations given in [13] (15% is rec-
ommended) but seems appropriate for quite realistic models as treated here. 
• Earthquake ground motion is modeled by a stochastic process. We suppose that the 
process is completely characterized by the sample of artificial time histories. Then, 
the different trajectories (time histories) have the same probability of occurrence 
and, when performing Monte Carlo simulation, we can proceed by random sam-
pling from this data. 
3.3 Failure criteria 
For our study, we have chosen a rather simple failure criterion which is the limit stress in 





PD DS B B M
t I
= +   (10)
where P is pressure and Dext and t are the exterior diameter and thickness of the pipe, re-
spectively. The resulting moment is noted by M, I is the moment of inertia and B1 and B2 
are stress indices. It is clear that the fragility curves calculated are conservative since duc-
tility effects have not been taken into account. 
We have considered uncertainty on structural capacity. Thus, the admissible stress is mod-
eled by a random variable with truncated log-normal distribution that takes values within 
the interval [0.9 *median; 1.1*median]. 
3.4 Numerical results 
We have considered two configurations. For the first computations, we have introduced 
only uncertainties related to soil and earthquake event, considered here as random uncer-
tainties. According to section 2, the estimations of the median and the βR value are ob-
tained for this case. Note, that in Tab. 1, the median capacity has been normalized with 
respect to a reference ground motion level. Then, we have computed responses considering 
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all of the sources of uncertainty introduced in §3.2. This second configuration allows for 
determining an estimation of βC. 
Tab. 1: Estimated parameters 
 Am βR βC 
Estimated value 2.40 0.14 0.42 
 
For both cases, parameters have been estimated using maximum likelihood as described in 
§3.2. The βU is then obtained by virtue of relation 2.4, yielding 0.40Uβ = . Figure 3 shows 
the convergence of the estimations m ˆCβ  and ˆmA . 
 
Fig. 3: Convergence of estimations ˆmA  and ˆCβ . 
The family of fragility curves obtained is plotted in figure 4. 
 
Fig. 4: Family of fragility curves 
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In order to verify the hypothesis of log-normally distributed capacities we have simulated a 
sample of capacities A. For this, it has been necessary to "scale" the amplitude of accelero-
grams (and thus PGA value) until failure is observed. Figure 5 shows the normal probabil-
ity plot for the sample of log-capacities, log(a). It can be seen that the data fits quite well to 
the reference line. 
 
Fig. 5: Normal Probability plot for a sample of log-capacities. 
Secondly, we have performed resampling according to the bootstrap method [4] in order to 
evaluate the reliability of the estimations. Given the original sample of size N, The boot-
strap method consists in the construction of Nb new samples, each of size N, by random 
sampling with replacement from the original dataset. This allows for determining mean 
values and confidence intervals for ˆmA , ˆRβ  and ˆCβ . 
We have estimated mean values and confidence intervals for Nb=100 bootstrap samples 
obtained from the original sample containing 200 values. 
ˆ ˆ ˆ2.41,  0.135 and 0.421. m R CA β β= = =  
The corresponding U βˆ value is 0.399. These values are very close to the estimated values 
given by table 1. Furthermore, bootstrap standard deviation of the estimates read: 
ˆ ˆ ˆ0.014;   0.024 and 0.073. 
m R CA β β
σ σ σ= = =  
This variability, due to estimation error, can be included into the model via the β-values. 
4 Summary and conclusions 
We have determined fragility curves for nuclear power plant equipment by means of nu-
merical simulation accounting for random excitation due to earthquake ground motion as 
well as structural and model uncertainties. The unknown parameters of the fragility curve, 
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median and logarithmic standard deviation, have been estimated from the numerical ex-
periments maximizing the corresponding likelihood function. This approach is very effi-
cient and versatile since it is applicable to any kind of model, containing structural non-
linearities or not. All the numerical computations have been carried out using Code_Aster 
open source FE-software. 
We have chosen peak ground acceleration (PGA) in order to characterize ground motion 
level. Of course, any other indicator related to accelerograms could be chosen in the 
framework of the methodology presented here. It would be indeed interesting to evaluate 
the influence of the ground motion parameter on dispersion, characterized by the β parame-
ter. However, peak ground acceleration (or spectral acceleration) remains the preferred 
parameter in seismic PRA since hazard curves are established with respect to this parame-
ter. 
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Seismic reliability of CB-frames: influence of homoske-
dasticity hypothesis of structural response parameters 
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Abstract: This paper deals with the evaluation, from a probabilistic point of 
view, of the seismic performance exhibited by concentrically braced frames. 
The JALAYER & CORNELL approach, providing a closed form solution for the 
evaluation of the mean annual frequency of exceeding a defined limit state, is 
applied. The results are compared with those obtained by means of the numeri-
cal integration of PEER equation. As a result, the influence of the homoskedas-
ticity hypothesis of structural response parameters (constant value of demand 
dispersion for increasing values of the seismic intensity measure) is investi-
gated. 
1 Introduction 
Nowadays there is an increasing attention regarding the design of structures in seismic 
areas by means of Performance Based Seismic Design (PBSD) approach. Recently, PBSD 
has been reformulated within a probabilistic framework, so that performance objectives 
(defined as a combination of structural and non-structural performances) have to be satis-
fied, with a certain probability, when earthquakes of defined intensity occur. Therefore, 
aiming at the application of this new PBSD philosophy, probabilistic approaches have to 
be applied to evaluate the seismic reliability of structures considering all the sources of 
uncertainty affecting engineering problems. In particular, two main groups of uncertainty 
sources can be distinguished: aleatory uncertainty, identifying natural variability, and epis-
temic uncertainty, identifying limit knowledge (for example in structural modelling). In 
this paper, in order to estimate the structural reliability of concentrically braced frames 
with different structural schemes, JALAYER & CORNELL approach is applied. Such ap-
proach provides a closed form solution for the evaluation of the mean annual frequency of 
exceeding a defined limit state by means of some simplifying assumption, among which 
the homoskedasticity hypothesis (constant value of dispersion of structural response pa-
rameter for increasing values of the seismic intensity measure) is relevant. The influence of 
such hypothesis is analysed, and a discussion about the most suitable criterion for choosing 
the demand dispersion is also reported. The record-to-record variability has been assumed 
as the only source of uncertainty. 
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2 Seismic reliability of structures 
According to CORNELL & KRAWINKLER approach [1], the evaluation of structural seismic 
reliability requires the introduction of a decision variable (DV), such as the exceedance of a 
limit state or the occurrence of an economic loss greater than a certain level, so that the 
reliability is expressed in terms of the mean annual frequency of exceeding a DV defined 
value by means of the probabilistic analysis of such variable (λ(DV)). In addition, two in-
termediate parameters have to be defined: a parameter describing the structural behaviour 
(damage measure, DM), and a parameter describing earthquake intensity (intensity meas-
ure, IM). Therefore, by means of the application of the total probability theorem, the fol-
lowing relationship is obtained for λ(DV), namely PEER equation: 
∫∫∫ ⋅⋅= )()|()|()( IMdIMDMdGDMDVGDV λλ   (1) 
where λ(IM) is the mean annual frequency of exceeding a defined value of the intensity 
measure, evaluated by means of Probabilistic Seismic Hazard Analysis (PSHA); the func-
tion G(DM|IM) expresses the probability that the demand exceeds a defined value when the 
intensity measure reaches a certain value, evaluated by means of Probabilistic Seismic 
Demand Analysis (PSDA); the function G(DV|DM) expresses the probability that the deci-
sion variable exceeds a defined value when the demand (DM) reaches a certain value, de-
fined by means of Probabilistic Seismic Capacity Analysis (PSCA). It has to be noted that 
the intensity measure is the only factor accounting for the interaction with seismic actions. 
Therefore, it has to be chosen carefully, so that all informations about magnitude, distance 
from source, are taken into account (sufficiency of the intensity measure). In this way, the 
reliability analysis can be carried out by separating the seismological part and the structural 
engineering part, i.e. the seismic hazard analysis and the vulnerability analysis. In this pa-
per, the spectral pseudo-acceleration corresponding to the fundamental period of vibration 
has been assumed as seismic intensity measure, because of its characteristics of suffi-
ciency, efficiency (lowest dispersion of demand given an IM value) and computability (de-
termination of the hazard curve) [7]. 
In JALAYER & CORNELL approach [8], the exceedance of a defined limit state is assumed as 
decision variable; therefore the structural reliability is expressed as the mean annual fre-
quency of exceeding a defined limit state (λLS), or, briefly, limit state frequency. In particu-
lar, a limit state is exceeded when the demand reaches a threshold value; such value 
identifies the capacity which is an aleatory variable itself. Starting from PEER equation 
(1), JALAYER & CORNELL introduce three main simplifying assumptions, allowing to pro-
vide a closed form solution of the convolution integral: 
• the hazard curve is approximated, in the region of interest, by a power-law relation-
ship: 
[ ] kaSa xkxSPx −⋅=≥= 0)(λ   (2) 
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where λSa(x) is the mean annual frequency of exceeding a given value x of the spec-
tral acceleration, namely hazard curve; k0 and k are factors defining the shape of the 
hazard curve, depending on site seismicity; 
• log-normal distribution of the demand parameter (DM) for a given value of the in-
tensity measure and linear relationship, in log-normal space, between median de-
mand and intensity measure: 
εεη ⋅⋅=⋅= baSaDM SaD |   (3) 
where D is the demand distribution law for a given value of the intensity measure; 
ηDM|Sa is the demand median for a given value of Sa; a and b are factors obtained by 
means of a linear regression (in log-normal space) of demand median; ε is a log-
normal variable with a median equal to unity and a dispersion σln(ε)=βDM|Sa, i.e. 
equal to the dispersion of the demand given IM. In addition the demand dispersion 
given Sa is assumed to be constant (homoskedasticity hypothesis) aiming at the ana-
lytical tractability; 
• lognormal distribution of the capacity, with median ηc and dispersion 
βc={var[log(c)]}0.5. 
By means of these assumptions, the convolution integral can be expressed as: 


































λ   (4) 
where the integral in brackets is the demand hazard corresponding to the capacity value, 
i.e. the mean annual frequency of exceeding a demand value equal to c, and fc(c) is the 
probability density function of capacity expressed, in the hypothesis of log-normal distri-
bution, by the following relationship: 
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Re-arranging the above equation by means of analytical integration, a closed form expres-





















⋅⋅=   (6) 
Eq. (6) show that seismic reliability is equal to the mean annual frequency of exceeding the 
spectral acceleration corresponding to the median capacity (Saηc=(ηc/a)1/b from eq.(3)) 
times two coefficients accounting for the demand dispersion (as a result of record-to-record 
variability) and the capacity dispersion, respectively. 
Giugliano et al.: Seismic reliability of CB-frames: influence of homoschedasticity hypothesis of structural … 
320 
3 Examined criteria for choosing demand dispersion 
As discussed in the previous section, JALAYER & CORNELL introduce the hypothesis of a 
constant value of demand dispersion for increasing values of spectral acceleration. Con-
versely, the demand dispersion is characterised by high variability with the intensity meas-
ure, as shown by IDA curves resulting from the seismic probabilistic demand analysis. 
Such effect is mainly due to structural damage and to the influence of higher order vibra-
tion modes. In addition, the demand dispersion usually increases with the intensity meas-
ure, due to a more significant structural damage. Therefore, in order to evaluate the seismic 
reliability by means of Eq. (6), a criterion for the estimation of the demand dispersion has 
to be provided.  
To this scope, three methods are examined in this work. The first method consists in esti-
mating the mean demand dispersion in the range of interest of Sa, i.e. the range of Sa in 
which the median demand is approximated by the linear regression with slope b and inter-
section a. The second method consists in an iterative procedure aiming at the evaluation of 
the demand dispersion corresponding to the spectral acceleration characterized by a mean 
annual frequency equal to the limit state frequency. Finally, the third method consists in 
evaluating the mean demand dispersion in a predefined range of spectral acceleration. In 
particular the lower bound has been chosen as the value of Sa for which one of the consid-
ered historical ground motion gives rise to a demand value at least equal to 90% of the 
median capacity. The upper bound, instead, has been chosen as the value of Sa for which 
one of the considered historical ground motion gives rise to a demand value at least equal 
to 110% of the median capacity. 
Following, the results of reliability analyses carried out by applying JALAYER & CORNELL 
approach with the aforesaid criteria are reported. Afterwards, a comparison with the results 
obtained by means of the numerical integration of the convolution integral is presented, 
and a discussion about the most suitable criterion about demand dispersion evaluation is 
also reported.  
4 Analysed CB-Frames 
In order to investigate the seismic performances, from a probabilistic point of view, of 
concentrically braced frames, the four storey building depicted in Fig. 1 has been consid-
ered. All the beam-to-column connections are pinned, therefore the seismic actions are 
withstood by the concentrically braced frames located along the perimeter of the structure. 
The values of dead and live loads are, respectively, equal to 4 kN/m2 and  2 kN/m2. The 
steel grade is S235 so that the value of the yield stress is  fy= 235 MPa.  
In Fig. 2 the structural schemes assumed for the concentrically braced frames are depicted. 
Three different structural schemes have been analysed: X-braced frame, V-braced frame 
and single diagonal braced frame. All the braced frames have been designed according to 
Eurocode 8 provisions [3], assuming a q-factor equal to 4 for the X-braced frame and for 
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the single diagonal braced frame, and 2.5 for the V-braced frame. Brace, beam and column 
sections resulting from the design are summarized in Table 1. 
 
Table 1: Brace, beam and column sections. 
 X-braced frame  (T=0.60 sec) 
k0=0.1649   k=2.5 
V-braced frame  
(T=0.50 sec) 
k0=0.2538   k=2.5 
Single diagonal braced frame
(T=0.55 sec)  
k0=0.2049    k=2.5 
Storey Braces Beams Columns Braces Beams Columns Braces Beams Columns
1 HEA220 HEA300 HEB320 HEA280 HEM 550 HEB 500 HEA220 HEA300 HEB300
2 HEA200 HEA280 HEB280 HEA260 HEM 500 HEB 300 HEA200 HEA300 HEB260
3 HEA180 HEA260 HEB200 HEA240 HEM 450 HEB 200 HEA160 HEA280 HEB200
4 HEA160 HEA240 HEB140 HEA200 HEM 320 HEB 100 HEA160 HEA260 HEB140
In order to evaluate the seismic reliability of the designed concentrically braced frames, the 
probabilistic seismic hazard analysis, the probabilistic seismic demand analysis and the 
probabilistic seismic capacity analysis have to be conduced separately. 
Regarding the probabilistic seismic hazard analysis (PSHA), the hazard curves for the spe-
cific site should be provided by seismologists. In this work, mean hazard curves character-
izing European high seismicity areas (soil type A) according to Eurocode 8 provisions [4] 


















































Fig. 2. Perimeter frames: X braced frame (a), V braced frame (b), single diagonal braced 
frame (c). 
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Regarding the Probabilistic Seismic Demand Analysis (PSDA), it is aimed at the evalua-
tion of the relationship between median demand and intensity measure, i.e. the coefficients 
a and b in Eq. (3) and the demand dispersion. To this scope, non-linear dynamic analyses 
have been carried out, by means of PC-ANSR computer program [10]. The bracing mem-
bers have been modelled by using the “non-linear brace element” with pinned ends; the 
parameters describing their cyclic behaviour have been calibrated in order to match the 
energy dissipation provided by the GEORGESCU model [6]. Columns and beams have been 
modelled by using the “non-linear beam column element”. The structural model is based 
on the continuity of columns; the beams are assumed to be pin-jointed to the columns. A 
set of 30 historical ground motions, chosen in the PEER database [11] so that the mean 
spectrum is coherent with that one provided by seismic codes, has been considered. The 
method used to improve the probabilistic demand analysis is the multi-stripe incremental 
dynamic analysis (IDA), where each stripe is made up of demand values obtained by scal-
ing all historical ground motions to a certain value of the spectral acceleration correspond-
ing to the fundamental period of vibration. Three different demand parameters describing 
the structural behaviour have been analysed, as they identify three different failure modes:  
• the maximum normalised column axial force (Nc.Sd/Nc.Rd) given by the ratio be-
tween the maximum axial force occurring in the time history and the out-of-plane 
buckling resistance, evaluated according to Eurocode 3 provisions [2]. A value 
equal to 1.0 identifies the collapse of columns due to out-of-plane buckling;  
• the maximum normalised cyclic ductility demand of diagonals (µ/µlim) expressed 
by the ratio between the maximum cyclic ductility demand and its limit value. The 
cyclic ductility is defined as the total inelastic deformation in a cycle, i.e. the sum 
of the one in tension and that one in compression. The limit value (µlim) has been 
computed according to the formulation proposed by TREMBLAY [13]: 
λµ ⋅+= 3.84.2lim  (7)
where λ  is the normalized brace slenderness, expressed by the ratio between the 
brace slenderness and the elastic limit slenderness yfE /lim πλ = . A value of µ/µlim 
equal to 1.0 identifies failure of bracing members due to excessive inelastic defor-
mations leading to fracture; 
• the maximum interstorey drift ratio (MIDR), which expresses a measure of storey 
damage, for both structural and non-structural components. 
The structural behaviour has been investigated until a value of the spectral acceleration 
equal to 2g. Depicting demand values for increasing IM, IDA curves are obtained. In Fig. 3 
and Fig. 4 IDA curves for MIDR and Nc.Sd/Nc.Rd at the first storey are reported with refer-
ence to the single diagonal braced frame for the thirty historical ground motions. As it can 
be observed, some IDA curves have an asymptotic trend, identifying dynamic instability. 
The dynamic instability occurs when, under seismic load reversals, the previously buckled 
member does not return in its original alignment and the member which was previously in 
tension exceeds its capacity in compression. As a consequence, both diagonal members are 
in a buckled condition, so that a soft storey develops. Such phenomenon occurs when an 
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exponential increase of all the damage parameters is obtained for a little increase of Sa(T0), 
leading to numerical instability and lack of convergence in dynamic analyses.  
In order to take into account such phenomenon in the evaluation of median demand and 
percentiles, the moment method cannot be applied, but more robust statistics are needed. In 
this work the three-parameters model, proposed by SHOME & CORNELL [12], has been ap-
plied. According to such model, demand percentiles have been evaluated by means of the 
following relationships: 




























pSadm       for 0aa SS >  (9)
where dmp is the demand percentile; p is the value of the cumulative density function 
(0.16, 0.50 and 0.84 for the 16th percentile, the median value and the 84th percentile, re-
spectively); a’ and b’ are the factors obtained by means of a linear regression (Eq. (3)), in 
the log-normal space, of median demand values conditioned to the absence of dynamic 
instability (non collapse) (Fig. 5 and Fig. 6); Φ-1 is the inverse cumulative density function; 
Sa0 and β are parameters modelling the non-collapse probability: 
















                    for 0aa SS >  (11)
with Sa0 maximum spectral acceleration without dynamic instability; β exponent of a 
power-law regression of non-collapse probability for Sa values exceeding Sa0 (Fig. 7). 
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Fig. 3. IDA curves for MIDR parameter at 
the first storey with reference to sin-
gle diagonal braced frame. 
Fig. 4. IDA curves for Nc.Sd/Nc.Rd at the 
first storey with reference to single 
diagonal braced frame. 
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Finally, the demand dispersion given Sa(T0) can be obtained, according to the hypothesis of 





















where d84% and d16% are, respectively, 84th and 16th percentile of the demand. 
Nevertheless, in some cases equations (8) and (9) do not provide a good approximation of 
median and percentile curves of demand parameters. It occurs frequently for the normal-
ised column axial force (Nc.Sd/Nc.Rd), which provides IDA curves with a bi-linear trend. In 
fact, as strain-hardening effects are neglected, when the yielding of diagonals occurs the 
axial forces transmitted to columns remain substantially unchanged. Therefore, in order to 
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Fig. 5. Linear regression of median de-
mand conditioned to non-collapse 
for MIDR parameter at the first 
storey of the Single Diagonal 
Braced Frame. 
Fig. 6. Linear regression of median de-
mand conditioned to non-collapse 
for Nc.Sd/Nc.Rd parameter at the first 
storey of the Single Diagonal
Braced Frame. 



















Fig. 7. Non collapse probability with reference to MIDR at the first storey of Sin-
gle Diagonal Braced Frame. 
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obtain percentiles and median curves closed to IDA curves, a double regression is needed, 
as depicted in Fig. 6. 
Finally, median and dispersion of capacity have to be provided, as a result of the probabil-
istic seismic capacity analysis (PSCA). In this work, with reference to the considered de-
mand parameters, the following values have been assumed: median equal to 1.0 and 
dispersion equal to 0.1 for the maximum normalised column axial force; median equal to 
1.0 and dispersion equal to 0.25 for the maximum normalised cyclic ductility demand of 
diagonal members, according to Tremblay’s experimental results [13]; median equal to 2% 
and dispersion equal to 0.2 for MIDR parameter, as suggested in FEMA 273 [5]. 
In Table 2 the results of the reliability analyses are summarized. The return periods 
(TR=1/λLS) obtained by means of JALAYER & CORNELL approach are reported with refer-
ence to the different analysed structural schemes and to the three demand parameters. In 
addition the results are reported with reference to the applied methods for the estimation of 
the demand dispersion to be used in Eq. (6): 
• Method 1: evaluation of the mean demand dispersion in the range of interest of Sa, 
i.e. the range of Sa in which the median demand is approximated by the linear re-
gression with slope b and intersection a;  
• Method 2: iterative procedure aiming at the evaluation of the demand dispersion 
corresponding to the spectral acceleration characterized by a mean annual fre-
quency equal to the limit state frequency;  
• Method 3: evaluation of the mean demand dispersion in a predefined range of spec-
tral acceleration, where the lower bound has been chosen as the value of Sa for 
which one of the considered historical ground motion gives rise to a demand value 
at least equal to 90% of the median capacity, whereas the upper bound has been 
chosen as the value of Sa for which one of the considered historical ground motion 
gives rise to a demand value at least equal to 110% of the median capacity. 
The values of the demand dispersion are also summarised in Table 2. In addition, the re-
turn periods obtained by means of the numerical integration of PEER equation (4), ac-
counting for the variability of both the median demand and the demand dispersion with the 
spectral acceleration, are also provided. 
Finally, in Table 3, the mean percentage variation with respect to return periods obtained 
by means of the numerical integration, are provided for each demand parameter with refer-
ence to the three methods proposed for evaluating the demand dispersion.  
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Table 2. Return periods for the three CBFs corresponding to the analysed demand parameters. 
 
DM Storey β DM|Sa
T r    
(years)
β DM|Sa
T r    
(years)
β DM|Sa
T r    
(years)
T r         
(years)
1 0.7174 3505 0.8719 2089 0.6917 3783 4031
2 0.5736 3897 0.7489 2262 0.5725 3908 4261
3 0.3848 2070 0.3926 2045 0.3974 2029 2185
4 0.1393 >100000 0.0086 >100000 0.1503 >100000 >100000
1 0.6327 4409 0.8789 2090 0.6262 4482 4487
2 0.5118 4291 0.8107 1866 0.5814 3655 4327
3 0.3769 2062 0.7581 979 0.4536 1848 2003
4 0.1848 >100000 0.1837 >100000 0.1947 >100000 >100000
1 0.0466 847 0.0500 845 0.0792 822 1404
2 0.0478 22907 0.0432 23949 0.0443 23697 20959
3 0.0491 1610 0.0447 1660 0.0468 1636 1701
4 0.0756 506 0.0931 492 0.1462 436 441
1 0.9135 2650 1.1008 1405 0.0004 2223 3499
2 0.7390 2722 0.8262 2065 0.0005 2246 3530
3 0.5292 6247 0.6889 3522 0.0005 6213 6738
4 0.3095 >100000 0.2693 >100000 0.0005 >100000 >100000
1 0.7330 2843 0.8214 2239 0.5677 4131 3672
2 0.5398 3305 0.6395 2711 0.5754 3091 3714
3 0.4894 5839 0.6774 3650 0.4352 6501 5951
4 0.3201 >100000 0.4703 >100000 0.3031 >100000 >100000
1 0.0661 661 0.1693 537 0.0891 641 757
2 0.0451 1121 0.0585 1108 0.0369 1128 3785
3 0.0488 510 0.0945 483 0.1037 476 498
4 0.0518 700 0.1737 537 0.2335 425 375
1 0.5237 1432 1.7284 1125 0.5213 1433 1459
2 0.3906 2091 1.1078 1503 0.4199 2076 2033
3 0.2357 19352 0.7158 7531 0.3181 17611 28684
4 0.3308 1713 0.5112 1596 0.3792 1686 1706
1 0.5366 1652 1.7806 1415 0.7049 1633 1607
2 0.4379 2303 0.8829 2084 0.5871 2244 1943
3 0.3143 2885 0.5646 2704 0.4226 2818 2735
4 0.4449 1250 0.8446 1192 0.4552 1249 1159
1 0.0615 >100000 0.0443 >100000 0.0435 >100000 >100000
2 0.0615 >100000 0.0857 >100000 0.0452 >100000 >100000
3 0.0620 >100000 0.0886 >100000 0.0452 >100000 >100000















































































By analysing the results in Table 2 and Table 3, it can be observed that JALAYER & 
CORNELL formulation provides results having an extremely variable scatter with respect to 
numerical integration, depending on the analysed structure and the demand parameter. In 
particular the highest values of the mean percentage variation are obtained for the X-
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braced frame, ranging from 11.82% to 49.96%. Regarding the evaluation of the demand 
dispersion, as the second method (the iterative procedure) provides the highest values of 
percentage variation, it is not suitable for providing the demand dispersion to be used in 
Eq.(6). Lower variations are provided by the first and the third method. In such cases, the 
percentage variation ranges from 1.85% to 10.02% for the single diagonal braced frame, 
from 1.68% to 8.66% for the V-braced frame. Both the method 1 (mean demand dispersion 
in the range of interest of IM) and the method 3 (mean demand dispersion in a predefined 
range of IM) provide acceptable variation with respect to exact values, obtained by nu-
merical integration, of limit state frequency, so that they can be considered almost equiva-
lent. Nevertheless, judging from the simplest derivation of the demand dispersion by 
applying the method 1, it can be suggested as a reliable criterion for evaluating the demand 
dispersion aiming at the application of Jalayer and Cornell approach. 
 
Table 3. Mean percentage variation with respect to numerical integration for each demand parame-
ter 
 
CBF DM Method 1 Method 2 Method 3 
MIDR 8.96% 33.84% 7.19% 
µ/ µlim 1.85% 53.80% 7.78% 
Single 
braced 
frame  Nc.Sd/Nc.Rd 10.02% 6.97% 2.44% 
MIDR 18.15% 49.69% 26.88% 
µ/ µlim 11.82% 34.90% 12.83% 
X-braced 
frame 
Nc.Sd/Nc.Rd 28.51% 34.20% 29.94% 
MIDR 1.70% 18.44% 1.68% 
µ/ µlim 8.66% 5.81% 6.98% 
V-braced 
frame 
Nc.Sd/Nc.Rd 2.82% 7.34% 1.69% 
5 Conclusions 
In this work a comparison between seismic reliability obtained by means of the numerical 
integration of PEER equation and by means of JALAYER & CORNELL approach has been 
shown for three different typologies of concentrically braced frames. Aiming at the appli-
cation of JALAYER & CORNELL approach, based on the homoskedasticity hypothesis, three 
different criteria for the evaluation of demand dispersion have been discussed. Analysis 
results show a high variability of the return period (or the mean annual frequency of ex-
ceeding a defined limit state) with the chosen criterion. Therefore, on one hand the advan-
tage of JALAYER & CORNELL approach is its simplicity (when the probabilistic seismic 
demand analysis has been carried out), but, on the other hand, it could provide not suffi-
ciently accurate results when the demand dispersion is not chosen carefully. To this scope, 
the first method, consisting in the evaluation of the mean demand dispersion in the range of 
interest of Sa, can be suggested, because it is simple to be applied and provides low scatters 
with respect to the results coming from numerical integration. 
Giugliano et al.: Seismic reliability of CB-frames: influence of homoschedasticity hypothesis of structural … 
328 
References 
[1] Cornell, C.A.; Krawinkler, H.: Progress and Challenges in Seismic Performance As-
sessment. PEER newsletter, 2000 
[2] EN 1993-1-1 Comité Européen de Normalisation: Eurocode 3: Design of Steel Struc-
tures. Part 1: General Rules and Rules for Buildings, 2005 
[3] EN 1998-1 Comité Européen de Normalisation: Eurocode 8: Design of Structures for 
Earthquake Resistance. Part 1: General Rules, Seismic Actions and Rules for Build-
ings, 2004 
[4] EN 1998-1 Comité Européen de Normalisation: Eurocode 8: Design of Structures for 
Earthquake Resistance. Part 2: Bridges, 2004 
[5] Federal Emergency Management Agency (FEMA 273): Guidelines for the seismic 
Rehabilitation of buildings. Washington, 1997 
[6] Georgescu, D.; Toma, C.; Gosa, O.: Post-Critical Behavior of K-Braced Frames. 
Journal of Costructional Steel Research, Vol. 21 (1991) 
[7] Giovenale P.: Valutazione del rischio sismico di strutture: caratterizzazione 
dell’azione e tecniche di analisi. Phd Thesis, Università degli Studi di Roma, 2002 
[8] Jalayer F.; Cornell C.A.: A Technical Framework for Probability-Based Demand and 
Capacity Factor Design (DCFD) Seismic Formats. PEER Report, 2003 
[9] Longo, A.; Montuori, R.; Piluso, V.: Influence of Design Criteria on the Seismic Re-
liability of X-braced frames. Journal of Earthquake Engineering, Vol. 12 (2008), 
406-431 
[10] Maison B.F.: PC-ANSR (based on: MINI-ANSR and ANSR-1). A Computer Pro-
gram for Nonlinear Structural Analysis. 1992 
[11] Pacific Earthquake Engineering Research Center, PEER Strong Motion Database, 
http://peer.berkeley.edu/smcat 
[12] Shome N.; Cornell C.A.; Asce M.: Structural seismic demand Analysis: Considera-
tion of Collapse, 8th ASCE Specially Conference on Probabilistic Mechanics and 
Structural Reliability. 2000 
[13] Tremblay R.: Inelastic seismic response of steel bracing members. Journal of Con-
structional Steel Research, Vol. 58 (2002), 665-701 
Graubner, Schmidt & Proske: Proceedings of the 6th International Probabilistic Workshop, Darmstadt 2008 
329 
Introducing Entropy Distributions 
Noel van Erp & Pieter van Gelder 
Structural Hydraulic Engineering and Probabilistic Design, TU Delft 
Delft, The Netherlands 
1 Introduction 
In this paper we first introduce an algorithm presented by Rockinger and Jondeau to esti-
mate Entropy distributions. We then proceed to demonstrate the ability of these Entropy 
distributions to capture the general characteristics of a non-Gaussian distribution. Finally 
we point out a limitation of the algorithm, which is essentially a limitation of the numerical 
implementation of minimization algorithms in Matlab and Maple. 
2 Defining Entropy Distributions 
Following ROCKINGER & JONDEAU (2002), we will define Entropy distributions to be those 
distributions which maximize the information entropy measure  
( ) ( )logH p x p x dx= −∫        (1) 
while at same time satisfying the 1+m  moment constraints 
( )i ix p x dx b=∫ ,    0,1, ,i m= …       (2) 
where 0 1b = . It can be shown (JAYNES 2003) that such Entropy distributions always will 
be of the following (Pearsonian) form 


















= − − − −
⎛ ⎞= − −⎜ ⎟
⎝ ⎠
∑
      (3) 
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where, for a given domain of x , { 0λ , ... , mλ } is the unique (JAYNES 2003) set of La-
grange multipliers which defines the probability distribution which maximizes the informa-
tion entropy measure (1) while at the same time satisfying the moment restrictions (2).  
Three very well known Entropy distributions are the Uniform, Exponentional and Normal 
Distributions, which correspond, respectively, to special cases of 0m = , 1m =  and 2m = . 
However for 3m ≥ , there are no explicit solutions of the set { 0λ ,… , mλ } in terms of the 
corresponding moment restrictions { 0b ,… , mb }. So for 3m ≥  we will have to find the spe-
cific set { 0λ ,… , mλ } which maximizes (1) under moment constraints (2) numerically. In 
the following we will introduce a very clean algorithm presented by ROCKINGER & 
JONDEAU (2002) which does just that. 
3 The Rockinger and Jondeau Algorithm 
First define the domain of all possible values of x , say, xD . Then numerically minimize 








Q x b dxλ λ λ
=
⎡ ⎤≡ −⎢ ⎥⎣ ⎦
∑∫…      (4) 
by some computing package like Maple or Matlab. Now to obtain the Entropy distribution 
one simply inserts the values of { 1λ ,… , mλ } into the equation below 







p x P xλ λ λ
=
⎛ ⎞= −⎜ ⎟
⎝ ⎠










P x dxλ λ λ
=
⎛ ⎞≡ ⎜ ⎟
⎝ ⎠
∑∫…       (6) 
For a further treatment and an implementation of this algorithm in Matlab see Appendices 
A through C. 
4 Approximating an Emperical Distribution of a Limit 
State Equation with Entropy Distributions 
If the difference of the local water-level with the water-level in the polder, h∆ , exceeds the 
critical head difference ph  then failure due to piping occurs, and the limit state equation of 
this failure is given as: 
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 hhZ p ∆−=         (7) 
In our problem h∆  is defined to be deterministic with value 850.2=∆h , and ph  is defined 



































































   (8) 
whit the stochastics having the following distributions: 
( ) ( ) ( )
( ) ( )


















  (9) 
We sample function (8) one million times in a Monte Carlo simulation, and proceed to 
construct the following emperical distribution: 
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Figure 1: emperical distribution of piping using one million Monte Carlo Realisations 
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The empirical distribution in Fig. 1 has as its first (standardized) cumulants:  
57.24=empµ , 57.6=empσ , 69.0=empγ , 85.3=empκ   (10) 
In Fig.2 we now plot the first-, second-, third-, fourth-order Entropy distributions together 
with the emperical distribution seen in Fig.1, and we see that the Entropy distributions 
quickly converge to the shape of this target distribution. 













































Figure 2: plot of the emperical distribution together with Entropy distributions  
 
In order to get a better view of the convergence of the fit in the tails we now give the corre-
sponding semi-log-y plots of the c.d.f.’s, and we see how the inclusion of more cumulants 
gives a better fit at the left tail. 
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Figure 3: semi-log-y plot of the emperical c.d.f. together with Entropy c.d.f.’s 
 
Looking at Fig.3 one would expect that the inclusion of more cumulants would lead to bet-
ter fitting Entropy distributions. This is probably true, but this is also where we encounter a 
difficulty with the Jondeau-Rockinger algorithm, or rather with the minimization packages 
in Matlab and Maple. The problem being that if we minimize over five or more variables 
the minimization packages of Matlab and Maple break down. We have here just another 
instance of ‘the curse of dimensionality’ at work. To end on a more positive note, if we 
have better minimization algorithms, then we probably may construct higher order Entropy 
distributions. 
5 Discussion 
So, having that, in the absence of better minimization algorithms, the fourth-order MaxEnt 
distribution is the highest order MaxEnt distribution currently available, what might be the 
added value of these MaxEnt distributions? For anyone who wants to use a distribution that 
corrects for skewness and kurtosis the fourth-order MaxEnt distribution might be a wel-
come adition over the well-known Gaussian distribution, the latter being just a special case 
of a second-order MaxEnt distribution. Rockinger and Jondeau, for example, develop in 
their article a GARCH model in which the residual is modelled using a fourth order En-
tropy distribution instead of the more traditional Gaussian and generalized Student-t distri-
butions. 
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6 Appendix A 
We are looking for the density ( )p x  which maximizes the information entropy measure 
(1), while at same time satisfying the 1+m  moment constraints (2). 
Step 1:  
First we again take a look at (3).  







p x xλ λ
=
⎛ ⎞= − −⎜ ⎟
⎝ ⎠
∑       (A.1) 
We notice that the factor ( )0exp λ−  is independent of x  and as such is a scaling factor 
which guarantees that the 0th moment constraint is satisfied, ( ) 1p x dx =∫ .  It follows that 
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P x dxλ λ λ
=
⎛ ⎞≡ ⎜ ⎟
⎝ ⎠
∑∫…       (A.3) 
So (A.1) can be rewritten as 







p x P xλ λ λ
=
⎛ ⎞= −⎜ ⎟
⎝ ⎠
∑…       (A.4) 
It follows that the Entropy distribution which maximizes the information entropy measure 
(1) while at the same time satisfying the moment restrictions (2), is completely determined 
by the smaller set { 0λ ,… , mλ }. 
Step 2: 
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We define ( )1, , mQ λ λ…  as 







Q x b dxλ λ λ
=
⎡ ⎤≡ −⎢ ⎥⎣ ⎦
∑∫…      (A.5) 
The following relation holds between P  and Q : 
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  (A.6) 
By substituting the result of (A.6) into (A.4), we can rewrite ( )p x  as 
( ) ( )
( )
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Step 3   (A.7) 
We now observe that from (2) it follows that 
( ) ( ) ( )






x p x dx b x p x dx b p x dx





∫      (A.8) 
It follows out of equality (A.8) that the gradient, say, ig  of Q  equals the zero-vector: 
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  (A.9) 
The fact that 0ig =  implies that we are looking for some minimum or maximum of Q . 
We then proceed to find that the Hessian matrix, say, ijG  of Q  equals a symmetric vari-
ance-covariance matrix of powers ix , 1, ,i m= … : 
( )
























    (A.10) 
And since the powers ix , 1, ,i m= … , are linearly independent it follows that this variance-
covariance matrix ijG  must be positive definite and of full rank. It then follows from the 
min-max rule of multivariate calculus that the set { 0λ ,… , mλ }  for which Q  is at a global 
minimum is also the set for which the Entropy distribution (A.4) maximizes the informa-
tion entropy measure (1) while at the same time satisfying the moment restrictions (2). 
This concludes the proof. 
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7 Appendix B 
In the following we give a standardization of the above ROCKINGER & JONDEAU algorithm 
which makes it easier to implement this algorithm. This standardization is also taken from 
ROCKINGER & JONDEAU (2002).  Let µ  and σ  be, respectively, the mean and standard 
deviation of an arbitrary density, then we may define the kth standardized centralized mo-
ment ( )kµ  as 








≡         (B.1) 
Suppose that we want to find the Entropy distribution ( )h x  under the following moment 
constraints 
( )h x : 1b µ= ,   22b σ= ,   33 µ=b , … ,    mmb µ=     (B.2) 
We then may, without any loss of generality, set the first two moment constraints 1b  and 
2b , respectively, to zero and one, so as to get  
( )g y : 1 0b = ,   2 1b = ,   ( )33b µ= , … ,    ( )mmb µ=     (B.3) 
where y  is related to x  in the following way 
xy µ
σ
−= ,  dxdy
σ
=       (B.4) 
Out of (B.2), (B.3) and (B.4) it then follows that 
( )
( )




−⎛ ⎞= ⎜ ⎟
⎝ ⎠
=
       (B.5) 
So if we evaluate the ROCKINGER & JONDEAU algorithm (4) – (6) using moment constraints 
(B.2), then we may set the domain of y , say, yD , standard to 
[ ]: 6, 6yD −         (B.6) 
since this will correspond, as can be deduced from (B.4), to a domain on x  of minus and 
plus six standard deviations around the mean 
[ ]: 6 , 6xD µ σ µ σ− +        (B.7) 
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8 Appendix C 
 
Script 1: M1 Function 
function lambda = M1(a,b,skew,krt)  
lambda = fminsearch(@(l) Q(l,a,b,skew,krt),[0,0,0,0]); 
function y1 = Q(l,a,b,skew,krt) 
y1 = quad(@functie,a,b,[],[],l,skew,krt); 
function y2 = functie(x,l,skew,krt) 
y2 = exp(x*l(1) + (x.^2 - 1)*l(2) + (x.^3 - skew)*l(3) + (x.^4 - 
krt)*l(4)); 
 
Script 2: M2 Function 
function  c = M2(a,b,lambda) 
c = quad(@ruw,a,b,[],[],lambda); 
function y = ruw(x,lambda) 
y = exp(x*lambda(1) + x.^2*lambda(2) + x.^3*lambda(3) + x.^4*lambda(4)); 
 
Script 3: MaxEnt Function 
function y1 = MaxEnt(x,mu,sigma,lambda,c) 
y1 = (1/c)*(1/sigma)*ruw((x-mu)/sigma,lambda); 
function y2 = ruw(x,lambda)  
y2 = exp(x*lambda(1) + x.^2*lambda(2) + x.^3*lambda(3) + x.^4*lambda(4)); 
 
Script 4: Algorithm 
%cumulants 
mu = 3; sigma =  2; skew  = 2; krt   = 3.5; 
%integration limits in standard deviations 
a = -6; b = 6;  
%algorithm (input voor MaxEnt function) 
lambda = M1(a,b,skew,krt); 
c = M2(a,b,lambda);  
%graph limits  
A = mu + a*sigma  ; B = mu + b*sigma;  
%graph 
x = A:0.1:B;   
y = MaxEnt(x,mu,sigma,lambda,c); 
plot(x,y) 
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How to Interpret the Beta Distribution in Case of a 
Breakdown 
Noel van Erp & Pieter van Gelder 
Structural Hydraulic Engineering and Probabilistic Design, TU Delft 
Delft, The Netherlands 
1 Introduction 
If we have observed r  successes in n  trials, then we may use the Beta distribution to 
assign a probability distribution to the underlying probability of a success, θ . In cases 
where the probability of success or failure is very small, as in some Monte Carlo 
simulations, and/or the amount of data is limited, as in most field studies, we may very 
often observe 0=r  or nr =  successes in n  trials (depending on how we define a success 
or a failure). However, the Beta distribution is known to break down for these specific cas-
es (JAYNES). In this paper we point out that there is relevant information regarding the oc-
currence probability of the observed (Monte Carlo) events to be extracted from such 
broken down Beta distributions. 
2 Introducing the Beta and the log-odds distributions 
If we have observed r  successes in n  trials, then we may use the Beta distribution to 
assign a probability distribution to the underlying probability of a success, θ :  
( ) ( )( ) ( ) ( ) θθθθθ drnr




−=   (1) 




rE =θ ,                          ( ) ( )( )1var 2 +
−=
nn
rnrθ   (2) 
Now suppose that instead of working with probabilities θ  we prefer to work with log-odds 
ω . Then we may perform a change of variable in (1) from θ  to ω , where 







log   (3) 
Since the probabilities θ  may take on values anywhere from 0  to 1, it follows that the 











=   (4) 
If we substitute (4) into (1) we get the distribution which gives the probability of the log-
odds of a success, ω , given  r  successes in n  trials. 
( ) ( )( ) ( )
( )
( ) ( )
( )
( ) ( )
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  (5) 
The mean and the variance of (5) may be approximated (see also Appendix A) as 









rE logω ,                          ( ) ( )rnr
n
−
≈ωvar   (6) 
3 Studying the case of r = 0 and r = n 
In practice we often may encounter 0=r  and nr =  successes in n  trials; for example, 
looking back over the period 1954 – 2008, no flood defense failures of primary flood de-
fenses occurred in the Netherlands, so r = 0 over that period of 55 years. But we have that 
the Beta distribution (1) and the equivalent log-odds distribution (5) will break down for 
these specific cases. The reason for this is that only for nr <<0  the kernels of (1) and (5) 
will converge, that is, 
( ) ( )( )[ ]



















ωθθθ   (7) 
while for 0=r  and nr =  the kernels of (1) and (5) will diverge, that is, 











11   (8) 
So the question then becomes what to do when we have zero or n  successes in n  trials? Is 
there some way we may salvage distributions (1) and (5) for these cases? We think there is. 
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First we recall that the distributions (1) and (5) are equivalent, differing only in scale. 
Having said this we choose, for reasons which will be explained later on, to use the log-
odds distribution (5) for our exposition. We now observe that in the case that 0=r  the 
kernel of (5) reduces to 
( )







  (9a) 
while for nr =  the kernel of (4) reduces to 

















exp   (9b) 
We have that for 0=r , that is, (9a), the kernel of (5) goes from zero to one as ω  goes 
from ∞  to ∞− , while for nr = , that is, (9b), this order is reversed. For example, for a 
hundred successes in a hundred trials we find the following plot 
 
Fig. 1: kernel of the log-odds ω for 100n r= = . 
Now looking at (9b) and Fig. 1, we may easiliy see why the integral (8) diverges for nr = . 
This happens because for nr =  the kernel of (5) behaves like an ‘improper’, that is, 
unnormalizable, uniform distribution on the interval ( )∞,a , where a  is some constant; that 
is, the kernel of (5) behaves like ( )∞,aU . And just as an uniform distribution may convey 
highly relevant information to us, so the kernel of (5) also conveys highly relevant 
information to us. The information being that the log-odds of success are bounded from 
below by some value a , while the exact value of log-odds is undecided over the region 
( )∞,a . 
We may reflect on this for a while, and find that this is indeed the conclusion our common 
sense would suggest to us after observing n  successes in n  trials in some process in which 
we know with certainty that successes as well as failures may occur, albeit, the 
probabilities of the latter being relatively small.  
Now there only remains one technicality we will want to resolve. Looking at Fig. 1 we see 
that the kernel of (5) is not a clean-cut step-function like the uniform distribution, so how 
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do we choose a specific value for our lowerbound a ? To resolve this question we look at 
the lowerbound we would get if we would observe one failure in our next (n+1)th trial. The 
rationale being that the lowerbound for nr =′  in 1n n′ = +  trials is a worst case scenario 
and, thus, will be conservative relative to the best case scenario 1r n′ = +  in 1n n′ = +  
trials.  
Utilizing (6) and using a %90  criterium of two standard deviations, the lowerbound a  
reduces to the following simple function of n : 
( ) ( ) ( ) 12 var log 2 na E n
n
ω ω +≈ − = −   (10) 
So, for our example, for 100== nr , we find the lowerbound 60.2≈a . In Fig. 2 we show 
how the kernel of (5) for 100== nr  relates in the crtitical region to the left tail of the 
(scaled) distribution (5) for 100=′r  and 101=′n .   
 
 
Fig. 2: kernel of the log-odds ω for 100n r= = , together with the (scaled) distribution for 
100r′ =  and 101n′ =  
Looking at Fig. 2, we can see that the lowerbound given in (10) does indeed seem to be 
adequete. Following a same line of reasoning, we may derive the following suitable 
upperbound b  for 0=r  successes in 100=n  trials: 
( )
n
nnb 12log ++−≈   (11) 
Note that if one should feel uncomfortable with this particular choice of a  and b , one may 
always opt for the even more conservative choice of 1−=′ nr  in nn =′ ; we leave it to the 
interested reader to work out the resulting equations for a  and b . 
Having found equations (10) and (11) we now will explain way we reverted from the 
probability scale θ  to the log-odds scale ω . It is only in the wide open log-odds spaces, 
ranging from ∞−  to ∞ , that the uniform character of the kernels (9a) and (9b), which led 
us so effortlessly to (10) and (11), is revealed. The corresponding Dirac-delta-like kernels 
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of (1) in the finite, and thus severely cramped, probability space, ranging from 0 to 1, are 
much more daunting to our untrained intuition. 
Having said this, we now use the same line of reasoning to find the equivalent equations of 
(10) and (11) on the probability scale θ , where instead of using (6) we now use (2). We 








nα   (12) 










β   (13) 
So if we observe nr =  or 0=r  successes in n  trials and if we are using a log-odds scale 
ω , we may revert, respectively, to equations (10) and (11); but if we would rather like to 
use a probability scale θ , we may revert, respectively, to equations (12) and (13).  
However, if one wishes to use a probability scale, then the approximate character of using 
±  two standard deviations might become an issue because of the relative high skewness of 
distribution (1) in cases were r  is either small or large. In this case we recommend using 
distribution (1) directly, with 100=′r  and 101=′n , to calculate a suitable left-tail value. 
4 Discussion 
Beta distributions break down only because we are carelessly jumping into limits of 
absolute certainty. Something which for nr <<1  is quite harmless, though not for the 
special cases 0=r  and nr = , and hence the breakdown. In the general case were nr <<1  
the Beta distribution and its log-odds equivalent will be sufficiently bounded from above 
as well from below to keep the integrals from diverging as we integrate from one limit of 
absolute certainty, 0=θ  or −∞=ω , to another limit of absolute certainty, 1=θ  or ∞=ω . 
However, for the cases 0=r  and nr =  these two infinities are approached without there 
being enough data to prevent our distributions from diverging and becoming improper. So 
in these two specific cases we have to take extra care to set the limits on which we define 
our distributions to be; that is, we have to set 0 1θ< <  and, equivalently, ω−∞ < < ∞ . If 
we do just this and retrack our steps, then we will see that the resulting proper 
normalizable kernels will lead us to the same conclusions and equations as were found in 
this paper using the improper unnormalizable kernels. 
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Appendix A 
We derive the modus of ( )nrp ,|ω  by taking the log of both sides of (5) 
( )[ ] ( )[ ]ωωω exp1log,|log +−+= nrCnrp   (A.1) 
and proceeding to find the maximum of this log-function 











d   (A.2) 










rlogω̂   (A.3) 
Since the mean of a distribution is approximately equal to its modus, we have that 










rE logω   (A.4) 
To find an approximation to the variance of distribution we make a second-order Taylor 
expression around the maximum ω̂ : 
( )[ ] ( )[ ] ( )[ ] ( )
( )[ ] ( )







































  (A.5) 
where C ′  is some constant. With some algebra we may find 






























  (A.6) 
Substituting (A.6) in (A.5) we get 
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rnrCnrp   (A.7) 
If we exponentiate (A.7) we get 







rnrCnrp   (A.8) 
where ( )CC ′≡′′ exp . From (A.8) it follows that the variance of the log-odds is approxi-
mately equal to 
( ) ( )rnr
n
−
≈ωvar   (A.9) 
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PC-River – Reliability Analysis of Embankment Stability 
Maximilian Huber, Axel Moellmann, Pieter A. Vermeer 
Institute of Geotechnical Engineering, University Stuttgart 
Abstract: The objective of risk analysis in flood protection is to get a system-
atic judgement of flood risk taking into account cost-benefit aspects. Flood risk 
for the purpose of this paper is defined as the product of failure probability and 
the allocated vulnerability of the flooded area. A reliability analysis of river 
embankments is presented for a case study incorporating the uncertain input 
parameters of loads and resistance. Different failure modes and their combina-
tions are considered when choosing strengthening measures of the embank-
ments. These improvements are evaluated in terms of a cost – benefit ratio. 
This paper is accompanied by another workshop publication related to the 
same project PC-River financed by the German Federal Ministry of Education 
and Research (BMBF) (MOELLMANN et al., 2008). 
1 Introduction and Motivation 
Damage due to several flood events over the last couple of years and their effects on peo-
ple and environment have called attention to limitations and deficiencies in flood protec-
tion in Germany. Within the project PC-River, incorporated into the research program 
“Risk Management of Extreme Flood Events”, the University of Stuttgart is extending the 
program PC-Ring for reliability assessment towards sea dikes to PC-River, a program for 
river embankments. The existing model takes into account various failure modes in order 
to determine the weak sections of a stretch of an embankment, which in turns allows the 
engineers to better judge embankment safety and priorize the strengthening of embank-
ment sections that have higher failure risk than others in the context of cost-benefit com-
parisons. 
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2 Fundamentals on Probabilistic Design 
In order to determine the reliability of a structure, the so-called limit state equation must be 
defined. The limit state equation Z is usually defined as the difference between resistance 
and stress.  
σS σS σR σR















Fig. 1: Probability representation for load and resistance 
As shown in Figure 1, the resistance and load are stochastic input parameters defined by 
probability density functions. Failure occurs if the stress S exceeds the resistance R. The 
failure probability p(F) can be visualized as the area of overlap between the curves for R 
















=  (1) 
which is a useful measure to indicate how many standard deviations σZ the mean value µZ 
of the limit state equation is away from failure. The smaller β, the more likely failure is to 
occur and vice versa. The First Order Reliability Method (FORM) proves to show a good 
compromise between accuracy and computational effort in comparison to other probabilis-
tic calculation techniques. FORM linearizes the limit state function Z in order to determine 
via an iterative procedure the optimal solution, which yields the most probable input pa-
rameter combination at failure as described in VRIJLING [11]. In addition to that, a factors 
are determined, which describe the sensitivity of each stochastic input parameter on the 
failure probability. 
3 Reliability Analysis 
PC-Ring implements reliability analysis of a stretch of embankment considering all princi-
pal dike failure modes. The analysis generates an estimate of the probability of system 
failure. For each dike section a probability of failure is calculated to identify the weak links 
in an embankment as well as the mechanism and variables that contribute to failure the 
most. To evaluate the reliability of an embankment, the program requires a set of stochastic 
and deterministic data consisting of geometric data (slope, orientation, fetch, … etc.), ma-
terial properties (weight, sliding strength, … etc.) and hydraulic loads (wind and water 
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level). Spatial correlation as well as the correlation in time is taken into account in the 
evaluation of the reliability as described in VROUWENVELDER  [10]. 
3.1 Failure Modes 
Figure 2 illustrates the implemented failure modes overflow/overtopping, uplift/piping, 
slope instability and damage of revetment together with the corresponding limit state  e-
quations. 
 
Fig. 2:  Failure modes 
After calculating the probability of failure for each failure mode, the system behaviour 
must be analyzed. According to the method of HOHENBICHLER & RACKWITZ, as described 
in STEENBERGEN et al. [7], two failure modes are combined to one representative failure 
mode. In other words, a new limit state function was formed out of two. This is repeated as 
long as just one limit state function describes the behaviour of the system. 
4 Reliability Analysis of a Dike Stretch 
4.1 Case Study 
A case study located along the middle part of the Elbe river in Saxony (Germany) in the 
neighbourhood of Torgau was performed to prove the applicability of PC-River to river 
systems, at least, inside of Germany. The area of this case study is shown in Figure 3.  
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 Fig. 3:  Investigation area (source : Dam Authority of Saxony) 
4.2 Boundary Conditions 
In a first step, which is not mentioned here in detail, a hydrodynamic-numerical discharge 
model was set up in order to get the water levels for a variety of discharge conditions. As 
shown in Figure 4, the relation between discharge and return period as well as the relation 
between discharge and exceedance duration of discharges, was evaluated from historical 
extreme value statistics of the discharge to fulfil the required structure in PC-Ring. 
The model of BRETSCHNEIDER takes depth of the water, wind speed and fetch of a dike 
section into account to calculate the wave heights as described in STEENBERGEN ET AL. [6]. 
The Umweltinformationssystem Sachsen (Fachinformationssystem Hydrogeologie) pro-
vides extensive information about the depth of soil layers, their thicknesses and their grain 
size distributions. In addition, data about the classification of clays, standard penetration 
tests, groundwater tables and hydraulic conductivity can be collected for various soil inves-
tigation sites spread over the project domain. With the help of standard correlations in soil 
mechanics as described in DIN 1055-2 [2] and by SCHMERTMANN [9], shear strength pa-
rameters as well as hydraulic conductivity were derived and compared to PHOON ET AL. [8]. 
Given that a sufficient data base was available, the effect of spatial correlations of the input 
parameters for the failure probability of a dike stretch was taken into account. For most 
cases, default values of the correlation length of the input parameters had to be adopted by 
using the semivariogram technique. By using equation 2, one can take the spatial correla-
tion into account as described in BAKER ET. AL. [1]. An attribute f(xi) at a certain location xi 
is compared at different distances τ.  
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Fig. 4:  Hydraulic boundary conditions of the case study 
 
Fig. 5:  Semivariogram for the altitude of the landward embankment toe 




1τγ ∑ +−=  (2) 
The relation between γ(τ) and τ, which was fitted graphically by hand, shows an asymp-
totic behaviour at a certain distance as illustrated in the example shown in Figure 5. 
The benefit of the Kriging-technique is that one determines both mean and standard devia-
tion of an interpolated property. Problems occur if a strong correlation among the meas-
urements is assumed while the deviation of the measured values is quite large. Then the 
correlation matrix often produces negative or small positive eigenvalues, which result in 
unreliable estimations for mean value and standard deviation. In such cases, a correlation 
of the measurements is neglected and the statistical moments are computed by common 
statistical methods. In cases where the measured input parameters are more weakly corre-
lated, the procedure yields robust solutions. A simple example is presented in the appendix 
to highlight the Kriging–procedure that was adopted in this study. 
Huber, Moellmann & Vermeer: PC-River – Reliability Analysis of Embankment Stability 
354 
4.3 Determination of the Failure Probability 
4.3.1 Validation  
At the beginning of a reliability analysis with PC-River, the hydraulic boundaries must be 
validated. For this purpose the elevation of the embankment crest is set to the level of a 
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Fig. 6:  Validation with HW100 
The only failure mode is overtopping and the water level is the only stochastic variable. 
Theoretically, the return period should be 100 years. The difference of the calculated    
failure probabilities resulted from the deviations in the water levels generated by another 
hydrodynamic discharge model compared to the design water levels of the Dam Authority 
of Saxony. Also the approximation of the workline and the interpolation errors between the 
sections of the 1D hydrodynamic-numerical model caused small errors. 
4.3.2 Evaluation of the Probability of Failure 
Table 1 show the results of the calculations for the particular failure mechanisms and the 
combined failure probability of the stretch of the embankment shown in Figure 7. Damage 
of the revetment is usually a significant failure mode for sea dikes, but it is quite unlikely 
to occur for the river embankments due to the negligible wave heights for this part of the 
Elbe river. 
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Tab. 1:  Comparison of the return periods for the particular failure mechanisms  
 









1 324 476 > 5.000 > 5.000 223 
2 429 2.865 > 5.000 > 5.000 398 
3 383 157 > 5.000 > 5.000 127 
4 322 > 5.000 487 > 5.000 226 
5 351 > 5.000 > 5.000 > 5.000 351 
A 
6 595 389 > 5.000 > 5.000 263 
1 541 285 > 5.000 > 5.000 216 
2 341 146 > 5000 > 5.000 121 
3 319 474 671 > 5.000 216 
4 372 217 709 > 5.000 155 
5 215 2.469 1366 > 5.000 206 
B 
6 172 413 4950 > 5.000 146 
1 463 > 5.000 1709 > 5.000 461 
2 448 > 5.000 3759 > 5.000 448 
3 331 476 > 5000 > 5.000 238 
C 
4 302 725 > 5000 > 5.000 242 
1 746 > 5.000 > 5000 > 5.000 746 D 
2 610 > 5.000 > 5000 > 5.000 610 
1 121 > 5.000 > 5000 > 5.000 121 
2 143 > 5.000 > 5000 > 5.000 143 
3 218 > 5.000 > 5000 > 5.000 218 
4 234 1.529 > 5000 > 5.000 213 
5 309 > 5.000 > 5000 > 5.000 309 
E 
6 208 > 5.000 > 5000 > 5.000 208 
1 254 > 5.000 1.504 > 5.000 253 F 
2 495 > 5.000 3.663 > 5.000 494 
1 3.521 1.045 > 5.000 > 5.000 847 G 
2 1.111 > 5.000 > 5.000 > 5.000 1.111 
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Fig. 7:  Combined failure probability 
The slope stability mechanism was found to have, in comparison to other mechanisms like 
uplift/piping and overtopping/overflow, a higher return period. Approximately 1/3 of the 
evaluated sections had a return period for this mechanism below 5.000 years. Comparing 
uplift/piping to overtopping/overflow, one can deduce that overflow/overtopping domi-
nates. Also, the influence of two equally severe mechanisms in combination with another 
can be clearly seen. It should be mentioned that the absolute values of the failure may be 
questioned as the data base is not sufficient even though it is quite large. It is much better 
to compare return periods for failure modes or embankment sections relative to each other. 
4.3.3 Comparison with Failure Statistics  
To validate the results of the reliability calculation, a comparison to a statistical evaluation 
of failures during the severe flood at the Elbe and Mulde river in Saxony in 2002, that was 
carried out by the TU Dresden (HORLACHER [3]), was made. 38 breaches along homoge-
neous embankments were observed and analyzed taking into account the governing failure 
mechanism as shown in Figure 8. Overflow can be identified as the governing failure me-




























Dike Failure Statistics at Elbe and Mulde in 2002 Case Study
 
Fig. 8:  Comparison to dike failure statistics at Elbe and Mulde rivers 
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It should be noted, however that the statistics rest upon all dike failures along the Elbe and 
Mulde rivers whereas this case study examined only a 11 km long dike stretch at Elbe 
river. Furthermore, the current dike structure that has been estimated by the available geo-
metrical and material data was compared to that of the state for 2002 when the dike 
breaches took place. 
4.3.4 Reliability Water Level and Reliability Freeboard 
The above-mentioned results can be used to define a useful measure for the degree of pro-
tection as provided by a particular dike stretch. Knowing the design point of the dike 
stretch, a corresponding water level at failure can be estimated in the following way: To-
gether with the reliability index β and the corresponding α-factor for the water level h a 
standard-normalized water level uh can be defined according to equation 3. The standard-
normalized water level uh can be assigned to a return period T through the standard-
normalized probability density function shown in equation 4. 




























−=Φ−= ∫ deπβ  (4) 
Using the workline the corresponding discharge can be calculated and the hydraulic flow 
model enables to derive a water level. The so-determined reliability water level as indi-
cated in Figure 9 is the most probable water level at failure. 
In addition to that, a reliability freeboard can be defined, which indicates the gap between 
the design water level and the reliability water level. In contrast to the frequently used 
freeboard, the reliability freeboard not only considers the dike failure due to overflow but 
also due to all other relevant failure modes, and therefore gives a good indication of the 
degree of protection by the dike. The reliability freeboard for different sections are shown 
in Figure 10. 
Depending on the contribution of the remaining failure modes, the reliability freeboard can 
be smaller than the usual freeboard and it can even become negative if the reliability water 
level goes below the design water level. It should be noted that the definition of a reliabil-
ity freeboard is not the major aim of a reliability analysis as it is just a semi-probabilistic 




Reliability freeboard Dike body
  
Fig. 9:  Definitions of reliability water level and reliability freeboard 
 























































































































































































































































































































A B C D E F G  
Fig. 10:  Reliability freeboard and freeboard for embankment sections at the Elbe river 
4.4 Cost-Benefit Analysis 
One can conclude that it is useful to draw comparative conclusions of the results of a reli-
ability analysis, e.g. which dike section is the most critical and what are the most cost-
efficient measures to improve the flood risk. The weakest dike sections were selected from 
the results mentioned previously. 
Different relative depth-damage curves from GROSSMANN [3] and Elbe [5] were used to 
calculate the damage of farmland, traffic areas, residential and industrial areas due to a 
flood with varying return period up to 500 years. In this context, benefits were defined 
corresponding to damage not occurring. 
According to the reliability analysis, a prioritisation of the strengthening measures for each 
dike section was determined. In this case study, a sheet pile wall was used to elongate the 
seepage length and to reduce the piping mechanism. The reliability of overflow / overtop-
ping could be lowered by increasing the elevation of the dike crest. After strengthening the 
vulnerable dike section, the reliability of the whole dike stretch was re-evaluated.  
In order to make a comparison of costs of the strengthening measures and the benefits with 
different return periods, it was necessary to evaluate the cost and the benefits per year ac-
cording to the net present value method described in LAWA [7]. 
In Figure 11 the ratio of benefit and costs is plotted as a function of the return period in 
years. An upper and a lower bound of the benefit-cost ratio results of the different depth-
damage functions, used in this analysis. One observes that the larger the return period be-
comes, the more the benefit-cost ratio decreases. Also the difference between the damage 
due to the different dike breaches decreases because the water levels do not vary as much. 
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Fig. 11:  Benefit-cost ratio  
5 Conclusions 
The presented reliability analysis, which takes into account various failure modes and the 
uncertainties of the dike resistance, is a proposed basis for reliable flood risk management. 
For the case study at the Elbe river, the procedure predicted tendencies that were consistent 
with the dike failure statistics from the flood in 2002. A so-called reliability water level has 
been introduced as well as a reliability freeboard. The values give a simple and useful indi-
cation of the degree of protection of a particular dike section. 
Moreover in combination with a model to a calculated damage, the results of a reliability 
analysis with PC-River can be used to calculate flood risk. 
Further improvements are to be carried out. 2D hydrodynamic-numerical modeling and a 
Finite Element probabilistic evaluation of the slope stability will help to enlarge the accu-
racy of the reliability analysis. 
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=ρ ∆ij: Distance between two points  
Correlation coefficients ρij assuming Gaussian
correlation:
Extended correlation matrix Kij and vector Mm:














Reduced Kriging weights vector 
(Sum of entries is equal to one):
ijij MK =β⋅
Mean value of x at centre m: Standard deviation of x at centre m:






































Elevation of landward dike toe: 
x1 = 88,50m, x2 = 88,43m above sea level
Distance between points: 
∆12 = 270m; ∆1m = 70m; ∆2m = 200m






































































Mean value of elevation at m:









Standard deviation of elevation at m:
m003176,0x =σ
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Efficient Modelling and Simulation of Random Fields 
Veit Bayer & Dirk Roos 
dynardo GmbH, Weimar 
Abstract: The application of random fields to real-world problems, e.g. for as-
sessing the robustness and reliability of structural components with geometrical 
or material tolerances, has gained much interest recently. However, the large 
number of random variables involved inhibits the use of accurate and efficient 
methods to compute failure probabilities. Several measures to handle the large 
dimension or to reduce it are presented here. Besides advanced estimation and 
interpolation techniques, the central part is a concept to choose those random 
variables, which contribute most significantly to the observed structural re-
sponse. The procedure utilizes tools from robustness assessment after a rela-
tively small pilot simulation. The random field modelled by this reduced set of 
variables is then put into a reliability analysis. The method yields a drastic re-
duction of dimension, still it is suitable for robustness and reliability analyses. 
This is demonstrated by an application from practice. Computations were per-
formed by the optimization and stochastic software package optiSLang. 
1 Introduction  
Stochastic analyses of technical systems have gained increasing attention in engineering 
practice in recent years. Traditionally, reliability analysis means the computation of rare 
events that violate the safety or performance criteria of a system. It was developed in the 
context of assessing the risk of industrial or power plants and is used nowadays to calibrate 
partial safety factors of codes also for common civil engineering structures. Robustness 
assessment, on the other hand, deals with the sensitivity towards natural scatter of the sys-
tem parameters in a relatively high probability range, usually under working conditions. It 
is more and more introduced into design processes in the mechanical engineering (particu-
lar automotive) branch in the context of Robust Design Optimization (RDO) [7, 21, 27]. 
In order to obtain meaningful results from any of these analyses, an accurate model of the 
underlying randomness has to be used. Randomness can be classified into different types: 
Single random variables, constant in time and space, but possibly with different stochastic 
properties and mutually correlated, are able to describe single parameters of the analysed 
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structure or the loads acting upon it. Random processes can model a correlated random 
fluctuation over time, typically a dynamic loading, leading to a short term dynamic reli-
ability analysis. Here, the attention is drawn on random fields [5, 6, 9, 13, 15, 26, 28], 
which characterize a correlated random fluctuation over space, where the domain of obser-
vation is given by the analysed structure. Such spatial randomness is typically inherent in 
material properties such as yield strength or Young’s modulus, in geometrical imperfec-
tions due to manufacturing tolerance and distributed loads such as wind. 
Two typical applications of random fields are described as follows. First, measurements 
are made at a rather coarse grid of points on a structure. Such measurements are, for exam-
ple, properties of soil, or geometrical deviations from a given design. The task is to obtain 
from the scattering data an assumption for the random distribution of the measured prop-
erty on the entire structure for further processing. 
Second, single random parameters as input to a computation cause spatially distributed 
results. The random variables may be, e.g., process parameters of sheet metal forming, the 
results of the metal forming simulation are internal stresses and strains etc. Given random 
results at each node of the structural model, the influence of the input parameters shall be 
examined within a robustness analysis. 
In a computer application, the random field has to be discretised into a finite set of random 
variables. The discretisation points are typically the nodes or integration points of the 
structural (finite element) model, i.e. the observed parameter (material or geometrical 
property) at each discretisation point is random. As a consequence, the number of random 
variables can be very high, which inhibits the use of accurate methods of stochastic calcu-
lus, such as variance reducing Monte Carlo techniques [2, 14, 22] or advanced Response 
Surface Methods like ARSM [4]. 
Therefore it is a main aim of the development of random field software to reduce the di-
mension of the problem while retaining the variability and correlation structure of the ran-
dom field. In the following section, the common mathematical description of a random 
field is layed out, along with the conventional approximation based on the Karhunen – 
Loève expansion [13], which offers a way to reduce the problem dimension [5]. 
After this, a new concept is introduced in section 3 which utilizes statistical measures to 
relate the input variables with the system performance in order to identify the most impor-
tant random variables for further analysis. This concept which is based on robustness as-
sessment methods has been proven in test examples and real applications to be able to 
drastically reduce the number of relevant random variables. Moreover, suitable postproc-
essing gives insight to the engineer to be able to identify critical locations on the analysed 
structure. 
The procedure is accompanied by methods of estimation and interpolation for further data 
reduction, which will be explained in sections 4 ff. 
This bundle of methods for assessment of spatially distributed random data and modelling 
and simulation of random fields is implemented or under current development in the soft-
ware Statistics on Structures (SoS) by dynardo GmbH. Results can be transferred to the 
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software package optiSLang for robustness and reliability assessment and RDO [11]. The 
concepts are demonstrated at a realistic application example in section 7. 
2 Random Fields 
2.1 Formulation 
In the present section, the formulation of random fields is sketched as far as necessary for 
the developments to follow. A random function H(r) is defined on a spatial structure, char-
acterized by the location vector Str∈r . Hence, a considered property H is a random vari-
able at each point on the structure. Moreover, the random properties at two different 
locations can be mutually correlated among each others. 
Any random variable is defined by its probability distribution function, the distribution 
type assumed to be constant over the structure for a certain property. The stochastic mo-
ments which characterize the distribution are functions over space. For the special case of a 
Gaussian random field, the characterization by first and second moments provides the full 
information. In particular 
( ) E[ ( )] ( , )H HH hf h dhµ
+∞
−∞
= = ∫r r r   (1) 
denotes the mean function, and 
1 2 1 2 1 2 1 2 1 2 1 2( , ) E[ ( ) ( )]   ( , , , )  HH HR H H h h f h h dh dh
+∞ +∞
−∞ −∞
= ⋅ = ∫ ∫r r r r r r   (2) 
the correlation function, with E[:] being the expected value operation. RHH is a function of 
the distance between two points and indicates the amount of linear dependency between 
the random properties at these locations. It has the properties of symmetry: 
1 2 2 1( , ) ( , )HH HHR R=r r r r   (3) 
and positive semi-definiteness: 
1 2 1 2 1 2( , ) ( ) ( )  0
x x
HHR w w d d ≥∫ ∫ r r r r r r   (4) 
for any real valued function w( Str∈r ) defined on the structure. 
The so-called correlation length LHH, which is actually the centre of gravity of the correla-
tion function, is a typical property of RHH. It has to be estimated from measured data, 
manufacturing processes, natural scatter of material properties, etc. An infinite correlation 
length yields a structure with random properties, yet without fluctuations within the struc-
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ture. A zero correlation length yields uncorrelated (in case of the Gaussian type also inde-
pendent) variables. 
2.2 Modelling 
For a computational analyses, a random field has to be discretized in order to yield a finite 
set of random variables 1 1 2 2[ ( ), ( ),..., ( )]
T
n nX X X=X r r r , which are assigned to discrete 
locations on the observed structure. If the Finite Element Method is the method for the 
structural analyses, it is convenient to discretize the random field in the same way as the 
finite element model, e.g., at nodes, element mid points or integration points. In case of 
measurements as basis for random field modelling, the measurement points are used. The 
spatial discretization should be able to model the variability of the random field. For this 
purpose, it has been recommended by DER KIUREGHIAN & Ke [9], HISADA & NAKAGIRI 
[15] that the distance between two discretization points should be not more than 1 = 4 of 
LHH. 
The properties of the single random variables are derived from the random field properties 
explained previously, or right from measured data. As consequence of the discretization, 
the mean function turns into the mean vector and the correlation function becomes the cor-
relation matrix. It is convenient for the developments that follow to use the covariance ma-
trix instead of the latter, which is defined as 
:   ( , ) ( ) ( )XX ij HH i j H i H jc R µ µ= − ⋅C r r r r   (5) 
Both covariance matrix and correlation matrix are symmetric and positive semi-definite 
due to the respective properties of the correlation function. For the special case of a zero–
mean (µ = 0 = const:) Gaussian random field, correlation matrix and covariance matrix are 
identical and provide the full information on spatial randomness.  
As mentioned earlier, the number of random variables may be exhaustive. The processing 
of the covariance matrix becomes hardly tractable. Moreover, an assumed covariance ma-
trix and even one estimated from data may violate the necessary condition of positive 
semidefiniteness. These problems are addressed in section 4. 
2.3 Karhunen–Loève Expansion 
For a robustness or reliability analysis, realizations of the discretized random field have to 
be generated by Monte Carlo methods. Each realization represents an imperfect structure, 
which is subject of a structural (or other type of) analysis. For robustness assessment, the 
Latin Hypercube sampling method [12, 16, 17] yields a good second moment characteristic 
of the structural performance with a reasonable number of samples. For reliability analysis, 
variance reducing Monte Carlo methods [14, 22] have to be employed. Alternatively, the 
Adaptive Response Surface Method [4] provides a very good approximation of the limit 
state function which is computationally cheap to evaluate and facilitates the use of Monte 
Carlo simulation. When ARSM is applied, a support of the response surface is a systemati-
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cally defined random field realisation. However, such advanced reliability methods are 
sensitive towards the problem dimension [1, 23]. 
Random number generators can produce independent random variables only. For the as-
sumed case of Gaussian distributed variables, independence is equivalent to zero correla-
tion. It can be shown that the random variables will be uncorrelated after the following 
transformation. The covariance matrix is decomposed with help of an eigenvalue analysis: 
{ }diagT XX iλ=Ψ C Ψ   (6) 
Thereicn, Ψ  is the matrix of eigenvectors of CXX stored columnwise, and the eigenvalues 
are identical to the variances of the uncorrelated random variables 2:
ii i Y
Y λ σ= . The trans-
formation rule reads 
T=Y Ψ X   (7) 
and the backward transformation 
 =X Ψ Y   (8) 
because the eigenvectors Ψ  form an orthonormal basis. Hence it is possible to simulate the 
discretized random field X by a Karhunen-Loève expansion [13] which consists of a sum 
of deterministic shape funtions Ψ  multiplied by the respective uncorrelated random ampli-
tudes Y. 
The eigenvalues are usually stored sorted by magnitude in descending order, which is a 
measure for their contribution to the representation of CXX. This opens a way of reducing 
the dimension. Only those random variables with the highest variances are considered in 
the following computations. The quality of approximation of the random field is expressed 
by the variability fraction [5] 
 =X Ψ Y   (9) 
The number of the random variables considered has to be adjusted in order to reach a suffi-
cient quality, e.g. 0.9 0.99Q > ∼ . 
This type of data reduction is presently implemented in SoS. The experience was made, 
that a small number of variables still suffices for a good second moment characterization of 
the random field, as it is needed for robustness analysis. As a side effect, post-processing 
the respective form function for the most relevant random variables on the structure reveals 
critical locations which need closer consideration. 
However, although the random field approximation seems good, it may be not suitable for 
a reliability analysis. This was demonstrated by [3] on an example of reliability analysis of 
an imperfect shell structure prone to stability failure, and was experienced also in real ap-
plications to crash analysis. The truncated series explained above is not suitable, because 
the criterion is purely stochastic and does not account for the structural behaviour. On the 
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other hand, purely mechanical considerations may not work as well, if they fail to represent 
the random field properly. 
3 Selection of Variables by Robustness Analysis 
The previous remarks explain the motivation for the development of a procedure which 
selects those mode shapes and random variables, which contribute “most” – by means of 
stochastic influence – to a certain structural performance. The robustness analysis, as de-
scribed briefly in the following, offers tools for this purpose. 
The program optiSLang [11] offers the feature of robustness analysis [7]. Simply taken, 
robustness analysis examines statistical dependencies between any input and output quanti-
ties the user desires. In the application to RDO, the sensitivity of an optimized design to-
wards natural scatter of design or load variables can be assessed that way. The data is 
obtained from a Monte Carlo simulation with small sample size. The input variables are 
simulated following statistical properties provided by the user. optiSLang comprises func-
tions such as filters, fit tests or a principal component analysis of the correlation matrix, 
which shall reveal the most relevant influences on the output quantities observed. Results 
are presented graphically and facilitate identification of dependencies between variables. 
Two specific functions of the robustness tool kit are explained in more detail in the follow-
ing. Here, these tools are used to find a suitable selection of variables to represent the ran-
dom field in an optimal way, regarding both the stochastic characteristic and the structural 
system performance. 
The quadratic correlation is an augmentation to the well-known linear coefficient of corre-
lation. It provides a measure to what extent a response variable Y can be represented by a 
quadratic regression of an input variable, X. The regression model reads 
2ˆ( )   Y X a b X c X= + +   (10)
The parameters a, b and c are computed by linear regression. Samples of Ŷ  are gained by 
inserting samples of inputs X into eq. (10), values of the response Y itself are computed 
directly. Then the correlation coefficients ˆYYρ  and ˆ ˆYY YYρ ρ≠  are evaluated. The values 
range from 0 to 1, high values indicate a strong quadratic correlation between X and Y. The 
quadratic correlation matrix computed such is not symmetric. 
The Coefficient of Determination (CoD) is the ratio of variances of a regression model to 
that of the original variable. It indicates the amount of variability of an output variable Y, 
which can be explained by the variability of the input variable Xj underlying the regression 
model. For the quadratic regression of eq. (10): 






























Values of R2 vary from 0 to 1. A high value, e.g. R2 = 0.8, means that 80 % of the variabil-
ity of Y can be explained by a quadratic relation between Y and Xj. However, this is no ac-
curacy measure of the regression model, nor is it a proof of a quadratic relation between 
input and output but rather a measure for a general non-linear dependency. 
While the (quadratic) correlation coefficients only give information about the mutual rela-
tion of two variables, a ranking is possible based on the CoD, leading to the coefficient of 
importance (CoI): Starting from a full regression model for an output variable using all 
inputs, X, systematically one variable Xl at a time is omitted and the change in the determi-
nation observed: 
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where the vector X -l is of a dimension one less than X with the variable Xl left out. This 
yields a relative influence (importance) of the lth input variable on the variance of the re-
sponse. 
It is proposed to use the CoI as criterion for the choice of random variables. It will be 
shown in section 7, that it leads to another set of considered variables which is more suit-
able for the subsequent reliability analysis. As opposed to the input oriented criterion based 
on the variability fraction, eq. (9), the input variables are now weighted by their influence 
on the structural performance. Thus the choice of variables based on the CoI yields a good 
representation of the variability of the structural response, which is actually the desired 
criterion. 
4 Estimation of Covariances 
Positive semi-definiteness is a necessary condition of a matrix for being a covariance ma-
trix. For modelling an artificial random field, a correlation function, cf. eq. (2), is assumed. 
Most common are the linear and exponential functions. These are purely positive, which is 
not always realistic, since negative correlations between different locations on a structure 
may exist. More sophisticated correlation functions have in common the positive semi-
definiteness for the infinite domain. However, with the domain limited by the structures 
borders and particular in three-dimensional space, a covariance matrix defined with help of 
these functions is most often not positive definite. 
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In the other typical case of application, when a random field is derived from measure-
ments, the problem occurs that the amount of data is far too low for an accurate estimation 
of the covariance matrix regarding the high number of parameters. The commonly used 
least squares estimator, also called empirical estimator, may yield an estimate of the co-
variance matrix which is not positive definite. The so-called shrinkage estimator, which 
can cope with low number of data and enforces a positive definite matrix, is introduced in 
this section.  
The task at hand is to estimate a large set of parameters (all members cij of the covariance 
matrix). In the empirical approach, each parameter is estimated independently from the 
others. Also the error terms are regarded as independent, yet identically distributed. The 
shrinkage approach simultaneously estimates all parameters. It cannot improve each single 
estimate, but improves the total error expressed as the Frobenius norm of the difference 
between the original covariance matrix and its estimate. 
Let C  be the well-known least squares estimator, which has large error for a sample size 
too low, and Γ  a distorted estimator, which is easier to obtain. The shrinkage estimator is 
a linear convex combination of both, as 
 (1 ) ,     [0;1]λ λ λ= + − ∈C C Γ   (13)
λ  has to be chosen such, that the distance between the estimate and the original covariance 
matrix by means of the Frobenius norm becomes minimal. There exist several choices for 
the distorted estimator Γ  For example, if Γ  is a diagonal matrix with constant or empiri-
cal variance, the estimate C  will always be positive definite. 
In the procedure adapted from [20, 24], two shrinkage estimators, separately for the vari-
ance vector and the correlation matrix, are applied, the covariance matrix is then assembled 
from these estimates. With iv  being the well-known empirical estimate of the variance vi,  
i = 1…p and med( )iv  the median of all empirical estimates, the shrinkage estimator reads 
 med( ) (1 )i v iv v vλ λ= + −   (14)


























Thus, the variance of the estimator itself is used as criterion for the determination of the 
weighting factor. 
For the correlations, the distorted estimator is constantly zero, i.e. no correlation, hence 
(1 )ij r ijρ λ ρ= −   (16)
























From the definition of the covariance, 
:     XX ij ij i jc v vρ=C   (18)
5 Random Field Discretization 
When a random field is based on simulated data given for each node or element of the 
structural model, as described in the introduction, the dimension of problem may be too 
high even to compute the usually fully occupied covariance matrix. Hence it is necessary 
to find a random field discretization coarser than the Finite Element model, although in-
formation is lost. The random field mesh should not be chosen manually or by random 
choice of nodes. The topology of the structure and eventually a refinement of the Finite 
Element mesh, which indicates stronger fluctuation of results, should be taken into ac-
count. A meshing procedure is briefly described here. 
Given a Finite Element mesh of a structure, generating a coarser mesh for random field 
discretization is a problem of lowering the level of detail known from graphics processing. 
A simple and effective method is polygon reduction [18]. The following procedure bases 
on the assumption that a mesh consists of triangles only. Two starting vertices u, v and 
their connecting edge uv  are selected. One vertex is collapsed onto the other by the fol-
lowing steps: 
1. Remove triangles adjacent to the edge uv . 
2. Re-define remaining triangles using the remaining vertex instead of the collapsed 
one.  
3. Then remove the collapsed vertex from the data structure. 
4. Choose next vertices and connecting edge and repeat until the desired number of 
vertices is obtained. 
Crucial to this procedure is the selection of the edge, the vertices of which are collapsed in 
the current step. For this purpose, each edge is assigned a cost value, the one with lowest 
cost is removed first. Small details may be removed first. However, the topology of the 
model must be taken into account: while nearly planar areas can be represented by few 
polygons, more are needed to represent curvatures. The curvature is determined by com-
paring the dot products of the normal vectors of the adjacent facets. The cost function reads  




cost( , ) max min[(1 ) / 2]
u vu
f nf Tf T
u v
∈∈
= − ⋅ − ⋅u v n n   (19)
Wherein u and v are location vectors pointing to the vertices u, v and n are normal vectors 
of triangles belonging to the sets Tu: all triangles that contain u or Tu,v: triangles that con-
tain both u and v. 
After generating the coarser random field mesh, the data have to be transferred to the ran-
dom field points as a weighted local average of values in the neighbourhood of the respec-
tive point. 
6 Result Interpolation 
Given a random field discretization which is coarser than the Finite Element mesh of the 
observed structure, the random field data must be transferred back to the entire structural 
model for following computations or post-processing. This completes the set of tools for 
random field modelling and simulation. The interpolated data is, as a matter of fact, a pure 
assumption in regions between the supports. It is therefore desirable that the interpolation 
fits exactly through the data given at the supports, has a smooth plot and does not produce 
artefacts in regions where the random field mesh may be incomplete, e.g. at the edges of 
the structure. One candidate that showed stable results for this non-trivial, three-
dimensional task is the Shepard interpolation [10, 25]. 




























The regularized weighting function ( )iw −x x  [19] decreases with the distance of the sup-
port to the point of observation and w(0) = 1. Thus the interpolation meets exactly the sup-
ports and is bounded by the range of values at the supports, which are desirable features in 
this context. 
The interpolation of imperfect node coordinates which is used in the example, sect. 7, is a 
three-dimensional coupled problem, unlike the interpolation of single analysis results, such 
as stresses or strains. It is not sufficient to treat the coordinate deviations in the x, y and z-
directions independently. This causes spurious artefacts, particular near corners or high 
curvatures. Instead, the interpolated deviation vectors [ , , ]Tx y z∆ ∆ ∆  are normalized, and the 
vector length 2 2 2x y z∆ + ∆ + ∆  is introduced as additional variable for interpolation which 
couples the three components. 
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7 Example 
For the demonstration of the random field modelling and data reduction techniques, a sam-
ple oil pan is studied. This is a typical part from sheet metal forming, which is prone to 
geometrical tolerances. The dimensions of the oil pan are 300 × 450 × 56 mm with a sheet 
thickness of 1.5 mm, the material is steel. The geometrical deviations are modelled as ho-
mogeneous isotropic random fields, independently for the x, y and z-directions. The stan-
dard deviation is taken as  σ = 1.5 mm, the correlation function is of exponential type with 
a correlation length of 100 mm. 
The oil pan is subjected to excitation from an engine at 400 Hz. In order to warrant ride 
comfort and avoid damage due to resonances, the lowest eigenfrequency of the system 
shall be significantly higher than the excitation frequency. The acceptable probability of 
the lowest eigenvalue being at or below 400 Hz is Pf = P[f0 ≤ 400 Hz] = 10-4. 
The ANSYSTM model with roughly 76000 nodes and 37000 SOLID187 elements (10 node 
tetraeder with quadratic shape functions) is shown in fig. 1. Each node coordinate may be 
taken as random variable, but then it would be impossible to process the covariance matrix. 
Thus a set of 1000 nodes is equally spread over the structure by the method explained in 
sect. 5. The support nodes are shown in fig. 1 as dots. 
From the selected random field supports and the assumptions above, the covariance matrix 
is built. When the random field is modelled my Karhunen-Loève expansion, sect. 2.3, it is 
found that taking the sum of the first 100 eigenvalues yields variability fraction Q > 0.999, 
cf. eq. (9). Hence a random field model using random amplitudes with variances given by 
the first 100 eigenvalues (for each direction) and the respective eigenvectors as shape func-
tions is put into a robustness assessment by optiSLang. For this purpose, 100 samples of 
the set of random variables are generated by Latin Hypercube sampling [12, 16, 17], from 
which random fields were obtained by means of eq. (8) and mapped onto the structure by 
Shepard interpolation (sect. 6). For each imperfect structure, an eigenvalue analysis was 
performed in ANSYSTM. optiSLang generates the random variables, controls all analysis 
processes and does the statistical post-processing. 
The robustness analysis yields a total Coefficient of Determination of 75 % for the first 
eigenvalue, which indicates that the assumption of a linear dependency between the ran-
dom variables and the eigenvalue is acceptable. The mean first eigenfrequency is 575 Hz, 
its standard deviation 33.3 Hz. 




Fig. 1: Model of the oil pan and random field grid (dots). 
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Fig. 2: Coefficients of determination for the first dynamic eigenvalue. Left: all input ran-
dom variables; right: zoom of the most important variables. 
 
 
Fig. 3: Selected shape functions of the random field (scaled). 
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The most significant result is the Coefficient of Importance, see sect. 3. The sorted CoIs for 
the first eigenvalue with respect to each input variable are plotted in fig. 2 on the left, a 
zoom of the highest values on the right. The typical decrease of the CoI can be observed. 
Only a couple of variables contribute significantly to the observed results, then the CoI 
drops obviously. This is the indicator for choosing the relevant variables in the next step of 
the study. It can be seen that geometric deviations in y-direction have the strongest influ-
ence on the eigenfrequency, but in fact not the first variables, i.e. those with highest vari-
ance.  
Since a dimension of 300 random variables (100 for each direction) is far too high to be 
handled by efficient and accurate reliability methods, the subset of the most relevant input 
variables is selected. These are the 3rd to 5th, 7th, 8th, 11th and 12th random amplitude in y-
direction. With this set of variables and the respective shape functions, the random field is 
modelled as in eq. (8). The shape functions are displayed in fig. 3. Such a drastic reduction 
in dimension still suffices for the computation of robustness or moderately low failure 
probabilities. This has been demonstrated in [3, 4]. 
The reliability analysis is performed using the Adaptive Response Surface Method 
(ARSM) [4]. Therein, the limit state function is approximated by a moving least squares 
model, which is able to approximate highly non-linear functions and can be locally adapted 
by adding to the set of support points in regions of interest, here regions of high probability 
density. Structural analyses have to be carried out for the supports of the response surface 
only. The probability of failure is then computed by Adaptive Sampling [8] using the ap-
proximate model, which is fast to evaluate. This procedure has been proven to be very 
flexible and accurate for many applications of moderate dimension. 
ARSM needs 94 structural evaluations only and yields a failure probability of Pf = 0.7×10-4, 
which is within the limit. 
8 Conclusions 
Random field models typically involve a large set of random variables, particularly when 
applied to real-world applications using large Finite Element models. As a consequence 
there occur simple practical difficulties such as, e.g. to establish the covariance matrix and 
perform an eigenvalue analysis of it. Moreover, efficient and accurate methods to deter-
mine failure probabilities are still sensitive towards the problem dimension. This has been 
discussed in [1, 23]. On the other hand, the efforts required by a plain Monte Carlo simula-
tion are not feasible. 
Therefore, the problem dimension must be reduced drastically. This always means a loss of 
information, hence such measures have to be applied carefully. For greatest efficiency the 
random field models should be oriented at the problem to be analysed: the covariance 
structure, the structural model, the observed response. Nevertheless, for practical applica-
tion they should run automatically, as far as possible. 
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A bundle of measures which interact with each other has been presented here. First, when 
the random field data are given as computation results or as measurements, an effective 
estimator for the covariance structure is proposed. Next, the random field is discretized 
coarser than the structural model. The algorithm used for this purpose can either produce 
an even spread of random field supports over the structure, or consider existing mesh re-
finements. The random field is modelled by a Karhunen–Loève expansion based on an 
eigenvalue analysis of the covariance matrix. The variance of the random amplitudes is 
given by the eigenvalues of the covariance matrix. Since eigenvalues typically show a 
strong decrease, one can choose a reduced set without limiting the total scatter of the ran-
dom field significantly. 
However, the respective shape functions chosen such may not correspond to the observed 
structural response. An alternative or additive method is proposed here, which orients the 
selection of the random variables at the structural behaviour. It makes use of tools from 
robustness assessment, namely the Coefficient of Importance (CoI). In a preliminary study 
with comparably low computational effort, those random variables and corresponding 
shape functions are identified, which contribute most to the structural response. The ran-
dom field model with this reduced set of variables is then handed to a subsequent reliabil-
ity analysis. 
The ARSM method was applied for reliability analysis. It is very efficient in view of struc-
tural evaluations and was experienced to give accurate results. Direct Monte Carlo meth-
ods (direct in the sense of performing structural analyses for each sample instead of using 
the response surface as surrogate for the limit state) are not feasible, because the required 
sample size increases with dimension. An attempt was made to reduce the dimension to a 
similar order as in the example (3 variables for each direction) by the method of section 
2.3. This random field model was not able to identify failure cases within acceptable com-
putation time.  
The concept presented here has been proven to be accurate and dependable also in [3, 4] 
and in practical applications. Still further efforts have to be spent on improving stability 
and efficiency of estimation and interpolation techniques. 
The procedures for estimation, interpolation and mesh generation are already or planned to 
be implemented in the software SoS – Statistics on Structures by dynardo. The robustness 
and reliability computations are performed by optiSLang. Together, these packages repre-
sent a versatile tool kit for random field modelling, analysis and post-processing. 
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An adaptive response surface approach for reliability 
analyses of discontinuous limit state functions 
Thomas Most 
Research Training Group 1462 
Bauhaus-University Weimar, Germany 
Abstract: In this paper an efficient adaptive response surface approach for re-
liability analyses is presented. In this approach support vector machines are 
used to classify the stochastic space in failure and safe domain without the 
need of a continuous limit state function. Based on an initial set of training 
data, new data points are generated adaptively close to the boundary between 
the failure and safe regions. This approach requires a very low number of data 
points to give an accurate estimate of the failure probability. Thus this algo-
rithm can be applied for problems with a large number of random variables. 
1 Introduction 
In structural design the consideration of uncertainties becomes more and more important. 
Generally the application of a reliability analysis is very complicated due to the required 
large number of simulations, where each corresponds to a realisation of the random mate-
rial, geometry or loading properties. For this reason many approximation methods have 
been developed, which allow a reliability analysis with a smaller number of samples. First 
order and second order reliability methods (FORM and SORM) are two of this methods, 
which assume the existence of only one design point and do linear or higher order ap-
proximation around the design point. Another well-known method is the response surface 
method, where the true limit state function is replaced by an approximation function. Early 
methods have used a global polynomial approximation (e.g. in [1]). Later local approxima-
tion schemes as Moving Least Squares, Kriging, radial basis functions and sophisticated 
global methods as artificial neural networks have been applied. But the generalisation of 
these methods for higher numbers of random variables is still very difficult. Mainly the 
number of required support points for the approximation increases dramatically with in-
creasing dimension. 
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The evaluation of the limit state function values is not always possible, for example if we 
investigate problems with stability failure or if we have to consider several limit state con-
ditions. In these cases the definition of a continuous limit state function is difficult. Thus in 
our study we assume, that we can not use these limit state function values. However we 
will obtain in every case the information if the investigated sampling point is a feasible 
design or not, which is equivalent to a safe or a failure state. Based on this requirement we 
find the application of support vector machines (SVM) for reliability purposes in some 
very recent studies. This method is a classification approach and can be used to separate 
two classes, here failure and safe domain. Support vector machines are methods from the 
statistical learning theory, where the final approximation function is generated very fast 
after a complex and time consuming training mechanism. 
In [3] and [2] we find two typical applications of SVM in the frame work of a reliability 
analysis. But in these studies again only problems with a small number of random vari-
ables are investigated efficiently. Generally the application of SVM is very limited due to 
the time consuming standard training process. But in [9] we can find a very efficient algo-
rithm, which allows a very fast training and thus the application for a larger number of 
supports and higher dimensions. 
In this paper we present an efficient adaptive approach for the application of SVM in the 
frame work of a reliability analysis. Based on an initial set of training points we generate 
new points step-wisely close to the classification boundary. With only a small number of 
data points we can estimate the failure probability with high accuracy. This enables the 
application of the new method for problems with more than 50 random variables, whereby 
the required number of training data increases only linearly depending on the dimension. 
The presented method can be applied for smooth and discontinuous limit state functions 
with single and multiple design points. For sets of correlated random variables with non-
Gaussian distribution types the approximation scheme is applied in the uncorrelated stan-
dard Gaussian space and the set of random variables is transformed by using the Nataf 
model [8], [4]. 
2 Reliability analysis 
By assuming a random vector 
1 1 1[ , ,..., ]X X X=X   (1) 
of n mutually independent, standard normal random variables Xi and a limit state function 
g(x) the probability of failure P(F) reads: 
( ) 0








= ∫ ∫ X
x
X X
  (2) 
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where fX(x) denotes the n-dimensional joint probability density function. The limit state 
function divides the random variable space into a safe domain { : ( ) 0}S g= >x x  and a fail-
ure domain { : ( ) 0}F g= ≤x x . 
The computational challenge in determining the integral of Eq. (2) lies in evaluating the 
limit state function g(x), which for non-linear systems usually requires an incre-
mental/iterative numerical approach. 
The most simple and robust method for the evaluation of Eq. (2) is the Monte Carlo Simu-
lation (MCS), where the estimated failure probability is obtained from a set of N samples 
as 
1ˆ ( ( ))
N
F iP I gN
= ∑ x   (3) 
where the indicator function I(g(xi)) is one if g(xi) is negative or zero and zero else. MCS 
simulation can represent arbitrary types of LSFs including discontinuities and multiple 
design points. The disadvantage of this method is the required number of samples, which 
increases dramatically with decreasing failure probability. The error in the estimate of the 









  (4) 
where it becomes obvious, that the accuracy of MCS is independent of the number of ran-
dom variables. 
3 Classification using Support Vector Machines 
The basic idea in utilising the response surface method is to replace the true limit state 
function g(x) by an approximation η(x), the so called response surface, whose function 
values can be computed more easily. This requires generally a smooth limit state function. 
In this work, we want to approximate the indicator function I(g(xi)),  which has the advan-
tage, that for every case the function values can be determined. Due to the fact, that the 
indicator function has values, which are only one and zero (failure and safe domain) we 
only have to classify our samples in two classes. A very efficient tool for classification 
purposes are Support Vector Machines (SVM), which is a method from the statistical 
learning theory. The algorithmic principle is to create a hyperplane, which separates the 
data into two classes by using the maximum margin principle. The linear separator is a 
hyperplane which can be written as 
( ) ,f b= +x w x   (5) 
which separates a set of training data 
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1 1( , ),..., ( , ),..., ( , )i i n ny y yx x x   (6) 
where w is the parameter vector that defines the normal to the hyperplane and b is the 
threshold. In Figure 1 a linear separation is shown for a set of points. The two classes are 
associated with -1 and +1 where we choose here -1 for failure similar to the LSF g(x) < 0. 
The SVM principle is to maximise the flatness of the hyperplane separating the two 
classes. This principle can be written as minimisation problem 
21min
2
w   (7) 
subject to the constraint conditions 
( ) 1i iy f ≥x .  (8) 
 
Figure 1: Linear separation by a hyperplane 
We construct a Lagrangian 
( )2
1





L b y bα
=
⎡ ⎤= − + −⎣ ⎦∑w, α w w x   (9) 
where α = (α1,…, αn) is the vector of Lagrange multipliers corresponding to the con-
straints. The solution of this saddle point optimisation problem is determined by taking the 
minimum with respect to w and b and the maximum with respect to the Lagrange multipli-
ers. At the minimum we derive 
1
1
( , , ) 0
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= =∑ ∑w x   (12)
whereby only the training points for which the Lagrange multipliers are strictly positive (αi 
> 0), the so-called support vectors, are needed for the function evaluation 
1 1
,   ( ) ,
n n
j j j j j i
j j
y f y bα α
= =
= = +∑ ∑w x x x x   (13)











= −∑α w   (14)
where its solution serves the Lagrange multipliers. 
For nonlinear separable classes the training data are mapped nonlinearly into a higher di-
mensional feature space and a linear separation is constructed there. This is illustrated in 
Figure 2.  
 
Figure 2: Nonlinear projection into feature space 
The transformation ( )ψ x  which is realised as an inner product 
1




f y bα ψ ψ
=
= +∑x x x   (15)
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can be substituted by a kernel function 
( , ) ( ), ( )iK ψ ψ=x y x y   (16)
which leads finally to the expression 
1




f y K bα
=
= +∑x x x   (17)
where explicit knowledge of the nonlinear mapping is not needed. Often used kernel types 
are the Gaussian kernel 







x y   (18)
and the polynomial kernel 
( )( , ) , pK θ= +x y x y   (19)
During the training of the support vector machines the Lagrange multiplier of the training 
points have to be determined. Many algorithms can be found in literature. We use one of 
the fastest methods, the sequential minimal optimisation algorithm proposed by [9]. In this 
algorithm the Lagrange multipliers will be updated pair-wisely by solving the linear con-
straint conditions. 
In Figure 3 a nonlinear classification of a set of Monte Carlo samples is shown based on an 
initial point set. 
 
Figure 3: Nonlinear classification of a Monte Carlo point set with support vector machines 
(training data are shown as black dots) 
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4 Adaptivity 
As mentioned in the introduction, the response surface approach is used mainly without 
any adaptivity. In some few studies we can find adaptive approaches, which are very prom-
ising concerning the reduction of required limit state function evaluations. For this purpose 
we have to introduce an initial design for the generation of our training data. Based on this 
points and the initial approximation/classification function new points have to be chosen to 
be included into the training point set. 
In our previous studies [6], [7] we have figured out, that a stretched Latin Hypercube Sam-
pling is very useful to generate the initial point set. As mentioned in [7] an axial point de-
sign as shown in Figure 4 is even more efficient. These axis are randomly orientated in the 
numerical examples and the radius of the axial points is taken between 8 and 12, depending 
on the expected failure probability. In opposite to an approximation function, the classifi-
cation function generation requires at least one training point in the failure region. 
If the initial axial point design does not contain failure samples, new training points are 
generated by a directional sampling approach with the same radius as the axial points. 
From a given large number of directional samples lying on the hyper-sphere this sample is 
taken which has the largest distance to the already investigated training samples. This crite-
rion is evaluated by using the potential energy of the sampling points which has the largest 
distance to the already investigated training samples. This criterion is evaluated by using 










⎡ ⎤Π = Π = − +⎢ ⎥⎣ ⎦∑x x x   (20)
 
 
Figure 4: Initial axial point set with 
radius 8…12 
Figure 5: Uniformly distributed Fekete points on a 
hyper-sphere 
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whereby ε  is a numerical parameter which is introduced to avoid infinite values directly at 
the training points. This procedure is repeated until at least one failure point is found. In-
stead of plain directional sampling, we use a Fekete point set, which serves regular distrib-
uted points on the hyper-sphere. In Figure 5 a three-dimensional Fekete point set is shown. 
Based on the initial point set we introduce new points step-wisely and adapt the classifica-
tion function. In [7] we have investigated Monte Carlo simulation, axis-orthogonal impor-
tance sampling and Fekete point sets concerning their efficiency to determine new training 
points. For the classification case only Monte Carlo simulation lead to sufficient results. 
Based on these results we use Monte Carlo simulation in this study to determine new train-
ing points and to compute the failure probability on the SVM classification function. In 
each adaptation step, we choose the sample point with the minimal distance to the ap-
proximated limit state ˆ ( )ig x  by considering the minimal potential energy iΠ  given in Eq. 
(20). This leads to the following adaptation criterion 
1max






In each step the limit state function of the Monte Carlo sample point with the maximum 
value of the above criterion is evaluated and the point is added to the training point set. 
After a certain number of adaptation steps, the predicted failure probability converges and 
the procedure can be stopped. In Figure 6 the obtained training points after 50 adaptation 
steps are shown. The figure indicates, that the adaptive algorithm determines mostly new 
points close to the classification boundary, which enables a very accurate classification 
with a small number of training points and thus complex nonlinear simulations. 
 
Figure 6: Adapted training points for a 2D SVM classification after 50 adaptation steps 
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5 Numerical examples 
5.1 Analytical limit state functions 
In this numerical example we investigate three analytical limit state functions, which are a 
nonlinear function and a combination of two hyperplanes. These functions are given in 
Figure 7. The random variables are assumed to be of standard normal type with zero mean 
and unit standard deviation. The first and second function contain only one design point, 
whereby the application of FORM for the latter one would lead to completely wrong re-
sults, and function 2 contains two design points and can not be analysed accurately by 
FORM and Importance sampling. 
The simulations are carried out by using 2 × nRV +1 randomly orientated axial points as 
initial setup. The influence radius of the Gaussian kernel function is choosing automati-
cally as the maximum value, where the maximum error at the training points is kept below 
0.2. This leads to a very good generalisation between the support vector points and a re-
duced oscillation in the classification. 
For the numerical analysis the general reliability index is used as the measure of the failure 
probability 
1(1 )FPβ
−= Φ −   (22)
In Figure 8 the convergence of the average error of the reliability index is shown for func-
tion 2 with c = 1.8 for an increasing number of random variables. The figure indicates a 
good convergence of the algorithm even for a large number of random variables. Figure 9 
gives the number of required training data for all three functions to obtain an average error 
of 0.2 in the reliability index. In dependence of the number of random variables the num-
ber of required training data increases almost linearly, which is much better then existing 
response surface approaches, where this number is a potential function of the number of 
random variables. 
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Figure 7: Investigated analytical limit state functions 
 
Figure 8: Average error in reliability index for 
function 2 with c = 1.8 from 50 simulation 
runs 
Figure 9: Required number of LSF 
evaluations to obtain an average error in 
reliability index below 0.2 
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5.2 Three-span, five-story frame structure 
In the final example a multi-story frame structure is investigated, which was studied by 
many researchers, e.g. in [1], [5], and [10]. The frame is shown in Figure 10 and the as-
sumed properties of the random variables are given in Table 1, Table 2 and Table 3. The 
random variables describing the Young’s modulus, the moments of inertia and the cross 
sections were taken as normal distributed in the original paper. Here we use lognormal 
distribution in order to avoid negative values. 
 
 
Figure 10: Investigated frame structure 
Failure is defined when one horizontal component of the top floor displacements exceeds 
0.2 ft. The exact value of the failure probability is found by using 100000 Monte Carlo 
samples as ˆ( ) 0.00111P F = . The adaptive method is applied by using 50 initial Latin Hy-
percube samples stretched by factor 3. The approximation and the calculation of the poten-
tial energy is realised in the uncorrelated standard Gaussian space. In Figure 11 the 
convergence of the average error in the failure probability is shown. The figure indicates a 
very fast convergence, where 0.2 error is reached after 110 training points and 0.1 after 140 
training points. This is very fast and accurate compared to other methods ([10] reported 74 
steps only to find the design point for FORM).  
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Table 1: Frame element properties 
 
Table 2: Statistical properties of the random variables (units in of Pi, Ei, Ii and Ai are kp, 
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Table 3: Correlation coefficients of the random variables 
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Figure 11: Average error in failure probability from 50 simulation runs depending on the 
number of training data for the multi-story frame 
6 Conclusion  
In this paper an adaptive classification approach for reliability analyses is presented. The 
algorithm classifies a given set of Monte Carlo samples based on a support vector ap-
proximation from the training data. Adaptive new training points are taken from the Monte 
Carlo set. The algorithm converges very fast to an accurate solution of the failure probabil-
ity, whereby only a small number of samples really have to be calculated. The new sam-
ples obtained from the algorithm will be found mainly along the boundary between failure 
and safe domain. With increasing number of random variables the number of required 
training data increases only linearly, which enables the investigation of problems with 50, 
100 or more random variables with only a moderate number of samples. 
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Risk-based design approach for Offshore Wind Turbines 
Michael Hansen, Jürgen Grünberg 
Institute of Concrete Construction, Leibniz Universität Hannover 
Abstract: The general purpose of this research project is to develop and im-
prove methods and tools for the probabilistic design of Offshore Wind Tur-
bines (OWTs) in order to optimize the design and to reduce the construction 
and operation costs. The actions and strains on the structure due to wind and 
sea state are measured at measurement platforms near by the locations of wind 
farm projects. These data of actions and action effects on offshore structures 
have to be evaluated statistically. Based on this information the loading of the 
foundation structure may be calculated for several common foundation types. 
Within probabilistic examinations, the predefinition of safety elements for 
OWTs is expected. The interests of the manufacturer, insurance company and 
the certification body will be considered to get a risk-based approach for 
OWTs. 
1 Introduction 
The yield of wind energy offshore is higher than onshore because of higher and more uni-
form wind velocities. Optimised and robust support structures for Offshore Wind Turbines 
(OWT) are essential to make offshore wind energy economically promising. This proce-
dure requires a design against extreme loads as well as fatigue loads. The design principles 
have to ensure a long working life and an extremely low failure rate. The wave loads act-
ing on OWT represent a significant portion of the total environmental loading.  
Offshore wind energy farms are planned at locations of different water depths. They re-
quire appropriate types of support structures: e. g. monopile foundations and gravity-based 
foundations are favoured in shallow and moderate water depths while braced towers (e. g. 
tripod or jacket structure) are considered in deeper water to be more advantageous. The 
installation of the first German wind farm Alpha Ventus is scheduled in 2008. The design 
wave and wind loads are collected using pre-existing measurement platforms, cf. Fig. 1. 
These test fields will gather fundamental experience with a view to future commercial use 
of offshore wind farms.  
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Fig. 1:  Measurement platforms and planed wind farms in Germany [L3] 
Some topics of the loadings and design of OWT were already examined within the re-
search program GIGAWIND [5], [7], [8], [L5] at the Faculty of Civil Engineering and 
Geodetic Science of the Leibniz Universität Hannover (LUH) and other locations [1]. The 
objective target of the continuative research program called “Probabilistic Design of Struc-
tures for Offshore Wind-Turbines (OWT)” is to predefine the practicable probability of 
failure of OWTs and to give a design approach based on an holistic probabilistic analysis. 
Several institutes of the LUH and some external decision makers like manufacturers, in-
surance companies and last but not least certification bodies are involved. Therefore a risk-
based design concept for OWTs is aspired. 
2 Probabilistic Design of OWTs 
2.1 Project partner 
Renewable energies became a main area of research at the LUH in recent years. Funda-
mental knowledge about the load bearing behaviour of Wind Turbines and especially 
OWTs were investigated in different extensive research projects [8], [L7]. The institutes of 
the Faculty of Civil Engineering and Geodetic Science called hereinafter will take part in 
this new research project to evaluate the safety of OWTs. 
• Institute for Structural Analysis 
• Institute for Steel construction 
• Institute for Concrete construction 
• Institute of Soil Mechanics, Foundation Engineering and Waterpower Engineering 
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Furthermore, an internationally operating certification body for wind turbines which is 
accredited to certify in accordance with all relevant standards in the field of wind energy 
acts as adviser. An insurance company will take part, too. Hence, it should be possible to 
include economical interest into a risk-based analysis, cf. Fig. 2. 
A wind turbine and component manufacturer and an expert for soil investigation, as the 
industry partners, will provide information about the characteristic values of the turbine 
and soil properties. 
 
Fig. 2:  Networked institutes and industrial consumers 
This mentioned workgroup will deal in co-operation with this research project. Overlap-
ping competences for questions in the field of wind energy are involved to solve the out-
standing problem. The direct realisation of the expected results for OWTs will be possible 
because the project is accompanied by the manufacturer and the certification body. 
2.2 Project Description and objective target 
The actual design of OWTs is based on specifications of common standards [2], [3]. How-
ever, these specifications contain a conservative deterministic approach of actions and re-
sistances although especially the actions and action effects are statistically distributed. 
Within a probabilistic design, the actions and resistances should be considered with their 
statistical values with regard to investigate safety elements for the design of OWTs. The 
structural analysis contains the whole structure including the foundation. Comparative 
studies of different foundation structures are necessary to get universal statements. 
A probabilistic approach is suitable to classify the reliability of the analysed structure. 
Thus it should be possible to optimise the reliability and economic investment of OWTs. 
Hence, in this research project different professional competences are involved to develop 
a holistic design concept for OWT. The subsoil and the varying kinds of substructures are 
taken into account as well as the loaded tube tower. Furthermore, the system control and 
the interests of the insurance industry will be considered within this project to develop an 
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efficient and practical design approach. The ultimate limit state and the serviceability limit 
state will be taken into account in these networked examinations. An important factor is 
the fatigue of materials and structures due to dynamic action effects. Hence, the structural 
design will include fatigue verifications, too.  
The wind and wave loads have to be assessed considering their statistical spreads. There-
fore, parameters like wind velocity in different sections, wave characteristics like heights 
and speeds and flow velocities are measured at the FINO1 [L2] and FINO2 [L3] research 
platforms in the German Bight and the Baltic Sea, cf. Fig. 1. The stochastic parameters for 
these loads are analysed continuously and collected in an extensive pool of data. The statis-
tical evaluation of these data will present the basis for further probabilistic examinations. 
Statistical parameters needed for probabilistic analyses will be determined in this manner. 
This will happen in relationship to studies conducted in other research projects at the LUH, 
e. g. GIGAWIND [8]. The correlations between wind and wave loads shall be determined, 
too. Furthermore, other statistical parameters for the resistance models like material 
strength or characteristic values of soil properties become part of the pool, too (Fig. 3). 
 
Fig. 3:  Workflow of intended examinations 
The variables determined prior will be entered into probabilistic calculation. The interest-
ing safety elements should be determined for significant load situations in different limit 
states. Several probabilistic analyses applying common probabilistic methods will be nec-
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essary to reach this aim. First of all the First Order Reliability Method (FORM) is an ap-
proximation to calculate the probability of failure, the reliability index β and the sensitivity 
factors of actions and resistances. With these parameters, it should be possible to appraise 
rough values for the safety elements like the partial safety factors. Because of non-linear 
limit state functions and non-linear calculations of the structure it would be essential to use 
more exact probabilistic methods, cf. Fig. 4. Most likely exact probabilistic methods (Level 
III) will be implicated and increase the effort. The consequences of varying decisions con-
cerning the construction have to be included for a risk-based analysis. A comparison be-
tween various OTW constructions with special regard to costs and risks of each structure 
should indicate the best solution. The results of these calculations enable specifying safety 
elements for the design of OWTs. In this way, a practicable risk-based design concept is 
aimed, e. g. with advanced partial safety factors for different design conditions. 
 
Fig. 4:  Level of sophistication 
Safety elements should be validated with respect to international standards and guidelines 
for OWTs [2], [3]. The required level of reliability may differ for onshore wind turbines 
and OWTs because of different environmental conditions. Hence, a material and cost re-
duction is expected. 
3 Actions, loadings and safety concept  
The design of support structures for OWTs requires the careful consideration of wave and 
wind loads in correlation with operation loads of the turbine. It is common practice to as-
sign the extreme loading conditions of wind and waves to a 50 year return period in a con-
servative way for the design of offshore foundations. An extensive pool of data is created 
with the measurement at research platform FINO 1. This provides the opportunity for a 
stochastic analysis of the interaction of wind and waves to consider their correlation in an 
adjusted design load – e.g. in the context of an extended partial safety concept. 
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Action effects for the fatigue assessment of offshore structures subjected to wave loading 
may be calculated by several approaches. The so-called deterministic approach with a dis-
crete wave analysis in combination with site specific wave height exceedance diagrams 
(scatter diagram) usually is used by offshore industry, cf. Fig. 5. Alternatively, a number of 
time series dependent sea states are used in time domain simulations for the calculation  
of time history. In a third method, the structural response is calculated in the frequency 
domain. 
 
Fig. 5:  Wave scatter diagram (taken from [7]) 
The Morison equation commonly is used for determination of wave loading to offshore 
structures, especially for braced constructions like jacket structures. The wave load on 
gravity-based foundations has to be calculated in a hydrodynamic analysis using diffrac-
tion theory considering the wave scattering effect of the structure. 
3.1 FINO 1 Database 
The research platform FINO 1 [L2], situated 400 metres from the wind farm Alpha Ventus 
[L1], is providing detailed weather data about this area since 2003. An extensive measure-
ment campaign is carried out at FINO 1 [6]. Among the measurements of environmental 
parameters like wind speeds, temperatures and wave heights, the structural data are col-
lected at eleven locations by means of strain gauges. In about five years of continuous 
oceanographic measurements, valuable data sets have been obtained at the FINO 1 off-
shore platform. Based on these data, probably it will be possible to gain an overall impres-
sion of the physical power of waves and currents.  
3.2 Support structures 
Many design requirements directly are related to the characteristics of the support struc-
tures. OWTs are exposed to the combined loading of wind and waves. The economy of the 
support structures depends on the projected water depth, the fabrication effort, costs for the 
materials and the long term behaviour under the offshore conditions.  
OWTs will be equipped with turbines of capacities up to 5 MW. Generally, these turbines 
are mounted on steel tube towers, which is the standard onshore solution. The hub heights 
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can be reduced to 70-80 metres because of better wind conditions with higher mean wind 
speeds and lower surface roughness. For this reason the height of the tower of an OWT is 
approx. about 75% of the diameter of the rotor blade. However this ratio is about >100% 
onshore. Most of the support structures concerning the prospective wind farms in the North 
Sea will be located in regions with water depths between 20 and 50 m, cf. Fig. 1. There are 
several types of foundations of OWT depending on the water depth. The three mainly used 
foundation systems are described below, cf. Fig. 6.  
 
Fig. 6: Concepts for support structures of OWTs 
The monopile is effectively an extension of the steel tower, driven or drilled into the sea-
bed. The tube-diameter depends on the water depth. The diameter of such a monopile may 
reach the value 7,0 m and its weight may grow up to 1.000 tons relating to water depths of 
more than 30 m. Steel-monopiles still are the most common foundation system built for 
OWTs. 
The tripod structure is built on three foundation piles with diameter of approx. 2,0 m 
which are rammed into the seabed. The steel tubes of the tripod are connected to these 
piles by means of grouted joints and bear the steel tower of the OWT. The foundation piles 
are designed for pressure and tension forces to minimize the dimensions of the tripod con-
struction. But the alternating pressure-tension effects by and by may extract the foundation 
piles out of the seabed.  
Three tripods designed for the Alpha Ventus offshore wind farm are pictured in Fig. 7 (a) 
while transport. Each of these tripod structures has a weight of about 700 tons and a height 
of 40 metres. This first German wind farm is situated about 45 kilometres north of the is-
land of Borkum, in water depths of about 30 metres. Alpha Ventus is to be erected under 
genuine offshore conditions.  
Monopile Gavity-based foundation Tripod 
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(a) Transport of tripods for the wind farm  
alpha ventus (taken from [L1]) 
(b)  Photomontage of installed tripod with 
tower (taken from [L5]) 
Fig. 7:  Tripod structures for OWTs 
Gravity-based foundations often are designed as caissons with a flat base to resist the 
overturning moments. These structures are prefabricated in a dry dock, tugged to the final 
location, and there ballasted and lowered to the seabed. Otherwise, floating cranes and 
barges with adequate carrying capacities can be used for transportation and offshore instal-
lation, cf. [4].  
 
(a) Fabrication  (b)  Lowering procedure 
Fig. 8:  Gravity-based foundation for the measurement platform FINO 2 in the Baltic Sea 
(both pictures taken from [9]) 
Furthermore, there are some other foundation systems like jacket-constructions, afloat or 
semi-dunk constructions. 
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3.3 Safety concept 
Existing design concepts for OWT are based on the deterministic description of physical 
processes and failure mechanisms. But the nature of wind and wave loads leads to basi-
cally stochastic action effects on OWT. Furthermore, the uncertainties in the stochastic 
models for structural analysis and failure modes have to be considered. Higher probabili-
ties of failure are acceptable regarding OWT in comparison to common buildings because 
usually no human beings are endangered. First of all, economic aspects are relevant for the 
structural design. Hence, a holistic design concept adapted to these environmental condi-
tions is necessary to create efficient OWT. 
The extreme loads are expected as quasi-static loads for the structural analysis of founda-
tions. Different limit states have to be distinguished in design according to codes of prac-
tice [2], [3].  
The probabilistic safety concept has been developed for building structures. It seems to be 
questionable whether the same safety elements should be used to OWTs. If the safety con-
cept is applied to OWTs, it has to be considered, that the relevant actions respectively ac-
tion effects can have different distributions on the one hand, but the potential risk for 
human life is significant smaller on the other hand. The safety concept for building struc-
tures is based on a presumed safety index β with the value not less than 3.8 for the return 
period of 50 years. Thus the probability of failure per structure and year has a value  
between 10–6 to 10–7. If human life is at risk in case of structural failure, the accepted prob-
ability of failure is affected. But indeed the risks for human life is less for OWTs than for 
onshore building structures. Thus the probabilities of failure per structure and year are ac-
cepted with lower values (e. g. 10–3 to 10–4). Based on this agreement the partial safety 
factors are fixed depending on the distribution of the different loadings.  
The safety concept for onshore building structures has to be modified to fit the special off-
shore conditions for an economic design of OWTs. 
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Abstract: In Europe high performance concrete has been used successfully 
since 1990. The extremely high compressive strength of this material allows 
considerable reduction of cross-sectional dimensions of reinforced concrete 
columns and accordingly fulfils highest architectural and functional require-
ments. This leads to extremely slender members and therefore increases the 
risk of failure due to loss of stability in many cases. Because of the positive ex-
perience with high performance concrete up to now, the current study questions 
current conservative design provisions. In this context, code procedures of 
Eurocode 1 as well as Eurocode 2 are compared with the results of probabilis-
tic analysis and potentials for optimization will be indicated. 
1 Modelling of Live Loads in High Rise Buildings 
1.1 General 
Due to the strong scatter of live loads, the influence of the live loads on the structural reli-
ability is large compared to the influence of the dead loads which can be easily predicted 
over the service life of the structure. In the following, the stochastic modelling of the live 
loads in high rise buildings and the corresponding advantages compared to application of 
the loads according to EN 1991-1-1 [1] are analysed in detail.  
In most standards and guidelines, it is required that the characteristic value of the extreme 
value distribution of the live loads does not exceed the 98%-ile in an observation period of 
1 year. Therefore, the standard value can statistically be exceeded only once in 50 years. 
With increasing influence area, the standard deviation of the live load decreases and so the 
corresponding quantile of the live load decreases as well. This phenomenon is leading to 
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the possibility of load reduction in case of large influence areas by use of the factor αA ac-
cording to EN 1991-1-1, 6.3.1 (6.1) [1]. In the case of high rise buildings, it is assumed 
that the intensity of the live load is not the same on different floors, so that addition of the 
extreme value distributions of the live loads is not appropriate. If the live loads on different 
floors govern the design of a vertical member, EN 1991-1-1, 6.3.1 (6.2) [1] allows a reduc-
tion by the factor αN. According to the design regulations, simultaneous use of αA and αN is 
not established yet.  
The design regulations provide easily determinable loads for the use in practice which re-
gard the dependencies of the stochastic load parameters in an approximate way. Of course, 
due to the required idealizations and simplifications they cannot make use of all advan-
tages of stochastic modelling of the live loads. In the following section 1.2 a probabilistic 
load model will be presented and in section 1.3 the benefits will be discussed. 
1.2 Probabilistic Load Model 
Concerning the time-dependent behaviour it is important to differentiate between perma-
nent and short-term live loads. The time-dependent changes in the permanent live loads 
(furniture, inventory, people) result in the change of use on the respective floor and can be 
modelled as a block process. The short-term live loads describe the loads due to accumula-
tions of people or inventory and can be modelled as a spike process. 
In this paper, the model according to the Probabilistic Model Code of the Joint Committee 
on Structural Safety [2] will be applied for the stochastic modelling of the live loads in 
high rise buildings. The load intensities acting on a floor are described by a random field 
W(x,y):   
),(),( yxUVmyxW ++=   (1) 
The corresponding stochastic parameters depend on the kind of use of the building. In eq. 
(1), the deterministic parameter m represents the global mean, valid for a given user cate-
gory. The Gaussian random variable V with an expected value of zero accounts for the 
variation of the live loads over different floors and so represents the different user behav-
iour within a category of use. In contrast, the homogenous, right-skewed random field 
U(x,y), also with an expected value of zero, represents the variation of the live loads on 
one floor. The random variable V and the random field U(x,y) can be assumed stochasti-
cally independent in good approximation. 
The load intensity W(x,y) is not of direct interest to the reliability analysis, but the corre-
sponding stress resultants (such as bending moment or axial force) of the respective mem-
ber are. The random field can be transformed into an equally distributed load q that leads 













  (2) 
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It can be seen from eq. (2) that the stochastic distributed load depends on the correspond-
ing influence area i(x,y) of the respective stress resultant. Under the simplified assumption, 
that the time-dependent load intensities follow the laws of a Ferry Borges – Castanheta 
field (see [3]), the first two stochastic parameters of the equally distributed load can be 
determined: 






























The ratio of the reference area A0, derived from load measuring, to the total area A, de-
pending on the respective stress resultant, accounts for the mentioned dependence of the 
live loads on the influence area and leads to a reduction of the standard deviation of the 
distributed load in case of large values of A. The load concentration factor κ(A) of the 
equally distributed load q also depends on the considered stress resultant but the influence 
on the standard deviation of the distributed load is minor. In the following study, κ(A) is 
set to 2.2 according to preliminary analyses as well as according to Melchers [3]. The ran-
dom variable used for the modelling of the distributed load q is modelled by a Gamma dis-
tribution which describes well the in-situ load measuring in the important region of large 
quantiles (see [4], [5]). The time-dependent changes of the permanent live loads are de-
scribed by a Poisson process. Although in reality the short-term live loads appear in accu-
mulation, they can also be modelled as random field corresponding to the modelling of the 
permanent live loads. This random field can be transformed to an equally distributed load 
with the statistical parameters according to eq. (3) and eq. (4). Due to the fact that the ex-
pected value and the standard deviation of the short-term live loads can be within the same 
range of value, the short-term live loads can be modelled by an exponential distribution as 
a special kind of Gamma distribution. The time-dependent changes of the short-term live 
loads are also described by a Poisson process. 
Because of the consideration given to the time-dependence of the live loads, the reliability 
analysis also becomes time-dependent. This increases the difficulty of the analysis. By 
assuming the live loads to follow a stationary process, the random process can be trans-
formed to the space of the random variables. The hereby generated extreme value distribu-
tions depend on the observation period, because large maximal values occur more often in 
long observation periods. Within the limits of a time-independent reliability analysis, the 
extreme values of the live loads should be modelled by Gumbel distribution (extreme value 
distribution I). 
1.3 Probabilistic Model versus EN 1991-1-1 
In the following, the results of the stochastic modelling of the live loads for office build-
ings are to be compared with the design regulations according to the European Standard. 
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Figure 1 (left hand side) contrasts the reduction factor αA according to EN 1991-1-1 [1] 
and the dependence of the live load on the influence area of the model according to the 
JCSS [2]. It can be seen that both deliver more or less identical results for influence areas 
smaller than A=50m². For larger influence areas, the probabilistic live load model allows 
stronger reduction than the European Standard. The difference between the models is ap-
proximately 10 per cent for an influence area of A=150m². 
Figure 1 (right hand side) illustrates the reduction factor αN according to EN 1991-1-1 [1] 
and the respective values for the probabilistic load model, dependent on the number of 
floors. In addition to the uncorrelated modelling of the live loads, a correlation of the live 
loads between the floors ρV=0.5 has been accounted for. It can be seen that the probabilis-
tic model results in larger reductions for the uncorrelated analysis as well as for the corre-
lated analysis. Furthermore, it can be recognized from the results of the probabilistic 
analysis that the reduction per floor is influenced by the respective influence area. At this 
point, a significant potential for optimization accounting for combined application of the 
reduction factors is found. This would result in more economic structures in the case of 
high rise buildings. 
 
Fig. 1: Reduction factor αA and reduction factor αN of live loads according to EN 1992-1-1 
[1] and results of the probabilistic load model 
2 Modelling of slender RC columns resistance 
2.1 General 
For realistic modelling of the load bearing behaviour of slender RC columns, material and 
geometric nonlinearities have to be considered. Material nonlinearity means the stiffness 
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reduction with increasing load intensity and geometric nonlinearities result from second 
order effects. Due to the load dependant material behaviour (moment-curvature-
relationship) a sudden stability failure may occur long before material strength is exceeded. 
In these cases we speak of stability failure due to load dependant stiffness reduction. For 
correct analysis of the described phenomena the use of realistic material laws are inevita-
ble. This applies not only to the stress-strain-relationships of concrete and reinforcing steel, 
but also to the tension stiffening effect (TS). The computer program developed by Six [7] 
takes into account these phenomenon accurately which has been proven by several recalcu-
lations of experiments. 
2.2 Concrete 
Concerning the probabilistic model of high strength concrete, it has to be mentioned that in 
the past, statistical information on the variability of the compressive strength was rarely 
available. A recent study by Tue et. al. [8] delivers new interesting findings about the stan-
dard deviation of the concrete compressive strength. One important result is that the stan-
dard deviation compared to earlier studies (e.g. Rüsch [9]) has decreased by about 1.2 MPa 
which is owed to the use of ready-mixed concrete instead of in-situ concrete. Furthermore 
the standard deviation of high strength concrete (HSC) is marginally higher than that of 
normal strength concrete (NSC). A regression analysis delivered the following non-linear 
correlation equation between the coefficient of variation of the concrete compressive 
strength of test specimen tested under laboratory conditions (L) and the nominal value of 






v   (5) 
Under the assumption that the concrete for the test specimens and for the building structure 
(B) is from the same batch, the difference between the strength of the test specimen fc,L and 
the concrete compressive strength in the structure fc,B can only be caused by variations in 
pouring, compaction and curing. Therefore it can not be expected that the difference be-
tween the strength of test specimen fc,L and building strength fc,B in HSC structures is lar-
ger than compared to NSC structures. Particularly because for HSC structures more 
rigorous quality checks are demanded than for NSC structures. That is the reason why Tue 
et. al. [8] propose to apply the results from König et. al. [10] concerning the correlation 
between laboratory and building strength also to HSC structures. Herein the characteristic 
value of the building strength was found to 85% of the characteristic value of laboratory 
strength, while the mean value was almost identical. As a result, the coefficient of variation 
of the in-situ building strength (B) is 
ck
LcBc f
vv 026.2104.085.0091.0 ,, +=⋅+=   (6) 
The concrete tensile strength is important for the description of the tension stiffening effect 
(TS), which may have major influence on the bearing capacity of slender columns. For 
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short columns (cross-section) it may be neglected. For the concrete tensile strength fct the 
following non-linear correlation equation has been used. 
3/2)8( −⋅= cctct ff α   (7) 
According to [11] the parameter αct is stochastically modelled by a lognormal distribution 
with mean value µαct = 0.3 [-] and coefficient of variation vαct = 0.30 [-]. The basic variable 
αct represents the variability of the concrete tensile strength fct independent of the compres-
sive strength fc. 
The following relationship between the secant modulus of elasticity at approximately 
~0.4·fc and the compressive strength has been used in the analysis 
3/1
cEc fE ⋅= α   (8) 
The mean value of the parameter µαE is set to 9500. A lognormal distribution with a coeffi-
cient of variation of vαE = 0.15 [-] has been chosen. The basic variable αE thus represents 
the scatter of the modulus of elasticity Ec independent of the compressive strength fc. 
2.3 Reinforcing steel 
The yield strength of the reinforcing steel fy is described by a lognormal distribution with a 
coefficient of variation vfy =0.06 [-]. The mean value for steel grade S500 amounts to µfy = 
550 MPa. 
The scatter of the steel modulus of elasticity Es is very small and is therefore neglected in 
the subsequent investigation. Variability of the geometric dimension of reinforcing bars is 
small as well. Its mean value complies with the nominal value µAs = nom As and the coef-
ficient of variation is taken to be vAs = 0.02 [-]. The distribution type is normal according 
to [11]. 
2.4 Geometric dimensions 
The nominal cross-sectional dimensions anom correspond with the mean values µa. Whereas 
the standard deviation depends on the actual size of the cross-sectional dimensions and is 
assumed to be σa = 5 mm for the current investigation. The effective depth d is defined by 
the specific cross-sectional height h and the concrete cover c. A normal distribution with a 
mean value equal to the nominal value and a standard deviation of 5 mm represents the 
stochastic model for the concrete cover c. The column height is assumed to be determinis-
tic because the slenderness ratio λ is introduced as a constant parameter in the investiga-
tion. 
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2.5 Model uncertainties 
Differences between the calculated column bearing capacity Rcal and the real bearing ca-
pacity Rexp determined by an experiment are unavoidable due to necessary idealizations 
within the mechanical model. In the course of the present study the resulting uncertainties 
are accounted for by the model uncertainty factor ξ = Rexp/Rcal. The basic variable ξ is de-
scribed by a normal distribution. An investigation of Taerwe [12] for different models re-
vealed a mean value of 1.0 and a range for the coefficient of variation of 10-20%. For the 
herein used model the coefficient of variation is taken to be 10%. 
3 Reliability Analysis 
The reliability analysis presented in the current study concentrates on short (slenderness 
ratio λ = 0) and slender (slenderness ratio λ = 100) high strength concrete columns, with a 
nominal compression strength of fck = 100 MPa. The cross-sectional dimensions are b/h/d1 
= 40/40/4 cm, where b and h stand for the width and the height and d1 denotes the distance 
between the edge of the cross-section and the centerline of the longitudinal reinforcement. 
The total reinforcement ratio is defined as ρtot = 1% (i.e. 16 cm²). Further parameters are 
the ratio between the characteristic live load and dead load Qk/Gk as well as the eccentric-
ity ratio e/h of the applied axial load. 
The analysis starts with the determination of the design value of the bearing capacity for 
each column type according to the safety format of Eurocode 2 [6] 
)15.1;50.1/()/;/();( ==== ykcksykcckydcdd ffRffRffRR γγ   (9) 
Under the assumption of an economical design approach the design value of the bearing 
capacity equals the design value of the applied load combination: 
kQkGdd QGER ⋅+⋅== γγ   (10) 
Provided that the ratio of the characteristic live load to the characteristic dead load Qk/Gk is 











  (11) 
The coefficient of variation is taken to be vG = 0.10 [-]. 
The mean value of the variable loads µQ is given by the 98%-tile in an observation period 
of 1 year of the extreme value distribution I (Gumbel) Qk assuming a coefficient of varia-
tion of vQ = 0.40 [-]. 
 


















  (12) 
In the following reliability analysis the ratio between the characteristic live load to dead 
load Qk/Gk is determined to be either 0.25 or 1.00. 
The calculation of failure probabilities pf and safety index β for a reference period of 1 
year as well as the sensitivity factors α² (influence of each basic variable on the probability 
of failure) is carried out with the help of the Adaptive Importance Sampling Method, a 
variance reduction technique based on the Monte Carlo Simulation [7]. 
4 Reliability results 
The results of the reliability analysis are illustrated in Fig. 2 and 3. The diagram (Fig. 2) 
shows the reliability index in the domain of the eccentricity ratio e/h. Additionally the tar-
get reliability index βTarget = 4.7 for a reference period of 1 year according to Eurocode 1 is 
marked. 
The influence of the loading variables (G, Q), model uncertainties (ξ) and resistance vari-
ables (d1, h, As, fy, αct, αE, fc) on the probability of failure are represented by bold black 
borderlines in Fig. 3. The weighting of the single resistance variable within the group of 
resistance variables is illustrated by the underlying area diagrams. Note that in the legend 
the marks “fct” and “Ec” stand for the random variables αct and αE, respectively.  
 
Group R: Resistance variables (d1, h, As, fy, fct, Ec and fc) 
Group Xi: Model uncertainties (ξ) 
Group E: Load variables (G, Q) 
 
Fig. 2 shows the calculated safety index β for HSC columns with a nominal concrete com-
pression strength of fck = 100 MPa. The short columns with slenderness ratio λ = 0 (cross-
section analysis) reveal a sufficient reliability level of β = 4.7 for the eccentricity ratio e/h 
= 0.1. With increasing eccentricity (transition from pure compression to bending) the reli-
ability index declines to 4.2 at an eccentricity ratio of e/h = 2.0. This value lies in the ac-
cepted range of variation according to Eurocode 1 [1]. The different ratios of the nominal 
live load to dead load Qk/Gk have almost no influence on the results. The corresponding 
sensitivity factors α² are displayed in Fig. 3. The expected failure modes - concrete com-
pression failure for small eccentricities and steel tensile failure for large eccentricities - are 
clearly visible. The slender column type with slenderness ratio λ = 100 on the other hand 
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show a significant reduction of the reliability index for medium eccentricity ratios e/h (Fig. 
2). The lowest value of β = 3.5 is reached at e/h = 0.4 and Qk/Gk=0.25. The corresponding 
sensitivity factors are shown in Fig. 3. At eccentricity ratio e/h = 0.4 only stiffness deter-
mining variables such as concrete modulus of elasticity, tensile strength (Tension Stiffen-
ing Effect) and the cross-section height are of major influence, what is a clear sign of 
stability failure. This serious reliability gap is not acceptable, since the stability failure oc-
curs without any prior notice by e.g. increasing deflection and crack formation. The reason 
for this safety gap is that the partial safety factors γc and γs in the design format of Euro-
code 2 [6] (see equation 9) can not reduce the design bearing capacity Rd in the case of 
stability failure. Since the failure occurs long before either the design yielding point of 
steel fyd or design concrete strength fcd are reached, the problem of the safety format ac-
cording to equation (9) becomes obvious. The problem can be solved by applying a safety 
format which operates with only one single partial safety factor γR on the resistance side 




Rymcmd ffRffRffRR ⋅⋅=⋅⋅⋅== γγ
γγ   (13) 
The American Standard ACI 318-05 [14] also works with only one strength reduction fac-
tor φ on the resistance side and therefore avoids a safety gap in case of stability failure. Fig. 
2 shows that with the safety format according to equation (13) a very balanced reliability 
level can be achieved and therefore is strongly recommended by the authors. 
 
Fig 2: Safety Index β for high strength concrete columns C100 (fck = 100 MPa) versus 
load eccentricity ratio e/h (caption: Concrete strength - Qk/Gk - λ) 
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5 Conclusion 
The present study deals with the probabilistic modeling of HSC columns in high-rise build-
ings. The regulations of Eurocode 1 concerning live loads in multi-story buildings allow a 
load reduction for column design depending on the respective area of influence (reduction 
factor αA) or depending on the actual number of floors (reduction factor αN). According to 
the design regulations the simultaneous use of αA and αN is not established yet. Based on 
numerical investigations, it was found that in both cases (αA and αN) the probabilistic 
model results in larger reductions than the European Standard. Furthermore, it can be rec-
ognized from the results of the probabilistic analysis that the reduction per floor is also 
influenced by the respective influence area. At this point, a significant potential for optimi-
zation accounting for combined application of the reduction factors is found. The presented 
reliability analysis on slender HSC columns made use of new statistical results concerning 
HSC compressive strength. The investigation revealed a considerable safety deficit of the 
Eurocode 2, Part 1-1 (buildings) safety format based on different partial safety factors for 
concrete and steel on the resistance side. The safety elements become ineffective in the 
case of stability failure where neither the steel yield strength nor the concrete compressive 
strength is reached. Therefore the authors recommend the use of a safety format which 
works with only one safety factor on the resistance side in the design equation, like in 
Eurocode 2, Part 2 (bridges) or ACI 318. 
 
 
Fig. 3: Sensitivity factors α² for high strength concrete columns C100, ratio Gk/Qk=0.25, 
slenderness ratio λ=0 (left) and λ=100 (right) versus eccentricity ratio e/h 
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Abstract: The Open PSA Initiative round table discussion session is to bring 
the PSA community up-to-date on our meetings, workshops, and working 
groups during the last year. We will have members of the initiative speak on 
their point of view of the initiative, what they have gained, and where we as a 
group want to go during the next year. In this short paper we introduce our 
main project for this year: the Open PSA Model Exchange Format. 
Keywords: PSA, Next Generation, Software, New Ideas. 
1 Introduction 
As we enter a time in which safety and reliability have come to the attention of the public, 
especially in the face of climate change and a nuclear renaissance, efforts are being made 
in the direction of the “next generation” of Probabilistic Safety Assessment with regards to 
software and methods. These new initiatives hope to present a more informative view of 
the actual models of systems, components, and their interactions, which helps decision 
makers to go a step forward with their decisions. 
The Open Initiative for Next Generation PSA provides an open and transparent public 
forum to disseminate information, independently review new ideas, and spread the word. 
We want to emphasize an openness which leads to methods and software which have better 
quality, better understanding, more flexibility, encourage peer review, and allow the 
transportability of models and methods.  
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We hope to bring to the international PSA community the benefits of an open initiative, 
and to bring together the different groups who engage in large scale PSA, in a non-
competitive and commonly shared organization.  
Two of our most important activities will be as a standards body and clearing house for 
methodologies for the good of PSA. In this way, researchers, practitioners, corporations, 
and regulators can work together in open cooperation. 
Over the last 5 years, some non classical calculation techniques and modeling methods in 
nuclear PSA have been extensively studied. The concern of these investigations has been 
to end the use of (1) numerical approximations for which we do not know the error factors, 
(2) modeling methods which leave out perhaps critical elements of the actual plant, and (3) 
lack of good man-machine and organizational modeling techniques. From all these 
investigations, some alarming issues related to large, safety critical PSA models have been 
raised, which we feel need to be addressed before new calculation engines or next 
generation user interfaces are put into place: 
• Quality assurance of calculations; 
• Un-founded reliance on numerical approximations and truncation; 
• Portability of the models between different software; 
• Clarity of the models; 
• Completeness of the models; 
• Modeling of human actions; 
• Better visualization of PSA results; 
• Difficulty of different software working with the same PSA model; 
• Lack of data and software backward and forward compatibility; 
• No universal format for industry data.  
New calculation engines and user interfaces and a computer representation for large, safety 
critical PSA models, which is independent of PSA software, represent a step forward in 
addressing the above issues. 
As our first activity, we have created a working group to begin the creation of a model 
exchange format for PSA models. Other working groups in the other aforementioned areas 
are expected to follow the success of the first one. 
We believe that each of you who are reading this manifesto have similar ideas.  Let us 
enter into an open forum together, and work together to know the limits of our methods, to 
push those limits, and to expand our understanding. 
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2 Why do we need a model exchange format? 
Over the years, research efforts have been made in the direction of “next generation” PSA 
software and “declarative modeling”, which try to present a more informative view of the 
actual systems, components, and interactions which the model represents. The concern of 
these studies has been to end the use of approximations: numerical approximations for 
which we do not know the error factors, and modeling approximations which leave out 
perhaps critical elements of the actual system under study. From all these investigations, 
some issues related to large nuclear PSA models have been raised, which need to be 
addressed before to put new calculation engines or next generation user interfaces into 
place. To address these issues enumerated below, a “Model Exchange Format”, a 
representation which is independent of all PSA software, must be in place. In this 
perspective software would retain their own internal representation for a model; but each 
software would also be able to share models and industry data by means of the Model 
Exchange Format. 
Quality assurance of calculations: at the moment, a model built with one software, cannot 
be simply quantified with another software, and visa versa; there are too many software 
dependent features used by modelers to make inter-calculation comparisons a one-step 
process. The Model Exchange Format will allow models to be quantified by several 
calculation engines; therefore quality assuring results in a strong way. 
Over reliance on numerical approximations and truncation: while this cannot be solved 
directly by the Model Exchange Format, as new calculation engines are completed, the 
Model Exchange Format will allow new engines to be snapped into new (or existing) user 
interfaces without changing the model or user interface software. 
Portability of the models between different software: at the moment, models are essentially 
non-portable between calculation engines, as pointed out above. The Model Exchange 
Format allows complete, whole models to be shared right now between software; the bonus 
will be on each software to correctly interpret the model representation. 
Clarity of the models: For one who examined a number of large nuclear PRA models, it is 
obvious that just looking at the basic events, gates and fault trees/event trees is of little help 
in understanding the “where”, “why”, and “how” of model elements: common cause 
failures, initiating events, sequence information, alignment information, systems and trains, 
flags, logic of recovery rules, or the dreaded “delete terms”.  The Model Exchange Format 
employs what is becoming known as structured modeling. Structured Modeling takes its 
name from the structured programming movement in the 1970s. Before that time, 
variables, arrays, and other data structures, were used with no definitions and explanations. 
Structured programming techniques forced programmers to “declare variables” at the 
beginning of a program by name and also by the type of variable it was: an integer, a real 
number, and so on. In this way the meaning of the program became clearer, and calculation 
speeds were increased. Structured Modeling, as applied to PRA models and software, has 
the same goal of making the meaning of the model more clear, more transparent, and to 
improve the speed and accuracy of the calculation. The user interface to create such a 
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model is not of concern here. The concern is to discover the distinct model elements which 
are needed to quantify and clarify large PRA models. 
Completeness of the models: without clarity, there can be no knowledge of the 
completeness of the model, since their very size and complexity strains the brain. The 
Model Exchange Format will create more survey-able models. 
Difficulty of different software working with the same PSA model: as more risk 
applications are being requested (seismic, fire, balance of plant assessments, risk monitors, 
release calculations), difficulties are arising because each risk application and major PSA 
software have different internal data formats. The Model Exchange Format will be able 
easily to share model data between applications and specialized software would be 
available for all models. 
Lack of data and software backward and forward compatibility: again, as more diverse 
software need to interact, such as safety monitors, calculation engines, and fault tree 
editors, the need to have data and programs separate becomes of high importance. The 
Model Exchange Format solves this problem by allowing programs to change without the 
need for the data format to change and for other programs to change their operations. 
No universal format for industry data: The Model Exchange Format will be a perfect way 
to publish industry data such as common cause, failure rates, incidents, and initiating event 
frequencies. 
3 Requirements for the model exchange 
To be acceptable and widely accepted, the Model Exchange Format for PSA must fulfill a 
number of requirements. The following list is an attempt to summarize these requirements. 
Soundness: the Model Exchange Format must be unambiguous. The semantics of each 
construct must be clearly given, in such way that no two correct implementations of the 
Model Exchange Format can differ in their interpretation of models (they may differ 
however, at least to a certain extent, in the results they provide if they use different 
calculation methods). 
Completeness: the Model Exchange Format should cover as much as possible; not only all 
aspects of PSA models, but also references to external documentations and format of the 
results. These issues have to be covered by the Model Exchange Format in order to make 
models actually portable and to be able to cross check calculations. 
Clarity: the Model Exchange Format should be self-documenting to a large extent. The 
constructs of the Model Exchange Format should reflect what the designer of the model 
has in mind. Low level constructs would help in making the format universal (any model 
can be eventually represented by means of a Fortran or C program, not to speak of a Turing 
machine or a Church lambda term). But constructs which are at too low a level would be of 
little help, and even counter-productive, for model review. 
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Generality: it should be possible to cast all of the existing models into the Model Exchange 
Format without rewriting them from scratch. The translation of existing models should be 
automated, at least to a large extent. Moreover, any existing tool should be able to use the 
Model Exchange Format as its representation language. Indeed, most of the tools 
implement only a subpart of the Model Exchange Format but the Model Exchange Format 
should be a superset of the underlying formalisms of all existing tools. 
Extensibility: the Model Exchange Format should not restrict developers if they wish to 
introduce interesting new features in their tools. This means that it should be easy to 
introduce new constructs into the Model Exchange Format, even if these constructs are not 
recognized by all of the tools. On the other hand, these new constructs should be clearly 
identified; their semantics should be clear and public in such way that any other developer 
can embed the feature in his own tool.  
4 Choice of XML 
To create the Model Exchange Format, we must make formal definitions for representing 
existing PRA models and define a syntax to write them. The Model Exchange Format is 
defined as a XML document type. XML is widely used on the internet as a common way 
for programs to share data. It is well structured and makes it possible to give explicit name 
to each construct. XML is therefore well suited for structured modeling. By giving the 
elements of a model a formal designation (“this is an initiating event”, “this is a basic 
event”, and so on), quantification results and understanding of the model can be improved. 
XML presents another major advantage for tool developers: many development teams have 
more or less already designed its own XML parser and many such parsers are anyway 
freely available on internet. Therefore the choice of a XML based syntax discharges 
programmers of PSA tools of the tedious task to design parsers and to perform syntactic 
checks. Moreover, due to their tree-like structure, it is easy to ignore parts of a XML 
description that are not relevant for a particular purpose. Therefore tools which do not 
implement the whole Model Exchange Format can easily pick up what they are able to deal 
with. 
4.1 A four-plus-one layer architecture 
The Model Exchange Format relies on a four-plus-one layers architecture, as pictured 
Figure II 1. Each layer corresponds to a specific class of objects/mathematical constructs. 
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Report Layer
traces of model rewritings and calculations, results...
Event Tree Layer
event trees, initiators, consequences, end-states... 
Meta-Logical Layer
common cause groups, delete terms, recovery rules...
Fault Tree Layer
gates, basic events, house events...
Stochastic Layer
probability distributions, parameters, flags...
 
Figure 1: Architecture of the Model Exchange Format 
 
• The first, or stochastic, layer is populated with all stochastic aspects of models: 
probability distributions for the failure rates of basic events, parameters of these 
distributions and distributions of these parameters, flags... 
• The second, or fault tree layer, is populated with logical components of fault trees 
(gates, basic events, house events). This layer is the core of PSA models. The two first 
layers can be used in isolation. Some existing tools implement them only. 
• The third, or meta-logical, layer is populated constructs like common cause groups, 
delete terms, recovery rules that are used to give flavors to fault trees... 
• The fourth, or event tree, layer is populated with event trees, initiating events and 
consequences. The Model Exchange Format sees event trees as (graphical) programs. 
The execution of such a program produces a set of sequences, i.e. a set (a disjunction) 
of Boolean formulae. Probability distributions are also collected while walking the 
event tree. 
• The fifth, or report layer, is populated with constructs to store results of calculations. 
This includes constructs to describe calculations (version of the model, used engine, 
used cutoffs, targeted group of consequences, calculated quantities...) and well as 
minimal cutsets and other results. 
This five layers architecture helps to understand what the different elements of a model are 
and what their respective roles are. In a word, it is the backbone of the Model Exchange 
Format. It should be clear however that any model will contain elements of the first fourth 
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levels and that these elements may be not arranged by levels. For instance, a fault tree 
description will probably contain probability distributions of basic events as well as 
common cause groups. Again, the five layers architecture intends to differentiate elements 
according to their meanings and operational behaviors. 
5 Formalisam 
Throughout the Open PSA Model Exchange document (available at www.open-psa.org), 
we shall present a number of syntactic constructions such as Boolean formulae, probability 
distributions, and so on. These constructions will be eventually represented by means of 
XML terms. XML is however a bit too verbose to make clear the underlying mathematical 
nature of objects at hand. Therefore we shall use (in a rather loose way) the Extended 
Backus-Naur form to define constructs. A presentation of the Extended Backus-Naur form 
can be found in Appendix A. 
There are several formal ways to describe a XML grammar. The most popular one is 
probably the XML Document Type Definition (DTD). A DTD is associated with an XML 
document via a Document Type Declaration, which is a tag that appears near the start of 
the XML document. The declaration establishes that the document is an instance of the 
type defined by the referenced DTD. DTD are a good verification tools, but hard to 
interpret by a human. Therefore, we shall present the grammar of the Model Exchange 
Format mainly by means of examples and semi-formal descriptions with the Extended 
Backus Naur form. A formal DTD for the whole Model Exchange Format is given 
Appendix B. A semi-formal Backus-Naur form for the Model Exchange Format is given 
Appendix C. 
It is worth noting that the XML descriptions we are giving here can be extended in any 
way to fulfill the needs of a particular tool. In particular, comments and pointers to 
documentation should be added here and there to the model.  
6 Anatomy of the open PSA model exchange format 
This section presents the anatomy of the Model Exchange Format, i.e. the main 
components of a model and their relationships. We assume the reader is familiar with the 
fault tree/event tree methodology. 
6.1 Elements of a model 
6.1.1 Variables, Terms and Containers 
Elements of a model are, as expected, components of fault trees/event trees, namely basic 
events, gates, house events, probability distributions, initiating events, safety systems, 
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consequences… Conceptually, it is convenient to arrange most of these elements into one 
of the three categories: terms, variables and containers. 
Variables: Variables are named elements. Gates, basic events, house events, stochastic 
parameters, functional events, initiating events and consequences are all variables. A 
variable is always defined, i.e. associated with a term. 
Terms: Terms are built over variables, constants and operators. For instance, the Boolean 
formula “primary-motor-failure or no-current-to-motor” is a term built over the basic event 
“primary-motor-failure”, the gate “no-current-to-motor” and the Boolean operator “or”. 
Similarly, the probability distribution “1-exp(-lambda*t)” is a term built over the numerical 
constant “1”, the failure rate “lambda” the time “t”, and the three arithmetic operators “-“, 
“exp” and “*” (“lambda” and “t” are variables). Note that variables are terms 
Containers: According to our terminology, a model is nothing but a set of definitions of 
variables. Since a brute list of such definitions would lack of structure, the Model 
Exchange Format makes it possible to group them into containers. Containers have names 
and can be themselves grouped into higher level containers. For instance, a fault tree is a 
container for definitions of gates, house-events, basic events and parameters of probability 
distributions. Similarly, an event tree is a container for definitions of initiating events, 
functional events, sequences… 
We are now ready to list the main elements of a model. The exact content and role of these 
different elements are be detailed in the document itself. 
6.1.2 Stochastic Layer 
Stochastic variables and terms: Stochastic expressions are terms that are used to define 
probability distributions (associated with basic events). Stochastic variables are called 
parameters. For instance, “1-exp(-lambda*t)” is a stochastic expression built over the two 
parameters “lambda” and “t”. 
From a programming viewpoint, it is convenient to group definitions of parameters into 
(stochastic) containers. The stochastic layer is populated with stochastic parameters, 
expressions and containers. 
6.1.3 Fault Tree Layer 
Boolean formulae, Basic Events, House Events and Gates: Boolean formulae, or formulae 
for short, are terms built over the usual set of constants (true, false), connectives (and, or, 
not…) and Boolean variables, i.e. Basic Events, Gates and House Events. Boolean 
variables are called events, for that's what they represent in the sense of the probability 
theory. Basic events are associated with probability distributions, i.e. with (stochastic) 
expressions. Gates are defined as Boolean formulae. House events are special gates that are 
defined as Boolean constants only. 
Fault Trees: According to what precedes, a fault tree is container for definitions of 
parameters, basic events, house events and gates. 
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The fault tree layer is populated with all elements we have seen so far. 
6.1.4 Meta-Logical Layer 
The meta-logical layer contains extra-logical constructs in addition to fault trees. These 
extra-logical constructs are used to handle issues that are not easy to handle in a purely 
declarative and logical way.  
Common Cause Groups: Common cause groups are sets of basic events that are not 
statistically independent. Several models can be used to interpret common cause groups. 
All these models consist in splitting each event of the group into a disjunction of 
independent basic events. 
Substitutions: delete terms, exchange events, and recovery rules are global and extra-
logical constraints that are used to describe situations such as physical impossibilities, 
technical specifications, or to modify the probability of a scenario according to some 
physical rules or judgments about human actions. In the Model Exchange Format, these 
extra-logical constructs are all modeled by means of the generic notion of substitution. 
6.1.5 Event Tree Layer 
As we shall see, event trees must be seen as a (semi-)graphical language to describe and to 
combine sequences. Elements of this language are the following. 
Event Trees: Event Trees define scenarios from an Initiating Event (or an Initiating Event 
Group) to different end-states. In the Model Exchange Format, end-states are called 
Sequences. The same event tree can be used for different Initiating Events. Along the 
scenarios, “flavored” copies of fault trees are collected and/or values are computed. 
Flavors are obtained by changing values of house events and parameters while walking 
along the tree. Event Trees are containers according to our terminology. They contain 
definition of functional events and states. 
Initiating Events, Initiating Event Groups: Initiating Events describe the starting point of 
an accidental sequence. They are always associated with an event tree, although they are in 
general declared outside of this event tree. The Model Exchange Format makes it possible 
to chain event trees. Therefore, the end-state of a sequence of an event tree may be the 
initiating event of another event tree. Initiating Events are variables, according to our 
terminology. Initiating event groups are sets of initiating events. Despite of their set nature, 
initiative events are also variables, because an initiating event group may contain another 
one (the initiating terms are set operations). 
Functional Events: Functional Events describe actions that are taken to prevent an accident 
or to mitigate its consequences (usually by means of a fault tree). Depending on the result 
of such an action, the functional event may be in different, e.g. “success” or “failure”. 
Functional Events label the columns the graphical representation of Event Trees. 
Sequences, Branches: Sequences are end-states of branches of event trees. Branches are 
named intermediate states.  
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Instructions, Rules: Instructions are used to describe the different paths of an event tree, to 
set the states of functional events, to give flavors of fault trees that are collected, and to 
communicate with the calculation engine. Rules are (named) groups of Instructions. They 
generalize split-fractions of the event tree linking approach, and boundary condition sets of 
the fault tree linking approach. 
Consequences, Consequence groups: Consequences are couples made of an initiating event 
and a sequence (an event tree end-state). Consequences are named and are defined. They 
are variables according to our terminology. Like Initiating Events, Consequences can be 
grouped to study a particular type of accident. Consequence Groups are also variables (the 
consequence terms are set operations). 
Missions, Phases: In some cases, the mission of the system is split into different phase. The 
Model Exchange Format provides constructs to reflect this situation. 
6.2 Structure of a model 
6.2.1 Relationships between elements of a model 
The elements of a model, their layer and their dependencies are pictured are pictured 
Figure III 1. This schema illustrates the description given in the previous section. Term 
categories are represented by rectangles. Variables categories are represented by rounded 
rectangles. A variable category is always included in a term category (for variables are 
terms). The three container categories, namely models, event trees and fault trees are 
represented by dashed rectangles. Dependencies among categories are represented by 
arrows. 
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Figure 2. The main elements of a model, their layers and their dependencies 
7 Conclusion 
We are engaged at the moment in a pilot project, OPSA Work Package #1, to integrate the 
Model Exchange Format into RiskSpectrum Pro, using a model provided by KKB, 
Germany. 
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Public Investments into Disaster Risk Reduction -  
The Role of the Life Quality Index in Social Cost-Benefit 
Analysis 
Timm Pliefke & Udo Peil 
Institute of Steel Structures, Technical University of Braunschweig, 
Braunschweig, Germany 
Abstract: From an economic perspective, a social disaster risk reduction inter-
vention represents an investment performed by the public authority. The im-
plementation of the project requires an initial expenditure, while the benefits in 
terms of reduced disaster consequences occur uncertainly over the effective pe-
riod. To judge on the desirability of an investment with this characteristic, cost-
benefit analysis is often applied, requiring the measure’s discounted benefits to 
outweigh its discounted cost. The performance of cost-benefit analyses on a 
social level though might deviate from this conventional criterion, making a 
deeper level of investigation inevitable. Besides the inclusion of third party in-
volvement, externalities and distributional issues, in particular the monetary 
evaluation of reduced disaster consequences is to receive notable attention to 
enable a judgment about project efficiency. Whereas a subset of these benefits 
can be straightforwardly assessed by market prices, for a great part of benefits 
either no markets exist or they are imperfect, i.e. a gap between market and so-
cial price is observable. Evaluating reduced mortality risk can be integrated in 
the latter category. A common valuation attempt for increased safety is given 
through the willingness-to-pay (WTP) concept that permits the social pricing of 
intangible goods on basis of individual preferences either estimated on micro- 
or macroeconomic level. Within the WTP methodology, prices are augmented 
by an individual consumer surplus component, indicating the subject’s mone-
tized utility gain resulting from the consumption of the product. This article 
provides a general framework for measuring the social WTP for reductions in 
mortality risk, and thus enables a retracement of the assumptions behind the 
Life Quality Index within economic theory. Eventually, an innovative eco-
nomic consistent derivation of the index is presented. 
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1 Introduction 
Earthquakes, wind storms and floods take thousands of lives and cause billions of dollars 
of loss in countries around the world each year. A rational response to these extreme events 
requires an analysis of the frequency and impact of the threatening hazard and in a second 
step the identification of alternatives, their cost and their potential to increase the protec-
tion of people and property. While each individual supplements her safety level herself to a 
certain extent by the daily choices that are made in favor of certain consumption goods and 
labor provision, the state, federal, and local governments often take the lead in managing 
risk from natural disasters. The government decides how much safety to offer to the citi-
zens. There are increasing costs to a fixed increment of risk reduction. Individuals and 
firms then respond and decide how much to invest in risk-prone locations [12]. Thus, this 
paper focuses on the evaluation of publicly rather than privately performed risk reduction 
projects, clearly pointing out the interaction though.  
From an economic point of view, the conceptual complexity of social risk reduction pro-
jects decomposes in a series of cash flows occurring at different points in time. As the im-
plementation of the measure usually imposes an initial cost and the benefits in terms of 
reduced disaster consequences flow back uncertainly over the entire effective period, a 
social risk reduction expenditure is in compliance with the characteristics of a classical 
financial investment [13]. Straightforwardly, as largely developed and strictly followed by 
the US army corps of Engineers engaging in disaster risk reduction [4], cost benefit analy-
sis (CBA) represents a proper economic tool for evaluating the project and guaranteeing an 
efficient allocation of scarce resources. But as investments on behalf of the public authority 
are considered, the conventional requirement that the project benefits should outweigh the 
project cost is clearly not sufficient in declaring the measure as being socially beneficial. 
The CBA performed on social level requires a much deeper level of investigation. 
Social CBA is applied welfare economics and differs from financial CBA basically with 
respect to three main motives [3]. Firstly, not only the effects on the parties directly in-
volved in the transaction but all effects, direct and indirect, tangible and intangible on all 
the individuals of society are to be recorded, priced and included in the analysis. Secondly, 
it has to be ascertained, that none of the involved parties is disproportionally exposed to the 
project’s benefits and cost by enforcing a predefined level of distributional fairness to be 
fulfilled. Thirdly, many benefits of disaster risk reduction are of intangible nature and can 
therefore not directly be assessed in monetary units. This is due to the fact that for the ma-
jority of these effects either no markets exist or they are imperfect, i.e. the market price 
differs from the social price. Consequently, in order to derive a statement about project 
efficiency, these intangible benefits are to be priced by applying a procedure to estimate a 
social willingness to pay (WTP) to finally assess their true social price.  
This paper concentrates on the evaluation of project efficiency, which is usually the first 
step to be performed within social CBA. By systematically identifying and arranging the 
single components of different WTP approaches discussed in literature, a conceptual 
framework for the measurement of the social WTP for human safety is developed. On ba-
sis of this framework, interrelations between the concepts are revealed and eventually, the 
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relative standing of the Life Quality Index (LQI) is discovered. In this respect, an innova-
tive LQI derivation approach is presented that displays great conformity with economic 
theory. 
2 Project Efficiency and WTP 
According to the general CBA rule, a social disaster risk reduction project is declared as 
efficient when its benefits are higher than its investment cost. This simple condition can 
only be verified under the presumption that benefits and cost are measurable within a 
common metric. As money represents a medium for the exchange of goods, a unit of ac-
count and a store of value [15] in all developed economies around the world, it is predesti-
nated to serve as the measure to carry out the necessary comparison. Whereas the cost of 
the intervention for material and labor need to implement the project can be monetized 
without further difficulty on basis of market prices, the benefits occur over a wide range of 
categories (see [18] for details) where often no direct market prices exist, among these po-
tentially saved lives. The latter can easily be converted in a reduction of the annual mortal-
ity risk for the average individual of society by using demographical data. To facilitate the 
subsequent discussion it is assumed at this point that the benefits of all other categories 
(except for the saved lives) have already been priced by the application of some other pro-
cedure. Thus, the net cost into human safety can be calculated by subtracting the monetized 
benefits of all other consequence categories from the total investment cost. Proceeding in 
this way, the efficiency problem can be converted into a pure safety problem, focusing 
only on cost and benefits of human safety. Efficiency is granted accordingly, if the net cost 
into human safety is lower than the benefits that result from the enhanced human safety 
level. Thus, the remaining task is to price changes in the safety level or synonymously, 
reductions in individual mortality risk and compare them to the net cost into human safety.  
2.1 Preferences and Utility Theory 
In order to reach this ambition, firstly a subject’s preferences towards safety have to be 
assessed. In this respect, safety is assumed to be a “good” in economical sense in the fol-
lowing, implying that a higher safety level is always preferred to a lower one. Furthermore, 
the considered subject is presumed to behave as a “rational consumer”, requiring its prefer-




• Continuity  
The assumption that safety is a good and consumers of risk reductions behave rational in 
their preference expressions enables the graphical and mathematical representation of pref-
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erences through utility functions. Before the discussion is switched from preferences to 
utility theory, the most important approaches to measure a subject’s preferences are pro-
vided. 
2.1.1 Preference Measurement 
As preferences are not directly observable their reliable measurement is all but an easy 
task. In this respect, it is to be distinguished between behavioral and non-behavioral ap-
proaches to assess consumer preferences, in line with [11].  
Behavioral approaches generally put utility increasing non-market goods in relation to 
tradable goods and can be further subdivided in stated preferences and revealed prefer-
ences methods. In the stated preferences approach individuals are directly asked in specifi-
cally designed interviews or questionnaires to integrate different bundles of goods in a rank 
ordering according to their preferences. Alternatively, goods with similar characteristics 
but differences in one attribute are sold on artificial test markets and out of the purchase 
decisions at various prices preferences for the differing attribute are extracted. In the re-
vealed preferences approaches in contrast, preferences are estimated by observing con-
sumer behavior on real markets. On basis of sophisticated econometric approaches, such as 
hedonic regression and conjoint analysis, market prices for certain attributes of certain real 
goods can be derived. An example of this technique would be the analysis of real estate 
prices in different locations with different property exposures to disaster risk [7] or alterna-
tively, the estimation of differences in salaries for jobs with different risk exposures on the 
labor market [23].  
Non behavioral approaches on the other hand refrain from the attempt to access prefer-
ences based on individual behavior either determined by ascertained or observed behavior. 
Instead, psychological techniques are used to derive a preference ordering based on several 
logical assumptions how the individual should behave ideally. In this sense, they are based 
on normative assumptions rather than empirical behavior and are hardly accordable with 
the individual conception of social welfare and consumer sovereignty, two widely accepted 
value judgments underlying applied welfare economics [2]. 
2.1.2 Utility functions 
Utility functions are a theoretical tool to express rational consumers’ preferences towards 
certain (bundles of) consumption goods in a mathematically consistent way. In this respect, 
it is generally assumed that an individual derives utility from the commodity bundles she 
consumes. Thus, whenever she prefers a commodity bundle x to a commodity bundle y, it 
is inferred that her utility is greater in the former case than in the latter. Mathematically, 
utility can be formulated as a function 1( ,..., )nU U x x= from the n-dimensional consump-
tion space C into the real number space R that satisfies the following condition: 
( ) ( )U x U y≥  ⇔  commodity bundle x is preferred to commodity bundle y (1) 
Unfortunately, the assignment of a utility function to a given preference ordering is not 
unique. Nonetheless, selecting one arbitrary utility function representation out of all the 
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possibilities will be sufficient as they all lead to the same result. Having determined an 
adequate utility function fulfilling (1), it is assumed that the individual attempts to maxi-
mize her utility derived from the goods she chooses to consume, given a restricted amount 
of income at disposition to spend on consumption. Within utility theory two conceptually 
different branches of utility have emerged over the years.  
2.1.3 Branches of utility theory 
Classical economists like MARSHALL, WALRAS and EDGEWORTH were partisans of the car-
dinal branch of utility theory, being convinced that utility was a measurable quantity, pro-
vided that enough information about preferences had been collected. In the cardinal sense, 
utility itself has a significance and utility differences can be meaningfully compared. Thus, 
it can be stated not only that an individual prefers one good to another, but also how much 
she prefers it over the other. Cardinal utility functions are equivalent up to positive linear 
transformations and are assumed to fulfill the diminishing marginal utility condition, indi-
cating that an individual derives less and less additional utility from increments in com-











Taking this first GOSSEN Law as fulfilled, the individual is able to maximize her utility by 
distributing her disposable income over consumption goods according to the second 
GOSSEN law. The latter requires the ratios of marginal utilities to prices being equal across 
all goods and services consumed:  
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As there is nowadays general agreement among economists that there exists no obvious 
way to measure utility on a cardinal scale, the preceding paragraph has only been included 
for reasons of completeness. The following discussion adopts the ordinal utility concept 
instead. 
PARETO abandoned the idea of cardinally measurable utility, propagating the ordinal utility 
concept. In this second branch of utility theory it is assumed that a consumer is only able to 
rank different bundles of consumption goods and integrate them into a preference ordering. 
Thus, the absolute level of utility has no meaning and utility differences between two dis-
tinct bundles of consumption goods are of no significance. Therefore, the utility functions 
are equivalent up to any positive monotone transformation, as they maintain the preference 
ranking. The general way to operate with these ordinal utility functions is based on the 
concept of indifference curve mappings. Given an ordinal utility function an indifference 
curve represents the locus of all combinations of two (bundles of) goods that lead to the 
same level of utility. In this sense, one of the two (bundles of) goods usually represents a 
traded (bundle of) good(s) for which a market price exists, while the other (bundle of) 
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good(s) constitutes a non traded asset for which it is aimed at estimating the price-quantity 
relation out of the preferences. Therefore, the two (bundles of) goods are often chosen as 
being imperfect substituted for each other. Then, by assuming a diminishing marginal rate 
of substitution for the two considered (bundles of) goods, which indicates that the amount 
of the first (bundle of) good(s) that a person is willing to give up in order to gain an addi-
tional unit of the second (bundle of) good(s) decreases with higher absolute levels of the 
second (bundle of) good(s). Accordingly, the indifference curve is convex to the origin in 
the two dimensional consumption space. Under the prerequisite that an individual has only 
a limited amount of income to spend on consumption of the two (bundles of) goods, a 
budget constraint can be added in the space, showing all combinations of goods that are 
affordable. Now, the individual maximizes her utility at the point where the budget con-
straint is tangent to the highest indifference curve. These considerations will be further 
specified in section 3. 
2.1.4 Subject behind utility functions 
Beside the distinction between ordinal and cardinal utility it is necessary to delineate the 
utility concept with respect to the subject behind the utility function whose preferences are 
to be modeled. For this purpose principally two conceptually different strategies exist, rep-
resenting two different points of view.  
On the one hand, microeconomic utility functions can be constructed which are specific for 
each individual or group of individuals. Therefore, in special application to disaster man-
agement, individual preferences as well as changes in income and in the composition of 
consumption goods that result from performing the social risk reduction intervention are to 
be analyzed for each individual personally. Furthermore, in a second step the changes in 
the individual utilities have to be aggregated on social level in order to derive a statement 
about project desirability. As a consequence, the data requirement is very high and an im-
plementation rather costly.  
On the other hand, it is possible to construct utility functions on macroeconomic level. This 
approach goes in line with the assumption that a utility function for the average individual 
of society exists. Thus, changes in income and in the composition of consumption goods 
due to the risk reduction intervention are first averaged and then analyzed by the standard 
utility function. The total effect of the project on societal level can then be obtained by 
simply multiplying the effects for the average individual with society’s total population 
size. Therefore, data requirement is quite low and the strategy is easily implementable for 
practical purposes.  
2.2 (Potential-) Pareto Improvement 
As already sketched above, the social risk reduction project has a cost which is taken into 
account by means of the net cost into human safety and benefits in terms of reduced mor-
tality risk or increased safety. Thus, independently of which approach has been chosen to 
estimate the utility function and on which scales utility is considered, the implementation 
of the project will alter the composition of the consumption bundles from which an indi-
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vidual derives her utility. Typically, a subset of all the individuals will feel better off after 
than before the change, others will suffer a utility loss and others in turn will be indifferent 
towards the change or not be affected at all. In order to judge on the advantageousness of 
performing the intervention in comparison to remain inactive, it has to be investigated how 
these changes in the numerous individual utility functions affect overall social welfare. 
Defining social welfare can clearly be looked upon as a normative concern. Thus, there is 
no general agreement on how to define a social welfare function except for the fact that it 
ought to be a function of individual welfares, represented by individual utility functions. 
Consequently, whenever it is said that one situation is better than another, a certain set of 
value judgments regarding the accumulation of individual utility on social level has to be 
imposed. The basic value judgment that is used in welfare economics is the PARETO prin-
ciple. Accordingly, a change is desirable if at least one individual of society can be identi-
fied to have been made better off in terms of a utility gain after than before the change and 
all other members of society maintain at least their preliminary level of utility. Although 
this is a value judgment, it is a weak one in the sense that most people would accept it [10].  
But as in almost all practical situations and particularly in social risk reduction interven-
tions usually both winners and losers are involved, the PARETO principle reaches its limits 
rather fast. Therefore, basically two concepts exist to overcome the situation of being stuck 
in PARETO optimality: The construction of a social welfare function and so called compen-
sation tests. Due to ARROWS impossibility theorem [1] that interdicts a social welfare func-
tion from being constructed out of ordinal, non interpersonal comparable utility functions, 
it will be focused on compensation tests in the following. The most commonly known test 
has been developed by KALDOR and HICKS [9], [8], by relaxing the PARETO improvement 
condition and is therefore often being referred to as KALDOR-HICKS compensation test or 
potential PARETO improvement. This test requires for a social change to be approved that 
the gainers are able to compensate the losers and still have some net benefit left over. In 
this respect, it has to be emphasized that the test considers only hypothetical compensation, 
whether compensation is actually carried out in the end is regarded to be an important but 
separate decision [10]. Thus, it is focused only on the efficiency aspect of a welfare 
change. That is, the change is considered desirable if its revenue exceeds its cost on aggre-
gate level, so that it is possible to undertake a potential PARETO improving distribution.  
2.3 Willingness to pay (WTP) 
In the attempt to demonstrate that the risk reduction intervention would lead to a potential 
PARETO improvement, it has to be recognized at this point, that the compensation test 
makes a comparison of utility gains and losses across individuals inevitable. Only if it is 
possible to meaningfully relate the size of the losses to the size of the gains, it can eventu-
ally be ensured that the gainers gain enough to compensate the losers and still have some 
net benefit left over. Recalling the basic results of utility theory provided in section 2.1 and 
emphasizing that it is operated on basis of ordinal utility functions only, it can easily be 
retraced that utility gains and losses in absolute numbers have no significance and are fur-
thermore not interpersonally comparable. Thus, in order to check compliance with the 
compensation test, personal utility changes first have to be translated into monetary terms. 
This is exactly where the WTP concept begins to operate, making the utility concept func-
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tional on aggregate basis. In other words, the WTP approach enables a translation of the 
rather theoretical welfare economic principles into a practical context, i.e. into social CBA. 
In the risk reduction perspective, the WTP is defined as the maximum amount of consump-
tion an individual is willing to sacrifice for a given increase in safety. Thus, the WTP is 
obtained in monetary units and defines the individual’s reservation price for the considered 
safety change. By summing up all the individual WTPs the social WTP for risk reduction 
is obtained. The latter then correspondingly represents society’s reservation price for the 
intervention and is to be compared to the net cost into human safety. If the social WTP is 
higher than net cost into human safety, the price for the risk reduction project is considered 
to be below the reservation price. Accordingly, a potential Pareto improvement can be per-
formed and the intervention is considered to be socially valuable. The difference between 
social WTP and the price that society actually has to pay for the project, i.e. the net cost 
into human safety, eventually defines the aggregate monetized utility gain of all consumers 
that comprise society. The latter is being referred to as the aggregate consumer surplus. 
The technical details how to derive societal WTP as well as consumer surplus from utility 
functions are discussed subsequently.     
3 Measuring WTP for Safety 
The first step in the mathematical derivation of the social WTP for safety is to specify a 
unit in which safety can be measured. There are principally two distinct and conceptually 
different ways how this can be accomplished. The first approach considers safety as con-
sumption good and measures it on basis of reduced individual mortality risk or alterna-
tively, the individual survival probability. This specification goes in line with the idea that 
individuals of society are demanders that search to buy the good safety for a certain price 
from the producers who take the position of safety suppliers. In this case, personal safety 
consumption is restricted by a budget constraint, indicating the individual’s financial capa-
bilities to acquire safety on a market. The second strategy to measure safety is to consider 
it as a time component and thus, as an input factor of production. The individual reduces 
her mortality risk by increasing her safety level, which will result in a prolonged life ex-
pectancy and thus, in a gain in total lifetime. In this perspective, the individual is the sup-
plier of (work-)time which is demanded by the producer as an input factor in its production 
process. In this case, the individual faces a time-budget constraint, limiting her abilities to 
offer time on the labor market. These two approaches are discussed separately in the fol-
lowing. 
3.1 Safety as consumption good 
If safety is treated as a consumption good, it has to be emphasized firstly that no real mar-
ket exists where the good safety is traded. Thus, in order to still be able to rely on micro-
economic pricing strategies, a hypothetical market has to be created on which social 
demand curves for safety are constructed artificially out of the individual utility functions. 
Having determined the artificial equilibrium point between supply and demand, this social 
demand curve for safety can then easily be used to derive the social WTP for safety.  
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3.1.1 Consumer as demander of the good 
Starting point on the consumer side is a previously determined individual utility function 
that is able to integrate different commodity bundles in a rank ordering. The primary goal 
of the individual is to maximize her utility with respect to her financial capabilities. To 
facilitate the presentation, it is assumed that the utility function is two dimensional and 
therefore has only two input variables, consumption and safety. In this manner, it will be 
possible to solve the utility maximization problem graphically in (safety, consumption)-
space. In line with the principle of completeness, it is therefore necessary to assume that 
consumption represents the bundle of all goods the individual chooses to consume except 
for safety. Thus, the utility function has the following abstract form:  
1, 2( )U U x x= , x1 = safety, x2 = consumption (4) 
As outlined above, the basic way to operate with ordinal utility functions is the concept of 
indifference curves, representing all loci of combinations of consumption and safety that 
lead to a constant level of utility. For each level of utility the indifference curve is charac-
terized by the following differential form: 
1, 2 1, 2
1, 2 1 2
1 2
( ) ( )
( ) 0
U x x U x x






Thus, given an absolute level of utility U(x1,x2) each change of consumption dx2 can be 
compensated by a change in safety dx1 so that utility remains constant. When it is further 
assumed that consumption and safety are imperfect substitutes for each other and by ac-
cepting the principle of diminishing marginal rates of substitution, the indifference curve 
will have the following graphical representation in (x1, x2) - space:  





Figure 1: Indifference curve between safety and consumption 
The negative slope of the indifference curve represents the marginal rate of substitution of 
consumption for safety, i.e. the amount of consumption that the considered individual is 
willing to trade off for a given change in safety and still maintains the same utility level. 
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This marginal rate of substitution is equal to the marginal WTP for the given safety 













∂= − = ∂
∂
 (6) 
Now, in order to find the combination of safety and consumption that maximizes individ-
ual utility, a budget constraint has to be added in (x1, x2) - space. If y corresponds to the 
individual’s disposable income and p1 and p2 denote the prices for safety and consumption 
respectively, the budget constraint is given through: 
1 1 2 2y p x p x= +  (7) 
To incorporate the budget constraint in the two dimensional (x1, x2) – space, it has to be 






= −  (8) 
Equipped with these formulas, the graphical representation of figure 1 can be extended to 









Figure 2: Utility maximization by inclusion of a budget constraint 
As the  budget line is composed of all possible combinations of safety and consumption 
that are affordable to the individual, the maximum utility combination is reached at the 
point where the highest utility indifference curve is tangent to the budget line. All other 
combinations of safety and consumption are inferior with respect to the individual’s pref-
erences. Mathematically, the utility maximization condition can be formulated by requiring 
the slope of the budget line to be equal to the slope of the indifference curve: 








= − ⇔ =  (9)
Consequently, the individual maximizes her utility when the MRS of consumption for 
safety equals their ratio of prices.  
Now, if it is assumed that the price for consumption is a known variable, the individual 
demand curve can be obtained by varying price and quantity of safety at constant con-
sumption levels, assuring the validity of the optimality condition (9). It is noted at this 
point, that variations in safety prices usually entail both income and substitution effects 
that are beyond the scope of this article and are therefore excluded from the subsequent 
discussion (in [22] a comprehensive discussion of these effects is provided). The demand 
curve displays the individual’s marginal WTP for safety, i.e. the WTP for each additional 
unit of safety, as a function of absolute safety levels. Straightforwardly, as the absolute 
level of safety increases, the less and less the individual is willing to pay for an additional 
unit of safety, in line with the diminishing marginal rate of substitution assumption. This 






Figure 3: Individual demand curve  
To finally arrive at the social demand curve for safety, the last step to be performed is to 
aggregate the individual demand curves on social level. In this respect, it has to be distin-
guished whether micro- or macroeconomic utility functions have been taken into account 
to derive the individual demand curve. Furthermore, the good safety can be of private or of 
public nature, making a further differentiation necessary. If safety is considered as a pri-
vate good and individual demand curves are derived from microeconomic utility functions, 
the individual demand curves are to be summed up in horizontal direction to finally obtain 
the social demand curve. Thus, for each given price, safety quantities demanded by each 
individual are simply added up. Are the individual demand curves obtained on basis of a 
macroeconomic representative utility function instead, the social demand curve is obtained 
very easily by multiplying individual demand for each price by the total population size. Is 
safety being looked upon as public good in contrast, the general approach of summing 
up/multiplying individual demand curves, depending on whether micro- or macroeconomic 
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utility functions have been used, is quite similar. However, the aggregation takes place in 
vertical direction. Thus, for each given quantity of safety prices are summed. This is due to 
the fact, that consumption of safety by one individual does not reduce availability of safety 
to others in the public good context [16]. An illustration for the aggregation of individual 
demand curves in private and public context for a simplified two individual society is pro-
vided in figure 4. 







Safety as a private good 
Safety as a public good 











   Figure 4: Aggregation of individual demand curves 
As will be seen later in this article, the social demand curve is a powerful tool to obtain all 
the necessary information about aggregate consumer behavior and can thus be used very 
easily to judge on the effectiveness of risk reduction interventions. Before this can be dem-
onstrated, the consideration has to be first shifted from the consumer to the producer side 
to finally obtain an equilibrium price and quantity of safety.  
3.1.2 Producer as supplier of the good 
In the last subsection it was shown, how individual and then social demand curves for the 
good safety can be derived, starting from individual utility functions. This section concen-
trates on the complementary part of the market, namely the construction of individual and 
social supply curves for safety. Thus, it is focused on producers, rather than individuals, 
which might be firms on microeconomic or a society’s entire production on a macroeco-
nomic level. The first observation that has to be made when the consideration is switched 
to the producer side is that it is not operated on basis of utility functions. Instead, it is gen-
erally taken for granted that the producer’s primary objective is to maximize its profits. If it 
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is assumed that labor L and capital K are required in the production of safety x1, at prices s 
and i respectively, the following mathematical expression for maximizing the profit π  
holds: 
1
1 1max ( , )x L K p x sL iKπ = − −  (10)
Furthermore, in contrast to the discussion on the consumer side, producers of safety do not 
face a budget constraint. In principle, they could produce arbitrary large amounts of output 
as long as the prices obtained for the good are in healthy relation to the production cost. 
Production is therefore only limited by the prices the firm has to expend for its production 
factors, the technical knowledge of the production process and the prices that are expected 
for selling the good on the market. The firm’s production function brings all these compo-
nents together and thus comprises a restriction to the above stated maximization problem:  
1 ( , )x f L K=  (11)
Thus, the production function indicates the relation between the input factors labor and 
capital and the output product safety of the firm. It has to be noted that capital in this ex-
pression represents a summary measure of all financial means required by the producer to 
purchase all necessary physical input factors such as machinery and commodities in the 
production process, in analogy to the consumption variable that enters individual utility. 
The labor component on the other hand, indicates the accumulated labor time of all em-
ployees that is need in the production of safety. Now, in order to facilitate the presentation, 
the constraint profit maximization problem is solved graphically. For this purpose, the two 
dimensional (input, output) - space is considered. Therefore, one of the two input factors 
has to be assumed to be constant, which is done for capital subsequently, not limiting gen-
erality though. The approach to hold capital constant is quite common [10], especially 
when the profit maximizing problem is considered in the short run, so that the firm is not 











Figure 5: A firm’s profit maximization decision 
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The depicted isoprofit lines have been obtained by resolving equation (10) for x1: 
1
1 1 1
i sx K L
p p p
π= + +  (12)
At constant capital levels, inserting different values for π  in equation (12) leads to an iso-
profit line each. By definition, an isoprofit line consists of all combinations of labor input 
and safety output that lead to the same profit. If the production function for constant capital 
is now included, as depicted in figure 5, the maximum profit point can easily be identified. 
It represents exactly this point on the production function, which is tangent to the highest 
isoprofit line: 
1





At this maximum, the firm chooses this (labor, safety) - combination that leads to the high-
est profit, according to its technical capabilities. Furthermore, this condition can be shown 
to hold for all other input factors other than labor [22]. 
Now, if it is assumed that the prices for labor s as well as the production function f are 
known, all combinations of prices and quantities of safety that fulfill the optimality condi-
tion (13) can be extracted to eventually obtain the firm’s supply curve for safety. In con-
trast to the construction of the consumers’ demand curves, it is not necessary to consider 
income as well as substitution effects in the producer context. The supply curve reflects the 
firm’s marginal cost, i.e. the cost to produce one additional unit of output as a function of 






Figure 6: Individual supply curve  
The last step that has to be performed to finally arrive at the social supply curve is to ag-
gregate the individual supply curves on social level. As this can be accomplished abso-
lutely analogously to the aggregation of individual demand curves discussed in section 
3.1.1, no further explanation is need.  
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3.1.3 Equilibrium and social WTP for safety 
Once the demand and supply curves for safety on a social level have been obtained, they 










Figure 7: Equilibrium price and quantity  
According to the first welfare economic theorem, this equilibrium price is PARETO efficient 
in perfect competition. In this sense, by assuming that both consumers and producers fol-
low utility and profit maximization strategies respectively, no one can be made better off 
without making somebody else worse off. This equilibrium price has evolved over time 
from all past trades of safety between rational behaving consumers and suppliers. As it is 
sought to perform a potential PARETO improvement by means of the risk reduction initia-
tive under investigation to overcome the situation of being stuck in the PARETO condition, 
this equilibrium point presents the point of departure for the WTP analysis. Therefore, the 
equilibrium price and quantity of safety is taken to determine the status quo of society with 
respect to safety. If the equilibrium quantity of safety is denoted by S* and if it is further 
assumed that the considered risk reduction project increases the safety level to S, the social 
WTP for safety is obtained as 
*
1 1( ) ( )
S
S
SWTP RR MWTP x dx= ∫  (14)
Illustratively, the social WTP represents the area between S* and S under the social de-
mand curve for safety, which was identical to the marginal WTP. Consequently, the so 
obtained social WTP represents the aggregated consumer benefits of the intervention in 
monetary terms. Eventually, for the project to be approved in social sense according to the 
KALDOR-HICKS criterion, the condition 
SWTP(RR) ≥  Net Cost into Human Safety (15)
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must be fulfilled. The difference of social WTP and net cost into human safety ultimately 
represents the total monetized utility gain or net benefit from the investment of all indi-
viduals collectively and is denoted aggregate consumer surplus. 
3.2 Safety as factor 
In this section, safety is looked upon as a time component that benefits the consumer in 
terms of leisure time and the producer in terms of working time that is need as an input 
factor of its production. Thus, data can be obtained from the labor market. Although most 
of the microeconomic results of the previous discussion, where safety was treated as a con-
sumption good, can be applied also in this context, at some points some problem specific 
modifications need to be carried out. The subsequent presentation therefore concentrates 
on pointing out the differences between the two approaches, while referring to the previous 
results, if necessary, to avoid redundancy. The utmost difference to the previous section is 
that in the time context, the individuals are the suppliers of time, while the producers are 
the demanders of time in their production processes.  
3.2.1 Consumer as supplier of the factor 
In line with the previous considerations the individual of society is trying to maximize her 
utility function also in this approach. As it is intended to use labor market data to price 
time as an indicator for safety, the time component has to be specified and seen from dif-
ferent perspectives. What brings satisfaction to the individual is leisure time. In contrast, 
what actually can be priced on the labor market is labor time. Therefore, the objective of 
this section is to find an individual labor supply curve, that indicates the individual’s mar-
ginal WTA to forgo leisure time by devoting a fraction of her total disposable lifetime to 
income producing work at different wage rates. The complexity of formulation in this last 
sentence was intentionally chosen to clarify the problematic behind this approach. The 
individual has a limited amount of time available and needs to define a trade-off between 
labor and leisure that maximizes her utility. Working more means to earn a higher income 
and therefore to have more money available for consumption, but less time to enjoy life on 
the contrary. Therefore, work time and leisure time are perfect complements for each other. 
Having this in mind, it is now proceeded by considering leisure time as a utility contribut-
ing variable. In this way, an individual leisure demand curve is derived. This curve will 
then be modified to finally obtain the required labor supply curve. Consequently, the indi-
vidual utility function can be defined as 
( , )U U r c= , r = leisure time, c = consumption (16)
As previously, from this utility function an indifference mapping can be deduced by ana-
lyzing how much consumption can be exchanged for a given change in leisure time and 
still maintain the same level of utility. Like before, this represents the first step in deter-
mining the utility maximizing combinations of consumption and leisure time. Before it is 
continued with the second step in the maximizing process, a simplification of the consump-
tion component can be carried out, that will be helpful in the following. According to the 
principle of completeness of preferences, it is easy to verify that the consumption bundle c 
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in the utility formulation (16) is complete, in the sense that contains all goods and services 
consumed. This is due to the fact that at first glance nothing has to be expended for leisure 
time and all income is spent on consumption. Thus, multiplying consumption c with the 
price paid for consumption delivers total consumer income y, provided that nothing is 
saved. Consequently, the variable c is replaced by y subsequently. The second step in the 
utility maximization process is to include a time-budget constraint in the (leisure time, in-
come) – space to locate the maximum utility point graphically, in analogy to section 3.1.1. 
In this respect, firstly, a constraint on income y is imposed, which can be expressed as a 
function of labor l and capital k and their prices s and i respectively: 
y ik sl= +  (17)
Now, this condition (17) has to be formulated in terms of leisure time. By defining e as the 
total time available to the individual, labor time l is obtained by subtracting leisure time r 
from e, thus, l=e-r. This leads to a modification of condition (17): 
( )y ik s e r= + −  (18)
Rearranging terms leads to the final time-budget constraint to be included in (leisure time, 
income) - space: 
( )y ik se sr= + −  (19)
By taking a closer look at equation (19) it becomes clear at second glance, that leisure time 
actually has a price equal to its opportunity cost. The latter represent the cost from spend-
ing time for leisure purposes instead of devoting it totally for income producing activities. 
Therefore, the maximum amount of income would be achieved by expending all available 
time for work and any hour from retaining so leads to a reduction of income equal to the 
wage rate s. 
As previously, by the integration of this time-budget constraint in (leisure time, income) - 
space the maximum utility point can be determined as the tangency point with the highest 
indifference curve, leading to the following condition: 
y r
dy s MRS s
dr −
= − ⇔ =  (20)
In line with the previous discussion, from the utility maximizing condition (20) the con-
sumer demand curve for leisure r time plotted against the wage rate s can be derived. Not-
ing that leisure time and working time are perfect complements for each other, the 
consumer demand curve for leisure time can straightforwardly be used to construct the 
consumer supply curve for labor time. The relationship between the two time fractions is 
illustrated in figure 8. 







Figure 8: Obtaining the labor supply curve from the leisure demand curve 
As before, the final step on the labor supply side is the aggregation of the individual labor 
supply curves on social level. This is performed absolutely analogously to the aggregation 
of individual demand curves illustrated in section 3.1.1. 
3.2.2 Producer as demander of the factor 
The derivation of producer demand curves for safety in terms of labor time is to large ex-
tends identical to section 3.1.2. The two slight modifications that are necessary concern the 
formulation of the profit maximization condition and the production function, while the 
approach to determine the maximum profit point is absolutely similar. This is due to the 
fact that the perspective is different in the labor time context. Here, it is not investigated 
how much of the product safety should be sold on the markets to maximize profits at vary-
ing safety prices with respect to a given production function and factor prices. In contrast, 
it is analyzed, how much labor should be employed at different wage rates to maximize 
profits for a given output level and price, production function and constant capital prices. 
Therefore, from this point of view, first of all the output is not a single product (like safety) 
but the producer’s totally produced output including all goods. Only in this manner, the 
producer’s demand for labor can be determined. Thus, by multiplying all the produced 
output goods with their given prices, the producer’s total income Y is obtained, which then 
can be used to formulate the new profit maximization condition: 
,
max ( , )
L K
L K Y sL iKπ = − −  (21)
Accordingly, the production function has to be modified to a function of producer income: 
( , )Y f L K=  (22)
Then, in line with the discussion in section 3.1.2, equations (21) and (22) together lead to 
the following profit maximizing condition 
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Thus, the producer will hire labor until the marginal cost from hiring labor is equal to the 
wage rate. By varying wage rates and labor quantity so that condition (23) is still satisfied, 
the producer demand curves for labor are obtained. The aggregation of the individual labor 
supply curves on social level is performed as illustrated in section 3.1.1. 
3.2.3 Equilibrium and social WTP for safety as a factor 
The intersection between consumers’ aggregated labor supply and producers’ aggregated 
labor demand curves defines the PARETO optimal social equilibrium of labor quantity and 
wage rate, which is visualized in figure 9.  









Figure 9: Social labor equilibrium  
This social equilibrium point represents the result of all individuals’ utility maximizing 
decisions concerning leisure consumption or labor supply as well as all producers’ profit 
maximizing decisions with respect to labor demand. Therefore, it serves as the status quo 
condition for the subsequent evaluation of the risk reduction investment. In order to inves-
tigate the project according to the potential PARETO improvement rule, the social WTP for 
the time component safety has to be derived and compared to the net cost into human safe-
ty. Thus, it is to be shown in which way the individuals of society profit from the interven-
tion. As the risk reduction project increases safety and therefore, reduces mortality risk, the 
benefits are to be converted firstly in terms of time units by means of prolonged life expec-
tancy. Denoting e* for the individuals status quo life expectancy before the intervention 
and e for the life expectancy after the risk reduction project, the net time gain for the indi-
vidual is obtained by e-e*. If w represents the fraction of total lifetime that is devoted to 
work, this net time gain e-e* decomposes in an increase in leisure lifetime (1-w)(e-e*) and 
an increase in labor lifetime w(e-e*), assuming the working fraction w to remain unaffected 
by the project. The former leisure time gain leads to a utility increase to the individual, 
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which is priced by the labor time gain, representing the opportunity cost for leisure time. 
On aggregate level, the risk reduction intervention leads to a gain in lifetime E-E* repre-
senting the sum of all individual lifetime gains e-e*. The life working fraction on aggregate 
level w* is obtained by the labor supply in the equilibrium condition L* and the total socie-






Therefore, the social WTP for risk reduction is obtained by 
* *
( ) ( ) ( )
wE L
wE L
SWTP RR MWTP L dL MWTP L dL= =∫ ∫  (25)
representing the space under the aggregated labor supply curve between status quo and 
new labor supply after the intervention. Evidently, the determination of the social WTP 
could have also been carried on basis of the aggregated leisure demand curve leading to the 
same result. 
Finally, the KALDOR-HICKS criterion for safety as a production factor time is given by: 
SWTP(RR) ≥  Net Cost into Human Safety (26)
As before, the difference of social WTP and net cost into human safety ultimately repre-
sents the total monetized utility gain or net benefit of all individuals collectively from the 
investment and is equal to aggregate consumer surplus. Formulated verbally, condition 
(26) states that the social risk reduction intervention is in social interest, when the mone-
tized gains in terms of increased leisure time available to society is greater than the social 
price of labor time necessary as input factor to implement the project at constant capital 
levels, in line with [13]. 
4 The Life Quality Index in social CBA 
The Life Quality Index (LQI) is a social indicator that has been introduced by Nathwani et 
al. [17] and is particularly designed to support risk management decisions affecting human 
safety in social interest. Although the LQI has evolved in many different forms over time, 
it constantly represents a function of the GDP per capita y as an indicator for personal in-
come, the work free life expectancy at birth (1-w)e, and the fraction of lifetime devoted to 
work w. Based on a chain of economic assumptions and mathematical derivations, the LQI 
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Assuming that a social risk reduction intervention results in a reduction of the mean dis-
posable income and a prolongation of (work free) life expectancy to the average individual, 
the LQI can be used to judge on the social desirability of the project, summarized in the net 
benefit criterion. 
Based on the economic theory concerning the social WTP for safety assembled throughout 
this article, the LQI is now analyzed with respect to its economic implications and inte-
grated into a broader concept. Thereby, especially the derivation of the index as well as its 
implicit assumptions are to receive special attention, considering the fact that these issues 
resulted in some controversial discussion in literature. In this sense, it was put into question 
whether the LQI represented a normative or an empirical concept [6].  
4.1.1 Derivation of the LQI and its economic implications 
Throughout the previous chapters it was demonstrated, how individual and then aggregated 
demand/supply curves can be derived from individual utility functions based on individual 
preferences. In practical economic applications instead, often the reverse problem is 
treated, i.e. deriving utility functions from empirical data. The LQI can be looked upon as a 
mixture of the two strategies and is therefore half behavioral and half non behavioral, as 
will become clear subsequently. It is anticipated at this point that the LQI is an ordinal ma-
croeconomic utility function that values safety in terms of the production factor time. In 
line with the results of chapter 3, a delineation of the role of consumers as suppliers and 
producers as demanders of (labor-) time follows immediately.   
Consumer side 
Starting point in the LQI derivation is the assumption of a general mathematical form for 
the utility function, representing the average individual’s preferences towards consumption 
and leisure time. It is hypothesized, that the utility function can be formulated in terms of a 
product of the individual income available for consumption y raised to the power of q and 
the individual’s expected remaining work free lifetime e(1-w)=r as its factors. 
(1 )q qLQI y w e y r= − =  (28)
The assumption of this functional form clearly represents a normative value judgment as it 
is not derived from empirical data or observed behavior. The justification to employ the 
income as a power function of q as a factor in individual utility that is given is, that it is 
commonly used in economic literature and exhibits a constant relative risk aversion as long 
as q is bounded between 0 and 1 [21]. Then, it is assumed that the average individual is 
maximizing her utility with respect to leisure time and consumption. In equation (20) the 
utility maximization condition for safety as a time factor is provided. Accordingly, the 
marginal rate of substitution between income and leisure time MRSy-r must be equal to the 
(real) wage s. In order to apply this condition for the special case of the LQI utility func-
tion, firstly, the marginal rate of substitution has to be calculated: 

















= ⇔ =  (30)
Form these equivalencies, by holding y and q constant and varying leisure time r and wage 
rate s, the average individual’s demand curve for leisure time can easily be obtained:  
ys
qr
= = individual demand curve for leisure (31)
As stated above, leisure and labor time are perfect complements for each other, decompos-
ing total lifetime e in two fractions. Form this cognition, by making use of the life working 
fraction w, individual leisure time r can be expressed by means of individual labor time l: 
1( (1 )) ( ) wr e w l ew r l
w
−= − ∧ = ⇒ =  (32)
Thus, by taking the leisure-labor relation (32) into account, the individual demand curve 




= − = individual supply curve for labor (33)
As the LQI represents a macroeconomic utility function of an average individual of soci-
ety, the aggregated social labor supply curve is obtained by multiplying individual income 
as well as labor input by the total population size N. 
1 1
Ny Ys w wq Nl q L
w w
= =− −  (34)
Certainly this change doesn’t alter the magnitude of s as s represents the wage rate per hour 
and therefore N cancels out. But as for the construction of the social labor supply curve 
variations in aggregate labor L and wage rates s are considered, leaving the other variables 
constant, the scale of the x-axis will have to be adjusted in the change from individual la-
bor supply to aggregate labor supply. 
As the labor supply curve on aggregate level is given through (34) the perspective is now 
changed to the producer side, as the demander of labor time. 
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Producer Side  
To derive the producer’s demand curve for safety in terms of labor time, the LQI concept 
operates on basis of a macroeconomic profit as well as production function that directly 
operates on social level. Thus, no average individual producer is considered that needs 
labor and capital in its production function. Instead, society as a whole is taken into ac-
count that requires accumulated labor and accumulated capital in its GDP production. 
Therefore, the aggregation of the later obtained demand curve for labor is redundant. It is 
further assumed, in line with the earlier discussion, that society aims at maximizing profits 
subject to a given production function. As before, the profit maximization condition is giv-
en through: 
,
max ( , )
L K
L K Y sL iKπ = − −  (35)
Subsequently, it is assumed that the relation between the factor inputs labor and capital and 
the resulting GDP output can be represented by a constant returns to scale COBB-DOUGLAS 
production function [5] of the following form: 
( , )Y f L K AK Lα β= =  (36)
In this equation A represents a technological knowledge factor and α  and β  are constants 
that are to be calibrated subsequently with the profit maximization conditions. Neverthe-
less, also the assumption of this particular production function represents a hypothesis, 
being widespread in economic theory though. Calculating the first partial derivative of the 
COBB DOUGLAS production function with respect to labor L results in: 
1( , )f L K YAK L
L L
α ββ β−∂ = =
∂
 (37)





Having derived the two functions for aggregated labor supply and demand, the equilibrium 
condition is easily obtained. 
Equilibrium  
In order to derive the equilibrium point between aggregated labor supply and aggregated 
labor demand to finally calibrate the parameter q in the LQI formulation, conditions (34) 
and (38) have to be equalized 
1
1 1




= ⇔ =− −
 
(39)
Pliefke & Peil: Public Investments into Disaster Risk Reduction - The Role of the Life Quality Index in Social … 
454 
leading to the final functional form of the LQI as provided in (27). 
To summarize, the LQI is a macroeconomic utility function based on the idea to value 
safety as a time factor. By using labor market data and relying on certain normative as-
sumptions, it is calibrated with respect to the equilibrium point between aggregated labor 
supply and labor demand under utility and profit maximization strategies of consumers and 
producers respectively. In this way, it is adjusted to the status quo of society. To conclude, 
it is a partial behavioral concept in the sense that labor market data are employed in the 
derivation, representing the outcomes of all aggregated labor trades between individuals 
and producers of society. It is also a partial non-behavioral concept in the sense that it is 
based on certain hypotheses that do neither reflect consumer nor producer behavior and are 
to be tested for empirical validity. 
4.1.2 SWTP derived from LQI and net benefit criterion 
Having calibrated all necessary LQI defining parameters, the concept could be used to de-
rive the social WTP with respect to safety as a time factor on basis of aggregate labor sup-
ply curves as illustrated in section 3.2.3. What is often been done instead, is to employ the 
LQI to derive the social WTP on basis of the marginal rate of substitution between income 
and leisure time (which is equal to the marginal WTP), in the following way: 
( (1 ))
(1 )





This strategy entails that society would be willing to pay twice as much for a 0,02% in-
crease in work free life expectancy than it would pay for a 0,01% increase. Therefore, this 
argument implies that society receives non diminishing marginal rates of substitution of 
income for leisure time at increased absolute levels of leisure time. This would indicate 
that the social labor supply curve has a slope that is nearly flat, signifying a quasi constant 
marginal WTP. While this strategy is usually appropriate for small changes in risk reduc-
tion, it is at least questionable for larger ones [2].  
When judging on social risk reduction interventions on basis of the LQI, the net benefit 
criterion [20] is often taken into account throughout literature. To apply this condition it is 
assumed that the project under investigation leads to an increase in societal leisure time 
due to the enhanced safety levels and constant w and has costs that result in a reduction in 
social income equal to the net cost into human safety. Now, for the investment to be ap-
proved in social interest it is required that 
( (1 ))
(1 )





Bearing in mind the just illustrated problematic in deriving the social WTP for safety ac-
cording to (40), the net benefit criterion takes into account the effects of both benefits and 
cost on consumer satisfaction at the same time. Hence, it requires that these changes in the 
utility defining variables lead to a higher level of life quality. Thus, it approves a social risk 
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reduction intervention exactly then and only then when the project results in a positive ag-
gregate consumer surplus to society.  
5 Conclusion 
In this article social investments into disaster risk reduction are considered from an eco-
nomic perspective. By firstly outlining the differences between private and social CBA 
within disaster management, the focus of attention is directed towards the efficiency aspect 
of the problem in general and the evaluation of human safety in particular. Accordingly, 
the essentials about preference measurement and utility theory are provided and (potential) 
PARETO improvements defined. Subsequently, the WTP concept is introduced, enabling a 
transformation of the problem from the utility to the money scale and thus, allowing the 
compensation requirements to be tested. In this respect, the consumer surplus component is 
shown to constitute the monetary expression of net utility gains of the project to society. 
Then, the details for the mathematical derivation of the social WTP for safety are presented 
on basis of two distinct approaches. In the first strategy, safety is looked upon as consump-
tion good, whereby individuals of society represent demanders and producers suppliers for 
safety. Considering the fact that no real markets exist, where the consumption good safety 
is traded, consumer demand curves are constructed artificially on basis of individual utility 
functions and budget constraints. Accordingly, producer supply curves are derived from a 
firm’s profit maximizing strategy in combination with a proper production function to in-
dicate the firm’s technical capabilities. The equilibrium point between aggregate supply 
and demand represents the status quo of society and constitutes the starting point to finally 
derive the social WTP for safety as well as aggregate consumer surplus. The second ap-
proach presented considers safety in terms of time that serves both as a factor of individual 
satisfaction and of society’s wealth production. Here, a reference to the real labor market is 
possible. From this perspective, individuals take the role of suppliers of time and producers 
represent demanders of time as an input factor in their production functions. By incorporat-
ing a time-budget constraint to limit the individual utility maximizing strategy and assum-
ing a profit maximization principle for producers to hold conditional on their production 
functions, an equilibrium price for labor is derived. As before, this equilibrium point repre-
sents the point of departure for the social WTP analysis by means of aggregated labor sup-
ply curves. On basis of the provided theory, eventually the LQI is investigated and an 
innovative derivation in conformity with economic theory is provided. The LQI represents 
a special macroeconomic utility function that values safety in terms of time. It is based on 
several assumptions concerning the functional form of individual utility and GDP genera-
tion and is calibrated with respect to the labor market equilibrium. Therefore, it constitutes 
a partial behavioral and partial non behavioral concept. Including the average individual’s 
income and work free life expectancy as utility defining components, a social WTP for 
safety can be derived. Finally, the judgment of risk reduction interventions on basis of the 
net benefit criterion is equal to the requirement of positive aggregate consumer surplus. 
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Is sharing of risks a realistic concept in the construction 
area? 
Wilfried Hinrichs 
Materialprüfanstalt für das Bauwesen Braunschweig (Germany) 
Abstract: On the 5th International Probabilistic Workshop the author ad-
dressed producer’s and the user’s risks and illustrated the subject using two ex-
amples. In both cases the risk burdens for producers and users were quite 
different. In contrast construction users would rather guess that such a situation 
should be an exception. In order to find out whether an equal distribution of 
risks is more probable the focus of research has been put on possibilities how 
risks can be shared, i.e. both parties carry an equal load. Based on the princi-
pals of the methods described in the last workshop the author has checked the 
risk scenarios of the simple flow table test for fresh concrete according to EN 
12350-5 and has taken into account the conformity assessment procedure of 
EN 206-1. The result was that the producer’s risk when supplying fresh con-
crete is again considerably higher than the risk for a user to accept a non-
conforming product. The major reason was found to be the imprecise test pro-
cedure. With due consideration of ISO 2859-1 and of current results of the in-
ternational discussion on measurement uncertainty in conformity assessment an 
idea for risk-sharing is presented which is based on the principles of safe-guard 
banding. 
1 Introduction 
1.1 Basic question 
The author’s presentation on the 5th International Probabilistic Workshop [1] addressed 
producer’s and consumer’s risks from an uncertainty of testing point of view. The focus of 
the investigation was on categorisation and classification purposes of construction products 
where results from type testing are needed at the end of the development of a new product. 
At this stage testing time and financial expenses do not matter so much. However, after 
putting the product on the market the situation is different. In production and on sites test-
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ing shall provide simple, fast and cheap results. As such kind of results means less preci-
sion the use of such data in conformity assessment may cause two major problems: 
• The probability of correct decisions in conformity statements decreases. 
• Subsequently, both the supplier’s and consumer’s risks increase. 
Making existing and widely accepted test procedures more precise is mostly too difficult a 
task as it would require changes in the technical procedure and in the statistical provisions. 
It must be taken in mind that alterations in technical procedures which have an impact on 
laboratories’ routine require new apparatus and training of personnel and increasing the 
statistical reliability of a test often calls for more data. Both actions would cost additional 
money, apart from a temporary decrease of precision which is often the consequence of the 
introduction of new methods. Moreover, the necessary standardisation of a new test is 
time-consuming. Considering this, the basic idea of this contribution is as follows: 
If the quality of test data cannot reasonably be improved, is it realistic to share the risks 
equally between the parties involved? 
1.2 Fail and pass errors 
In the example ‘flatness of floors’ [1] the risk burdens for producers and users were sig-
nificantly different. That was not an exceptional result. It is a consequence of the definition 
of producer’s/supplier’s and consumer’s/user’s risks: The producer’s risk is the probability 
of a fail (or Type I) error because the costs are generally borne by the producer. In this case 
the ‘true’ values lies within the specified tolerances whereas the test result indicates that it 
is outside. The mean value of a product with a pass (or Type II) error wrongly indicates 
that it lies outside the tolerance. As the production is run such that the products meet the 
requirement the number of products that do not is mostly much smaller. 
In sum, the concept of fail and pass errors is generally of limited use for risk-sharing pur-
poses because fail errors ( = producer’s risk) are usually larger than pass errors ( = con-
sumer’s risk). This is due to the risk definition: The probability of results closer to the 
target value is usually higher so that the producer’s risk is higher than that of the consumer. 
In recent investigations on risks and decision-making linked with measurement economic 
factors play an important role. The aim is to find optimal relations between measures to 
influence risks and their costs when doing so. WILLIAMS & HAWKINS [2] investigate the 
consequences of using safeguard bands. Their size is a possibility to manage risks in pro-
duction taking into account the inaccuracy of a test instrument on the profit per unit pro-
duced. Decisions in conformity assessment on the background of measurement uncertainty 
are also the subject of ROSSI & CRENNA [3] who specify a both detailed and general ap-
proach to measurement-based decisions. Their probabilistic framework also aims at opti-
mising costs linked with risks. This includes a distinction between specific and general 
risks for producers and users, i.e. production with and without measurement. FEARN et al 
[4] present a study which emphasizes the link between measurement and risk-born conse-
quences with a focus on financial issues. The model proposed allows to make practical 
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financial decisions on a well-defined probabilistic background. Finally PENDRILL & 
KÄLLGREN [5] address decisions in conformity assessment and measurement uncertainty. 
They combine the factors sampling, uncertainty and costs to consider optimised decisions 
in conformity assessments of exhaust gas analysers on a legal basis. 
1.3 Consistency of fresh concrete 
In many cases supplier’s and consumer’s risks have implicitly or explicitly been taken into 
account when setting up technical documents with specific requirements. This is also the 
case with EN 206-1 [6] as it refers to ISO 2859-1 [7], a standard that addresses both sup-
plier’s and consumer’s risks and makes recommendations. Another standard in the con-
struction product area which highlights risks is ISO 12491 [9]. The sampling plans here are 
based on the assumption that both risks are equal to 5 %. in production 
Fresh or hardened concrete must meet some conformity criteria of EN 206-1. One impor-
tant property of fresh concrete is the consistency. The standard refers to a fast and easy test 
method, the flow table test according to EN 12350-5 [9]. This test may be carried out im-
mediately before being transported from the production site or before using it on the con-
struction site. Some conformity criteria of EN 206-1 are given in table 1. 
Tab. 1:  Conformity criteria for the consistency of fresh concrete in mm according to ta-
bles 6 and 18 of EN 206-1 as used for the calculations 
Class Lower tolerance Upper tolerance Lower limit value Upper limit value 
F3 420 480 400 510 
F4 490 550 470 580 
F4 560 620 540 650 
 
Results from the flow table test used to quantify the consistency of fresh concrete are 
rather uncertain. Both the test procedure and the product itself contribute to this uncer-
tainty. This paper presents results of an investigation of the testing uncertainty prior to a 
supply to the customer in the factory and for testing on the construction site. These data are 
used to calculate the producer’s and the customer’s risks as well as the probabilities of con-
formity on the basis of EN 206-1. Variations in consistency in the product have also been 
taken into account. 
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2 Uncertainties from testing and from product variations 
2.1 Uncertainty of the flow table test 
A property of fresh concrete is its consistency which is one of some criteria to be assessed 
for a conformity statement. The required test procedure is the flow table test is a fast and 
easy method. The consistency is the only property of fresh concrete that can reasonably be 
used on the construction site. Criteria are given in table 18 of EN 206-1. 
Precision data are given in an informative annex of the test standard EN 12350-5. There 
the standard deviation for repetition is sr = 24.6 mm and for reproduction sR = 32.5 mm 
according to the definitions of ISO 5725 [8]. However, these data were produced in an 
interlaboratory comparison test in 1987. They are not only quite old but they are also based 
on a single value (555 mm). It would therefore be inappropriate to base further quantitative 
considerations on this result. 
In order to make the data basis for the uncertainty of testing more sound the federal asso-
ciation of the German ready-mixed concrete industry, Düsseldorf, provided results from 
testing on the production site (table 2). 
Tab. 2:  Results of tests on ready-mixed concrete production sites 
Number of test results Mean value of diameter 
in cm 
Standard deviation 
sm in cm 
16 470 11 
16 480 11 
145 500 15 
175 500 18 
120 510 18 
112 570 31 
 
Before using such data for the quantification of the uncertainty of a test some conditions 
must be given: 
• The tested products must technically be very similar, i.e. the concretes must have 
been taken from the same compressive strength class in a defined production line. 
• The tests must have been performed under comparable conditions as regards the 
testing instrumentation, the environment and the personnel. 
• The test data must encompass all test results, i.e. also those that are not inside a 
given range of tolerances. 
• The sampling must have always been done under very similar conditions. 
As the selected results in table 1 meet these criteria to a sufficient extent they were used for 
the quantification of the uncertainty of the consistency test. 
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The flow table test results between 470 mm and 570 mm are target values for the consis-
tency classes F3 till F5. On the basis of table 1 a linear function of the standard deviation 
sm was calculated with the flow table test results as a variable. The correlation of r = 0.98 
was considerably high. 
For a flow table test result of 555 mm on which the precision data of EN 12350-5 are based 
the calculation provides sm = 28.5 mm. That is a value lying nearly exactly between the 
standard deviation of sr = 24.6 mm and sR = 32.5 mm according to the test standard. As 
both sr and sR are by definition extreme values it is plausible that a realistic approach lies 
between them. That is obviously the case with sm = 28.5 mm. This approach has therefore 
been used as an adequate estimation for the subsequent calculations in the range of flow 
table test results between 450 mm and 640 mm. 
2.2 Variability of the consistency of fresh concrete 
Apart from uncertainties caused by the test procedure the data in table 1 also contain inher-
ent variations of the consistency in the fresh concrete. A measurement of the variability sP 
of a product is often difficult because it requires more precise test methods. However, this 
is simply impossible where test results depend on the test procedure as it is the case with 
the flow table test. The results of an alternative method would necessarily be incompatible 
with the standardized one. Therefore estimated values for the variability sP of the consis-
tency of the fresh concrete have been chosen arbitrary or they are presented in a certain 
range. 
Generally, the contribution of the variability sP in the standard deviations sr and sR should 
be small because the requirements as regards the homogeneity in interlaboratory compari-
son tests are high. The data provided by suppliers in table 1 were arrived at under similar 
conditions and the medium value sm is comparable with the precision data. It is therefore 
presumed that the contribution of the variability sP to sm is negligible.  
3 Data on producer’s and consumer’s risks 
3.1 Conformity assessment of the consistency of fresh concrete 
The flow table classes according to table 6 of EN 206-1 are two-sided symmetric tolerance 
bands. For conformity assessment purposes reference must be made to table 18 of EN 206-
1 where asymmetric limiting values for single test results are given which are lying outside 
the tolerance bands of table 6. Therefore the general formulae for the calculation of pro-
ducer’s (RP) and consumer’s risks (RC) and the probability of conformity PC in [10] have 
been modified for asymmetric tolerance bands. The symmetric components of the software 
were validated with the use of published numerical examples. For the results of the asym-
metric tolerance bands plausibility checks were made. 
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When assessing the conformity of the consistency of fresh concrete reference has to be 
made to table 18 of EN 206-1. In some cases the user has also to refer to table 19b of EN 
206-1 which contains acceptance numbers of samples that are allowed to lie between the 
tolerances of table 6 and the limiting values of table 18. The idea of this concept is to guar-
antee on the one hand that the majority of the products lies inside the tolerances of the gen-
eral specification. So random variations both from testing or from differences in 
homogeneity have been taken into account for the assessment of conformity. On the other 
hand the limiting values make sure that no products are accepted that are technically ques-
tionable. 
Data on producer’s and consumer’s risks cannot be directly be taken from EN 206-1 be-
cause 
• the target values for the consistency classes are different for the production site and 
the construction site. The consistency of fresh concrete decreases when it is being 
transported. 
• the standard defines an acceptance quality limit (AQL) of 15 % which allows to 
make some statement on the producer’s risk. But without a limiting quality (QL) a 
quantification of the consumer’s risk is not possible without further assumptions. 
3.2 Design parameters of fresh concrete samples 
The producer’s and consumer’s risks and the probabilities of conformity were quantified 
for flow table test results on the basis of EN 12350-5 for three ready-mixed concrete as 
given below (see table 1): 
• Sample 1 is a concrete in the consistency class F3 with the flow table result 470 
mm. The test was carried out on the production site. The target value for the con-
struction site is 450 mm. 
• Sample 2 is a concrete in the consistency class F4 with the flow table result 520 
mm. The test was carried out on the construction site. This result lies in the middle 
of the consistency class F4. The probability should be high that the concrete meets 
the consistency requirement. 
• Sample 3 is a concrete in the consistency class F5 with the flow table result 570 
mm. The test was carried out on the construction site. This result is close to the 
lower tolerance. 
The calculated uncertainties of the test results are for sample 1 s1 = 10.7 mm, for sample 2 
s2 = 21.2 mm and s3 = 31.7 mm for sample 3. For the calculation of the probability PC the 
specification limits were taken as rounded values, i.e. the upper limit of F3 and the lower 
limit of F4 was put on 485 mm. This seems appropriate as test results are usually rounded. 
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3.3 Conformity scenarios for the consistency of fresh concrete 
The three following scenarios were chosen to highlight the dependency of the conformity 
assessment criteria on risks and on the probability of conformity. The ‘ideal situation’ re-
fers to table 6 of EN 206-1 without the additional requirements given in table 18. The 
‘usual situation’ encompasses the requirements of EN 206-1 as it is now. The ‘extreme 
situation’ refers to a merger of the tables 6 and 18. 
• Ideal situation: The 80 flow table results of the three samples are in the ranges of 
the tolerance bands as given in table 1. All mean values lie in the middles of the 
appropriate classes. Such fresh concretes would, of course, meet the requirements 
of the standard. 
• Usual situation: The 80 flow table results of the three samples are in the range of 
the limit values (see table 1). 20 test results lie outside the ‘ideal situation’. As table 
19b allows an acceptance number of 21 these fresh concretes would also meet the 
requirements of the standard. 
• Extreme situation: The 80 flow table results of the three fresh concretes all lie close 
to the lower or the upper limit values (see table 1). In this case many results are 
outside the tolerance band but inside the range of the limiting values. As the accep-
tance number is limited to 21 such a product would not meet the conformity crite-
ria. 
The distribution of the test results for the samples is shown in the figures 1 to 3. 
An important precondition for the calculation of risks and probabilities of conformity is the 
assumption of a Gaussian distribution of the test results. The scenarios have been modelled 
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Fig. 1: Distribution of test results for the scenario ‘ideal situation’ 
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Fig. 3: Distribution of test results for the scenario ‘extreme situation’ 
4 Results 
The results are presented in table 3. Test data were available only for the samples 1 and 2. 
The data for sample 3 are an extrapolation on the basis of numerous different data. As 
these data are less reliable the lower tolerance has been chosen for the calculation of the 
extreme situation. The mean value of each sample was used to calculate the standard de-
viation sm. For the product variability the arbitrary figures sP = 20 mm und n = 6 were cho-
sen. 
Some results in table 3 are already part of EN 206-1 because the acceptance numbers (table 
19b of EN 206-1) are single sampling plan data for the normal inspection according to ISO 
2859-1 for an acceptance quality limit (AQL) of 15 %. This also means that the sampling 
plan aims at probabilities for acceptance and non-acceptance up to 13 %. On this basis a 
conformity check of the consistency according to EN 206-1 the producer’s and the con-
sumer’s risks would be about 5 % … 10 %. However, this estimation cannot be used for a 
comparison of table 2 in this article and table 18 of EN 206-1 because with table 19b the 
standard addresses an additional criterion which has a significant impact on the statistical 
conditions. 
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sm in mm 
Risk 
RP in % 
Risk 
RC in % 
Probability 
PC in % 
Sample 1 
Ideal 3.2 1.6 92.0 
Usual 
450 6.5 
0.2 0.1 99.4 
Extreme 500 14.9 0.1 15.9 54.7 
Sample 2 
Ideal 17.9 2.9 92.0 
Usual 
520 21.2 
3.5 0.2 99.4 
Extreme 500 14.9 0.5 3.4 54.7 
Sample 3 
Ideal 34.6 3.2 92.0 
Usual 
590 35.9 
13.1 0.2 99.4 
Extreme 640 46.4 7.2 12.1 54.7 
 
According to table 3 both the producer’s and the consumer’s risks are significantly influ-
enced by the uncertainty of the test. This effect strongly increases with higher consistency. 
Even for the ‘ideal situation’ a conformity assessment on the basis of table 6 of EN 206-1 
leads to considerable risks for suppliers and some risks for consumers. Moreover, a prob-
ability of conformity of 92 % would hardly be an acceptable rule for general application. 
That was certainly a reason for the introduction of the tables 18 and 19b in EN 206-1. In 
the ‘usual situation’ both risks and probabilities of conformity are far smaller. A merger of 
the tables 6 and 18 and a subsequent withdrawal of table 19b of EN 206-1 would mainly 
cause a risk-shift from the producers to the costumers. 
5 Discussion 
ISO 2859-1 and ISO 12491 provide statistical methods that allow the sharing of risks be-
tween suppliers/producers and consumers/users. EN 206-1 makes use of the principal idea 
of risk-sharing but the distribution of the risk-load is far from being equal. There is a sim-
ple reason for this result: A fresh concrete much stiffer than ordered can probably not be 
used for the construction purpose intended. If the conformity criteria would allow to follow 
a fully statistical basis, i.e. without the limiting values of table 18 but probably with a de-
fined acceptance number, a user would be forced to accept a concrete that deviates from 
the target property such that it cannot be used anymore. 
Simple provisions such as the introduction of limiting values with no exception to lie out-
side or tolerances allowing a defined number of test results lying outside also do not allow 
to put equal risk shares on the shoulders of the market-partners. The first approach would 
be a straightforward method and should be easily applicable. But it could not adequately 
take into account large uncertainties from testing and product variations. The second one 
would require additional limiting values in order to be in a position to reject products with 
properties too far from the intended value. 
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Due to the limiting values in table 18 of EN 206-1 both risks are considerably lower in the 
scenario ‘usual situation’ than in the ‘ideal situation’. The relaxation of the requirements 
can be interpreted as a concession to the poor precision of the test procedure, i.e. because 
of the large uncertainty a limited number of results is allowed to lie outside the general 
requirement. It is also plausible that the relaxation is not symmetrical (-20 mm for the 
lower tolerance, +30 mm for the upper tolerance) as the testing uncertainty is strongly de-
pendent on the absolute result. But also in this case the risks for the two parties are not 
equally distributed. Especially for fresh concretes with a high consistency the risks for the 
suppliers remain considerable. 
The ‘extreme situation’, i.e. a merger of the criteria of the tables 6 and 18 of EN 206-1 
would make the conformity assessment easier to understand. But in such a case especially 
the consumer’s risks would increase. 
The probabilities of conformity for the three samples are varying in a wide range. PC = 
99.4 % for the ‘usual situation’ should be fully acceptable whereas the 92 % of the ‘ideal 
situation’ do not provide an optimum. Fully unacceptable would be the ‘extreme situation’. 
In such cases products would have to be accepted where it is really doubtful (about 50 to 
50) whether they meet the requirements or not. 
In principle, producers can influence their conformity risk by a reduction of the product 
variability sP. The impact of the uncertainty of the test results with increasing consistency 
as a function of the risks is shown in the figure 4 [11]. It makes clear that the possibilities 
to influence the risks are rather limited.1 A reduction of the product variability, through 
more effective procedures for homogenisation, for example, would hardly have an effect 
on the consumer’s risk when the conformity assessment procedures of EN 206-1 are ap-
plied. The level is already very low. For the ‘extreme situation’ RP = 15.7 % for a fresh 
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1 It also demonstrates that the arbitrary choice of the product variability sP = 20 mm for the data in table 2 
had no significant influence on the results of the calculations. 
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An equal risk-sharing between producers and consumers would be possible, if the require-
ments for both were different. For example, a supplier of a fresh concrete with the consis-
tency class F3 (420 mm … 480 mm according to table 6 of EN 206-1) would deliver a 
product with a flow table test result of 500 mm which would be accepted by the consumer, 
i.e. the user would accept a partial risk-transfer to his side. At first glance, the acceptance 
of such a situation seems to be naive and unrealistic. But users often accept fresh concrete 
with a higher consistency than requested as weaker fresh concretes usually cost more. The 
consumer would only agree to accept a (virtually) better product for a smaller price. So this 
kind of risk-sharing is already practiced in reality, even when the concrete would not meet 
the requirements of the standard. However, it is in no way possible to generalise this ap-
proach: The user would hardly accept a stiffer fresh concrete below the lower tolerance 
limit. 
6 Conclusions 
Methods for the quantification of risks for producers and consumers based on the defini-
tion of fail and pass errors are frequently used measures in the construction area. The con-
crete standard EN 206-1 is an example which explicitly refers to such risks in its 
provisions for the conformity assessment. A basic result of this investigation is that the 
risks are far from being equally distributed between the market-partners. There are two 
reasons for this result: the definition of risk as fail and pass errors and the setting of the 
limit values. On the basis it does not seem realistic to use the concept as a general approach 
in the construction area. The international discussion on the impact of risks and measure-
ment uncertainty on financial issues would call for more detail in fresh concrete production 
but it is not clear whether the results would be of practical use because the producers can-
not significantly influence the precision of the test method. Figure 4 shows that a better 
homogeneity of the product would not help much. 
The uncertainty of the test has a significant influence on the risks. The examples discussed 
(flatness of floors, consistency of fresh concrete) are spotlights on situations where the 
precisions of test results used for conformity assessments are poor. The definition allows 
the general conclusion that the poorer the precision of the test methods and the narrower 
the tolerance band the larger is the difference in the risk-burdens. In cases where both risks 
shall have the same quantity other concepts would have to be used. This mainly refers to 
the definition of the producer’s and consumer’s risks. 
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Practical Use of Monte Carlo Simulation for Risk  
Management within the  
International Construction Industry  
Dr.-Ing. Tilo Nemuth 
Bilfinger Berger Nigeria GmbH, Wiesbaden 
 
Abstract: A multiple of German contractors endeavor to develop new business 
segments in the international market as a result of the regressive construction 
activity in Germany since 1995, coupled with the high stress of competition in 
the domestic German market. Furthermore the Corporate Sector Supervision 
and Transparency Act (KonTraG) - operative since 1998 - demands the instal-
lation of an efficient risk management system for capital companies. Albeit 
shortages in the case of risk management are identifiable in the German con-
struction industry, this situation is the initial position for an implementation of 
a risk analysis tool for construction project evaluation in the tender phase based 
on Monte Carlo Simulation. The result and conclusion is a contribution for the 
risk management of an international contractor based on project risk assess-
ment. Risks for international construction projects are shown on a practical 
point of view and action alternatives will be discussed. 
1 Introduction  
1.1 Theoretic Model of Risk Management Circle  
The theoretical deduction in the risk management circle and these phases show, that risks 
are in principle controllable and assessable. A risk identification at an early stage and an 
integrated in-house risk management is therefore an indispensable requirement for a mone-
tarily positive result of a project.  
The risk management circle according Figure 1 is the guideline for the establishing of a 
risk management system. 
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Fig. 1:  Schematic Risk Management Circle according STEMPOWSKI [1] 
The following definition of risk could be used in general:  
 Risk  =  probability of risk occurring   x   impact of risk occurring  
Several other definitions are published for instance by HÖLSCHER [2]. 
1.2 Objectives for Risk Management of Project Cost 
The objectives for the implementation of a risk analysis tool in the tender process are as 
follows: 
• Main specific project risks have to be identified in very early stage in the tender and 
acquisition phase  
• Impacts of risks have to be monetarily analysed and have to be incorporated within 
negotiation of contract and within construction time 
• Brings to light the impact of failures and overhasty acceptance of risks in regards of 
the risk & profit overhead of each individual project of an overall project portfolio 
• Better risk awareness for the project  
• Risky projects could be filtered at an early stage of the tender process and projects 
could therefore be withdrawn, or unacceptable contract conditions and knock-out-
criterias could be discussed with the client 
Results of these procedure in daily business: 
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• Higher performance rate in acquisition, because to risky projects are filtered and 
withdrawn  
• In-house estimation and acquisition capacities will be used only for tender projects 
with a high chance to win a contract 
• Reduction of internal estimation costs, because not all projects in the market will be 
followed  
• Main risks are monitorable and controllable within construction process 
2 Implementation of Risk Assessment in Estimation  
Procedure and Tender Process 
2.1 Two-stage system and comprehension of Monte Carlo Simulation 
The specific risks for a project are classified in categories and are respectively evaluated. 
Risks and their number diversify from project to project. But a risk with a knock-out-
criteria is an important measure for assessment of each project. 
Therefore a two-stage system for the aggregation of project risks is implemented. In the 
first stage all risks are analysed. Afterwards the critical risks for the project will be evalu-
ated in detail.  
The Monte Carlo Simulation is emphasized in this evaluation process, because the results 
of the Monte Carlo Simulation are significant when compared to other risk analysis meth-
ods. 
In this context and in regards to the risk management circle the stages are defined as fol-
lows: 
Stage 1 = Phase 1 + 2 (identify and analyse the project risks)  
Stage 2 = Phase 3 (evaluate the risks with MCS) and preparation for Phase 4 (monitoring) 
The monitoring of the risks (Phase 4 of risk management circle) will be done within con-
struction process. The results of the preliminary work within the tender process will be 
used therefore. 
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3 Example for daily use in business  
3.1 Introduction 
The following short and easy example shows a model to explain the procedure and the 
two-stage system as described in capture 2.  
ARRIBA by RIB Software AG, Stuttgart is typically used as a software tool for the cost 
estimation. The results of the cost estimation have to be evaluated with a special dynamic 
simulation tool. Therefore the results of the cost estimation have to be transferred in an 
Excel spreadsheet. Furthermore @RISK by Palisade Corporation is used as software tool 
for the modelling of the Monte Carlo Simulation based on the inputs in the Excel spread-
sheet. 
The steps according stage 1 to find and classify the risks have to be done in advance. In 
regards of a simplification and to comprehend the procedure the example evaluate the sub-
contractor risk only. In normal cases all risks within the different cost elements would be 
evaluated in detail and would be therefore part of the model.  
3.2 Risk Evaluation 
3.2.1 Stage 1 = Cost Estimation of Anticipated Tender Price 
Table 1 shows the result of the cost estimation of the anticipated tender price as a result of 
Stage 1 (“Scenario 0” = Base Estimate). This estimation is based on the daily market prices 
and no dynamic effects are included. 
3.2.2 Stage 2 = Risk Evaluation with Monte Carlo Simulation  
After the cost estimation (Scenario 0)  every risk will be discussed in detail by the project 
team. For regular and practical cases the triangular distribution with the threshold values 
Minimum, Mean and Maximum are useful. Other continuous distributions, for instance 
rectangular distribution, beta distribution, normal distribution or uniform distribution, 
could be used in this context too.  
Following the definition of the threshold values (Scenario 1) the Monte Carlo Simulation 
starts with the input values according table 2.  
Table 3 shows the summary information in regards of the Monte Carlo Simulation proce-
dure. A number of 10.000 iterations are useful and practicable. 
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Tab. 1:  Cost Analysis for Scenario 0 = Base Estimate 
    Scenario 0 
    Base Estimate 
 Directs (Site Costs)   
K.1 EMPLOYEE WAGES 2.000.000  
K.2 MATERIAL    500.000 
K.3 INDIRECT MATERIAL (PETROL, ETC.)     50.000 
      
K.4 SUBCONTRACTORS 13.500.000 
  SC 1   1.200.000 
  SC 2      800.000 
  SC 3   5.000.000 
  SC 4   4.000.000 
  SC 5   1.000.000 
  SC 6      500.000 
  SC 6   1.000.000 
      
K.5 EQUIPMENT       50.000 
K.6 FREIGHT      350.000 
K.8 CUSTOM      250.000 
                                                    Sub-Total Directs: 16.700.000 
     
 Indirects (Site Costs)   
  Management, Yards, etc. 1.500.000 
      
 Directs + Indirects 18.200.000 
      
 Company Overhead + Risk & Profit   
Z.1 F.E. (8%) = eff. 8,70 % v. A.   1.583.400 
      
                                                                       Total:  19.783.400 
      
                                 Impact CO + Risk & Profit: 8,00 % 
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Tab. 2:  Threshold values as basis for Monte Carlo Simulation (Scenario 1) 
    Scenario 1
    Risk Evaluation of Subcontractor Cost 
 Directs (Site Costs)  
K.1 EMPLOYEE WAGES 2.000.000
K.2 MATERIAL    500.000
K.3 INDIRECT MATERIAL      50.000
      
K.4 SUBCONTRACTORS Minimum Mean  
(Base Est.) 
Maximum 13.761.667 
  SC 1  1.000.000 1.200.000 1.500.000 1.233.333
  SC 2     780.000    800.000    825.000    801.667
  SC 3  4.950.000 5.000.000 5.500.000 5.150.000
  SC 4  3.800.000 4.000.000 4.300.000 4.033.333
  SC 5     950.000 1.000.000 1.100.000 1.016.667
  SC 6     400.000    500.000    650.000    516.667
  SC 6     980.000  1.000.000 1.050.000 1.010.000
    12.860.000 13.500.000 14.925.000   
      
K.5 EQUIPMENT      50.000
K.6 FREIGHT    350.000
K.8 CUSTOM    250.000
  Sub-Total Directs:      16.961.667 
    
 Indirects (Site Costs)   
  Management, Yards,  etc.  1.500.000
      
 Directs + Indirects  18.461.667
      
 Company Overhead + Risk & Profit   
Z.1 (Factor of Influency)   1.321.733
      
                                           Total: 19.783.400
      
      Mean CO + Risk & Profit: 6,68 %
Tab. 3:  General simulation information 
 Simulation Summary Information 
 Number of Simulations 1 
 Number of Iterations 10.000 
 Number of Inputs 7 
 Number of Outputs 1 
 Sampling Type Monte Carlo 
 Simulation Start Time 6.24.08 14:04:57 
 Simulation Duration 00:00:16 
 Random # Generator Mersenne Twister 
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3.2.3 Interpretation of the Results of Monte Carlo Simulation 
The result of the Monte Carlo Simulation via @RISK is a probability distribution. Figure 2 
shows the probability density for the example. Figure 3 shows the result under the cumula-
tive ascending point of view. 
 
 
Fig. 2: Cumulative Ascending  
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Tab. 4:  Summary statistics and results 
Summary Statistics for Impact CO + Risk & Profit: /  
 Risk Evaluation of Subcontractor Cost 
 Minimum 2,63 % 
 Maximum 9,84 % 
 Mean 6,68 % 
 Median 6,71 % 
 Mode 6,88 % 
 Left X = VaR 5 % 4,96 % 
 Right X = VaR 95 % 8,26 % 
 
The results according figure 2 + 3 and table 4 are interpretable as follows: 
1. The mean figure for company overhead and risk + profit will be 6,68 %. That 
means, the simulated result will be 1,32 % lower as original estimated in the base 
estimate according Scenario 0. 
2. The minimum figure for company overhead and risk + profit will be 2,63 %, but 
this figure is the bottom line and will only be achieved if all negative circumstances 
would occur. Therefore the implementation of Value at Risk (VaR) is  
necessary (cf. NEMUTH [3]). The result for VaR 5 % is 4,96 %. That means with a 
probability of 5 %, the figure for company overhead and risk + profit will fall be-
low 4,96 %. Or in other words: with  a probability of 95 % the figure for company 
overhead and risk + profit will not fall below 4,96 %. 
3. The maximum figure for company overhead and risk + profit will be 9,84 %, but 
this figure is the upper limit and will only be achieved if all positive circumstances 
would occur. Therefore the implementation of Value at Risk (VaR) is also neces-
sary under this point of view. The result for VaR 95 % is 8,26 %. That means with 
a probability of 95 %, the figure for company overhead and risk + profit will not 
exceed 8,26 %. Or in other words: only with a probability of 5 % the figure for 
company overhead and risk + profit will exceed 8,26 %. 
 
3.2.4 Additional Evaluations of the results of Monte Carlo Simulation 
After the first simulation additional Monte Carlo Simulations are possible and the input 
values could be analysed via sensitivity analysis according stage 2 (cf. to chapter 2.2). That 
means, every input value has to be changed, for example in 10 % steps, and the Monte 
Carlo Simulation will be started successively with different input values. The results of the 
sensitivity analysis are interpretable and showing the influences of the alteration of every 
individual input value. 
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Another evaluation is possible to show which individual risk has a main influence of the 
final result for company overhead and risk + profit. Figure 4 shows the result of these 
evaluation as regression coefficients. That means, that Subcontractor 3, 1 and 4 have a 
huge influence of the company overhead and risk + profit. Therefore these subcontractors 
have to be monitored very carefully within the succeeding construction phase after poten-
tial contract award. 
 
Fig. 3: Regression Coefficients  
3.3 Conclusion 
The introduced procedure shows that risks for construction projects are analysable and 
evaluatable. The procedure gives the management the possibility of a better overview of 
project risks and explains consequences of a too rash risk acceptance.   
A construction project and its risks will be more transparent. After a contract award the 
identified and evaluated main risks are monitorable and controllable. Therefore a conse-
quent concentration of the main risk items of a project is possible.  
This procedure places the management in a better position for understanding and assess-
ment of a project and its risks. Furthermore is it possible to filter high risk projects in a 
very early stage and monitor these projects separate. 
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Accuracy of selected approaches to time-variant 
reliability analysis of serviceability limit states 
Miroslav Sykora 
Klokner Institute, Czech Technical University in Prague, Czech Republic 
Abstract: Serviceability of structures exposed to time-variant actions can be 
analysed using approximation of actual loads by rectangular wave renewal 
processes or Turkstra’s rule. Presented comparison of these approaches is 
focused on relatively “high” failure probabilities, usually associated with 
serviceability limit states. Combinations of different types of loads are 
considered. It appears that Turkstra’s rule provides in most cases sufficiently 
accurate estimates. Using the renewal processes, an upper bound on the failure 
probability may be rather conservative when permanent loads are dominant. 
Numerical results further indicate that models for basic variables may influence 
a resulting reliability level more significantly than application of Turkstra’s 
rule or the renewal processes.  
1 Introduction 
Serviceability of civil engineering works is becoming more important in structural 
performance as current design and construction methods often lead to flexible and 
insufficiently damped structures. Serviceability limit states may include excessive 
deformations, vibrations or different types of damage likely to adversely affect the 
appearance, durability or functioning of the structure as indicated in EN 1990 [2]. These 
limit states are usually not directly linked to safety of users, but may cause severe 
economic consequences. Target reliability indices are normally lower than those related to 
ultimate limit states; e.g. the values 1.5 and 0, related to an anticipated working life, are 
indicated in EN 1990 [2] for irreversible and reversible serviceability limit states, 
respectively. 
EN 1990 [2] further indicates that assessment of civil engineering structures can 
alternatively be based on probabilistic methods. Since the structures are as a rule exposed 
to time-variant actions, probabilistic reliability analysis is usually based on approximations 
of load combinations as described by JCSS [8]. The time-variant case is often transferred 
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into a time-invariant one using the combination rule proposed by TURKSTRA [20]. Despite 
numerous applications, see e.g. HOLICKY and RETIEF [6] and SCHLEICH et al. [13], 
accuracy of this rule seems to be insufficiently analysed yet. An exceptional study of the 
combination of two independent load processes has been provided by WEN [21], indicating 
that 
• The rule applied strictly as originally proposed always leads to unconservative 
results. The error may or may not be significant, 
• Quite seriously unconservative results are observed when loads are transient (spike-
like) and failure probability is rather “high” (say in the range from 0.01 up to 0.1), 
• Estimates close to the exact failure probability are obtained when at least one 
process is nearly always present or “low” failure probability (approximately less 
than 0.001) cases are analysed. 
Similar findings concerning the low failure probability cases, typical for ultimate limit 
states, have also been achieved in a more recent study by SYKORA [17]. Few remarks on 
the accuracy of Turkstra’s rule have also been provided by MORI et al. [10]. 
Besides the transformation into a time-invariant case, renewal processes may be applied to 
describe random load fluctuations in time. A relatively simple model suitable for civil 
engineering applications can be developed considering rectangular wave renewal processes 
with intermittencies as indicated by RACKWITZ [11] and later by SYKORA [18, 19]. The 
renewal processes have been applied in several studies, cf. IWANKIEWICZ and RACKWITZ 
[7], MELCHERS [9] and SYKORA [18, 19]. Other approaches to the time-variant reliability 
analysis indicated e.g. by JCSS [8] often require significant computational effort and are 
not considered in the present study. 
The submitted paper attempts to re-investigate and extend the findings provided by WEN 
[21] considering various types of processes (spike-like, always present), different load 
ratios (permanent or variable loads as the leading action) and several processes in 
combination. Reliability of a generic structural member is analysed focusing on the “high” 
failure probability cases (0.01-0.5), particularly relevant for the serviceability limit states. 
Turkstra’s rule is compared with the analysis based on the renewal processes. The “exact” 
solution is obtained by simulation of load processes within a whole observed period. 
2 Limit state function 
All basic variables involved in the following analysis are considered as random quantities 
X(t). Time-invariant variables are described by random variables R∈X(t) (resistance and 
geometry), G∈X(t) (permanent actions) and θR,θE∈X(t) (resistance and load effect model 
uncertainties, respectively). Reduction of resistance properties in time due to degradation is 
not considered herein. Random processes S(t) are applied for time-variant loads. All the 
random variables/processes X(t) are assumed to be mutually independent. Note that load 
effects are often denoted as actions or loads to simplify the following text. The failure 
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probability related to a deterministic observed period is the probability of the limit state 
being exceeded at least once during this period: 
Pf(tD) = P{∃ t ∈ 〈0,tD〉 : g[X(t),t] < 0}  (1) 
with g[X(t),t]  limit state function 
g[X(t),t] < 0 failure domain 
t time 
tD observed period. 
 
Static structural response to actions and the limit state function independent of time, 
g[X(t),t] = g[X(t)], are further assumed. The considered limit state function is written as: 






]  (2) 
with S(t)  load process defined below 
n number of processes. 
 
3 Renewal processes 
Processes Si(t) are assumed to be statistically independent, stationary and ergodic. 
Rectangular wave renewal processes with intermittencies, described e.g. by SYKORA [18, 









Fig. 1:  Renewal process 
Given an “on”-state of the process, load intensities S are mutually independent variables 
having an arbitrary probability distribution. Durations between renewals (jumps) Tren are 
mutually independent random variables described by an exponential distribution with the 
rate κ > 0. Durations of “on”-states Ton are also mutually independent random variables 
with an exponential distribution (rate µ > 0). “On”-states have a common initial point with 
the jumps (indicated by circles in Fig. 1) and load pulses are assumed not to overlap, i.e. if 
Ton > Tren, then Ton is truncated so that Ton = Tren. This truncated duration is also 
exponential with the rate (κS + µS) as indicated by RACKWITZ [12]. It has been shown by 
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SHINOZUKA [14] that for a sufficiently long observed period tD → ∞, stationary probability 
of “on”-state of the process becomes: 
pon = E[Ton] / E[Tren] = κ / (κ + µ)  (3) 
It has further been shown by SYKORA [16] that formula (3) is valid for an arbitrarily long 
observed period when random initial conditions are satisfied. 
4 Bounds on the failure probability 
For an arbitrary number of renewal processes, the failure probability (1) can rarely be 
assessed by a unique value without a considerable numerical effort. Therefore, merely 
lower and upper bounds are used to estimate the failure probability related to an observed 
period. A simple lower bound proposed by SHINOZUKA [15] is obtained as the failure 
probability at an arbitrary point in time: 
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with poff,i probability of “off”-state, complementary to 
probability of “on”-state. 
 
Notation in (5) is applied as follows: 
• p0 - probability of the event that all the processes are “off”, 
• 
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Failure probabilities kji lP
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,f  in (4) are evaluated as follows: 
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with Si random intensity given an “on”-state of the process.  
It has been found by RACKWITZ [11] and SYKORA [18] that the lower bound (4) mostly 
leads to rather crude estimates of the failure probability. 
The upper bound on the failure probability can be based on the outcrossing approach as 
proposed by SYKORA [18, 19]: 
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with Pf(0) initial failure probability obtained from formula (4).  
Note that similar, but not identical result has also been obtained by MELCHERS [9]. 
Conditional coincidence probabilities kji ilp
,...,,  provided that the i-th process is “on”, are 
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Outcrossing rates +i kji ,,ν  due to the load intensity change of the i-th process given “on”-

























κν   (9) 
Except for the i-th process, all the variables/processes are considered by time-invariant 
(random) values. Si- is a (random) value of the i-th process before the jump when the 
process may be “on” or “off”. Si+ denotes a random value after the jump when the process 
is “on”. The upper bound (7) can further be simplified as follows: 










































0 κ   (10)
with Pf,7 failure probability estimated using relationship (7).  
Note that symbol (tD) is often omitted in the sequel for convenience of notation. 
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5 Turkstra’s rule 
The failure probability (1) can also be assessed by transformation of the time-variant case 
into a time-invariant one. The maximum effect Emax(tD) of simultaneously acting 
independent loads over an observed period is a time-invariant random variable that can be 
estimated using the load combination rule proposed by TURKSTRA [20]. For convenience 
application of the rule is described considering a combination of two time-variant loads 
only. Generalization for several loads is, however, straightforward. 
In accordance with this rule, the maximum effect of the combination occurs when one of 
the processes, the leading action, takes its lifetime maximum maxtD[S1(t)] and the other, an 
accompanying action, is at an “arbitrary point-in-time value” maxt*[S2(t)] (APT value) 
where t* denotes an appropriately selected period. 
It is further assumed that the actions are described by the intermittent renewal processes 
with known rates κi and µi and distribution of the load intensity Si. For the load intensity 
independent of the load pulse duration, duration of the maximum of the leading action is 
the exponential variable with the rate 1 / (κ1 + µ1). The load pulse is initiated at a random 
time point τ ∈ 〈0,tD〉. It has been shown by SYKORA [16] that the accompanying action is 
“off” at τ with the stationary probability poff,2 = µ2 / (κ2 + µ2) and interval between τ and 
initiation of a subsequent pulse of the accompanying action is exponential with the rate κ2. 
It follows that the accompanying action retains an “off”-state only if the action is “off” at 
the time point τ and no jump occurs within the duration of the maximum of the leading 








+= pp   (11)
It is readily observed that the correction term accounting for a possible load pulse initiation 
within the duration of the “on”-state of the leading action approaches one for κ2 << κ1 + µ1 
(jumps of the accompanying action are relatively rare as compared with duration of the 
“on”-state of the leading action). The correction term attains zero when κ2 >> κ1 + µ1. In 
this case probability that an “on”-state of the accompanying action is observed at least once 
within the duration of the “on”-state of the leading action approaches one (jumps of the 
accompanying action occur relatively frequently). 
For convenience the case when the accompanying action makes more than one jump 
within the duration of an “on”-state of the leading action is not treated here. Apparently, 
the maximum value maxl[S2,1; S2,2;…;S2,l] (l is a random number of load pulses within the 
duration of the “on”-state of the leading action) should then be considered. 
For a combination of two intermittent processes, the maximum load effect can be obtained 
as a maximum of two alternatives (S1(t) or S2(t) as the leading action): 
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The failure probability is obtained as Pf(tD) ≥ P{θRR - θE[G + Emax(tD)]. Unconservative 
results are obviously obtained when poff,2 is used in (12) instead of p*off,2 as it generally 
holds that p*off,2 < poff,2. Note that: 
• If the rule is applied strictly as proposed by TURKSTRA [20] (as also considered in 
the present study) and the APT values are determined with respect to the duration 
of an “on”-state of the leading action, the rule yields unconservative results. 
However, in practical applications the APT values are often approximated by 
“available” extremes (e.g. when the APT value is a daily maximum, week maxima 
of wind action are sometimes used). Even conservative estimates may then be 
obtained as follows from experience of the author and other investigators, 
• Determination of the required lifetime maximum distribution of the leading action 
may be difficult since relevant measurements are frequently unavailable. 
A simple lower bound on the maximum load effect (and thus also on the failure 
probability) can be obtained neglecting load coincidence: 
Emax(tD) ≥ max{maxtD[S1(t)]; maxtD[S2(t)]}  (13)
6 Numerical examples 
6.1 Combination of two processes 
Considering the limit state function (2), reliability of a generic structural member exposed 
to two time-variant loads is analysed using Turkstra’s rule (12), the simple lower bound on 
the maximum load effect (13) and the bounds for the renewal processes (4), (7) and (10). 
Reliability level is influenced by the ratio defined as follows: 
r = (Gk + S1,k + S2,k) / Rk  (14)
with Rk 5% lower fractile of the resistance 
Gk mean value of the permanent action 
Si,k 2% upper fractile of the i-th variable action given an 
“on”-state. 
 
The ratio of the total characteristic variable action to the total characteristic action is given 
according to GULVANESSIAN and HOLICKY [3] as: 
χ = (S1,k + S2,k) / (Gk + S1,k + S2,k)  (15)
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The realistic range of the load ratio is from 0.2 to 0.6. The time-variant load ratio of the 
characteristic value of the accompanying variable action to the characteristic value of the 
leading variable action is: 
k = S2,k / S1,k  (16)
For a given characteristic value of the resistance and specified ratios r, χ and k, the 
characteristic values of individual actions are expressed as follows: 
Gk = r Rk(1 – χ), S1,k = χ Gk / [(1 + k)(1 – χ)], S2,k = k S1,k  (17)
In the example, it is considered that r = 1, χ = 0.5, k = 0.9 and tD = 50 years unless noted 
otherwise. Probabilistic models of basic variables are provided in Tab. 1. Note that the 
model of the leading action may represent snow load extremes in lowland areas of the 
Czech Republic as indicated by HOLICKY et al. [5] while the long-term imposed load may 
be described by the model of the accompanying action, GULVANESSIAN and HOLICKY [3]. 
For application of Turkstra’s rule, 50-year maxima of the leading action are derived 
assuming independence of annual maxima. 
Tab. 1:  Probabilistic models of basic variables 
Variable Symbol Distribution Xk µX/Xk VX κi µi 
Permanent action G Normal Gk 1 0.1 - - 
Leading action (annual maximum) S1 Gumbel S1,k 0.36 0.7 1 / year 24 / year 
Accompanying action (5 years) S2 Gumbel S2,k 0.26 1.1 0.2 / year 10-6 / year
Resistance R Lognormal Rk 1.18 0.1 - - 
Resistance uncertainty θR Lognormal 1 1 0.05 - - 
Load effect uncertainty θE Lognormal 1 1 0.1 - - 
A special purpose software product developed using the language of technical computing 
Mathcad© is applied in the reliability analysis. Failure probabilities (6) and outcrossing 
rates (9) are evaluated by FORM, HASOFER and LIND [4] and RACKWITZ [11]. “Exact” 
solution is obtained by the crude Monte Carlo simulations using Matlab©. Reliability 
index β(tD), defined in EN 1990 [2], is further used as an alternative measure of a 
reliability level to the failure probability Pf(tD). Note that a lower bound on the failure 
probability corresponds to an upper bound on the reliability index and vice versa. 
A numerical study is initially conducted for the parameter r. Obtained reliability indices 
are indicated in Fig. 2(a). It follows that: 
• Reliability level is considerably influenced by the ratio r. For the serviceability 
limit states, the ratio r is expected to vary in the range from 0.9 up to 1.3, 
• For this range, Turkstra’s rule (12) consistently overestimates the reliability index 
by about 0.3-0.4, 
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• The upper bound (7) corresponds well to the exact solution for r < 1. However, 
rather conservative estimates are obtained for greater values of the parameter r that 
may, however, be relevant for the serviceability limit states, 
• Similarly, the simplified upper bound (10) is in a good agreement with the exact 
solution for r < 0.9, 
• Estimates based on the lower bounds (4) and (13) are very crude and particularly 


































(a)  Variation of the reliability index with the 
ratio r 
(b)  Variation of the reliability index with the 
load ratio χ 
Fig. 2: Study for the parameters r and χ 
In Fig. 2(b) influence of the load ratio χ on the predicted reliability level is investigated 
(r = 1, k = 0.9 and tD = 50 years). It is indicated that: 
• For the load ratio lower than 0.5, Turkstra’s rule (12) provides the best estimates 
from all the considered relationships, with the difference from the exact solution up 
to 0.3 in terms of the reliability index, 
• For the load ratio greater than 0.5, the upper bounds (7) and (10) are in a good 
agreement with the exact solution. However, the bounds yield conservative results 
for the load ratio lower than 0.3 when the permanent action becomes dominant, 
• As in the previous parametric study, the lower bounds (4) and (13) provide crude 
estimates nearly for the whole range of the load ratio, excluding the cases when the 
load ratio is lower than 0.1 and variable actions are almost negligible. 
The following parametric studies are focused on comparison of the upper bound (7) and 
Turkstra’s rule (12) for the combination of always present processes (µ1 = µ2 → 0+ and 
pon,1 = pon,2 → 1) and combination of spike-like processes (µ1 = µ2 → +∞ and pon,1 = 
pon,2 → 0). Parametric studies are conducted for the variable load ratio k (r = 1, χ = 0.5, 
tD = 50 years) and observed period tD (r = 1, χ = 0.5, k = 0.9). Variation of the reliability 
index is indicated in Fig. 3. 
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Fig. 3(a) indicates that the upper bound (7) provides rather conservative estimates for low 
reliability levels when the reliability index decreases below 1. Turkstra’s rule 
overestimates the reliability index for the always present processes with a similar load 
effect when the variable load ratio is greater than 0.7. 






























(a)  Variation of the reliability index with the 
variable load ratio k 
(b)  Variation of the reliability index with the 
observed period tD 
Fig. 3: Study for the parameters k and tD 
Fig. 3(b) indicates that particularly for shorter observed periods, the upper bound (7) yields 
estimates close to the exact solution. Differences between resulting reliability levels vanish 
with a decreasing observed period. 
6.2 Combination of several time-variant processes 
A parametric study for several processes is further conducted assuming that all the 
processes have the same properties: load intensity of the annual maxima has the Gumbel 
distribution (µS/Sk = 0.36, VS = 0.7) and the rates are κS = 1 / year and µS = 24 / year. The 
variable load ratio k is thus equal to 1 while the ratio r and load ratio χ are: 
r = (Gk + nSk) / Rk; χ = nSk / (Gk + nSk)  (19)
In analogy with (17) the characteristic values of individual actions become: 
Gk = r Rk(1 – χ), Sk = χ Gk / [n(1 – χ)]  (20)
It is considered that r = 1 and χ = 0.5. Parametric study is elaborated for a variable number 
of processes using Turkstra’s rule (12) and the upper bound (7). Reliability indices are 
plotted in Fig. 4 for two alternatives: the generic member using the probabilistic models in 
Tab. 1 and steel member using the same models except for that of the resistance 
uncertainties for which the mean 1.15 and the coefficient of variation 0.05 are accepted [1]. 
Note that this model may be considered for rolled sections subject to bending about a 
strong axis when no stability phenomena are taken into account. Fig. 4 indicates that: 
Graubner, Schmidt & Proske: Proceedings of the 6th International Probabilistic Workshop, Darmstadt 2008 
493 
• Turkstra’s rule (12) provides results close to the upper bound (7) for an arbitrary 
number of processes for the generic as well as steel member, 
• The difference between Turkstra’s rule and the upper bound is significantly lower 
than that due to the change of the model for the resistance uncertainty. 















Fig. 4:  Variation of the reliability index with a number of processes 
7 Conclusions 
Serviceability of structures exposed to combinations of time-variant loads may be 
effectively assessed using Turkstra’s rule or analysis based on rectangular wave renewal 
processes. The presented study indicates that Turkstra’s rule yields always unconservative 
results if applied as originally proposed. Using this rule, reliability indices may be 
overestimated at most by 0.4. Sufficient accuracy for civil engineering applications is thus 
often achieved. An upper bound on the failure probability applied in the analysis based on 
renewal processes may significantly underestimate the reliability index when time-variant 
actions have a minor influence on the resulting reliability. This bound also leads to rather 
conservative estimates when the reliability index is less than 1.5. However, for greater 
reliability indices and dominating time-variant loads, the upper bound is usually close to 
the exact solution. It is emphasized that the resulting reliability level may be more 
significantly influenced by probabilistic models for basic variables than by approximation 
using Turkstra’s rule or the upper bound. 
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Numerical optimization of monitoring systems for arch 
shaped barriers 
Thomas Zimmermann, Konrad Bergmeister, Alfred Strauss 
Institute of Structural Engineering, University of Natural Resources and Applied Life Sci-
ences, Vienna 
Abstract: Monitoring continuously the decisive parameters, during both the 
construction and the operation phase, provides the quantitative basis for safety 
and condition assessment, analytical modelling and decision-making. This in-
cludes evaluating the conditions and induced effects during excavation and 
construction, and continues during operation in terms of maintenance decision 
making and reliability assessment. The utilisation of monitoring devices and 
measurement elements is however only the start of monitoring field perform-
ance. Interpretation of the acquired data is equally important, namely the vali-
dation of compliance with normative specifications and the comparison of 
measured and calculated data in order to evaluate analytical model assump-
tions. 
1 Introduction 
Since the beginning of engineering design, observation and monitoring of structures are 
linked to project development and wide experience. In our time, the tendency shows an 
increasing quantity that observations and inspections respectively are carried out by moni-
toring systems. These systems should provide a depressed insight to physical processes and 
mechanical behaviour of structures. 
The aim of this article is to show approaches for design of monitoring systems by means of 
probabilistic appendages for arch shaped barriers. The required concept and design respec-
tively of monitoring systems depends on the shape of the structure, the design situations, 
etc. Therefore, some basic principles for the concept and design of barriers, particularly of 
arch shaped barriers are shown, cf. [3], [6] 
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2 Basic principles for the concept of barriers 
The design of a barrier depends on a variety of aspects. These are functional (i.e. structural 
layout, location, etc.) and structural (cross section, material, etc.) boundary conditions, 
geological and geotechnical respectively and process-related (discharge, erosion, ava-
lanches, etc.) boundary conditions [16]. Barriers and protective structures are subjected to 
static and dynamic loads. Static loads are caused by the loading cases body load, water 
pressure and earth pressure. Dynamic loads are caused by landslides, avalanches or earth-
quakes. The body load of the structure arises from dimensions and appropriate unit weight 
of material. The determination of characteristic values of the body load results from EN 
1990. 
The proper soil values for the earth pressure are unit weight γ, friction angel ϕ and cohe-
sion c. The active earth pressure Ea, the passive earth pressure Ep and the earth pressure at 
rest E0 results from the parts friction and cohesion. 
The applicable earth pressure depends on the movement of the structure, distinguished by 
three different limiting cases, see figure 1. (A) The structure moves away from ground and 
a soil wedge slides through. Thus the active earth pressure is activated. (B) The structure 
moves toward ground and a soil wedge slides away. Thus the passive earth pressure is ac-
tivated. (C) No movement of the structure occurs. Thus the earth pressure at rest interacts, 
cf. [2]. 
 
Fig. 1: Limiting cases of earth pressure: (A) active earth pressure Ea, (B) passive earth 
pressure Ep, (C) earth pressure at rest E0, from [2] 
In addition to the impacts, mentioned above also special forms of earth pressure occurs. 
These are increased active earth pressure, reduced passive earth pressure or creep pressure. 
Impact of water to the barrier can be attributed of miscellaneous types. On the one hand by 
hydrostatic water pressure from headwater, on the other hand from tailwater. If soil under-
neath the barrier is passed through by water the soil particles are affected by flow pressure. 
If soil is highly permeable or fissured an uplift force acts onto the bottom of the founda-
tion. In case of overtopping a superimposed load acts onto the overfall. The load depends 
on dimensions and layout of the overfall. According to CZERNY [9] loads resulting from 
flow pressure can be supposed as 1.5 – 2.0 times of hydrostatic water pressure. 
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For verification of stability the highest water level is critical. Thereby are separately ac-
counted both hydrostatic water pressures from headwater and tailwater respectively. The 
load case Talzuschub represents a special case of loading. It acts across the longitudinal 
profile of the river. The resulting force is however, difficult to quantify. Misinterpretations 
can lead to considerable damage to the structure. Generally two types of landslides can be 
distinguished according to the composition of water, fine sediment and coarse sediment. 
Prevail fine sediments the landslide is called mudflow. If coarse sediment prevails the 
landslide is called debris flow. 
These two types of landslides cause a different impact onto the structure. Mudflow loads 
the lower part of the barrier. The upper part is hardly loaded. Debris flow leads to a rather 
uniform loading. In figure 2 different approaches for loading distributions are shown. In 
most cases the triangular or rectangular distribution are used. Usually a single force Fimpact 
is applied to take account of an additional impact load. This load can be cause by an ad-
vected boulder. 
 
Fig. 2: Load distribution of landsides: (A) triangular, (B) rectangular, (C) for debris flow, 
(D) for mudflow, (E) single force, from [2] 
Beside the mentioned load cases other loads have to be considered. These loads can be 
caused by earthquakes, settlements and settlement differences respectively or due to an ice 
jam. Moreover, additional stresses in the barrier can occur due to temperature influence. 
These various aspects have to be considered for the design and give an insight into the 
level of uncertainty caused by assumptions and uncertainties. It is therefore close to actuate 
monitoring during construction and afterwards (i.e. flow pressure measurements, earth 
pressure measurements, deformation measurements etc.), cf. [2]. 
3 Basic principles for the design of barriers 
Depending on the functional type of the barrier different combinations of loads are proper. 
The verification is concerning both external stability (lateral buckling, sliding, ground fail-
ure, etc.) as well as internal stability. According to the semi probabilistic safety concept 
design values of resistance Rd are confronted with effect of action Ed in such a way that the 
limit state function according equation (1) is fulfilled. This equation represents the design 
criterion, cf. [13]. 
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dd ER ≥   (1) 
There are the effects between direct actions and indirect actions. Direct actions results from 
loads and indirect actions results from imposed or handicapped deformations. Indirect ac-
tions like temperature, shrinkage, creep and constraint are particularly significant in arch 
shaped barriers. The mentioned actions have to be combined to combinations of actions. 
According to DIN 1054 combinations of actions (CA) contain those actions which maybe 
occur simultaneously at the consideration of a limit state. DIN 1054 distinguishes three 
different combinations: 
Tab. 1:  Combinations of actions, from [10] 
Category Description 
CA 1 Standard – combination, all in normal operation expected loads and 
combinations of loads 
CA 2 Infrequent – combination, loads such as in standard combination, but 
with not regularly occurring biggest live load, ice jam and loads only 
occurring during construction period 
CA 3 Exceeding – combination, loads occurring with the outermost low prob-
ability during the service live. 
The mentioned combinations of actions are in a causal relation to the safety category (SC). 
It is defined in DIN 1045. The safety category distinguishes three categories according to 
table 2. The categories prescribe the safety aspect of resistance depending on durability and 
frequency of the proper actions. 
Tab. 2:  Safety category, from [10] 
Category Description 
SC 1 Conditions during operational time 
SC 2 Condition during construction period 
SC 3 Unique conditions or likely never occurring conditions 
Moreover in association with the safety category and combinations of actions three load 
cases (LC) are distinguished according to DIN 1054 as well as EC 7, see table 3. These 
load cases represent different design situation, see table 4. 
Tab. 3:  Definition of load cases, from [10] 
 SC 1 SC 2 SC 3 
CA 1 LC 1 LC 2  
CA 2 LC 2 LC 21 LC 3 
CA 3  LC 3 LC 32 
1 Interpolation between LC 2 and LC 3 
2 if so γF = γE = γR = 0 
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Tab. 4:  Load cases, from [10] 
Category Description 
LC 1 Permanent design situation 
LC 2 Temporary design situation, situation during construction period 
LC 3 Exceeding design situation 
After clarification and definition of basic principles for concept and design (i.e. combina-
tion of actions and combination of design) usually the design methodology has to be cho-
sen. The design methodology enables to choose advanced requirements for monitoring 
systems because at this stage the definition of thresholds takes place. These thresholds can 
also act as observation parameters (i.e. slope pressure, inclination). Multiple design meth-
odologies are suitable for arch shaped barriers. These methodologies are i.e. arch lamella 
method, girder grid method and finite elements method. According to output diversity of 
data the finite elements method provides a simplified inclusion of monitoring into calcula-
tion. Hence a simplified model updating is possible in case of numerical deviation of 
measured quantities. Consequently a realistic structural assessment and modelling regard-
ing serviceability limit state and ultimate limit state is possible. 
If arch lamella method is adopted the barrier is separated into several lamellae. These la-
mellae are parallel to each other, see figure 4. The separated i.e. 1 m wide elements can be 
calculated each apart as arched girder. For simplification the ring – formula according Na-
vier can be used. Calculations with the ring – formula devotes stresses caused by a uni-
formly distributed load at a rotationally symmetrical body with a constant radius, see figure 
3. Analogical equation (2) the tangential stresses can be calculated and analogical equation 
(3) the longitudinal stresses can be calculated. 
 
Fig. 3: Arch lamella: (A) geometrical parameters for ring – formula, (B) longitudinal- and 










σ   (3) 
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The arch lamella method enables load transfer only coplanar of the arch. The load bearing 
capacity across and into bedrock is neglected 
If girder grid method is adopted the arch lamella elements are supplemented by cantile-
vers, see figure 4. Nodes come into existence between arch lamellae and cantilevers. In 
these nodes the compatibility conditions have to be fulfilled (i.e. rotation). The high num-
ber of nodes leads to a high graded statically indeterminate system. 
Finite elements method (FE) is quite similar to girder grid method, see figure 4. An essen-
tial advantage of this method is to specify geometry and material law. These values can 
also be varied easier. Normally material- as well as geometry behaviour can be processed 
as not linear. Also surrounding bedrock can be taken into account. The barrier is repre-
sented by several elements. Depending on the thickness of the barrier shell- or spatial ele-
ments are used [11]. These elements are linked by compatibility conditions. 
 
Fig. 4: Methods for the calculation of arch shaped barriers: (A) arch lamella, (B) girder 
grid, (C) FE model, from [2] 
4 Monitoring 
The main objective of monitoring systems is to obtain data of processes and to change the 
procedure if necessary. In the range of protective structures against natural hazards one 
objective for the classification of barriers is monitoring in particular for the classification 
of conditions to which a part is subjected and the state of preservation respectively. Below 
the design of a monitoring system and possibilities of interpretation for an existing barrier 
are presented. The barrier is named Gimbachsperre [1]. 
The Gimbachsperre is an arch shaped dosage barrier with a cistern. It was erected in Gim-
bach, in the municipality Ebensee, district of Gmunden in the year 1982. The subsoil is 
composed of kolluvial debris. Therefore abutment is broadened for the support. The de-
tailed measurements are shown in figure 5.  
The reason of erecting the barrier is the dosage of bed load. During high tide level siltation 
of the retaining capacity occurs. During mean tide level and low tide level a continuous 
doping of bed load is performed. The retaining capacity has a volume of about 40.000 m³ 
and a slope of siltation of about 2.4 %. The backwater has a length of 260 m. 
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The design of the barrier is arch shaped with a continuous radius of curvature. It was de-
signed appropriate to the ring – formula according NAVIER thereby load is assumed as 1.0 
to 1.3 times of water pressure depending on boundary conditions. Also stresses due to tem-
perature, shrinkage and creep were taken into account. 
For modelling of the concrete barrier which is shown in figure 5 measurements according 
table 5 were used. Construction of the overfall and off set of the wing wall was simplified. 
 
Fig. 5: Measurements of barrier: front view, ground plan and section 
Tab. 5:  Measurements of barrier for modelling 
Base width 2.0 m 2. off set 2.0 m 
Crown width 1.4 m 3. off set 2.0 m 
Height 8.0 m Base plate 
Height of overfall 7.0 m Height 0.8 m 
½ Crown length 31.0 m Width 2.8 m 
Radius of barrier 40.0 m ½ Length 22.0 m 
Inclination of barrier 7 % Outlet 
Off set of wing wall Height 4.0 m 
1. off set 5.0 m Width 1.0 m 
In a first step of numerically nonlinear modelling load transfer of the barrier and potential 
failures should be detected. There are several advantages of numerically nonlinear model-
ling versus analytical formulations. These are (a) spatial load bearing behaviour, (b) 
boundary conditions, (c) geometrical circumstances and (d) material nonlinearity can be 
Zimmermann, Bergmeister, Strauss: Numerical Optimization of Monitoring Systems for Arch Shaped Barriers 
504 
taken into account. Due to material nonlinearity stiffness modification and damages (i.e. 
crack pattern) can be captured. These methods needs more time for calculation if nonlinear 
spatial elements are used like implemented in the program ATENA 3D [7]. The investi-
gated barrier can be considered as symmetrical according to loading and static system so 
that modelling the half system is adequate for the behaviour of the full system. The system 
is fixed at the base plate and along the wing walls. From the planning documents follows 
that concrete strength is C20/25. For nonlinear FEM simulation with ATENA the material 
model CC3DNonLin Cementitious was used [7].  
Studies about discretisation of the barrier according to calculation amount and convergence 
conditions in ATENA [14] leads to an element size of 0.5 m. This element size devotes 
4496 hexahedron elements, 2353 prismatic elements and 7563 nodes. By GID [8] the pre-
processing and a structured mesh was created. 
A basic element of nonlinear modelling is the gradual application of loads. The objective 
for the barrier was to increase water pressure (according to planning documents 1.2 times) 
up to 1.4 times and to obtain a failure scenario due to damages i.e. crack patterns. More-
over, it was of interest to design a suitable monitoring system to avoid improper failure 
states [1]. 
As shown in figure 6 eight geometrical monitors (GM) were applied at the downstream 
side (displacements out of plane can be detected geodetically) and six numerical monitors 
(NM) for principal stresses were applied at the upstream side (for numerical control of po-
tential failures) of the barrier. 
(a)  Geometrical observations (b)  Numerical  observations 
Fig. 6: Monitoring grid for (a) geometrical observations, (b) numerical observations in the 
range of potential failures 
The probabilistic modelling together with the stochastic modelling offers an excellent ap-
proach for these types of questions. It allows representing uncertainties in geometry, mate-
rials and other parameters using probability density functions (PDFs). Based on 
MonteCarlo appendage data from PDFs can be used for numerical simulations, see [4], [5]. 
Uncertainties of material parameters of the material model CC3DNonLinCementitious 
[12], [17] for the arch shaped barrier captured by PDFs shown in table 6. 
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Tab. 6:  Material parameters  





Young’s modulus E MPa LN 22340 28063 0.10 
Poisson’s ratio µ - LN 0.20 0.20 0.10 
Tensile strength Ft MPa LN 1.46 2.05 0.12 
Compressive strength Fc MPa LN 12.75 21.25 0.08 
Required generation of multiple samples for numerically probabilistic modelling were us-
ing the Latin Hypercube sampling technology (LHS) [15]. It allows determining depend-
encies between unsafe material characteristics and damaging characterising NM and GM. 
The monitor GM M-0-7 is situated on the top level of symmetry. It shows the highest sen-
sitivity regarding damage near the foundation, the embankment as well as the material 
characteristics, see figure 7a and figure 7b. 
(a)  Deformation – young’s modulus (b)  Deformation – tensile strength 
Fig. 7: Influence of young’s modulus and tensile strength of concrete 
Figure 7 shows the influence of young’s modulus (a) and tensile strength (b) of concrete 
concerning monitoring points. It can be seen that these figures show a large dependency 
between GM and material characteristics. If the mentioned uncertainties are taken into ac-
count, the knowledge about deformation behaviour of GM allows defining criteria for a 
possible deterioration. Consider the numerically identified range of deformation of moni-
toring points M-0-7 and M-3-8 in accordance with their level of loads (i.e. 1.0 times, 1.25 
times and 1.4 times water pressure) so this can be used for determining the probability of 
level of loads and a possible failure of the barrier.  
Results of barrier’s loading versus the range of deformation of monitoring points can be 
transferred into cumulative distribution function (CDF) or probability density function 
(PDF) as shown in figure 8. This can be used for basic interpretations and installation of a 
warning system respectively. These functions can be used as follows: (a) if M-0-7 shows a 
deformation of 0.6 mm 1.0, 1.25 and 1.4 times water pressure respectively acts with a 
probability of 72%, 6% and 0% respectively. A failure that appears according to numerical 
simulation at the 1.6 times water pressure is rather unlikely. (b) if M-0-7 shows a deforma-
tion of 0.75 mm 1.0, 1.25 and 1.4 times water pressure respectively acts with a probability 
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of 100%, 72% and 0.3% respectively. A failure that appears at the 1.6 times water pressure 
is substantially more likely. 
(a)  Cumulative distribution M-0-7 (b)  Cumulative distribution M-3-8 
(a)  Probability distribution for M-0-7 (b)  Probability distribution for M-3-8 
Fig. 8: Cumulative distribution function (a,b) and probability density function (c,d) 
In the previous modelling of the barrier for the calculation concrete quality was uniformly 
C20/25. To examine effects of the methodology that introduced before a possible inho-
mogeneity and deterioration respectively was assumed. Therefore two different concrete 
qualities were used. (a) for undamaged part of the barrier concrete quality C20/25 and for 
damaged part of the barrier concrete quality C12/15 were used. The inhomogeneity and 
deterioration was approved in the symmetry axis of the barrier over the whole section until 
the outlet. 
Basis for the distributing input parameters were distribution types and coefficients of varia-
tion as previously shown in table 6.  
The probabilistic modelling shows for GM M-3-8 the highest sensitivity with respect to 
damage and material characteristics see figure 9. Figure 9a shows the influence of young’s 
modulus and figure 9b of tensile strength respectively for C20/25 versus deformation. Due 
to different concrete qualities, sensitivities are less strong but deformation is higher than in 
the previous modelling. 
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(a)  Deformation – young’s modulus (b)  Deformation – tensile strength 
Fig. 9: Influence of young’s modulus and tensile strength of concrete 
Figure 10 shows cumulative distribution function and probability density function respec-
tively versus the selected monitoring points M-0-7 and M-3-8. It is obvious that the 1.00, 
1.25 or 1.4 times water pressure causes a deformation of 0.6 mm with a probability of 
80%, 3% or 0%. A failure, which appears at the 1.6 times water pressure, is rather unlikely. 
The 1.00, 1.25 or 1.4 times water pressure causes a deformation of 0.75 mm with a prob-
ability of 100%, 76% or 24%. A failure, which appears at the 1.6 times water pressure, is 
substantially more likely. 
(a)  Cumulative distribution M-0-7 (b)  Cumulative distribution M-3-8 
(a)  Probability distribution for M-0-7 (b)  Probability distribution for M-3-8 
Fig. 10: Cumulative distribution function (a,b) and probability density function (c,d) 
For comparison if deformation of barrier is 1.2 mm it will be caused by a 1.0, 1.25 or 2.0 
times water pressure with a probability of 100%, 100% of 62%. A failure, which appears at 
the 2.0 times water pressure, has a probability of 62%. In the presented method positioning 
of monitoring points were made by sensitivity analysis. This method is able to back refer-
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ence from the loads to possible failures. Monitoring of deformation in combination with 
failure probability allow obtaining possible changes in structure. 
5 Conclusion 
Regarding SLS, ULS and the expected level of loads a monitoring system provides a rapid 
and reliable approach for the classification of a barrier. With a monitoring grid and geo-
detic measurements, it is possible to obtain the interaction between loads and resistances.  
It can be shown that nonlinear calculations compared to general analytical formulations 
represent the load bearing behaviour in a more realistic way. The analytical formulations 
can not take into account the whole load bearing behaviour, hence it is very conservative. 
The nonlinear calculation without deterioration shows a higher sensitivity between material 
parameters and deformation than calculation with deterioration. This is attributable to the 
fact that deterioration has been taken into account by a lower concrete quality. Hence, there 
is no homogeneity regarding the material. 
Monitoring concepts connected with probabilistic simulation techniques are the basic prin-
ciples for probabilistic identification of possible failures. Only with probabilistic ap-
proaches, it is possible to get uncertainties of natural circumstances into a rational 
assessment.  
Analytical models of classical mechanical techniques associated with sensitivity analysis 
offer the first information about potential vulnerabilities of a structure. 
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Abstract: Conditional annual failure probability curves for typical electrical 
substations and power transmission towers in eolic zones of Mexico have been 
calculated in previous works and the effect of new information on the maxi-
mum wind velocities over the unconditional annual failure probability is exam-
ined and discussed here. The effect that epistemic uncertainty on the maximum 
wind velocity has over the structures annual failure probability is explored and 
quantitatively assessed. The economical advantage of preventing failure conse-
quences throughout extensive further wind velocities recording is appraised 
and emphasized as a mitigation measure throughout Bayesian updating. The 
expected life-cycle cost of substations with and without additional wind veloc-
ity recording are estimated and the economic benefit of additional recording is 
measured for several levels of failure consequences. Information inferred from 
recent hurricanes is used to update the wind occurrence probability for a site. 
Beta distribution functions are fitted to the unconditional annual failure prob-
abilities for assumed epistemic uncertainties on the maximum wind velocities 
on a specific site in Mexico. Examples are performed for a typical substation 
and power transmission tower. The acceptable failure probability is obtained 
from the minimum expected life-cycle cost developed for the structural type 
and the typical failure modes found for the structures to specify a reference and 
comparative threshold. The above allows for conservative decisions and consti-
tutes a basis to justify the investment on wind velocity measurement and moni-
toring equipment to protect critical infrastructure. 
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1 Introduction 
Structural reliability is a powerful and relevant tool for safety assessment of structures 
where the consequences of failure involve important losses for society (ANG & TANG, [2], 
CORNELL [11], THOFT-CHRISTENSEN [23]). Its main advantage is that uncertainties in both 
loads and resistance are explicitly incorporated into the design criteria. Electrical substa-
tions and transmission towers located on areas exposed to strong winds (PCM [18]) are 
examples of those structures whose economic failure consequences are exceptionally high 
because affects the power supply to society. Electrical infrastructure in Mexico is very im-
portant as the sector has a significant contribution to the GNP. 
Recently, strong damages on towers and substations for electrical power transmission in 
Mexico, due to extreme wind velocities (ALVAREZ [1], BITRÁN [5], CENAPRED [6], CE-
NAPRED [7], CEPAL-CENAPRED [8]), derived on the request, by electrical industry managers 
and operators, Federal Electrical Commission (CFE), to take a closer look and make prac-
tical recommendations on the current design guidelines of these structures. Improvements 
have been required on the current technical specifications, particularly for the design of 
substations, self-supported towers and metallic posts (CFE [10]). 
These tasks have been assigned to the Institute of Electrical Research, as the technical arm 
of CFE, and this paper constitutes a part of the series of studies to revise the structural 
safety of the electrical infrastructure and propose an improvement on the engineering prac-
tices (CFE [9]). 
By calculating the reliability for a typical substation, for several alternative designs, the 
cost of reliability is identified and the rates of reliability/cost for optimal decisions on the 
aspects of structural design or upgrading are approximated (ANG & DE LEON [4]). 
The prior distribution of maximum wind velocity is updated throughout Bayesian analysis 
and by considering new and recent wind velocities as estimated at specific sites. The poste-
rior distribution is calculated and considered to update the risk at which the substation is 
exposed. 
Since 1969, it has been proposed (CORNELL [11], ESTEVA [15], ROSENBLUETH & ESTEVA 
[20]) the use of reliability concepts to assess the safety level implicit into a design code. 
Recently, the Mexican offshore industry proposed reliability-based specifications for de-
sign and assessment of marine platforms and pipelines (IMP and PEMEX [16]). Also, reli-
ability tools have been developed to address the risk appraisal of important civil 
engineering systems (ANG & TANG [3]) and some applications have been illustrated for 
main infrastructure facilities [PETCHERDCHOO et al. [17], DER KIUREGHIAN [13], ELLING-
WOOD [14]) 
Limit state functions have been defined according to the corresponding dominant failure 
modes as identified from preliminary response analyses of typical substations and towers 
under increasing wind velocities (DE LEÓN [12]). Also, as it is usually done, load and resis-
tance are both lognormal random variables. 
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Other aspect that has not received yet enough attention is the cost of reliability and the 
economical benefits of a reduced failure probability from the viewpoint of information 
value. 
Risk curves are proposed for a typical substation as composed by initial and expected fail-
ure cost functions for several alternative designs. These curves may be viewed as a step 
forward to develop optimal design, inspection and maintenance guidelines and risk man-
agement procedures.  
Also, the economical benefits of new information, from research and additional recording 
investments, to reduce epistemic uncertainties are assessed through the calculation of the 
expected life-cycle cost for both situations: with and without additional recording, monitor-
ing and research investment. The case including these new efforts allows for the objective 
consideration of new risk information and, as a consequence, the improvement on design 
requirements which reduce the substation conditional failure probability. Therefore, in 
spite of the additional cost due to these preventive efforts, the relative reduction on failure 
probability and expected loss offsets the increments because of new research and re-
cording. On the other hand, the case of no investment on these actions, produces that the 
risk or expected losses increase and makes the expected life-cycle cost to be higher than 
the option with the additional mitigating actions. 
2 Failure Probability due to Wind Hazard 
Although there are various definitions about structural vulnerability, in this paper it is un-
derstood as the description of the variation on failure probability for given values of the 
mean wind velocity. By doing so, the failure probability is conditional to the mean value of 
the maximum wind velocity as the main demand parameter. The curves include informa-
tion about the particular features of the structure vulnerability against increasing wind 
speeds and the effect of the epistemic uncertainty as introduced on the calculations as a 
variation coefficient on the mean of the maximum wind speed. One of the advantages of 
knowing these curves is that risk mitigation measures may be taken for the specific sites 
where the structure is more vulnerable to wind speeds and an optimal planning and design 
may be devised for the national design manual of structures for the electrical industry. The 
variation of vulnerability curves allows for the identification of wind speed ranges where 
the failure probability raises master than other ranges. Also, the ordinate, slope and curva-
ture of the curves constitute the basis cost/benefit rates that contributes to discriminate the 
cost effectiveness of alternative designs and structural distributions for the specific wind 
exposure patterns corresponding to the location of the structure.  







Xf dXXfp   (1) 
Where G(X)≤0 is the set describing all potential failure modes, f is the joint pdf of X the 
vector of all relevant design variables. Also, if it is known the reliability index β, 
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)(1 βΦ−=fp   (2) 
where Φ is the cumulative standard normal distribution. In particular, the element reliabil-
ity for the critical structural member and the failure mode G = R/C≤1, when R and C are 
independent lognormal random variables, is:  
2 2ln( / ) /R C R CM M CV CVβ = +   (3) 
Where MR and MC are the medians of the resistance R and load C and CVR and CVC the 
corresponding coefficients of variation, respectively. 
3 Updating of maximum wind velocity and effect of epis-
temic uncertainty 
Recent hurricanes have produced serious damages on electrical facilities in Mexico (Alva-
rez, [1]). Given that in Cancun there is no systematic strong wind recording, information 
from Cozumel has been collected including maximum wind velocities from recent hurri-
canes and it has been expressed in terms of a histogram that serves to update the prior wind 
velocity probability distribution. 








=″   (4) 
Where P´ and P´´ are the prior and posterior probability distributions for maximum wind 
velocities and p (v) is the distribution of subjective estimations of wind velocities due to 
recent hurricanes at the site. 
Due to the epistemic uncertainty on the mean value of the maximum wind velocity, E[v] , 
measured by CVev, this mean  becomes a random variable, which here is considered log-
normal, with parameters ξ and λ, and then the mean is transformed into ve: 
[ ]vErnve *)*exp( λξ += .  (5) 
Here  
22/1)1ln( ξλ −= , [ ]
2/121ln( evCV+=ξ    
and rn = random number. The random variation on E[v] produces that the structural failure 
probability becomes also a random variable. 
A double loop Monte Carlo simulation allows for the calculation of the new distribution 
which spreads in terms of magnitude of the epistemic uncertainty. Percentiles of the new 
failure probability distribution may be used for conservative decisions. 
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4 Acceptable failure probability 
According to previous studies for offshore structures, (STAHL [22]), the annual expected 
life-cycle cost, E[CL], includes the structure initial cost, Ci and  the annual expected cost of 
the consequences to exceed the limit state within the nominal structure operating life, 
E[Cd]: 
[ ] [ ]L i dE C C E C= +   (6) 
where 
)ln(21 fi PCCC −=  
 
 (7) 
C1 and C2 are constants which depend on the structural type and Pf is the annual probabil-
ity of exceeding the limit state. In addition, 
[ ] [ ]D D fE C PVF C P=   (8) 
where PVF is the present worth factor required to update future costs to present value: 
rrTPVF /)]exp(1[ −−=   (9) 
where r is the net annual discount rate and T the structure nominal operating life. From the 
minimization of the expected life-cycle cost, 
0/][ =∂∂ ft PCE   (10) 
the annual acceptable failure probability is obtained through: 
)](/[435.0 2 df CPVFCP =   (11) 
Two typical cases are considered: 
C2 = 1 million USD, for the specific substation and tower types considered, r = 0.08, for 
Mexico and T = 200 years, see the curve shown in Fig. 1: 
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Fig. 1: Acceptable failure probability for several consequences costs 
 
If the consequences cost of the failure of a whole substation and surrounding electrical 
infrastructure is 15 million USD, (CENAPRED, [6]) the acceptable annual failure probability 
is 0.0025 and its corresponding annual reliability index is 2.58. 
5 Application to a typical substation 
A typical substation, known as double breaker and with a capacity of 400Kv is considered 
for 2 designs: maximum wind speed of 200 and 300 Kph. The response analyses were per-
formed through a commercial software (Research Engineers [19]) for several mean values 
of maximum wind speed. The substation complex is composed by 5 frames composed by 
steel latticed members as beams and columns. Fig 2 shows an amplified view, through a 
typical window of the code, of the structural model for the frame 1, constituted by 3 main 
towers in the front and 2 smaller ones in the back.  
A series of response analyses allowed the identification of the critical members, the two 
main legs opposite to the wind incidence and the critical mechanical action is the compres-
sion force. 
By applying the procedure described in sect. 2 and Eqs. (3) and (2), the substation condi-
tional failure probabilities are obtained. The resulting curves, for the designs of 200 and 
300 Kph are shown in Fig. 3. They are treated with more detail in a simultaneous work. 
The prior distribution of maximum wind velocities, for Cozumel, Mexico is: 
)]}(exp[exp{)( uvvFV −−−= ϕ   (12)
where ϕ = 0.1568 and u = 10.636 and v is in m/s. 
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Fig. 3: Wind vulnerabilities for the substation for designs for 200 and 300 Kph 
 
The new information, inferred through subjective estimations from recent hurricanes, was 
expressed in the histogram shown in Table 1. By using Bayes theorem, the prior occur-
rence distribution is updated and fitted. See Fig. 4. 
With the prior wind velocity occurrence distribution, and with the conditional failure prob-
abilities for the considered substation, it is calculated that the unconditional annual reliabil-
ity index is 3.38, which is well above the acceptable value. However, with the more 
realistic posterior wind velocity occurrence distribution, the annual reliability index be-
comes 1.62, which is below the acceptable value. That means that the substation is cur-
rently being exposed to risks higher than the acceptable level. The parameters of the 
posterior velocity distribution are: ϕ= 0.24 and u = 37.55. It is observed that, as expected, 
the curve moves to the higher velocities to the right hand zone and the dispersion of the 
posterior distribution is smaller than the prior one. The standard deviation was reduced 
from 8.18 to 5.26 Kph. 
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Also, a comparison of expected annual life-cycle costs were calculated under 2 scenarios: 
with or without additional recording and monitoring works to update the maximum wind 
velocities and increase the reliability of the prediction. The cost of these works was con-
sidered to be 0.1 million USD. The results are shown in Fig. 5 and it is observed that the 
scenario “with” the additional recording implies the most economical option because, as a 
result of the improvement on prediction, better design specifications are developed and the 
facilities reliabilities are enhanced. As the potential losses increase, the economical advan-
tage also increases. Therefore, the critical facilities should have more closely and system-
atic recording and monitoring. 









































Fig. 5: Comparison of life-cycle costs with or without new mitigation measures and for 
several amounts of losses 
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The substation designed for a wind velocity of 200 Kph and for Minatitlan was considered 
to look at the variation of the failure probability for two epistemic uncertainties, namely 
CVev = 0.1 and 0.5. The distributions of failure probability were fitted to beta distributions 
and the results are shown in Fig. 6. As a way to compare the failure probabilities resulting 
from these two values of epistemic the percentiles 95 and 85 were calculated. As expected, 
the higher epistemic uncertainty produces the higher failure probability and the difference 
is significant. Therefore, it is important to include the measure of epistemic uncertainty on 
the safety assessment of electrical facilities, as in the substation considered here. The pa-
rameters of the beta distributions and the mentioned percentiles are shown in Table 2. Al 















Fig. 6: Annual failure probability distributions for substation in Minatitlan and for two val-
ues of epistemic uncertainty 
Tab. 2:  Beta parameters and percentiles for substation in Minatitlàn and two epistemic 
uncertainties 
Cvev α β 95 % 85 % 
0.1 4.11 64.26 0.22 0.09 
0.5 0.44 6.29 0.25 0.14 
6 Application to typical power transmission tower 
The same assessment of epistemic uncertainty impact performed for the substation is done 
for a typical power transmission tower with the following characteristics:  
The types of tower called 4YR23 N0C1 (lower-size) was considered. The tower is 4YR23 
for 400 kV, with 2 circuits, 3 drivers per phase, for deflection and auction (finish) (see Fig. 
7). 
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The tower designed for a wind velocity of 120 Kph and for Minatitlan was considered to 
look at the variation of the failure probability for two epistemic uncertainties, namely CVev 
= 0.1 and 0.5. The distributions of failure probability were fitted to beta distributions and 
the results are shown in Fig. 8. As a way to compare the failure probabilities resulting from 
these two values of epistemic the percentiles 95 and 85 were calculated. As expected, the 
higher epistemic uncertainty produces the higher failure probability and the difference is 
significant. Therefore, it is important to include the measure of epistemic uncertainty on 
the safety assessment of electrical facilities, as in the substation considered here. The pa-
rameters of the beta distributions and the mentioned percentiles are shown in Table 3. Al 
the previous results are similar for power transmission towers. 
 
Fig. 7: Typical power transmission tower 


















Fig. 8: Tower failure probabilities for two epistemic uncertainties 
Tab. 3:  Beta parameters and percentiles for tower in Minatitlàn and two epistemic uncer-
tainties 
Cvev α β 95 % 85 % 
0.1 4.94 9.30 0.57 0.47 
0.5 0.62 1.70 0.77 0.57 
 
7 Conclusion 
Structural wind vulnerability has been characterized for a typical electrical substation. For 
Cozumel the updated annual reliability is 1.62, below the optimal 2.52. It is recommended 
to update the wind velocity predictions and improve the design guidelines. It was shown 
that the cost of no updating is, at least, 17 times the cost of updating. 
The epistemic uncertainty may increase the failure probability, as for Minatitlàn, from 
60 % to 120 % depending on the percentile. Similarly, for a typical tower, the failure prob-
ability increases 20 to 33 %. 
These results may be used to sketch maps of failure probability for existent or new facili-
ties located at different sites in Mexico. Optimal return period maps may be derived for 
substations to be built in the future. 
Cost/benefit calculations show the clear economical benefit of wider wind velocity re-
search and recording. Also, transfer functions may be developed to get vulnerabilities for 
any design level and several types of facilities. It is recommended to extend the research on 
the uncertainty and ways to improve the prediction of maximum winds on the upper tail of 
the distribution, as it is the critical for ultimate conditions. 
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Also, indirect losses due to failure of electrical infrastructure and its effect on other sectors 
need to be assessed. 
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Framing Technology Assessment: Risk, Vulnerability & 
Sustainable Development 
Andreas Metzner-Szigeth 
episteme-Institute for Management & Sustainability Issues, Münster, Germany 
Abstract: In the sequence of part 1-4 this contribution will present a series of 
four concise main theses, each pursued by a more complex explication, that 
might be helpful in order to enhance the discussion about better science-
governance by inter- and trans-disciplinary experts-cooperation and citizens-
participation. Part 1 will discuss some features of Progress, i.e., p. & enlight-
enment, p. & (in ) security, p., domination & reflexivity, p. & industrial inno-
vation cycles, in order to make accessible either its promises as also its 
problematic nature. Regarding the challenges of Vulnerability there will be 
considered in part 2 three levels (micro, meso, macro) and two components 
(exposure, coping) of this concept. The following overview analyzes the rela-
tions between vulnerability, risk, hazards and the strategies of prevention and 
resilience. After contrasting the limitations of the conventional model of grow-
ing prosperity with the two essentials of the alternative model of Sustainable 
Development (SD) (environmental integrity, economic performance) part 3 
will tackle the critical point of the latter: How to combine its two opposed ele-
ments? This needs to be investigated in contexts of win/win-constellations as 
well as targeting-conflicts in order to identify robust pathways for innovations. 
Part 4 outlines a framework entitled Integrative Technology Assessment (ITA). 
On the background of some guidelines referring to the four (environmental, 
socio-cultural, economic, political-institutional) dimensions of SD, and with 
respect to the problems of knowledge-dependency, multiple vulnerability, and 
the attainment of SD in practice, there will be introduced an approach for shap-
ing the scientific-technological progress, especially related to the opportunities 
and challenges of the converging (info-bio-nano) technologies. 
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1 Prolog 
My intention is to present – widely designed, straightforward – conceptual-programmatic 
considerations under the title: „Framing Technology Assessment: Risk, Vulnerability & 
Sustainable Development“. 
In order to explain clearly, how it could be made sure, that institutions for Technology As-
sessment (TA) could achieve that, what they have to do, I decided to treat these contents: 
• „Progress“, because its shaping is – indeed – the subject of TA!  
• „Vulnerability“, because that is the very challenge of our times!  
• „Sustainable Development“, because that answers the question of how to gain the 
future!  
• „Theses pro ITA“, because „Integrative Technology Assessment“, short: „I-T-A“, 
is the name of that framework-concept that I am going to present right now! 
In order to develop the framework-concept, there will be composed four general theses on 
the line of the four points, one each to „progress“, „vulnerability“ and „sustainable devel-
opment“ plus one concluding general thesis about „Integrative Technology Assessment“, 
abbreviated „I-T-A“. 
2 Progress 
2.1 Progress and Enlightenment 
European modernization has been – and in fact is – determined by the thought of „enlight-
enment“ but also by the idea of „progress“. Whereas the one intents to foster the human 
faculties for reasoning in the sense of independence and self-responsibility, the other one 
tries to examine the forces of nature with the instruments and media of science and to de-
velop them in form of technology. The promises of this civilizational initiative are „free-
dom“, „wealth“ and „security“ (Fig. 1). 
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Fig. 1: Progress and Enlightenment 
2.2 Progress and (In-) Security 
„No one should hinder progress!“ So a popular speech reads. In this an one-dimensional 
apologetic comprehension of progress comes to expression (Fig. 2),  
• which indeed conflicts at the most vehement with the, in the same way one-
dimensional, apocalyptic understanding of progress, 
• which comprehends progress (under changed pre-signs) as an unstoppable all en-
gulfing „Moloch“; ... 
• but the deterministic, unilinear model of progress, bursts much more systematically 
with an opinion, that understands progress not essentialistically but process ori-
ented as increase of design or shaping possibilities and development options. 
In the sense of the last opinion, progress is a formed and (by the human actors) formable 
process, 
• which characterizes itself in so far, as it does not just reduce contingencies, thereby 
determining the direction and the further possibilities of development cumulatively, 
• but multiplies contingencies, while opening up new options permanently. 
Progress – a mixture of „chances“ and „risks“ – is therefore by its very nature ambivalent: 
• it is creating securities, in so far as it contributes to the solution of existing societal 
problems, therefore performing like „keeping-things-in-order“ and stabilizing liv-
ing-conditions; 
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• and progress is acting as an „insecurity generator“, while multiplying options, that 
are to be coped with, as decisions under uncertainty, which are questioning the 
„status quo“ permanently. 




























apologetic = progression unilinear, 
apocalyptic = regression        essentialistical
pragmatic = potenciation of contingencies
formable process multilinear, evolutionary
contingencies are not reduced directions determined






1 Progress: (In-) Security
 
Fig. 2: Progress and Security 
2.3 Progress, Reflexivity and Domination 
In the circles of scientific-technological progress of course questions and doubts emerge 
(Fig. 3): 
• Do the strengths of the sciences suffice in order to cope or compensate also for the 
ensuing consequences and shaping problems of modernization? 
• Or are the problem-generating-potentials of science & technology greater, as their 
problem-solving-capacities?  
• Does it therefore go ahead? 




1 In a spiral of ever more problems to solve, originating from earlier attempts to do exactly that, namely to 
solve problems. 
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Fig. 3: Process of Reflexivity and Domination 
In his book about the „Risk Society“ Ulrich Beck has proposed for that the terms of the 
simple and reflexive scientification2: 
• The stage of the „simple scientification“ is characterized by the application of sci-
ence onto the „original“ („virginal“) world of nature, human being and society. 
• On the other hand, in the „reflexive stage“, the sciences are dealing with a modified 
world, already altered by science and technology – and while doing so, they are 
confronted with the products, shortcomings and consequences and shifted problems 
of their own „success“. 
With the increasing necessity for overcoming or compensating the aftereffects, problems 
and risks, that emerge within the relationship of human society and ecological environ-
ment, the characteristic pattern of scientific knowledge changes: 
• Formerly science was thought as a producer of the instruments and remedies for an 
increasing „control of nature“,  
• (that was supposed to be) accompanied by a (more and more) rationally „planned 
development“ of society. 
• Nowadays science has to dedicate itself to the problem of the successful appropria-
tion of nature (as well as the successful ignition of society's modernization) – it has 
altered into a „reflexive science“. 
• This one is confronted more and more – so my subsequent thesis reads – with the 
task of „mastering the domination of nature“, 
 
 
2 Cf. Beck 1992 and further Beck 1999; for similar ideas and discussions cf. also Giddens 1990, 
Beck/Giddens/Lash 1994 and Lash/Szerszinsky/Wynne 1996. 
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• that comes to expression for instance in the ever growing demand for the control of 
intervention-consequences and not intended side-effects. 
The evolution of science and technology has become in itself contradictory, because it is 
simultaneously a complementary cause, a definitional remedy and a source of solution for 
problems. From that follows: inter- and trans-disciplinary approaches, as they are being 
practiced since long time in Systems Analysis and Technology Assessment, are becoming 
year by year more necessary in order to shape the scientific-technological progress. But 
their „business“ becomes also ever more difficult. 
2.4 Progress and Industrial Innovation Cycles 
In order to achieve its contribution the social scientific science-, technology-, environment- 
and risk-research is therefore being asked, not only to reflect the cultural (communicative, 
symbolic) reality of developed industrial societies, but to do that in the context and in the 
inner connection with their material (substantial, infrastructural) reality (Fig. 4). 3 
• How that could be done, will be demonstrated now in the context of „industrial in-
novation cycles“.4 






























electrical engineering & synthetical chemistry
(electronics)   ICT






































1 Progress: Industrial Innovation Cycles
 
Fig. 4: Industrial Innovation Cycles 
The main ideas of this illustration are: 
 
 
3 Cf. Metzner 2002, where this general approach has been elaborated and proved to be worthwhile especially 
in these investigational areas. 
4 I am using this term, that is inspired by the economical ideas of Nikolai Dimitrijewitsch Kondratieff and the 
works of Alvin Toffler, because of its structural instructiveness in order to analyze patterns of development; 
cf. also Barnett 1998 and Freeman/Louçã 2001. 
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• The realization of each basis-innovation (e.g. steam-engine) in form of a series of 
process-innovations (in the example powerand work-machines) condenses in 
techno-industrial innovation cycles. 
• The two „classical“ Ist and IInd innovation cycles are indicated here as that of 
„Coal & Steel“ and of „Electrical (engineering) & (synthetical) Chemistry“. 
• They are followed by two „neo-classical“: ... a IIIrd, that is in plain development, 
and a partly beginning partly indicated by fore-signs IVth one. Their direction of 
movement is: from „Electronics“ over the „Information- and Communication-
Technologies (ICT)“ to the further key-technologies of the „Bioand Gene-
Technologies (BGT)“ and the „Microsystem- and Nano-Technologies (MNT)“. 
Each of these innovation-cycles induces wide-range „transformations“, that are shaping the 
„Gestalt“ and dynamics of the industrial society. Its results are materializing successively 
and are together forming an overlay-zone. 
This happens: 
• with reference to the structure of the economic basis (related to: productivity, dis-
tribution, consumption, labor, product-life-cycles and value-creation-chains); 
• in the profile of the metabolism with nature (material-flows, energy-flows), of the 
utilization and charge of environmental goods and services, as well as of the exten-
sion and intensity of manipulative interventions in the physical-organic world; 
• with regard to the socio-cultural patterns of society-building, of coexistence and in-
dividuation, as well as of urbanity, mobility, media, education and public health; 4.) 
in relation to the forms of will-building, decision-making and their administrative 
preparation and implementation.  
These transformations – that already have been presented separated according to the four 
dimensions of sustainable development – are obviously influencing each other. They are 
not developing separated from one another, and are (besides their analytical distinction) 
predetermined for being deciphered by using some „systemic“ approach. 
• With respect to ecology – for example – the „classic” - Ist and IInd  
o industrial society innovation cycle, that is being connected with the key sectors 
of coal and steel industry, automobile production and synthetic chemistry, cor-
responds with „problem-clusters“ (pointed out in the fig. by red circles), that 
are characterized 
o on the one hand by the charge of the environmental media (water, earth and 
air) with mass pollutants and 
o on the other hand by the shortage of (above all not renewable) resources. 
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• Through these problem-clusters are corresponding specific „regulation-approaches“ 
(pointed out in the fig. by blue triangles) with the innovation cycles and the trans-
formations that have been released by them. In the example of the environmentre-
lated consequences of the Ist and IInd cycle this are the strategies of the technical 
and the administrative environmental protection as well as the „recycling“. 
The then following IIIrd and IVth innovation cycles are leading to transformations, that are 
not only inter-acting with one another, but also with the states that have been built from the 
antecedent transformations. 
• An example for such a transformation – here with regard to the economical dimen-
sion – is the reconfiguration of production factors, value-creation-chains and eco-
nomical sectors by the information- and communication-technologies. 
Moreover the fig. indicates: 
• In the transition to the both „neoclassic“ innovation cycles, there will be created not 
only altered problem-clusters, but also an overload of the up to then developed 
regulation-approaches. 
• Examples for that are the appropriation- and utilization-rights of „genetic re-
sources“, that are conflicted intensely, as well as the „digital rights“, that are laying 
in midst of not less vehement struggles. 
2.5 First General Thesis, and its Explication 
The first general thesis says: „The more the scientific-technological progress advances, the 
more dependent on knowledge and science becomes the task of its constructive shaping!“ 
(Fig. 5) 
That is to be explained as follows: 
• Together with the ongoing and increasing scientification of the techno-industrial 
procedures for producing ever more complex products, grows also the knowledge- 
and science-dependency of the possibilities for the identification and regulation of 
the consequences of their production, application and disposal. 
• An example for that is the „monitoring“ of the possible release of genetically modi-
fied elements of the lupine plant, that requires among other things molecular-
biological diagnosis methods, whose reliability is still unclear. 
• The same example illustrates, that together with the increasing knowledge-
dependency also the uncertainties of prospective knowledge – that is necessary for 
informed decision-making – are expanding.5 
 
 
5 Cf. Metzner 1998, especially with regard to global environmental change scenarios. 
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• In addition there is to recognize the boosting of complexity due to the overlapping 
consequences of the transformations released by successive innovation cycles. 
• The regulation-knowledge of the various consequences must be produced also 
faster, in order to hold step with the innovation speed. 
• Up to now – in point „1“ – we have examined the shaping-problem of the scien-
tific-technological progress departing from the forces and consequences, which 
have been set in motion by progress itself. We carry out now a perspective change, 
in order to examine in point „2“, „Vulnerability“, the shaping-problem the other 
way round, departing from the „weakness“ of the modern society and the need of 
scientific technological creativity. 




























1 I. General Thesis: Proposition
„The more the scientific-technological
progress advances, the more
dependent on knowledge and science
becomes the task of its constructive
shaping!“
 
Fig. 5: I. General Thesis 
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Fig. 6: I. General Thesis 
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3 Vulnerability 
3.1 Vulnerability: Levels, Components and Definition 
„Vulnerability“ has an external and an internal component (Fig. 7). In general are – on the 
micro-level – the individual human being, or the single community, in which he lives, and 
– on the meso-level – the single city or region or the particular differentiated functional 
system, or finally – on the macro-level – complete societies exposed to existential (!) haz-
ards („exposure“), and are in distinct measure able to encounter this „being-exposed“ (ei-
ther out of own strength or with assistance) („coping“). 6 
















































6 With this adapted differentiation I am following the definition of Robert Chambers 1989, p. 1: "Vulnerabil-
ity (...) is not the same as poverty. It means not lack or want, but defenselessness, insecurity, and exposure to 
risk, shocks and stress. (…) Vulnerability here refers to exposure to contingencies and stress, and difficulty in 
coping with them. Vulnerability has thus two sides: an external side of risks, shocks, and stress to which an 
individual or household is subject; and an internal side which is defenselessness, meaning a lack of means to 
cope without damaging loss. Loss can take many forms – becoming or being physically weaker, economi-
cally impoverished, socially dependent, humiliated or psychologically harmed." Cf. Also Watts/Bohle 1993. 
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Fig. 8: Overview of Vulnerability 
3.2 Vulnerability: Overview on the Configuration of Interdependen-
cies 
Vulnerability is some „fuzzy concept“. Due to its association richness as well as to its core-
idea it is however extraordinarily instructive.7 
The next fig. shows on the right site a bar with the denomination „hazards“. These are to 
be classified according to different subsets:  
1.) Epidemics, as for instance AIDS, BSE8 or bird flu; 
2.) „Natural“-disasters, including those that have some causal nexus with global environ-
mental- and climate-changes, and are therefore not only natural, but also of anthropogenic 
origin, as e.g. storms, landslips and avalanches, floods, droughts and earthquakes9; 
3.) Techno-industrial accidents, that is incidents like that of the type „Exxon Valdez“, 
„Bophal“ or „Chernobyl“, but also such of „smaller“ range; 
4.) Military struggles, in whose consequence for instance oil fields are burning or once 
fertile regions are devastated; 
5.) Terrorist attacks and acts of sabotage, above all insofar as they are suitable to provoke 
massive losses of human-lives and/or the break-down of social infrastructures and func-
tion-systems (like e.g. Internet-communication or the world-wide electronic stockmarket). 
 
 
7 Even the positive meaning of vulnerability as analyzed by Bijker 2006 in the contexts of technological 
culture and innovation dynamics can show this. 
8 Bovine Spongiforme Encephalitis, better known as „mad cow syndrome“. 
9 Cf. Abramovitz/Starke 2001. 
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Examples for that are the attack onto the „World Trade Center“ and – less spectacular – the 
seasonal „computer-viruses“ and „software-worms“.  
To the left we see a bar with the denomination „Vulnerability“. There could be assigned a 
whole line of factors to it, namely 
1.) Factors of general nature, as e.g. the increasing density of interactions, the increasing 
networking-degree, the growing population, and particularly the – united with „globaliza-
tion“ – „de-limitation“ of large-scale and space-crossing cause-and effect-chains; and 
2.) Factors of particular nature, as 
e.g. – related to the ecological environment – the charge or degradation of freshwarer eco-
systems or mountain landscapes;  
e.g. – related to the economy – the dependency to single key-resources, the rate of sources 
of income, or the quote of indebtedness; 
e.g. – related to the socio-cultural dimension – the knowledge and ability of the people in 
relation to their access to knowledge-reservoirs (catch word: „digital divide“); and finally 
e.g. – related to the political-institutional dimension – the possibilities to receive necessary 
information and to participate in processes of decision-making. 
In addition there are factors, that make sense with regard to techno-industrial devices, sys-
tems and infrastructures, as e.g. 
the factors of „high complexity“ and „dense coupling“, marked by the risk-researcher 
Charles Perrow, that are above all then problematic, if they are occurring together10; as 
well as 
• the from the complexity-researcher John Casti emphasized „adaptability“ of techni-
cal systems in front of variable or even turbulent environments and critical events11; 
• the degree of „error-friendliness“ or „reliability“ of processes; 
• the „robustness“ of installations; 
• the „singularity“ of structures of the built-environment, as for instance bridges, 
tunnels, fill dams for purposes of territory-crossing supply; or 
• the „centrality“ of infrastructural-networks (if for instance all subway-lines are go-
ing through one „main station“).12 
 
 
10  Cf. Perrow 1984. 
11  Cf. Casti 1994. 
12  Cf. also the "large technical systems"-approach  (e.g. Joerges 1996). 
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As a rule scientific-technological knowledge is meant to be used for serving „constructive“ 
ends. That this not always succeeds, do we know. And that vested interests are trying to 
influence upon science and technology, or simply to misuse them, do we know also. Nev-
ertheless presumably all persons acting in „science, research and development“ are dealing 
with the question, how could be reached that best (... to serve constructive ends) – at least 
in the framework of the tasks that they are working on according to the results of the divi-
sion of labor in society and the sciences. The general occupation with the question, how 
this could be reached best, also with attention to the various goals that are linked with the 
four dimensions of sustainable development, is, however, the original and proper area of 
TA.13 
The upper bar with the denomination „risk“, does not stand by chance in between of the 
vulnerability on the left and the hazards on the right side. This should demonstrate, that the 
measure of being-exposed-to-hazards, related to the scale of damage on the one hand and 
the probability of occurrence on the other, is to be seen in correlation with potential haz-
ards and the vulnerability. 
This is not less true for the bar at the bottom with the denomination „prevention and resil-
ience“.14  
In case of prevention the subject is, to limit damages and to reduce the probability of their 
occurrence, before the risks manifests themselves as events. 
In case of resilience the subject is in adverse, to provide assistances and to be able to 
achieve compensations, after the risks in question have realized themselves in events. 
Whether enough was done, can be judged in both cases only in relation to the potential 
hazards and the existing vulnerability. 
3.3 Second General Thesis, and its Explication  
Thereby we are coming to the II. general thesis. 
It says: „The less it succeeds, to shape the scientific-technological progress constructively, 




13  Cf. among others Grunwald 2004 who highlights the "need for reflexivity and learning at the inter-
face between science and society". 
14  For the original context of resilience cf. Holling 1973, 1994. In contrast to Morone/Woodhouse 
1986 I prefer to take prevention and resilience as complementary strategies instead of oppositional alterna-
tives. 
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2 II. General Thesis: Proposition
„The less it succeeds, to shape the
scientific-technological progress
constructively, the more vulnerable
becomes modernity!“
 
Fig. 9: II. General Thesis 




























2 II. General These: Explication
SustainabilityVulnerability












Fig. 10: II. General Thesis 
It can be explained as follows: 
The higher the (grade of) sustainability of the four dimensions is, the lower is their (grade 
of) vulnerability, and the higher is simultaneously their ability for prevention and resil-
ience, in order to limit occurring damages or impairments in their scale, to reduce them in 
their probability of taking place or „to get up again“. 
In reverse that means: The greater the „non-sustainability“, the more vulnerable, less pre-
vention-capable and resilient is a society. 
From this follows: All what we are doing – particularly with the instruments of TA – in 
order to utilize scientific-technological knowledge „constructively“, in order to design 
techno-industrial systems favorably with regard to their consequences for the sustainability 
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of the four dimensions, is a contribution to reduce the vulnerability of a society and to in-
crease simultaneously its faculties for prevention and resilience.  
In reverse is valid (unfortunately), that modernity becomes the more vulnerable, the less it 
succeeds, to do exactly this. 
For the illustration of these theses serves the notice, that a decentralized system of energy 
supplying with regenerative energies is more favorable already with regard to some dimen-
sions of sustainability, than a few major mega-power-plants with overland-connections. 
Moreover the decentralized system is more resilient, could therefore be repaired after 
catastrophies faster and with simpler means, while in reverse the mega-power-plants, 
above all naturally that of nuclear type, could be a much more worthwhile target for terror 
actions, than for instance a wind-energy-park. 
After we have examined up to yet the shaping-problem (of the scientific-technological 
progress) so to say „from inside“ (point „1“) and „from outside“ (point „2“), it should be 
tackled now (in point „3“) in relation to the guiding model of „sustainability“. 
4 Sustainable Development 
4.1 Conventional Model of Wealth and Essentials of SD 
Sustainable Development (SD) is no „utopian“ vision – it is a „pragmatic“ vision. SD of-
fends nobody, can be proclaimed continuously therefore, establishes however a tension-
arch, that is distinct enough, in order to be able to re-direct practice. 
Departing from the 1987 published results of the „World Commission for Environment and 
Development“ in politics, economy, science and the public the insight has increased, that 
the conventional model of growth and prosperity of the „western hemisphere“ neither 
could be temporally expanded for ever, nor could be universalized globally. It hurts either 
on the in- as on the output-side upon limitations, in form of shortening resources and finite 
charging-capacities of ecological systems.15  
„Sustainable Development“, the new paradigm suggested by the commission, aims conse-
quently upon to guarantee the economic development-ability permanently, by coupling it 
with the moment of the preservation of the ecological environment and its usability. The 
question „how“ both moments could be combined with each other, in order to achieve ex-
actly this in practice, do not answer the guiding-model however.  
 
 
15  WCED 1987. 
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Fig. 11: Sustainability 
4.2 Third General Thesis, and its Explication 
Thereby we are moving to the III. general thesis. 
It says: „The re-direction of a system that is developing non-sustainable is in need of the 
constructive shaping of the scientific-technological progress!“ (Fig. 12) 




























3 III. General Thesis: Proposition
„The re-direction of a system that is
developing non-sustainable is in need
of the constructive shaping of the
scientific-technological progress!“
 
Fig. 12: III. General Thesis 
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Fig. 13: III. General Thesis 
It can be explained as follows:  
The guiding-model „sustainable development“ unfolds its very sense of promoting some 
„future-capable“ „development“ under no circumstances in some „only“ environment-
related interpretation (aiming on its „protection“) just as little, than in some interpretation 
that is „only“ related to social affairs (interested in questions of the „distribution of 
wealth“16), but with some 1.) multi-dimensional, 2.) integrative and 3.) systemic under-
standing17 …, that is by using a concept, that: 
takes equally serious environmental, economic, socio-cultural and political-institutional 
problem-clusters and requests;  
not comprehends the optimization of the common welfare as some kind of zero-sum-game 
of (more or less) justified distributions of the produced prosperity, but instead as some kind 
of positive-sum-game, in which variant contributions are to be accumulated dynamically, 
without that one target of optimization should be ignored or neglected in favor of any other 
one;  
must be suitable for the purpose, not only to register interactions and target conflicts be-
tween the dimensions, but to analyze them in the direction of possible win/win-
constellations, positive synergies und dynamically stabilizing pathways of development.  
Such a concept becomes the more necessary, as it is a matter of fact, that „if all is going 
further on like always“, the „cake“ of wealth will not remain equally great but must shrink.  
 
 
16  For some review of the concept of social sustainability cf. Littig/Grießler 2005. 
17  Cf., e.g., Kopfmüller/et al. 2001, Grunwald/et al. 2001, and Grunwald 2005. 
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This is like that, because our society represents a system whose state is that of accelerating 
„non-sustainable“ processes of development.18  
„To redirect“ this system is nevertheless possible, above all by using the means of shaping 
the scientific-technological progress (for example with help of combined efficiency-, suffi-
ciency- and consistency-strategies19) – but there is no way that would allow simply „to 
stop“ it.  
After meanwhile having considered the question of the „how“ of the shaping of the scien-
tific-technological progress in three different respects,  
(in point „1“) departing from the options and consequences, that progress itself produces,  
(in point „2“) by means of the requirement, that is produced by the complex vulnerability 
of modern society, and  
(in the just finished point „3“) with regard to its suitability for contributing to the imple-
mentation of sustainable development,  
we are coming now (in point „4“) finally to speak of an „instrument“, that is supposed to 
help us to deal with the problem of the „how“ as best as possible, namely the approach of 
an „Integrative Technology Assessment“. 
5 ITA 
5.1 Guidelines for an Integrated TA 
Under „Integrative Technology Assessment“ (short: „I-T-A“) I understand basically, that 
the dimensions of the environmental, economic, socio-cultural and political-institutional 
conditions and consequences of technologies are dealt with systematically, and indeed in 
connection with some four-dimensional, integrative and systemic concept of sustainable 
development, which as „civilizational guiding-model” provides the framework for a „dif-
ferenciated“, well justified evaluation of technological „options for progress“.20  
In order to prevent misunderstandings: If sustainability is constitutive for a concept of in-
tegrative TA, then this requires to deal with all four dimensions of sustainable development 
 
 
18  We are actually doing nothing more than reducing the acceleration and are far away from becoming 
slower or to reach the turning-point where processes of sustainable development would be generally sup-
ported by the momentum of the whole system. 
19  Cf. Huber 2000 and Mappus 2005. 
20  Understanding the complexity of different systems as well as analyzing the interactions between them 
(cf. e.g. Holling 2001) is in this sense a precondition for gaining the abilities that are necessary in or-
der to navigate successfully towards sustainable development (cf. e.g. Hjorth and Bagheri 2006). 
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with equal attention ... in the framework-concept (!) – but quite not in every single project 
(!).  
If therefore in some project for instance the focus is on investigating „electronic govern-
ance“, then naturally are standing in the foreground political-institutional issues.  
The advantage of such a framework concept is, to be prepared for reacting in a flexible but 
competent way on particular calls for project funding and emerging demands for investi-
gating issues that are on the ever changing public agenda, without having to refrain from 
processing the results of various projects also synthetically, in order to build up the own 
theoretical, methodological and professional capacities for the acquisition and elaboration 
of further projects „step by step“.  
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Fig. 14: ITA 
Integrative TA, a „holistic“ concept, requires more than expanding single research-areas. 
ITA cannot thrive only by doing science-studies or analyzing probable innovations. In or-
der to fulfill its cross-sectional task, TA must – even out of complexity reasons21 – tran-
scendent an „only“ social- and economical-scientific understanding of its subject. TA can 
moreover not achieve its ends simply by „co-opting“ natural scientist's and engineering 
competencies. Instead the decisive point is, out of an inter- and transdisciplinary compre-
hension22, the possibility to depart from different disciplinary backgrounds and developed 
professional competencies in order to analyze and assess the heterogenous conditions, con-
sequences, and choices of technology, and to enhance these working perspectives (or 
strategies of knowledge elaboration and capacity building) mutually within a common 
framework for problem-driven investigation. Integrative TA is therefore dependent to 
teamwork.  
In the purview of ITA the central task is:  
 
 
21  Cf. Bechmann/et al. 2007. 
22  Cf. Gallopín/et al. 2001. 
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• To combine competencies, namely above all that of the various sciences, and, 
moreover, that of professionals from practice and so called lay-persons; 
• To process problems, departing from the changing perspectives of science, econ-
omy, politics and the public;  
• To provide solutions, approaches and criteria, in order to advice societal actors. 
Not at least comes into the play, however, something for the sciences themselves: namely 
to achieve a contribution to their consolidation. This is the more important, as any TA 
institution, be it an academy of science or university, a (public) research-centre or (private) 
enterprise, must have a vital interest on its own consolidation, as well to its outside, in 
front of the public, the economy, and the politics, as to its inside, in the relationship of the 
scientific disciplines and the particular institutes or working-units. 
For ITA the research field of the „new“ „key-technologies“ is of upmost importance, be-
cause there are considerable progress- and growth-expectations united with them. Their 
importance under the viewpoint of sustainable development of economy and society is 
thereby not at all to estimate lesser, than under the pre-sign of a conventional course of 
modernization.23  
An important element of integrative TA is to open up, potential targeting-conflicts and 
win/win-constellations that are promising some concrete „added value“. 
An example for this, that simultaneously makes us recognize the explosiveness of the re-
quests, that TA becomes more and more confronted with in the field of the „new“ key-
technologies, is the opportunity to substitute processes of the chemical synthesis of sub-
stances by bio-technological procedures.  
Regarded economically thereby comes under pressure an „older“ industrial branch – in-
cluding its jobs – for the benefit of a „younger“ one, that is promising more prosperity. 
Considered ecologically these procedures bring both, on the side of their input (referring to 
the comparatively to be judged grade of making use of energetic and material resources), 
as also on the side of their output (with regard to the possible release of environmental 
chemicals and mass pollutants) potentials for ameliorating the charge of the environment. 
On the other side are to register however the risks of the release of bio-active substances 
and trans-geneous organisms. 
Integrative TA offers no panacea. It can process, however, high-complex problem-bundles, 
whose judgment – how just was shown – normally is leading to complications, refinedly, 




23  The approach of converging technologies, that proposes some dynamic convergence between infor-
mation technology, biotechnology and nanotechnology, is especially important here; cf., among others, 
Nordmann 2004 and ETAG 2006. Cf. also Fleischer/et al 2001. 
24  Another requisite to foster "sustainable" decision-making-procedures is strengthening foresight and 
scenario approaches especially with reference to the mentioned problem of growing uncertainties (c.f. 
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5.2 Fourth General Thesis, and its Explication 
Thereby we are coming to the IV., concluding, general thesis. 
It says: „In order to master the challenges, (the shaping of) science and technology be-
comes confronted with by the present problems, it is essential to make use of a framework-
concept like Integrative TA!“ 




























4 IV. General Thesis: Proposition
„In order to master the challenges, 
(the shaping of) science and 
technology becomes confronted with
by the present problems, it is
essential to make use of a framework-
concept like Integrative TA!“
 
Fig. 15: IV. General Thesis 






























































Fig. 16: IV. General Thesis 
 
                                                                                                                                                    
among others Newman 2006, Stirling 2006, and Guimaraes Pereira et al. 2007). 
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This is to be explained as follows: 
„Integrative TA“ is an instructive approach that is used for opening up the problems  
• of the increasing knowledge- and science-dependency,  
• of the complex vulnerability of modern societies, and  
• of the practical achievability of sustainable development, 
in order to structure as optimal as possible the preparation, realization and reworking of 
TA-projects and -procedures.  
I.) ITA provides for both, for an analytical separation of the shaping conditions and im-
plementation consequences of the scientific-technological progress (with reference to eco-
nomic, ecological, socio-cultural and political-institutional interdependencies), as well as 
for the synthesis of the investigation results (with regard to key technologies, innovation 
cycles and industrial society transformations). 
II.) ITA provides for to open up questions of the shaping of the scientific-technological 
progress in the interrelationship of hazards, vulnerability, risks, prevention and resilience, 
problem-sensitive and solution-oriented: ... on the micro-level of single humans or house-
holds, that could be affected, on the meso-level of single communities, companies, social 
systems as well as on the macro-level of complete societies. 
III.) ITA provides for directing innovation processes to the defusing of target conflicts, the 
utilization of win/win-constellations as well as on walking along stable progression paths. 
In this way we are coming to the closing word. 
6 Epilog 
At the beginning of the millennium we face tremendous challenges. TA is hardly sufficient, 
in order to master them – but it is, however, necessary (!) to contribute all what TA can do, 
in order to provide for some constructive shaping of the scientific-technological progress! 
I would like to close therefore with Antoine de St. Exupéry: „One must require from eve-
ryone, what he could achieve!“ 
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A probabilistic finite element analysis of embankment 
stability under transient seepage conditions 
Axel Moellmann, Pieter A. Vermeer, Maximilian Huber 
Institute of Geotechnical Engineering, University of Stuttgart 
Abstract: Flood protection structures lend themselves to probabilistic design 
given the large uncertain variables. Taking into account the historical discharge 
statistics of rivers, the annual probability of failure by slope instability of an 
embankment along the river Elbe in Eastern Germany is determined using a fi-
nite element analysis. The effect of transient seepage within the embankment 
and its effect on embankment stability is considered. Whereas a steady-state 
seepage line is most critical for the embankment stability, a transient seepage 
calculation including the rise and drop of the river water level reveals stability 
reserves. The First Order Reliability Method with Adaptive Response Surface 
has been proven to be an efficient calculation technique for coupling numerical 
simulations to a reliability analysis.  
This paper is accompanied by another workshop publication related to the 
same project PC-River financed by the German Federal Ministry of Education 
and Research (BMBF) (Huber et al., 2008). 
1 Introduction  
In the field of river flood protection, uncertainties are important and must be considered. 
First of all, severeness and frequency of weather events with high precipitation, which lead 
to river floods, are nearly unpredictable. The effect of climate change on the extreme river 
discharge occurrences stresses this fact. In addition, the river embankments, which serve as 
flood protection structures show considerable uncertainties in their material properties. It is 
caused by the often very distinct heterogeneity of the surrounding geology, the construc-
tion and reinforcement of the embankments in several stages and the lack of knowledge of 
the materials due to a limited budget for the embankment and subsoil investigation. Owing 
to the importance of uncertainties, a probabilistic approach for river embankment design is 
both useful and desirable. 
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Section 2 of this paper provides the mechanical background of slope stability analysis that 
includes transient seepage consideration. The background for the determination of the river 
water level with respect to return period is introduced. Section 3 gives an overview of the 
application of the First Order Reliability Method with Adaptive Response Surface (FORM-
ARS). This probabilistic calculation technique reduces the computational effort for the 
determination of the failure probability by the finite element (FE-) method while giving a 
satisfying accuracy when compared to a Monte Carlo approach. Probabilistic analysis of an 
existing embankment along river Elbe in Eastern Germany is presented in Section 4, with 
Section 5 summarizing some conclusions and an outlook to future work.  
2 River embankment stability under transient seepage con-
ditions 
2.1 Slope stability analysis under transient seepage conditions by the 
finite element method  
Besides the widely used Bishop’s slip circle analysis, numerical simulations using the FE-
method have become popular in recent years. The basic input parameters are geometry of 
slope, soil layering and the shear strength parameters, effective friction angle φ’ and effec-
tive cohesion c’. From a finite element framework point of view, the analysis can be com-
pleted assuming elasto-plastic soil behaviour. Step by step, the shear strength parameters 
are reduced and a load redistribution takes place due to the ultimate shear strength τf being 
reached, which is defined by equation (1): 
,,,
df d













tantan  and  
η : factor of safety. 
 
Equation 1 indicates that the shear strength τ mobilized by the effective normal stress σ’ 
cannot exceed the ultimate shear strength τf. The shear strength parameters are reduced 
until the ultimate condition is reached, in which failure occurs everywhere on a continuous 
slip surface, which is not necessarily circular. For a transient seepage analysis for an em-
bankment at river Elbe, a typical slip surface is shown in Figure 3. 
Whereas a steady-state seepage line is the most critical situation for embankment stability, 
a transient seepage approach including the rise and drop of the river water level can iden-
tify stability reserves. Large efforts are currently being made to build upstream flood reten-
tion basins, which lead to lower flood peaks but greater flood durations. With the presented 
approach, the effect on the failure probability of downstream flood protection structures 
can be quantified. 
Grauber, Schmidt & Proske: Proceedings of the 6th International Probabilistic Workshop, Darmstadt 2008 
553 
2.2 Hydraulic boundary conditions 
The effect of the river discharge on the water level is usually modelled by a hydrodynamic-
numerical simulation of a river stretch for various discharges. Greater river discharges Q 
will lead to higher river water levels h at certain locations along the river bank. River water 
levels during a flood are statistically referenced to a return period. More severe floods oc-
cur with a reduced frequency. The higher the return period T of a flood, the higher the river 
water level h will be. In addition, river floods with higher water levels will also have a 
greater exceedance duration N of a certain water level.  
The aforementioned aspects can be related by a set of three equations; the workline, the 
exceedance duration line according to WL/HKV [12], and a logarithmic equation simplify-
ing the water level – river discharge relationship, represented by equations (2) to (4), re-
spectively: 
bTlna)T(Q +⋅=   (2)
gQeQdQc)Q(N 23 +⋅+⋅+⋅=   (3)
21 fQlnf)Q(h +⋅=   (4)
with a, b, c, d, e, g, f1 and f2 being independent coefficients.  
3 Failure First Order Reliability Method with Adaptive Re-
sponse Surface (FORM-ARS) 
3.1 First Order Reliability Method (FORM) 
In order to perform a reliability analysis, a limit state equation (5) needs to be stated com-
paring the resistance R of a system to its stress S:  
SRZ −=   (5)
Failure occurs if the stress exceeds the resistance or if Z < 0. If R and S are stochastic input 
parameters that are usually assumed to be normally distributed with a mean value µ and 
standard deviation σ, the failure probability p(F) can be identified as the intersection of the 
two probability density functions. If R and S are functions of other input parameters 
(STEENBERGEN et al. [9]), probabilistic calculation techniques are needed to estimate p(F).  
The First Order Reliability Method (FORM) (VRIJLING et al. [10]) provides a reasonably 
accurate estimate for p(F) and requires a relatively low computational effort. A reliability 
index β can be determined, which is directly related to p(F). A beneficial side effect of the 
probabilistic analysis using FORM is that it provides sensitivity factors describing the ef-
fect of each parameter on the failure probability. The effect is high if the absolute value of 
the sensitivity factor is close to one and low if it is close to zero. Furthermore, a design 
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point can be identified which represents the most probable parameter combination at fai-
lure. 
3.2 FORM-ARS scheme 
The FORM-ARS is an extension of the First Order Reliability Method, which is especially 
suitable, if no analytical limit state equation is available. The results of a numerical analy-
sis are approximated by a simple polynomial function, the so-called Response Surface, for 
which derivatives can be easily provided.  
WAARTS [11] has analyzed the application of Response Surfaces for FORM and other 
probabilistic calculation techniques for reliability analyses in Structural Engineering. Espe-
cially when there is only one failure mode governing the reliability of a system, the 
FORM-ARS proves to be an efficient technique. BUCHER et al. [3] uses the implementation 
of the Response Surface Method into a finite element (FE)-Analysis of a parabolic shell 
under vertical and horizontal load. By showing some examples, BUCHER [4] concludes that 
in case of a highly-nonlinear limit state equation, the Response Surfaces might not lead to 
convergence of the determination of the design point.  
The FORM-ARS-scheme is illustrated in Figure 1. Depending on the number of indepen-
dent stochastic input parameters, a number of random combinations of the input parame-
ters around their mean values are numerically evaluated and the corresponding factor of 
safety determined. Using a least-squares approach, the numerical results are then approxi-
mated by the Response Surface, equation (6). The minimum number of calculation runs 
corresponds to the number of coefficients of the Response Surface. It has been shown 
(NESTOROVA [7]) that a linear function is more robust and leads to less computational ef-
fort than a quadratic polynomial used as Response Surface.  
 
Fig. 1: Scheme for the determination of the failure probability using FORM-ARS 
Perform numerical simulations around mean value 
Output: Factor of safety η from a numerical stability analysis 
Find Best-fit Response Surface as polynomial function  
η = f (xi) + err  
Find design point for Response Surface 
Check design point with numerical results
(η ≈ 1?) AND New design point = Old design point ? 





around the design 
point 
no 
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Failure occurs if the factor of safety is smaller than 1 and the limit state equation for n sto-







with b0, bi coefficients to determine by numerical simulations and 
err the error to minimize by a least-squares approach.  
Using the FORM, the design point of the embankment can be determined, which corre-
sponds to the most probable parameter combination at failure. This parameter combination 
has to be checked by another numerical simulation. This check is particularly important if 
higher order Response Surfaces are used, for which there could be more than one solution 
for the design point. The resulting factor of safety should be close to one and in order to 
get convergence, the design point determined in a subsequent step should approach the 
preceding step. If this condition is not fulfilled, another set of numerical simulations should 
be performed around the preceding design point. The subsequent steps should be followed 
until convergence is reached.  
3.3 Time-referenced river water levels 
A reliability index β can be determined for three flood scenarios where the river water 
level is raised up to a maximum water level that is related to a certain return period and 
dropped again. The duration, during which the embankment is subject to the river water, is 
determined according to the exceedance duration line, equation (3).  
By an iterative scheme, shown in figure 2, three flood scenarios can be related to a return 
period. In step 1, the limit state equation (6) is set up. A reliability index β can be deter-
mined by the FORM-ARS scheme for a certain scenario taking into account the uncer-
tainty of the geotechnical input parameters of the embankment structure. The correspond-
ding failure probability has to be considered with respect to the exceedance duration allo- 
 
 
Fig. 2: Iteration scheme for a determination of an annual failure probability with a time-
referenced river water level  
Step 1: Limit state equation Z = η – 1, eq. (6) 
→ Failure probability p(F)N per exceedance    
duration N(Q) by FORM-ARS scheme
Step 2: Exceedance duration line N(Q), eq. (3)
→ Failure probability pa per year: 
p(F)a = p(F)N · 360 d / N(Q) 
Step 3: Workline Q(T), eq. (2) 
→ Discharge in the design point 
Step 4: Water level – river discharge 
relationship h(Q), eq. (4) 
→ River water level h(Q) 
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cated to the chosen river water level. In order to get an annual failure probability, the fai-
lure probability has to be extrapolated to one year which is done in step 2 of the iteration 
cycle.  
Knowing the sensitivity factor of the river discharge, one can determine the design point of 
the river discharge. This discharge in the design point can then be related to a return period 
using the workline within step 3. In step 4, a corresponding river water level and the ex-
ceedance duration of the flood is updated before the iteration cycle is repeated until the 
reliability index converges. The three flood scenarios of the rise and drop of the river water 
level have to be interpolated in order to update the reliability index. 
4 Probabilistic finite element analysis of an embankment 
stability at river Elbe 
The geometry and the material properties of an embankment and subsoil located at the 
Elbe river in Eastern Germany near the city of Torgau are used for the application of a 
probabilistic finite element analysis. Figure 3 shows the geometry of the embankment and 


















Fig. 3: Geometry, boundary conditions and incremental displacements for the finite ele-
ment analysis of the embankment at river Elbe  
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The boundary conditions for the transient seepage analysis are chosen as shown in figure 3. 
The water level is set to the level of the waterward dike toe at the beginning of the numeri-
cal simulation. The van Genuchten equation is used for the relation between permeability 
and degree of saturation in the unsaturated zone. A more detailed analysis of the unsatu-
rated behaviour is beyond the scope of this paper. The FE mesh was refined until there was 
no change in the results for a finer mesh recorded. The time step for the total duration of 
the flood of about 10 days was chosen to be about 2 hours. The transient seepage analysis 
was performed with PlaxFlow 1.5 (BRINKGREVE et al. [2]), the deformation and stability 
analysis was carried out with Plaxis 8.6 (BRINKGREVE et al., [1]). Failure of the embank-
ment was defined according to the Mohr-Coulomb failure criterion. 
4.1 Stochastic geotechnical input parameters 
It was mentioned in Section 2.1 that the shear strength parameters φ‘ and c’ along the po-
tential slip surface influence the stability of the embankment. In addition, the permeability 
of embankment body and subsoil determines the transient seepage. Firstly, it influences the 
infiltration velocity in which seepage water penetrates the embankment. Secondly, the rela-
tive permeability distribution within the embankment body and subsoil defines the shape of 
the seepage line and thus affect the embankment stability.  
For the probabilistic FE-analysis, the effective friction angle φ‘, the effective cohesion c’ 
and the isotropic permeability k of the embankment body and the underlying alluvial clay 
layer were chosen as stochastic input parameters. The shape of the probability density 
function and the coefficients of variation, shown in Table 2, were either derived from field 
investigations or chosen according to PHOON AND KULHAWY [8]. 













Effective friction angle φ‘ 
Effective cohesion c’  






5 · 10-8 m/s 
1.76° 
3.72 kN/m² 




4.2 Correlation of river water level and flood duration 
Section 2.2 introduced the governing equations (2) to (4) to describe the hydraulic bound-
ary conditions of the river. In order to determine the independent coeffcients a, b, c, d, e 
and g, historical discharge statistics must be evaluated. Coefficients f1 and f2 result from 
the approximation of a water level – discharge relationship by a hydrodynamic-numerical 
simulation of a river stretch for various discharges. The historical discharge statistics were 
evaluated for the river Elbe at the Dresden gauge. The hydrodynamic-numerical simula-
tions were approximated using a logarithmic function at the chainage which is correspon-
ding to the embankment location. The derived equations are: 
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2.895Tln2.751)T(Q1 +⋅=   for       2 years < T ≤ 100 years,  
3.492Tln0.840)T(Q2 +⋅=  for   100 years < T ≤ 1000 years and 
4.458Tln3.976)T(Q3 −⋅=   for 1000 years < T  
 (7)
35.22Q0132.0Q1069.2Q1068.1)Q(N 26310 +⋅−⋅⋅+⋅⋅−= −−   (8)
.3392−⋅3.0574= 3Qln)Q(h   (9)
with Q [m³/s] river discharge at Dresden gauge  
N [days] exceedance duration of discharge Q 
h [m]  river water level referenced to the FE model. 
 
It should be noted that the time-dependent evolution of the river discharge during a flood 
depends on several hydrological aspects like the topography of the catchment area. For 
many river gauge stations, a logarithmic shape of the discharge is a good approximation. 














=   (10)
with Q(t) river discharge at time t.  
The coefficient σlnt was set to 0.328. The coeffcients f0 and µlnt were determined for the 
three different flood scenarios of rise and drop of the water level corresponding to return 
periods of 200 years, 100 years and 13.6 years. They are determined in such way that two 
certain discharges were exceeded for the duration given by the exceedance duration line, 
equation (8). The shapes of the time-dependent river discharge and the time-dependent 
water level for the three different flood scenarios are illustrated in Figure 4. The corre-










































T = 200 years T = 100 years T = 13.6 years
(a) Time-dependent discharge.  (b)  Time-dependent water level. 
Fig. 4: Assumed evolution of the flood wave for three different flood scenarios 
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Tab. 3:  Parameter set for the three different flood scenarios 












T = 200 years 
T = 100 years 
















4.3 Offset between maximum water level and minimum factor of 
safety  
For the FE approach, the varying water level needs to be discretised. For each scenario, 
seven calculation phases were used and the corresponding factors of safety for each time 
step were determined. The calculation was performed in two subsequent phases for each 
phase, first, a rise or drop of the water level in combination with a seepage analysis and 
second, the determination of the factor of safety η by a numerical stability calculation. Fi-
gure 5 shows the modeled rise and drop of the water level upto the maximum water level at 
2,40 m above the waterward dike toe discretised into seven phases and the corresponding 
factor of safety of the numerical stability calculation. It can be seen from the figure that for 
a transient seepage analysis, the minimum factor of safety does not coincide with the 
maximum water level but it occurs after the water level has reached its maximum. The 
length of the offset depends on the permeability. It takes some time until the seeping water 
reaches the airside embankment slope. The minimum factor of safety of each numerical 




















] Water level h Factor of safety
                 
Fig. 5: Offset of maximum water level and minimum safety for T = 100 years 
4.4 Annual failure probability  
The corresponding Response Surfaces are determined with the iteration scheme illustrated 
in Figure 1 for three different flood scenarios. For the three stochastic parameters, the Re-
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1kb'cb'bb1Z 3210 −⋅+⋅+ϕ⋅+=−η=   (11)
After two to four iteration steps, convergence for the determination of the design point for 
each flood scenario is reached. The results of the iteration steps are summarized in Table 4. 
Figure 6 illustrates the determination of the design point for the last iteration step for the 
three flood scenarios. The failure surface Z = 0 is plotted in Figure 6a with respect to the 
original stochastic input parameters. As a linear polynomial was chosen as Response Sur-
face, the failure surfaces are planar. Figure 6b shows the failure surface corresponding to 
the standard-normalized input parameters u1, u2 and u3 corresponding to the original pa-
rameters φ‘, c’ and k. This illustration has the advantage that the reliability index β can be 
graphically determined as the shortest distance from the origin of the coordinate system to 
the failure surface. 
Tab. 4:  Results of the probabilistic FE-analysis for three different flood scenarios 







































4.7 · 10-8 m/s 
4.5 · 10-8 m/s 
4.5 · 10-8 m/s 
























4.5 · 10-8 m/s 
























4.8 · 10-8 m/s 
4.6 · 10-8 m/s 










Τ = 13.6 years
Τ = 200 years







(a) Original stochastic input parameters.  (b)  Standard-normalized input parameters. 
Fig. 6: Finite element results and Response Surfaces for three flood scenarios 
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From Table 4, it can be seen that parameter values in the design point for the effective fric-
tion angle φ‘ and the effective cohesion c’ which have sensitivity factors higher than 0.6 
deviate from their mean value whereas the permeability with a low sensitivity factor al-
most fits its mean value. This indicates that the shear strength parameters dominate the 
failure probability.  
Looking at the length of the arrows in Figure 6b, which graphically represent the reliability 
indices β, one observes that they decrease for higher return periods of a flood. This is an 
expected result as higher river water levels lead to an increased failure probability for em-
bankment failure. The so-determined reliability indices and failure probabilities still refer 
to a corresponding exceedance duration, not to one year. In order to find the annual failure 
probability, an interpolation or extrapolation between the considered flood scenarios is 
required. The reliability indices and corresponding sensitivity factors enter into the itera-
tion cycle according to Figure 2.  
Based on 240 FE-simulations, the calculated annual failure probability is 2.4 · 10-5 1/year. 
The accuracy of the FORM-ARS approach was checked for a different set of stochastic 
input parameters by a Monte Carlo simulation (JIN [6]) and an acceptable accuracy was 
found. The result is compared to a probabilistic slip circle analysis using the software 
MPROSTAB (DELTARES [5]). For this, both steady-state and transient seepage conditions 
were considered, and only the effective friction angle φ‘ and the effective cohesion c’ were 
used as stochastic input parameters. As the above-mentioned probabilistic FE-analysis has 
shown that there is a low influence of the permeability, the slip circle approach is appropri-
ate for comparison. Under steady-state seepage conditions, a probability of failure of      
8.2 · 10-4 1/year is predicted, which is about a factor of 35 higher than that estimated by the 
FE-approach, which includes transient seepage conditions. For a transient seepage line, the 
failure probability determined by the probabilistic slip circle analysis is 12 % lower than 
that of the FE-approach. Stability reserves for an embankment under transient seepage 
conditions compared to steady-state seepage conditions have therefore been confirmed. 
5 Conclusions and Outlook 
The purpose of the reported study was to show that a probabilistic analysis of embankment 
stability is necessary for a reliable flood risk management. One should not only consider 
embankment failure by overflow but also slope instability when the water level does not 
yet reach the embankment crest. By considering transient seepage conditions in contrast to 
a steady-state seepage for the embankment, stability reserves can be quantified and the 
effect of a flood retention at upper river areas on the reliability of the flood protection sys-
tem can be taken into account.  
Given that only 240 finite element simulations were required to determine the annual fai-
lure probability, the FORM-ARS scheme proved to be an efficient probabilistic calculation 
technique for the discussed numerical determination of embankment stability. The shear 
strength parameters φ‘ and c’ of embankment body and subsoil were found to dominate the 
failure whereas the permeability had a low influence on the embankment reliability. 
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The presented probabilistic approach will be applied to a more heterogeneous embankment 
with an increased number of stochastic input parameters. A zoned embankment with im-
permeable core and drainage body will also be studied. It should then be incorporated into 
the existing software PC-River, which is introduced within the accompanying paper by 
Huber et al. (2008). It allows for an extensive probabilistic design considering other gov-
erning failure modes of the embankment. 
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