In the last few years, the coevolutionary paradigm has shown an increasing interest thanks to its high ability to manage huge search spaces. Particularly, the cooperative interaction scheme is recommendable when the problem solution may be decomposable in subcomponents and there are strong interdependencies among them. The paper introduces a novel application of these algorithms to the learning of fuzzy rule-based systems for system modeling. Traditionally, this process is performed by sequentially designing their different components. However, we propose to accomplish a simultaneous learning process with cooperative coevolution to properly consider the tight relation among the components, thus obtaining more accurate models.
Introduction
Fuzzy rule-based systems (FRBSs) constitute an extension of classical rule-based systems, because they deal with IF-THEN rules where antecedents and/or consequents are composed of fuzzy logic statements, instead of classical logic rules. This consideration presents two essential advantages: the key features of knowledge captured by fuzzy sets involve handling uncertainty and inference methods become more robust and flexible with approximate reasoning methods of fuzzy logic. One of the most success applications of FRBSs is system modeling [17] , which in this field may be considered as an approach used to model a system making use of a descriptive language based on fuzzy logic with fuzzy predicates [23] .
Several tasks have to be performed in order to design an FRBS for a concrete modeling application. One of the most important and difficult ones is to derive an appropriate knowledge base (KB) about the problem being solved. The KB stores the available knowledge in the form of fuzzy IF-THEN rules. It consists of the rule base (RB), comprised of the collection of rules in their symbolic forms, and the data base (DB), which contains the linguistic term sets and the membership functions defining their meanings.
Numerous automatic methods -based on ad hoc data-driven approaches [25] or on different techniques such as neural networks [15] or genetic algorithms (GAs) [4, 20, 21] -have been developed to perform the derivation task. When only the derivation of the RB is addressed, methods generally operate in only one stage [24, 25] . In this case, the DB is usually obtained from the expert information (if it is available) or by a normalization process.
However, methods that design both RB and DB are preferable since the automation is higher. In this case, we can distinguish between two different approaches:
-Simultaneous derivation: It relates to the process of directly obtaining the whole KB (RB and DB) from the available data in a simultaneous way [12, 13] . This task is usually known as learning process. -Sequential derivation: The task is divided into two or more stages, each of them performing a partial or complete derivation of the KB. Some methods learn the DB with a embedded approach [6, 8] that may be used as one of the first stages. Generally, one of the last stages adjusts the previously learnt/obtained DB with slight modifications to increase the system performance [1, 10, 11] . This stage is known as tuning process.
In most cases, a sequential process by firstly learning the RB and then tuning the DB is considered [3] .
When the RB and the DB are simultaneously derived, the strong dependency of both components is properly addressed. However, the derivation process becomes significantly more complex because the search space grows and the selection of an appropriate search technique is crucial.
Recently, the coevolutionary paradigm [16] has shown an increasing interest thanks to its high ability to manage with huge search spaces and decomposable problems. The direct decomposition of the KB derivation process (thus obtaining two interdependent components, learning of the RB and DB) makes coevolutionary algorithms with a cooperative approach [19] very useful for this purpose.
In this paper, we propose a KB derivation method within this novel evolutionary paradigm. Actually, a method has been already proposed by Peña-Reyes and Sipper with this cooperative coevolutionary philosophy [18] . However, opposite to it, our proposal performs a more sophisticated learning of the RB based on the Cooperative Rules (COR) methodology [2], whose good performance is related to the consideration of cooperation among rules. Once the rule antecedents (defining fuzzy subspaces) have been obtained, COR generates a candidate consequent set for each subspace and searches the consequents with the best global performance.
In the following sections, an introduction to coevolutionary algorithms, the proposed KB derivation method, some experimental results, conclusions, and further work are shown.
