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L-INFINITY OPTIMIZATION TO LINEAR SPACES AND
PHYLOGENETIC TREES
DANIEL IRVING BERNSTEIN AND COLBY LONG
Abstract. Given a distance matrix consisting of pairwise distances between species, a
distance-based phylogenetic reconstruction method returns a tree metric or equidistant
tree metric (ultrametric) that best fits the data. We investigate distance-based phyloge-
netic reconstruction using the l∞-metric. In particular, we analyze the set of l∞-closest
ultrametrics and tree metrics to an arbitrary dissimilarity map to determine its dimen-
sion and the tree topologies it represents. In the case of ultrametrics, we decompose the
space of dissimilarity maps on 3 elements and on 4 elements relative to the tree topologies
represented.
Our approach is to first address uniqueness issues arising in l∞-optimization to linear
spaces. We show that the l∞-closest point in a linear space is unique if and only if the un-
derlying matroid of the linear space is uniform. We also give a polyhedral decomposition
of Rm based on the dimension of the set of l∞-closest points in a linear space.
1. Introduction
One approach to phylogenetic reconstruction is to use distance-based methods. Given
a distance matrix consisting of the pairwise distances between n species, a distance-based
method returns a tree metric or equidistant tree metric (ultrametric) that best fits the
data. Typically, the distance matrix is constructed from biological data. It has been
shown that both the set of equidistant tree metrics and the set of tree metrics have close
connections to tropical geometry [3, 4, 11]. Because addition in the tropical semiring is
defined as taking the maximum of two elements, the l∞-metric offers an appealing choice
as a measure of best fit for phylogenetic reconstruction.
Computing a closest tree metric to a given distance matrix using the l∞-metric is NP-
hard [2]. However, there exists a polynomial-time algorithm for computing an l∞-closest
equidistant tree metric [5]. Although the algorithm gives us a way to compute a closest
equidistant tree metric to an arbitrary point in R(
n
2) quickly, the set of closest equidistant
tree metrics is not in general a singleton. Indeed, it may be of high dimension or contain
points corresponding to trees with entirely different topologies. Thus, for phylogenetic
reconstruction, there may be several different trees that explain the data equally well from
the perspective of the l∞-metric. Recent work has studied the properties of equidistant
tree space with the l∞-metric [3, 7, 8] but to our knowledge the dimensions and topologies
of the sets of l∞-closest equidistant tree metrics have not been examined. Similarly, one
might ask all of the same questions for tree metrics. Thus, we are motivated by the
following problem.
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Problem 1.1. Given a dissimilarity map x ∈ R(n2), describe the set of (equidistant) tree
metrics that are closest to x in the l∞-metric.
For both equidistant tree metrics and tree metrics, we obtain results concerning the
dimensions of these sets as well as the tree topologies involved. Since the set of tree metrics
and the set of equidistant tree metrics on n species are both polyhedral complexes, we
begin by addressing the following problem as a stepping stone. The results obtained may
be of independent interest to those studying combinatorics or optimization.
Problem 1.2. Given a point x ∈ Rm and a linear space L ⊆ Rm, describe the subset of
L consisting of points that are closest to x in the l∞-metric.
Just as with tree metrics, the l∞-closest point in a linear space is not unique in general.
We give a polyhedral decomposition of Rm based on the dimension of the set of points in
L that are l∞-closest to x. One particularly nice implication of this decomposition is the
following.
Theorem 2.9. Let L ⊆ Rm be a linear space. Then the l∞-closest point to x in L is
unique for all x ∈ Rm if and only if the matroid underlying L is uniform.
The set of (equidistant) tree metrics on a fixed set of species is a polyhedral fan. Each
open cone in this fan is the set of (equidistant) tree metrics corresponding to a partic-
ular tree topology. For many dissimilarity maps, optimizing to the set of (equidistant)
tree metrics will be equivalent to optimizing to the linear hull of one such maximal cone.
The equations defining the linear hulls of these cones are highly structured and the cor-
responding matroids are not uniform. Therefore, Theorem 2.9 implies the existence of
dissimilarity maps with a positive-dimensional set of l∞-closest (equidistant) tree metrics.
For example, we show that there is a full-dimensional set of dissimilarity maps in R(
n
2) for
which the set of l∞-closest equidistant tree metrics has dimension n−2. Our construction
shows that we can often obtain many l∞-closest equidistant tree metrics to a dissimilarity
map by adjusting branch lengths in an equidistant tree representing one such metric. We
will also see that there are dissimilarity maps for which the set of l∞-closest equidistant
tree metrics contains equidistant tree metrics representing different tree topologies. In
the case of 4-leaf trees, we provide a decomposition of R(
4
2) according to the topologies
represented.
We begin in Section 2 with our results on l∞-optimization to linear spaces. In particular,
we give a natural way to assign a combinatorial type to each x ∈ Rm with respect to
some linear subspace L ⊆ Rm. We show that this combinatorial type gives a polyhedral
decomposition of Rm based on the dimension of the set of l∞-closest points in L, from
which Theorem 2.9 follows. Section 3 applies the results and ideas for linear spaces to
phylogenetics. We investigate questions that would be of practical interest for phylogenetic
reconstruction such as the dimension and corresonding tree topologies in the set of closest
ultrametrics. We conclude by exploring the l∞-metric as a distance-based method for
reconstructing tree metrics.
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2. l∞-optimization to Linear Spaces
Given a linear space L ⊆ Rm, we demonstrate a way to associate a sign vector in
{+,−, 0}m to each x ∈ Rm. The associated sign vectors are then precisely the elements of
the oriented matroid associated to L. For each x ∈ Rm, this vector will encode information
about the dimension of the set of l∞-closest points to x in L.
We begin this section by reviewing the necessary background from oriented matroid
theory. More details can be found in [12, Ch. 6 and 7].
2.1. Background on Oriented Matroids. For any real number r ∈ R, sign(r) ∈
{+,−, 0} is the sign of r. For a linear functional c ∈ (Rm)∗, sign(c) ∈ {+,−, 0}m is defined
by sign(c)i = sign(ci). Given a sign vector σ ∈ {+,−, 0}m, we define |σ| := #{i : σi 6= 0}.
For a linear space L ⊆ Rm the oriented matroid associated to L, denoted OL, is the set of
all sign vectors s in {+,−, 0}m such that s = sign(c) for some linear functional c ∈ (Rm)∗
that vanishes on L.
The elements of an oriented matroid O are the signed vectors of O. Let ≺∗ be the
partial order on {+,−, 0} given by 0 ≺∗ + and 0 ≺∗ − with + and − incomparable.
Then ≺ is the partial order on {+,−, 0}m that is the cartesian product of ≺∗ m times.
The signed circuits of an oriented matroid O are the signed vectors of O that are minimal
with respect to ≺.
An oriented matroid can also be derived from a zonotope, the image of a cube under
an affine map. Let Cδ(x) ⊆ Rm denote the cube of side length 2δ centered at x. That is,
Cδ(x) = {y ∈ Rm : |yi − xi| ≤ δ, i = 1, . . . ,m}.
To each face F of Cδ(x), associate a sign vector sign(F ) ∈ {+,−, 0}m as follows
sign(F )i =

+ if yi = xi + δ for all y ∈ F
− if yi = xi − δ for all y ∈ F
0 otherwise.
Figure 1 gives an illustration of the sign vectors associated to a square.
(0, 0)
(+,+)(−,+)
(−,−) (+,−)
(0,+)
(−, 0)
(0,−)
(+, 0)
Figure 1. Sign vectors corresponding to faces of a square.
Let V ∈ R(m−d)×m be a matrix of full row rank and let pi : Rm → Rm−d be the affine
map given by x 7→ V x. For fixed x ∈ Rm and δ > 0, pi(Cδ(x)) ⊂ Rm−d is a polytope
called the zonotope associated to V . The inverse image of each face of the zonotope is
a face of Cδ(x). Thus, for each face G of pi(Cδ(x)), we define sign(G) := sign(pi
−1(G)).
The collection of all such sign vectors is an oriented matroid which only depends on the
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matrix V and so we denote it OV . The following proposition relates oriented matroids
from zonotopes to oriented matroids from linear spaces.
Proposition 2.1 ([12],Corollary 7.17). Let V ∈ R(m−d)×m be a matrix of full row rank.
Then OV = OkerV .
Given an oriented matroid O ⊆ {+,−, 0}m and σ ∈ O, we define the support of σ,
denoted supp(σ), to be the set of indices of σ that are nonzero. That is, supp(σ) :=
{i ∈ {1, . . . ,m} : σi 6= 0}. Then the collection of subsets of {1, . . . ,m} that are supports
of elements of O and minimal with respect to inclusion form the circuits of a matroid,
denoted MO. We call this the matroid underlying O. When O is associated to a linear
space L, that is O = OL, we simplify notation and write ML instead of MOL . For more
background on matroids, see [9].
2.2. l∞-Optimization to Linear Spaces. In the rest of this section, we will use the
language of matroids to state our main results for linear spaces. Before we begin, we
establish some notation that will be used throughout the entire paper.
Definition 2.2. Let S ⊆ Rm be an arbitrary set and let x, z ∈ Rm. We denote the
l∞-distance from x to z by d(x, z), the l∞-distance from x to S by d(x, S) and the set of
all points in S closest to x by C(x, S). That is
d(x, z) := sup
i
|xi−zi| d(x, S) := inf
y∈S
d(x, y) C(x, S) := {y ∈ S : d(x, y) = d(x, S)}.
Note that C(x, S) = Cd(x,S)(x)∩S. Furthermore, when S is a linear space, there exists a
unique minimal face F of Cd(x,S)(x) that contains C(x, S). We use the sign vector sign(F )
to give each x ∈ Rm a combinatorial type as in the following definition.
Definition 2.3. Let L be a linear space and F the minimal face of Cd(x,L)(x) containing
C(x, L). The type of x with respect to L is typeL(x) := sign(F ).
Example 2.4. Consider linear spaces L1 = {(t, t) ∈ R2 : t ∈ R} and L2 = {(t, 0) ∈ R2 :
t ∈ R} and let x = (−3,−1) and y = (5, 3). Then typeL1(x) = (+,−), typeL1(y) = (−,+),
typeL2(x) = (0,+), and typeL2(y) = (0,−). See Figure 2 for an illustration.
Figure 2. Types of x and y with respect to L1 and L2
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We will see that the sign vectors that can arise as the type of a point with respect to
L are precisely the elements of the oriented matroid associated to L. To aid in the proof
we introduce the following convention for generating a vector with a given sign signature.
Definition 2.5. For σ ∈ {+,−, 0}m, u(σ) is the vector in Rm with
u(σ)i :=
 1 if σi = +−1 if σi = −0 if σi = 0 .
Lemma 2.6. Let L ⊆ Rm be a linear space. Then the sign vectors that can arise as
the type of a point with respect to L are precisely the elements of the oriented matroid
associated to L. That is,
OL = {typeL(x) : x ∈ Rm}.
Proof. First, we will show that OL ⊆ {typeL(x) : x ∈ Rm}. Let σ ∈ OL, we will show
that the type of −u(σ) with respect to L is equal to σ. Since σ ∈ OL, by the definition of
OL, there must exist a linear functional c ∈ (Rm)∗ that vanishes on L with sign(c) = σ.
Now we claim that d(−u(σ), L) = 1. Since 0 ∈ L and d(−u(σ),0) = 1, d(−u(σ), L) ≤ 1.
If x ∈ Rm such that d(−u(σ), x) < 1, then for each index i with σi 6= 0, sign(xi) = −σi.
Therefore, cx < 0 which implies x /∈ L. Thus, d(x, L) = 1.
Next, we claim that typeL(−u(σ)) = σ. Observe that
F = {y ∈ C1(−u(σ)) : yi = 0 whenever σi 6= 0}
is a face of C1(−u(σ)) and that sign(F ) = σ. Therefore, it will suffice to show that F is
the minimal face of C1(−u(σ)) containing C(−u(σ), L). So let x ∈ C(−u(σ), L). We have
already shown that this implies that x ∈ C1(−u(σ)). Moreover, for all i, either xi = 0
or sign(xi) = sign(−u(σ)i) = −σi. It must be the case then that if σi 6= 0 then xi = 0.
Otherwise, cx < 0, which is impossible, since c vanishes on L. Therefore, x ∈ F , and so F
contains C(−u(σ), L). Finally, all that remains to show is that F is the minimal face of
C1(−u(σ)) containing C(−u(σ), L). If not, then there must exist j with σj = 0 such that
C(−u(σ), L) is contained in a facet of C1(−u(σ)) of the form {y ∈ C1(−u(σ)) : yj = 1}
or {y ∈ C1(−u(σ)) : yj = −1}. But this is impossible, since we have already shown that
0 ∈ C(−u(σ), L). Hence, typeL(−u(σ)) = σ.
We now show {typeL(x) : x ∈ Rm} ⊆ OL. Let x ∈ Rm. We will show that typeL(x) ∈
OL. Assume L has dimension d and let V ∈ R(m−d)×m be a matrix whose rows form a basis
for L⊥. Let pi : Rm → Rm−d be the map x 7→ V x. Let F be the minimal face of Cd(x,L)(x)
that contains C(x, L) so that typeL(x) = sign(F ). The image of Cd(x,L)(x) under pi is the
zonotope associated to V in Rm−d. Our goal will be to show that F is the inverse image
of one of the faces of this zonotope. By the definition of the oriented matroid associated
to a zonotope, this implies that sign(F ) is an element of OV . Proposition 2.1 shows that
the oriented matroids OV and OkerV are equal. Since V is specifically constructed so that
kerV = L, this will also imply that typeL(x) = sign(F ) ∈ OL.
By the hyperplane separation theorem, there exists a hyperplane separating L and the
interior of Cd(x,L)(x). Observe that any such hyperplane must contain L and intersect F
in its interior. Therefore, we may choose c ∈ (Rm)∗ in the row-span of V such that the
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hyperplane Hc = {y ∈ Rm : cy = 0} is a face-defining hyperplane for F and write c = bV
for some b ∈ (Rm−d)∗.
Since Hc is a face defining hyperplane of Cd(x,L)(x), Hb = {z ∈ Rm−d : bz = 0} must
be a face-defining hyperplane of pi(Cd(x,L)(x)). Clearly, pi(F ) is contained in the face of
pi(Cd(x,L)(x)) defined by Hb. In fact, we have equality. If z ∈ pi(Cd(x,L)(x)) then z = V y
for some y ∈ Cd(x,L)(x). So if bz = 0, then bz = (bV )y = cy = 0. This implies that y ∈ F
and so z ∈ pi(F ). Similarly, if pi(y) ∈ pi(F ) then 0 = b(pi(y)) = b(V y) = (bV )(y) = cy,
which implies y ∈ F . Thus, we have just shown that pi(F ) is a face of the zonotope and
that pi−1(pi(F )) = F . Therefore, pi(F ) inherits its sign from F , and so sign(F ) ∈ OV . As
noted, this implies that typeL(x) = sign(F ) ∈ OL. 
As we show in the following theorem, the dimension of C(x, L) depends entirely on
typeL(x). For any σ ∈ OL, the rank of σ in OL, denoted rank(σ), is the rank of the
support of σ in the matroid underlying OL. So rank(σ) is the smallest number k such
that there exists indices i1, . . . , ik with σij 6= 0 such that for all y ∈ L, if yi1 = · · · = yik = 0,
then yj = 0 for σj 6= 0.
Theorem 2.7. Let L ⊂ Rm be a linear space of dimension d and let σ ∈ OL be a sign
vector in the oriented matroid associated to L. If x ∈ Rm has typeL(x) = σ, then the
collection of l∞-closest points to x in L has dimension d− rank(σ).
Proof. Let L(σ) denote the linear space obtained by intersecting L and the |σ| hyperplanes
{x ∈ Rm : xi = 0} for σi 6= 0. We claim that if x ∈ Rm with typeL(x) = σ, then
dimC(x, L) = dimL(σ).
Suppose typeL(x) = σ, and let F be the minimal face of Cd(x,L)(x) containing C(x, L).
Let y be a point in C(x, L) that is also in the interior of F . Then given any point
z ∈ L(σ), it is possible to choose ε so that y + εz ∈ F and hence in C(x, L). Therefore,
dimC(x, L) ≥ dimL(σ). Moreover, any two points in C(x, L) are contained in F ∩L and
so differ only by an element of L(σ). Therefore, dimC(x, L) ≤ dimL(σ).
We now show that dim(L(σ)) = d − rank(σ). Let k := rank(σ) and let i1, . . . , ik be
indices such that for all y ∈ L, yi1 = · · · = yik = 0 implies yj = 0 when σj 6= 0. So L(σ)
can be expressed as the intersection of L with the hyperplanes {x ∈ Rm : xij = 0}, and by
minimality of rank, this is not true of any subset of these hyperplanes. So dim(L(σ)) =
d− rank(σ). 
Example 2.8. Let L := {(t, t, 0) ∈ R3 : t ∈ R}. Consider the points x = (0, 0,−1) and
y = (6, 4, 0). Then typeL(x) = (0, 0,+) and typeL(y) = (−,+, 0). Since rank(0, 0,−) = 0
and d = 1, Theorem 2.7 tells us that dim(C(x, L)) = 1. Since rank(+,−, 0) = 1, Theorem
2.7 tells us that dim(C(y, L)) = 0. Figure 3 shows x and y each surrounded by a cube
of side length 2 (colored red and light blue, respectively). The intersections with L are
C(x, L) and C(y, L).
We can use the structure of the matroidML to glean information about possible values
of dim(C(x, L)). Let Ud,m denote the uniform matroid of rank d on ground set {1, . . . ,m};
that is, the circuits of Ud,m are all d+ 1-element subsets of {1, . . . ,m}.
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Figure 3. L and cubes around (0, 0,−1) and (6, 4, 0).
Theorem 2.9. Let L ⊆ Rm be a linear space. Then the l∞-closest point to x in L is
unique for all x ∈ Rm if and only if the matroid underlying L is uniform.
Proof. Let d be the dimension of L. If ML is not uniform, then OL has a circuit σ with
|σ| ≤ d, so rank(σ) ≤ d− 1. Then Lemma 2.6 and Theorem 2.7 imply that there exists a
point x ∈ Rm such that dimC(x, L) = d− rank(σ) ≥ 1.
IfML = Ud,m then rank(σ) = d for all σ ∈ OL. Theorem 2.7 implies that dim(C(x, L)) =
0 for all x ∈ Rm. 
Lemma 2.6 enables us to give a partition of Rm by type with respect to L.
Proposition 2.10. Let L ⊆ Rm be a linear space and let σ ∈ OL be a sign vector in the
oriented matroid associated to L. The set of all points in Rm with type σ with respect to L
is the Minkowski sum of L and the interior of the conical hull of {−u(τ) : σ  τ}. That
is,
{x ∈ Rm : typeL(x) = σ} = L+ int(cone({−u(τ) : σ  τ})).
Proof. Let σ ∈ OL. Define Vσ := {−u(τ) : σ  τ}. First, we will show that everything in
L + int(cone(Vσ)) has type σ. Since adding an element of L to a point does not change
its type with respect to L, it will suffice to show everything in int(cone(Vσ)) has type σ.
Let x ∈ int(cone(Vσ)). Then there exists α > 0 such that if σi = + or σi = −,
then |xi| = α and |xi| < α otherwise. By Lemma 2.6, there exists c ∈ (Rm)∗ such that
sign(c) = σ and cy = 0 for all y ∈ L. Let Hc := {y ∈ Rm : cy = 0} be the hyperplane
defined by c. It is clear that d(x,Hc) = α, and any y ∈ C(x,Hc) must have yi = 0 if
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|xi| = α. Since L ⊆ Hc, the same is true for each y ∈ C(x, L). Therefore, if σi = + or
σi = −, then σi = typeL(x)i.
Sine d(x,Hc) = α and L ⊆ Hc, d(x, L) ≥ α. Since d(x,0) = α and 0 ∈ L, this implies
d(x, L) = α and 0 ∈ C(x, L). If σi = 0 then |xi − 0| = |xi| < α, which implies that if
σi = 0, typeL(x)i = 0. Thus, typeL(x) = σ.
To see that everything of type σ is contained in L + int(cone(Vσ)), let x be such that
typeL(x) = σ. By definition of type, this means that σ is the unique sign vector such that
if F is the face of the unit cube C1(0) with type σ, then there exists some y ∈ int(F ) such
that x+ λy ∈ L for some λ > 0. So there exists some l ∈ L such that x = l+ λ(−y) thus
showing that x ∈ L+ int(cone(Vσ)). 
Modulo the lineality space L, the closures of the cones in Proposition 2.10 form the
face fan of the zonotope obtained by projecting the cube Cd(x,L)(x) onto L
⊥.
Corollary 2.11. Let x ∈ Rm and let V be a matrix whose rows span L⊥. Then typeL(x)
is equal to the sign of the unique face F of Z(V ) such that the conic hull of the interior
of F contains V x.
The signs of the facets of Z(V ) correspond to circuits of OL [12, Corollary 7.17]. This
implies that the full dimensional cones of the partition correspond to circuits. Hence
typeL(x) is generically a circuit of OL.
3. Applications to Phylogenetics
In this section, we will consider how the results above can be applied to phylogenetic
reconstruction using the l∞-metric. We will address Problem 1.1, concerning the struc-
ture of the set of l∞-closest points to the set of equidistant tree metrics. In particular,
we show that there can be many (equidistant) tree metrics that are equally close to a
given dissimilarity map, and they can represent many different tree topologies. We also
decompose the space of dissimilarity maps on 3 elements and on 4 elements according to
the tree topologies represented in the set of l∞-closest equidistant tree metrics. Finally,
we investigate optimizing to the set of tree metrics and show how many of the results for
equidistant tree metrics carry over.
3.1. Rooted trees and ultrametrics. Let RP (n) be the set of all n-leaf rooted trees
with leaves labeled by [n] := {1, . . . , n}. Following the convention of [10, Section 2.2], we
call the elements of RP (n) rooted phylogenetic [n]-trees. We will also consider the set of
rooted binary phylogenetic [n]-trees which we will denote RB(n). A polytomy of a non-
binary tree is a vertex with degree greater than three - that is, a witness to the property of
being non-binary. To represent the topology of T ∈ RP (n) we use the notation (S1(S2))
to indicate that the leaves labeled by the set S1 and S2 are on opposite sides of the root
in T . We apply this notation recursively to give the topology of the rooted subtree in T
induced by the labels in S1 and S2. Thus, for example, we can express the topology of
the the rooted tree in Figure 4 by (D(C(AB))).
Let T ∈ RP (n) and assign a positive weighting to the edges of T . This naturally
induces a metric δ on the leaves of T where δ(i, j) is the sum of the edge weights on the
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unique path between i and j. If we further assume that the distance from each leaf vertex
to the root is the same then δ is an ultrametric.
Definition 3.1. [10, Definition 7.2.1] A dissimilarity map δ : X × X → R is called an
ultrametric on X if for every three distinct elements i, j, k ∈ X,
δ(i, j) ≤ max{δ(i, k), δ(j, k)}.
An equidistant edge weighting of a rooted tree is a weighting of the edges where the
distance from each leaf to the root is the same and where the weight of every internal
edge is positive. Note that this allows the possibility of nonpositive weights on leaf edges.
Given any ultrametric u on [n], there exists a unique T ∈ RP (n) and an equidistant
weighting w such that the ultrametric induced by (T : w) is equal to u [10, Theorem
7.2.8]. We call (T : w) an equidistant representation of u and say that T (u) := T is the
topology of u.
We can also convert an equidistant edge weighting of a tree into a vertex weighting of
that same tree [10, Theorem 7.2.8]. Given any internal vertex v in an equidistant repre-
sentation of an ultrametric u, u(i, j) is constant over all pairs of leaves i, j having v as their
most recent common ancestor. We obtain a vertex weighting from an edge weighting by
labeling each internal vertex by this constant value. For what follows, we will represent dis-
similarity maps on n elements as points in R(
n
2) by letting δij = δ(i, j) and use Un ⊆ R(
n
2)
to denote the set of all ultrametrics on n elements. Many of our examples will involve
dissimilarity maps on 4 elements, in which case we let (xAB, xAC , xAD, xBC , xBD, xCD) be
the coordinates of an arbitrary point in R(
4
2). We will also use the notation eij to denote
the standard basis vector with xij = 1 and all other entries equal to zero.
Example 3.2. Consider the ultrametric u = (5, 7, 9, 7, 9, 9) ∈ R6. Figure 4 shows two
equivalent ways of representing u: with a vertex weighting on the left and an equidistant
edge weighting on the right.
Figure 4. Two different representations of u = (5, 7, 9, 7, 9, 9).
3.2. l∞-optimization to the set of Ultrametrics. Given a dissimilarity map δ, we
let δU be the unique coordinate-wise maximum ultrametric which is coordinate-wise less
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than δ. This is called the subdominant ultrametric of δ. The existence and uniqueness of
the subdominant ultrametric are proven and a polynomial time algorithm for computing
it is given in [10, Chapter 7].
Our interest in the subdominant ultrametric is that it gives us a way to determine an
l∞-closest ultrametric to a dissimilarity map δ [5]. We first compute the subdominant
ultrametric δU and then use that
d(δ, Un) =
1
2
d(δ, δU).
We define δc, the canonical closest ultrametric to δ, by δc(i, j) = δU(i, j) +
1
2
d(δ, δU).
As noted in the introduction, the set of l∞-closest ultrametrics is in general not a single
point. Moreover, in many instances, the set of l∞-closest ultrametrics to δ, C(δ, Un),
will contain ultrametrics representing different topologies. Thus, there may be several
different trees that explain the data equally well from the perspective of the l∞-metric.
Example 3.3. Figure 5 depicts three ultrametrics in the set of closest ultrametrics to
δ = (2, 4, 6, 8, 10, 12). The subdominant ultrametric is δU = (2, 4, 6, 4, 6, 6), d(δ, U4) = 3,
and the canonical closest ultrametric (pictured far left) is δc = (5, 7, 9, 7, 9, 9).
Figure 5. Three ultrametrics in C(δ, U4) for δ = (2, 4, 6, 8, 10, 12).
One can easily verify that the canonical closest ultrametric inherits dominance from
the subdominant ultrametric. That is, for any δ ∈ R(n2), every ultrametric in C(δ, Un)
is coordinate-wise less than δc. Thus, we can construct closest ultrametrics by “sliding
down” vertices of δc so long as the l
∞-distance between δ and the new ultrametric does
not exceed d(δ, δc). In Figure 5, we obtain u1 from δc by sliding the middle internal vertex
until it reaches the lowest one. We obtain u2 by continuing to slide this vertex until we
can do so no more. Observe that in this case, the root vertex must remain fixed.
Example 3.3 shows that it is possible for the set of l∞-closest ultrametrics to a point to
contain different topologies. Below, we consider what sets of topologies are represented
in C(δ, Un) for an arbitrary point δ ∈ R(
n
2). The idea behind most of these proofs is to
find a linear space that contains the ultrametrics for many different tree topologies and
apply the constructions for linear spaces developed in Section 2.
Definition 3.4. Let δ ∈ R(n2) and u ∈ Un. Define
Top(δ) := {T (u) : u ∈ C(δ, Un)}.
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In [6], the authors study the geometry of the set of dissimilarity maps around a poly-
tomy with respect to the Euclidean norm. They showed that locally this space could
be partitioned according to the closest tree topology. Proposition 3.5 shows the contrast
between that situation and using the l∞-metric.
Proposition 3.5. Let T be a rooted phylogenetic [n]-tree with a polytomy. Assume that
T is not the star tree. Then there exists δ ∈ R(n2) such that Top(δ) contains T and all of
its resolutions.
Proof. Let u be an ultrametric with T (u) = T . Since T is not the star tree, there
exist three leaves {i, j, k} such that uij < uik = ujk. Define δ := u + ε(eik − ejk) for
some 0 < ε < uik − uij. Then u is in C(δ, Un) and so are all possible resolutions of the
polytomy. 
Example 3.6. Let (xAB, xAC , xAD, xBC , xBD, xCD) be the coordinates of a point in R(
4
2)
and consider u = (5, 5, 10, 5, 10, 10) ∈ R(42). The topology of the ultrametric u is the
rooted tree (D(ABC)) with an unresolved tritomy.
Note that uBC < uBD = uCD. Choose ε = 1 and let
δ = u+ ε(eCD − eBD) = (5, 5, 10, 5, 9, 11).
The canonical closest ultrametric δc = (6, 6, 10, 6, 10, 10) also has an unresolved trit-
omy and C(δ, U4) contains ultrametrics corresponding to each different resolution. For
example, (4, 6, 10, 6, 10, 10), (6, 4, 10, 6, 10, 10), and (6, 6, 10, 4, 10, 10) are all elements of
C(δ, U4).
We obtain the following corollary by choosing a tree with a single resolved triple in the
proof of Proposition 3.5.
Corollary 3.7. There exist points in R(
n
2) for which Top(δ)∩RB(n) contains (2n−3)!!/3
different tree topologies.
We will also see from our decomposition of R(
4
2) that there are actually 6-dimensional
polyhedral cones in which every point in the interior has five l∞-closest binary tree topolo-
gies.
Even when all l∞-closest ultrametrics to some given δ ∈ R(n2) have the same topology,
the dimension of the set of l∞-closest ultrametrics can be high. The affine hull of each
maximal cone of Un is a linear space defined by relations of the form xik − xjk = 0 where
(k(ij)) is a triple compatible with the corresponding tree. As before, we can find points
where optimizing to Un is equivalent to optimizing to such a linear space and so our results
from Section 2 can be applied.
Proposition 3.8. Let T ∈ RB(n). There exists δ ∈ R(n2) such that dim(C(δ, Un)) = n−2
and every ultrametric in C(δ, Un) has topology T .
Proof. Let u be an ultrametric and (k(ij)) a triple compatible with T (u). For ε > 0, let
δ = u+ ε(eik− ejk). If ε is sufficiently small, C(δ, Un) = C(δ, L) where L is the affine hull
of the maximal cone of Un containing u. The type of x relative to L is the sign vector σ
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where σij = +, σik = −, and all other entries are zero. The rank of σ in OL is one, and
thus by Theorem 2.7, dim(C(δ, Un)) = (n− 1)− 1 = n− 2. 
Example 3.9. Let (xAB, xAC , xAD, xBC , xBD, xCD) be the coordinates of a point in R(
4
2).
Choose u = (5, 7, 9, 7, 9, 9), the ultrametric corresponding to the tree at far left in Figure
4. We will perturb u to construct a dissimilarity map δ where the set of l∞-closest points
to δ has dimension two. The triple (C(AB)) is compatible with T (u) and so we let
δ = (5, 7, 9, 7, 9, 9) + (eAC − eBC) = (5, 8, 9, 6, 9, 9).
The subdominant ultrametric δU = (5, 6, 9, 6, 9, 9) and the canonical ultrametric δc =
(6, 7, 10, 7, 10, 10). We have two degrees of freedom that come from adjusting the values
of {(δc)AD, (δc)BD, (δc)CD} (sliding down the root) or {(δc)AB} (sliding down the most
recent common ancestor of A and B).
3.3. The Decomposition for 3-Leaf and 4-Leaf Trees. The following definition
makes formal the idea of partitioning the points in R(
n
2) according to their sets of l∞-
closest trees.
Definition 3.10. Let {T1, . . . , Tk} ⊆ RP (n). The district of {T1, . . . , Tk} is the set
D({T1, . . . , Tk}) := {δ ∈ R(
n
2) : Top(δ) = {T1, . . . , Tk}}.
We can represent a dissimilarity map on three elements as a point (x12, x13, x23) ∈ R3.
There are three maximal cones of U3 corresponding to the three elements of RB(3).
Modulo the common lineality space of each of these cones, span{(1, 1, 1)}, we can fix the
first coordinate at zero and represent the space of dissimilarity maps on three elements
in the plane.
Figure 6 depicts a polyhedral subdivision of R3 according to districts. There are seven
cones in this subdivision. The labels (1(23)), (3(12)), and (2(13)) label the image of
the set of ultrametrics for each topology. These labels also label the areas between
the dashed lines which are the 2-dimensional images of the three 3-dimensional districts
D{(1(23))}, D{(2(13))}, and D{(3(12))}. The dotted lines themselves are the images
of the 2-dimensional cones whose interiors form the districts D{(123), (1(23)), (2(13))},
D{(123), (1(23)), (3(12))}, and D{(123), (2(13)), (3(12))}. The origin represents the im-
age of span{(1, 1, 1)} which is the district of the 3-leaf claw tree, D{(123)}.
Example 3.11. The image of the dissimilarity map δ = (1, 1, 3) after modding out by U3’s
lineality space is pictured in Figure 6. Note that d(δ, U3) = 1. The hexagon surrounding
it is the zonotope that is the image of the cube C1(δ). The filled vertices of the zonotope
correspond to the fully resolved l∞-closest ultrametrics (2, 1, 2) and (1, 2, 2). The origin
corresponds to the l∞-closest ultrametric (2, 2, 2) and δ ∈ D{(123), (2(13)), (3(12))}.
The decomposition for 4-leaf trees is much more complicated. The supplemental ma-
terials, located at
http://www4.ncsu.edu/~dibernst/Supplementary_materials/L-infinity.html
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Figure 6. A 2-dimensional representation of the polyhedral subdivision of
R3 according to district.
contain a Maple [1] file for computing a polyhedral subdivision of R(
4
2) into a fan consisting
of 723 maximal polyhedral cones labeling 37 different districts. Each maximal cone is
labeled by a set {T1, . . . , Tk} ⊆ RP (n), meaning that each point in the interior of the
cone is in D({T1, . . . , Tk}).
The computations rely heavily on the functionality of the package PolyhedralSets
(available in Maple2015 and later versions). The fan is computed by first considering each
of the fifteen different trees in RB(4) individually. For each T ∈ RB(4), we construct a
fan with support R(
4
2), where all of the points in the interior of each maximal cone in the
fan satisfy either T ∈ Top(δ) or T 6∈ Top(δ). The resulting polyhedral subdivision is the
common refinement of these fifteen fans. Note that there are far more than 37 districts
since our construction only labels the 6-dimensional districts.
Based on the 3-leaf case, one might hope that districts are easily described or possess
some nice properties. For example, the 3-leaf districts are all convex and tropically convex.
However, the 4-leaf case shows that many of these properties do not hold in general. For
the rest of this section, we let (x12, x13, x14, x23, x24, x34) denote an arbitrary point in R(
4
2).
We include some results for those familiar with tropical geometry and its connections to
phylogenetics without the requisite background that would take us too far afield.
Proposition 3.12. Districts are not necessarily convex nor tropically convex.
Proof. We offer the following counterexample in R(
4
2). Let δ1 = (10, 20, 21, 23, 25, 27) and
δ2 = (10, 23, 21, 20, 25, 27). Not only is Top(δ1) = Top(δ2) = {(4(3(12)))}, but in fact
δ1U = δ
2
U = (10, 20, 21, 20, 21, 21). The point δ
3 = 1
2
δ1 + 1
2
δ2 lies on the line between these
two points but Top(δ3) = {(3(4(12)))}.
Similarly, using the operations of the max-plus algebra, the point δ4 = (0δ1)⊕(−3
2
δ2)
lies on the tropical line between these two points but Top(δ4) = {(3(4(12)))}. 
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Let δ and δ′ be dissimilarity maps in R(
n
2). From the algorithm for computing the sub-
dominant ultrametric, it is clear that δ and δ′ will have the same subdominant ultrametric
topology if they have the same relative ordering of coordinates - that is, δij ≤ δkl if and
only if δ′ij ≤ δ′kl and δij < δkl if and only if δ′ij < δ′kl. For 3-leaf trees, relative ordering
also completely determines district. The example below demonstrates that for trees with
more than three leaves this is not the case.
Example 3.13. Let δ1 = (4, 8, 12, 9, 21, 22) and δ2 = (4, 8, 12, 9, 13, 14). Both dissimilar-
ity maps satisfy δi12 < δ
i
13 < δ
i
23 < δ
i
14 < δ
i
24 < δ
i
34. However, Top(δ
1) = {(4(3(12)))} and
Top(δ2) = {(4(3(12))), (4(2(13))), (4(1(23)))}.
It does not appear possible to simplify the given subdivision of R(
4
2) much further
by combining cones. Consider for example the forty maximal cones that constitute the
district D({(4(3(12)))}). Any five element subset of these cones contains a pair whose
convex hull has full dimensional intersection with the interior of a maximal cone from
another district. Therefore, by combining these cones the best we could hope for is to
represent this district as the union of ten maximal convex cones. While a few can be
patched together the final description does not appear any simpler.
This polyhedral subdivision was constructed by examining each possible 4-leaf sub-
dominant ultrametric topology and writing out inequalities to determine when we could
obtain a new topology. It is certainly possible, though likely much more difficult, to do
the same thing for trees with any fixed number of leaves. It is unclear how to generalize
our approach to an arbitrary number of leaves and so the following problem remains open.
Problem 3.14. Give a polyhedral decomposition of R(
n
2) according to districts.
3.4. Tree Metrics. We end with a note about l∞-optimization to the set of tree metrics.
A tree metric δ on [n] is a metric induced by a positive edge weighting of an n-leaf tree
(no longer rooted nor equidistant). The pair (T : w) that realizes this metric is called a
tree metric representation of δ. A metric δ is a tree metric if and only if it satisfies the
four-point condition [10, Theorem 7.2.6] .
Definition 3.15. [10, Definition 7.2.1] A dissimilarity map δ : X ×X → R satisfies the
four-point condition if for every four (not necessarily distinct) elements w, x, y, z ∈ X,
δ(w, x) + δ(y, z) ≤ max{δ(w, y) + δ(x, z), δ(w, z) + δ(x, y)}.
We use the notation Tn ⊂ R(
n
2) to denote the set of all tree metrics on [n]. If we
insist that the points in Definition 3.15 are distinct, then the set of metrics satisfying the
distinct 4-point condition is the tropical Grassmannian [11]. Thus, the problem of finding
the closest tree metric is closely related to the problem of l∞-optimization to this tropical
variety.
Although there is no subdominant tree metric, we can still compute the l∞-distance
from an arbitrary point to the set of tree metrics. The set of binary phylogenetic trees
with label set [n] is B(n). For each T ∈ B(n), the distance to the set of tree metrics
with topology T can be found by solving a linear program. Taking the minimum of these
(2n− 5)!! individually computed distances gives us the distance to the set of tree metrics.
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Results in a forthcoming paper show that C(δ, Un) is always a tropical polytope and thus
connected. This is a nice property from the perspective of phylogenetic reconstruction, as
it means we have a set of closest ultrametrics any of which can be obtained from another
by shrinking and growing branch lengths without ever leaving the set C(δ, Un). The same
does not hold for tree metrics.
Proposition 3.16. There exists δ ∈ R(62) such that C(δ, T6) and C(δ,G2,6) are not con-
nected.
Proof. Let
δ = (35, 22, 32, 49, 42, 26, 34, 23, 32, 39, 41, 34, 46, 49, 32)
be the metric in R(
6
2) with coordinates (δ12, δ13, δ14, . . . , δ45, δ46, δ56). Then d(δ, T6) =
d(δ,G2,6) = 5. The set C(δ, T6) is the union of two disjoint polyhedra. One is four-
dimensional and corresponds to the 6-leaf tree with nontrivial splits 13|2456, 134|256 and
25|1346 and the other is six-dimensional and corresponds to the 6-leaf tree with nontrivial
splits 14|2356, 134|256 and 56|1234. In this instance, C(δ, T6) = C(δ,G2,6). 
Unfortunately, many of the less than desirable properties exhibited in the ultrametric
case hold for tree metrics. Simple modifications to the constructions for ultrametics give
analogous results for tree metrics and unrooted trees to the results in Propositions 3.5 and
3.17, and Corollary 3.7. We conclude with one such example about the possible dimension
of the set of l∞-closest tree metrics to a point.
Proposition 3.17. Let T ∈ B(n). There exists δ ∈ R(n2) such that dim(C(δ, Tn)) = 2n−6
and every tree metric in C(δ, Tn) has T as a tree metric representation.
Proof. Let z be a tree metric with tree metric representation T . Let L be the affine hull
of the cone of tree metrics corresponding to T . This is the linear space of dimension
2n− 3 defined by all of the equalities of the form xik + xjl − xil − xkj = 0 where ij|kl is
an induced quartet of T .
Choose i, j, k and l so that ij|kl is a quartet of T . For ε > 0, let δ = z + ε(eik +
ejl − eil − ekj). Since T is binary, if ε is sufficiently small, C(δ, Tn) = C(δ, L). The
type of z relative to L is the signed vector σ where σil = +, σkj = +, σik = −, σjl = −,
and all other entries are zero. The rank of σ in OL is three, and thus by Theorem 2.7,
dim(C(δ, Un)) = (2n− 3)− 3 = 2n− 6. 
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