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Abstract. The notion of homomorphism, as an important tool for studying the relation-
ship between two information systems, has attracted a great deal of attention in recent years.
However, in the existing studies, the authors tend to pay their attention to static information
systems. In the present paper, we aim to study homomorphisms between fuzzy relation infor-
mation systems(FRISs) in dynamic environments. The term ’dynamic’ refers to the fact that
the involved information systems need to be updated with time, due to inflow of new infor-
mation. More specifically, we firstly examine properties of consistent functions and construct
homomorphisms between FRISs. Such a notion provides a novel approach of reductions in
FRISs. Then, we develop incremental mechanisms for compressing dynamic FRIS. Lastly,
several illustrative examples are employed to demonstrate that constructing homomorphisms
between dynamic FRISs can be simplified significantly with the proposed algorithms.
Keywords: Rough set; Fuzzy relation information system; Homomorphism; Dynamic com-
pression
1 Introduction
Rough set theory, originated by Pawlak, has become a well-established mechanism for uncertainty
management in a wide variety of applications related to artificial intelligence.
The notion of attribute reduction has become one of the most important issues in the study of rough
set theory. Almost since the inception of rough set theory, many different approaches for solving the issue
of attribute reduction have emerged. Homomorphism between information systems, among others, have
gained more and more attention in the recent years. Such a novel notion of homomorphism was initially
introduced in [40]. Some of the basic properties were also investigated. Then Li et al. [41] explored
invariant characters of information systems under some homomorphisms. Afterwards, many scholars [42–
46] discussed the relationship between information systems by means of homomorphisms. Wang et al,
∗Corresponding author. Tel./fax: +86 731 88822855, liqingguoli@aliyun.com
E-mail address: mjcaiphd@gmail.com(Mingjie Cai).
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among others, [43] investigated homomorphisms between FRIS. Zhu et al. [46] discussed more properties
of consistent functions and fuzzy relation mappings. As illustrated in the literatures [40–46], Considerable
emphasis is given to the computation of the partition of the universe when constructing homomorphisms
between information systems. But also, the existing studies focus more attention on studying properties of
homomorphisms and few efforts have been made on improving algorithms of constructed homomorphism.
Then, how to introduce an algorithm of deriving the partition with low computational complexity becomes
a necessity. In addition, FRIS vary with time due to dynamic characteristics of data collection, and
the non-incremental approach to compressing dynamic FRIS is often very costly or even intractable.
Although there exist some studies on dynamic information systems [47–54], little attention has been
paid to compress dynamic FRIS. Therefore, it is interesting to apply an incremental updating scheme to
maintain the compression dynamically and avoid unnecessary computations by utilizing the compression
of the original FRIS.
The purpose of this paper is to further study data compression of FRIS. First, we investigate more
properties of consistent functions and present an algorithm of compressing FRIS. More concretely, on the
basis of the maximum-consistent function, we construct a partition of the universe and homomorphisms
between FRIS. It is shown that the set of all consistent functions with respect to a fuzzy relation is a
complete lattice. Subsequently, FRIS can be compressed into relatively small ones by means of homo-
morphisms. Second, we compress dynamic FRIS by utilizing the precious compressions of the original
information systems. There are five types of dynamic FRIS: immigration and emigration of fuzzy rela-
tions and objects, respectively, variation of fuzzy relation values. We present the characterizations of five
types of dynamic FRIS and employ several examples to illustrate the process of compressing the dynamic
FRIS. Using the proposed approach, the computational complexity of computing reductions of FRIS can
be reduced greatly by avoiding unnecessary computations.
The rest of this paper is organized as follows: Section 2 briefly reviews the basic concepts of lattices
and FRIS. Section 3 study some properties of consistent functions and the method of constructing homo-
morphisms between two FRISs. Section 4 is devoted to compressing five types of dynamic FRIS. Section
5 are conclusions.
2 Preliminaries
In this section, we briefly review the concepts of lattice, FRIS, consistent function, homomorphism
and reduction.
Definition 2.1 [55] Let (L,) be a non-empty ordered set,
(1) if a ∨ b and a ∧ b exist for all a, b ∈ L, then L is called a lattice, where a ∨ b(resp., a ∧ b) denotes
the least(resp., the largest lower bound) upper bound of a and b with respect to ;
(2) if ∨ S and ∧ S exist for all S ⊆ L, then L is called a complete lattice, where ∨ S (resp.,∧ S )
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denotes the least(resp., the largest lower bound) upper bound of S with respect to ; and ∧ S = in f (S );
(3) if L is a lattice satisfying the distributive law, i.e., ∀a, b, c ∈ L, a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c), then
L is said to be distributive;
(4) if L satisfies the modular law, i.e., ∀a, b, c ∈ L, c  a =⇒ a ∧ (b ∨ c) = (a ∧ b) ∨ c, then L is said
to be modular.
Obviously, every finite lattice is complete according to Definition 2.1. In what follows, we present the
concept of FRIS.
Definition 2.2 [43] Let U be a finite universe, R a family of fuzzy binary relations on U, where U =
{x1, x2, ..., xn}, R = {R1,R2, ...,Rm} and Ri (1 ≤ i ≤ m) is a fuzzy binary relation on U, or in other words,
Ri is a mapping from U × U to [0, 1]. Then the pair (U,R) is referred to as a FRIS.
If the mapping R ∈ R takes values from the set {0, 1}, then (U,R) is a crisp information system. For
the sake of convenience, we denote all fuzzy binary relations on U by F (U × U).
Definition 2.3 [43] Let U1 and U2 be two finite universes, f a mapping from U1 to U2, R ∈ F (U1×U1),
and [x] f = {y ∈ U1| f (x) = f (y)}. ∀x, y ∈ U1, if R(u, v) = R(s, t) holds for any two pairs (u, v), (s, t) ∈
[x] f × [y] f , then f is said to be consistent with respect to R.
Definition 2.4 [43] Let U1 and U2 be two finite universes, f be a mapping from U1 to U2 and R =
{R1,R2, · · · ,Rn} a family of fuzzy binary relations on U1, f (R) = { f (R1), f (R2), · · · , f (Rn)} 1. Then the
pair (U2, f (R)) is referred to as an f-induced FRIS of (U1,R).
Definition 2.5 [43] Let (U1,R) be a FRIS and (U2, f (R)) a f-induced FRIS of (U1,R). If ∀Ri ∈ R, f is
consistent with respect to Ri on U1, then f is referred to as homomorphism from (U1,R) to (U2, f (R)).
For the sake of convenience, We always call (U1,R) in the above two definitions an original system,
and call (U2, f (R)) an image system. Wang et al. discussed the relationship between FRIS and proved that
reductions of the original and image systems were equivalent to each other in sense of homomorphisms.
Definition 2.6 [43] Let (U1,R) be a FRIS, A subset P ⊆ R is called a reduction of R if P satisfies the
following conditions:
(1) ∩P = ∩R;
(2) ∀Ri ∈ P,∩P ⊂ ∩(P − Ri).
Theorem 2.7 [43] Let (U1,R) be a FRIS, (U2, f (R)) an f-induced FRIS of (U1,R) and f be a homo-
morphism from (U1,R) to (U2, f (R)) and P ⊆ R. Then P is a reduction of R if and only if f (P) is a
reduction of f (R).
3
The consistent function is a homomorphism between FRISs if it is a surjection. Additionally, the
consistent functions provide an approach to study relation reduction of FRIS.
Actually, there are several consistent functions with respect to the same fuzzy relation, which is illus-
trated by the following example.
Example 2.8 Table 1 depicts the fuzzy relation R1 on U1, where U1 = {x1, x2, ..., x8}.
Table 1: An fuzzy relation information system (U1,R1)
R1 x1 x2 x3 x4 x5 x6 x7 x8
x1 0.7 0.4 0.7 0.5 0.7 0.4 0.7 0.5
x2 0.7 0.3 0.7 0.8 0.7 0.3 0.7 0.8
x3 0.7 0.4 0.7 0.5 0.7 0.4 0.7 0.5
x4 0.6 0.3 0.6 0.8 0.6 0.3 0.6 0.8
x5 0.7 0.4 0.7 0.5 0.7 0.4 0.7 0.5
x6 0.7 0.3 0.7 0.8 0.7 0.3 0.7 0.8
x7 0.7 0.4 0.7 0.5 0.7 0.4 0.7 0.5
x8 0.6 0.3 0.6 0.8 0.6 0.3 0.6 0.8
We define two consistent functions with respect to R1 as follows:
(1) f1 is a mapping from U1 to U2, where U2 = {y1, y2, y3},
x1, x3, x5, x7 x2, x6 x4, x8
y1 y2 y3
Then U1 is compressed into U2 by f1, f1 is consistent with respect to R1.
Table 2: An fuzzy relation information system (U2, f1(R1))
U2 y1 y2 y3
y1 0.7 0.4 0.5
y2 0.7 0.4 0.5
y3 0.7 0.4 0.5
(2) f2 is a mapping from U1 to U3 = {z1, z2, z3, z4},
Then U1 is compressed into U3, f2 is consistent with respect to R1.
Obviously, f1 and f2 are both homomorphisms with respect to (U1,R1). Therefore (U1,R1) can
be compressed into different information systems by means of f1 and f2, and the image systems i.e.,
(U2, f1(R1)) and (U3, f2(R1)) have universes of different cardinality. It is the interesting to investigate the
relationship between two consistent functions.
3 Compressing FRIS under homomorphisms
Wang et al. introduced the concept of consistent functions for constructing homomorphisms between
FRISs, but the constructive methods of consistent functions are not explicitly given. Actually, for a FRIS
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x1, x3 x2, x6 x4, x8 x5, x7
z1 z2 z3 z4
Table 3: An fuzzy relation information system (U3, f2(R1))
U3 z1 z2 z3 z4
z1 0.7 0.4 0.5 0.7
z2 0.7 0.4 0.5 0.7
z3 0.7 0.4 0.5 0.6
z4 0.7 0.4 0.5 0.7
there may exist a family of consistent functions. Each consistent function is a mapping from the original
system to the image system. The purpose of compressing original system is to reduce the number of
objects in universe, such compressing will improve of computing. Since an image system containing less
objects is more easier to deal with in the process of computing than an image system containing more
objects. It is necessary to discuss the relationships between consistent functions, which in turn can help
us to obtain the smallest-scale image system under homomorphisms between FRISs.
Firstly, we propose the concept of a partition induced by a fuzzy relation.
Definition 3.1 Let U1 be a finite universe, the fuzzy relation R a mapping from U1 × U1 to [0, 1]. Denote
[x]R = {y ∈ U1 | ∀z ∈ U1,R(x, z) = R(y, z)}.
Then we call CR = {[x]R|x ∈ U1} a partition the fact that CR is a partition can be easily verified of U1 with
respect to R, and call [x]R an equivalence class of x on R.
Example 3.2 (Continued from Example 2.8) U1 = {x1, x2, x3, x4, x5, x6, x7, x8}, R1 is the fuzzy rela-
tion from U1 × U1 to [0,1], as shown in Table 1. Then we have [x1]R1 = [x3]R1 = [x5]R1 = [x7]R1 ,
[x2]R1 = [x6]R1 , [x4]R1 = [x8]R1 . The partition of U1 with respect to R1 is described as follows: CR1 =
{{x1, x3, x5, x7}, {x2, x6}, {x4, x8}}
Consequently, we show the relationship between the partitions of the universe and consistent func-
tions.
Theorem 3.3 Let U1 and U2 be two finite universes, f be a mapping from U1 to U2, R be a fuzzy relation
on U1. If f is a consistent function with respect to R, then [x] f ⊆ [x]R holds for any x ∈ U1.
Proof. Taking arbitrarily x, z ∈ U1, we have R(x, z) = R(x0, z) for any x0 ∈ [x] f since f is a consistent
function with respect to R. By Definition 3.1, we have [x]R = {y|R(x, z) = R(y, z), z ∈ U1}, which implies
[x] f ⊆ [x]R. Therefore, [x] f ⊆ [x]R holds for any x ∈ U1. 
The converse of Theorem 3.3 does not hold in the general case, which can be seen from Example 2.8.
Now, we present the concepts of ≤, ∨ and ∧ for studying the relationship between consistent functions.
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Definition 3.4 Let U1 and U2 be two finite universes, I be an indexed set, fi (i ∈ I) be a mapping from
U1 to U2, R be a fuzzy relation on U1, FR = { fi|i ∈ I} the set of all consistent functions with respect to R.
Define two binary relations = and ≤ in the following manner:
(1) f1 ≈ f2 ⇔ ∀x ∈ U1, [x] f1 = [x] f2 ,
(2) f1 ≤ f2 ⇔ ∀x ∈ U1, [x] f1 ≤ [x] f2 .
It is important to note that the binary relation ≈ does not coincide with the usual identity relation =.
It does not directly depend on the value of any consistent function, but rely heavily on the fact that which
two elements in U1 will have the same image under the consistent function. An easy verification shows
that ≤ is an order on FR, it can be shown that [x] f1∨ f2 = [x] f1 ∪ [x] f2 and [x] f1∧ f2 = [x] f1 ∩ [x] f2 .
Theorem 3.5 Let U1 and U2 be two finite universes, R be a fuzzy relation on U1, fi(i = 1, 2, 3, 4) be a
mapping from U1 to U2, and f1, f2 ∈ FR. 2
(1) If [x] f3 = [x] f1∨ f2 , then f3 = f1 ∨ f2;
(2) If [x] f4 = [x] f1∧ f2 , then f4 = f1 ∧ f2;
(3) If f3 = f1 ∨ f2, f4 = f1 ∧ f1 f2, then f3 and f4 are consistent functions with respect to R.
Proof. (1) and (2) follow immediately from Definition 3.4.
(3) According to Definition 2.3, it suffices to show that for all (u, v), (s, t) ∈ [x] f3×[y] f3 , R(u, v) = R(s, t)
holds. Indeed, for u ∈ [x] f3 , we have u ∈ [x] f1 or u ∈ [x] f2 , considering the fact that both f1 and f2 are
consistent functions with respect to R, we conclude R(x, v) = R(s, t) by using Definition 2.3. Similarly, we
can show that R(x, v) = R(x, y), R(x, t) = R(s, t) and R(x, t) = R(x, y). Consequentially, R(u, v) = R(s, t),
and therefore, f3 is a consistent function with respect to R. 
Proposition 3.6 Let U1 and U2 be two finite universes, { fi | (i ∈ I)} be mappings from U1 to U2, and R be
a fuzzy relation on U1. Then (FR,∨,∧) is a lattice.
Proof. By Definition 3.3 and Theorem 3.4, we have f1 ∨ f2, f1 ∧ f2 ∈ FR for any f1, f2 ∈ FR. Therefore,
(FR,∨,∧) is a lattice. 
Proposition 3.7 Let U1 and U2 be two finite universes, { fi | (i ∈ I)} mappings from U1 to U2, and R be a
fuzzy relation on U1. Then
(1) (FR,∨,∧) is a complete lattice;
(2) (FR,∨,∧) is a distributive lattice;
(3) (FR,∨,∧) is a modular lattice.
Proof. (1) By Proposition 3.5, (FR,∨,∧) is a lattice. Since U1 and U2 are two finite universes, (FR,∨,∧)
is a finite lattice. Therefore, (FR,∨,∧) is a complete lattice.
2 f1, f2 is consistent
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(2) By Theorem 3.4, we have [x]( f1∨ f2)∧ f3 = [x] f1∨ f2 ∩ [x] f3 = ([x] f1 ∪ [x] f2 ) ∩ [x] f3 = ([x] f1 ∩ [x] f3 ) ∪
([x] f2 ∩ [x] f3 ) = [x] f1∧ f2 ∪ [x] f1∧ f3 = [x]( f1∧ f2)∨( f1∧ f3) for any f1, f2, f3 ∈ FR. Thus ( f1 ∨ f2) ∧ f3 =
( f1 ∧ f2) ∨ ( f1 ∧ f3). Therefore, (FR,∨,∧) is a distributive lattice.
(3) It follows immediately from that fact that any distributive lattice is a modular one. 
Subsequently, we present the minimum and maximum elements in (FR,∨,∧).
Definition 3.8 Let U1 and U2 be two finite universes, f a mapping from U1 to U2, the fuzzy relation R a
mapping from U1 ×U1 to [0, 1], and [x] f = {x}, where x ∈ U1. Then f is the minimum-consistent function
with respect to R. For convenience, we denote f as f 0 or f 0R if f is the minimum-consistent function with
respect to R.
Definition 3.9 Let U1 and U2 be two finite universes, f a mapping from U1 to U2, R ∈ F (U1 × U1), and
[x] f = {y ∈ U1| f (x) = f (y)}. For any x, y ∈ U1, if R(u, v) = R(s, t) for any two pairs (u, v), f is consistent
with R, (s, t) ∈ [x] f × [y] f and [x] f = [x]R, then f is the maximum-consistent function with respect to R.
For convenience, we denote f as f 1 or f 1R if f is the maximum-consistent function with respect to R.
Let f be a mapping from U1 to U2 satisfying the condition that ∀x ∈ U1, [x] f = {x}, then it can be
easily verified that f is consistent with R, moreover, f is the minimum element of FR with respect to the
partial order ≤. In the sequel, we therefore call f the minimum-consistent function with respect to R and
denote it by f 0R .
Similarly, let g be a mapping from U1 to U2 satisfying the condition that ∀x ∈ U1, [x]g = .....
In addition, f is called the maximum-consistent function with respect to a family of fuzzy relations R
if f is a consistent function with respect to any R ∈ R and [x] f 1
R
= ∩R∈R[x] f 1R for any x ∈ U1.
Theorem 3.10 Let (U1,R) be a FRIS, f the maximum-consistent function with respect to R, U1/ f =
{[x] f |x ∈ U1}, then U1/ f = U1/R. Therefore, U1/ f is also called a partition with respect to R. The
image system induced by f is presented as U f .
Proof. 
Subsequently, we employ Table 4 to show the partition with respect to each fuzzy relation in (U1,R),
where [x j]Ri stands for the equivalent class containing x j in the partition with respect to Ri.
Corollary 3.11 [x j]R denotes the equivalent class containing x j in the partition with respect to R,
[x j]R = ∩R∈R[x j]R ⇐⇒ ∩R(???).
Corollary 3.12 For any f ∈ FR, we have that [x] f 0 ⊆ [x] f ⊆ [x] f 1 for any x ∈ U1.
Corollary 3.13 |U f 1 | ≤ |U f | ≤ |U f 0 | ≤ |U |, where |V | present the number of objects in the universe V.
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Table 4: The partitions with respect to Ri (1 ≤ i ≤ m) and R.
U1 U1/R1 U1/R2 ... U1/Rm U1/R
x1 [x1]R1 [x1]R2 ... [x1]Rm [x1]R
x2 [x2]R1 [x2]R2 ... [x2]Rm [x2]R
. . . ... . .
. . . ... . .
. . . ... . .
xn [xn]R1 [xn]R2 ... [xn]Rm [xn]R
Corollary 3.14 Let f 1 be a maximum consistent function from U1 to U2 with respect to R and f a con-
sistent function neither minimum nor maximum from U1 to U3 . Then we can define f2 a non-minimum
consistent function from U3 to U2.
Corollary 3.15 The finest partition U1/R0 induces a minimum consistent function with respect to R.
Therefore, when we get the finest partition with respect to R, the image system will have the same size
with the original system.
For any x ∈ U1, we have x ∈ [x]Ri and then [x]Ri , ∅, [x]R , ∅. Because CR may contain some
same equivalence classes, let s denote the number of distinct equivalence classes in CR . If s is equal
to n, then [x]R={x}, we denote by U1/R0 the finest partition of U1. ∀R, we have U1/R0 ≤ U1/R.
The image system will have same number of object with the original system. If s is equal to 1, then
Ci={U1}, we denote by U1/R1 the coarsest partition of U1, and ∀R, we have U1/R ≤ U1/R1. The
image system will be compressed into one object. So we have U1/R0 ≤ U1/R ≤ U1/R1, that is
{{x1}, {x2}, ..., {xn}} ≤ U1/R ≤ {U1}.
Example 3.16 (Continued from Example 2.8) We construct the minimum-consistent function f 0 and the
maximum-consistent function f 1 with respect to R1 as below:
(1) f1 is a maximum consistent function:
[x] f1={{x1, x3, x5, x7},{x2, x6},{x4, x8}}; U f1 = {y1, y2, y3};
(2) f2 is a normal consistent function neither minimum nor maximum:
[x] f2={{x1, x3},{x2, x6},{x4, x8},{x5, x7}}; U f2 = {z1, z2, z3, z4};
(3) Denote f3 is a minimum function as below:
[x] f3={{x1},{x2},{x3},{x4},{x5},{x6},{x7},{x8}}; U f3 = U1.
Obviously, we have:
1. [x] f3 ⊆ [x] f2 ⊆ [x] f1 for any x ∈ U1;
2. |U f1 | ≤ |U f2 | ≤ |U f3 | ≤ |U1|;
3. Define f4 : U f2 → U f1 , [x] f4 = {{z1, z4}, {z2}, {z3}}. f2 is not a minimum consistent function.
On the basis of the maximum-consistent function, we introduce a partition with respect to a family
of fuzzy relations for constructing homomorphisms between FRISs. For image system with the same
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size as the original system, we can not compress a large-scale FRIS into a small one by means of the
minimum consistent function. The image system induced by minimum consistent function can’t reduce
the computational requirement. Based on the maximum consistent function, we can compress a large-
scale FRIS into a small one by constructing homomorphisms between FRISs. It is obvious that we can
compress the FRIS into the smallest one by means of the maximum consistent function with respect to
a family of fuzzy relations. Unless stated otherwise, the consistent function in this paper refers to the
maximum-consistent function.
In the sequel we discuss the approach of compressing FRIS utilizing partition with respect to fuzzy re-
lation. Algorithm 1 is a static(non-incremental) algorithm for compressing FRIS under homomorphisms.
Steps 2 is to construct the partition CRi with respect to Ri, whose time complexity is O(|R | × |U1|2); Steps
3 is to compute the partition with respect to R, whose time complexity is O(|R | × |U1|); Steps 4-6 are to
construct the image system, whose time complexity is O(|R | × |U1|2). Then the total time complexity is
O(|R | × |U1|2). If s equals n,then the number of objects in the image system will be same with the original
system, so the compressing is no necessary.
Algorithm 1: The static algorithm of compressing FRIS under homomorphisms
input : An original system (U1,R), R = {R1,R2, ...,Rm}.
output: The image system’s universe U2, the partitions C f (Ri) and C f (R). The original system’s
partitions CRi and CR .
1 begin
2 Compute CRi=U1/Ri={[x]Ri | x ∈ U1} for every Ri in R.
3 Compute U1/R = {[x]R | x ∈ U1} = {∩Ri∈R[x]Ri | x ∈ U1}.
4 Denote CR = U1/R = {C1,C2, ...,Cs}
5 Define f : Ci → yi, 1 ≤ i ≤ s , then U2 = {y1, y2, ..., ys} and C f (R) = {{y1}, {y2}, ..., {ys}}.
6 For every Ri in R, compute C f (Ri) from CRi by replacing the [x]Ri with y1 to ys.
7 Output U2, C f (Ri), C f (R), CRi and CR .
8 end
We employ the following example to show the compressing process.
Table 5: The original system S 1 = (U1,R)
R1 x1 x2 x3 x4 x5 x6 x7 x8 R2 x1 x2 x3 x4 x5 x6 x7 x8 R3 x1 x2 x3 x4 x5 x6 x7 x8
x1 0.7 0.4 0.7 0.5 0.7 0.4 0.7 0.5 x1 0.4 0.5 0.7 0.5 0.7 0.5 0.4 0.5 x1 0.8 0.3 0.7 0.8 0.7 0.3 0.8 0.8
x2 0.7 0.3 0.7 0.8 0.7 0.3 0.7 0.8 x2 0.6 0.8 0.5 0.8 0.5 0.8 0.6 0.8 x2 0.7 0.2 0.6 0.7 0.6 0.2 0.7 0.7
x3 0.7 0.4 0.7 0.5 0.7 0.4 0.7 0.5 x3 0.7 0.9 0.2 0.9 0.2 0.9 0.7 0.9 x3 0.4 0.4 0.9 0.4 0.9 0.4 0.4 0.4
x4 0.6 0.3 0.6 0.8 0.6 0.3 0.6 0.8 x4 0.6 0.8 0.5 0.8 0.5 0.8 0.6 0.8 x4 0.8 0.3 0.7 0.8 0.7 0.3 0.8 0.8
x5 0.7 0.4 0.7 0.5 0.7 0.4 0.7 0.5 x5 0.7 0.9 0.2 0.9 0.2 0.9 0.7 0.9 x5 0.4 0.4 0.9 0.4 0.9 0.4 0.4 0.4
x6 0.7 0.3 0.7 0.8 0.7 0.3 0.7 0.8 x6 0.6 0.8 0.5 0.8 0.5 0.8 0.6 0.8 x6 0.7 0.2 0.6 0.7 0.6 0.2 0.7 0.7
x7 0.7 0.4 0.7 0.5 0.7 0.4 0.7 0.5 x7 0.4 0.5 0.7 0.5 0.7 0.5 0.4 0.5 x7 0.8 0.3 0.7 0.8 0.7 0.3 0.8 0.8
x8 0.6 0.3 0.6 0.8 0.6 0.3 0.6 0.8 x8 0.6 0.8 0.5 0.8 0.5 0.8 0.6 0.8 x8 0.8 0.3 0.7 0.8 0.7 0.3 0.8 0.8
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Table 6: The partitions with respect to R1,R2,R3 and R
U1 U1/R1 U1/R2 U1/R3 U1/R
x1 {x1, x3, x5, x7} {x1, x7} {x1, x4, x7, x8} {x1, x7}
x2 {x2, x6} {x2, x4, x6, x8} {x2, x6} {x2, x6}
x3 {x1, x3, x5, x7} {x3, x5} {x3, x5} {x3, x5}
x4 {x4, x8} {x2, x4, x6, x8} {x1, x4, x7, x8} {x4, x8}
x5 {x1, x3, x5, x7} {x3, x5} {x3, x5} {x3, x5}
x6 {x2, x6} {x2, x4, x6, x8} {x2, x6} {x2, x6}
x7 {x1, x3, x5, x7} {x1, x7} {x1, x4, x7, x8} {x1, x7}
x8 {x4, x8} {x2, x4, x6, x8} {x1, x4, x7, x8} {x4, x8}
Table 7: The partitions with respect to f (R1), f (R2), f (R3) and f (R)
U2 U2/ f (R1) U2/ f (R2) U2/ f (R3) U2/ f (R)
y1 {y1, y3} {y1} {y1, y4} {y1}
y2 {y2} {y2, y4} {y2} {y2}
y3 {y1, y3} {y3} {y3} {y3}
y4 {y4} {y2, y4} {y1, y4} {y4}
Example 3.17 Table 5 depicts S 1 = (U1,R), where U1 = {x1, x2, ..., x8} and R = {R1,R2,R3}. We derive
U1/R1, U1/R2 and U1/R3 shown in Table 6. We have
U1/R1={{x1, x3, x5, x7}, {x2, x6}, {x4, x8}};
U1/R2={{x1, x7}, {x2, x4, x6, x8}, {x3, x5}};
U1/R3={{x1, x4, x7, x8}, {x2, x6}, {x3, x5}};
By taking the intersection of U1/R1, U1/R2 and U1/R3, we get U1/R={{x1, x7}, {x2, x6}, {x3, x5},
{x4, x8}}.
Define U2={y1, y2, y3, y4} by the elements number of U1/R. Then constructing consistent function
f : U1 → U2 as follows: f (x1)= f (x7) = y1, f (x2)= f (x6) = y2, f (x3)= f (x5) = y3, f (x4)= f (x8) = y4.
Then U1/R1, U1/R2, U1/R3, U1/R are easy get:
U2/ f (R1)={{y1, y3}, {y2}, {y4}};
U2/ f (R2)={{y1}, {y2, y4}, {y3}};
U2/ f (R3)={{y1, y4}, {y2}, {y3}};
U2/ f (R) = {{y1}, {y2}, {y3}, {y4}}.
Now we have compressed the original system S 1 into the image system S 2 = (U2, f (R)) , and f is a
homomorphism from (U1,R) to (U2, f (R)).
Table 8: The image system S 2 = (U2, f (R))
f (R1) y1 y2 y3 y4 f (R2) y1 y2 y3 y4 f (R3) y1 y2 y3 y4
y1 0.7 0.4 0.7 0.5 y1 0.4 0.5 0.7 0.5 y1 0.8 0.3 0.7 0.8
y2 0.7 0.3 0.7 0.8 y2 0.6 0.8 0.5 0.8 y2 0.7 0.2 0.6 0.7
y3 0.7 0.4 0.7 0.5 y3 0.7 0.9 0.2 0.9 y3 0.4 0.4 0.9 0.4
y4 0.6 0.3 0.6 0.8 y4 0.6 0.8 0.5 0.8 y4 0.8 0.3 0.7 0.8
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{R1,R2} ⊂ R, and ∩{R1,R2}=∩R={{x1, x7}, {x2, x6}, {x3, x5}, {x4, x8}}. So R3 is superfluous in R,
{R1,R2} is a reduct of R.
{ f (R1), f (R2)} ⊂ f (R), and ∩{ f (R1), f (R2)}=∩ f (R)={{y1}, {y2}, {y3}, {y4}}. So f (R3) is superfluous in
f (R), { f (R1), f (R2)} is a reduct of f (R).
Obviously, { f (R1), f (R2)},{ f (R1), f (R3)} and { f (R2), f (R3)} are reductions of f (R). {R1,R2}, {R1,R3}
and {R2,R3} are reductions of R. Therefore the reductions of original system and image system are
equivalent. The image system (U2, f (R)) is smaller than the original system (U1,R).
By Definition 2.6, there are two steps to compute reductions of an FRIS. The time complexity of
first step(∩P = ∩R) is O(|P| × |U1|2), time complexity of second step(∀Ri ∈ P,∩P ⊂ ∩(P − Ri)) is
O(|P|2 × |U1|2), so total time complexity is O(|P|2 × |U1|2) By computing reductions after compressing
U1 into U2, the time complexity of compressing is O(|R | × |U1|2) and time complexity of computing
reductions is O(|P|2 × |U2|2). Obviously if the number of objects in U2 is more smaller than the number in
U1, the method of compressing is more efficient. From the practical viewpoint, it is difficult to construct
reduction of a large-scale FRIS. However, we can compress it into a relatively smaller one under the
condition of a homomorphism and conduct reduction of the image system which is equivalent to that of
the original information system. This is a new idea to improve computing efficiency by compressing.
Define |U2 |
|U1 | as compression ratio, we can not suppose the high compression ratio with every FRISs. For
those FRISs with low compression ratio, computing reductions can not benefit from compressing process
significantly. Nevertheless, FRIS will not be changeless or stable eternally. Fuzzy relations and objects in
an FRIS may be varied with time, incremental compressing FRIS is a novel method to solve the problem
who will be discussed in the following section.
4 Approaches of incremental compressing FRIS under homomorphisms
Based on the notions of section 3, Constructing homomorphisms’s key step is how to obtain the maxi-
mum consistent function. After that, compressing original system into image system is easily achieved. In
real-world situations, fuzzy relations in FRIS vary with time. Using static approaches to compute image
system and reduction will spend more time than using dynamic approaches, Especially in large scale and
big data situations. It is the major issue that obtaining the image system efficiently utilize the existed
results after fuzzy relations or objects changed. For An FRIS with high compression ratio, incremental al-
gorithm can obtain new image system and compute reductions quickly than static algorithm. For An FRIS
with low compression ratio, the solution is utilizing existed partitions to compute reductions. Considering
following cases: adding fuzzy relation(immigration), removing fuzzy relation(emigration), adding object,
remove object. It’s easy to known that update operation can be replaced by removing firstly, adding con-
sequently, thus we ignored the case of updating relation and object. Concretely, Several examples are
employed to illustrate the process of compressing dynamic FRIS.
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4.1 Immigration of fuzzy relations
Given an FRIS (U1,R) at time t, (U2, f (R)) is the image system of (U1,R) at time t. Suppose that a
new fuzzy relation .
Suppose S 2 = (U1,R+), where R+ = R ∪ R+, R+ is a fuzzy relation on U1, the image system
T2 = (U+2 , f +(R+)). f + is a homomorphism between S 2 to T2. U1/R+ is a partition with respect to R+.
The U1/R+ can be updated as follows: U1/R+=U1/R ∩ U1/R+ , that is [x]R+ ⊆ [x]R .
Now we present a incremental approach to obtain f + and T2 efficiently.
get the partition C+ = {[xi]R+ |xi ∈ U1} with respect to R+ on U1;
Algorithm 2: Incremental algorithm for compressing FRIS under homomorphisms when adding an
fuzzy relation
input : An new fuzzy relation R+, the partition CR .
output: The new image system’s universe U+2 , the partitions C f +(Ri) and C f +(R+). The original
system’s partitions CR+ and CR+ .
1 begin
2 Compute CR+=U1/R+={[x]R+ | x ∈ U1}.
3 Compute U1/R+ = {[x]R+ | x ∈ U1} = CR ∩ CR+ .
4 Denote CR+ = U1/R+ = {C1,C2, ...,Cs}
5 Define f + : Ci → yi, 1 ≤ i ≤ s , then U+2 = {y1, y2, ..., ys} and C f +(R+) = {{y1}, {y2}, ..., {ys}}.
6 For every Ri in R+, compute C f +(Ri) from CRi by replacing the [x]Ri with y1 to ys.
7 Output U+2 , C f +(Ri), C f +(R+), CR+ and CR+ .
8 end
Algorithm 2 is an incremental algorithm for compressing FRIS under homomorphisms when adding
an fuzzy relation. Steps 2 is to construct the partition CRi with respect to Ri, whose time complexity is
O(|U1|); Steps 3 is to compute the partition with respect to R, whose time complexity is O(|U1|2); Steps
4-6 are to construct the image system, whose time complexity is O(|R | × |U1|2). Then the total time
complexity is O(|R | × |U1|2).
The computational complexity of constructing g is (k − m) ∗ O(n2) + O(k ∗ n) with the incremental
algorithm. But the computational complexity is k ∗ O(n2) + O(k ∗ n) without Table 2. We employ an
example to illustrate compressing dynamic FRIS when adding a family of fuzzy relations.
Example 4.1 We obtain (U1,R+) by adding a fuzzy relation R+(Table 9) into the FRIS presented in Table
5, where R+ = {R1,R2,R3,R+}. We get U1/R+ = {{x1, x3, x5, x7}, {x2, x6},
{x4}, {x8}}. Then we obtain Table 10 and derive U1/R+ = {{x1, x7}, {x2, x6}, {x3, x5}, {x4}, {x8}}. After-
wards, we define f + : U1 → U+2 as follows: f +(x1) = f +(x7) = z1, f +(x2) = f +(x6) = z2, f +(x3) =
f +(x5) = z3, f +(x4) = z4, f +(x8) = z5, where U+2 = {z1, z2, z3, z4, z5}. Consequently, we obtain S + =
(U+2 , f +(R2)) shown in Table 12, where f +(R2) = { f +(R1), f +(R2), f +(R3), f +(R+)}.
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Table 9: The fuzzy relation R+ on U1.
R+ x1 x2 x3 x4 x5 x6 x7 x8
x1 0.6 0.4 0.6 0.5 0.6 0.4 0.6 0.5
x2 0.7 0.3 0.7 0.8 0.7 0.3 0.7 0.6
x3 0.6 0.4 0.6 0.5 0.6 0.4 0.6 0.5
x4 0.5 0.3 0.5 0.8 0.5 0.3 0.5 0.6
x5 0.6 0.4 0.6 0.5 0.6 0.4 0.6 0.5
x6 0.7 0.3 0.7 0.8 0.7 0.3 0.7 0.6
x7 0.6 0.4 0.6 0.5 0.6 0.4 0.6 0.5
x8 0.6 0.3 0.6 0.8 0.6 0.3 0.6 0.2
Table 10: The partitions with respect to R1,R2,R3,R+ , R and R+.
U1 U1/R1 U1/R2 U1/R3 U1/R U1/R+ U1/R+
x1 {x1, x3, x5, x7} {x1, x7} {x1, x4, x7, x8} {x1, x7} {x1, x3, x5, x7} {x1, x7}
x2 {x2, x6} {x2, x4, x6, x8} {x2, x6} {x2, x6} {x2, x6} {x2, x6}
x3 {x1, x3, x5, x7} {x3, x5} {x3, x5} {x3, x5} {x1, x3, x5, x7} {x3, x5}
x4 {x4, x8} {x2, x4, x6, x8} {x1, x4, x7, x8} {x4, x8} {x4} {x4}
x5 {x1, x3, x5, x7} {x3, x5} {x3, x5} {x3, x5} {x1, x3, x5, x7} {x3, x5}
x6 {x2, x6} {x2, x4, x6, x8} {x2, x6} {x2, x6} {x2, x6} {x2, x6}
x7 {x1, x3, x5, x7} {x1, x7} {x1, x4, x7, x8} {x1, x7} {x1, x3, x5, x7} {x1, x7}
x8 {x4, x8} {x2, x4, x6, x8} {x1, x4, x7, x8} {x4, x8} {x8} {x8}
Table 11: The partitions with respect to f +(R1), f +(R2), f +(R3), f +(R+) and f +(R+).
U+2 U
+
2 / f +(R1) U+2 / f +(R2) U+2 / f +(R3) U+2 / f +(R+) U+2 / f +(R)
z1 {z1, z3} {z1} {z1, z4, z5} {z1, z3} {z1}
z2 {z2} {z2, z4, z5} {z2} {z2} {z2}
z3 {z1, z3} {z3} {z3} {z1, z3} {z3}
z4 {z4, z5} {z2, z4, z5} {z1, z4, z5} {z4} {z4}
z5 {z4, z5} {z2, z4, z5} {z1, z4, z5} {z5} {z5}
Table 12: The image system S + = (U+2 , f +(R+)).f +(R1) z1 z2 z3 z4 z5 f +(R2) z1 z2 z3 z4 z5 f +(R3) z1 z2 z3 z4 z5 f +(R+) z1 z2 z3 z4 z5
z1 0.7 0.4 0.7 0.5 0.5 z1 0.4 0.5 0.7 0.5 0.5 z1 0.8 0.3 0.7 0.8 0.8 z1 0.6 0.4 0.6 0.5 0.5
z2 0.7 0.3 0.7 0.8 0.8 z2 0.6 0.8 0.5 0.8 0.8 z2 0.7 0.2 0.6 0.7 0.7 z2 0.7 0.3 0.7 0.8 0.6
z3 0.7 0.4 0.7 0.5 0.5 z3 0.7 0.9 0.2 0.9 0.9 z3 0.4 0.4 0.9 0.4 0.4 z3 0.6 0.4 0.6 0.5 0.5
z4 0.6 0.3 0.6 0.8 0.8 z4 0.6 0.8 0.5 0.8 0.8 z4 0.8 0.3 0.7 0.8 0.8 z4 0.5 0.3 0.5 0.8 0.6
z5 0.6 0.3 0.6 0.8 0.8 z5 0.6 0.8 0.5 0.8 0.8 z5 0.8 0.3 0.7 0.8 0.8 z5 0.6 0.3 0.6 0.8 0.2
We compress the dynamic FRIS when adding a fuzzy relation. More concretely, we can compress the
updated FRIS by utilizing U1/R1, U1/R2 and U1/R3 derived for the original FRIS. The same approach
can be applied to the dynamic FRIS when deleting a family of fuzzy relations.
4.2 Emigration of fuzzy relations
Suppose S 1 = (U1,R) is a fuzzy relation information system. By deleting Rl ∈ R, we get S 2 =
(U1,R − {Rl}). There are three steps to compress S 2 by utilizing the compression of S 1. First, we
obtain Table 10 by deleting U1/Rl shown in Table 2. Second, we get U1/(R − {Rl}) based on {U1/Ri|1 ≤
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i ≤ l − 1, l + 1 ≤ i ≤ m} and define the homomorphism g as Example 3.12. Third, we obtain S 3 =
(g(U1), g(R − {Rl})). Furthermore, we can compress the dynamic fuzzy relation information system when
deleting a family of fuzzy relations.
Algorithm 3: Incremental algorithm for compressing FRIS under homomorphisms when removing
an fuzzy relation
input : An fuzzy relation R+ and CR .
output: The image system (U+2 , f +(R+)) and the partition C f +(R+). The partition CR+i and CR+ .
1 begin
2 Compute CR+=U1/R+={[x]R+ | x ∈ U1}.
3 Compute U1/R+ = {[x]R+ | x ∈ U1} = CR ∩ CR+ .
4 Denote CR+ = U1/R+ = {C1,C2, ...,Cs}
5 Define f + : Ci → yi, 1 ≤ i ≤ s , then U+2 = {y1, y2, ..., ys} and C f +(R+) = {{y1}, {y2}, ..., {ys}}.
6 For every Ri in R+, compute C f +(Ri) from CRi by replacing the [x]Ri with y1 to ys.
7 Output U+2 , C f +(Ri), C f +(R+), CR+ and CR+ .
8 end
An example is employed to illustrate the process of compressing the dynamic FRIS when deleting a
fuzzy relation.
Example 4.2 By deleting R1 in S 1 shown in Table 3, we obtain S 2 = (U1,R2), where R2 = {R2,R3}. To
compress S 2 based on the compression of S 1, we get Table 11 by deleting U1/R1 from Table 4. Then we
obtain U1/R2 = {{x1, x7}, {x2, x6}, {x3, x5}, {x4, x8}} and define g : U1 → U2 as follows:
g(x1) = g(x7) = z1, g(x2) = g(x6) = z2, g(x3) = g(x5) = z3, g(x4) = g(x8) = z4,
where U2 = {z1, z2, z3}. Subsequently, (U1,R − {R1}) can be compressed into (U2, {g(R2), g(R3)}) shown
in Table 12.
Table 13: The partitions with respect to R1,R2,R3,R+ , R+ and R−.
U1 U1/R1 U1/R2 U1/R3 U1/R+ U1/R+ U1/R−
x1 {x1, x3, x5, x7} {x1, x7} {x1, x4, x7, x8} {x1, x7} {x1, x3, x5, x7} {x1, x7}
x2 {x2, x6} {x2, x4, x6, x8} {x2, x6} {x2, x6} {x2, x6} {x2, x6}
x3 {x1, x3, x5, x7} {x3, x5} {x3, x5} {x3, x5} {x1, x3, x5, x7} {x3, x5}
x4 {x4, x8} {x2, x4, x6, x8} {x1, x4, x7, x8} {x4} {x4} {x4, x8}
x5 {x1, x3, x5, x7} {x3, x5} {x3, x5} {x3, x5} {x1, x3, x5, x7} {x3, x5}
x6 {x2, x6} {x2, x4, x6, x8} {x2, x6} {x2, x6} {x2, x6} {x2, x6}
x7 {x1, x3, x5, x7} {x1, x7} {x1, x4, x7, x8} {x1, x7} {x1, x3, x5, x7} {x1, x7}
x8 {x4, x8} {x2, x4, x6, x8} {x1, x4, x7, x8} {x8} {x8} {x4, x8}
We compress the dynamic FRIS when deleting a fuzzy relation. More concretely, there is no need
to compute U1/R2 and U1/R3 by utilizing the results of the original information system, and the same
approach can be applied to the FRIS when deleting a family of fuzzy relations. In addition, we can
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obtain the results shown in Table 12 by deleting g(R1) presented in Table 4 since {R2,R3} is a reduction of
(U1,R).
The computational complexity of constructing g is O((m− 1) ∗ n) with the incremental algorithm. But
the computational complexity is (m − 1) ∗ O(n2) + O((m − 1) ∗ n) without Table 2.
4.3 Immigration of objects
In this subsection, we present two methods for constructing the homomorphisms between FRIS with
respect to immigration of objects.
Suppose S 1 = (U1,R) is a fuzzy relation information system, where U1 = {x1, x2, ..., xn} and R =
{R1,R2, ...,Rm}. By adding {xn+1, xn+2, ..., xn+t} into U1, we obtain S 2 = (U2,R+), where U2 = {x1, x2, ..., xn+t}
and R+ = {R+1 ,R
+
2 , ...,R
+
m}. By cutting R+ ∈ R+ shown in Table 13 into R, R0 and R∗ shown in Tables 14,
15 and 16, respectively, we illustrate the relationship between R and R+ exactly.
We introduce two concepts of consistent functions with respect to two families of fuzzy relations for
compressing dynamic fuzzy relation information systems when adding objects.
Definition 4.3 Let (U2,R+) be the updated fuzzy relation information system of (U1,R), f a mapping
from U1 to V1, [x] f = {y| f (x) = f (y), y ∈ U1}, and R0 = {R0|R+ ∈ R+}. For any R0 ∈ R01 , f is said
to be a consistent function with respect to R0 if [x] f = [x]R0 for any x ∈ U1, where [x]R0 = {y|R0(x, z) =
R0(y, z), y ∈ U1, z ∈ U2 − U1}.
Definition 4.4 Let (U2,R+) be the updated fuzzy relation information system of (U1,R), f a mapping
from U2 to V1, [x] f = {y| f (x) = f (y), y ∈ U2 − U1}, and R∗ = {R∗|R+ ∈ R+}. For any R∗ ∈ R∗1 ,
f is said to be a consistent function with respect to R∗ if [x] f = [x]R∗ for any x ∈ U2 − U1, where
[x]R∗ = {y|R∗(x, z) = R∗(y, z), z ∈ U2, y ∈ U2 − U1}.
Additionally, f is said to be a consistent function with respect to R0 (respectively, R∗) if [x] f =
⋂
{[x]R∗ |R∗ ∈ R0} (respectively, [x] f = ⋂{[x]R∗ |R∗ ∈ R∗}). For convenience, we denote [x] f as [x]R0
(respectively, [x]R∗ ) if f is a consistent function with respect to R0 (respectively, R∗). Then we propose
two approaches to constructing homomorphisms between fuzzy relation information systems.
Approach 1: There are four steps to compress S 2 by utilizing the compression of S 1. First, we
obtain U2/∆R+ shown in Table 17, where ∆R+ = {R,R0,R∗}. Concretely, we get {[xi]R0 |1 ≤ i ≤ n} and
{[xi]R∗ |n + 1 ≤ i ≤ n + t} of {x1, x2, ..., xn} and {xn+1, xn+2, ..., xn+t} based on R0 and R∗, respectively. Then
we obtain U2/∆R+ = {[xi]∆R+ |xi ∈ U2}, where [xi]∆R+ = [xi]R ∩ [xi]R0 (1 ≤ i ≤ n) and [x j]∆R+ = [x j]R∗
(n + 1 ≤ j ≤ n + t). Second, we obtain U1/∆ = {[xi]∆|xi ∈ U2} = {C j|1 ≤ j ≤ N} shown in Table
18, where ∆ = {∆R+i |R
+
i ∈ R
+} and [xi]∆ =
⋂
R+j ∈R+[xi]∆R+j . Third, we define g as g(x) = zi for any
x ∈ Ci and get S 3 = (U3, g(R+)), where U3 = {zi|1 ≤ i ≤ N}. Fourth, we obtain S 4 by compressing
S 3 as S 1 shown in Example 3.12. The computational complexity of constructing the homomorphism is
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m ∗ (O(t ∗ n) + O(t ∗ (n + t)) + O(3 ∗ (n + t))) with the incremental algorithm. But the computational
complexity is O(m ∗ (n + t) ∗ (n + t)) without Table 2.
Table 14: The fuzzy relation R+.
R+ x1 x2 . . . xn xn+1 . . . xn+t
x1 a11 a12 . . . a1n a1(n+1) . . . a1(n+t)
x2 a21 a22 . . . a2n a2(n+1) . . . a2(n+t)
. . . . . . . . . . . .
. . . . . . . . . . . .
. . . . . . . . . . . .
xn an1 an2 . . . ann an(n+1) . . . an(n+t)
xn+1 a(n+1)1 a(n+1)2 . . . a(n+1)n a(n+1)(n+1) . . . a(n+1)(n+t)
. . . . . . . . . . . .
. . . . . . . . . . . .
. . . . . . . . . . . .
xn+t a(n+t)1 a(n+t)2 . . . a(n+t)n a(n+t)(n+1) . . . a(n+t)(n+t)
Table 15: The part R of R+.
R x1 x2 . . . xn
x1 a11 a12 . . . a1n
x2 a21 a22 . . . a2n
. . . . . . .
. . . . . . .
. . . . . . .
xn an1 an2 . . . ann
We illustrate the process of compressing the dynamic fuzzy relation information systems when adding
an object set with the following example.
Example 4.5 Tables 3 and 19 show the original fuzzy relation information system S 1 and the updated
fuzzy relation information system S 2, respectively. First, we get U2/∆R+1 shown in Table 20. Similarly,
we obtain U2/∆R+2 and U2/∆R+3 . Second, we get U2/∆ = {{x1, x7}, {x2, x6}, {x3, x5}, {x4, x8}, {x9}, {x10}} and
define g as follows: g(x1) = g(x7) = z1, g(x2) = g(x6) = z2, g(x3) = g(x5) = z3, g(x4) = g(x8) = z4, g(x9) =
z5, g(x10) = z6. Thus we compress S 2 into S 3 = (U3, g(R+)) shown in Table 21, where U3 = {zi|1 ≤ i ≤ 6}.
Third, we compress S 3 as S 1 shown in Example 3.12. Concretely, we define h as follows:
h(z1) = w1, h(z2) = w2, h(z3) = h(z6) = w3, h(z4) = h(z5) = w4,
and get S 4 shown in Table 22.
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Table 16: The part R0 of R+.
R0 xn+1 xn+2 . . . xn+t
x1 a1(n+1) a1(n+2) . . . a1(n+t)
x2 a2(n+1) a2(n+2) . . . a2(n+t)
. . . . . . .
. . . . . . .
. . . . . . .
xn an(n+1) an(n+2) . . . an(n+t)
Table 17: The part R∗ of R+.
R∗ x1 x2 . . . xn xn+1 . . . xn+t
xn+1 a(n+1)1 a(n+1)2 . . . a(n+1)n a(n+1)(n+1) . . . a(n+1)(n+t)
xn+2 a(n+2)1 a(n+2)2 . . . a(n+2)n a(n+2)(n+1) . . . a(n+2)(n+t)
. . . . . . . . . . . .
. . . . . . . . . . . .
. . . . . . . . . . . .
xn+t a(n+t)1 a(n+t)2 . . . a(n+t)n a(n+t)(n+1) . . . a(n+t)(n+t)
Table 18: The partitions with respect to R, R0 and R∗.
U2 R R0 R∗ ∆R+
x1 [x1]R [x1]R0 U1 [x1]∆R+
x2 [x2]R [x2]R0 U1 [x2]∆R+
. . . . .
. . . . .
. . . . .
xn [xn]R [xn]R0 U1 [xn]∆R+
xn+1 U2 − U1 U2 − U1 [xn+1]R∗ [xn+1]∆R+
. . . . .
. . . . .
. . . . .
xn+t U2 − U1 U2 − U1 [xn+t]R∗ [xn+t]∆R+
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Table 19: The partitions with respect to ∆R+i (1 ≤ i ≤ m) and ∆.
U1 ∆R+1 ∆R+2 . . . ∆R+m ∆
x1 [x1]∆R+1 [x1]∆R+2 . . . [x1]∆R+m [x1]∆
x2 [x2]∆R+1 [x2]∆R+2 . . . [x2]∆R+m [x2]∆
. . . . . . . .
. . . . . . . .
. . . . . . . .
xn [xn]∆R+1 [xn]∆R+2 . . . [xn]∆R+m [xn]∆
Table 20: The updated fuzzy relation information system (U2,R+).
R+1 x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 R
+
2 x1 x2 x3 x4 x5
x1 0.7 0.4 0.7 0.5 0.7 0.4 0.7 0.5 0.5 0.7 x1 0.4 0.5 0.7 0.5 0.7
x2 0.7 0.3 0.7 0.8 0.7 0.3 0.7 0.8 0.8 0.7 x2 0.6 0.8 0.5 0.8 0.5
x3 0.7 0.4 0.7 0.5 0.7 0.4 0.7 0.5 0.5 0.7 x3 0.7 0.9 0.2 0.9 0.2
x4 0.6 0.3 0.6 0.8 0.6 0.3 0.6 0.8 0.8 0.6 x4 0.6 0.8 0.5 0.8 0.5
x5 0.7 0.4 0.7 0.5 0.7 0.4 0.7 0.5 0.5 0.7 x5 0.7 0.9 0.2 0.9 0.2
x6 0.7 0.3 0.7 0.8 0.7 0.3 0.7 0.8 0.8 0.7 x6 0.6 0.8 0.5 0.8 0.5
x7 0.7 0.4 0.7 0.5 0.7 0.4 0.7 0.5 0.5 0.7 x7 0.4 0.5 0.7 0.5 0.7
x8 0.6 0.3 0.6 0.8 0.6 0.3 0.6 0.8 0.8 0.6 x8 0.6 0.8 0.5 0.8 0.5
x9 0.6 0.3 0.6 0.8 0.6 0.3 0.6 0.8 0.8 0.6 x9 0.6 0.8 0.5 0.8 0.5
x10 0.7 0.4 0.7 0.5 0.7 0.4 0.7 0.5 0.5 0.7 x10 0.7 0.9 0.2 0.9 0.2
R+2 x6 x7 x8 x9 x10 R
+
3 x1 x2 x3 x4 x5 x6 x7 x8 x9 x10
x1 0.5 0.4 0.5 0.5 0.7 x1 0.8 0.3 0.7 0.8 0.7 0.3 0.8 0.8 0.8 0.7
x2 0.8 0.6 0.8 0.8 0.5 x2 0.7 0.2 0.6 0.7 0.6 0.2 0.7 0.7 0.7 0.6
x3 0.9 0.7 0.9 0.9 0.2 x3 0.4 0.4 0.9 0.4 0.9 0.4 0.4 0.4 0.4 0.9
x4 0.8 0.6 0.8 0.8 0.5 x4 0.8 0.3 0.7 0.8 0.7 0.3 0.8 0.8 0.8 0.7
x5 0.9 0.7 0.9 0.9 0.2 x5 0.4 0.4 0.9 0.4 0.9 0.4 0.4 0.4 0.4 0.9
x6 0.8 0.6 0.8 0.8 0.5 x6 0.7 0.2 0.6 0.7 0.6 0.2 0.7 0.7 0.7 0.6
x7 0.5 0.4 0.5 0.5 0.7 x7 0.8 0.3 0.7 0.8 0.7 0.3 0.8 0.8 0.8 0.7
x8 0.8 0.6 0.8 0.8 0.5 x8 0.8 0.3 0.7 0.8 0.7 0.3 0.8 0.8 0.8 0.7
x9 0.8 0.6 0.8 0.8 0.5 x9 0.8 0.3 0.7 0.8 0.7 0.3 0.8 0.8 0.8 0.7
x10 0.9 0.7 0.9 0.9 0.2 x10 0.4 0.4 0.9 0.4 0.9 0.4 0.4 0.4 0.4 0.9
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Table 21: The partitions with respect to R1, R01 and R
∗
1.
U2 R1 R01 R
∗
1 ∆R+1
x1 {x1, x3, x5, x7} {x1, x3, x5, x7} U1 {x1, x3, x5, x7}
x2 {x2, x6} {x2, x6} U1 {x2, x6}
x3 {x1, x3, x5, x7} {x1, x3, x5, x7} U1 {x1, x3, x5, x7}
x4 {x4, x8} {x4, x8} U1 {x4, x8}
x5 {x1, x3, x5, x7} {x1, x3, x5, x7} U1 {x1, x3, x5, x7}
x6 {x2, x6} {x2, x6} U1 {x2, x6}
x7 {x1, x3, x5, x7} {x1, x3, x5, x7} U1 {x1, x3, x5, x7}
x8 {x4, x8} {x4, x8} U1 {x4, x8}
x9 {x9, x10} {x9, x10} {x9} {x9}
x10 {x9, x10} {x9, x10} {x10} {x10}
Table 22: The fuzzy relation information system S 3 = (U2, g(R+)).
g(R+1 ) z1 z2 z3 z4 z5 z6 g(R+2 ) z1 z2 z3 z4 z5 z6 g(R+3 ) z1 z2 z3 z4 z5 z6
z1 0.7 0.4 0.7 0.5 0.5 0.7 z1 0.4 0.5 0.7 0.5 0.5 0.7 z1 0.8 0.3 0.7 0.8 0.8 0.7
z2 0.7 0.3 0.7 0.8 0.8 0.7 z2 0.6 0.8 0.5 0.8 0.8 0.5 z2 0.7 0.2 0.6 0.7 0.7 0.6
z3 0.7 0.4 0.7 0.5 0.5 0.7 z3 0.7 0.9 0.2 0.9 0.9 0.2 z3 0.4 0.4 0.9 0.4 0.4 0.9
z4 0.6 0.3 0.6 0.8 0.8 0.6 z4 0.6 0.8 0.5 0.8 0.8 0.5 z4 0.8 0.3 0.7 0.8 0.8 0.7
z5 0.6 0.3 0.6 0.8 0.8 0.6 z5 0.6 0.8 0.5 0.8 0.8 0.5 z5 0.8 0.3 0.7 0.8 0.8 0.7
z6 0.7 0.4 0.7 0.5 0.5 0.7 z6 0.7 0.9 0.2 0.9 0.9 0.2 z6 0.4 0.4 0.9 0.4 0.4 0.9
Table 23: The fuzzy relation information system S 4 = (U3, h ◦ g(R+)).
h ◦ g(R+1 ) w1 w2 w3 w4 h ◦ g(R+2 ) w1 w2 w3 w4 h ◦ g(R+3 ) w1 w2 w3 w4
w1 0.7 0.4 0.7 0.5 w1 0.4 0.5 0.7 0.5 w1 0.8 0.3 0.7 0.8
w2 0.7 0.3 0.7 0.8 w2 0.6 0.8 0.5 0.8 w2 0.7 0.2 0.6 0.7
w3 0.7 0.4 0.7 0.5 w3 0.7 0.9 0.2 0.9 w3 0.4 0.4 0.9 0.4
w4 0.6 0.3 0.6 0.8 w4 0.6 0.8 0.5 0.8 w4 0.8 0.3 0.7 0.8
19
Approach 2: There are four steps to compress S 2 by utilizing the compression of S 1. First, we
obtain U1/R0 = {[x]R0 |x ∈ U1} and (U2 − U1)/R∗ = {[x]R∗ |x ∈ U2 − U1} shown in Tables 23 and 24,
respectively. Concretely, [x]R0 =
⋂
R0∈R0 [x]R0 and [x]R∗ =
⋂
R∗∈R∗[x]R∗ . Second, we derive U2/∆R+ =
{[x]∆R+ |x ∈ U2} = {Ci|1 ≤ i ≤ N} shown in Table 25, where ∆R+ = {R,R0,R∗}. Concretely, we have
that [x]∆R+ = [x]R ∩ [x]R0 and [x]∆R+ = [x]R∗ for x ∈ U1 and x ∈ U2−U1, respectively. Third, we define
g as g(x) = zi for any x ∈ Ci and get S 3 = (U3, g(R+)), where U3 = {zi|1 ≤ i ≤ N}. Fourth, we obtain
S 4 by compressing S 3 as S 1 shown in Example 3.12. The computational complexity of constructing the
homomorphism is m ∗ (O(t ∗ n) +O(t ∗ (n + t))) + 2 ∗O(m ∗ (n + t)) +O(3 ∗ (n + t)) with the incremental
algorithm. But the computational complexity is O(m ∗ (n + t) ∗ (n + t)) without Table 2.
Table 24: The partitions with respect to R0 ∈ R0 and R0.
U2 R01 R
0
2 . . . R
0
m R
0
x1 [x1]R01 [x1]R02 . . . [x1]R0m [x1]R0
x2 [x2]R01 [x2]R02 . . . [x2]R0m [x2]R0
. . . . . . . .
. . . . . . . .
. . . . . . . .
xn [xn]R01 [xn]R02 . . . [xn]R0m [xn]R0
xn+1 U2 − U1 U2 − U1 . . . U2 − U1 U2 − U1
. . . . . . . .
. . . . . . . .
. . . . . . . .
xn+t U2 − U1 U2 − U1 . . . U2 − U1 U2 − U1
Example 4.6 (Continuation of Example 4.5) Tables 3 and 19 show the original fuzzy relation information
system S 1 and the updated fuzzy relation information system S 2, respectively. First, we get U2/R01 and
U2/R∗1 shown in Tables 26 and 27, respectively. Second, we get U2/∆R+={{x1, x7}, {x2, x6}, {x3, x5},
{x4, x8}, {x9}, {x10}} shown in Table 28 and define g as follows: g(x1) = g(x7) = z1, g(x2) = g(x6) =
z2, g(x3) = g(x5) = z3, g(x4) = g(x8) = z4, g(x9) = z5, g(x10) = z6. Thus we compress S 2 into S 3 =
(U3, g(R+)) shown in Table 21, where U3 = {zi|1 ≤ i ≤ 6}. Third, we compress S 3 as S 1 shown in
Example 3.12. Concretely, we define h as follows:
h(z1) = w1, h(z2) = w2, h(z3) = h(z6) = w3, h(z4) = h(z5) = w4,
and get S 4 shown in Table 22.
It is obvious that the results are the same as that in Example 4.5. Actually, the difference between
Examples 4.5 and 4.6 is the approach to computing the partition of the universe for constructing homo-
morphisms between FRIS.
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Table 25: The partition with respect to R∗ ∈ R∗.
U2 R∗1 R
∗
2 . . . R
∗
m R
∗
x1 U1 U1 . . . U1 U1
x2 U1 U1 . . . U1 U1
. . . . . . . .
. . . . . . . .
. . . . . . . .
xn U1 U1 . . . U1 U1
xn+1 [xn+1]R∗1 [xn+1]R∗2 . . . [xn+1]R∗m [xn+1]R∗
. . . . . . . .
. . . . . . . .
. . . . . . . .
xn+t [xn+t]R∗1 [xn+t]R∗2 . . . [xn+t]R∗m [xn+t]R∗
Table 26: The partitions with respect to R, R0, R∗ and ∆R+ .
U2 R R0 R∗ ∆R+
x1 [x1]R [x1]R01 U1 [x1]∆R+
x2 [x2]R [x2]R01 U1 [x2]∆R+
. . . . .
. . . . .
. . . . .
xn [xn]R [xn]R01 U1 [xn]∆R+
xn+1 U2 − U1 U2 − U1 [xn+1]R∗1 [xn+1]∆R+
. . . . .
. . . . .
. . . . .
xn+t U2 − U1 U2 − U1 [xn+t]R∗1 [xn+t]∆R+
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Table 27: The partitions with respect to R01, R
0
2 and R
0
3.
U2 R01 R
0
2 R
0
3 R
0
x1 {x1, x3, x5, x7} {x1, x7} {x1, x4, x7, x8} {x1, x7}
x2 {x2, x4, x6, x8} {x2, x4, x6, x8} {x2, x6} {x2, x6}
x3 {x1, x3, x5, x7} {x3, x5} {x3, x5} {x3, x5}
x4 {x2, x4, x6, x8} {x2, x4, x6, x8} {x1, x4, x7, x8} {x4, x8}
x5 {x1, x3, x5, x7} {x3, x5} {x3, x5} {x3, x5}
x6 {x2, x4, x6, x8} {x2, x4, x6, x8} {x2, x6} {x2, x6}
x7 {x1, x3, x5, x7} {x1, x7} {x1, x4, x7, x8} {x1, x7}
x8 {x2, x4, x6, x8} {x2, x4, x6, x8} {x1, x4, x7, x8} {x4, x8}
x9 {x9, x10} {x9, x10} {x9, x10} {x9, x10}
x10 {x9, x10} {x9, x10} {x9, x10} {x9, x10}
Table 28: The partitions with respect to R∗1, R
∗
2 and R
∗
3.
U2 R∗1 R
∗
2 R
∗
3 R
∗
x1 {x1, x2, ..., x8} {x1, x2, ..., x8} {x1, x2, ..., x8} {x1, x2, ..., x8}
x2 {x1, x2, ..., x8} {x1, x2, ..., x8} {x1, x2, ..., x8} {x1, x2, ..., x8}
x3 {x1, x2, ..., x8} {x1, x2, ..., x8} {x1, x2, ..., x8} {x1, x2, ..., x8}
x4 {x1, x2, ..., x8} {x1, x2, ..., x8} {x1, x2, ..., x8} {x1, x2, ..., x8}
x5 {x1, x2, ..., x8} {x1, x2, ..., x8} {x1, x2, ..., x8} {x1, x2, ..., x8}
x6 {x1, x2, ..., x8} {x1, x2, ..., x8} {x1, x2, ..., x8} {x1, x2, ..., x8}
x7 {x1, x2, ..., x8} {x1, x2, ..., x8} {x1, x2, ..., x8} {x1, x2, ..., x8}
x8 {x1, x2, ..., x8} {x1, x2, ..., x8} {x1, x2, ..., x8} {x1, x2, ..., x8}
x9 {x9} {x9} {x9} {x9}
x10 {x10} {x10} {x10} {x10}
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Table 29: The partitions with respect to R, R0 and R∗.
U2 R R0 R∗ ∆R+
x1 {x1, x7} {x1, x7} {x1, x2, ..., x8} {x1, x7}
x2 {x2, x6} {x2, x6} {x1, x2, ..., x8} {x2, x6}
x3 {x3, x5} {x3, x5} {x1, x2, ..., x8} {x3, x5}
x4 {x4, x8} {x4, x8} {x1, x2, ..., x8} {x4, x8}
x5 {x3, x5} {x3, x5} {x1, x2, ..., x8} {x3, x5}
x6 {x2, x6} {x2, x6} {x1, x2, ..., x8} {x2, x6}
x7 {x1, x7} {x1, x7} {x1, x2, ..., x8} {x1, x7}
x8 {x4, x8} {x4, x8} {x1, x2, ..., x8} {x4, x8}
x9 {x9, x10} {x9, x10} {x9} {x9}
x10 {x9, x10} {x9, x10} {x10} {x10}
4.4 Emigration of objects
Suppose S 1 = (U1,R) is a fuzzy relation information system, we have obtained U1/R = {[x]R |x ∈
U1} and compressed S 1 to S 2 = (U2,R2) under the condition of the homomorphism f . By deleting
{xl+1, xl+2, ..., xn} in U1, we obtain S 3 = (U3,R−), where U3 = {x1, x2, ..., xl} and R− = {R−1 ,R−2 , ...,R−m}.
By cutting R shown in Table 14 into three parts: R−, R0− and R∗− shown in Tables 29, 30 and 31, respec-
tively, we illustrate the relationship between R ∈ R and R− ∈ R−. Furthermore, we get S 4 = (U4,R∗−1 ),
where U4 = {xl+1, xl+2, ..., xn} and R∗−1 = {R
∗−|R ∈ R}.
There are three steps to compress S 3 = (U3,R−) based on S 2. First, as Example 3.12, we obtain
U4/R∗−1 = {[x]R∗−1 |x ∈ U4}. It is obvious that [x]R∗−1 ⊆ [x]R for any x ∈ U4. Second, we cancel the object
f (x) in U2 if [x]R∗−1 = [x]R and keep f (x) in U2 if [x]R∗−1 , [x]R . Then, we obtain S 5 = (U5,R5), where
U5 = f (U3) and R5 = f (R−). Third, we get S 6 by compressing S 5 as S 1 shown in Example 3.12. The
computational complexity of constructing the homomorphism is (n − l) ∗ (O(n ∗ (n − l)) +m ∗O(|U5|2) +
O(m ∗ |U5|) with the incremental algorithm. But the computational complexity is m ∗O(l2) without Table
2.
Table 30: The part R− of R.
R− x1 x2 . . . xl
x1 a11 a12 . . . a1l
x2 a21 a22 . . . a2l
. . . . . . .
. . . . . . .
. . . . . . .
xl al1 al2 . . . all
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Table 31: The part R0− of R.
R0− xl+1 xl+2 . . . xn
x1 a1(l+1) a1(l+2) . . . ann
x2 a2(l+1) a2(l+2) . . . a2n
. . . . . . .
. . . . . . .
. . . . . . .
xl al(l+1) al(l+2) . . . aln
Table 32: The part R∗− of R.
R∗− x1 x2 . . . xn
xl+1 a(l+1)1 a(l+1)2 . . . a(l+1)n
xl+2 a(l+2)1 a(l+2)2 . . . a(l+2)n
. . . . . . .
. . . . . . .
. . . . . . .
xn an1 an2 . . . ann
We employ an example to show the process of compressing the dynamic fuzzy relation information
system when deleting an object set.
Example 4.7 We take S 1 = (U1,R) shown in Table 3. By deleting objects {x1, x7, x8}, we obtain S 3 =
(U3,R−) and S 4 = (U4,R∗−1 ) shown in Table 32, where U3 = {x2, x3, x4, x5, x6} and U4 = {x1, x7, x8}.
As Example 4.6, we have that [x1]R∗−1 = [x7]R∗−1 = {x1, x7} and [x8]R∗−1 = {x8}. Obviously, [x1]R∗−1 =
[x7]R∗−1 = [x1]R = [x7]R and [x8]R∗−1 , [x8]R . Thus we delete f (x1) in Table 5 and obtain S 5 shown in
Table 33. Finally, we get S 6 by compressing S 5 as S 1 shown in Example 3.12. We observe that S 6 = S 5
in this example.
Table 33: The fuzzy relation information system S 4 = (U4,R∗−1 ).
R∗−1 x1 x2 x3 x4 x5 x6 x7 x8 R
∗−
2 x1 x2 x3 x4 x5 x6 x7 x8 R
∗−
3 x1 x2 x3 x4 x5 x6 x7 x8
x1 0.7 0.4 0.7 0.5 0.7 0.4 0.7 0.5 x1 0.4 0.5 0.7 0.5 0.7 0.5 0.4 0.5 x1 0.8 0.3 0.7 0.8 0.7 0.3 0.8 0.8
x7 0.7 0.4 0.7 0.5 0.7 0.4 0.7 0.5 x7 0.4 0.5 0.7 0.5 0.7 0.5 0.4 0.5 x7 0.8 0.3 0.7 0.8 0.7 0.3 0.8 0.8
x8 0.6 0.3 0.6 0.8 0.6 0.3 0.6 0.8 x8 0.6 0.8 0.5 0.8 0.5 0.8 0.6 0.8 x8 0.8 0.3 0.7 0.8 0.7 0.3 0.8 0.8
Dynamic fuzzy relation systems can be compressed as the original information system with high
computational complexity. By using the proposed algorithm, we compress them with low computational
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Table 34: The fuzzy relation information system S 5 = ( f (U3), f (R−)).
f (R−1 ) y2 y3 y4 f (R−2 ) y2 y3 y4 f (R−3 ) y2 y3 y4
y2 0.3 0.7 0.8 y2 0.8 0.5 0.8 y2 0.2 0.6 0.7
y3 0.4 0.7 0.5 y3 0.9 0.2 0.9 y3 0.4 0.9 0.4
y4 0.3 0.6 0.8 y4 0.8 0.5 0.8 y4 0.3 0.7 0.8
complexity. Obviously, the proposed algorithm provides an effective approach to compressing dynamic
FRIS.
4.5 Variations of fuzzy relation values
We denote the revised R as R⋆ when changing the relation values between x ∈ U1 and other objects
in (U1,R). Subsequently, we compress (U1,R⋆1 ), where R⋆ = {R⋆} ∪ R/R. There are four cases to be
considered.
(1): |[x]R| = 1 and |[x]R⋆ | = 1
In this case, the compression of the dynamic fuzzy relation information system is the same as that of
the original fuzzy relation information system.
(2): |[x]R| = 1 and |[x]R⋆ | > 1
In other words, the change of relation values classifies the object x into another class. If we have
y ∈ [x]R⋆ and y , x, then x can be mapped into the same image as y under the condition of the consistent
function.
(3): |[x]R| > 1 and |[x]R⋆ | = 1
That is to say, the variation of relation values constructs a new class only containing the object x, and
x is mapped into a new image.
(4): |[x]R| > 1 and |[x]R⋆ | > 1
The change of relation values classifies x into other class. If y ∈ [x]R⋆ and y , x, then x is mapped
into the same image as y.
5 Conclusions
Information system homomorphism is an effective approach to attribute reduction. In this paper, we
have investigated more properties of consistent functions and proposed an incremental algorithm for con-
structing homomorphisms between fuzzy relation information systems, which can be applied to compress
dynamic fuzzy relation information systems. After that, by using the precious compression of the origi-
nal FRIS we have compressed dynamic FRIS. The experimental results have illustrated that the proposed
algorithm had provided an efficient approach to compressing fuzzy relation information systems.
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In the future, there are many questions worthy of consideration. For example, we will propose more
effective algorithms for constructing homomorphisms between information systems and apply them to
compress information systems. Furthermore, we will focus on the development of effective approaches
for attribute reduction and other tasks of dynamic information systems.
Acknowledgments
We would like to thank the anonymous reviewers very much for their professional comments and
valuable suggestions. This work is supported by the National Natural Science Foundation of China (NO.
11071061) and the National Basic Research Program of China (2011CB311808).
References
[1] Z. Pawlak, Rough sets, International Journal of Computer and Information Sciences 11(5) (1982)
341-356.
[2] M. I. Ali, A note on soft sets, rough soft sets and fuzzy soft sets, Applied Soft Computing 11 (2011)
3329-3332.
[3] M. Banerjee, S. K. Pal, Roughness of a fuzzy set, Information Sciences 93(3-4) (1996) 235-246.
[4] R. B. Bhatt, M. Gopal, On the compact computational domain of fuzzy-rough sets, Pattern Recog-
nition Letters 26(11) (2005) 1632-1640.
[5] R. Biswas, On rough sets and fuzzy rough sets, Bulletin of the Polish Academy of Sciences: Math-
ematics 42 (1994) 345-349.
[6] F. Bobillo, U. Straccia, Generalized fuzzy rough description logics, Information Sciences 189 (2012)
43-62.
[7] A. Capotorti, E. Barbanera, Credit scoring analysis using a fuzzy probabilistic rough set model,
Computational Statistics and Data Analysis 56(4) (2012) 981-994.
[8] K. Chakrabarty, R. Biswas, S. Nanda, Fuzziness in rough sets, Fuzzy Sets and Systems 110 (2000)
247-251.
[9] D. Dubois, H. Prade, Rough fuzzy sets and fuzzy rough sets, International Journal of General Sys-
tems 17 (1990) 191-209.
26
[10] L. Feng, T. R. Li, D. Ruan, S. R. Gou, A vague-rough set approach for uncertain knowledge acqui-
sition, Knowledge-Based Systems 24 (2011) 837-843.
[11] Q. He, C. X. Wu, D. G. Chen, Fuzzy rough set based attribute reduction for information systems
with fuzzy decisions, Knowledge-Based Systems 24(5) (2011) 689-696.
[12] R. Jensen, Q. Shen, Semantics-preserving dimensionality reduction: rough and fuzzy-rough-based
approaches, IEEE Transactions on Knowledge and Data Engineering 16(12) (2004) 1457-1471.
[13] K. Kaneiwa, A rough set approach to multiple dataset analysis, Applied Soft Computing 11 (2011)
2538-2547.
[14] N. N. Morsi, M. M. Yakout, Axiomatics for fuzzy rough sets, Fuzzy Sets and Systems 100(1-3)
(1998) 327-342.
[15] S. Nanda, S. Majumdar, Fuzzy rough sets, Fuzzy Sets and Systems 45(2) (1992) 157-160.
[16] B. Huang, Y. L. Zhuang, H. X. Li, D. K. Wei, A dominance intuitionistic fuzzy-rough set approach
and its applications, Applied Mathematical Modelling 37 (2013) 7128-7141.
[17] X. C. Guan, Y. M. Li, F. Feng, A new order relation on fuzzy soft sets and its application, Soft
Computing (2013) 17:63-70.
[18] B. Z. Sun, W. M. Ma, Fuzzy rough set model on two different universes and its application, Applied
Mathematical Modelling 35 (2011) 1798-1809.
[19] J. H. Dai, W. T. Wang, Q. Xu, H. W. Tian, Uncertainty measurement for interval-valued decision
systems based on extended conditional entropy, Knowledge-Based Systems 27 (2012) 443-450.
[20] A. Skowron, The rough set theory and evidence theory, Fundamenta Informaticae 13 (1990) 245-
262.
[21] D. ´Sle¸zak, W. Ziarko, The investigation of the Bayesian rough set model, International Journal of
Approximate Reasoning 40(1-2) (2005) 81-91.
[22] Y. Y. Yao, Probabilistic approaches to rough sets, Expert Systems 20(5) (2003) 287-297.
[23] Y. Y. Yao, Three-way decisions with probabilistic rough sets, Information Sciences 180(3) (2010)
341-353.
27
[24] J. T. Yao, J. P. Herbert, Financial time-series analysis with rough sets, Applied Soft Computing 9
(2009) 1000-1007.
[25] Y. Y. Yao, Y. Zhao, Attribute reduction in decision-theoretic rough set models, Information Sciences
178(17) (2008) 3356-3373.
[26] W. Ziarko, Probabilistic approach to rough sets, International Journal of Approximate Reasoning
49(2) (2008) 272-284.
[27] M. Diker, A. A. Ugˇur, Textures and covering based rough sets, Information Sciences 184(1) (2012)
44-63.
[28] T. Feng, S. P. Zhang, J. S. Mi, Q. Feng, Reductions of a fuzzy covering decision system, International
Journal of Modelling, Identification and Control 13(3) (2011) 225-233.
[29] Z. W. Li, T. S. Xie, The relationship among soft sets, soft rough sets and topologies, Soft Computing
(2013) DOI 10.1007/s00500-013-1108-5.
[30] Y. H. Qian, C. Y. Dang, J. Y. Liang, D. W. Tang, Set-valued ordered information systems, Informa-
tion Sciences 179 (2009) 2809-2832.
[31] W. H. Xu, Q. R. Wang, X. T. Zhang, Multi-granulation rough sets based on tolerance relations, Soft
Computing 17(2013) 1241-1252.
[32] Q. M. Xiao, Q. G. Li, X. N. Zhou, Rough ideals in lattices, Neural Computing and Applications
21(2012) S245-S253.
[33] T. Yang, Q. G. Li, Reduction about approximation spaces of covering generalized rough sets, Inter-
national Journal of Approximate Reasoning 51(3) (2010) 335-345.
[34] T. Yang, Q. G. Li, B. L. Zhou, Related family: A new method for attribute reduction of covering
information systems, Information Sciences 228 (2013) 175-191.
[35] X. B. Yang, X. N. Song, Z. H. Chen, J. Y. Yang, On multigranulation rough sets in incomplete
information system, International Journal of Machine Learning and Cybernetics 3 (2012) 223-232.
[36] X. B. Yang, J. Y. Yang, C. Wu, D. J. Yu, Dominance-based rough set approach and knowledge
reductions in incomplete ordered information system, Information Sciences 178 (2008) 1219-1234.
[37] X. B. Yang, M. Zhang, H. L. Dou, Neighborhood systems-based rough sets in incomplete informa-
tion system, Knowledge-Based Systems 24(6) (2011) 858-867.
28
[38] W. Zakowski, Approximations in the space (u, π), Demonstratio Mathematics 16 (1983) 761-769.
[39] W. Zhu, Topological approaches to covering rough sets, Information Sciences 177(6) (2007) 1499-
1508.
[40] J. W. Grzymala-Busse, W. A. Sedelow Jr., On rough sets and information system homomorphism,
Bulletin of the polish academy of sciences: technical sciences 36(3) (1988) 233-239.
[41] D. Y. Li, Y. C. Ma, Invariant characters of information systems under some homomorphisms, Infor-
mation Sciences 129(1-4) (2000) 211-220.
[42] Z. T. Gong, Z. Y. Xiao, Communicating between information systems based on including degrees,
International Journal of General Systems 39(2) (2010) 189-206.
[43] C. Z. Wang, D. G. Chen, L. K. Zhu, Homomorphisms between fuzzy information systems, Applied
Mathematics Letters 22 (2009) 1045-1050.
[44] C. Z. Wang, C. X. Wu, D. G. Chen, A systematic study on attribute reduction with rough sets based
on general binary relations, Information Sciences 178(9) (2008) 2237-2261.
[45] P. Zhu, Q. Y. Wen, Some improved results on communication between information systems, Infor-
mation Sciences 180(18) (2010) 3521-3531.
[46] P. Zhu, Q. Y. Wen, Homomorphisms between fuzzy information systems revisited, Applied Mathe-
matics Letters 24(9) (2011) 1548-1553.
[47] H. M. Chen, T. R. Li, S. J. Qiao, D. Ruan, A rough set based dynamic maintenance approachfor ap-
proximations in coarsening and refining attribute values, International Journal of Intelligent Systems
25(10) (2010) 1005-1026.
[48] P. Dey, S. Dey, S. Datta, J. Sil, Dynamic discreduction using Rough Sets, Applied Soft Computing
11 (2011) 3887-3897.
[49] C. C. Huang, T. L. Tseng, Y. N. Fan, C. H. Hsu, Alternative rule induction methods based on incre-
mental object using rough set theory, Applied Soft Computing 13 (2013) 372-389.
[50] T. R. Li, D. Ruan, W. Geert, J. Song, Y. Xu, A rough sets based characteristic relation approach for
dynamic attribute generalization in data mining, Knowledge-Based Systems 20(5) (2007) 485-494.
[51] D. Liu, T. R. Li, D. Ruan, J. B. Zhang, Incremental learning optimization on knowledge discovery
in dynamic business intelligent systems, Journal of Global Optimization 51(2) (2011) 325-344.
29
[52] D. Liu, T. R. Li, D. Ruan, W. L. Zou, An incremental approach for inducing knowledge from dy-
namic information systems, Fundamenta Informaticae 94(2) (2009) 245-260.
[53] F. Wang, J. Y. Liang, C. Y. Dang, Attribute reduction for dynamic data sets, Applied Soft Computing
13 (2013) 676-689.
[54] J. B. Zhang, T. R. Li, D. Ruan, D. Liu, Rough sets based matrix approaches with dynamic attribute
variation in set-valued information systems, International Journal of Approximate Reasoning 53(4)
(2012) 620-635.
[55] G. Birkhoff, Lattice Theory, 3rd ed., American Mathematical Society, New York, 1967.
30
