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Abstract—As fossil fuel reserves are limited in stock and there is 
an urgent call to reduce the carbon footprint, distribution grids 
urgently need to move towards heavy use of local and distributed 
generation of electricity using renewable energy sources. Another 
promising prospect for the future of the planet is wide adoption of 
electric cars. However, large-scale integration of these highly 
volatile resources in distribution grids is challenging: distribution 
grids may face power quality problems and fuel-based generators 
may be needed to compensate for high volatility (which defeats the 
original purpose). Additionally, with the large penetration of solar 
and wind energy, the grid becomes inverter-dominated (has little 
inertia) and therefore traditional methods for controlling the 
frequency, voltage, and congestion of lines are no longer sufficient. 
In this article, we present different activities carried out in our 
research groups to tackle above-mentioned challenges in large-
scale integration of such volatile resources. These activities range 
from advance planning to real-time monitoring and operation of 
distribution grids. We have also developed a software testbed, 
called T-RECS, for testing software agents before deploying them 
in the field. Finally, as the reliability and robustness is very crucial 
in such critical infrastructures, we have developed some reliability 
solutions that are suitable for use case scenarios typical to 
distribution grids.  
Keywords—Renewables, Electric Cars, Distribution Grids, Advance 
Planning, Real-Time Monitoring and Operation  
1. INTRODUCTION 
Solar and wind energy is certainly one promising prospect to 
reduce the carbon footprint. Contrary to energy generated from 
burning fossil fuels, solar and wind energy is decentralized, 
intermittent, variable, and less predictable. Therefore, adding a 
large amount of such energy in electrical grids has undesirable 
consequences on the operation of electrical grids: large voltage 
deviations may happen and line currents may surpass their 
limits. The addition of EV charging stations will make the 
problem even worse as the distribution grids are typically not 
designed for such large and sudden deviations in the load. 
 
Above-mentioned power quality problems can be addressed by 
grid re-enforcement but the cost is often prohibitive. Dynamic 
control of resources is an alternative but it has to be economic, 
reliable, and scalable. Moreover, such control should be pseudo 
real-time if we need to manage resources with large variability.  
 
 
Figure 1: Power injected by solar arrays at the roof of the DESL, 
EPFL building on one day in the month of November, 2013. 
Source: Prof. Mario Paolone’s lab (DESL, EPFL) 
 
 
For example, the most extreme case of such resources with 
large variability is that of solar panels which, during the passage 
of clouds, can lose or regain most of their power in a few 
seconds (Figure 1).   
 
A second type of problem caused by the high penetration of 
decentralized electric power generation concerns the 
transmission systems. Unlike traditional generators, extreme 
volatility of decentralized generation is associated with a lack 
of support to transmission networks for system services 
(primary and secondary control of frequency and voltage). This 
leads to an increase in tuning needs for national networks. They 
have to find ways to compensate for this volatility by 
employing conventional generators with high flexibility. These 
generators are typically fossil fuel generators with a negative 
impact on the environment (CO2 emissions). 
 
Traditional methods of frequency control are no longer 
sufficient to manage high variability because frequency is very 
global quantity. It therefore becomes necessary to control 
directly the active and reactive power of resources in the 
distribution grids themselves. We already start to see the 
development of such systems: voltage control in low-voltage 
network by controlling the active and reactive power of solar 
Switzerland 2035: ≥ 30 to 40% generation will be 
distributed and volatile 
3 source: Prof. Mario Paolone, Distributed Electrical Systems Lab, EPFL 
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panels [1], and controlling the active power of residential 
thermal loads using “Demand Response” by an operator [2].  
The trends are now rapidly changing not only in terms of 
distributed generation of electricity but also in terms of 
load/consumption with the arrival of electric vehicles. As per 
various studies, the number of electric vehicles (EVs) will 
significantly rise in next few years. As a result, we will soon see 
the deployment of large multi-slot charging stations in public or 
parking places where many EVs (in the order of hundreds or 
more) can be charged simultaneously. Such a charging station 
will definitely be a huge load for the local distribution grid. As 
our current electrical grids were not dimensioned for them, 
power quality problems may arise if such charging stations are 
plugged at some arbitrary place in the grid. To deal with these 
power quality problems, the most environment-friendly 
solution is to deploy a local generation (PV panels) and storage 
system (Batteries) along with the EV charging station.  
 
With the arrival of large multi-slot EV charging stations, we 
will also see more peaks in the consumption trends. While 
charging EVs at such charging stations, we should be able to 
avoid as much as possible the charging of EVs at peak times of 
the load in the grid. Moreover, at times when there is large 
production from renewable energy sources, the charging station 
should consume more power (for example, by following 
OpenADR or similar signals). For example, it is probably better 
to charge the EVs at mid-day when the sun shines the most or 
during those times when the wind blows. Here it is probably 
worth to mention that such renewable sources of energy 
production can vary in terms of their predictability. For 
example, solar energy is generally more predictable than wind 
energy. As advance planning is one of the crucial things in 
integrating large volatile loads/generation, predictability of a 
resource plays a key role.  
 
In our research groups, we are building solutions for smooth 
inclusion of such distributed generation and heavy 
unpredictable loads such as large multi-slot EV charging 
stations. These solutions range from advance planning, 
monitoring, and real-time operation of distribution grids. For 
testing our software agents in silico before their actual 
deployment in the field, we have also developed a software 
testbed, called T-RECS. As reliability and robustness are also 
crucial elements in such critical infrastructures, we have 
developed some reliability solutions that are suitable in the 
context of real-time operation of distribution grids. Next 
sections follow a detailed description of our activities in each 
of these directions. Last section concludes the paper and gives 
some future perspectives. 
 
2. ADVANCE PLANNING  
Advance planning is usually the first step in making 
conventional grids smart. The objectives usually consist in 
forecasting (usually day-ahead) power consumption/generation 
for resources with uncertainties. In case of solar generation, 
forecasting can be done in many ways using various information  
 
Figure 2: Monitoring infrastructure developed at EPFL campus 
based on the use of PMUs. Real-time state estimation results are 
available at [3]. 
 
like historical data, weather forecasts, and real-time pictures of 
sky. In the same fashion, power consumption can be forecasted 
by finding patterns in historical data. As another example of 
uncertainties in load, large multi-slot EV charging stations 
typically do not know the exact arrival and departure time of 
EVs, type of EVs, and their energy demand at arrival time. 
After forecasting, the second step usually is to optimally manage 
a given set of resources. For example, in case of large multi-slot 
EV charging stations, an environment-friendly solution is to 
deploy such charging stations with local generation and storage 
solutions. By optimally managing all these resources, this 
solution can also be made economical. In this setting, there can 
be many optimization objectives: minimize the required 
capacity of electricity storage, minimize the total import of 
electricity from the main grid, or simply minimize the cost of 
electricity purchased from the grid depending on the pricing-
scheme. For example, in the above scenario, we can compute the 
day-ahead optimal power trajectory at the local connection bus 
where the objective is to minimize the import of electricity from 
the main grid. The day-ahead power trajectory can be computed 
periodically (such as every 15 minutes) by taking into account 
the uncertainties of EV charging station and local generation. 
 
3. REAL-TIME MONITORING  
Having the current state of the grid is a requirement for many 
ensuing tasks like fault-detection, fault-prevention, and real-
time operation of the grid. Therefore, we target that monitoring 
should be as fast-paced and accurate as possible. This is 
achieved by our current state-of-the-art monitoring 
infrastructure, which consists of phasor measurement units 
(PMUs), a communication network, a phasor data concentrator 
(PDC), and a state estimator (SE) unit (Figure 2).  More details 
about this real-time state estimation can be found in [4]. 
 
4. REAL-TIME OPERATION (COMMELEC FRAMEWORK) 
With the monitoring infrastructure, we have a real-time (with a 
reactivity of the order of a fraction of a second) operation 
framework, called Commelec. It sends active or reactive power  
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Figure 3: Structure and principle of Commelec protocol. 
Resource Agents (RAs) send advertisement containing the state 
of resources under control to the Grid Agent (GA) and GA sends 
power setpoint requests to the RAs. 
 
setpoints to the resources involved in balancing the network. As, 
in most cases, it is not enough to control only the reactive power 
but also the active power, it is necessary to have some form of 
energy storage. These storage solutions can be: supercapacitors 
for the very short-term storage (of the order of a second), 
batteries for the short term (hours / days), and fuel cells / 
hydrolyzers for the longer term (weeks / month). It should be 
noted here that the cheapest storage in the minutes / hours 
dynamic is the manipulation of demand, mainly thermal loads 
(heating, hot water, refrigeration, air conditioning) which offer 
a huge virtual storage capacity. 
We have developed a real-time operation framework, called 
“Commelec”, with the support from “SNSF – NRP 70” Energy 
Turnaround Project [5] and “SCCER-FURIES” project [6]. 
With the Commelec framework [7-8], a grid controller (Grid 
Agent or GA), implemented on a microcontroller, is responsible 
for managing an electrical network, for example a building or a 
district. It receives information on the status of different 
resources (a solar panel controller, a building or a battery) under 
control by their respective resource agents (RAs) (Figure 3). GA 
sees the state of the electrical grid for which it is responsible and 
sends power setpoints every 100 milliseconds to resource 
agents, so as to maximize overall utility while keeping the grid 
in a stable and secure state. 
4.1 Simplified functionality due to its Universal Protocol 
The first essential feature of Commelec is the use of a universal 
protocol, which is independent of the hardware. Thus, the 
battery agent BA, when it informs its network controller GA1 of 
its internal state, does so using an abstract (virtual) cost function 
and does not use a battery specific language (figure 4). When the 
battery is almost full, e.g., for a charging state equivalent to 0.9, 
the cost function indicates a preference to generate power 
(positive power domain, right part of figure 4) rather than to 
consume (negative power domain, left part of figure 4) and 
conversely when the state of charge is low. It is therefore not 
necessary to expose to the grid controller all the internal 
characteristics and variables of each battery or resource. 
Another system, e.g., the Intelligent Building Agent, sends 
similar messages. These messages differ only in the value of the  
 
Figure 4: Virtual cost function for the active power used by 
battery agent as a function of state of charge (SoC). 
 
cost function, which can also change for each message every 100 
milliseconds. The work of the network controller is therefore 
always the same: to calculate the total cost gradient including a 
penalty term to keep the electrical network in a safe state, to 
perform a step of minimization with a gradient descent, and send 
the corresponding power setpoints to different agents. 
4.2 Separation of Concerns 
In particular, all network controllers are identical and there is 
one code to develop for all power grids, regardless of their size 
and specificity. In addition, this code is small and can be 
validated by rigorous development methods. Only agents, such 
as the battery agent, for example, must be specific to the nature 
of the system they represent. But, in return, they perform simpler 
functions. 
4.3 Composability 
Composability is the second essential feature of Commelec: the 
GA1 network controller in Figure 3, which, for example, 
controls an EPFL building, is itself controlled by a higher-level 
network controller, for example, the controller. their campus of 
the EPFL. In this interaction, the controller GA1 and the entire 
network of the building it controls appear as a single resource, 
somehow a battery of a special kind. The campus controller thus 
sees only a small number of systems, which keeps it simple and 
small (and therefore reliable). This composability property can 
be repeated at multiple levels, making it easy to manage systems 
of any size. 
This property has another positive effect: it simply allows to 
realize the much-desired concept of "dispatchable feeder" with 
and without frequency control and primary/secondary reserves. 
In fact, the campus controller can send a power instruction to the 
building controller GA1, for example by asking him to reduce 
his consumption by x kW. The controller GA1 will incorporate 
this setpoint into its optimization function and, depending on the 
state of the systems it controls, will try to approach the setpoint. 
For example, the reduction will be possible if the heating of the 
buildings can be delayed for a few moments or if a battery has a 
sufficient state of charge. The building can therefore appear as a 
controllable electrical resource; and by composability, the entire 
campus too. In extreme cases, the software makes it possible to 
automate the islanding operation, that is to say the disconnection 
/ reconnection to the electrical grid from the main grid. In the  
Principle of Operation # 1: Device-independent
Protocol for Message Exchange
Every 100 ms:
Resource agent (RA) sends
a device-independent
representation of its
internal state to the GA;
Grid agent (GA) monitors
grid (PMUs) and computes
setpoint-requests for the
RAs.
RA1 RA2 RA3
GA1
Adv
Req
PCC
February 25, 2016 7 / 25
270 L. Reyes-Chamorro et al. / Electric Power Systems Research 125 (2015) 265–280
Fig. 4. PQt profile, belief function and virtual cost for ESS agent.
PQt Profile.  By means of a forecasting tool, and using the
converter model (2), the PVA computes the maximum power pro-
duction at time t ∈ [t0, t0 + T], Pfpv(t), that can be maintained for any
′ ∈ [t, t + T]. As typically for grid-tie PV co verte s, we assume a
constraint n the reactive power production, giv n by a minimum
power factor (1). For tim  t, a lice of t e PQt profile shown in dashed
lines in Fig. 5(a).
Belief function. In order to advertise the uncertainty of the
solar resource, we assume that the active power production might
decrease from the requested setpoint, upv, with a predicted maxi-
mum variation !Pmaxpv . The value of !Pmaxpv is determined from the
worst-case error of the employed forecasting tool. As the reactive
power is controlled by the converter, the belief of Q production
is restricted only by its relation with P and the constraints that
define the PQt profile. Hence, BFpv(upv) can be represented as a
lin  that starts in upv = (P, Q) and finishes in u′pv = (P ′, Q ′), with
P ′ = P −  !Pmaxpv and
Q ′ =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
max
{
− P ′
√
1 −  cos2min(")
cosmin(")
, Q
}
, if Q <  0,
min
{
P ′
√
1 −  cos2min(")
cosmin(")
, Q
}
, otherwise.
An example of BFpv(upv) is shown in Fig. 5(a).
Virtual cost. We assume that the PVA seeks to maximize the
active power production and minimize the reactive power. There-
fore, an example of the advertised virtual cost function is given by
Cpv(P, Q) = −  apvP + bpvQ2, with apv, bpv > 0.
3.4. Synchronous generator
For simplicity, we  consider cylindrical rotor machines in both
synchronous generators (SG and #H), whereas the agent uses the
basic model for generator (both equivalent circuit and relevant
capability curves) as in [5], and we  assume that they are interfaced
to the network through an appropriate transformer (in the case of
SG) or power converter (in the case of #H). We  present this sec-
ion by making specific reference o SG, but is also applicable to
#H. Furthermore, we  assume that the inertia of such machines is
small enough to express its behaviour by using algebraic equations.
This assumption appears reasonable in view of the typical capacity
of synchronous machines connected to LV grids and as we assume
that the slack resource ESS is connected through a power converter
with which frequency can be kept constant. As for the MV  grid, it is a
reasonable assumption that cannot be extended in general. Indeed,
as the proposed Commelec control method does not require the
use of the frequency signal, the control of the slack resource can
Fig. 5. PQt profile and belief functi  for PV a d SG ag nts. (a) PVA. (b) SGA.
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Figure 5: Application Programming Interface (API) of 
Commelec allows to simply connect an intelligent building 
control system, an EV charging station, and photovoltaic panels; 
all these systems therefore can actively contribute to the 
management of electric distribution networks. 
 
long run, it is a city or a portion of the country as a whole that 
can enjoy this flexibility of the electricity grid - a breakthrough 
that will allow for a strong penetration of renewable energies. 
4.4 Commelec API 
In practice, the deployment of Commelec requires that certain 
critical resources, such as heating for a building or a battery, 
respond to the instructions of an electrical network controller. 
Developers of building management systems or electric cars 
however do not need to know the details of Commelec, thanks 
to its programming interface (API) which is freely available [8]. 
They can simply interface with the control system of electrical 
networks (Figure 5). In a way, the Commelec API provides the 
"operating system" of an active power grid. 
4.4 Implementation/Demonstration 
The Commelec control framework has been tested on the 
experimental electrical network of EPFL's Distributed Electrical 
Systems Laboratory (DESL). In a first step, it reproduces a 
Cigré1 benchmark of low voltage electrical distribution 
network. It incorporates: 
• 40 kW of solar panels; 
• Leclanche Li-titanate battery of 25kW and 25kWh; 
• 75 kW and 2 kWh supercapacitors; 
• 15 kW fuel cell and 6 kW hydrolyser connected to 30 
bar hydrogen and oxygen storage system with a 
capacity of 2.5 MWh; 
• a heat pump; 
• and a building emulator connected to the hot water 
network with a heat output of 55 kW. 
The first tests for the automatic control of this test network by 
the Commelec software took place in the autumn of 2015. In a 
second step, the test network is extended to few buildings of 
EPFL’s electrical department (medium voltage grid). With 
Commelec, we have also successfully tested the islanding 
(automatic disconnection / reconnection) of DESL microgrid to 
the main grid. Outside EPFL network, Commelec is successfully 
tested at EMPA NEST building [10] and is now being deployed 
by few utilities in Switzerland and outside.  
 
5. T-RECS TESTBED  
A recurrent requirement for software-based real-time 
monitoring and operation software agents is to test them as they 
are in silica before their actual deployment in the field. 
Monitoring and operation performance of such software-agent 
based solutions is influenced by software non-idealities such as 
crashes and delays, and message losses and delays due to the 
underlying communication network. Therefore, to study the 
effect of these non-idealities, we developed T-RECS: an open-
source virtual commissioning system or software testbed.  
They key feature of T-RECS is that it allows to test existing 
software without modification by running them in software 
containers. The communication network among these software 
containers is emulated using Mininet framework. As the 
communication network is emulated, it allows for real packets 
being exchanged between software agents as is the case in the 
real-world. The electric resources in the grid are simulated and 
the grid is modeled in the phasor domain.  
We are currently using T-RECS to test Commelec software 
agents before deploying them in electric grids of different 
utilities we are working with. This allows us to study if 
Commelec software agents are bug-free and if they are able to 
achieve their desired objectives. More details about T-RECS and 
its design can be found in [11]. 
 
6. RELIABILITY 
To achieve a control system that takes into account electrical 
networks, buildings, loads, and distributed generation systems 
such as solar panels, etc., the challenge becomes, as for any 
process control system on a very large scale, to ensure its 
reliability and robustness. Such systems must withstand 
hardware failures and software bugs. 
To tackle reliability in communication networks with stringent 
delay constraints, multiple fail-independent paths are necessary. 
However, existing solutions such as parallel redundancy 
protocol (PRP) only work for local area networks. Such a 
limitation on scalability, coupled with lack of security, and 
diagnostic inability, renders PRP unsuitable for reliable data 
delivery in smart grids. To address this issue, we developed a 
transport-layer design: IP parallel redundancy protocol (iPRP). 
Besides unicast, iPRP supports multicast, which is widely using 
in smart grid networks [12].  
For Commelec style controllers where setpoints have real-time 
constraints (implementing a setpoint after its deadline, or not 
receiving setpoints within a deadline, can cause failure), delay 
faults can cause setpoints to violate their real-time constraints. 
To address these delay faults, we developed a fault-tolerance 
protocol, called Axo, that guarantees safety and improves 
availability [13].  
TECHNOLOGIE IT FÜR SMART GRID
TECHNOLOGIE IT POUR SMART GRID
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ler le gradient du coût total, y compris un 
terme de pénalité pour maintenir le 
réseau électrique dans un état sûr, eﬀec-
tuer une étape de minimisation par des-
cente de gradient et envoyer les consignes 
de puissance correspondantes aux 
agents.
Séparation des problèmes
En particulier, tous les contrôleurs de 
réseau sont identiques et il y a un seul 
code à développer pour tous les réseaux 
électriques, quelles que soient leur taille 
et leur spécificité. De plus, ce code est 
petit et peut être validé par des méthodes 
de développement rigoureuses. Seuls les 
agents, tels que l’agent de batterie par 
exemple, doivent être spécifiques à la 
nature du système qu’ils représentent. 
Mais, en contrepartie, ils eﬀectuent des 
fonctions plus simples.
La fiabilité est, quant à elle, assurée 
par une méthode combinant duplication 
matérielle et triplication logicielle à base 
de machines virtuelles pour se prémunir 
contre les erreurs logicielles.
Composabilité
La composabilité constitue la 
deuxième caractéristique essentielle de 
Commelec : le contrôleur de réseau GA1 
de la figure 3, qui contrôle par exemple 
un bâtiment de l’EPFL, est lui-même 
contrôlé par un contrôleur de réseau de 
niveau supérieur, par exemple le contrô-
leur du campus de l’EPFL. Dans cette 
interaction, le contrôleur GA1 et tout le 
réseau du bâtiment qu’il contrôle appa-
raissent comme une seule ressource, en 
quelque sorte une batterie d’un type un 
peu spécial. Le contrôleur de campus ne 
voit ainsi qu’un petit nombre de sys-
tèmes, ce qui lui permet de rester simple 
et petit (et donc fiable). Cette propriété 
de composabilité peut être répétée à plu-
sieurs niveaux et il est ainsi possible de 
gérer facilement des systèmes de toute 
taille.
Cette propriété a un autre eﬀet posi-
tif : elle permet de réaliser simplement le 
concept tant désiré d’« usine électrique 
virtuelle » (Virtual Power Plant ou VPP). 
En eﬀet, le contrôleur de campus peut 
envoyer une consigne de puissance au 
contrôleur de bâtiment GA1, par 
exemple en lui demandant de réduire sa 
consommation de x  kW. Le contrôleur 
GA1 incorporera cette consigne dans sa 
fonction d’optimisation et, en fonction 
de l’état des systèmes qu’il contrôle, 
essaiera de s’approcher de la consigne. 
La réduction sera par exemple possible 
si le chauﬀage des bâtiments peut être 
retardé de quelques instants ou si une 
batterie dispose d’une charge suﬃsante. 
Le bâtiment peut donc apparaître 
comme une ressource électrique contrô-
lable ; par composabilité, le campus tout 
entier l’est aussi. Dans les cas extrêmes, 
le logiciel permet d’automatiser la 
manœuvre d’îlotage, c’est-à-dire la 
déconnexion/reconnexion au réseau. À 
terme, c’est une ville ou une portion de 
pays tout entière qui peut oﬀrir de la 
flexibilité au réseau électrique – une 
avancée essentielle pour permettre une 
forte pénétration des énergies renouve-
lables.
L’interface de programmation 
Commelec
En pratique, le déploiement de 
Commelec demande que certaines res-
sources critiques, telles que le chauﬀage 
d’un bâtiment ou une batterie, répondent 
aux consignes d’un contrôleur de réseau 
électrique. Les développeurs de systèmes 
de gestion de bâtiments ou de voitures 
électriques n’ont cependant pas besoin 
de connaître les détails de Commelec : 
grâce à son interface de programmation 
(API), librement disponible [8], ils 
peuvent s’interfacer simplement avec le 
système de contrôle de réseau électrique 
(figure  5). En quelque sorte, l’API de 
Commelec fournit le « système d’exploi-
tation » d’un réseau électrique actif.
Mise en œuvre
Le système de contrôle Commelec est 
développé sur le réseau électrique expé-
rimental du Laboratoire des systèmes 
électriques distribués (Distributed electri-
cal systems laboratory ou DESL) de 
l’EPFL. Dans une première étape, celui-
ci reproduit un « benchmark » Cigré 1) de 
réseau de distribution électrique basse 
tension. Il incorpore (figure 6) :
 ■ 40  kW de panneaux solaires ;
 ■ une batterie Li-titanate Leclanché de 
25  kW et 25  kWh ;
 ■ des supercondensateurs de 75  kW et 
2  kWh ;
 ■ une pile à combustible de 15  kW et un 
hydrolyseur de 6  kW connectés à un sys-
tème de stockage d’hydrogène et oxygène 
pressurisés à 30  bars avec une capacité 
de 2,5  MWh ;
 ■ une pompe à chaleur ;
C
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Figure 4 La fonc-
tion de coût virtuel 
pour la puissance 
active, utilisée par 
l’agent de batterie en 
fonction de son état 
de charge (« State of 
Charge », SoC).
Figure 5 L’interface de programmation (API) de Commelec permet de connecter simplement un 
système de gestion de bâtiment, de batterie ou de station de recharge de véhicules électriques ; tous 
ces systèmes peuvent alors apporter leur contribution active à la gestion des réseaux électriques.
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bâtiment 
intelligent
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API Commelec
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7. CONCLUSION  
The formidable challenges posed by strong penetration of 
decentralized production and large multi-slot EV charging 
stations can be solved by a combination of the following 
activities: advance planning, real-time monitoring, and real-time 
operation of electric grids. In our two laboratories, we are 
working on each of these directions of activities. We have 
already built a set of technologies that can help integrating large 
volatile distributed renewable energy sources (solar, wind) and 
loads (multi-slot EV charging stations). We continue working in 
these research directions and now actively trying to make a 
positive impact by bringing our research work to the industry. 
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