This paper proposes a novel symbol-level combining hybrid automatic repeat request (HARQ) scheme based on analog chaotic code and named HARQ-Chaotic. The transmitter of HARQ-Chaotic adopts analog chaotic code to encode Quadrature Amplitude Modulation (QAM) symbols of retransmission packets to combat fading and noise. As the analog chaotic code can only handle sources with amplitudes in the range of [-0.5, 0.5], QAM symbols must be scaled into this range. We derived the optimal scaling factor through theoretical analysis. A joint algorithm combining with novel soft chaotic decoder and novel soft QAM demapper is proposed for the receiver to enhance the performance of the whole communication system. We implemented HARQ-Chaotic with LDPC codes and 16-QAM/64-QAM to carry out simulations in both AWGN channels and multipath fading channels. Massive simulation results demonstrate that the proposed HARQ-Chaotic has 1 − 4 gain over traditional HARQ-Chase combining (HARQ-CC) scheme in block error rate (BLER) performance.
Introduction
As wireless channel is time varying and subject to fading, additive noise, and interference [1] , hybrid automatic repeat request (HARQ) techniques that combine both forwarderror-correcting (FEC) codes and ARQ are often adopted to improve spectrum efficiency and transmission reliability. Now HARQ has been widely used by many wireless communication systems and standards, such as 3GPP longterm evolution (LTE) [2] , IEEE 802.16e WiMAX [3] [4] [5] , IEEE 802.11 wireless local-area networks (WLANs) [6] , etc. There are mainly two types of HARQ, which are HARQ-Chase combining (HARQ-CC) [7] and HARQ incremental redundancy (HARQ-IR) [8] . In HARQ-CC system, the transmitter sends the same source packet repeatedly in retransmission rounds; then the receiver combines retransmission packets in symbol-level according to maximal-ratio combining (MRC) to carry out demodulation and FEC decoding. In HARQ-IR system, the transmitter varies the FEC coding rate and modulation constellation in retransmission packets, which are redundancy bits punctured out from the original transmission packet. The receiver of HARQ-IR combines retransmission packets in bit-level. Previous literatures show that the performance of HARQ-IR is better than HARQ-CC, but the communication system of HARQ-IR is much more complicated [9] , so HARQ-CC is more widely used in many wireless communication systems.
As we know the channel fading and noise affect QAM symbols directly, while the FEC coding of HARQ-CC combat fading and noise is indirectly in bit-level. So an intuitive question is whether these QAM symbols can be protected directly in symbol-level. In view of this question, this paper proposes a novel symbol-level HARQ scheme based on analog chaotic code and named HARQ-Chaotic. Many literatures indicate that analog chaotic code has better performance than linear analog codes, especially in the middle and high channel SNR [10] [11] [12] [13] . However, previous studies on analog chaotic code only focus on analog-valued sources. This paper extends it to digital-valued sources: the proposed HARQ-Chaotic uses analog chaotic code to encode digital QAM modulation Traditional analog chaotic decoding algorithms work in the way of hard decision, which discard the probability information of the decoding value. If these traditional decoding algorithms are applied to the proposed HARQ-Chaotic system directly, the lost probabilities will reduce the overall system performance. To solve this problem, we propose a soft joint algorithm combining with a novel soft chaotic decoder and a novel soft QAM demapper. The soft chaotic decoder does not make any hard decision but outputs all of the potential decoding values and their corresponding probabilities to the subsequent soft QAM demapper, which outputs log likelihood ratio (LLR) to FEC decoder to recover source bits.
The analog chaotic code can only handle real-valued sources with amplitudes in the range of [-0.5, 0.5]; QAM symbols must be scaled into this range before encoding. How to choose the optimal scaling factor is a trade-off problem. We propose a theoretical method to find the optimal scaling factor by minimizing the noise power of the decoding value after soft chaotic decoder and inverse scaling.
Main contributions of this paper are as follows.
(1) We propose a novel symbol-level HARQ scheme based on analog chaotic code named HARQ-Chaotic, which can protect QAM symbols of retransmission packets to combat fading and noise directly.
(2) We propose a soft joint algorithm combining with a novel soft chaotic decoder and a novel soft QAM demapper, which can improve the performance of the whole communication system greatly.
(3) Through theoretical analysis, we derived the optimal scaling factor to scale QAM symbols into the range of amplitudes that the analog chaotic code can handle.
The organization of the rest of this paper is as follows. Section 2 discusses related works of analog chaotic code and combining schemes of HARQ. Section 3 presents the system model of HARQ-Chaotic. Section 4 describes the detailed design of HARQ-Chaotic, which includes 3 parts. Section 4.1 introduces the analog chaotic encoder and analyses shortcomings of traditional hard decision decoding algorithms. Section 4.2 describes the proposed soft joint algorithm of soft chaotic decoder and soft QAM demapper. Section 4.3 derives the optimal scaling factor through theoretical analysis. We implement HARQ-Chaotic with LDPC code and 16-QAM/64-QAM modulation to carry out simulations in Section 5. Simulation results of HARQ-Chaotic and HARQ-CC are evaluated and compared under AWGN channels and multipath fading channels. Section VI is the conclusion of this paper.
Related Works

Analog Chaotic Code in Wireless Communication Systems.
Due to the significant advantage of wideband characteristics provided by chaotic nonlinear signals, a large number of chaos-based communication systems have been proposed exploiting the properties of chaotic waveforms [14] , especially in the areas of secure communications [15] [16] [17] and spreadspectrum modulation [18] [19] [20] .
Analog chaotic code is an important application of chaotic signals in wireless communication systems, which is first proposed by Chen and Wornell [12] . The encoder of analog chaotic code treats a single time-discrete, realvalued source symbol as the initial state, and then uses nonlinear chaotic function to generate subsequent states iteratively. As we know, a chaotic system has the butterfly effect phenomenon: two initial states that have very little difference can be totally different in subsequent states. Since the butterfly effect has the same function as the distance expansion in digital coding, therefore, the analog chaotic code uses the initial and subsequent states as codewords to protect the source symbol.
Early research on analog chaotic code focused on efficient decoding algorithms to estimate source symbols from additive white Gaussian noise (AWGN) channel, such as the Maximum-Likelihood (ML) decoder [21] , the ExpectationMaximization (EM) algorithm [22] , the Bayesian estimation [23, 24] , etc.
Recently, some new encoding methods based on analog chaotic code have been proposed. For example, Jing Li proposed Chaotic Analog Turbo (CAT) code [25] [26] [27] , which works like traditional Turbo codes to explore two parallel but direction-reversed chaotic codeword sequence to strengthen the protection of source symbol. Reference [28] proposed a novel analog chaotic code and applies it to pseudo-analog video wireless communications. Reference [29] proposed a novel hybrid digital-analog code based on analog chaotic code and rateless Spinal code [30] , which greatly improves the MSE performance compared with previous pure analog chaotic codes. However, the above papers only apply analog chaotic code to analog (or pseudo-analog) communications systems; this paper extends it to digital communications systems.
Combining Schemes of HARQ.
The combining scheme is very important for the performance of a HARQ system. The proposed soft joint algorithm of this paper is essentially a novel symbol-level combining scheme. We investigated a variety of existing symbol-level combining schemes here. Reference [31] uses a constellation rearrangement with symbol combining to enhance the HARQ performance. The receiver at first combines QAM symbols before demodulation and then demodulates combined symbols with new constellation. Reference [32] investigated three types of combining scheme of HARQ, which are the distance-level combining scheme (DLC), the maximal-ratio combining scheme (MRC), and the bit-level combining scheme (BLC). Simulation results demonstrated that MRC and DLC have the same performance, which are better than BLC. Reference [33] proposed a concatenation-assisted symbol-level combining (CASLC) scheme of HARQ-CC for MIMO systems based on QR decomposition. CASLC scheme has the same performance as MRC scheme but only requires very small memory size. Reference [34] investigated the performance of symbollevel combining (SLC) and BLC schemes of HARQ-CC and gave a conclusion that SLC outperforms BLC in the entire SNR region and can even achieve a better throughput than HARQ-IR at the high SNR region. Figure 1 shows the diagram of the proposed wireless communication system. We use adaptive modulation and coding (AMC) [35, 36] to adapt the time-varying channel condition and use the proposed HARQ-Chaotic scheme to enhance the transmission reliability. In AMC scheme, the transmitter chooses the most appropriate PHY mode to match the estimated channel state information (CSI). There are 8 PHY modes with different modulation constellations and FEC coding rates that can be selected by the AMC of IEEE 802.11n, which are listed in Table 1 . The IEEE 802.11n standard has two models for FEC codes, which are interleaved convolutional codes (the mandatory model) and low density parity check (LDPC) codes (the optional model). Due to the good performance and wide application of LDPC, we choose it as the FEC codes in this paper. As we know the higher the modulation constellation that is used, the shorter the expected transmission time will be, but the less likely the delivery will succeed within the frame retry limit [37] , so HARQ scheme is often adopted in the case of high order modulation. For this reason, this paper only considers two high order modulation constellations of 16-QAM and 64-QAM, that is, mode 4 to mode 8 of Table 1 . As too many retransmissions can cause long system delay and low spectrum efficiency, many realistic wireless communication systems adopt limited number of retransmission rounds, which is called truncated HARQ (THARQ). In this paper, we only consider the number of retransmission rounds to be 2 and 3.
System Model and Preliminaries
Orthogonal frequency division multiplexing (OFDM) divides the whole available bandwidth into multiple orthogonal subcarriers, which is well suited to broadband systems in frequency selective fading environments. For this reason, OFDM is adopted in our system. There are total of 52 subcarriers: 48 of them carry actual QAM modulation symbols and the rest 4 subcarriers carry pilots which are used for phase tracking and channel estimation. The realization of OFDM is 
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Inverse Fast Fourier Transformation (IFFT) at the transmitter and Fast Fourier Transformation (FFT) at the receiver. The entire data flow is described as follows. The Cyclic Redundancy Check (CRC) module generates CRC check bits and added them at the tail of the source bits packet. FEC encoder and QAM mapper work as the traditional way to encode and modulate source bits into QAM symbols. Then analog chaotic encoder encodes each plane (I or Q plane) of scaled QAM symbols to real-valued chaotic codewords.
(the analog chaotic code in this paper can be regarded as a kind of systematic rateless codes, which can generate infinite number of codewords.) Two real-valued chaotic codewords corresponding to a QAM symbol are combined into one complex-valued chaotic codeword. Suppose a scaled QAM symbol is + ⋅ , the coding rate of analog chaotic code is IFFT transforms these chaotic retransmission packets from frequency domain to time domain and outputs them to the wireless channel. After sending a packet, the transmitter waits for the feedback (ACK/NAK) from the receiver. When the receiver receives a packet, it transforms the packet from time domain to frequency domain using FFT at first and then tries to recover it. The recovery process includes channel compensation, soft chaotic decoding, inverse scaling, soft QAM demapping, and FEC decoding. If the packet is successfully recovered (CRC checking is correct), the receiver sends a HARQ ACK signal to the transmitter; otherwise a HARQ NAK signal is sent.
The recovery process at the receiver is divided into two cases according to whether the packet is an original transmission packet or a retransmission HARQ-Chaotic packet. Case 1: the packet is an original transmission packet. The QAM demapper and the FEC decoder work in the traditional way to process this packet in sequence. If the source bits cannot be decoded correctly, this packet is saved for the combining of next retransmission rounds. Case 2: the packet is a retransmission packet with analog chaotic encoding. The soft chaotic decoder combines all of the retransmission packets and the original transmission packet together to output all of the potential decoding values and their corresponding probabilities. Then the soft QAM demapper processes the inverse scaled decoding values and their corresponding probabilities to output LLRs to the FEC decoder. If the source bits cannot be decoded correctly, this packet is also saved for the combining of next retransmission rounds.
The Design of HARQ-Chaotic
The Analog Chaotic Encoder and the Analysis of Traditional Hard Decision Decoding Algorithms.
Chen et al. [12] first proposed analog chaotic code based on tent map function. Other papers inspired by [12] , such as [13, 25, 27, 29] , also use tent map function to design and analyze new analog chaotic codes. Due to the good performance and extensive use of tent map function, we also use it in this paper.
A rate 1/ analog chaotic code takes in a single source symbol ( ∈ , −0. 
where (.) is defined as 
The inverse ten map function −1 (.) is defined as 
where (.) and
(.) are defined as
(2) By differentiating the sum item of (6) with respect tõ [ | ] and letting the derivative equal to 0, we can get̃[ | ] and its sign as follows: [29] . Figure 3 illustrates the importance of these signs for the decoding mean square error (MSE) performance of analog chaotic code where the channel is AWGN and the coding rate is 1/3. As we can see, a very low decoding MSE can be obtained if the decoder knows all signs correctly. Even only one sign [0] is given, the decoding MSE can also be highly reduced. Unfortunately, these signs cannot be recovered efficiently in practical systems, and false signs will misjudge the interval of , thereby reducing the decoding performance of analog chaotic code, and then reduce the performance of the overall HARQ-Chaotic system. 
The Soft Joint Algorithm of Soft Chaotic
As this paper only considers 2 and 3 retransmission rounds that means = 2, 3. When = 2, the above equation can be rewritten as 
Applying these two decoding values to (11), we can get their corresponding probabilities, i.e., 1 
Similarly, we can get the 4 corresponding probabilities of 1 , 2 , 3 , and 4 when applying these 4 decoding values to (10) .
The soft chaotic decoder outputs all these possible decoding values of̃ [0] and their probabilities ( = 1, 2, . . . , ( − 1)
2 ), which will be processed by the soft QAM demapper.
The Novel Soft QAM Demapper.
We take the situation of 16-QAM modulation and 2 retransmission rounds as an example. Figure 4 shows the soft demapping process of the first bit of one 16-QAM symbol. The 16 black spots are constellation positions. We use { 1 , 2 , . . . , 16 } to denote the complex values of them. Since each plane (I or Q) of one QAM symbol has 2 potential real-valued decoding values, the soft chaotic decoder outputs 4 complex-valued potential decoding values (denoted by {̃1,̃2,̃3,̃4}) and their corresponding probabilities (denoted by { 1 , 2 , 3 , 4 }, respectively), which are represented by squares in Figure 4 . Meanwhile, we use { 1 , 2 , 3 , 4 } ( = 1, 2, . . . , 16) to denote probabilities of sending the th constellation point and receiving̃1,̃2,̃3,̃4 at the receiver, respectively. The 8 black spots on the right side indicate that the first bit is 1. In contrast, the 8 black spots on the left side indicate that the first bit is 0. We use 1 1 and 1 0 to denote probabilities of the first bit equal to 1 and 0, respectively. The calculation of 1 1 is as follows:
As we can see, 1 1 consists of 4 items added together. Each item represents one of the complex-valued decoding values output from the soft chaotic decoder. Let us take the first item as an example to illustrate. ∑
=1
1 denotes the sum of 8 probabilities that the transmitter sends the 8 constellation points on the right side of Figure 4 and the receiver receives̃1. Each transmitted constellation point and the received̃1 are connected with a solid line in Figure 4 . The noise power additional to {̃1,̃2,̃3,̃4} is denoted by { 1 , 2 , 3 , 4 }, respectively, which can be obtained through pilots.
Similarly, we can write 1 0 as follows: 
The LLR of the first bit can be obtained as
The LLRs of other 3 bits of one 16-QAM symbol can be calculated in a similar method.
The Optimal Scaling
Factor. In order to derive the optimal scaling factor, we consider a simple communication system shown as Figure 5 . The wireless channel is AWGN. Sources to be transmitted are one plane (I or Q) of 16-QAM/64-QAM symbols. We set the 4 unique amplitudes of one plane of 16-QAM symbols to be {−3, −1, 1, 3} and the 8 unique amplitudes of one plane of 64-QAM symbols to be {−7, −5, −3, −1, 1, 3, 5, 7}. As mentioned before, we have to scale these amplitudes into the range of [−0.5, 0.5] before analog chaotic encoding. It is very clear that any scaling factor larger than 6/14 can scale {−3, −1, 1, 3}/{−7, −5, −3, −1, 1, 3, 5, 7} into this range. But how to choose the most appropriate scaling factor is a tradeoff problem. As mentioned before, the soft chaotic decoder outputs all potential decoding values, where, only one value locates in the correct interval. Our solution is to find the scaling factor that minimizes the noise power of the decoding value in the correct interval after soft chaotic decoder and inverse scaling.
We take the situation of 2 retransmission rounds (the coding rate of analog chaotic code is 1/2, and one plane of QAM symbol generates 2 chaotic codewords.) and 16-QAM modulation as an example to carry out the following analysis. Table 2 lists notations that will be used. Suppose there are 16 QAM symbols that need to be transmitted; each symbol is a unique position of the 16-QAM constellation. After scaling, the 4 unique amplitudes of each plane are {−3/ , −1/ , 1/ , 3/ }. After chaotic encoding, we get 4 pairs of unique real-valued chaotic codewords (totally 8 real-valued chaotic codewords) of one plane, which are {−3/ , −6/ + 1/2}, {−1/ , −2/ + 1/2}, {1/ , −2/ + 1/2}, {3/ , −6/ + 1/2}. The average power of these 8 real-valued chaotic codewords is
Suppose is an arbitrary value of {−3, −1, 1, 3}. After scaling and analog chaotic encoding, the transmitter sends real-valued chaotic codewords of { [0], [1] , . . . , [ −1]} to the AWGN channel. Then the receiver gets them with noise as
where the average power of [ ] and are and , respectively.
After soft chaotic decoder, the decoding value in the correct interval is = + (19) Lemma 1. After soft analog chaotic decoding, the average power of noise is reduced to be
and the proof is shown in the appendix.
After inverse scaling, the receiver gets output in the correct interval as The average power of noise is
In order to get the minimum value of , we differentiate the above equation respective to and let the derivative equal to 0. Then we get the optimal scaling factor, that is, = 8. Similarly, we give other optimal scaling factors directly as follows. In the condition of 3 retransmission rounds of 16-QAM modulation, the optimal scaling factor is also 8. In the condition of 2 and 3 retransmission rounds of 64-QAM modulation, both of the optimal scaling factors are 16.
Performance Evaluation
We evaluated the block error rate (BLER) performance of the proposed HARQ-Chaotic scheme and the traditional HARQ-CC scheme over AWGN channel and IEEE 802.11 fading channel model A. The latter channel is a typical office environment for the Non-Line-of-Sight (NLOS) multiple paths scenario; the detailed specifications can be found in [38, 39] . The multipath has ten taps, the the root-meansquare (rms) delay spread is set to 90 ns. As mentioned before we consider 2 and 3 retransmission rounds for mode 4 to mode 8 of IEEE 802.11n PHY, that is, coding rates of 1/2, 3/4 for 16-QAM and coding rate of 2/3, 3/4, 5/6 for 64-QAM. The number of LDPC coded bits of one packet is set to be 900 for 16-QAM and 1200 for 64-QAM. For every integer SNR, the transmitter sends 8000 data packets. The the traditional hard decision chaotic decoder (indicated by "HARQ-Chaotic (hard)"), (2) HARQ-Chaotic scheme based on the proposed soft joint algorithm (indicated by "HARQChaotic (soft)") and (3) the traditional HARQ-CC scheme (indicated by "HARQ-CC"). As we can see, "HARQ-Chaotic (Soft)" has a huge gain compared with "HARQ-Chaotic (Hard)", which proves the effectiveness of the proposed soft joint algorithm. From Figures 6-9 we can also see that regardless of what kind of scenarios, the proposed HARQChaotic scheme can always have 1−2 gain comparing with traditional HARQ-CC scheme. Figures 10-13 show the BLER performance comparison in 64-QAM modulation. We can see that when the coding rate is 5/6, the gain is about 2 . When the coding rate is 2/3 and 3/4, the gain can be as large as 3 . The above massive simulation results under different scenarios (different LDPC coding rate, different modulation constellations, different retransmission rounds, and different wireless channels) demonstrate that the proposed HARQChaotic scheme has a stable performance gain comparing with HARQ-CC scheme. The gain comes from the following factors. HARQ-CC is equivalent to using repeated linear code to protect QAM symbols, while HARQ-Chaotic uses nonlinear chaotic code. A large number of previous studies [10] [11] [12] [13] have shown that analog chaotic code can bring obvious gain compared with linear codes in many scenarios, especially for analog-valued source. When the sources of analog chaotic code are digital QAM symbols, the traditional hard decision chaotic decoding algorithm does not work very well. However, the proposed soft joint algorithm can solve this problem perfectly, which makes the analog chaotic code very suitable for QAM symbols.
Conclusion
This paper proposes a novel symbol-level HARQ scheme, HARQ-Chaotic based on analog chaotic code. In the past research works, the analog chaotic decoding algorithm is all hard decision, which discards the probability information of the decoding output. The lost probabilities will reduce the performance of the HARQ-Chaotic communication system. We proposed a soft joint algorithm combining with a novel soft chaotic decoder and a novel soft QAM demapper to solve this problem. An optimal scaling factor is derived to scale QAM symbols into the amplitude range that analog chaotic code can handle. We implemented HARQ-Chaotic with mode 4 to mode 8 of IEEE 802.11n PHY and simulated the BLER performance over AWGN channels and multipath fading channels. Massive simulation results demonstrate that HARQ-Chaotic has about 1 − 4 gain comparing with traditional HARQ-CC.
Appendix
Suppose the source symbol vector is → , and is an arbitrary symbol of this vector. After analog chaotic encoding with coding rate of 1/2, we get codewords of { 
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