A generally anisotropic elasticity tensor can be related to its closest counterparts in various symmetry classes. We refer to these counterparts as effective tensors in these classes. In finding effective tensors, we do not assume a priori orientations of their symmetry planes and axes. Knowledge of orientations of Hookean solids allows us to infer properties of materials represented by these solids. Obtaining orientations and parameter values of effective tensors is a highly nonlinear process involving finding absolute minima for orthogonal projections under all three-dimensional rotations. Given the standard deviations of the components of a generally anisotropic tensor, we examine the influence of measurement errors on the properties of effective tensors. We use a global optimization method to generate thousands of realizations of a generally anisotropic tensor, subject to errors. Using this optimization, we perform a Monte Carlo analysis of distances between that tensor and its counterparts in different symmetry classes, as well as of their orientations and elasticity parameters.
INTRODUCTION
The purpose of this paper is to examine a generally anisotropic elasticity tensor, expressed in terms of twenty-one elasticity parameters and obtained from vertical seismic profiling (VSP) measurements, to infer properties of materials represented by this tensor. Beginning with a generally anisotropic tensor, we are able to infer these properties by relating this tensor to its closest counterparts in the sense of Frobenius norm, as defined by Gazis et al. (1963) , in all material symmetries of Hookean solids, as shown by Danek et al. (2013) . Herein, we focus our attention on examining symmetries used in seismology: monoclinic, orthotropic, transversely isotropic, and isotropic tensors. Following the definition and nomenclature of Kochetov and Slawinski (2009a, b) , we refer to these counterparts as effective tensors of these symmetry classes. Note that we use generally anisotropic and orthotropic, not triclinic, and orthorhombic crystals, respectively. The latter terms are associated with lattice symmetries of crystals, while in seismology we deal with continua and their symmetries, which are symmetries of the elasticity tensor. In such a case, orthotropic refers to three mutually orthogonal symmetry planes.
Consideration of a generally anisotropic tensor allows us to examine effective tensors belonging to distinct symmetry classes without a bias of prior assumptions. In other words, the choice of the symmetry class model is guided by the data from which the generally anisotropic tensor is derived.
Obtaining these orientations and parameter values is a mathematically involved process. Explicit underpinnings of the methodology used in this paper are presented by Danek et al. (2013) , and the reader is referred to that publication and references therein. Herein, we provide an overview to render the present paper self-contained.
To infer information about materials examined through VSP measurements, we consider relationships between the obtained tensor and its symmetric counterparts. Such a tensor was obtained by Dewangan and Grechka (2003) from multi-component and multi-azimuth walkaway VSP data, and such relationships are considered in terms of distance between tensors, as proposed by Gazis et al. (1963) . The concept of such a distance is discussed by several researchers, including Norris (2006 ), Bȩna (2009 ), and Kochetov and Slawinski (2009a . The present work, which is formulated in the context of a computationally efficient global optimization, allows us to obtain thousands of solutions within a few hours on a multi-core CPU computer. Hence, we can infer properties of materials, together with reliability of such inferences, by examining distributions, illustrated by histograms, of the elasticity parameters of effective tensors and distributions of orientations of these tensors. A computationally efficient scheme is crucial for generating such distributions.
As discussed by Kochetov and Slawinski (2009a) , the distance between a generally anisotropic tensor and its counterpart belonging to a given symmetry class is obtained by finding the orientation that minimizes the distance. Performing a search under all orientations leads to a highly nonlinear optimization problem, which commonly exhibits many local minima. In the past, local-optimization methods have been used, which must be restricted to the vicinity of the global minimum to avoid convergence to a local one. A restriction based on visual examination of distance plots was proposed by Kochetov and Slawinski (2009a, b) . Such an examination, however, is practically impossible if we wish to perturb the generally anisotropic tensor thousands of times to consider the effect of errors on the distribution of values that describe properties of effective tensors. Herein, we address this problem by applying a global optimization. Using this method, we can find effective tensors by a Monte Carlo (MC) method (see, e.g., Tarantola 2005) , and determine distributions of their orientations and of their elasticity parameters. These distributions arise from errors in which the original tensor is given. That is, our inversion consists of distributions of values that describe properties and orientations of effective tensors. These distributions, which are akin to error bars, allow us to gain an insight into the reliability of a given effective tensor in representing the generally anisotropic one. This paper has a following layout. First, we review the concept of the effective elasticity tensor and describe the global optimization used in its search. Then, using this optimization, we examine the generally anisotropic tensor obtained by Dewangan and Grechka (2003) and discussed also in Chapter 9 of Tsvankin and Grechka (2011) . Next we analyze the sensitivity of the solution to perturbation of elasticity tensor C using MC technique. This way we can evaluate the reliability of the solutions.
EFFECTIVE ELASTICITY TENSOR
For a fixed coordinate system, we can relate a general elasticity tensor, c, to its counterpart, c sym , which belongs to a particular symmetry class. Tensor c sym is the orthogonal projection of c, in the sense of the Frobenius inner product (which is the sum of products of the corresponding components, a ijkl b ijkl ), onto the linear space containing all tensors of that symmetry class, as described by Gazis et al. (1963) .
The distance-squared between c and c sym is: 
The second equality is a consequence of the orthogonality of c and c sym . Components of tensor c sym , and, hence, the value of distance obtained from Eq. 1, depend on the orientation of the coordinate system. To determine the effective tensor without assuming an a priori orientation, we must minimize d sym in Eq. 1 with respect to orientations; in other words, we have to perform the minimization of d sym under all rotations. To find the solution of this high dimensional minimization problem, taking into account an existence of multiple local minima, we formulate a metaheuristic global approach. In this approach, no prior knowledge about a solution is required. The only requirement is that -given two arbitrary points within that space -a candidate for a solution can be chosen based on the difference of value of target function. The manner in which candidates are selected depends on the choice of algorithm. As a search strategy, we choose particle swarm optimization (PSO) because of its simplicity and speed of computation. This search strategy was formulated by Kennedy and Eberhart (1995) and used by Danek et al. (2013) to find the closest tensor of a given symmetry class. Furthermore -unlike other metaheuristics, say, genetic algorithms or simulated annealing -PSO does not require algorithm-parameter tuning (see Donelli et al. 2006) . PSO is the stochastic technique that simulates social behavior of animals searching for food, as exemplified by a swarm of fish, insects, etc. In the present case, each particle represents a set of quaternion parameters in a four-dimensional solution space. We choose this representation because quaternions are particularly convenient for describing three-dimensional rotations (see, e.g., Stillwell 2008) . In particular, they are computationally more convenient than the Euler angles. During the optimization process, each particle is "aware" of three positions: its current position, x i , its best individual position, p i , and the best position of the entire swarm, p g . Best positions are points in the solution space for which a target function exhibits the lowest value obtained in all previous iterations.
The amplitude of a jump from the previous to the current position is defined by parameter v i , called velocity; its value depends on the difference between the best position of an individual particle and the best position found so far by all particles. The canonical PSO formula is (Clerc and Kennedy 2002) 1 2 2 1 2 0, 0
.
where U represents uniform distribution and is a component wise multiplication. Commonly, ĭ, which is the sum of weights of a personal and swarm information, ĭ 1 and ĭ 2 , respectively, is usually set to 4.1, which means that a constant velocity multiplier, Ȥ, is approximately 0.73 and U is a random number between 0 and approximately 1.5, if both weights are equal. This scheme guarantees convergences without particle velocity limitations. The flowchart of the algorithm is presented in Fig. 1 . Since the elasticity tensor possesses index symmetries, c ijkl = c jikl = c klij (see, e.g., Slawinski 2010), we can write its components as entries of a symmetric 6 × 6 matrix. Hence, Hooke's law,
can be written in a manner that allows us for a convenient display of elasticity parameters, namely, Fig. 1 . Flowchart describing the particle-swarm-optimization algorithm:
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which we refer to as the Kelvin notation, we shall denote the elasticity tensor by C. Tensor C, which includes factors of 2 or 2 in its entries, allows us to keep the same norm for both the strain and stress tensors, and as a consequence allows us to conveniently examine rotations associated with symmetry classes (see, e.g., Chapman 2004). Also, unlike the so-called Voigt notation, Eq. 4 is a vector equation. Using the Kelvin notation, we can write the squared distance between c and c sym as
which is equivalent to Eq. 1.
NUMERICAL STUDY
The crux for obtaining effective tensors by realizations of a generally anisotropic tensor perturbed by errors relies on the aforementioned global optimization. We apply this method to the tensor obtained from VSP measurements by Dewangan and Grechka (2003) 
The components of this generally anisotropic tensor are the densityscaled elasticity parameters; their units are km 2 /s 2 . Entries of matrix 6 were obtained with the following standard deviations: 
Unlike matrixes 6 and 7 does not consist of components of a tensor; it does not satisfy the conditions of tensorial transformations. Thus, S is fixed in the coordinate system in which components 6 are expressed; it can be used as a measure of errors in that system only.
In writing Eqs. 6 and 7, we do not imply that the number of decimal points corresponds to the number of significant digits. We use more decimals to examine numerical stability and to compare accurately our results with those of Kochetov and Slawinski (2009a, b) .
To examine the influence of errors, we generate thousands of realizations of tensor 6 with random perturbations whose standard deviations are given in matrix 7. For each realization, using the PSO method, we obtain the effective orthotropic tensor, whose natural orientation is illustrated in Fig. 2 , and Fig. 2 . Four clusters of the effective orthotropic tensors: each black dot is the orientation of the effective tensor corresponding to a realization of tensor 6 subject to errors 7; gray points are projections of black points. The vertex of black lines is the orientation of tensor 8, which results from tensor 6, without errors, and is the closest to the original coordinate system. The axes denote the three Euler angles. Each cluster corresponds to an equally valid natural coordinate system; their slightly different appearances are a result of random perturbation. whose axes are the three Euler angles: the azimuth, defined by rotation about the x 3 -axis, the tilt, by rotation about the x 1 -axis, and the bank, by rotation about the new x 3 -axis. Values of these angles are obtained from the quaternions used in the PSO. This figure contains four clusters, which correspond to orientations of natural coordinate systems of orthotropic tensors. Orientations of these systems differ in bank by ʌ/2 or its multiple. None of these systems has a privileged status; our choice is a matter of convenience.
EFFECTIVE TENSOR

Choosing effective tensor
Since a symmetry class has more than one natural coordinate system -each associated with an aforementioned cluster -for our examinations, we choose systems that are closest to the one in which components (Eq. 6) are expressed. Following the global optimization, components of the effective orthotropic tensor -derived from tensor 6 without errors 7 -in the closest natural coordinate system are 
and the azimuth, tilt, and bank are í2.4°, 2.6°, and 19.3°, respectively. Note the similarity (expected) between tensors 8 and 6. Also to ensure consistency, note that expression 25 in Kochetov and Slawinski (2009a) and expression 25 in Danek et al. (2013) describe the same effective tensor but stated in a natural coordinate system that, relative to expression 8, is rotated by ʌ/2 about the new x 3 -axis. According to the work of Dewangan and Grechka (2003) and Kochetov and Slawinski (2009a) , tensor 6 can be represented by its counterpart exhibiting orthotropic symmetry. Let us use our method to examine whether or not a lesser or greater symmetry is a good representation of tensor 6 subject to errors 7.
Using the aforementioned global optimization, we obtain the distribution of shortest distances of tensor 6 to effective tensors of monoclinic, orthotropic, transversely isotropic, and isotropic symmetries. We compare these distributions to the distribution of the Frobenius norm of errors 7, which we obtain by generating random realizations of a zero tensor with these errors. This operation results in a distribution that is a square-root of the sum of thirty-six squares of independent random variables, M ij , having a normal dis-tribution with the zero mean and standard deviations given in matrix 7. Even though this distribution could be obtained analytically (see, e.g., Mathai and Provost 1992) , we use the same numerical method that we use to obtain the distributions of distances of tensor 6 to effective tensors.
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where X is a random variable and E denotes the expected value. In our case, E[X] = 0, so the expected value of the square of random variable is equal to its variance. Hence, the expected value of the norm of matrix 9 is
which is the norm of matrix 7, namely, 0.7844. This value is in agreement with the value obtained numerically: 0.7747, which corresponds to the location of the apex of the black line in Fig. 3 . Fig. 3 . Density distributions: the black line represents density of the norm of matrix 9, whose mean value -by expression 11 -is equal to the norm of matrix 7. Proceeding from left to right, gray lines represent densities of distance distributions for monoclinic, orthotropic, transversely isotropic, and isotropic symmetries, respectively.
In Figure 3 , the distribution of errors 7 overlaps not only with the distribution of distances to the orthotropic symmetry but also to the monoclinic and transversely isotropic symmetries. As suggested by Kochetov and Slawinski (2009b) , we view the overlap between the distribution of the distance from tensor 6 with its symmetric counterpart and with the distribution of the Frobenius norm of errors 7 as an indication that a symmetric tensor might represent tensor 6. Hence, the following question arises: could we choose a tensor of monoclinic or transversely isotropic symmetry to represent tensor 6?
To address this question, we note that the natural-coordinate expressions of the orthotropic, and higher, symmetries require c 1112 = c 2212 = c 3313 = 0 (see, e.g., Slawinski 2010) . For examination of this issue, we generate thousands of realizations of tensor 6 subject to errors 7, and express them in the orientations of their closest monoclinic counterparts. Since (0, 0, 0) is in the center of the obtained cluster shown in Fig. 4 , we conclude that tensor 6 with errors 7 appears to be more symmetric than monoclinic.
Also, the natural-coordinate expressions of transverse isotropy require c 1111 = c 2222 , c 1133 = c 2233 , and c 2323 = c 1313 . To examine this issue, we generate thousands of realizations and express them in the orientations of their closest transversely isotropic counterparts. Examining the left panels in Fig. 4 . Selected entries of realizations of tensor 6 subject to errors 7 in coordinate systems whose orientations correspond to the closest monoclinic tensors. Note thatwith no constraints applied -the values of c 1112 , c 2212 , and c 3313 are scattered around zeros, which are highlighted by solid lines. From this pattern we infer that tensor 6 can be represented by an effective tensor whose symmetry is higher than monoclinic. Fig. 5 . Selected entries of realizations of tensor 6 subject to errors 7 expressed in coordinate systems whose orientations correspond to the closest transversely isotropic tensors, and their marginal distributions. For picture clarity, only 1000 points are shown on the left panel. Fig. 5 , we observe that obtained clusters are crossed by dashed lines showing these equalities; however, from examination of the right panel, we see that two-dimensional marginal distributions show that areas of the highest density are away from these equalities. We conclude that tensor 6 with errors 7 exhibits a lesser symmetry than transverse isotropy.
Thus, we choose the orthotropic symmetry to represent tensor 6.
Properties of chosen effective tensor
Having accepted that tensor 6 subject to errors 7 can be represented by an effective orthotropic tensor, let us examine its properties in the context of errors. These properties are the elasticity parameters, whose distributions are illustrated in Fig. 6 , and orientation, whose distribution is illustrated in Fig. 7 . Fig. 6 . Histograms of density-scaled elasticity parameters of the effective orthotropic tensors obtained from realizations of tensor 6, subject to errors 7, in natural coordinates whose orientations are illustrated in Fig. 7 . Solid lines correspond to the values for the error-free case.
Furthermore, from the properties of this tensor we can infer properties of materials examined by VSP measurements from which tensor 6 is obtained. The behavior of the histograms in Fig. 6 , including their unimodality and relatively confined widths, suggests that the orthotropic symmetry contains much information about tensor 6 subject to errors 7, which is consistent with the symmetry choice discussed above. Examining the azimuth and tilt displayed in Fig. 7 , we see that one of the symmetry planes of the effective orthotropic tensor is close to horizontal. The value of the bank indicates that the axes of the system in which tensor 6 is expressed are oblique to natural coordinates of the effective tensor. This information can be used to infer orientations of layers and fractures in a manner akin to those examined by Grechka and Kachanov (2006) . Fig. 7 . Histograms of the azimuth, tilt, bank (in degrees), and distance (in km 2 /s 2 ), from tensor 6 to effective orthotropic tensors obtained from realizations of tensor 6 subject to errors 7. The first three histograms are projections of the cluster in Fig. 2 whose bank is close to zero -to the three axes therein. Solid lines correspond to the values for the error-free case.
To gain an insight into the strength of anisotropy under consideration, following the formulation proposed by Tsvankin (1997) let us express the pertinent components of tensor 8 in terms of the seven parameters that are zero for the case of isotropy. Our results shown in Fig. 8 are consistent with those presented by Dewangan and Grechka (2003) and further elaborated by Tsvankin and Grechka (2011) , Section 7.13.
As shown in Fig. 8 , distributions of several among the aforementioned parameters contain zero. Nevertheless, absolute average values of į (1) and Ȗ
are close to 0.2, which suggests that anisotropy is not weak. Moreover, the shear-wave-splitting coefficient, (c 1313 í c 2323 )/(2c 2323 ), which is important in fracture detection, is about 0.12; again, it is similar to 0.1 obtained by Tsvankin and Grechka (2011) . This value is relatively large since, typically, the observed splitting coefficients are less than 0.05 (Tsvankin 2013, pers. comm.) .
Note that values of i in į (i) , İ
, and Ȗ (i) , in this figure, are interchanged with respect to values in Kochetov and Slawinski (2009b) because the coordinate systems differ by ʌ/2 about the new x 3 -axis. Similarly, the interchange in Dewangan and Grechka (2003) and Tsvankin and Grechka (2011) is a consequence of coordinate systems belonging to different clusters shown in 
CONCLUSIONS
The presented method allows us to infer from seismic measurements information about materials represented by a generally anisotropic tensor. This method extends the approach introduced by Kochetov and Slawinski (2009a) in two important ways.
First, as discussed by Danek et al. (2013) , it invokes a global optimization method, which allows us to directly consider tensors of all symmetry classes, regardless of their orientation being described by two or three Euler angles. We note that, as discussed by Kochetov and Slawinski (2009a, b) , constraining the local search to obtain absolute minima requires an examination that is possible only for tensors whose orientations are described by only two Euler angles; such tensors are either monoclinic or transversely isotropic.
Second, this direct approach allows us to perturb the values of the original tensor thousands of times to obtain estimates of its effective tensors in the presence of errors. Hence, by using the Monte-Carlo approach, we can estimate ranges of values for elasticity parameters and orientations of effective tensors for cases such as that represented by tensor 6 with errors 7.
Within the assumption of a normal distribution of errors, one could also examine the best fit in terms of likelihood by including errors in the distance function, as considered by Bȩna (2009). We use the same errors to perturb the original tensor and -while remaining within coordinate-invariant definition of distance -obtain distributions of solutions, within whose range we would find the effective tensor obtained by the approach of Bȩna (2009) .
In this study, we confirm and further quantify conclusions obtained originally by Dewangan and Grechka (2003) and examined also by Kochetov and Slawinski (2009a) about the symmetry, orientation, and component values of tensor 8. In particular, we conclude that tensor 6 with errors 7 is consistent -in the Monte-Carlo sense -with the orthotropic symmetry class. Also the results of this paper are consistent with comments of Grechka and Kachanov (2006) , according to whom orthotropy might suffice for many scenarios encountered in exploration seismology. 
