[1] In this report we present incoherent scatter radar (ISR) observations of ionospheric response to precipitation causing flickering aurora. Flickering aurora is caused by electron precipitation with modulations at frequencies higher than 5 Hz. To resolve the variation at these short time-scales with ISR we have integrated together pulses at the same phase of the optical intensity variation observed with high-speed narrow field-of-view imaging in white light to determine the intensity variation in the field aligned direction, which is also the direction of the beam of the EISCAT Svalbard Radar (ESR). Further we show that the 3% modulation in ISR back-scattered power can be explained with electron heating by temporally modulated electron precipitation and electron cooling in collisions with ions and neutrals.
Introduction
[2] Periodic modulations of precipitating electron fluxes [McFadden et al., 1987; Arnoldy et al., 1999; Tung et al., 2002] at frequencies above 5 Hz produce flickering aurora [e.g. McHarg et al., 1998; Sakanoi and Fukunishi, 2004] . Typical observations are energy dispersed field aligned bursts of electrons in a wide range of energies from a few tens of eV up to the inverted-V potential of a few keV, sometimes co-occurring with weak electromagnetic oscillations at similar frequencies [Lund et al., 1995] . When this temporally varying precipitation enters the ionosphere it causes excitation and ionization with different temporal response at different altitudes [Peticolas and Lummerzheim, 2000] . In this paper we present a technique to identify the ionospheric response to these rapid fluctuations in precipitation with incoherent scatter radar. Further, we show that the modulation in radar back-scatter, can be explained with variations in the electron temperature caused by modulation in the energetic electron heating of the ambient electrons.
[3] Incoherent scatter radar data is of a stochastic nature, and the theories which predict the spectral shape of this scattering are of a statistic nature [e.g. Dougherty and Farley, 1960] . This means that they make predictions of what the spectrum of the scattered signal looks like only for an ensemble average over many realisations. In practice this is performed by averaging over a large number of pulses from the same radar into the same scattering volume, assumed to remain unchanged for the duration of the averaging. The variance of the estimators employed reduces by O(N À1/2 ), where N is the number of pulses averaged. Pulse repetition frequencies (PRF) for such radars are 50-150 Hz, and typical averaging before data recording is 5 -60 seconds, depending on the application. Recorded data is therefore averaged over a few hundred to a few thousand radar pulses.
[4] When conditions change in a cyclic way, averages are better performed over pulses which correspond to similar phases in the cyclic variation (i.e. similar conditions) than over pulses that are contiguous in time. This was demonstrated by Djuth et al. [2004] , in an HF modification experiment. There, the European Incoherent Scatter (EISCAT) VHF radar was synchronized with the high-power Heating facility [Rietveld et al., 1993] , and radar pulses taken at identical times relative to the switch-on time of the heater were integrated together. This produced a very detailed picture of the effects on the ionospheric plasma from the first 100 ms of heating.
[5] We have employed a similar technique, using the oscillations of flickering aurora to define the time reference. The optical intensity of aurora is roughly proportional to the ionisation rate, which is also a source term for variations in electron density and temperature. We show that the backscattered power due to incoherent scattering undergoes fluctuations of the same period as flickering aurora, but with a different phase.
Instrumentation and Observations

Optical Observations of Flickering Aurora
[6] On third of December 2005, several short periods with flickering aurora with frequencies from 5 to 12 Hz was observed with the Optical Digital Imager (Odin, described in Blixt et al. [2005] ), located at the EISCAT Svalbard Radar (ESR) site (78.15°N, 16.03°E). Most of the time flickering aurora was seen mainly in the brightest arcs inside the 15 Â 11 degrees field-of-view, but at times the entire field-of-view was filled with flickering spots. In particular, the time from 15:57:00 to 15:58:10 UT strong flickering was filling the entire field-of-view. Odin was measuring in white light, which makes the 5577 and 6300 Å emissions from the long lived O( 
D)
account for about half of the observed intensity. To coordinate the optical data with the ESR observations we take the image intensity from inside the field-of-view of the ESR 32-m beam, pointing into magnetic zenith and marked with the circle in Figure 1 . Odin is equipped with a gen III blue extended image intensifier and records in standard PAL video with 25 frames/s, but with the smooth spatial structures of the aurora we can de-interlace the 2 fields of each frame and obtain the intensity variation at 50 samples/s. In that period the intensity varies with peak to valley amplitude of 10 per cent at frequencies from 5 to 10 Hz, as can be seen in Figure 2 . This 10 per cent intensity modulation corresponds to approximately a 20 per cent modulation in excitation and ionization, since the atomic states that emit at 5577 and 6300 Å have too long effective lifetimes to be modulated at these frequencies, and these emissions account for approximately 50 per cent of the total auroral luminosity.
[7] To identify the times for intensity minima in the time series we filter the intensity with a Lee's local statistics filter [Lee, 1980] with a 3 samples wide sliding window. This procedure removes spurious minima caused by noise without detrimental smoothing of the intensity variations.
The EISCAT Svalbard Radar
[8] The incoherent scatter observations were made with the (ESR), a UHF radar operating at 500 MHz [Wannberg et al., 1997] . The experiment used here is Slopes (Simple LOng-Pulse Experiment for SPEAR), which was run in conjunction with a SPEAR heating campaign in December 2005. In Slopes, two un-modulated pulses (long pulses) of 360 ms are transmitted on different frequencies and recorded at the voltage-level and in the form of 5-second integrated (averaged) data, independently for the two pulses. The pattern is repeated every 12.5 ms, which gives a PRF of 80 Hz, and 160 pulses per second.
[9] For the observations reported here, SPEAR was running, but a sporadic E layer (identified from digisonde, not shown) was preventing the heating from reaching the ionosphere, as identified as lack of SPEAR-related scattering in SuperDARN data (data not shown here).
Conditional Intergration
[10] From the time series of optical auroral intensity inside the beam, the local minima were identified and recorded. These local minima defined local time origins for the radar data.
[11] Local time, ), was defined as the distance from current time to the nearest local time origin. Since flickering has a frequency around 10 Hz, local time was defined from À100 to 100 ms, discretised in steps of 12.5 ms. This is identical to the time intervals defined by the radar experiment, and somewhat finer than the time resolution of the optical observations (20 ms). Figure 2. This figure shows a section of the intensity in the optical aurora, with minima marked by red (light grey) bullets. The minima are found using a Wiener filtering method which eliminates several spurious minima. The scale on the horizontal axis is seconds since 15:57:00 UT.
[12] Using the raw, voltage-level data from the radar, we found the closest time origin for every pulse. The corresponding local time, ), was computed and rounded to the nearest 12.5 ms. Data for the entire 70 second period of flickering aurora was averaged to this discrete set of local time values. The conditional integration procedure is illustrated graphically in Figure 3 .
[13] As expected, more pulses have been averaged for values of ) close to zero. Values of ) lower than À62.5 ms and higher than 62.5 ms saw so few pulses that the resulting variance was prohibitively high.
[14] Data was processed in a way which, except for the pulse integration, matches the ordinary lag profile processing done for integrated data, using signal processing software from the Software Radar prototypes of the Open Radar Initiative [Lind et al., 2003; Grydeland et al., 2005] . Rangegated autocorrelation function (ACF) estimates were formed using inverse trapezoidal weighting, with range gates spaced 25 km apart, corresponding to about half the length of the pulse. A total of 13 range gates were formed, centered at ranges from 154 to 460 km.
[15] To a first approximation, back-scattered power is proportional to electron density divided by 1 + T e /T i [e.g., Beynon and Williams, 1978] . In the available data, we were able to use signal from about 1000 pulses for each value of ), somewhat fewer for the smallest and largest values. This number of pulses corresponds to around 6 seconds of integrated data. In order to emphasize the intensity variation, we consider only power in each of the first three range gates (covering about 125 -230 km) and disregard its spectral distribution.
[16] The result is plotted against ) in Figure 4 . The modulation in radar back-scatter is on the order of 3 per cent. Due to uncertainty in the relative timing between Odin and ESR, the exact phase cannot be determined. However, by varying a relative offset between the two clocks, the conditional integration process gives the same amplitude of the modulation but shifted in relative phase. Figure 2 . The minima are again marked by red (light grey) bullets. In the bottom panel, we show how local time arises from this. The minima are carried over from the top panel, intervals are defined by the points halfway between minima, and time is set to zero at the minimum in each interval, so that time is always relative to the nearest minimum. Next, the time of each radar pulse is represented by the progression of blue (dark grey) dots on the time axis. They are projected to the local time line and marked again with blue dots there. Finally, the shaded region illustrates how the conditional integration technique works. The shaded region is 12.5 ms wide, centered at 25 ms. All radar pulses whose local time falls inside this region are integrated together, in the illustrated case representing the local time value of 25 ms. These pulses are highlighted in red. Data is integrated in this way for local time values from À100 to 100 ms, in steps of 12.5 ms. As should be clear from this figure, local times far from zero will not have data on every period, and will have higher variance.
Analysis and Modeling
variations studied here, transport processes can safely be neglected. The characteristic time scales for transport effects such as convection, diffusion and heat flow are on the order of 10 s for distances larger than the scale height of the ionisation. The continuity equations for the electron concentration then becomes:
Figure 4. Integrated power over the lowest three range gates, centered from the bottom at 154, 180 and 205 km, plotted against relative time ). We see the expected sinusoidal behaviour, and the period of the oscillation is about 112 ms, corresponding to a frequency of approximately 9 Hz. Seventy seconds of incoherent backscatter measurements were conditionally integrated to produce these plots. where q(t) is the local ionization rate. To sustain a steady state electron concentration equal to that seen with standard analysis of ESR data at 154 km of altitude at 15:57 UT, requires an average ionization rate q a of 1.5 Â 10 10 m
À3
/s. For this steady state, the neutral and ion composition gives an effective recombination rate a % 1 Â 10 À13 m 3 /s. The response in electron concentration is then calculated with ionization q(t) = q a (1 + A cos wt) and relative modulation amplitudes, A, of 1/5, 2/5 and 1. However, the resulting modulation in n e is, as can be seen in Figure 5 , less than 0.2 per cent even for 100 per cent modulation of the precipitation. Here it might be appropriate to note that changing the neutral composition does not change the electron recombination rate in such a way as to significantly increase the modulated response. [18] The modulation in precipitation will also result in a modulation in the electron heating. To model this we solve the coupled electron ion and neutral energy equations. Here too, we can neglect the transport effects since the characteristic times for heat conduction is on the order of 10 s.
Furthermore, at 150 km altitude the neutral and ion temperatures are tightly coupled so that T i does not deviate from T n significantly. Hence, we use the observed T i (750 K) also for T n . These simplifications leave only the local electron energy equation:
where we use electron cooling rates presented in Figure 6 . Here we only take electron-electron heating into account, which we calculated as 
(T e /300)
(T e /300) À0.39
(T e /300) (T e /300)
(T e /300) /s required to maintain the observed electron density, as discussed above. This flux also acts as a heat source of 8 Â 10 9 eV/m 3 s. When modulating this heat source with an amplitude of 20 per cent, the electron temperature is oscillating, as shown in Figure 7 , between 970 and 1060 K. When this 8.5 per cent T e modulation is included in the equation for incoherent radar back-scatter
we get a modulation of 7 per cent, that is 180 degrees out of phase relative to the precipitation. The calculated modulation of the radar back-scatter for our best-guess modulation amplitude, 20 per cent, of the electron heating (as estimated from the excitation modulation in the optical signal) gives a radar back-scatter modulation of 5 per cent compared to the 3 per cent modulation we obtain with conditional integration.
Conclusions
[19] We have demonstrated a new conditional integration technique for incoherent scattering radar. In this technique, integrations are not contiguous in time but instead defined in relation to a series of local time origins defined externally to the radar. The technique has been applied to radar data taken during the observation of flickering aurora by optical means, and the intensity seen by the optical instrument was used to define the local time origins used in the conditional integration technique. This method makes it possible to study ionospheric responses at timescales of 10 to 100 ms. That is two to three order of magnitudes faster than previously obtained with ordinary integration.
[20] We found that the back-scatter intensity shows a sinusoidal variation with approximately a 3 percent amplitude and a maximum around ) = 0, as could be expected from considering a regularly oscillating source of ionisation and electron heating.
[21] While arguably taking raw data is not a new experimental technique in itself, the present application demonstrates that taking raw data rewards the experimenter with the flexibility to inspect the data in retrospect in ways not possible, and perhaps not even imagined, at the time of the observations. In these observations, predefined integrations would either be fixed or synchronised with the heating facility, as in Djuth et al. [2004] . The flickering aurora was observed inadvertently both in the optical instrumentation and by the radar, and only the availability of un-processed data made the conditional integration technique possible. Rees [1989] , T n , T i , T e and T r are the neutral, ion electron and reduced temperatures respectively. In Table A1 we list the Einstein coefficients for relevant emissions and Table A3 presents branching ratios used. Abreu et al. [1983] , (3) from Queffelec et al. [1985] , (4) from Rees [1989] , (5) from Langford et al. [1985] , (6) from Langford et al. [1986] .
