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Abstract 
In order to increase the measuring accuracy of oxygen content of flue gas, a kind of new soft-sensing method of 
oxygen content in flue gas based on mixed model was presented. The main body of the model was set up with 
support vector regression (SVR), the input set was pretreated with principal component analysis (PCA) method to 
reduce input number of dimensions, the training output set was pretreated with empirical mode decomposition (EMD) 
method to eliminate the influences caused by high-frequency interference, and model calibration was carried with K-
fold cross validation (K-CV) method. The simulation result shows that this mixed model method has better accuracy 
and the ability of generalization than those single-models with support vector machine or neural network. 
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1. Introduction  
It is an important task for coal power plants to improve the combustion efficiency, and as the main 
criterion of determining the burning efficiency and one of the boiler parameters, the measure of the oxygen 
content in flue gas is very important. The oxygen content in flue gas is the content of oxygen in the flue gas 
after the boiler burning exhaust. The oxygen content in flue gas is too high, lost of the drain off gas is 
heavy; too low, lost of incomplete burning of the chemical fuel is heavy, resulting the waste of the fuel, so 
must maintain its a reasonable range. The measurement of oxygen content in flue gas will make the boiler 
achieve automatic control and regulation on the delivery ratio of the amount of air and fuel, to maintain the 
best burning state. 
Many thermal power plants use traditional hardware sensor to measure oxygen content in flue gas,but 
the traditional oxygen-sensors have shortcomings such as high cost, slow response, easy to burn out, etc. 
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Therefore, using soft measuring method instead of hardware sensor has become a trend. Its modeling styles 
can be diversification, such as neural network model[1],standard support vector machine model[2], 
prediction algorithm[3],besides wavelet-neural network, and so on. This paper chooses support vector 
regression(SVR) to construct soft sensor model, taking into account to increase model’s speed and 
accuracy, before established the model, this experiment used the method that combined Principal 
Component Analysis(PCA) with Empirical Mode Decomposition (EMD) to pretreatment the training data 
and were normalized after the pretreatment, then constructed SVR learning model with training data, then 
used cross-validation method to find the best parameters.finally test outcome with the model and treat the 
test data with anti-normalization,then got the measurements of oxygen content in flue gas. 
2. Basic Principle 
Support Vector Regression 
The structure of Support Vector Machine (SVM)[4] is simple, and has global optimality and better 
capacity of extensibility, SVM is a machine learning algorithm, its theoretical basis is statistical learning 
theory (SLT).The theory uses the structural risk minimization(SRM) criteria, to improve the generalization 
ability of the model, the theory has been widely used in pattern recognition, signal processing, automatic 
control and other fields. The basic idea of SVM is map the input vectors by using nonlinear into high 
dimensional feature space, and solve optimization problems in this space, support vector regression (SVR) 
is promotion of the regression of SVM, in this experiment, İ-SVR is selected, İ-SVR makes the estimates 
have better robustness through the introduction of İ, İ is a Insensitive loss function.The mathematical 
model can be expressed as: 
 
Equivalent to solve a quadratic programming problem through the introduction of Lagrange multipliers, 
and we can get the function of regression decision: 
 
Kernel function of SVM can be expressed as: 
 
Any function that satisfies the Mercer’s condition may call the kernel function, we can transform the 
nonlinear operation of low-dimensional space into linear operators of high-dimensional space through the 
introduction of kernel function, it can simplify the computation,and the final estimation of support vector 
regression can be expressed as: 
 
Principal Component Analysis(PCA) 
Principal component analysis(PCA) is a method of multivariate statistical analysis by transfer multi-
index into some comprehensive indexes that not related to each other, its purpose is dimensionality 
reduction. We may also understand its idea that let less comprehensive indexes zi (i = 1,2, ..., p, p  m) 
reflect the information that original m indexes xj (j = 1,2, ..., m) contained, the fact is that establish an 
equation by using standardized indexs express comprehensive index zi: 
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Which z1, z2,...,zp called the first principal component, the second principal component, ..., the first p 
principal components. z1 contains the most total information that original indexes have, that the variance is 
maximum, then z2, and so on, and the principal components are not related, only contains information that 
original indexes have. So, use the variance contribution of each principal component zi as weights ai to 
construct evaluation function: 
 
General steps of the principal component analysis can be summarized as: 
(1) Data standardization. Transform Index xj into standardized indicators , which  and Sj are the 
average and standard deviation of xj.  
 
(2) To solve the correlation matrix. 
   i,j=1,2,…,m 
(3) Find the characteristic roots of the correlation matrix R, Ȝi (i = 1,2, ..., m) and arrange them. Among 
them,
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¦ called the cumulative 
contribution rate, which can determines the main components. 
Calculate the principal components’ coefficients and principal components’ scores, then evaluate the 
principal component indexes. 
Empirical Mode Decomposition 
Empirical Mode Decomposition (EMD) is a method that decomposes one signal into intrinsic mode 
functions(IMF) components with different frequency through "filter"the signal, the specific solution 
process is: 
(1) Calculate average m1 of the upper and lower envelopes according to the local extremum of the 
signal x(t),and find the difference between the original signal and average m1,  
 
then judge whether h1 meet the conditions of IMF or not, if meet was IMF1,otherwise repeat the 
process above until meet the conditions, write c1 = h1. 
(2) Recognized r= x(t)-h1 as the new x(t), then repeat step (1)ˈso successively get IMF2, IMF3,..., 
until IMF can not be extracted from hn or r.Eventually, the original signal x(t) can be expressed as: 
 
r is the tendency, meaning the trend of the signal. The process of EMD actually is summation of 
sequences of different characteristics and undulating by decomposing the sequence of original data, 
IMF2, IMF3,...,and so on, from high frequency to low frequency. 
224   Sun Lingfang and Wang Yechi /  Energy Procedia  17 ( 2012 )  221 – 226 
3. ModelLING and calibratION 
Construction of the model 
This experiment chose a group data of the boiler operation from a power plant of HuaRun Group in 
March 2010, the data obtained from the DCS system, the interval of time is 30s,the total data set is 1565 
groups, the former 500 group was used to build model, and the remaining for test, which includes 19 
auxiliary variables like the flow of steam,the pressure of steam, the amount of fuel, the amount of air 
supply and air exhaust, these are the boiler parameters that  associated with the oxygen content in flue 
gas(the training inputs),because the dimensions are too much, will generate a situation of bad convergence 
caused by too much workload in the model of SVR, so used the approach of Principal Component 
Analysis(PCA) to reduce the dimensions. To reflect the information of  the original data maximum, this 
study set the initial contribution rate of 99%, after the program running, the cumulative contribution rate of 
the former seven groups of principal components meet the requirements, reached 99.4179%, the former 
seven groups of principal components reflect almost all of the information of the original 19 auxiliary 
variables. The contribution rate of the former seven groups of principal components is shown in Figure 1. 
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Figure 1  Histogram of contribution rate 
 
In addition, taking into account some interference factors like boiler or sensor aging, the training output 
of the experiment (oxygen content in flue gas) used Empirical Mode Decomposition (EMD) method to 
remove interference of high frequency, removed IMF1 when constructed the model. EMD decomposition 
of the training output is shown as Figure 2. 
 
Figure 2  Result of EMD 
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IMF1 component is shown as Figure 3. 
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Figure 3  High frequency of  IMF1 
 
Considered the data with preprocessed as the training set of SVR model, then test the oxygen content in 
flue gas after input the auxiliary variables of set to the model. The range of different data are too large and 
dimensional inconsistencies after pretreated, so conducted the regression model after all data were 
normalized, after training and testing, may get the final result after treatment the data with anti-
normalization, did like that not only guarantee the accuracy of computation, but also accelerated the speed 
of operation. 
Calibration of the model 
After the model was established, the calibration of the model is equivalent to the optimization of İ-
SVR’s parameters. Optimization of SVR’s parameters mainly refers to the adjustment of the parameter -
g(RBF kernel function used in this model) and the penalty coefficient -C. In this study, we used approach 
named cross-validation (K-CV) to find the optimal parameters. Cross-validation refers to all the parameters 
were selected and placed on a range, then value paired and discrete in their range, to compare the K-
cross(K means the model divided into K groups)and confirm the standard deviation in the training set, the 
optimal parameters are the parameters suffice the standard deviation is minimum. This experiment selects  
optimal parameters when C of the parameters was the minimum, because if C was too large will result the 
state of over-learning that Is not conducive to the generalization and extension of the model. Finally, the 
result of the operation is that C was 28, g was 0.027. Fitting curve of the test value and the true value is 
shown as Figure 4. 
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Figure 4  Fitting curve 
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Data1 are the actual measurements of the power, plant, data2 are the test measurement of this 
experiment. The error curve of the actual measurements and test measurements is shown in Figure 5. 
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Figure 5  Error curve 
 
The maximum and minimum error is 2.1472% and 0.0569% respectively, the Mean Square Error (MSE) 
is 0.4045%, the test result is satisfying. 
4. Conclusions 
In this paper, soft sensing method of oxygen content in flue gas is studied, the model was improved 
based on the model of standard SVR, Joined the pretreatment method that combined PCA with EMD, and 
used cross-validation (K-CV) to find the optimal parameters. Some conclusions can be summarized 
through the experiment:    
(1) The way of mixed model can overcome the limitations of single model. 
(2)Lead theories of statistical analysis and signal processing into the SVR model, the accuracy of test is 
improved, the effect is ideal. 
 (3) K-fold cross validation method used to search optimal parameters, not only avoid the problems like 
arbitrary and computation with higher cost of other search methods, but also improves the model's ability 
of generalization and promotion. 
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