Spectral clustering (SC) has become one of the most popular clustering methods. Given an affinity matrix, SC explores its spectral-graph structure to partition data into disjoint meaningful groups. However, in many applications, there are multiple potentially useful features and thereby multiple affinity matrices. For applying spectral clustering to such cases, these affinity matrices must be aggregated into a single one. Unfortunately, affinity measures based on different features could have different characteristics. Some are more effective than others. We propose a multi-affinity spectral clustering (MASC) algorithm which extends the SC algorithm with multiple affinities available. By automatically adjusting the weights of affinity matrices, MASC is more immune to ineffective affinities and irrelevant features. This makes the choice of similarity or distance-metric measures for clustering less crucial. Experiments show that MASC is effective in simultaneous clustering and feature fusion, thus maintaining robustness of SC for multi-affinity clustering problems.
INTRODUCTION
Clustering is an unsupervised learning method for dividing data into a set of disjoint subsets with high intra-cluster similarity and low inter-cluster similarity. It has been widely used for exploratory data analysis in many fields of science. Over the past decades, many clustering algorithms have been proposed. Among them, spectral clustering (SC) is one of the best algorithms [1] . It often outperforms other methods by transforming the representations of the data points into another space in which cluster properties of the data are enhanced. In addition, spectral clustering is elegant in theory, simple to implement and can be solved efficiently using standard linear algebra packages.
Most SC methods explicitly or implicitly assume a metric or a similarity structure. The success of such algorithms depends heavily on the choice of the metric [2] . Unfortunately, SC does not have any built-in mechanism to discover a good This work was supported in part by the National Science Council of Taiwan, R.O.C., under Grants NSC98-2221-E-001-012-MY3 and NSC100-2628-E-002-009. metric for better clustering results. Therefore, it is often necessary to use additional feature selection or feature weighting methods as a precursor before invoking SC. The problem is aggravated for many real-world clustering problems in which there are multiple potentially useful cues. Without proper feature selection, performance of SC can degrade dramatically in the presence of irrelevant, ineffective or unreliable features.
Similar to the recent advances in supervised learning with multiple kernels [2] , the motivation of this paper is to develop SC methods that are robust to irrelevant and unreliable features. The main difference from their work is that our method is unsupervised while those methods learn affinity from training examples. The proposed method is called milti-affinity spectral clustering (MASC) which deals with the clustering problem when multiple affinity measures are given. By assuming that the aggregated affinity is a weighted combination of the given affinity measures, the problem is reduced to simultaneously finding the optimal weight assignment for affinities and cluster assignment for data points under that weight assignment. We show that appropriate weight assignment and clustering can be found by extending the multiple kernel learning paradigm to SC.
METHOD

Spectral clustering
SC is originated from spectral graph theory. Given n data points x 1 , x 2 , . . . , x n and some pairwise affinity w ij that is symmetric and non-negative, measuring the similarity between x i and x j . SC aims to divide these data into c clusters by finding n indicators . After stacking these c eigenvectors into a n × c matrix, the i-th row of the stacked matrix corresponds to the indicator f i for x i . In practice, SC often serves as a preprocessing step of other clustering algorithms such as k-means. The main trick of SC is to transform the representation of the data points x i into the indicator space f i ∈ R c in which the cluster characteristics become more prominent. Because cluster properties are enhanced in this new representation space, even simple clustering algorithms such as k-means has no difficulty to detect the clusters. Main reasons for SC's success include that it does not make any assumptions on the form of the clusters (as opposed to k-means, where the clusters are always convex sets), and can be implemented efficiently even for large data sets as long as the similarity graph is sparse. However, one of its limitations is that choosing a good similarity graph is not trivial. For real-world clustering problems, the affinities w ij could be obtained in multiple ways. They could be determined with different types of features extracted, and could also be constructed by reproducible kernels when x i are vectors in some Euclidean space. This paper shows how to find a weighted combination of the affinities so that a better similarity measure can be learned for SC in an unsupervised fashion.
Multi-affinity spectral clustering
Assume that there are m affinity matrices W k (k = 1 . . . m) available. The k-th matrix's ij-th element w ij;k represents the similarity between x i and x j when measuring with the kth type of affinity. Since the affinities w ij;k are non-negative, we can denote w ij;k = s 2 ij;k to reflect this assumption. As mentioned, the goal of MASC is to find a proper weight assignment to these affinities. Let v = [v 1 , v 2 , . . . , v m ] be a weight vector acting as selectors to these affinities. The k-th weighted affinity can be denoted as s ij;k = v k s ij;k . We can then formulate the MASC problem as
under the constraints that the sum of v k 's p-norm is normalized; that is, v
and the weights are non-negative, v k ≥ 0. It leads to a constrained optimization problem. By applying a Lagrange multiplier λ to the equality constraint, we have
Equation 3 is complicated to optimize since we have two sets of variables, indicators f i and weights v k . However, it becomes much easier to solve if we solve one set of variables at a time while fixing the other set of variables.
Algorithm 1 Multi-Affinity Spectral Clustering (MASC).
Given a set of n data points xi, a set of m affinities W k and the desired number of clusters c, find a proper weight assignment v k to affinities and cluster the data into c clusters. 
run k-means on f1, . . . , fn to cluster data into c groups 13: end procedure Let's first assume that the indicators f i are given and fixed. By taking its partial derivatives with respect to v p k and setting them to zero, we have
To simplify notations, we denote the sum as
As λ is a dummy variable, it can be solved by considering the
. Note that β k is nonnegative, making the constraint v k ≥ 0 automatically satisfied. Therefore, if the indicators f i are known, the optimal solution of the weights v k becomes
On the other hand, if the weights v k are given, the problem becomes a standard SC problem (Equation 1) and the affinities are set as w ij = k v 2 k w ij;k . Thus, we can solve the MASC problem (Equation 2) using a two-step iterative algorithm which alternatively finds the optimal weights v k and the optimal indicators f i . Given the initial weights v k , in the first step, we set the affinity as w ij = k v 2 k w ij;k and use standard SC to find the optimal indicator f i . Shi and Malik [3] showed that normalized SC has better performance than unnormalized SC. Thus, we adopt normalized SC to find the f i by solving the generalized eigen-vector problem (D − W )f = λDf . Next, in the second step, the indicators f i are fixed and we refine the weights v k by using the closed-form solution in Equation 4 . This alternating process is repeated as long as the objective function is decreased. Algorithm 1 summarizes the MASC algorithm.
EXPERIMENTS
We have tested the proposed method on a number of real data sets from the UCI machine learning repository [4] (Section 3.1) and two well-known face databases from ORL [5] , and CMU-PIE [6] . We set p = 1 in the current implementation. In this setting, Equation 4 becomes
These data sets are summarized in Table 1 . For each set of experiments, we describe the data sets, the experimental settings, the choice of pairwise affinities, the experimental results and comparisons to other methods. We used NMI for evaluating clustering results as Wu et al. [7] reported that it generally works the best.
UCI repository
Fourteen data sets were selected from the UCI repository. For each set, only the extracted feature vectors are available -not the raw data. These vectors were normalized to have zero mean and unit standard deviation. They are then substituted into different types of kernel functions to obtain several sets of pairwise distances. Here, following the strategy of other multiple kernel learning approaches, we select a set of reasonable kernels that are frequently used. In our experiments, we used one polynomial kernel
with θ = 1 and q = 2, and several Gaussian kernels
with various σ. Assume that the minimal value of the Gaussian kernel over the data set is γ. We then obtain the corresponding σ as We use SC 1 , · · · , SC 8 to denote single-affinity spectral clustering methods with the above 8 kernels (1 polynomial and 7 Gaussians) respectively. In addition, we also combined above 8 kernels by equal and random weights, denoted as EASC and RASC respectively. Since each method serves as a preprocessing step of k-means whose performance depends on the initialization, we performed 50 runs and reported the average for each method. Table 2 presents the average NMI values and the corresponding ranks for different algorithms on the 14 UCI data sets. The numbers in parentheses are the ranks of different methods for each data set. For example, MASC ranks the first with an NMI of 0.360 for the data set R3 while SC 5 ranks the eighth with an NMI of 0.316. The last two rows (mNMI, mRank) of Table 2 display the average NMI value and the average rank for each method over the 14 data sets, respectively. MASC has an average NMI 0.455 and ranks the best of all the methods in terms of average NMI (mNMI). In terms of average rank (mRank), MASC's average rank is 2.438, again the best of all the methods. Note that mNMI and mRank both yield similar rankings.
Face clustering
We also evaluated MASC with face clustering. The experimented face databases are ORL and CMU-PIE. In contrast to the UCI datasets, for this application, we have access to the raw data. Thus, the first step is to extract features from the images. All images were first normalized and cropped to 88 × 88 pixels. To utilize cues from different perspectives, we extracted three types of features. 2. Gabor texture [9] . Each face image was filtered with 40 Gabor filters generated with five different scales and eight orientations.
3. Local binary pattern (LBP) [10] . We used a uniform LBP with 8 neighbors and radius 1. Thus, each face image was represented as a 256-bin histogram.
These three features are frequently used for face recognition and represent face images from different perspectives. After extracting these three features, each feature was treated as a vector; these vectors were substituted into the Gaussian kernel (γ = 0.005) to calculate pairwise distances. We denote SC e , SC g , and SC l as the spectral clustering methods with three different affinity matrices derived from these three features (Eigenface, Gabor texture, and LBP), respectively. Tables 3 shows NMI values for different algorithms on the two face data sets. Note that faces in ORL exhibit facial expressions while CMU-PIE has more variations in illumination. Thus, Gabor is more effective in ORL and eigenface performs better for CMU-PIE. This is evident from Table 3 in which SC g is the best among three single-affinity SCs for ORL while SC e is the best for CMU-PIE. Without knowing the characteristics of the databases, MASC successfully combined the strengths of different features and outperformed all other methods for both data sets.
CONCLUSIONS
We extended the spectral clustering algorithm to multiaffinity setting to explore strengths of different features automatically. Experiments show that it effectively incorporates multiple affinities and yields better overall performance compared to spectral clustering with only a single affinity or naive feature fusion strategies. In addition, it is easy to implement. These characteristics make it useful for real-world applications. In the future, we will work on the application of this algorithm for bag-of-words learning.
