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Abstract
Let W(Bn) be the Weyl group of type Bn and H(Bn) be the associated Iwahori–Hecke algebra. In this
paper, we study the n-tensor space V ⊗n (where dimV = 2m) with natural actions (introduced in [R.M.
Green, Hyperoctahedral Schur algebras, J. Algebra 192 (1997) 418–438]) of W(Bn) and of H(Bn). For
each composition λ = (λ1, . . . , λm) of n, let eλ be the corresponding initial basis element of V ⊗n (see (3.8)
for definition). We show that, if d is a distinguished right coset representative of Sλ in W(Bn), then the
action of the natural basis element Td on eλ coincides with the ∗ permutation action of d up to a scalar. As
an application, we prove that the n-tensor space decomposes (at the integral level) into a direct sum of some
permutation modules (over Hecke algebraH(Bn)) with respect to certain standard parabolic subalgebras.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Tensor space plays an important role in many aspects of representation theory. For example,
in the case of type A, the natural left action of the general linear group GL(V ) on n-tensor space
V ⊗n centralizes the right permutation action of the symmetric group Sn, and one has the well-
known Schur–Weyl duality, which holds even in the integral setting. The Schur algebra can be
realized, on the one hand, as quotient of universal enveloping algebra of gl(V ), and on the other
hand, as endomorphism algebra of tensor space. Furthermore, all of these things have their coun-
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general linear group GL(V ) will be replaced by Drinfeld–Jimbo’s quantized enveloping algebra,
and the symmetric group Sn will be replaced by its associated type A Iwahori–Hecke algebra
H(Sn). For more details, see [15] and [7]. The basic reference for classical Schur algebras is
[8], and for q-Schur algebras is [4,5]. For Schur–Weyl duality in the setting of cyclotomic Hecke
algebras, see [1], [17], [10] and [14].
In [9], R.M. Green introduced an action of the Iwahori–Hecke algebra of type Bn on the n-
tensor space, which will be the main object in this paper. One of his purpose is to construct a
type B version of quantized Schur–Weyl duality as well as a type B version of q-Schur algebra
(which he call hyperoctahedral Schur algebra). Note that in the type A quantized case, the action
on tensor space of each natural basis element of H(Sn) gives q-analogue of the classical per-
mutation action of the corresponding indexing group element. The former usually involves much
more terms. However, if we consider only the initial basis element corresponding to a composi-
tion λ of n (see (3.8) for definition), the natural basis element ofH(Sn) indexed by distinguished
right coset representative of Sλ in Sn acts in the same way as the corresponding indexing group
element up to a scalar. In this paper, we show that such an interesting fact is still valid for Green’s
version of n-tensor space (regarded as a module over Hecke algebra of type Bn). In the special
case where λ = (1n), our results recover (and indeed correct) the result of [9, Lemma 3.1.4]. The
proof is a bit tricky, which involves some combinatorics seemed of independent interest. As an
application, we prove that the n-tensor space decomposes (at the integral level) into a direct sum
of some permutation modules (over Hecke algebra of type Bn) with respect to certain standard
parabolic subalgebras. It would be interesting to obtain a similar result for Hecke algebras of
type D. For their representation theory, see [11–13].
2. Hecke algebras of type Bn
In this section, we shall review some notations and definitions in the theory of Hecke algebra
of type Bn.
Let Wn := W(Bn) be the Weyl group of type Bn. It is a finite group with generators
{s0, s1, . . . , sn−1} and relations
s2i = 1, for 0 i  n − 1,
s0s1s0s1 = s1s0s1s0,
sisi+1si = si+1sisi+1, for 1 i  n − 2,
sisj = sj si, for 0 i < j − 1 n − 2.
The subgroup generated by s1, . . . , sn−1 is isomorphic to the symmetric group Sn. The group
Wn can also be realized as the group of all permutations w of {1,2, . . . , n,−n, . . . ,−2,−1}
satisfying the condition ((−1)ka)w = (−1)k(aw) for any a ∈ {±1, . . . ,±n}. By convention,
throughout this paper, we identify the group Wn with the set of maps acting on their arguments
on the right. In other words, if σ ∈ Wn and a ∈ {1, . . . , n} we write (a)σ for the value of a
under σ . This convention carries the consequence that, when considering the composition of
two group elements, the leftmost map is the first to act on its argument. For example, we have
(1,2,3)(2,3) = (1,3) in the usual cycle notation. Also, we shall always use the natural order
n > · · · > 2 > 1 > −1 > −2 > · · · > −n. Thus any element w ∈ Wn is uniquely determined by
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(a1, . . . , an) ∈ Sn1 and ki ∈ {0,1} for each i. Hence
Wn =
{(
(−1)k1a1, . . . , (−1)knan
) ∣∣ (a1, . . . , an) ∈ Sn, ki ∈ {0,1}, ∀ i}.
In this picture, we have that
s0 = (−1,2,3, . . . , n), si = (1, . . . , i − 1, i + 1, i, i + 2, . . . , n), i = 1, . . . , n − 1.
Let A = Z[q±1,Q±1] be the Laurent polynomial ring on the indeterminates q,Q. The Hecke
algebra HA = Hq,Q(Bn) is the associative unital A-algebra with generators T0, T1, . . . , Tn−1
subject to the following relations
(T0 + 1)(T0 − Q) = 0,
T0T1T0T1 = T1T0T1T0,
(Ti + 1)(Ti − q) = 0, for 1 i  n − 1,
TiTi+1Ti = Ti+1TiTi+1, for 1 i  n − 2,
TiTj = TjTi, for 0 i < j − 1 n − 2.
A word w = si1 · · · sik for w ∈ W(Bn) is a reduced expression if k is minimal; in this case
we say that w has length k and we write (w) = k. Given a reduced expression si1 · · · sik for
w ∈ W(Bn), we write Tw = Ti1 · · ·Tik . The braid relations for generators T1, . . . , Tn−1 ensure
that Tw is independent of the choice of reduced expression. It is well known that HA is a free
A-module with natural basis {Tw | w ∈ W(Bn)}. For any field k which is an A-algebra, we de-
fine Hk(Bn) := k ⊗A HA(Bn). It turns out that Hk(Bn) can be canonically identified with the
k-algebra defined by the same generators and relations as HA(Bn) above. Specializing q and
Q to 1 ∈ k, we recover the group algebra of W(Bn) over k. For simplicity, we shall write H
(respectively, Hk) instead of HA(Bn) (respectively, Hk(Bn)).
Recall that a composition of n is a sequence of nonnegative integers λ = (λ1, . . . , λr ) such
that
∑r
i=1 λi = n. A composition λ = (λ1, . . . , λr ) is said to be a partition if λ1  · · · λr . For
any composition λ = (λ1, . . . , λr) of n, the Young diagram [λ] is defined to be
[λ] = {(i, j) ∣∣ 1 i  r, 1 j  λi}.
A λ-tableau t is defined to be an injective map from [λ] to the set
{1,2, . . . , n,−n, . . . ,−2,−1},
such that for each 1 i  n, only one element of {i,−i} can appear in the image of t. A λ-tableau
t is called row standard, if t(i, j) < t(i, j +1) for any 1 i  r and any 1 j  λi −1. For later
use, we recall the following result.
1 Here we identify an element σ in Sn with the n-tuple (1σ, . . . , nσ ).
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and ki ∈ {0,1} for each i. Then
(w) =
n∑
i=1
ki + 2 card
{
(i, j)
∣∣ i < j, ai < aj , kj = 0}+ card{(i, j) ∣∣ i < j, ai > aj}.
3. Tensor spaces and ∗ permutation actions
In this section, we shall first recall Green’s definition of his action on tensor space of the
Hecke algebra HA(Bn). Then we shall give our main result (Theorem 3.11).
Let m ∈ N. Let V be a free A-module of rank 2m with ordered basis {e−m, . . . , e−1, e1, . . . ,
em}. Let
I (2m,n) = {(j1, j2, . . . , jn) ∣∣ jk ∈ {−m, . . . ,−1,1, . . . ,m} for each k}.
For each i = (i1, i2, . . . , in) ∈ I (2m,n), we define ei = ei1 ⊗ ei2 ⊗ · · · ⊗ ein ∈ V ⊗n. It is clear
that {ei | i ∈ I (2m,n)} forms an A-basis of V ⊗n.
Lemma 3.1. [9] There is an action of W(Bn) on I (2m,n) which is defined on generators as
follows:
i ∗ sa = (i1, i2, . . . , in) ∗ sa =
{
(i(1)sa , . . . , i(n)sa ), 1 a < n,
(−i1, i2, . . . , in), a = 0.
We call it the ∗ permutation action.
Lemma 3.2. [9] There is an action of W(Bn) on V ⊗n which is defined on generators as follows:
eisa = (ei1 ⊗ ei2 ⊗ · · · ⊗ ein)sa = ei∗sa
=
{
ei(1)sa ⊗ ei(2)sa ⊗ · · · ⊗ ei(n)sa , 1 a < n,
e−i1 ⊗ ei2 ⊗ · · · ⊗ ein, a = 0.
Remark 3.3. It should be noted that the ∗ permutation action is not the same as componentwise
permutation action. That means, in general,
i ∗ σ = (i1, i2, . . . , in) ∗ σ = (i1σ, i2σ, . . . , inσ ), σ ∈ W(Bn).
Note that when m n, for σ ∈ W(Bn), in general,
(1,2, . . . , n) ∗ σ = ((1)σ, (2)σ, . . . , (n)σ ).
For example,
(1,2,3) ∗ (s1s0) = (2,1,3) ∗ s0 = (−2,1,3) = (2,−1,3) =
(
(1)s1s0, (2)s1s0, (3)s1s0
)
.
Consequently, [9, Lemma 2.1.3] and [9, Lemma 3.1.4] is not correct as stated. The correct state-
ment of [9, Lemma 3.1.4] will be derived as a special case of our main result in this paper
(Theorem 3.11).
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eiTa =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
qei∗sa , a = 0, ia  ia+1,
ei∗sa + (q − 1)ei, a = 0, ia > ia+1,
Qei∗sa , a = 0, i1 ∈ {1,2, . . . , n},
ei∗sa + (Q − 1)ei, a = 0, i1 ∈ {−n, . . . ,−2,−1}.
For each composition λ of n, we denote by tλ the row standard λ-tableau in which the numbers
1,2, . . . , n appear in order along successive rows. The row stabilizer of tλ, denoted by Sλ, is the
standard Young subgroup of Sn corresponding to λ.
Definition 3.5. Let λ be a composition of n. We define
D˜λ =
{
d ∈ W(Bn)
∣∣ (wd) = (w) + (d) for any w ∈ Sλ},
Dλ =
{
d ∈ Sn
∣∣ (wd) = (w) + (d) for any w ∈ Sλ},
D0 =
{
d ∈ W(Bn)
∣∣ (wd) = (w) + (d) for any w ∈ Sn}.
We call D˜λ (respectively, Dλ, D0) the set of distinguished right coset representatives of Sλ in
W(Bn) (respectively, of Sλ in Sn, of Sn in W(Bn)).
Lemma 3.6. With the above notations, we have that
(1) D˜λ = {d ∈ W(Bn) | tλd is row standard};
(2) Dλ = {d ∈ Sn | tλd is row standard};
(3) D0 = {d ∈ W(Bn) | 1d < 2d < · · · < nd}.
Proof. Note that (2) and (3) are standard results, see, e.g., [3,6], while (1) follows from [16,
(3.3.1)]. 
Lemma 3.7. For each d ∈ D˜λ, there is a unique decomposition: d = d1d0, such that l(d) =
l(d1) + l(d0), where d1 ∈Dλ, d0 ∈D0.
Proof. By property of distinguished right coset representatives (of Sn in W(Bn)), for each
d ∈ D˜λ, there is a unique decomposition: d = d1d0, where d1 ∈ Sn and d0 ∈ D0. It remains
to show that d1 ∈Dλ. Note that d ∈ D˜λ implies that tλd = (tλd1)d0 is row standard, and d0 ∈D0
implies that (1)d0 < · · · < (n)d0. Therefore it is clear that tλd1 must also be row standard, which
implies that d1 ∈Dλ, as required. 
Definition 3.8. Let λ = (λ1, . . . , λm) be a composition of n. We define the initial index corre-
sponding to λ to be
iλ := (1,1, . . . ,1︸ ︷︷ ︸
λ1 copies
,2,2, . . . ,2︸ ︷︷ ︸
λ2 copies
, . . . ,m,m, . . . ,m︸ ︷︷ ︸
λm copies
) ∈ I (2m,n),
and we define the initial basis element of V ⊗n corresponding to λ to be eλ = eiλ .
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Proof. We use induction on (d). If (d) = 1, then d = sa , where 1  a  n − 1. It follows
directly from definition that eλTd = qeiλ∗sa . In general, we write d = d1sa , where 1 a  n − 1
and (d) = (d1) + 1. Then d1 ∈Dλ. By induction hypothesis, we have that
eλTd = eλTd1sa = eλTd1Ta = q(d1)eiλ∗d1Ta.
Let iλ ∗ d1 = (j1, j2, . . . , jn). We claim that ja  ja+1. If this is true, then
Td1sa = q(d1)(ej1 ⊗ · · · ⊗ ejn)Ta
= q(d1)+1(ej1 ⊗ · · · ⊗ eja−1 ⊗ eja+1 ⊗ eja ⊗ eja+2 ⊗ · · · ⊗ ejn)
= q(d)e(j1,...,ja−1,ja,ja+1,ja+2,...,jn)∗sa = q(d)eiλ∗d ,
as required.
Therefore, it suffices to prove our claim. Suppose that ja > ja+1. Then by the definition of
iλ and our convention of right action, it is easy to see that (a)d
−1
1 > (a + 1)d−11 . It follows that
(d1sa) = (sad−11 ) < (d1), a contradiction. Hence ja  ja+1. This completes the proof of the
lemma. 
Let {j1, . . . , jn} be a set of pairwise different integers. Let {i1, . . . , is} be another set of pair-
wise different integers. Say that {i1, . . . , is} appears in {j1, . . . , jn}, if {i1, . . . , is} ⊆ {j1, . . . , jn}.
Lemma 3.10. Let d ∈ W(Bn), a ∈ {1,2, . . . , n}, (j1, j2, . . . , jn) ∈ Sn, and (j1, j2, . . . , jn) ∗ d =
(j ′1, j ′2, . . . , j ′n). If {a} appears in {(1)d, (2)d, . . . , (n)d}, then j ′a > 0; while if {−a} appears in{(1)d, (2)d, . . . , (n)d}, then j ′a < 0.
Proof. We use induction on (d). If l(d) = 1, then d = sk , where 0  k  n − 1. If k = 0,
then d = s0 and by definition, (j1, j2, . . . , jn) ∗ d = (−j1, j2, . . . , jn). In this case, it is
easy to verify that the claim of the lemma is true. If k > 0, then {(1)d, (2)d, . . . , (n)d} =
{(1)sk, (2)sk, . . . , (n)sk}, and (j1, j2, . . . , jn) ∗ d = (j(1)sk , j(2)sk , . . . , j(n)sk ). Still, it is easy to
verify that the claim is true in this case.
In general, suppose that d = d0sk with l(d) = l(d0) + 1. We write (j1, j2, . . . , jn) ∗ d0 =
(j ′′1 , j ′′2 , . . . , j ′′n ). Then (
j ′′1 , j ′′2 , . . . , j ′′n
) ∗ sk = (j ′1, j ′2, . . . , j ′n).
We divide the proof into two cases.
Case 1. k = 0. If {1} appears in {(1)d, (2)d, . . . , (n)d}, then −1 appears in {(1)d0, (2)d0, . . . ,
(n)d0}. By induction hypothesis, we see that j ′′1 < 0. Hence j ′1 = −j ′′1 > 0, as required. If {a} ap-
pears in {(1)d, (2)d, . . . , (n)d}, where a > 1, then {a} also appears in {(1)d0, (2)d0, . . . , (n)d0}.
By induction hypothesis, we see that j ′′a > 0. Hence j ′a = j ′′a > 0 as required. In a similar way,
one can show that if {−1} (respectively, {−a}) appears in ((1)d, (2)d, . . . , (n)d), then j ′1 < 0
(respectively, j ′a < 0), as required.
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{−a}) appears in {(1)d, (2)d, . . . , (n)d} if and only if {a} (respectively, {−a}) appears in
{(1)d0, (2)d0, . . . , (n)d0}. In this case, it is easy to verify that the claim of the lemma is true.
Therefore, it suffices to consider the case where a ∈ {k, k + 1}. Note that for each w ∈ W(Bn)
and each integer 1  j  n, there is one and only one element of {j,−j} appearing in
{(1)w, (2)w, . . . , (n)w}. If {k,−(k + 1)} appears in {(1)d, (2)d, . . . , (n)d}, then {k + 1,−k} ap-
pears in {(1)d0, (2)d0, . . . (n)d0}. By induction hypothesis, we see that j ′′k < 0 and j ′′k+1 > 0. Note
that under the ∗ action, sk just permutes j ′′k and j ′′k+1. Hence j ′k > 0 and j ′k+1 < 0, as required. In
a similar way, one can show that in the remaining other three cases, i.e.,
(1) {−k, k + 1} appears in {(1)d, (2)d, . . . , (n)d},
(2) {k, k + 1} appears in {(1)d, (2)d, . . . , (n)d},
(3) {−k,−(k + 1)} appears in {(1)d, (2)d, . . . , (n)d},
the claim of the lemma is always true. This completes the proof of the lemma. 
Theorem 3.11. For each d ∈ D˜λ, we have that eλTd = Q0(d)q(d)−0(d)eiλ∗d , where 0(d) de-
notes the number of occurrences of s0 in any reduced expression for d .
Proof. By Lemma 3.7, we have d = d1d0, where d1 ∈Dλ, d0 ∈D0, and (d) = (d1) + (d0).
Thus Td = Td1Td0 . By Lemma 3.9, we deduce that eλTd1 = q(d1)eiλ∗d1 . Therefore, eλTd =
eλTd1Td0 = q(d1)eiλ∗d1Td0 . Let
iλ ∗ d1 = (j1, j2, . . . , jn) ∈ I (2m,n).
It is clear that j1, j2, . . . , jn ∈ {1,2, . . . ,m}.
We use induction on the length of d0. If (d0) = 1, then d0 = s0 as d0 ∈D0. Since j1 > 0, it
follows that
eλTd = q(d1)eiλ∗d1T0 = q(d1)(ej1 ⊗ · · · ⊗ ejn)T0
= q(d1)Qe−j1 ⊗ ej2 ⊗ · · · ⊗ ejn = Q0(d)q(d)−0(d)eiλ∗(d1s0),
as required.
In general, let d0 = d ′0sa , where (d0) = (d ′0) + 1. Then d ′0 ∈D0. By hypothesis,
eλTd = eλTd1Td0 = eλTd1Td ′0Ta = eλTd1d ′0Ta
= Q0(d1d ′0)q(d1d ′0)−0(d1d ′0)eiλ∗(d1d ′0)Ta
= Q0(d1d ′0)q(d1d ′0)−0(d1d ′0)e(iλ∗d1)∗d ′0Ta.
Let iλ ∗ d1 = (j1, j2, . . . , jn), (j1, j2, . . . , jn) ∗ d ′0 = (j ′1, j ′2, . . . , j ′n). We divide the proof into
two cases:
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would follow that
eλTd = q(d1d ′0)−0(d1d ′0)Q0(d1d ′0)(ej ′1 ⊗ · · · ⊗ ej ′a ⊗ ej ′a+1 ⊗ · · · ⊗ ej ′n)Ta
= q(d1d ′0)−0(d1d ′0)Q0(d1d ′0)qeiλ∗d1∗d ′0∗sa
= q(d)−0(d)Q0(d)eiλ∗d ,
as required.
Now we prove our claim. Since d0, d ′0 ∈D0, we have that,
(1)d0 < (2)d0 < · · · < (n)d0, (1)d ′0 < (2)d ′0 < · · · < (n)d ′0. (3.12)
Note that for each w ∈ W(Bn) and each integer 1  k  n, there is one and only one element
of {k,−k} appearing in {(1)w, (2)w, . . . , (n)w}. Consequently, because of (3.12), there are only
two possibilities, i.e., either {−(a + 1), a} appears in {(1)d ′0, (2)d ′0, . . . , (n)d ′0}, or {−a, a + 1}
appears in {(1)d ′0, (2)d ′0, . . . , (n)d ′0}.
If {−(a + 1), a} appears in {(1)d ′0, (2)d ′0, . . . , (n)d ′0}, say, (k)d ′0 = −a − 1 and (l)d ′0 = a,
where 1 k, l  n. Then −k = (a + 1)d ′−10 and l = (a)d ′−10 . On the other hand, since (d ′0sa) =
(d0) = (d ′0) + 1, which implies (by [9, (1.2.2)]) that (a + 1)d ′−10 > (a)d ′−10 . We get a con-
tradiction. Therefore, only {−a, a + 1} can appear in {(1)d ′0, (2)d ′0, . . . , (n)d ′0}. Now applying
Lemma 3.10, we deduce that j ′a < 0 and j ′a+1 > 0, as required.
Case 2. a = 0. We claim that j ′1 > 0. In fact, if j ′1 < 0, then according to Lemma 3.10, {−1}
appears in {(1)d ′0, (2)d ′0, . . . , (n)d ′0}. In other words, there exists a positive integer k such that
(k)d ′0 = −1. Equivalently, −k = (1)d ′−10 . On the other hand, since (s0(d ′0)−1) = (d ′0s0) =
(d0) = (d ′0)+1, by the length function formula in Lemma 2.1, it is easy to see that (1)d ′−10 > 0,
a contradiction. Therefore j ′1 > 0. Hence
eλTd = q(d1d ′0)−0(d1d ′0)Q0(d1d ′0)(ej ′1 ⊗ ej ′2 ⊗ · · · ⊗ ej ′n)T0
= Qq(d1d ′0)−0(d1d ′0)Q0(d1d ′0)(e−j ′1 ⊗ ej ′2 ⊗ · · · ⊗ ej ′n)
= Q0(d)q(d)−0(d)eiλ∗d ,
as required. This completes the proof of the whole theorem. 
Corollary 3.13. [9] Suppose that m n. Then for each w ∈ W(Bn), we have that
(e1 ⊗ e2 ⊗ · · · ⊗ en)Tw = Q0(w)q(w)−0(w)e(1,2,...,n)∗w.
Proof. This is clear by taking λ = (1,1, . . . ,1︸ ︷︷ ︸
n
) and applying Theorem 3.11. Note that we correct
the result [9, Lemma 3.1.4] here, because (1,2, . . . , n) ∗ w is in general not the same as the
representing element of w. 
610 J. Hu, Z. Li / Journal of Algebra 304 (2006) 602–611In the remaining part of this paper, we shall give an application of Theorem 3.11 by decompos-
ing (at the integral level) the tensor space V ⊗n into a direct sum of some permutation modules
(over Hecke algebra H(Bn)) with respect to certain standard parabolic subalgebras. Note that
there is such a result in [9, (4.1.4)], whose proof is valid only when working over rational func-
tional field Q(q,Q).
Following [9], for each basis element ei = ei1 ⊗ · · · ⊗ ein , we define the weight wt(ei) to
be the n-tuple λ = (λ1, . . . , λm) (which is a composition of n), where λi is the total number of
occurrences of the indices i and −i in ei for each i.
For each composition λ of n, let xλ =∑w∈Sλ Tw , and let Vλ be the A-submodule of V ⊗n
generated by all the basis elements of weight λ. It is easy to check that Vλ is in fact a HA-
submodule of V . Moreover V =⊕λ∈Λ(m,n) Vλ, where Λ(m,n) denotes the set of compositions
of n into m parts. Note that eλ ∈ Vλ and by Theorem 3.11, the set {eλTd | d ∈ D˜λ} forms an
A-basis of Vλ. On the other hand, by property of distinguished right coset representatives of Sλ
in W(Bn), we know that the set {xλTd | d ∈ D˜λ} forms an A-basis of xλHA. We have that
Corollary 3.14. As right HA-module, we have that
Vλ ∼= xλHA ∼= INDλ↑HAHA(Sλ),
where INDλ denotes the trivial representation of the parabolic subalgebra HA(Sλ).
Proof. By above discussion, we know that there is an A-module isomorphism ψ from Vλ onto
xλHA which is defined by ∑
d∈D˜λ
adeλTd →
∑
d∈D˜λ
adxλTd (ad ∈ A).
Now one can verify directly that this is indeed a HA-module isomorphism. This proves the first
isomorphism. The second isomorphism is obvious. 
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