local cultural, socioeconomic, and biophysical context at different spatial scales (Lambin et al, 2001) . For that reason, in this paper, we do not restrict ourselves to a single disciplinary perspective or typical land-use conversion but will introduce a multidisciplinary approach to analyse the impact of different determinants, derived from different theories explaining land-use allocation, for a range of different land uses. For this analysis we will use an extensive database from the Netherlands. Although urbanisation is the most important process of land-use change in the Netherlands we will also address the interaction of urban land uses with other land-use types and address recent as well as historic land-use-change processes that have shaped the land-use pattern. This analysis may contribute to our understanding of the interaction of land-use-change processes in the Netherlands and provide an empirical foundation for the specification of land-usechange models. The next section discusses some theories of land-use change relevant to the analysis of land use in the Netherlands. Based on these theories an empirical model is specified (section 3) which is applied to the long-term historic changes in land use (section 4) and the more recent changes during the period 1989^96 (section 5). The findings are discussed and the applicability of the empirical method is evaluated in the last section.
Determinants of land-use change
Land-use change can be described by the complex interaction of behavioural and structural factors associated with the demand, technological capacity, social relations affecting demand and capacity, and the nature of the environment in question. It is doubtful that a relatively simple explanation of why we transform the environment the way we do will be forthcoming (Turner et al, 1990) . A theory of land-use change needs to conceptualise the relations among the driving forces of land-use change, their mitigating processes and activities, and human behaviour and organisation. Although no single all-compassing theory of land-use change exists, different disciplinary theories can help us to analyse aspects of land-use change in concrete cases, their synthesis being essential. In this paper we will use theoretical understandings from a range of disciplines focused on the analysis of the spatial aspects of land-use change. Macroprocesses that drive land-use conversion, the proximate causes and underlying driving factors of land-use change, such as population growth, migration, and economic change are not analysed as long as they are not directly related to the processes that determine the spatial pattern of land-use change.
Biophysical constraints and potentials
The natural sciences, especially physical geography and agro-ecological disciplines, have contributed insights into the constraints and possibilities of the natural environment for different land uses (Penning de Vries et al, 1992) . Each location has specific soil characteristics and climatic conditions that determine the possibilities for natural and agricultural vegetation. Some location characteristics constrain the growth of particular crops so that they are not an option for that location. Other conditions cause lower potential yields or require additional inputs (fertiliser, land preparation, irrigation, etc) to make the location suitable for that particular land-use type. Agro-ecologists use landevaluation techniques to determine the potential land uses for a location based on the biophysical characteristics of that location (Fischer et al, 2002) . Biophysical conditions are also important for other land-use types, for example, the soil, geology, and drainage conditions determine the suitability of a location for residential construction. It takes considerable investment to reclaim swampy land for residential construction; therefore, a preference will exist to direct these developments to locations better suited for construction. In most land-use-change analyses the biophysical characteristics have been incorporated as the potential gains that can be achieved by a particular land-use type at a location.
Economic factors
A wide range of land-use-change studies are based on economic theory. Economists model the relation between the location factors and land use assuming that, in equilibrium, land is devoted to the use that generates the highest potential profitability [reflected in land rents (Chomitz and Gray, 1996; Irwin and Geoghegan, 2001; Munroe et al, 2001; Nelson et al, 2001) ]. This assumption builds on the insights of Von Thu« nen (1966) and Ricardo (1817) . In its original application only the location relative to the market is important, all other landscape features are ignored. Land-use structure was the outcome of the competition for accessibility, leading to the well-known concentric circles of land use. In later years this theoretical model was extended by many other factors that determine the rent as a location. Best known is Alonso's (1964) land-market theory and model that include a number of other economic and environmental characteristics that determine land rent, such as infrastructure and soil quality. In spite of developments in societies, accessibility and locational trade-offs are still seen as central elements in the creation of land-use structure in the 21st century (Clark, 2000) . The main assumption of this approach: land-use decisions are made by utility-maximising individuals, underlies all applications. Psychological research has suggested various modifications to this conception of human choice and has indicated the limitations of using this theory in understanding land-use structure (Rabin, 1998) .
Social factors, irreversibility, and uncertainty
Social theories focus on factors which influence locational choices of households. Important determinants of these choices are individuals' cultural values, norms, and preferences (lifestyles), and their financial, temporal, and transport means (Pahl, 1975; van Kempen et al, 2000) . In terms of spatial indicators, households focus on site and situation characteristics of locations. Examples of site characteristics are housing prices, level of supply of consumer services, quality of landscapes, and social composition of neighbourhoods (Faust et al, 1999; Geoghegan et al, 1997; 2001; Leggett and Bockstael, 2000; Mertens et al, 2000) . Furthermore, the role of historical events and arbitrary decisions (uncertainty) is stressed to be important. A small, arbitrary, decision can lead to new development through the path dependency of some of the processes that determine land-use allocation. The development of cities or commercial compounds is an example: the initial decision to locate a company at a certain location can be rather arbitrary. Economies of scale (Arthur, 1994) and other processes can reinforce such a development and cause expansion of urban land uses at that location. Another cause of the reinforcement of certain land-use-change patterns relates to the irreversibility of some land-use changes, for example, tropical forest cannot be recreated and desertified land is very difficult to reclaim.
Spatial interaction and neighbourhood characteristics
Geographers have contributed to the analysis of land-use pattern through the analysis of spatial interactions. Land use does not develop independently at each individual location; each development affects the conditions of neighbouring and distant locations. Simple mechanisms for interaction between locations are provided by central place theory (Christaller, 1933) which describes the uniform pattern of towns and cities in space as a function of the distance that consumers in the surrounding region travel to the nearest facilities. More complex spatial interactions are the subject of urban network theories (Hohenberg and Lees, 1985) . The location of land uses is dependent on interregional and international networks of economic, cultural, and political relations (Castells, 2000) . Spatial interaction between the location of facilities, residential areas, and industries has been given more attention in the work of Krugman (Fujita et al, 1999; Krugman, 1999) . Spatial interactions are explained by a number of factors that either cause the concentration of urban functions (centripetal forces: economies of scale, localised knowledge spillovers, thick labour markets) and others that lead to a spatial spread of urban functions (centrifugal forces: congestion, land rents, factor immobility, etc). Direct interaction between neighbouring land uses is often assessed through cellular automata models that specifically address the push^pull between neighbouring land uses (Webster and Wu, 2001; Yeh and Li, 2001 ).
Spatial policies
Policies at national or subnational level have a bearing on land use. In particular, policies that have a spatial manifestation (for example, the creation of conservation areas, land-tenure changes, or designated areas for subsidised developments) influence the spatial pattern of land-use change. Spatial policies are specific for the study area and time period studied. Therefore, any study of land-use-pattern change should be preceded by an inventory of the relevant spatial policies.
A hypothesis that unifies the different disciplinary theories is that actors respond to cues both from the physical environment and from their sociocultural and spatial context and behave to increase both their economic and their sociocultural well-being; where well-being is dependent on perception, scale, and time. The empirical model used in this paper is based on this hypothesis which allows the incorporation of a large number of factors important to land-use change derived from the different disciplinary understandings of land-use change described above.
Methods and data

Methods
Humans are expected to optimise well-being by allocating land-use conversions at locations with the highest`preference' for the specific type of land-use conversion at that particular moment in time.`Preference' is an unobserved, dimensionless variable, defined by economic returns, market competition, sociocultural context, arbitrary preferences, and policy regulations. Preferences can differ for the different actors involved in land-use decisions. In this study, preference represents the outcome of the interaction between the different actors and decisionmaking processes that result in a spatial land-use configuration. The preference of a location is empirically estimated from a set of factors that are assumed to influence the preference based on the different disciplinary understandings described in the previous section. This definition of preference allows us to include a wide range of factors that can also include factors that explain deviation from rational behaviour. Preference is calculated as follows:
where R is the preference to devote location i to land-use type k, G i is one of the biophysical characteristics of location i, and A k is the relative impact of this biophysical characteristic on the preference for land use k. D i represents the distance from location i to the market and B k the relative importance of being located close to the market for land-use type k. Other factors are added depending on the land-use type considered and the region addressed. The exact specification of the model should be based on a thorough review of the processes important to the spatial allocation of land use in the studied region.
The statistical model developed is a binomial logit model of two choices: convert location i into land-use type k or not. Assuming that the preference R ik is the underlying response to this choice, we can specify the following regression:
where the x i are the exogenous (explanatory) variables of the preference (R ik ), b k are the coefficients to be estimated, and the u i are random errors. Clearly, the preference for a location cannot be observed or measured directly, so R ik is actually unobserved. Therefore a dummy variable, y, is created:
That is, location i is converted into land use k if the preference for land use k is higher than for all other land-use types. Otherwise no conversion into land use k is observed.
If it is assumed that the u i have a logistic distribution, then this is a binomial logit of the form:
In this study we have estimated the coefficients in equation (4) for land-use changes at two different time scales. First, we have formulated a long-term model to describe the land-use conversions that led to the land-use pattern in 1989 in the Netherlands. More recent developments have been studied in a model that describes the conversions in the main land-use types between 1989 and 1996, a period in which the Netherlands experienced strong urbanisation. As a consequence of the regional differences in biophysical and socioeconomic conditions between regions in the Netherlands it is possible that different relations between land use and location characteristics are prevalent in different regions. To verify this we have conducted region-specific analysis for a number of land-use types.
Instead of the binomial logit specification we could have used a multinomial logit model addressing the probability of conversion of the different land-use categories relative to a reference category. However, in this study we are interested mainly in the probability of a land-use change at a certain location relative to all other options. Therefore, a dichotomous specification of the regression is chosen. Furthermore, this specification allows different explanatory factors for different types of land-use change, which is essential for an appropriate specification of the model.
Stepwise logistic regression was used to estimate the coefficients of the defined model. The dependent variable is a binary presence or absence event, where 1 presence (occurrence of a land-use conversion) and 0 other. Odds ratios are used to facilitate model interpretations. The odds ratio [exp ( b)] can be interpreted as the change in the odds for the considered event (that is, land-use change) upon an increase of one unit in the corresponding factor.
All analysis was made using pixels of 500 Â 500 m as unit of observation. Dependent and independent variables were therefore converted to a raster-based format. Spatial dependence can be expected in models in which relative location matters. Regressions based on dependent variables that exhibit spatial autocorrelation are influenced by the spatial structure (Anselin, 1988; Bell and Bockstael, 2000) . In this study we have minimised the influence of spatial autocorrelation on the regression results by using a sample (10% of all observations) of randomly distributed observations instead of the full dataset. The inclusion of neighbourhood characteristics in the model specification addresses the issue of autocorrelation in land-use patterns explicitly.
The goodness of fit of the logistic regression models is measured by the ROC [relative operating characteristic (Pontius and Schneider, 2001; Swets, 1986) ]. The ROC is based on a curve relating the true-positive proportion and the false-positive proportion for a range of cutoff values in classifying the probability. The ROC statistic measures the area beneath this curve and varies between 0.5 (completely random) and 1 (perfect discrimination).
Data
Land use
In this study we used the 1989 and 1996 maps of land use produced by the Central Bureau for Statistics (CBS Bodemstatistiek). Since 1989 these maps have been based on aerial photographs (scale 1:18 000), distinguishing thirty-three different land-use types. These maps were checked for inconsistencies by the National Institute of Public Health and the Environment, rasterised to 25 Â 25 m (Raziei and Evers, 2001 ) and combined with the LGN database (Landelijk Grondgebruiksbestand Nederland), another series of high-resolution land-use maps produced by Wageningen University and Research Center (Alterra Green World Research) based on the interpretation of Landsat TM remote sensing images (de Wit et al, 1999) . The integration of both maps made it possible to subdivide the agricultural land-use type (de Nijs et al, 2001) . For this study the dataset was aggregated to a 500 Â 500 m resolution. This aggregation was based on the majority rule. Such a procedure would yield a bias, which could cause land-use types with a relative small coverage to disappear (He et al, 2002; Milne and Johnson, 1993; Moody and Woodcock, 1994) . Therefore, we constrained the aggregation by requiring the total areas of each land-use type to correspond in both the high-resolution and low-resolution maps.
Based on this procedure, consistent land-use maps at 500 Â 500 m were produced for 1989 and 1996 and reclassified into ten land-use types relevant to the analysis presented in this paper. Table 1 gives a description of the land-use types.
Biophysical characteristics
Biophysical characteristics determine the suitability of a location for agricultural use, adding to the potential profit that can be gained by a certain type of land use at a certain location. For agricultural use, soil conditions are very important. Instead of characterising the soil conditions by the soil-unit classification we have translated the soil units into properties relevant to agricultural and natural land uses, such as the alkalinity, texture, and organic matter content of both top soil and subsoil. Drainage is characterised by the groundwater depth and fluctuation throughout the year. Another biophysical characteristics included in this study is elevation, directly related to agricultural suitability and historic settlement patterns when flooding was more frequent. Because of the assumed collinearity between the soil variables we have tested the coefficients of determination (R 2 ) of the multivariate relationships between one of the variables against all the others. High correlations were found between the clay and loam contents of the soils and between the calcium contents of topsoils and subsoils. In the analysis the calcium content of the subsoil, the loam content of the topsoil, and the clay content of the subsoil are omitted. Now all multivariate relationships are well below the critical value of 0.80 (Menard, 1995) .
Socioeconomic conditions
Many socioeconomic conditions do not relate to the location itself but to the regional conditions instead, for example, the presence of employment opportunities in the neighbourhood, the level of facilities, etc. The influence of the socioeconomic conditions in the region can be best characterised by the access that a location has to these facilities. In many studies (for example, Chomitz and Gray, 1996) , therefore, the distance to the nearest location of employment or facility is calculated to represent these location factors. Often airline distance is used (for example, Pijanowski et al, 2002; Thompson et al, 2002) , without taking into account the layout of the infrastructures network and natural barriers (rivers, lakes, etc) . This can cause unrealistic distance measures. Therefore, we generated advanced accessibility measures using FLOWMAP to produce a better representation of the accessibility faced by the agents of land-use change. FLOWMAP is a software package for spatial analysis with emphasis on interaction modelling, network analysis, and accessibility measures. It allows easy data exchange with geographic information system packages where the results can be further analysed and visualised using more sophisticated cartographic techniques (de Jong and Ritsema van Eck, 1996) .
A common variable in economic models of land-use change is the distance between the residential location and employment, as a proxy for the costs associated with travel. We have included this proxy by calculating the average distance of a location to the location of employment, identified by 100 000 and 500 000 jobs to distinguish between regional and national centres of employment, respectively. Besides economic motives, travel times can be important for the decision to live or work at a certain location. Therefore, all accessibility measures are expressed in travel times as well as in distance measures. Another important factor for decisions on land-use allocation is the accessibility of facilities, including schools, shops, and medical and social services. We have developed a proxy for this factor by calculating average distances and travel times to the nearest 100 000 and 500 000 inhabitants. Furthermore, we have included accessibility of forest, nature areas, lakes, and the coast as a proxy for the ease of access to recreational facilities that is assumed to have a positive influence on the decision to live somewhere. Because all accessibility measures are calculated by means of roads, using the car as the vehicle, we have also included the travel time and distance to the nearest railway station as a factor indicating the ease of access to public transport for a location.
Location factors that are important for the allocation decisions of industry and commercial compounds are the ease of access to the main airport (Schiphol Amsterdam Airport) and Rotterdam harbour. Location next to a motorway is also important for companies, not only because of easy access (as measured by the accessibility to motorway intersections), but also because of visibility. P H Verburg, J R Ritsema van Eck, T C M de Nijs, and coworkers Average distance to nearest 100 000 jobs T WORK1
Average travel time to nearest 100 000 jobs D WORK2
Average distance to nearest 500 000 jobs T WORK2
Average travel time to nearest 500 000 jobs D HIGHWAY Distance to nearest motorway intersection T HIGHWAY Travel time to nearest highway entrance D CITY Average distance to nearest 500 000 inhabitants T CITY Average travel time to nearest 500 000 inhabitants D TOWN Average distance to nearest 100 000 inhabitants T TOWN Average travel time to nearest 500 000 inhabitants Another factor that is assumed to influence land-allocation decisions is noise. It is expected that the proximity of highways and airports has a negative influence on the preference to use a location for new residential land use because of noise. We have included a map with all locations subject to high noise levels as calculated by the National Institute for Public Health and the Environment. This map is supplemented with a special map showing the noise and safety contours of air traffic to the national airport.
Neighbourhood characteristics
The land-use situation in the direct neighbourhood of a location can be an important determinant of land-use change. The neighbourhood characteristics can be quantified by an`enrichment factor' (Verburg et al, 2004) that is defined by the occurrence of a land-use type in the neighbourhood of a location relative to the occurrence of this land-use type in the study area as a whole, according to
where F ikd characterises the enrichment of neighbourhood d of location i with land-use type k. The shape of the neighbourhood and the distance of the neighbourhood from the central grid cell i is identified by d ; n kdi is the number of cells of land-use type k in the neighbourhood d of cell i, n di is the total number of cells in the neighbourhood, N k is the number of cells with land-use type k in the whole raster, and N is the total number of cells in the raster. So, if the neighbourhood of a certain grid cell contains 50% grass whereas the proportion of grass in the country as a whole is 25% we characterise the neighbourhood by an enrichment factor of 2 for grassland. When the proportion of a land-use type in the neighbourhood equals the national average, the neighbourhood is characterised by a factor of 1 for that land-use type. An underrepresentation of a certain land-use type in the neighbourhood results in an enrichment factor between 0 and 1. This neighbourhood characteristic results for each grid cell i in a series of enrichment factors for the different land-use types (k ). The procedure is repeated for different neighbourhoods located at different distances (d ) from the grid cell to study the influence of distance on the interaction between land-use types. In this study we have used square rings at different distances (d ) from the central cell as the neighbourhood.
Spatial policies
Policies that have spatial manifestations are included as a spatially explicit layer designating the specified areas. During the period for which land-use changes were studied in detail (1989^96) few new specific spatial policies were implemented. This period is characterised by a disengagement of the central government from many policies associated with the Dutch welfare state. This led to weak government control over housing. Emphasis was given to promoting compact urbanisation by developing sites within and directly adjacent to cities (Dieleman et al, 1999) . During the 1970s and 1980s so-called growth centres and growth towns were designated to cater for a large part of the new home construction to avoid suburbanisation and overcrowding of the main cities of the Netherlands and to protect the Green Heart as an open space in the Randstad. This policy of controlled dispersal was dubbed`concentrated deconcentration' (Faludi and Van der Valk, 1990 ) and included nineteen municipalities, two of them new towns on land reclaimed from the sea. It is assumed that this policy still affects residential construction after 1989. Therefore, we have included the growth-centre municipalities as an independent variable.
Another important item of Dutch spatial planning doctrine has always been the Green Heart policy (Dieleman et al, 1999) . Spatial policies have been relatively successful in keeping the Green Heart as a central open space surrounded by urban development. We included the delineation of the green heart as an explanatory factor in the analysis.
A summary of all data included in the analysis is given in table 2.
4 Long-term land-use changes In this section an analysis is made of the long-term changes in land use that have resulted in the land-use pattern found now. In the analysis we have used the landscape pattern of 1989 as the dependent variable. This pattern is the result of many historic developments that have converted the Dutch landscape from an uninhabited natural landscape with large waterlogged areas into a heavily urbanised landscape.
Model definition
Many factors that are commonly used to explain land-use change patterns are endogenous to the processes studied at a long time scale. Measures indicating current accessibility can be used when studying land-use change for one or several decades as a factor explaining the allocation of new residential or commercial locations. At longer time scales, accessibility and urban expansion are closely linked, with complex causeê ffect relations. The same type of reasoning makes other socioeconomic location factors, such as population pressure and labour availability, unsuitable explanatory factors for the land-use pattern. Instead, we assume that the historic development of the land-use pattern is closely related to the biogeophysical conditions of the land. Therefore we included soil properties and elevation as explanatory factors. We have left out drainage characteristics because in almost the whole of the Netherlands the groundwater dynamics are artificially managed given the requirements for the specific land use. Such management weakens the connection between land use and the constraints set by the abiotic template (Bu« rgi and Turner, 2002) . Therefore, groundwater data cannot be considered as independent variables in the analysis. Soil properties, especially organic matter content, can also be influenced by land use and management (Sonneveld et al, 2002) . For this part of the study, in which we have derived the soil conditions from the 1:50 000 soil map that is not directly linked to management units, we assume that this effect is negligible. At the time scale considered we could include only two variables representing the socioeconomic opportunities for urban development. These factors are the distance to open water (coast and main rivers) that is seen as a proxy for market access and trade, which has, historically, always been an important factor for the economic development of the Netherlands. The second variable included is a rough map providing an index of the historic accessibility (valid for around 1600) to the important towns. It is assumed that the historic settlement places have triggered further development of the urban land uses because of the advances of larger economies (Arthur, 1994; Krugman, 1998) .
The tested logit models for residential and industrial or commercial land are
where SOIL includes organic matter, loam content, clay content, pH, and calcium content listed in table 2. For grassland and forest we have included only the biophysical factors:
and for arable land we also include the distance to historic towns because it is expected that food production would preferably be located near to the town: Values between 0 and 1 mean that the probability will decrease upon an increase in the value of the independent variable. Values above 1 indicate an increase in probability upon an increase in the independent variable. The ROC values indicate that the spatial pattern of forest/nature can be reasonably explained by the independent variables. Model fit for arable land and grassland is less good and the independent variables explain only a small fraction of the spatial variability of residential and industrial/commercial land.
The model fit is illustrated in figure 1 with a probability map of forest/nature based on the logit model in table 3. A number of soil variables and the elevation have a significant contribution to the explanation of the spatial pattern of forest/nature. In general, forest/nature is found on the somewhat higher locations with soil properties that are clearly different from those of arable land, indicating that forest/nature remains in areas unsuitable for agriculture. The association with low pH of the topsoil relates to the podzolisation process that is dominant in most poor sandy soils in the Netherlands. Soil characterstics are important determinants of the distribution of arable land: the main arable areas are located on marine sediments in the northern and southwestern part of the Netherlands and within the polder areas (positive contributions of loam and calcium content). An area with intensive potato cultivation is found in the northern part of the country on reclaimed peat bogs. After reclamation, the soils have a high organic matter content in the topsoil and low subsoil organic matter contents. The positive contribution of topsoil organic matter and negative contribution of subsoil organic matter makes it possible to distinguish this area from the lowland peat areas in the western part of the Netherlands that are unsuitable for arable land. We are less successful in explaining the spatial distribution of residential areas. Few of the selected variables have a significant contribution to the model. The positive association with loam content indicates the historic preference to use solid soils, mostly the levees of rivers, instead of the swampy areas in between the rivers. The distance to historical towns is an important factor; however, the low level of explanation indicates that many more processes have been important in the spatial allocation of new residential areas that are not included in the present model. The distance to historic cities and open water does not add to the explanation of residential land distribution but has an influence on industrial/commercial land allocation, indicating the importance of access to national and international markets for this land-use type. Possibly, the location of residential and industrial/commercial concentrations can be better explained by self-reinforcement of industrial and residential locations through economies of scale and the emergence of new centres (Fujita et al, 1999; Krugman, 1999) . Arthur (1994) showed that, as soon as self-reinforcements or economies of scale are important, chance events become important determinants of the system of cities. Therefore, the observed pattern of residential and industrial locations cannot be explained by determinism alone without reference to chance events, coincidences, and circumstances in the past. Chance events can never be adequately included in an empirical analysis of land use. Reinforcement of patterns and path dependence can be studied at shorter time scales. In the next section we present an analysis of land-use change between 1989 and 1996 that includes proxies (that is, neighbourhood characteristics) for processes that lead to path dependence in the model specification.
Another reason for the low explanatory power of the regression model for urban land use is the time dependency of factors important to land-use-change decisions. Historically, the distance between urban and agricultural areas might have been an important consideration for land-use decisions. Modern transport facilities and storage capacity have made this an unimportant factor. Furthermore, land-use policies as well as socioeconomic conditions have seen large changes during the long period over which the land-use pattern has developed. Therefore, it is difficult to explain the observed land-use changes that have occurred over such a long period of time without explicitly addressing the changes in land-use-change processes over time. Region-specific regression models for arable land were estimated for three different regions in the Netherlands (figure 2; table 4). For the northern and western regions the ROC value was higher than the ROC value for the country as a whole and different parameter estimates were found for the different regions. The organic matter content of the topsoil has a positive relation with the occurrence of arable land only in the northern region (the previously mentioned reclaimed peat bogs). Especially in the western region the spatial pattern of arable land could be described particularly well because arable land is, in this area, found only on marine sediments. In the southern region maize cultivation is the most important crop of the arable land-use type. Maize cultivation is less dependent on the soil suitability, leading to a lower level of explanation for the distribution of arable land in the southern region. The results of the regional analysis suggest that spatial disaggregation leads to more specific relations between the location characteristics and land use. Thematic disaggregation of the land-use classes will certainly improve the results as well, but was not considered within the scope of this study.
Recent land-use changes: 1989^96
In this section we analyse the determinants of the changes in land-use pattern between 1989 and 1996. In the first part of this section we define and estimate a model including only location characteristics. In the second part we expand this model by including neighbourhood characteristics.
Location characteristics
Model definition
Models are defined to explain the major land-use changes between 1989 and 1996. These changes include new residential developments (0.75% of the total area of the Netherlands), new areas devoted to industrial/commercial uses (0.49%) and new recreation areas (0.44%). Because different factors are assumed to determine the location of these land-use changes a different model was estimated for each of these three conversion types. The model for new residential developments is:
ACCESSIBILITY includes accessibility measures that represent the distance and/or travel time to employment opportunities, urban facilities, infrastructure, and recreation. We (table 2) . POLICY variables include the growth centre policy (GRCENTRE) and the Green Heart policy (GRHEART). Noise was expected to influence negatively the decisions to plan new residential areas. We included cumulative noise (NOISE) and noise and safety contours for the national airport (AIRP NOISE).
The estimated model for new industrial developments is: Locations with land use classified as residential, industrial/commercial, airport, or nature/forest in 1989 were considered not to be potential locations for new residential or industrial/commercial development and were therefore excluded from the analysis. For the analysis of new recreational areas the locations that were designated for recreational use in 1989 were also excluded from the analysis.
Results
For each of the three types of land-use change the characteristics of locations chosen for development and the locations not chosen are calculated (table 5) . Existing urban locations and forest/nature areas are excluded from the analysis. Accessibility is important for all three land-use changes studied: for all accessibility measures differences were observed between the accessibility of developed and undeveloped locations. The closer the distance and shorter the travel time to city, town, job opportunities, and road and rail infrastructure, the greater the development. It should be noted that all accessibility measures used in this study are positively correlated, but still exhibit clear differences in spatial variability and pattern. Although it was expected that new developments would avoid noisy locations, this holds only true for the immediate neighbourhood of the national airport (AIRP NOISE2: 35 Ke zone), in other parts new developments take place at locations that have higher levels of noise than others. This is a direct consequence of concentrations of population and the infrastructure needed to serve this population. Almost 14% of all new residential areas were constructed within the growth centres that were part of the 1980s housing policy. This illustrates that there is still in the period considered in this study a tendency to concentrate housing in these growth centres. The growth centres were also important for the allocation of new commercial/industrial compounds, partly because of the attractive industrial location of some of the growth centres and the incentives provided by the growth-centre municipalities (Faludi and Van der Valk, 1994) . For commercial/ industrial land the influence of the proximity of a highway was a main determining factor. Not only was the distance or travel time to a motorway intersection important, but also the location in the immediate neighbourhood of the motorway: 40% of all new industrial/commercial areas were within 750 m of a motorway but the figure was only 15% for locations not developed into industrial/commercial land.
The results are summarised in logit models that were estimated independently for the three land-use changes considered in this study. Table 6 (over) gives the estimated coefficients and odds ratios for these models. Through multicollinearity only a small number of variables were actually included. Because of the supposed lack of causality in the relation between residential land use and NOISE we excluded this variable from the model. Variables that are significant in the model for new residential areas relate to the biophysical conditions (dryer locations, lower reclamation costs), accessibility, and policy. For new industrial/commercial developments only the accessibility and location near highways is of significant importance and for new recreational areas the location close to concentrations of population and the growth-centre policy. Probability maps for new residential areas and new industrial/commercial areas are shown in figure 3 (over). Many more locations are indicated to have a high probability for conversion than the actually converted locations. A considerable part of these locations is, however, already occupied by residential or industrial land uses and is therefore not a candidate for conversion.
The logistic regressions mentioned above are based on an analysis for the country of the Netherlands as a whole. Regionally specific conditions are expected to influence the relations between location factors and land-use change. Region-specific logit models for new residential and industrial/commercial area in the different regions are given in tables 7 and 8 (over). There are differences in the variables that prove most significant in explaining the pattern of land-use change in the different regions. Groundwater level is a determinant of the location of new urban areas when the country is analysed as a whole, in the individual regions groundwater level does not add significantly to the explanation of the land-use pattern. In the individual regions different accessibility measures are best able to explain the new residential locations; in spite of these differences it is clear that new residential areas are preferably located with easy access to towns, cities, and infrastructure. The growth-centre and Green Heart policies have a significant influence only on the land-use pattern in the western region. It is in this region that most growth centres are located. Similar observations hold for the regional variability in location factors determining the allocation of new industrial/commercial areas. In all regions new industrial/commercial areas are preferably located in the immediate neighbourhood of motorways with easy access to consumers and labour forces. The growth centres in the western and northern region attracted industrial/ commercial compounds. The variability explained by the regression models was in all regions similar to the level of explanation for the country as a whole.
Location and neighbourhood characteristics
We analysed the neighbourhood interactions between land uses through the quantification of possible interactions between the land-use types for locations with observed changes during 1989 and 1996. The enrichment factor was calculated for the neighbourhood of all locations with new residential, industrial/commercial, and recreational areas based on the neighbouring land uses in 1989. Figure 4 (over) presents the logarithm of the enrichment factor as a function of the distance from the location of land-use change.
Positive values indicate an enrichment of the neighbourhood of the location with the land-use type while negative values indicate that relatively little of the studied land-use type is found in the neighbourhood. For all land-use changes, distance-decay functions are found to indicate a decreasing deviation of the neighbourhood from the average landuse composition. The interaction between residential area and industrial/commercial area does not follow a straightforward distance-decay function. Although at all distances a positive interaction between residential and industrial uses is found, the highest values are found at distances between 1 and 2 km (d 2 or 3) from the location itself. This indicates a tendency to locate industrial/commercial areas in the neighbourhood of residential areas, but preferably in different compounds. The positive autocorrelation for residential and industrial uses indicates that urban growth (reinforcement of existing cities) is more important than new developments far from existing residential areas. The negative association of new residential and industrial developments with grassland, arable land, and forest in the immediate neighbourhood confirms this observation. New recreation areas are positively associated with forest/nature in the neighbourhood, indicating that part of the new recreational facilities is created near to forest/nature areas that also have a recreational function. Other recreational areas are located in the immediate neighbourhood of residential areas providing facilities, such as sports fields, to the inhabitants. Based on the results of this exploration we selected, for each of the studied land-use changes, a number of interactions which were assumed to have a causal effect on the landuse allocation. These factors were included in the logistic regression models of table 6 that describe the location of land-use change based on location characteristics. We included the influence of the immediate neighbourhood (d 1; 500^700 m) and the neighbourhood over which the interaction between industrial/commercial and residential areas is maximal (d 3; 1500^2100 m). The influence of industrial and residential locations over larger distances is captured by the accessibility measures. For new residential land and for new industrial/commercial land we included the neighbourhood enrichments with residential and industrial/commercial areas and for new recreational areas we included the enrichment with residential, recreational, and forest/nature areas. Table 9 summarises the results of adding these neighbourhood characteristics to the regression models. Not all neighbourhood factors have a significant contribution to the model. However, in all cases the variability explained by the model increased considerably as indicated by the ROC values. Figure 3 shows that including the neighbourhood characteristics also leads to better probability maps for the location of land-use change.
6 Discussion and conclusion The logit models for the location of land-use change estimated in this paper indicate which processes are important to land-use change in the Netherlands. Mostly, the results correspond with our general understanding of the processes of land-use change in the Netherlands. The results show that the historic land-use pattern in the Netherlands can, in considerable part, be explained by the conditions of soil and landform. In particular, the location of agricultural land use and areas left to forest or nature can be explained by the suitability of the soil for agricultural purposes. Recent land-use conversions, studied for the period 1989^96, are no longer related to the biophysical properties of a location. Accessibility, spatial policies, and neighbourhood interactions are more important determinants of current land-use changes. These factors are, to some extent, related to the historic developments in land-use pattern. Recent developments in land use, therefore, follow a process of self-organisation in which centripetal forces lead to the growth of existing residential centres.
Residential land-use patterns as observed in 1989 are not explained very well by the spatial variation in location characteristics. We may well have missed some of the important determinants of the suitability of the different locations for residential land use. Furthermore, it is clear that location characteristics do not fully explain land-use patterns: geography can engage in a process of self-organisation in which locations with seemingly identical potential end up playing very different roles (Krugman, 1999; Venables, 1999) . However, the most important reason for the low level of explanation is most likely that a static analysis over a long time span is not appropriate to represent the temporal dynamics leading to land-use change. The method introduced, therefore, is much more appropriate for analysing the determinants of short-term changes in landuse pattern. At this time scale the effect of self-organisation can be analysed by including variables that are related directly to the process of self-organisation (neighbourhood interactions, accessibility). In our analysis these variables turned out to be significant contributors to the explanation of the geographical pattern of land-use change with relatively high levels of explanation of the spatial variability. This result indicates that land-use-change analysis based on neighbourhood characteristics and accessibility change is relevant and an important topic for further research. In model applications cellular automata might be suitable tools to simulate these land-use-change processes.
The results of the analysis in this paper indicate that policies have an important influence on land-use patterns in the Netherlands. In many studies they are not given explicit attention because they are difficult to include in a quantitative assessment. Our study indicates that omitting policy variables might cause an incomplete assessment. In the Netherlands the growth centres have catered for a large part of the new residential developments. In the period of study, 1989^96, the official growth-centre policy ended and most attention was given to reinforcement of the larger cities, using open spaces within the city or on the edge of the cities as preferential places for new residential and industrial use (Faludi and Van der Valk, 1990; 1994) . This policy is visible in the results of the analysis through the importance of parameters that represent the distance to the cities. However, it is impossible to determine, based on the analysis made in this paper, if these relations are a direct effect of policy intervention or a consequence of other socioeconomic processes that cause a concentration of residential and industrial/commercial areas.
The analysis for the Netherlands can be summarised by the observation that multiple factors, derived from different theoretical frameworks, are needed to explain the pattern of land-use change. One single disciplinary theory would have been insufficient to address the complexity of the system adequately.
The methods used in this paper enable a simple straightforward analysis of changes in land-use pattern in relation to the geographic variability in location and neighbourhood characteristics. The results help us to understand and reveal the processes that underlie the land-use-change decisions. However, empirical relations do not straightforwardly translate into processes: different processes can lead to the same spatial pattern and the same process can lead to different spatial patterns, for example, by amplification of chance events. Empirical analysis can suggest mechanisms for and quantify the relation between land use and proximate factors. In-depth research, based on the results of the empirical analysis, is necessary to reveal causality. Examples of in-depth studies on specific determinants of land-use change for the Netherlands are provided by Dieleman et al (2002) and van der Vlist et al (2002) . In-depth research should also explicitly address the issue of spatial scale. It is uncorrect to assume that results from an analysis based on area-level aggregate values apply at the individual level. Incorrect cross-level inferences, the so-called`ecological fallacy' (Robinson, 1950; Tranmer and Steel, 1998) , are a common phenomenon in studies of complex systems.
The method applied in this paper can be of prime importance to modellers developing decision-support systems for land-use planning and policy. Many land-use models use a single set of factors, assumed to be of importance in the specific case study, to forecast the location of future land-use conversions. Mostly, the selection of factors and processes assumed to be important is made without case-specific analysis and justification (Torrens and O'Sullivan, 2001) . This can cause a high level of uncertainty in land-use projections because of the lack of causality in the underlying relations on which the extrapolations are based. When models are to be actively used in impact analysis of future land-use changes, planning, and policymaking, theoretic understanding and empirical testing should underlie the specification of the simulation model. For specific case studies the method presented can be used to identify which processes and factors are important for the case study and time-period studies. Such information is a suitable start to specifying variables and identifying functional relations in a simulation model of land-use change. In this sense the method presented can contribute to improve models of land-use change and decision support.
