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ABSTRACT  
   
Shock loading is a complex phenomenon that can lead to failure mechanisms such 
as strain localization, void nucleation and growth, and eventually spall fracture. Studying 
incipient stages of spall damage is of paramount importance to accurately determine 
initiation sites in the material microstructure where damage will nucleate and grow and to 
formulate continuum models that account for the variability of the damage process due to 
microstructural heterogeneity. The length scale of damage with respect to that of the 
surrounding microstructure has proven to be a key aspect in determining sites of failure 
initiation. Correlations have been found between the damage sites and the surrounding 
microstructure to determine the preferred sites of spall damage, since it tends to localize 
at and around the regions of intrinsic defects such as grain boundaries and triple points. 
However, considerable amount of work still has to be done in this regard to determine the 
physics driving the damage at these intrinsic weak sites in the microstructure. The main 
focus of this research work is to understand the physical mechanisms behind the damage 
localization at these preferred sites. A crystal plasticity constitutive model is implemented 
with different damage criteria to study the effects of stress concentration and strain 
localization at the grain boundaries. A cohesive zone modeling technique is used to 
include the intrinsic strength of the grain boundaries in the simulations. The constitutive 
model is verified using single elements tests, calibrated using single crystal impact 
experiments and validated using bicrystal and multicrystal impact experiments. The 
results indicate that strain localization is the predominant driving force for damage 
initiation and evolution. The microstructural effects on theses damage sites are studied to 
attribute the extent of damage to microstructural features such as grain orientation, 
  ii 
misorientation, Taylor factor and the grain boundary planes. The finite element 
simulations show good correlation with the experimental results and can be used as the 
preliminary step in developing accurate probabilistic models for damage nucleation. 
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1. INTRODUCTION 
 
1.1. Motivation 
Nuclear weapons are technically complex devices with a multitude of components. 
The United States of America performed its last nuclear weapon test in 1992 and soon 
after the Department of Energy (DOE) and the National Nuclear Security Agency 
(NNSA) developed the Stockpile Stewardship Program (SSP) with the goal of assuring 
the continuing reliability and safety of the US nuclear arsenal without nuclear testing. 
The DOE established the Accelerated Strategic Computing Initiative (ASCI) as a part of 
the SSP to simulate the results of new nuclear weapon designs as well as effects of aging 
on existing nuclear weapons. The ASCI requires high performance computational 
modeling and numerical simulations for the integration of theory, data from past nuclear 
tests, and new experimental results.  
Understanding the physics of shock loading and the extent of damage caused by it 
becomes extremely necessary if we were to encounter the worst-case scenario of the 
detonation of a nuclear weapon. As a part of the ASCI, Los Alamos National Laboratory 
(LANL) has undertaken the characterization and modeling of failure in metallic materials 
under extreme conditions, such as the high loads and strain rates found under shock 
loading. Similar loading conditions are also seen in many dynamic events such as 
automobile crash, ballistic impact, blast loading, micro-meteoroid impact in space 
vehicles, etc. The development of reliable computational models becomes necessary as it 
can be extremely difficult and very expensive to recreate such drastic conditions in the 
laboratory under a controlled environment. The advancements in the field of scientific 
2 
computing and super computers have made it possible to solve very large problems even 
at the atomistic level. The first step would be to understand the physics behind shock 
wave propagation and the various damage mechanisms associated to it. A brief 
introduction on spall damage due to shock loading is given in the following section.   
Upon impact, a shock wave propagates through a material producing stresses far 
beyond the elastic limit, resulting in plasticity and eventual spallation. Spall failure is a 
complicated phenomenon that is governed by factors such as loading conditions, impact 
zone, duration of pulse, etc., on a macroscopic scale and microstructure, grain size, 
intrinsic (grain boundaries, triple points) and extrinsic (precipitates, inclusions) defects on 
a microscopic scale. The study of spall failure at its initiation stage, also known as 
incipient spall, becomes extremely important as it can provide better insight into how to 
improve materials to withstand high dynamic loads. Furthermore, the study of incipient 
spall damage is of paramount importance to develop efficient computational models that 
account for the statistical nature of this phenomenon. 
Most of the research work to date has focused on developing macroscopic continuum 
models using stochastic methods to predict damage nucleation [1-4]. Even though some 
of these models are able to take into account the plastic anisotropy resulting from 
crystallographic texture, they fail to account for the local deformation modes that can 
lead to material failure, including strain localization at and around grain boundaries and 
the propagation of slip bands through grains in the microstructure.  Experimental 
observations have shown that damage initiation can occur due to several failure 
mechanisms such as trans-granular or inter-granular failure [5, 6]. In particular, the grain 
boundaries may act as barriers to the propagation of failure modes that originate inside 
3 
the grains or as sites of damage initiation. These failure modes can be affected by the 
heterogeneous deformations at and around the grain boundaries due to elastic and plastic 
anisotropy [6]. Thus, even though statistical in nature, damage initiation is a complex 
process that can be well defined only if we take into consideration all the possible failure 
mechanisms. The study of damage nucleation and evolution at a microstructural level 
will provide accurate statistical data for the preferred sites of damage nucleation that can 
be used as input in the above mentioned macroscopic models.  
The rest of the chapter will help gain better understanding of the different 
phenomena that lead to spall damage during shock loading. The 4 major topics covered in 
the following sections are given in Figure 1.1. The phenomenon of shock loading and 
spall damage will be studied individually and the microstructural effects and modeling 
efforts on these phenomena will also be reviewed.  
 
Figure 1.1: Summary of topics reviewed in the chapter 
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1.2. Fundamentals of Shock Physics and Wave Propagation 
The propagation of waves is an important phenomenon that affects a medium when it 
is subjected to a local excitation. Upon excitation, the disturbance propagates through the 
material as a stress wave with a velocity given by the equation [7]  
    
 
 
  
  
         (1.1) 
When the amplitude of these stress waves results in a stress state that greatly exceeds the 
dynamic yield strength of the material, the shear stresses can be neglected in comparison 
with the compressive hydrodynamic component of the stress. This high pressure state 
travelling into the material, along with appropriate geometric constraints,  give rise to 
uniaxial strain conditions in the compressed region, which in turn leads to the convexity 
in the stress-strain slope as [7] 
 
  
(
  
  
|
 
)            (1.2) 
This causes the disturbance front to steepen up, resulting in rapid change in pressure, 
temperature and density, leading to the formation of a shock wave. Thus, a shock wave 
can be defined as a traveling discontinuity of pressure, temperature and density [7].  
 Shock waves exist in elastic-plastic solids in 3 different pressure regimes; purely 
elastic (acoustic), elastic-plastic, for which a two-wave structure is present, and 
hydrodynamic, where stresses are high enough that the shear strength of the solid can be 
neglected altogether [8]. The Hugoniot elastic limit (HEL) is the critical pressure at 
which plasticity occurs. The study of elastic waves becomes important, as the shock wave 
is preceded by an elastic wave, when materials are shock loaded in a certain range of 
pressures [9]. This elastic precursor wave can undergo relaxation and changes in 
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amplitude and rise time as it traverses the material [9]. Also, the initial release waves 
generated immediately after a shock wave reaches a free surface are elastic in nature.  
The longitudinal wave velocity in an elastic body below the HEL depends on the bulk 
modulus (K), shear modulus (G), and the density (ρ) and is given by the equation [10] 
   (
  
 
 
 
 
)
 
 
         (1.3) 
At pressures above the HEL, shear effects are negligible and the wave velocity is given 
by [10] 
    (
 
 
)
 
 
         (1.4) 
In a shock wave, the material state changes discontinuously from one side of the 
shock front to the other and the expressions governing sound wave behavior, i.e., the 
acoustic approximation, are no longer strictly applicable. Instead, scientists use what are 
called the Rankine-Hugoniot relations or jump conditions. A schematic profile of the 
shock front is shown in Figure 1.2, where Us is the shock velocity,  Up is the particle 
velocity, ρ is the density of the material, E is the energy, and P is the pressure [11]. The 
subscript ‘o’ indicates the properties of the material ahead of the shock front. 
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Figure 1.2: Profile of a shock front propagating through a material [11] 
The Rankine-Hugoniot equations used to represent the conservation of mass, momentum 
and energy across an ideal, one-dimensional shock front, are [7]: 
Conservation of mass:        (     )     (1.5) 
Conservation of momentum:                  (1.6) 
Conservation of energy:       
 
 
(    ) (
 
  
 
 
 
)   (1.7) 
A fourth equation known as the equation of state (EOS) is necessary to determine any of 
the parameters as a function of one parameter. The EOS defines all the equilibrium states 
that can exist in a material, and will be explained in detail in Chapter 4. 
The wave velocities given in Equations (1.3-1.4) assume that the material behaves 
isotropically, if loaded in any given direction. But, in the case of polycrystalline materials 
comprised of multiple grains, the disturbance can propagate with different speeds through 
the different individual grains. This anisotropy in material behavior in a polycrystalline 
sample can affect the propagation of shock wave through it and also when it encounters 
the interfaces between adjacent grains. Thus it becomes important to study the effects of 
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anisotropy and other microstructural defects on the propagation of a shock wave [9, 12], 
as will be discussed in the following section. 
 
1.2.1. Effects of Anisotropy on Shock Wave Propagation 
Anisotropy is defined by the directional dependence of a property on the applied 
field [13] , yielding different values of a physical property of a material when measured 
along different axes. Meyers studied the variation in rise time of the elastic precursor 
waves during shock loading of a polycrystalline cubic material [9]. The study of elastic 
precursor waves is considered to be important as it is possible to obtain information on 
dislocation dynamics from these waves. He considered the acoustic impedance (product 
of the longitudinal elastic wave velocity(  
 ), given in Equation (3), and density (ρ)) of 2 
grains and studied the irregularities in elastic waves due to  
• Velocity Anisotropy  
• Scattering by grain boundaries  
• Wave deflection at grain boundaries  
• Scattering due to mode conversions 
The difference in elastic wave speeds along the different crystallographic 
directions can be expressed as a function of the elastic constants for a cubic material, C11, 
C12 and C44 and the density, ρ. The longitudinal velocities for elastic waves along the 3 
crystallographic orientations <100>, <110>, and <111> are given as 
           √
   
 
                  √
             
 
               √
              
 
  (1.8) 
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The acoustic impedance varies with crystallographic orientation in the material, as shown 
in the surface plot of   
  in Figure 1.3. The distance from the center to a point on the 
surface is proportional to the longitudinal sound speed along the direction defined by the 
vector joining the two points. The surface plot reveals that grains oriented along a <100> 
direction have the lowest acoustic impedance and those along a <111> direction have the 
highest. 
 
Figure 1.3: Surface plot showing the variation of   
  with crystallographic orientation in 
Cu [14] 
Loomis et al. studied the refraction and reflection of elastic waves at grain 
boundaries of NiAl bicrystals using a slowness approach as well as finite element 
simulations [12]. The stresses developed in the bicrystal finite element model were 
compared to the amplitude of the longitudinal waves calculated using the slowness 
method [12]. This method gives a basic understanding of the phenomenon of scattering of 
elastic waves at interfaces and the resultant stress distributions. The study showed that 
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shock wave scattering could lead to stress concentration at the interfaces, which becomes 
extremely important when we deal with damage localization in poly- and multicrystalline 
microstructures. 
The most common method of producing shock waves in a material is the planar 
impact, where in a flyer plate is launched into a target sample thereby propagating shock 
waves through both the flyer and target. The method of flyer-plate impact is briefly 
reviewed in the next section. 
 
1.2.2. Flyer Plate Impact Test 
  Plane shock waves for dynamic experiments and spall measurements are usually 
generated by impacting the target with a flyer plate or by detonating an explosive plane 
wave generator in contact with the sample [15]. The typical setup for a flyer plate impact 
experiment is shown in Figure 1.4 [10]. Plate-driven impact testing requires the impacted 
surfaces of both flyer plate and target to be planar and parallel, thus maintaining one-
dimensional loading conditions throughout the experiment. The conditions of uniaxial 
strain, required for the development of shock, are achieved to a very good approximation 
by a target sample with a width to thickness ratio of at least 10:1 [16].  
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Figure 1.4: Flyer-plate impact assembly [10] 
Usually, these uniaxial conditions are only satisfied for the center region of the 
sample, and the one-dimensional conditions are often sacrificed at some radial distance 
from the center. Momentum trapping rings are usually employed on the lateral edges of 
the target plate to prevent the lateral release waves from interacting with the longitudinal 
waves at the center of the target. Stevens and Jones [17] studied the effects of radial 
release phenomena in plate impact experiments with and without momentum trapping 
rings. They used a 2D lagrangian finite difference code to study the shock wave 
propagation through aluminum alloys with varying thicknesses. The diameters of the 
flyer and target materials were assumed to be the same.  From the simulations performed 
they concluded that: 
 The use of momentum traps reduces the additional plastic work produced in the core 
of the target disk by the radial release process. 
 Increasing the aspect ratio (diameter to thickness ratio) of the target disk leads to the 
confinement of the radial release waves to region close to the circumference. 
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Gray et. al. [18] found large residual strains in recovered samples where momentum 
traps were not used. This indicates that the radial release unloading waves from the 
flyer/target circumference interfere with the in-plane compression stresses. This has led 
to the use of guard rings surrounding the sample to serve as momentum traps so that the 
uniaxial effects clearly dominate over the radial release phenomenon [18]. The residual 
deformation in recovered samples loaded within the range 5-50 GPa (with momentum 
traps) was found to be between 0.2% and 0.5%. These studies clearly emphasize the use 
of momentum traps to ensure that the residual structure-property effects after the flyer-
plate impact test can be attributed entirely to the uniaxial strain conditions typical of these 
tests. Thus, there arises a need to study how the radial release waves affect the spall 
damage, when experiments are conducted without a momentum trap with geometries 
different to those used by [18], as is the case here. This is explored in great detail in 
chapter 5 along with the influence of the microstructure.  
The qualitative characterization of the mechanical properties of the material 
undergoing shock loading requires some sort of measurement of the wave propagation 
through the material. A velocity interferometry system for any reflector (VISAR) is 
commonly used in dynamic experiments for measuring particle velocity on the back of 
the target [19]. A typical VISAR profile is shown in Figure 1.5. Detailed analysis of the 
impact test conditions and its effect on the VISAR profile will be discussed in Chapter 4. 
These VISAR records will be used in the verification, validation and calibration of the 
constitutive model developed to model the flyer-plate impact experiments. Some of the 
constitutive models that are widely used in high strain rate applications are briefly 
described in the next section. 
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Figure 1.5: Typical free-surface velocity profile obtained from VISAR[20] 
1.2.3. Modeling Material Behavior during Shock Loading 
The mechanical behavior of materials is known to change under different loading 
conditions and varying temperatures. In order to capture the dynamic behavior of 
materials, the effects of strain rate and temperature on the elastic constants and strength 
have to be studied and quantified. Several constitutive models have been developed in 
this regard to simulate the response of metals subjected to deformation at high strain rates 
such as in shock loading [21-28]. The Johnson-Cook (JC) [23] model and the Steinberg-
Cochran-Guinan (SCG) [25, 26] model give empirical relations for the flow stress as a 
function of plastic strain, strain rate and temperature. The SCG model also defines the 
shear modulus as function of pressure and temperature to account for the variation in 
elastic constants at high strain rates. The Zerilli-Armstrong (ZA) constitutive model is 
based on simplified dislocation mechanics [27]. The flow stress in the ZA model is 
defined as a function of the strain rate, temperature, initial dislocation density, 
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microstructural stress intensity and average grain diameter. The Mechanical Threshold 
Stress (MTS) model is also widely used to simulate high strain rate behavior in metals 
[22]. The flow stress in the MTS model is defined in a way to include the effects of 
dislocation motion and dislocation-dislocation interactions as well as the microstructural 
evolution with increasing deformation. Even though these constitutive models help in 
predicting the dynamic behavior of homogenous materials, the lack of anisotropic effects 
makes them ineffective in the current research work. Some of the anisotropic constitutive 
models are discussed in the following section. 
The isotropic approximation to material behavior works reasonably well when the 
phenomenon of interest does not vary with respect to the crystalline orientation. When 
the material behavior becomes dependent on the grain orientations, it becomes necessary 
to study the effects of anisotropy on overall material behavior. The constitutive modeling 
of anisotropic materials can be complicated as the rate independent formulation requires 
an anisotropic yield function. The most commonly used yield criteria for anisotropic 
materials is the Hill’s quadratic formulation [29, 30], which contains six parameters 
specifying the state of anisotropy. Several yield criteria have since been formulated to 
model anisotropic metals [31-38]. The effects of material anisotropy on material behavior 
during shock loading have been modeled on a macroscopic scale as well as on a 
microstructural level [39-43]. These models mostly include an equation of state to take 
into account the nonlinear compressibility effects.  
Lukyanov developed a constitutive model for anisotropic materials subjected to 
shock loading by incorporating an anisotropic equation of state [38, 44]. He used the 
developed model to predict the elastic-plastic behavior of Aluminum alloy during flyer-
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plate impact experiment. Another significant effort relevant to current research is the 
work done by Becker [39]. He developed a constitutive framework by incorporating 
crystal plasticity to capture anisotropic effects and the pressure-volume strain response is 
decoupled using an equation of state. The importance of using a crystal plasticity 
framework in the current research and the various formulations associated with it will be 
reviewed in detail in Chapter 4.  
When a flyer plate impacts a target, shock wave propagation through the material 
produces internal stresses, resulting in localized strain and, under the right conditions, 
eventual failure by spallation [10]. Spall fracture is a complex process resulting from the 
nucleation, growth, and coalescence of voids produced when large stresses are imposed 
for short durations. The phenomenon of spall damage is explained briefly in the next 
section 
1.3. Spall Damage 
When a flyer plate impacts a target, 2 compressive shock waves are generated, 
traveling in opposite directions from the plane of impact. These compressive waves reach 
the free surfaces in the back of the flyer plate and target and get reflected as release 
waves. These release waves interact at a plane, commonly referred to as the spall plane, 
generating a high magnitude tensile pulse. If the magnitude of this tensile pulse is greater 
than the spall strength of the material, plastic deformation occurs leading to ductile 
fracture by the nucleation, growth and coalescence of voids along the spall plane.  The 
formation of spall plane due to the interaction of the shock waves is shown in Figure 1.6. 
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Figure 1.6: Distance-time plot showing wave propagation in flyer and target after impact 
The measurement techniques used to quantify the damage that occurs during the 
spall process can be broadly classified as active and passive measurements [15]. Active 
measurements are directly or indirectly derived from the dynamic time-dependent 
measurements of stress or particle velocity histories obtained from the test specimen. 
Passive measurements include post-test microscopic examination of the tested specimen. 
Active and passive measurements provide valuable information regarding the spall 
strength, damage mechanisms and damage kinetics [15]. The damage process is 
quantitatively and qualitatively described using these measurements in the following 
section. 
The dynamic measurement of spall strength is based on the measurement of the 
velocity pull back. Velocity pull back (    ) is defined as the difference between the 
maximum velocity (    
     ) and the minimum velocity before pull back (    
     ) as 
shown in Figure 1.5. 
          
           
             (1.9) 
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The spall strength refers to the tensile stress value just before spalling and is given as [15] 
   
 
 
                (1.10) 
where,    is the density and    is the wave speed. A reasonable estimate of the spall 
strength is given by Eqn. 1.10, as long as the density and wave speed are close to the 
original values. With increasing tensile stress, this condition becomes less accurate. 
Stepanov and Romanchenko first discussed the influence of elastic-plastic response and 
target plate thickness on the velocity pullback value and derived an expression for spall 
strength as 
   
 
 
        (
 
  
  
  
)          (1.11) 
where, cl and cb are the longitudinal and bulk sound velocities respectively and    is a 
function of the stress gradient of the refracted wave and the spall plate thickness [15]. 
The post-impact microscopic observation of the spalled samples makes up for the part of 
passive measurement technique to characterize the damage process. The phenomenon of 
spalling can be thus classified into 3 categories depending on the extent of damage as 
(shown in Figure 1.7 a-c) 
 Incipient spall – the nucleation phase  
 Intermediate spall – the growth and initial coalescence phase and 
 Spall fracture – the final coalescence and rupture phase 
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Figure 1.7: Examples of a) incipient spall b) intermediate spall and c) spall fracture [5, 6, 
8] 
The primary focus in this research work is to capture spall damage evolution in its 
early stage of nucleation and growth. The effects of microstructure on the evolution of 
damage can be better understood by studying the incipient phase of spall damage, as 
these damages tend to localize at the intrinsic defects such as GBs. Several damage 
models have been developed over the years to characterize the phenomenon of void 
nucleation, growth and coalescence leading to eventual fracture. A brief overview of 
these models is given in the following section. 
 
1.3.1. Modeling Spall Damage 
1.3.1.1. Review of Early Void Nucleation, Growth and Coalescence Models 
The study of dynamic fracture of materials under shock loading can be traced back 
to the late 19
th
 century when John Hopkinson did experiments with an iron wire impacted 
on one end while the other end was fixed [45]. He studied the propagation and 
consequent reflection of waves through the wire leading to eventual rupture. The first 
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observation of spall was reported by his son, Bertram Hopkinson, who studied the 
fracture in metals exposed to detonation and the transient stress wave effects attached to 
it [46]. Upon cross-section of the impacted samples, he found cracks spread in all 
directions and attributed these crack formations to the radial tensile wave that is reflected 
from the free surface. A detailed history on the earlier works on spall formation can be 
found in [47], a study done by Rinehart, who in his extensive research on the subject, 
focused on the metallurgical aspects of dynamic material behavior [48]. 
The importance of pulse duration during the shock loading and subsequent damage 
was first studied by Butcher et al. [49] and they defined a criterion for damage initiation 
as 
 
ft
o
dt threshold)( 0
         (1.12) 
This concept led to the formulation of a material model for dynamic fracture known as 
NAG (Nucleation and Growth) by Seaman et al. [50]. The model was formulated based 
on the experimental observations by Barbee et al. [51]. The model captures the various 
stages in dynamic fracture such as, nucleation of voids as a function of stress and stress 
duration, growth of voids and the coalescence of voids as a function of stress. The 
damage is described by a statistical distribution of voids, thus extending the microscopic-
level theory to a macroscopic level [50]. A series of impact experiments led to the 
formulation of nucleation rate as  
  100 /exp  nt NN          (1.13) 
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where, tN
  is the total number of nucleated voids per unit volume,  is the mean tensile 
stress, 0N
 , 0n and 1  are material properties [52]. The growth of a nucleated void with a 
radius R, is given by  
   4/0gmRR         (1.14) 
where, R  is the growth rate, 0g

is a growth threshold related to the static yield stress and 
  is the material viscosity [52]. The NAG model, however, simplifies the actual fracture 
process ignoring the physical aspects of void nucleation, i.e., the voids may be generated 
as a result of the presence of intrinsic (grain boundaries) or extrinsic (inclusions) defects. 
Shockey et al. classified the nucleation of voids into two groups; homogenous and 
heterogeneous [53]. The homogenous nucleation is governed by thermal fluctuation 
processes where-as the heterogeneous nucleation includes fracture at inclusions, second-
phase particles and grain boundaries [53]. They proposed an evolution equation for the 
number of microvoids per unit volume as 
      pp
x
CBA
t
N
N   


 ,      (1.15) 
where,   is the hydrostatic stress, p is the equivalent plastic strain and   denotes 
temperature.   ,A  describes nucleation under constant stress as a result of thermally-
activated mechanism,   B  describes nucleation arising from debonding at second 
phase particles as stress progresses and   ppC    describes the nucleation by debonding 
due to plastic strain accumulation [53]. 
20 
Curran et al. reviewed various microstructural nucleation and growth models [52] 
and discussed the link between these microstructural fracture mechanics models and 
continuum fracture mechanics models. They classified the various microstructural 
nucleation models as either tensile stress/temperature driven or deformation/plastic-strain 
driven. Similarly, the growth models were classified as void growth by diffusion or void 
growth by plastic flow. A model that stands out in the above mentioned study is the Raj 
and Ashby vacancy diffusion model [54, 55]. They proposed that the tensile stresses 
attained in plate impact experiments could nucleate vacancy clusters at inclusion-free 
grain boundaries [54, 55]. 
A similar review of the phenomenon of dynamic fracture and the various spall 
models has been done by Meyers and Aimone [56]. The important metallurgical aspects 
related to the nucleation, growth and coalescence of voids were also discussed. A brief 
introduction has also been given on the micromechanical model for void growth based on 
the dislocation theory. The pioneers in this field of research, Stevens, Davison and 
Warren, proposed a theory for the growth of voids in aluminum monocrystals 
incorporating dislocation dynamical relations [17]. Stevens et al., proposed that the 
movement of the dislocations, produced by the direct compressive shock wave, towards 
the void would increase its size [17]. These theories later motivated researchers to take up 
the study of void nucleation and growth to an atomic level. 
Several constitutive relations have been developed to model the dynamic fracture 
of materials by introducing porosity as an internal damage variable. Carroll and Holt 
derived static and dynamic pore-collapse relations for porous ductile materials by 
analysis of the collapse of a hollow sphere and overall porosity under external pressure 
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[57]. The model assumed the matrix material to be homogenous, isotropic, and 
incompressible, and did not take into account viscosity or variable yield strength. As an 
extension to the Carroll and Holt model, Johnson developed a microscopic model of 
ductile hole growth that relates the material porosity to its initial value, the time history of 
the tensile pressure and the rate-dependent plastic flow properties of the matrix [58]. The 
initial porosity is taken as a random variable following Poisson statistics and all the void 
radii are assumed to be equal.  
Perzyna combined the above mentioned void growth model with the void 
nucleation model developed by Shockey et al. and applied it to materials with work-
hardening viscoplastic properties [59]. He focused on the dynamic deformation process 
during plate impact experiments and proposed an evolution equation for the porosity 
parameter taking into account the interaction of voids. Eftis et al. developed a 
mathematical model for the growth of microvoids under mean tensile stress and used it as 
an internal state variable in Perzyna’s elasto-viscoplastic constitutive theory [60]. The 
microvoid growth is considered to be entirely spherical based on the assumption that the 
dilational contribution overshadows the distortional contribution [60]. Cortes further 
developed the Carroll and Holt model by including the effects of material viscosity, strain 
hardening and thermal softening on dynamic fracture behavior [61]. He concluded, based 
on his study on copper and aluminum, that material viscosity and strain hardening has an 
influence on the dynamic tensile strength where-as thermal softening has negligible 
influence on tensile strength under high loading conditions [61]. 
 A constitutive theory for ductile rupture by void nucleation and growth has been 
developed by Gurson [62], emphasizing on the role of hydrostatic stress in plastic flow 
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and void growth. He developed appropriate yield criterion, flow rule, hardening behavior 
and nucleation criterion and embedded these elements into the model. The yield function 
is given by the equation 
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where, eqvT is the normalized equivalent stress, T  is the normalized hydrostatic stress 
and f is the volume fraction of voids. Tvergaard later introduced a set of constants (
21,qq and 
2
13 qq  )given by Eqn. 1.5, to make the predictions of the Gurson model agree 
with the numerical studies of ordered voided materials in plane strain tensile fields [63]. 
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Detailed description of the Gurson model will be given in Chapter 4 where it will be used 
in conjunction with crystal plasticity framework to model spall damage. 
 
1.3.1.2. Inertial Effects on Void Growth 
The effect of micro-inertia on the growth and interaction of voids, which has been 
neglected in the constitutive models discussed above, has been studied by various 
researchers [64-69]. Ortiz and Molinari considered the effect of inertia, strain hardening 
and rate dependence on void growth in porous materials under dynamic loading [64]. 
They showed that the early stages of deformation are dominated by viscous effects and 
the long-term response of the void is dominated by inertial effects. A measure of 
effective inertia of the system is defined as  
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where,   is the density, 0a  is the radius of the void, ref  is the strain rate and ref is the 
stress. Hence, the micro-inertial effects of voids were shown to be significant for voids 
with increasing radius and depend on the mechanical properties and the rate of expansion 
[64]. Similarly, Tong and Ravichandran [65] also proposed that micro-inertial effects 
play an important role on void growth, but used the porosity of voids  f  as the 
parameter to characterize void growth rather than void radius  a . They incorporated 
strain rate dependence and inertial effects into the Gurson-Tvergaard-Needleman (GTN) 
model that will be discussed in detail in later sections. They concluded, based on their 
study on dynamic void growth in aluminum, that inertia has a strong stabilizing effect on 
the void growth process and tends to delay the coalescence even at higher strain rates 
[65].  
Wang [66] developed a model of void growth in ductile porous materials and 
considered the influence of inertial, thermal and rate dependence effects on void growth. 
Wang and Jiang later proposed a yield criterion for porous ductile materials at high strain 
rates including inertial effects in the dynamic behavior of the yield function [67]. They 
proposed a new concept wherein they separated the macroscopic stresses into dynamic 
and quasi-static components. They developed an approximate dynamic yield criterion, 
given in Eqn. 1.14, as an extension of the Gurson model and incorporated inertial term in 
the calculations, i.e., 
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where, e  and m  are the macroscopic effective and mean stresses and the superscript 
‘d’ denotes the dynamic macroscopic stresses due to inertial effects. For a low rate of 
deformation  s/103 , the inertial effects can be neglected and the yield criterion reduces 
to the Gurson model given by Eqn 1.6. Molinari and Mercier[68] developed a similar 
micromechanical constitutive model for porous materials built up of two components: a 
static viscoplastic part and a dynamic part. They defined a representative volume element 
(RVE) of a porous material and used averaging methods and homogenous kinematic 
boundary conditions to obtain the relationship between macroscopic stress, macroscopic 
strain rate and porosity. They studied the effect of flow stress level, strain rate sensitivity 
and inertia during hydrostatic loading and showed that they contribute in delaying the 
porosity evolution and void volume change as mentioned in the previous micro-inertia 
models. Wu et al.[69] combined the inertial, thermal and rate-dependent effects to study 
the dynamic growth of a single void under transient loading conditions.  
 
1.3.1.3. Probabilistic Approaches for Void Nucleation 
A probabilistic approach has been adopted by Molinari and Wright [1] to model 
the nucleation and early growth of voids in ductile materials subjected to dynamic 
loading. They proposed the existence of a cavitation pressure (nucleation threshold 
pressure), beyond which the void sustains continuous and unbounded growth. Potential 
nucleation sites are assumed to be randomly distributed in the material and each site is 
characterized by its own cavitation pressure. A statistical distribution (Weibull 
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distribution) of cavitation strengths is assumed for void nucleation and a dynamic law 
governed by inertial effects is assumed for the void growth thereafter [1]. As an extension 
to the above mentioned model, Czarnota et al. [2] developed a model to include the void 
interactions within the material under dynamic deformation. The coupling between 
porosity and inertial effects is studied and the softening of the matrix material due to 
increased porosity is included in the model. The model has been used to predict the spall 
stresses in high-purity grade tantalum and the results are compared with the experiments 
done by Roy [3].  
These empirical distributions fail to take into account the physical mechanisms 
behind damage nucleation, which is really important when we are studying void 
nucleation and growth at its incipient stages. Thus the need arises to obtain a physically-
based model for the distribution of defect strengths at the microscale.  
Trumel et. al. [4] studied the stress fields around a newly formed void and came to the 
conclusion that, voids will nucleate from active nucleation sites only if those sites do not 
belong to the relaxed zone of previously nucleated growing voids - known as the 
inhibition zone. A nucleation site is said to be active (i.e., can potentially nucleate a void) 
if the local hydrostatic stress exceeds some nucleation threshold [4]. A dynamic 
inhibition model is developed by studying the elastic relaxation zones developed around a 
nucleated void. Nucleation of new voids will occur only if the region is outside the 
relaxed zone produced by previously nucleated voids. The inhibition as well as the 
horizon concepts are explained in Figure 1.8 [4]. The nucleation and inhibition 
probabilities are linked to the local elastic and plastic properties of the material. 
26 
 
Figure 1.8: Inhibition and horizon concepts (a) Inhibition phenomena. In grey are relaxed 
zones where void nucleation is inhibited. (b) Horizon of a site P. Any active site in the 
grey zone inhibits further cavity nucleation at P [4] 
 
1.3.1.4. Modeling Void Nucleation and Growth using Atomistic Tools 
Recently, there has been significant progress in the study of void nucleation and 
growth by using atomistic tools [70-75]. The advantages of molecular dynamics (MD) 
simulations over continuum models are [70] 
 No assumption about mechanisms of plasticity needs to be made 
 The assumptions on elastic isotropy or the local dislocation orientations can 
be avoided 
 There is no need for any dislocation nucleation, interaction and mobility rules 
The main disadvantage of MD simulations is the constraints on the length and time 
scales. Belak [76] calculated the spall strength of copper using molecular dynamics 
simulations and found that they were in reasonable agreement with the experimental 
results. Rudd and Belak [70] studied the void nucleation and associated plasticity in 
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dynamic fracture of polycrystalline copper using atomistic simulations. They studied the 
mechanisms of plasticity associated with void growth in single crystal FCC metals at 
high strain rates. To study void nucleation and growth they used molecular dynamic 
simulations of the motion of large collections of atoms that represent a small volume of 
the material of interest. A suitable interatomic potential is chosen to derive the forces 
experienced by each atom. The atoms move within the structure based on the classical 
interatomic forces they experienced. As the system relaxes under the applied stress, 
dislocations are nucleated, twins are formed or other mechanisms come into play [70]. 
Figure 1.9 shows the MD simulations done by Rudd and Belak showing the evolution of 
voids in polycrystalline copper under dynamic loading. 
 
Figure 1.9: A series of frames showing the evolution of the voids in the simulation of 
dynamic fracture in polycrystalline copper. The frames show the following stages of the 
void evolution: (a) the initial configuration of the system (0 ps), (b) void nucleation (5 
ps), (c) void growth (20 ps), (d) void coalescence (35 ps). [70] 
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The striking feature of these simulations is that, even though the simulation cell is 
expanding equally in all directions, void growth is not isotropic [70]. Grain boundaries 
seem to be the preferential sites for void nucleation. They observed that dislocation 
emission from the void surface serves to transport material, in the form of platelets of 
interstitial atoms, away from the void allowing it to grow. Dislocation emission from 
grain boundaries has also been seen to play an important role [70]. 
Lubarda et al. proposed a mechanism of void growth by dislocation emission 
from the void surface [77]. They showed that under high strain rate loading the vacancy 
diffusion mechanism cannot account for the void growth process. The prismatic loop and 
the shear loop dislocation emission mechanisms proposed by Ashby [72] have been used 
to study the growth of voids. The critical stress required to emit a single dislocation and a 
dislocation pair under remote biaxial tension is calculated [77]. Traiviratana et al. later 
performed molecular dynamics simulations in monocrystalline and bicrystalline copper 
subjected to tensile uniaxial strains and revealed that emission of shear dislocation loops 
is the primary cause for void growth [73]. They showed that nucleation of voids is 
favored at slip planes that make an angle of 045  with the void surface, thus maximizing 
shear stresses [73].  
 
1.3.2. Effects of Microstructure on Spall Behavior 
As mentioned earlier, the presence of intrinsic and extrinsic defects plays an 
important role in the spall failure of materials under dynamic loading. The 
microstructural features that can affect the spall behavior are grain size, grain orientation, 
misorientation between adjacent grains, and the physical orientation of the grain 
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boundary with respect to the shock direction. Studies have been conducted to characterize 
spall damage with respect to these microstructural features. Extensive research has been 
conducted to find the effects that material anisotropy, grain size, grain boundaries, triple 
points, precipitates, and inclusions have on the spallation process [6, 7, 20, 52, 56, 78-
82]. Chen at al. [79] conducted plate-impact experiments on aluminum alloy 6061, to 
study the effect of microstructure on the spall strength. They conducted the experiments 
with three different grain sizes and two different orientations with respect to the plate 
rolling axes and compared the spall strengths and pullback velocities obtained from each 
of these experiments. Minich et al. [81] conducted similar experiments on 99.999% 
copper with varying length scales and revealed that the failure process has a strong 
dependence on the length scale. They reported that single crystals have comparable or 
higher spall strength than polycrystalline copper of similar purity. They also noticed a 
significant difference in the spall strength, between <1 0 0>, <1 1 0> and <1 1 1> 
oriented single crystals of copper [81]. Vignjevic et al.[82] conducted plate-impact 
experiments on aluminum alloy 7010-T6 and studied the shock response as a function of 
orientation. They showed the Hugoniot Elastic Limit (HEL) and spall strength are 
stronger in the longitudinal direction than the short transverse direction. They also 
proposed strain rate sensitivity for the properties in the longitudinal direction. 
 Peralta et al. investigated the correlation between microstructure and incipient 
spall damage in shock loaded multicrystalline copper samples [6]. Flyer-plate impact 
experiments were conducted in copper samples and the evolution of damage sites has 
been studied with a crystallographic point of view. The damage sites were shown to 
localize near grain boundaries, especially triple points. Henrie et al. metallographically 
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characterized impacted tantalum samples to quantify spallation void statistics [83]. The 3-
dimensional nature of incipient spallation was studied by performing serial sectioning on 
the flyer-plate impacted sample. Serial sectioning techniques along with Electron Back 
Scatter Diffraction (EBSD) have been used to characterize and quantitatively assess the 
damage induced due to shock loading [6, 83]. Hashemian [5] studied the distribution of 
misorientation angles of damaged boundaries in intermediately spalled copper 
multicrystals. It was found that high angle boundaries (between 40
0
 and 60
0
) localized 
damage most frequently, with the peak in the 60
0 
twin range as shown in Figure 1.10 a. 
The study also showed that triple points and their associated GBs were typical places for 
damage localization as shown in Figure 1.10 b. Wayne et. al. analyzed the intergranular 
damage in their polycrystalline copper samples to obtain statistics on the strength of GBs, 
and reported that that the boundaries with the highest probability to contain spall damage 
were found to be in the 35-40° misorientation bin, with a tendency for damage at 60° 
boundaries to occur at the tips of terminated twins [20]. Local microstructural variables 
such as geometry, crystal orientation, boundary strength, and boundary misorientation are 
among the characteristics of a damage site currently being researched [74, 75, 78, 84-87]. 
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Figure 1.10: (a) Histogram of misorientation angles for boundaries with damage in 
copper multicrystals. (b) Fraction of damage sites according to grain connectivity. After 
[5] 
1.4. Design of Experiments  
Design of experiments (DOE) is a method used to estimate the values for the 
independent variables of a physical experiment or computer simulation with a specific 
objective, such as generation of a response-surface model of the phenomenon under 
investigation, represented as the dependent variable [88]. The response surface, once 
generated, can be then used to find the optimal set of parameters that satisfies the 
objective function. Design of experiment methods can be used to calibrate the material 
constants of a constitutive model to fit the desired experimental response. The general 
methods for generating a response surface from a set of variables and determining the 
optimal parameters are discussed in the following sections. 
 
1.4.1. Overview of Response Surface Methodology 
Response Surface Methodology (RSM) is a collection of statistical and 
mathematical techniques useful for modeling and analysis in applications where a 
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response of interest is influenced by several variables and the objective is to optimize the 
response [89]. Response surface methodology comprises regression fitting to obtain 
approximate responses and design of experiments to obtain minimum variances of the 
responses. The method was introduced by G. E. P. Box and K. B. Wilson in 1951. 
Response Surface Methodology explores the relationships among several independent 
variables and one or more response variables. For example, suppose a response y is 
influenced by two independent variables 1

 and 2

. The response y is expressed as 
function of the variables 1

 and 2

 as  
1 2( , )y f                 (1.20) 
where   represents the noise or error observed in the response y. The noise   is treated 
as a statistical error and it is often assumed that it has a normal distribution with mean 
zero. If the mean of   is zero, then the expected response or the long-run average 
response is given by [89] 
 
E(y) ºh = E[ f (x
1
,x
2
)]+ E(e) = f (x
1
,x
2
)
         (1.21) 
where E denotes the expected value operator. The variables 1

, 2

 in Eqn. 1.21 are called 
natural variables, because they are expressed in the natural units of measurement, such as 
degree Celsius (
0C ), pounds per square inch (psi), etc. The natural variables are 
transformed to coded variables 1 2
,x x
, which are defined to be dimensionless with zero 
mean and the same spread or standard deviation. The true response function in terms of 
the coded variables is written as  
1 2( , )f x x               (1.22) 
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The surface represented by 1 2
( , )f x x
 is called a response surface. An example of 
a three-dimensional response surface and its corresponding contour plot are shown in 
Figure 1.11.  
                
Figure 1.11: A three-dimensional response surface and contour plot showing the expected 
response as a function of the independent variables. 
In the practical application of response surface methodology, it is necessary to 
develop an approximating model for the true response surface. The successful use of 
RSM is critically dependent on the experimenter’s ability to develop a suitable 
approximation for f. The approximating model is based on observed data from the 
process and is an empirical model. Multiple regression is a collection of statistical 
techniques useful for building the type of empirical models required in RSM. For most 
cases a first-order or a second-order model is used. A first-order model in terms of the 
coded variables is given by 
0 1 1 2 2 ... k kx x x                    (1.23) 
and the second order model is expressed as 
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0
1 1 2
k k k
j j jj j ij i j
j j i j
x x x x     
   
      
        (1.24) 
These models are multiple linear regression models with k regressor variables. 
The term linear is used because the above equations are a linear function of the unknown 
regression coefficients 0 1
, ,.. k   . The method of least squares is typically used to 
estimate the regression coefficients in a multiple linear regression model. Suppose n k  
observations on the response variable, 1 2
, ... n   , are collected by the experimenter along 
with observations on each regressor variable. A first order model equation in terms of the 
observations can then be written as 
0 1 1 2 2
0
1
...
   ,        1,2...,
i i i k ik i
k
j ij i
j
x x x
x i n
     
  

   
   
         (1.25) 
In the case that the total number of experiments is n, the response surface can be 
expressed as follows using matrix expression. 
                  (1.26) 
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A key result from the regression theory is that the best unbiased linear estimator 
of the coefficients is given by  [89] 
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1( )T Tb X X X Y             (1.29) 
The variance-covariance matrix of b is obtained as follows [89] 
2 1cov( , ) ( )Ti j ijb b C X X
 
           (1.30) 
where  is the error of Y. The estimated value of  is obtained as follows [89] 
1
ESS
n k
 
               (1.31) 
SSE is a square sum of errors, and expressed as follows [89] 
T T T
ESS Y Y b X Y              (1.32) 
In order to judge the goodness of the approximation of the response surface, the 
adjusted coefficient of multiple determinations 
2
adjR  is used [89] 
2 /( 1)1
/( 1)
E
adj
yy
SS n k
R
S n
 
 

           (1.33) 
where yy
S
 is the total sum of squares [89] 
1
( )
n
i
T i
yy
y
S Y Y
n
 

           (1.34) 
The R-square-adjusted has a maximum value of 1, and the minimum value is 0. 
The better the response surface, the closer the value is to 1. 
 
1.4.2. D-Optimal Design 
Design of experiments is used to reduce the variant of each coefficient in the 
approximate responses [89]. Since the covariance of the estimate of the parameters is 
proportional to the matrix (   )  , the determinant of this matrix provides a measure of 
36 
the overall uncertainty of the parameter estimates [88, 89]. Appropriate selection of the 
points for experiments can lead to reduced variants of the coefficients. For the practical 
design of experiments of quality engineering, orthotropic designs or Central Composite 
Designs (CCD) are usually adopted [90]. For the problems that have complicated 
constraints or the design space is not rectangular in shape, the conventional DOE such as 
the orthotropic design or CCD cannot be applied and the computer aided DOE methods 
are the only candidates [90]. D-Optimal design is one of the most popular computer aided 
DOE methods. For the D-Optimal design, a moment matrix is defined as follows [90] 
TX X
M
k

             (1.34) 
The D-Optimal design selects candidate points for experiments to maximize the 
determinant of the moment matrix. Usually, the D-Efficiency ( eff
D
) parameter is adopted 
as an index to judge the D-Optimality. The eff
D
 is expressed as follows when all the 
variables are normalized between -1 and 1 [90] 
1/ p
eff
M
D
k

             (1.35) 
where, p=k+1. The D-Optimal design selects a set of points for experiments that 
maximizes eff
D
. The maximization of the determinant of the moment matrix means the 
reduction of all the elements of
1( )TX X  , which in turn leads to a reduction on the 
uncertainty of the parameters.  
The D-Optimal design methods will be used in the calibration process to obtain 
the optimal material parameters of the crystal plasticity and damage model. The influence 
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of these parameters on the various responses such as elastic-plastic behavior, damage 
initiation and evolution etc. will also be studied. 
The chapter so far has introduced the concepts of shock loading and spall damage 
as well as the effect of microstructure on both. Various constitutive models have been 
discussed to model spall damage during shock loading with and without microstructural 
effects. The survey of the literature should provide a solid foundation for the 
development of a reliable constitutive model to predict damage initiation and evolution 
during shock loading. The most important objective of the research work is to develop 
such a model to understand the effect of geometry, loading conditions, grain size, grain 
orientations and grain boundary characteristics on spall damage. The other important 
objectives of the research work are given in the next chapter. 
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2. OBJECTIVES 
 
The experimental characterization of damage localization at the grain boundaries 
using serial sectioning method shows that, even though stochastic in nature, damage 
nucleation is dependent on microstructural effects such as grain boundary misorientation, 
triple junctions, etc. However a 2D characterization fails to explain the physics behind 
the choice of certain GBs as preferential nucleation sites. Also, the study of damage sites 
using 2D cross-sectional images does not give enough information on the exact location 
of damage nucleation and its evolution through thickness. Thus, a comprehensive 3D 
model has to be developed to fully understand the role played by continuum level 
phenomena, such as stress concentration at the interfaces, and material level parameters 
such as the intrinsic strength of GBs, in incipient spall damage. In this regard, the 
objectives of this research work are as follows: 
1. Correlate spall damage to macroscopic driving force to study the effect of test 
geometry on damage distribution, including lateral release effects.  
o The focus is to determine the size of the spall zone that remains unaffected 
by the lateral release waves, which can be used in gathering statistical data 
on the strength of microstructural weak links such as GBs and triple 
points. 
2. Gather statistical data on GB strength in damaged copper samples to study the 
effect of local microstructure on spall damage and determine the preferred 
nucleation sites (if any).  
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o The crystallographic features of the damaged and undamaged GBs within 
the spall zone will be studied to understand their effect on damage 
nucleation. 
3. Study the effects of material anisotropy and presence of intrinsic defects such as 
GBs, on the propagation of shock waves through copper multicrystals. 
o Microstructurally explicit 3D finite element models will be developed 
from the serial sectioned images obtained from the actual microstructure. 
Plastic anisotropy will be modeled using a crystal plasticity constitutive 
framework, and the pressure dependence of the material constants will be 
modeled with an equation of state (EOS). The constitutive model will be 
implemented as a user subroutine (VUMAT) that can be used with the 
finite element code ABAQUS/EXPLICIT.  
4. Study the effects of stress concentration and strain localization on the damage 
initiation and evolution in copper multicrystals.  
o This will be achieved by implementing a void nucleation and growth 
based damage model into the crystal plasticity framework. A stress/strain 
based nucleation criteria and a strain based growth criteria similar to the 
GTN model will be implemented into the VUMAT. 
5. Verify, calibrate and validate the developed constitutive model.  
o The verification of the VUMAT will be done using single element tests 
and the results compared to the built-in GTN model in ABAQUS. The 
calibration of the material constants will be done with the help of an 
40 
optimization technique using deign of experiments. The validation of the 
model will be done using single crystal impact test results. 
6. Use the developed constitutive model to study the effects of microstructural 
defects on spall damage. 
o Damage sites will be selected from multicrystal impact experiments and 
bicrystal simulations will be performed to study the effect of the 
surrounding crystallographic features on these damage sites.  
7. Use the developed constitutive model to predict damage in copper multicrystal.   
o The predictive capability of the developed computational model will be 
tested by performing 3-dimensional finite element simulations of 
multicrystal impact experiment and comparing the results with the 
experimental observations. 
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3. EXPERIMENTAL AND MODELING PROCEDURE 
 
3.1. Experimental Procedure 
3.1.1. Flyer Plate Impact 
All impact testing for this work was performed at the Trident laser facility at Los 
Alamos National Laboratory (LANL). Trident is equipped with a Nd:glass laser drive 
beam having a fundamental wavelength of 1054 nm, target chambers, and equipment for 
performing optical and X-ray diagnostics. A schematic of the Trident facility setup is 
shown in Figure 3.1a. The flyer was launched at a velocity between 100-200 m/s toward 
the impact side of the target, while the diagnostic surface of the target was covered with a 
9.53 mm thick PMMA (Plexiglas) window as shown in Figure 3.1b. Diagnostics included 
two point VISARs [13], which were used to record the velocity history of the target-
window interface (diagnostic surface) during impact. The shock conditions for the 
selected polycrystalline samples, as deduced from measured velocity histories, are given 
in Table 3.1. 
 
Figure 3.1: Flyer plate impact experiment setup: (a) Schematic of test setup at LANL’s 
Trident laser facility (b) Side view of a shot assembly for impact testing 
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Table 3.1: Shock conditions for copper samples used in the study 
 
3.1.2. Sample Preparation 
 All target samples for this work were fabricated from a rolled plate of high-purity 
Hitachi copper (99.995%, half-hard) with an average grain size of 150 μm. The target 
plates were polished within ±10% of the desired thickness and finished with 0.05 µm 
colloidal silica suspension. Faces on targets and flyers were optically flat and kept 
parallel to a tolerance of about 0.05°. Flyers were harvested from (100) single crystals 
grown using a modified Bridgman technique. Optical microscopy and Electron 
Backscattering Diffraction (EBSD) were used to characterize the microstructure and 
grain orientation at the surfaces of the targets before the impact tests. 
 
3.2. Post-Shot Characterization 
The specimens were recovered after shock loading for post-shot characterization via 
optical microscopy, SEM, and EBSD in order to determine the nature of the damage and 
plasticity caused by the impact. The residual plastic strain, i.e., thickness change before 
and after shock, was found to be small, in the range of 1 to 2%, and before and after 
measurements of the microstructure using EBSD indicated there was no significant 
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change in the grain orientations due to the shock loading. All analysis performed for this 
work included consecutive cross-sectioning of the post-shot samples through the 
thickness via mechanical polishing [10]. For the incipiently-spalled polycrystalline 
samples that revealed predominantly intergranular damage patterns, the objective was to 
focus on gathering 2-D statistics at the boundaries that localized damage. In an effort to 
avoid sampling from the same GB twice, sections were made wide enough such that at 
least one average grain diameter was between them as shown in Figure 3.2a. Examination 
of the cross-sections of the polycrystalline samples reveals fully intergranular damage 
nucleation and coalescence mode as shown in Figure 3.2b. Damage tends to follow GBs 
even when a large grain appears on the spall plane, following a path away from the 
average plane rather than traversing the bulk of the grain. 
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Figure 3.2: Post shot characterization of copper polycrystals: (a) Cross section of tested 
specimen showing inverse pole figure maps of EBSD data used to sample damage sites 
via serial sectioning b) Inverse pole figure map of a cross-section showing that damage 
localized intergranularly throughout the polycrystalline sample. 
 
3.3. Finite Element Model  
The 2D slices obtained from serial sectioning are used for 3D reconstruction of the 
shocked sample as shown in Figure 3.3.  The 2D finite element slices and the 
reconstructed 3D model for a single slice are shown in Figure 3.4. The details of the finite 
element model development will be discussed in the later chapters where the various 
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single crystal, bicrystal and multicrystal results are presented. 3-dimensional tetrahedral 
elements will be used for all the simulations, as it is very difficult to obtain a regular 
hexagonal grid with well-defined elements for microstructures with irregular geometries.  
 
Figure 3.3: (a) Stack of slices obtained by serial sectioning of a multicrystalline sample 
(b) 3D reconstructure of the microstructure [10] 
 
Figure 3.4: (a) 2D finite element mesh for the 2 slices shown in Figure 11 a. (b) 3D 
reconstruction of a single slice from 2 consecutive 2D slices 
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4. CONSTITUTIVE FRAMEWORK 
 
 
4.1. Overview 
Spall failure produced by the interaction of release waves after shock loading is a 
complicated physical process that is strongly influenced by the characteristics of the 
applied load and the material [2, 6, 52, 56, 79, 81, 83, 91-93]. The different signatures 
associated to various aspects of material behavior during shock loading are shown in Fig. 
1 [7]. Some phenomena such as the phase transitions will be neglected during the 
constitutive modeling of the material, due to the relatively low pressures used in the 
experimental work (3-6 GPa). Special consideration has to be given to damage kinetics 
(evolution of damage post spallation), which will be discussed later in this chapter. 
 
Figure 4.1: “Generic” realistic velocity history profile for shock loading (reproduced 
from [7]).showing the “signatures” associated to different aspects of material behavior 
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In order to develop a constitutive model that can accurately predict the spall failure at 
its initial stages and on a microstructural scale, we need to consider a variety of physical 
phenomena such as 
 Pressure and rate dependence of properties due to shock loading 
 Elastic and plastic anisotropy 
 Damage due to void nucleation and growth 
 Loading history and 
 Intrinsic strength of the grain boundaries 
The various components to be included in the constitutive model are shown in Figure 4.2. 
 
 
Figure 4.2: Components of the constitutive framework required to accurately model spall 
damage under shock loading 
At the large pressures encountered in laser ablation and explosive applications, it 
is important to include finite volume changes and the pressure dependence of the stiffness 
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tensor [39].  It is impossible to accurately model shock wave propagation without 
including pressure dependence of the moduli. The variation of the 3 independent stiffness 
components for Copper with respect to pressure is shown in Figure 4.3. 
 
Figure 4.3: Pressure dependence of moduli for Copper [94] 
An Equation of State (EOS) will be used to incorporate the pressure-volume-energy 
relations needed for shock level calculations. The simplest and most commonly used 
EOS for metals, the linear Mie- Grüneisen EOS, will be used in the constitutive model.  
A crystal plasticity constitutive model will be implemented to model the elastic and 
plastic anisotropy. The damage will be modeled using 3 different approaches 
 Stress concentration – pressure cutoff criteria 
 Strain localization – GTN model 
 Intrinsic strength of interfaces – Cohesive zone modeling 
The implementation details of the constitutive model are described in detail below. 
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4.2. Crystal Plasticity Framework 
In crystal plasticity, the inelastic deformation is attributed to dislocation glide on slip 
planes, otherwise known as crystallographic slip [95]. The material is assumed to flow 
through the crystal lattice via dislocation motion. The concepts and development of 
crystal plasticity constitutive framework can be traced back to the research work done by 
Taylor and Elam [96], Schmid [97], Bishop and Hill [98], Havner [99], and Asaro and 
Rice [100, 101], among many others. Taylor and Elam [96] determined the relationship 
between the orientation of one of the crystallographic slip axis and the tensile test axis. 
Schmid [97] determined that the magnitude of crystallographic slip on the glide planes 
was related to the resolved shear stress. Taylor [102] postulated the “principle of 
minimum shears,” which assumes that only five independent slip systems were necessary 
to describe three dimensional polycrystalline behavior. Bishop and Hill [98] determined 
the three dimensional stress state resulting from all the slip possibilities in a face centered 
cubic (FCC) lattice, which has twelve slip systems. They pointed out that the inelastic 
deformation by crystallographic slip leaves the lattice structure unaffected and the lattice 
distortion is due to elastic deformation only. The kinetics of crystal plasticity dealing with 
the lattice stretching as well as rotation is described in the next section. 
 
4.2.1. Kinematics of Crystal Plasticity 
The crystal plasticity formulation relies on the multiplicative decomposition of the 
deformation gradient F into an inelastic component F
p
, corresponding to plastic flow due 
to dislocation glide mechanisms, and an elastic component F
e
, associated with the elastic 
stretching and rigid body rotations (shown in Fig. 4). This concept was originally 
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introduced by Lee and Mandel [103, 104] and later incorporated into a crystal plasticity 
framework by Rice [105]. The total deformation gradient F is thus expressed as  
                (4.1) 
 
Figure 4.4: Multiplicative decomposition of the total deformation gradient F [106]. The 
reference configuration is given as R0, the intermediate configuration as ̅, and the R is 
the final configuration 
The multiplicative decomposition described above takes into account the 
irreversible processes that occur as a result of plastic deformation due to dislocation 
activity. The first step (from    to  ̅ ) involves lattice stretching due to plasticity without 
any lattice rotation given by the plastic deformation gradient,   . The second step (from 
 ̅  to R) involves lattice rotation without any plastic deformation given by the elastic 
deformation gradient,   . In order to take into account the volumetric effects due to void 
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nucleation, growth and coalescence, Bammann and Aifantis [107] modified the 
multiplicative decomposition and introduced another configuration that undergoes 
volume changes [108]. The deformation gradient taking into account the volume changes 
can be written as  
                  (4.2) 
where F
v
 is the volumetric deformation gradient [107, 108]. The modified decomposition 
is shown in Fig. 5. 
 
Figure 4.5: Modified multiplicative decomposition of the total deformation gradient F to 
include volumetric deformation due to damage [107, 108]. The reference configuration is 
given as R0, the configuration undergoing shape change as  ̅, the configuration 
undergoing volume change as  ̃  and the R is the final configuration 
The corresponding velocity gradient L is given by 
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   ̇     ̇                     ̇                     ̇              
            ̇         ̇               ̇              
                       
 (4.3) 
In Eqn. 4.3, all quantities are expressed in the current or final configuration. The total 
plastic and volumetric velocity gradients can be expressed in terms of the intermediate 
configurations as 
       ̃      and         ̅                (4.4) 
The plastic velocity gradient corresponding to crystallographic slip is given by  
              ̅  ∑  ̇  (  
    
 )       (4.5) 
where )( is the plastic slip rate on the th  slip system, and   
  and  
  are the unit slip 
direction vector and unit normal vector to the slip plane in the reference configuration R0, 
respectively. The slip direction and normal vectors in the current configuration are 
updated as 
        
               and                   
           (4.6) 
An explicit expression for  ̃  will be derived in a later section where the damage model is 
discussed in detail. The different formulations for shear strain rates in a rate-dependent 
crystal plasticity framework are discussed in the next section. 
 
4.2.2. Shear Strain Rate Definition 
Inelastic deformation of crystalline solids in general is, in general, rate-dependent [89]. 
The rate-dependency becomes especially dominant for high-strain-rate deformation 
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problems such as blast and impact.  Thus the implementation of rate-dependent 
formulations becomes important to accurately model the shock wave propagation through 
the crystalline materials. Two different shear strain rate formulations are incorporated 
into the crystal plasticity model – an empirical model based on a power-law and a 
dislocation-based slip rate model. These models are explained in detail below. 
 
4.1.1.1.  Rate-Dependent Power-Law Formulation 
A general rate-dependent theory was proposed by Rice [105] and a power-law 
formulation of the rate-dependent model has been used by Hutchinson [88], Pan and Rice 
[109], among others [43, 89, 90, 110]. In the power-law formulation the slip rate of each 
slip system is given by the empirical relation 
 ̇   ̇ [
|     |
  
]
 
   (     )        (4.7) 
where   ̇  is the reference shearing rate,   
  is the resolved shear stress on the slip system 
α,    is the kinematic hardening stress (back stress) related to the Bauschinger effect,    
is the critical shear stress of this system and m is the strain rate sensitivity. Such 
empirical approaches are useful and relatively straightforward to implement in a 
constitutive model, but it is more effective to develop models based on the physics of the 
dislocation motion associated with each slip system [89]. Such a model is discussed in 
the next section. 
 
4.1.1.2. Dislocation-Based Strain Rate Formulation 
The deformation of metals is usually dominated by the mechanism of thermal 
activation. Thermal fluctuations release dislocations from their mechanical equilibrium 
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positions and give rise to thermally activated flow [111]. In the past, dislocation theory 
combined with thermal activation mechanisms has been widely used to develop 
dislocation-based constitutive relations [22, 27, 111, 112]. The various mechanisms 
considered are thermal activation, viscous drag and dislocation generation. While thermal 
activation is the sole phenomenon playing a role in dislocation motion during low strain 
rates (        ), viscous drag effects and dislocation generation comes into effect at 
high strain rates (        ). The strain rate dependence on flow stress for annealed 
copper is shown in Figure 4.6, which shows a jump when the strain rates are greater than 
(        ). The strain rates considered in the current research are in the transition 
regime between thermal fluctuations and viscous drag described by the knee in the flow 
stress vs. strain rate plot given in Figure 4.6. Thus, when dealing with higher strain rates, 
it becomes important to include the viscous drag effects as well as dislocation generation 
arising due to the shock wave front. 
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Figure 4.6: Flow stress of annealed copper as a function of strain rate [113] 
Kocks et. al. [113] and subsequently Zerilli and Armstrong [114] coupled the 
thermally activated term with the viscous drag effects, whereas Kapoor and Nemat-
Nasser [115] uncoupled the viscous drag effect from the thermally activated term, 
treating the contribution of the former as a long-range resistance.  The shear strain rate 
formulation ignoring the viscous drag and dislocation generation effects are given below. 
The dislocation based constitutive relation is based on the Orowan equation [116], 
which relates the shear strain rate   ̇  to the velocity of the gliding dislocations   , given 
by 
 ̇                   (4.8) 
where    is the density of mobile dislocations and    is the Burgers vector. The velocity 
of the gliding dislocations overcoming the short range barriers due to thermal activation 
mechanism is defined by the Arrhenius form [89, 111] 
       
    ( 
   
  
)         (4.9) 
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where    is the average distance the dislocations move on the slip plane between barriers, 
  
  is the frequency of dislocation jumps, k is the Boltzmann constant, T is the absolute 
temperature and     is the energy barrier to be overcome by the mobile dislocations 
through their thermal activation, given by 
      [  (
        
 
 ̂ 
)
 
]
 
        
 (4.10) 
where    is the reference activation energy,  
  is the applied shear stress,   
  is the 
athermal stress resulting from the resistance of crystal lattices and long range interactions 
[89, 117]. The material parameters p and q are in the ranges of 0-1 and 1-2 respectively, 
describing the energy profile of thermal barriers. 
 The shear strain rate of the     slip system can thus be written as  
 ̇          
    ( 
   
  
) =  ̇ 
     ( 
   
  
)     (4.11) 
where  ̇ 
          
 . The critical shear stress,     (in Eqn. 7) and the critical stress for 
the dislocations to cross the barrier,  ̂  (in Eqn. 10) are assumed to be the same and 
evolve with the accumulated shear strain. The various hardening laws incorporated in the 
constitutive model to predict the evolution of these stresses are described in the next 
section. 
 
4.2.3. Hardening Formulations 
The isotropic and kinematic hardening equations incorporated into the constitutive model 
are discussed in the following sections. 
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4.1.1.3. Isotropic Hardening 
The strain hardening is characterized by the evolution of the strengths 
)(g  through the 
incremental relation [111]: 
 ̇  ∑     | ̇
 |          (4.12) 
where     is the matrix of plastic hardening that characterize the work hardening rate of 
the crystal and the sum ranges over all the slip systems and  ̇  is the shear rate defined in 
the previous section. The diagonal components of the hardening matrix     represent 
self-hardening, while the off-diagonal components     (   ) represent latent 
hardening, i.e., hardening of one slip system due to another [118].  
Peirce, Asaro and Needleman [101] have used a simple form for the self-hardening 
moduli given by  
     ( )        
 |
   
     
|       (4.13) 
where    is the initial hardening modulus,    is the initial critical resolved shear stress, 
   is the stage I stress and   is the cumulative shear strain on all slip systems. The ratio of 
latent hardening to self-hardening is termed as the latent hardening ratio, q. The latent 
hardening moduli are therefore defined by 
      ( ) for (   )       (4.14) 
 
4.1.1.4. Kinematic Hardening 
Kinematic hardening is included in the constitutive equations to take into account 
the Bauschinger effect, i.e., the reduction of yield stress upon reversal of straining. For 
pure metals, the Bauschinger effect is attributed to the change in dislocation substructure due 
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to reversed loading, the aggregate change of the internal stress response of the system, and 
the interplay of intergranular interactions [119]. The most commonly used Armstrong–
Frederick evolution equation [120] for the back stress ( ) is defined for each slip system 
in a crystal plasticity framework as [121] 
 ̇     ̇
     | ̇
 |         (4.15) 
The explicit integration of the Armstrong-Frederick evolution equations yields [122] 
    
    
      |  
 |
  
 
 
  |   |
         (4.16) 
The previous sections reviewed the various mechanisms for inelastic deformation and the 
various hardening mechanisms as a result of the dislocation motion on a microstructural 
level. The following section connects the strain rates derived in the previous section to 
stresses using appropriate constitutive equations. 
 
4.2.4. Kinetics of Crystal Plasticity 
In order to derive the constitutive equations of the model, the Helmholtz free energy 
is assumed to take the form [108] 
 ̃ ̃  
 
 
 ̃      ̃  ∑       ∑  
        ̃( )      (4.17) 
where  ̃ is the Helmholtz free energy,  ̃ is the density and  ̃  is the elastic Green strain 
tensor in the intermediate configuration,  ̃. Regueiro et. al. [123] have shown that the 
Helmholtz free energies in the intermediate configuration and current configuration are 
equivalent when related by a metric tensor represented by the left elastic Cauchy-Green 
tensor.    is the fourth order tensor representing elastic moduli of the crystal,    and    
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are the internal state variables associated to isotropic and kinematic hardening 
respectively. 
The second Piola-Kirchoff stress  ̃ is defined as  
 ̃   ̃
  ̃
  ̃ 
     ̃          (4.18) 
with 
 ̃  
 
 
(       )         (4.19) 
The Kirchoff stress   in the current configuration  is related to the second Piola-Kirchoff 
stress by  
     ̃              (4.20) 
The Cauchy stress   in the current configuration is given by 
        (  )           (4.21) 
The resolved shear stress in the    slip system is calculated as 
       (     )         (4.22) 
For very high strain rate applications such as in shock loading, the hydrostatic 
component of the stress tensor   is determined by an equation of state. The deviatoric 
components of the stress tensor are obtained by the crystal plasticity formulations 
described above. The elastic deformation gradient    is split into volumetric and 
deviatoric parts (shown in Eqn. 23) [124] and only the deviatoric component     
  will be 
used in the strain computations within crystal plasticity. 
       
     
           (4.23) 
The equation of state describing the pressure-volumetric strain behavior is described in 
the following section. 
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4.3. Mie- Grüneisen Equation of State (EOS) 
A common experimental form for the for the EOS is known as the Us-Up form 
which can be expressed as [125] 
                   (4.24) 
where C0 is the isentropic bulk sound speed and Se is the slope of the Us-Up curve. The 
Mie- Grüneisen EOS is the most common form used in numerical codes, which relates a 
state of pressure, volume, and energy to the state energy and pressure at a reference state 
(i.e., the Hugoniot). The Mie-Grüneisen EOS can be written as [125] 
         (    )       (4.25) 
where PH is the Hugoniot pressure, EH is the specific internal energy along the Hugoniot 
line on the P-V plane, and   is the Grüneisen ratio defined as  
     
 
  
         (4.26) 
The Hugoniot energy, EH is related to the Hugoniot pressure by [125] 
    
   
   
         (4.27) 
where     
 
  
 and the Hugoniot pressure is given by [125]  
    
    
  
(    ) 
         (4.28) 
The total stress state is then updated as  
                   (24) 
where     is the deviatoric stress tensor computed using the crystal plasticity constitutive 
model. The void nucleation and growth based damage model and its incorporation into 
the crystal plasticity framework will be discussed in the following section. 
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4.4. The Gurson-Tvergaard-Needleman Damage Model 
A damage model is incorporated into the crystal plasticity framework to capture 
the material softening behavior due to void nucleation and growth. The Gurson-
Tvergaard-Needleman (GTN) model is chosen as the basis for the damage model as it 
gives the flexibility to incorporate various nucleation and growth models. It has to be 
noted that the crystal plasticity model described in section 4.1 is a rate dependent 
formulation, which does not have a yield surface. The GTN void nucleation and growth 
model is based on a rate independent formulation, as it uses a modified yield surface. 
Therefore, to incorporate the GTN damage model into crystal plasticity, we use the yield 
surface for the rate independent crystal plasticity as a plastic potential, after modifying it 
using an approach based on CDM [126], so that the increment of plastic strain tensor can 
be obtained from that potential assuming normality. Another important issue is that the 
standard GTN model ignores the micro-inertia effects that play a crucial role in damage 
evolution at high strain rates [64]. These effects significantly refrain void growth and 
cannot be ignored in the modeling of dynamic damage [64]. But these micro-inertia 
affects can be ignored when the studies are confined to void nucleation at its incipient 
stage [127], which is the main objective in this study. 
 For the GTN model the plastic potential is written as [62, 128] 
        
   
 
(     )
     
     (
 
 
    )    (   
 )      (4.29) 
where    is the void volume fraction,       are material parameters and    is the stress 
triaxiality defined as 
    
   
. The yield criterion for an isotropic damage model is given by 
[129] 
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               (4.30) 
An expression for the damage variable D is derived by simple substitution of Eq. (26) in 
Eq. (25) and is expressed as [129] 
     √  (    )           ( 
 
 
    )     (4.31) 
The damage variable is introduced into the crystal plasticity model to calculate the 
contribution of the void volume fraction to the plastic strains. It has to be noted that the 
crystal plasticity model described in section 6.2.1 is a rate dependent formulation, which 
does not use a yield surface. The yield surface for the rate independent crystal plasticity 
will be used as a plastic potential, so that the increment of plastic strain tensor can be 
obtained from that potential assuming normality. The plastic potential for the crystal 
plasticity (CP) model can be written as  
      
 
    
  
   
            (4.32) 
The plastic potential can be modified as 
  (     )
   
              (4.33) 
The plastic strain in each slip system can be computed from the plastic potential as  
        (
    
  
)
 
         (4.34) 
Differentiating the plastic potential with respect to stress gives the complete expression 
for the plastic strain increment in a particular slip system as  
     
      (     )
(   )
 
   (          (
     
 
)     (     ))
   (   ) 
  (4.35) 
The first term inside the parenthesis is the plastic strain contribution by crystallographic 
slip whereas the second term is a volumetric damage strain increment from the 
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contribution by the voids formed under tension. An expression for  ̃  defined in section 
4.2.1 can be obtained from the eqn. 4.35 as (neglecting the spin components) 
  ̃   ̃     ̇
(          (
     
 
)     (     ))
   (   ) 
     
 (4.36) 
The total plastic strain in the crystal is obtained by summing the plastic strain increments 
over all the slip systems, i.e., 
    ∑               (4.37) 
The plastic strain increment computed using Eq. (35) is used to update the fraction of 
nucleated voids       and the fraction of void growth       given by [128] 
     (   
 )    
 
           (4.38) 
      [(
  
  √  
)    ( 
 
 
(
   
 
   
  
)
 
)]     
 
      (4.39) 
where       and    are statistical strain measurements pertaining to void nucleation and 
the equivalent plastic strain increment,     
 
 is defined by the energy equivalence 
    
 
 
     
  (    )
         (4.41) 
A stress-based nucleation criterion is given by[130] 
      [(
  
   √  
)    ( 
 
 
(
     
   
)
 
)]         (4.42) 
where      and    are statistical stress measurements pertaining to void nucleation,    is 
the nucleation stress and     is the hydrostatic stress in the matrix. 
The total void volume fraction    is obtained by adding the fraction of nucleated 
voids and the fraction of void growth 
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                       (4.43) 
All the components of the constitutive model described in the previous sections are 
incorporated into an explicit user-subroutine (VUMAT) in ABAQUS [125]. The 
algorithm for the numerical integration of the constitutive equations is described in the 
following section. 
 
4.5. Numerical Integration Algorithm 
The stress, strain and the deformation gradient information are known at time   and are 
updated to the time      using an explicit formulation. The steps involved in the 
explicit integration scheme are given below. 
1. Compute the shear strain rate  ̇  on each slip system using Eqn. 4.7 or Eqn. 4.11 
 ̇       ̇ [
|     
 
 |
  
 
]
 
   (     
 
 ) 
      or    
 ̇       ̇ 
     ( 
    
   
) 
2. The plastic velocity gradient is computed using Eq. 4.5 
 ̅      ∑ ̇
 
    
 
(  
    
 ) 
3. The plastic deformation gradient is computed as [108] 
     
 
    ( ̅        )  
 
 
4. The volumetric velocity gradient is obtained as 
65 
 ̅       ̇
 
    
(  
         (
     
 )      
(  
    
 ))
   (    ) 
 
 
5. The volumetric deformation gradient is computed as 
     
     ( ̃  
   )  
  
6. The elastic deformation gradient and the jacobian (Je) are computed from Eqn. 4.2 as  
     
            
   
     
    
       and  
      (     
 ) 
The elastic deformation gradient is split into deviatoric and hydrostatic components as 
     
       
         
     
   where    
     
     (  )        
  
 and     
     
     (  )         
  
7. The deviatoric elastic strain tensor is computed using Eqn. 4.19 as 
 ̃    
    
 
 
(     
    
 
     
      ) 
8. The deviatoric part of the second Piola-Kirchoff stress  ̃ is defined using Eqn. 4.18 as  
 ̃    
        ̃    
    
9. The deviatoric Kirchoff stress   in the current configuration  is given using Eqn. 4.20 
as 
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  ̃    
        
   
10. The deviatoric part of Cauchy stress   in the current configuration is given by (Eqn. 
4.21) 
     
         
       
11. The hydrostatic Cauchy stress   in the current configuration is obtained using the 
equation of state using Eqns. 4.25-4.28. The total Cauchy stress tensor is given by 
           
   
      
    
12. The slip direction and normal vectors in the current configuration are updated as 
(Eqn. 4.6) 
     
       
     
  
   and      
     
    
       
     
13. The resolved shear stress in the    slip system is calculated using Eqn. 4.22 as  
     
         (     
       
 ) 
14. The critical resolved shear stress is updated using the hardening law given in Eqn. 
4.12 as 
 ̇    
  ∑   
 
| ̇    
 
| 
15. The incremental back stress is updated using the kinematic hardening law given in 
Eqn. 4.16 as 
      
  
        
      |      
 |
  
 
   |      
 |
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16. The void fraction due to nucleation and growth are updates using the Eqns. 4.38-4.42 
and the total void fraction is updated as 
     
     
        
           
  
 
17. The damage variable is then updated as (Eqn. 4.31) 
         √  (       
 )          
     ( 
 
 
    ) 
18. The Cauchy stress is then updated as 
            (       ) 
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5.  VERIFICATION, CALIBRATION AND VALIDATION OF THE 
CONSTITUTIVE MODEL 
 
The constitutive model described in chapter 4 can be used as a predictive tool to 
model spall damage only after it is verified and validated with known experimental or 
analytical data. Verification and Validation (V&V) is recognized as the primary method 
for evaluating the confidence of computer simulations [131]. The difference between 
verification and validation is probably most accurately described by Roache’s informal 
statement “Verification deals with mathematics, validation deals with physics” [132]. 
Verification compares the developed computational solution with analytical or 
benchmark solutions, whereas validation compares the numerical solution with 
experimental data. The verification and validation procedures are incorporated into the 
overall process of computational model development from a conceptual model as shown 
in Figure 5.1. Calibration can be considered as an intermediate step between verification 
and validation where the material parameters are fine-tuned to fit the experimental data. 
The verification of the constitutive model is done in this work by comparing the results of 
simulations performed using the material model developed here with those obtained 
using the built-in GTN model in ABAQUS for the same geometry and loading 
conditions. The calibration of the material constants is done with the help of an 
optimization technique based on response surface methodology. The verified and 
calibrated computational model is then validated by comparing the results with 
experimental data from impact experiments on single crystals. The details of the 
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verification, calibration and validation of the constitutive model are presented in the 
following sections. 
 
Figure 5.1: Overview of the verification & validation processes 
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5.1. Verification of the Constitutive Model 
The verification of the constitutive model is done using a series of single element 
tests and comparing the results obtained with the in-built GTN model in 
ABAQUS/EXPLICIT. The single element tests include 
• Tensile test 
• Compression test 
• Shear test 
and a combination of these tests with variation of the loads in time, including loading, 
unloading and reloading conditions. The objective of these tests is to fix any possible 
numerical errors in the user subroutine and to check if the overall material behavior is 
comparable with the ABAQUS solutions. The loading conditions are imposed such that 
low triaxiality conditions prevail; as the GTN model is built for very low triaxialities. The 
microstructural dependence is not considered as all the validation tests are done with the 
orientation fixed in the [100] direction. The loading and boundary conditions used for the 
single element tensile test are shown in Figure 5.2.  
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Figure 5.2: Loading and boundary condition of single element tests a) Tensile test b) 
Compression test c) Shear test 
The simulations are performed using a displacement controlled loading condition 
where the loading rate is kept fixed while increasing the displacement from zero to the 
prescribed value. The stress, strain and the damage measures for each of these single 
element tests are compared to the GTN results as shown in Figure 5.3-Figure 5.10. The 
verification process ensures that the computational model, as developed from a 
conceptual model, yields acceptable results when subjected to a wide variety of loading 
conditions.  
 
a) b) c) 
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Figure 5.3: Comparison between GTN and VUMAT results for tensile test: Stress 
measures a) von-mises stress b) Pressure c) Sigma-X and d) Sigma-Y 
 
Figure 5.4: Comparison between GTN and VUMAT results for tensile test: Strain and 
damage measures a) Equivalent plastic strain b) Total void volume fraction c) Volume 
fraction of nucleated voids and d) Volume fraction of growing voids 
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Figure 5.5: Comparison between GTN and VUMAT results for compression test: Stress 
measures a) von-Mises stress b) Pressure c) Sigma-X and d) Sigma-Y 
 
Figure 5.6: Comparison between GTN and VUMAT results for compression test: Strain 
measure - Equivalent plastic strain 
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Figure 5.7: Comparison between GTN and VUMAT results for loading, unloading and 
reloading test: Stress measures a) von-Mises b) Pressure c) Sigma-X and d) Sigma-Y 
 
Figure 5.8: Comparison between GTN and VUMAT results for loading, unloading and 
reloading test: Strain and damage measures a) Equivalent plastic strain b) Total void 
volume fraction c) Volume fraction of nucleated voids and d) Volume fraction of 
growing voids 
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Figure 5.9: Comparison between GTN and VUMAT results for shear test: Stress 
measures a) von-Mises stress b) Sigma-XY 
 
Figure 5.10: Comparison between GTN and VUMAT results for shear test: Strain 
measure - Equivalent plastic strain 
The results from the verification process indicate that the numerical implementation 
of the physics behind crystal plasticity and damage mechanics has been done 
successfully. The damage prediction using the built-in GTN model in ABAQUS and the 
VUMAT are in fairly good agreement, which provides confidence in the VUMAT 
implementation, since the two models are in principle identical. The difference in the 
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stress measures can be attributed to the different physical phenomenon driving the plastic 
strain computations and the lack of strain rate sensitivity and equation of state in the 
built-in GTN model. The qualitative agreement observed in most of the stress and strain 
measures qualifies the use of the constitutive model for validation purposes. The material 
constants however have to be calibrated to be able to model spall damage during shock 
loading process. The various procedures adopted for the calibration of these constants are 
discussed in the next section.  
 
5.2. Calibration  of the Material Constants 
The calibration of the material parameters is done using an optimization technique 
based on design of experiments (DOE). First, the material parameters influencing the 
response are chosen and their lower and upper bounds are determined. A set of design 
candidate points are obtained from the Design Expert software [90] and finite element 
simulations are carried out for these candidate points. The responses for each of these 
simulations are measured and the D-Optimal design criterion is used to generate the 
response surface. Then an optimization technique is used to determine the optimal 
material constants that predict the overall experimental test results with the least error. 
The calibration of the material constants to fit the experimental data is done in 
two steps – 1) calibration of the crystal plasticity parameters and 2) calibration of the 
damage model. A typical velocity profile (VISAR) obtained from finite element 
simulation is shown in Figure 5.11. The profile is split into two separate regions to isolate 
the physical phenomena of elastic-plastic response and damage due to shock loading. The 
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profile-1 will be used to calibrate the constants of the crystal plasticity model and the 
profile-2 will be used to calibrate the damage model parameters.  
 
Figure 5.11: Crystal plasticity and damage profiles used for calibration 
The calibration of the crystal plasticity constitutive model with damage is done by 
comparing the simulated results with the single crystal impact tests for the [1 0 0] and [1 
1 1] directions parallel to the shock. The calibrated constitutive model will be then 
validated using the results from the single crystal impact tests for the [1 1 0] and [1 2 3] 
directions parallel to the shock direction. The VISAR records for these tests are shown in 
Figure 5.12. The test conditions for these single crystal impact experiments are given in 
Table 5.1. The calibration process of the crystal plasticity model is discussed in the 
following section. 
78 
 
 
Figure 5.12: VISAR profiles for the various single crystal impact tests. The direction 
perpendicular to the shock direction in each of these tests are (a) [1 0 0] (b) [1 1 1] (c) [1 
1 0] and (d) [1 2 3] 
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Table 5.1: Shock conditions for copper single crystals 
Crystal 
Direction 
(Target) 
Parallel to 
Shock 
Crystal 
Direction 
(Flyer) 
Parallel to 
Shock 
Max 
Velocity 
(m/s) 
Flyer 
Thickness 
(μm) 
Target 
Thickness 
(μm) 
Max 
Press
ure 
(GPa) 
Spall 
Strength 
(GPa) 
Strain 
Rate 
(s
-1
) 
[ 1 0 0 ] [ 1 0 0 ] 159.1 500 1000 3.14 1.76 1.18E5 
[ 1 1 1 ] [ 1 0 0 ] 152.2 500 1000 3.00 1.61 1.01E5 
[ 1 1 0 ] [ 1 0 0 ] 186 500 1000 3.69 1.87 1.03E5 
[ 1 2 3 ] [ 1 0 0 ] 146.7 500 1000 2.89 1.63 0.80E5 
5.2.1. Calibration  of the Crystal Plasticity Parameters 
The elastic-plastic response in the velocity profile (profile-1) is further sub-divided into 
two regimes so that the material parameters are calibrated for their specific influence on 
the response (shown in Figure 5.13). The two separate profiles are profile-1_1, which 
captures the material response during shock compression and profile-1_2 for the 
unloading and shock release phenomenon. The calibration of the constants will be 
focused predominantly on the shock release part as the release waves are responsible for 
the damage initiation and evolution.  
80 
 
Figure 5.13: Shock compression and release profiles used for the calibration of crystal 
plasticity constants 
The material constants included in the calibration of the crystal plasticity model are  
1. Elastic constants -         and     
2. Shear strain rate constants -     and   ̇  
3. Isotropic hardening parameters -       and      
4. Kinematic hardening constants –    and    
The parameters for the equation of state (EOS) are excluded from calibration as their 
values are well established from shock experiments. 
The responses measured from each set of simulations are the R-squared fit value 
between the experimental and computational velocity profiles. Therefore, response 1 will 
be the R-squared fit value for the profile-1_1 (shock compression (SC)) and the response 
2 will be the R-squared fit value for the profile-1_2 (shock release (SR)). The candidate 
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points for which the properties have to be determined are created using the Design-Expert 
software. The R-squared fit value for each of these candidate points are computed using a 
MATLAB code. A total number of 72 finite element analyses are performed (36 for each 
orientation) to obtain the response surface for the material parameters. The test cases 
where the simulation stopped midway (6 cases) due to numerical instabilities are omitted 
from the final analysis. The lower and upper bound values for each of the material 
constants are obtained from literature and by performing trial simulations and are given 
in Table 5.2. The parameter q is omitted from the design as any value of q≠1 leads to 
numerical instability. 
Table 5.2:  Upper and lower bounds of the design variables for the crystal plasticity 
model 
Parameter Units Minimum Maximum 
    MPa 140 180 
    MPa 100 130 
    MPa 65 80 
p - 0.2 0.3 
 ̇   
   0.001 0.1 
   MPa 200 550 
   MPa 60 110 
   MPa 20 50 
   MPa 1000.00 10000.00 
   - 150.00 1500 
 
The candidate points for the D-Optimal design and the measured responses from the 
finite element simulations (R-squared values for shock compression (SC) and shock 
release (SR)) are given in Figure 5.14 (for [111]) and Figure 5.15 (for [100]). Responses 
for two random runs for each orientation are shown in Figure 5.16 and Figure 5.17. The 
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design summary of the measured responses is given in Table 5.3.
 
Figure 5.14: D-Optimal design candidate points and measured responses (R-squared 
values for shock compression (SC) and shock release (SR)) for the orientation [1 1 1]. 
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Figure 5.15: D-Optimal design candidate points and measured responses (R-squared 
values for shock compression (SC) and shock release (SR)) for the orientation [1 0 0]. 
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Figure 5.16: Sample responses for 2 candidate points (Run 5 and Run 16) of the D-
Optimal design for the orientation [111]. 
 
Figure 5.17: Sample responses for 2 candidate points (Run 35 and Run 44) of the D-
Optimal design for the orientation [100]. 
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Table 5.3: Design Summary of the Measured Responses (Crystal Plasticity) 
Response Minimum Maximum Mean Std. Dev. Ratio 
R-Squared (SC) 0.5779 0.9843 0.8472 0.1190 1.703 
R-Squared (SR) 0.3724 0.9926 0.8585 0.1707 2.665 
 
The ratio between the maximum and minimum of the responses are less than 10 in 
both the cases and hence do not require any transformation to fit the response surface 
[90]. The model summary statistics for each response obtained from the Design Expert 
Software are shown in Figure 5.18 and Figure 5.19. The R-Squared values given in the 
figure are the correlation coefficients for the model and is different from the measured 
responses. The adjusted R-squared is the deciding parameter for DOE evaluation and a 
value close to 1 is ideal. Therefor the 2 Factor Interaction (2FI) model will be used for 
computing the response surface statistics. 
 
Figure 5.18: Model summary statistics for the R-Squared (SC) response 
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Figure 5.19: Model summary statistics for the R-Squared (SR) response 
The analysis of variance table (ANOVA) for the response surface for R-Squared 
(SC) and R-Squared (SR) are shown in Figure 5.20 and Figure 5.21. The model F value 
and the p-value given in the ANOVA tables  indicate that the model is significant, i.e. the 
terms in the model have a significant effect on the response. F value is the test for 
comparing model variance with residual (error) variance. If the variances are close to the 
same, the ratio will be close to one and it is less likely that any of the factors have a 
significant effect on the response. The p-value (Prob > F) is the probability of seeing the 
observed F value if the null hypothesis is true (there is no factor effect). If the Prob>F 
value is very small (less than 0.05) then the terms in the model have a significant effect 
on the response [90]. Thus the significant terms that have an effect on the shock 
compression response are     and    (from Figure 5.20) and the significant terms that 
have an effect on the shock release response are     ,   ,   ̇  and p (from Figure 5.21) 
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Figure 5.20: Analysis of variance (ANOVA) table for the R-Squared (SC) response 
 
Figure 5.21: Analysis of variance (ANOVA) table for the R-Squared (SR) response 
Once the response surface is generated, the material parameters can be optimized 
by setting the objective functions and the necessary constraints. The objective for the 
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optimization procedure would be to maximize the R-Squared responses with all the 
design variables in their respective ranges. The R-Squared response for the shock release 
(SR) regime is given higher importance than the shock compression (SC) regime as 
shown in Figure 5.22. 
 
Figure 5.22: Design variable constraints and the objective function for the optimization 
problem 
The optimization procedure outputs the set of optimal material constants that 
maximizes the R-squared response are shown in Figure 5.23. Finite element simulations 
are performed using each of these constants and the highlighted set of constants in Figure 
5.23 is selected to be the best fit.  
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Figure 5.23: Solutions for the design optimization problem showing possible material 
constants for the crystal plasticity constitutive model. The highlighted set of values is 
selected as the optimal solution. 
5.2.2. Calibration  of the Damage Model Parameters 
The responses of interest for the calibration of the damage model are the pullback 
velocity, Umin and the slope of the reloading curve. The pullback velocity is an indication 
of the time of void nucleation and the slope is characterized by the evolution of 
damage(growth). These responses of the damage model are depicted in Figure 5.24 
 
Figure 5.24: Damage profile used for calibration of damage model constants 
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The material constants included in the calibration of the damage model are  
1. Void nucleation constants -       and    
2. Void growth constants -    and     
The range for the void nucleation and growth constants for the traditional GTN model 
[125] are           ,            ,            ,        and       . 
These set of values cannot be used for modeling spall damage during impact tests due to 
very high values of triaxialities involved. The strain value for nucleation   , can be 
estimated from the single crystal impact experiments by comparing the equivalent plastic 
strain value corresponding to the spall strength. The spall strength values for the test 
cases are given in Table 5.1. The first approximation values for the constant    thus 
calculated are shown in Figure 5.25. The lower and upper bounds for all the constants 
used for the calibration of the damage model are given in Table 5.4. 
 
Figure 5.25: Estimation of the damage parameter    from the spall strength 
measurements. 
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Table 5.4: Upper and lower bounds of the design variables for the damage model 
Parameter Units Minimum Maximum 
   MPa 0.025 0.035 
      0.01 0.05 
    MPa 0.01 0.05 
   - 0.50 0.80 
    
   0.40 0.80 
 
The candidate points for the D-Optimal design and the measured responses from 
the finite element simulations are given in Figure 5.26. The relative error between the 
experimental and predicted values of Umin and the reloading slope are considered to be 
the responses for the D-optimal design. The design summary of the measured responses 
is given in Table 5.5. The ratio between the maximum and minimum of the responses are 
less than 10 in both the cases and hence do not require any transformation to fit the 
response surface [90]. The model summary statistics for each response obtained from the 
Design Expert Software are shown in Figure 5.27 and Figure 5.28. The 2 Factor 
Interaction (2FI) model will be used for computing the response surface statistics. 
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Figure 5.26: D-Optimal design candidate points and measured responses (Relative error 
values for Umin and reloading slope) 
 
Table 5.5: Design Summary of the Measured Responses (Damage Model) 
Response Minimum Maximum Mean Std. Dev. Ratio 
Rel Err : Umin 0.2709 1.484 0.7395 0.3253 5.47 
Rel Err : Slope 0.23 1.1623 0.6061 0.2041 5.03 
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Figure 5.27: Model summary statistics for the relative error value of Umin 
 
Figure 5.28: Model summary statistics for the relative error value of reloading slope 
The analysis of variance table (ANOVA) for the response surface for relative 
error value of Umin and the relative error value of reloading slope are shown in Figure 
5.29 and Figure 5.30.  A p-value < 0.05 indicates that both these models are significant 
with respect to their design variables. The design terms       and    have a significant 
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effect on the pull-back velocity whereas none of these terms seem to have a significant 
effect on the reloading slope. 
 
Figure 5.29: Analysis of variance (ANOVA) table for the relative error value of 
Umin 
 
Figure 5.30: Analysis of variance (ANOVA) table for the relative error value of reloading 
slope 
The objective for the optimization procedure would be to minimize the relative 
error criteria with all the design variables in their respective ranges. The objective 
function and the constraints for the optimization problem are shown in Figure 5.31.  The 
optimal sets of design variables for the damage model are shown in Figure 5.32. Finite 
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element analyses are performed using each of these design sets and the optimal set of 
constants is highlighted in Figure 5.32. 
 
Figure 5.31: Design variable constraints and the objective function for the optimization 
problem (damage model) 
 
Figure 5.32: Solutions for the design optimization problem showing possible material 
constants for the damage model. The highlighted set of values is selected as the optimal 
solution. 
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5.3. Validation of the Constitutive Model 
The optimized set of material constants for the crystal plasticity and the damage 
models are used to validate the constitutive model by performing finite element 
simulations of all the single crystal impact experiments. The final validation results for 
both the crystal plasticity and damage models are shown in the following sections.  
 
5.3.1. Validation of the Crystal Plasticity Constitutive Model 
The calibrated crystal plasticity constitutive model is validated using the results 
from the single crystal impact tests for the directions [1 0 0], [1 1 1], [1 1 0] and [1 2 3] 
parallel to the shock direction. The finite element simulation results are in good 
agreement with the experimental velocity profiles as shown in Figure 5.33.  
 
 
 
 
 
 
 
97 
 
 
Figure 5.33: Validation results for the crystal plasticity constitutive model used for 
predicting the elastic –plastic response during shock loading. a) and b) are the test cases 
([1 0 0] and [1 1 1]) used for calibration re-run with the final optimal values and c) and d) 
are the test cases ([1 1 0] and  [1 2 3])  used for validation 
5.3.2. Validation of the Damage Model 
The calibrated damage model is validated using the results from the single crystal 
impact tests for the directions [1 0 0], [1 1 1], [1 1 0] and [1 2 3] parallel to the shock 
direction. The finite element simulation results are in good agreement with the 
experimental velocity profiles as shown in Figure 5.34.  
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Figure 5.34: Validation results for the damage model used for predicting the pull-back 
velocity and the reloading slope after spall damage. a) and b) are the test cases ([1 0 0] 
and [1 1 1]) used for calibration re-run with the final optimal values and c) and d) are the 
test cases ([1 1 0] and  [1 2 3])  used for validation 
5.3.3. Validation of the Overall Constitutive Model – Crystal Plasticity with Damage 
The overall constitutive model comprising of crystal plasticity and damage is 
validated using the results from the single crystal impact tests for the directions [1 0 0], [1 
1 1], [1 1 0] and [1 2 3] parallel to the shock direction. The finite element simulation 
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results are in good agreement with the experimental velocity profiles (R
2
 values > 0.95) 
as shown in Figure 5.35.  
 
 
Figure 5.35: Validation results for the crystal plasticity with damage model used for 
predicting the shock compression, unloading and the damage evolution during impact 
experiments. a) and b) are the test cases ([1 0 0] and [1 1 1]) used for calibration run with 
the final optimal values and c) and d) are the test cases ([1 1 0] and  [1 2 3])  used for 
validation 
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6.  GLOBAL DRIVING FORCE FOR DAMAGE 
 
 
6.1. Momentum Trap 
Statistical analysis of damage sites in shock-loaded materials requires knowing for 
sure that these sites occur in regions of the material where uniaxial strain conditions 
prevail during dynamic loading. The release waves generated at the target’s lateral free 
surfaces can interact with the plane longitudinal waves, thereby compromising the 
uniaxial strain conditions. Guard rings are generally used in these experiments as 
momentum traps to minimize the effect of the lateral release waves on the shock wave 
propagation. The magnitude of these lateral release waves depends on various factors 
such as the impact velocity, test geometry, test material, etc.  There is experimental 
evidence that the lateral release waves can cause significant effects. These effects are 
mitigated by the use of concentric guard rings, or momentum traps, around the 
circumference of the target plate[133]. The momentum trapping rings can expand 
independently of the inner target plate thereby removing some of the tension produced by 
the lateral release wave [133]. The use of momentum traps in flyer-plate impact 
experiments has been widely accepted as a means to sustain uniaxial conditions for most 
of the target material [18, 133]. The flyer-plate impact test setup with and without 
momentum traps is shown in Figure 6.1. 
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Figure 6.1: Flyer-plate impact test setup without momentum trap (a) [20] and with 
momentum trap (b) (recreated from [18] ) 
Finite element simulations are used to study the effect of these lateral waves when 
the experiments are conducted without momentum traps. The objective of this study is to 
determine the size of the spall zone that remains unaffected by the lateral waves, which 
can be used in gathering statistical data on the strength of microstructural weak links such 
as GBs and triple points. 
 
6.2. Finite Element Results 
The constitutive models described in the chapter 4 are used to perform simulations to 
study the effect of radial release waves on the spall damage zone. The objective of these 
simulations is to determine the size of the spall zone unaffected by the radial release 
waves that can be used for the statistical analysis of damage sites in the microstructure of 
samples tested without momentum traps. A simple 2-dimensional axisymmetric model 
with  the GTN model built-in ABAQUS [125] is used first to study the longitudinal and 
lateral wave velocities inside the target, to study effects of geometry on the distribution of 
spall damage without the additional complexities of elastic and plastic anisotropy 
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associated to explicit representation of the microstructure. A first approximation of the 
size of the uniaxial spall zone is determined with the axisymmetric simulations, using the 
rate independent GTN model in ABAQUS after appropriate calibrations. Then, the 
effects of strain rate on the uniaxial conditions are studied by using a rate dependent 
constitutive model. Next, the effects of anisotropy on the radial release waves are studied 
by incorporating a crystal plasticity model with a pressure cut-off damage criteria. The 
results of these simulations are discussed in the following sections. 
 
6.2.1. Axisymmetric GTN Model 
Finite element simulations are performed on the actual test geometry without any 
microstructural effects to study the effect of radial release waves on the in-plane 
compression and tensile stresses. Only one-half of the geometry was modeled due to 
symmetry as shown in Figure 6.2. 
 
Figure 6.2: Axisymmetric model (one-half) used in finite element simulations 
The GTN model as implemented in ABAQUS [125] was used to describe the 
plasticity and damage in the simulations. Elastic and plastic anisotropies were taken into 
account in the model by taking effective values of the single crystal properties in the 
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shock direction as a first approximation. The material model and constants were 
calibrated using experimental VISAR data as shown in Figure 6.3. 
 
Figure 6.3: Calibration of built-in GTN model with the experimental VISAR data 
The longitudinal and lateral velocity profiles in the test sample are studied as 
shown in Figure 6.4. The figures on the left (a,c,e,g) are the longitudinal velocities at 
different time intervals and the figures on the right (b,d,f,h) are the lateral velocities at the 
same time intervals as that of the former. The small rectangular slot in the center is a 
figurative representation of the commonly accepted diameter of uniaxially consistent 
spall zone, which is 5mm for this geometry. The whole study presented in this chapter is 
focused on how the radial release waves affect this zone. The time intervals are chosen to 
represent the material state at 
1. 50ns after impact 
2. 250ns after impact – longitudinal waves reach the free surface 
3. 400ns after impact – longitudinal release  waves interact resulting in spall 
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4. 500ns after impact – spall zone fully developed 
 
Figure 6.4: Longitudinal (a,c,e,g) and lateral wave (b,d,f,h) velocities of the shock wave 
that propagate through the sample upon impact at different time steps 
From the Fig. 4 (e and f), it becomes clear that the radial release waves do not reach the 
uniform zone at the time of initial spallation, and its strength is very weak compared to 
the longitudinal wave speeds (170 m/s for longitudinal and 10 m/s for radial waves). The 
effects of this phenomenon on other key variables are shown in Fig. 5, which shows the 
pressure and damage plots in the sample 500ns after impact. It can be seen that damage 
accumulates in the immediate neighborhood of the uniaxial zone due to the aspect ratio of 
the test geometry used, which in turn acts as a barrier for any lateral release waves 
approaching the uniaxial zone. Also, the length of the zone that is not affected by the 
lateral release waves is measured to be 5mm, which validates the initial assumption. 
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From these results it can be inferred that the aspect ratio used for the impact tests leads to 
the formation of an “intrinsic momentum trap” for the radial release waves. This 
phenomenon of intrinsic momentum trapping has also been seen in experimental results 
obtained from D. Paisley as shown in Figure 6.5.  
 
Figure 6.5: Intrinsic momentum trap and determination of the size of the uniaxial zone 
 
Figure 6.6: Intrinsic momentum trap phenomenon observed in experimental tests (Image 
courtesy of D. Paisley) 
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6.2.2. Rate dependent GTN Model with EOS 
The second set of finite element simulations are performed using a constitutive 
model consisting of Mie-Grüneisen equation of state, Johnson-Cook strength model and 
GTN void model as explained in chapter 4. A 3-dimensional finite model of the flyer and 
target is used to capture the effect of the radial release waves on the spall damage zone. 
These simulations are performed to determine the contribution of strain rate effects 
towards the damage initiation leading to eventual spall fracture. The results obtained 
from the simulations are shown in Figure 6.7(a-d).  
 
Figure 6.7: Formation of intrinsic momentum trap using rate dependent material model 
showing (a)  the pressure profile and (b) void fraction at the initiation of damage and (c)  
the pressure profile and (d) void fraction at a later stage of damage 
Figure 6.7-a shows the interaction of release waves reflected from the target and 
flyer free surfaces at the onset of damage and Figure 6.7-b shows the voids nucleated due 
this tensile pulse interaction. These pressure and void fraction contours show that damage 
indeed localizes at these isolated zones first before the formation of the uniform spall 
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zone as shown in the axisymmetric finite element simulations. These results provide 
further evidence that the intrinsic momentum trap is mostly geometry driven 
phenomenon that is fairly independent of the material model used. The eventual pressure 
and void fraction contours are shown in Figure 6.7-c and Figure 6.7-d. These plots show 
a clear uniform spall zone at the center unaffected by the radial release waves. The 
evolution of damage at the various time steps of the simulation is shown in Figure 6.8. 
The different cross-sections of the flyer-target model show the extent of damage at each 
time step and the formation of an outer ring of voids acting as a potential momentum 
trap. 
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Figure 6.8: The evolution of the total void volume fraction at various time steps clearly 
showing the initial formation of an outer ring of damage leading to the formation of 
eventual spall zone 
6.2.3. Crystal Plasticity Model with Pressure Cut-Off 
The third set of finite element simulations are performed taking the elastic and 
plastic anisotropy of the flyer and target into account. The crystal plasticity constitutive 
framework described in chapter 4 will be used to study the effects of anisotropy on the 
“intrinsic” momentum trap phenomenon. The effects of anisotropy will be first studied on 
single crystal impact tests, where there are no grain to grain interactions. The interaction 
between different grains and interfaces and their effect on the radial release waves will be 
studied with the simulation of a multicrystal impact test. The results from these 
simulations are discussed in the following sections. 
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6.2.3.1. Single Crystal Impact Test 
Four different single crystals are considered and the summary of the impact tests 
for these cases are given in Table 6.1. The orientation columns indicate the crystal 
direction parallel to the shock direction. The flyer orientation is kept constant for all the 
cases whereas the target orientation is varied in each of them. The test cases are chosen 
such that the strain rates are in the same range avoiding detailed calibration of the 
constitutive model. A simple tensile pressure cut-off criterion is used with the crystal 
plasticity constitutive model to model the initiation of damage due to the interaction of 
release waves. The spall strength obtained experimentally is used to define the pressure 
cut-off criteria for each single crystal. The results obtained from the finite element 
simulations are shown in Figure 6.9 through Figure 6.12. 
 
Table 6.1: Single crystal impact test conditions and results 
Flyer 
Orientation 
Target 
Orientation 
Max Pressure 
(GPa) 
Spall Strength 
(GPa) 
Strain Rate 
( /s) 
 1 0 0  1 0 0 3.14 1.76 1.18E5 
 1 0 0  1 1 0  3.69 1.87 1.03E5 
 1 0 0 1 1 1 3.00 1.62 1.01E5 
 1 0 0 1 2 3 2.89 1.63 0.80E5 
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Figure 6.9: Formation of intrinsic momentum trap in a [1 0 0 ] single crystal as modeled 
using crystal plasticity, showing (a)  the pressure profile and (b) von Mises stress 
(damaged elements deleted)  at the initiation of damage (at t=400 ns)  and (c)  the 
pressure profile and (d) von mises stress (damaged elements deleted) at a later stage of 
damage (at t=500 ns) 
 
Figure 6.10: Formation of intrinsic momentum trap in a [1 1 0 ] single crystal as modeled 
using crystal plasticity, showing (a)  the pressure profile and (b) von Mises stress 
(damaged elements deleted)  at the initiation of damage (at t=400 ns)  and (c)  the 
pressure profile and (d) von mises stress (damaged elements deleted) at a later stage of 
damage (at t=500 ns) 
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Figure 6.11: Formation of intrinsic momentum trap in a [1 1 1 ] single crystal as modeled 
using crystal plasticity, showing (a)  the pressure profile and (b) von Mises stress 
(damaged elements deleted)  at the initiation of damage (at t=400 ns)  and (c)  the 
pressure profile and (d) von mises stress (damaged elements deleted) at a later stage of 
damage (at t=500 ns) 
 
Figure 6.12: Formation of intrinsic momentum trap in a [1 2 3 ] single crystal as modeled 
using crystal plasticity, showing (a)  the pressure profile and (b) von Mises stress 
(damaged elements deleted)  at the initiation of damage (at t=400 ns)  and (c)  the 
pressure profile and (d) von mises stress (damaged elements deleted) at a later stage of 
damage (at t=500 ns) 
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Each of the single crystal finite element simulations indicates the formation of the 
intrinsic momentum trap at an earlier stage leading to the formation of a uniform damage 
zone at the center. The pressure and von mises stress plots show that the distribution of 
stress is uniform at the center away from the intrinsic momentum trap. This can be 
attributed to the absence of interference of the radial release waves with the spall damage 
zone at the center of the target. This again supports the hypothesis of a geometry-driven 
nature for the formation of the intrinsic, since it appears early and at approximately the 
same location even if we consider the anisotropic nature of the flyer and target. To further 
validate this theory, finite element simulations are performed on a 3-dimensional 
multicrystal model with crystal plasticity combined with the pressure cut-off damage 
model. 
6.2.3.2.Multicrystal Impact Test 
The 3D finite element model is built by using 2 consecutive slices of the 
microstructure obtained via serial sectioning of a tested sample. The EBSD scans of the 
consecutive slices and the 3D reconstruction of the microstructure is shown in Figure 
6.13. The software packages AVIZO
TM
 and Altair Hypermesh
TM
 are used for the 3D 
reconstruction and finite element modeling respectively. The impact test conditions of the 
multicrystal used for this particular study are given in Table 6.2. 
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Figure 6.13: (a) EBSD scan of a 2 consecutive slices of the multicrystal and (b) the 3D 
reconstruction of the microstructure from the 2 slices 
Table 6.2: Shock conditions for copper multicrystal sample used in the study 
Flyer Target 
Max 
Pressure 
(GPa) 
Yield 
Strength 
(MPa) 
Spall 
Strength 
(GPa) 
Strain Rate 
(/s) 
Single-crystal 
Cu <100> 
Mulitcrystalline 
Cu 
3.63 84.7 2.05 2.05E5 
 
The crystal plasticity constitutive model is used in the finite element simulation of 
the multicrystal. The pressure and von mises plots at two different time steps are shown 
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in Figure 6.14. Figure 6.14-a shows the initial interaction of the release pulses with the 
fully damaged elements deleted from the model. The geometric influence on the early 
convergence of the release waves is evident as the damage is localized at a distance away 
from the center of the target. Figure 6.14-c and Figure 6.14-d shows the pressure plot and 
von mises stress at a later stage of damage. The size of the damage zone is evidently 
bigger away from the center of the target indicating their initiation at an earlier stage than 
the rest of the target.   
 
Figure 6.14: Formation of intrinsic momentum trap in a multicrystalline sample modeled 
using crystal plasticity showing the pressure profile (a) and von mises stress contour (b) 
at the initiation of damage (at t=400 ns) and the pressure profile (c) and von mises stress 
contour (d) at a later stage of damage (at t=500 ns) 
 
The distribution of equivalent plastic strain in the multicrystal at the two time 
steps is shown in Figure 6.15. The strain distribution indicates that the grain boundaries 
are preferential sites for strain localization, but the damage still initiates away from the 
center first due to the interaction of high amplitude tensile pulses there. The experimental 
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3D reconstruction of actual damage sites also reveal the presence of the intrinsic 
momentum trap as shown in Figure 6.16. These simulations further validates the pure 
geometric nature of these damage sites and by studying the stress distribution and 
damage at the center, it is evident how these sites act as a barrier to the radial release 
waves. 
 
Figure 6.15: Equivalent plastic strain contour on the multicrystal with the microstructure 
map superimposed showing (a) initial damage formation and (b) the final damage profile 
116 
 
Figure 6.16: Experimental 3-D reconstructions from serial sectioning showing damage 
zones representative of the intrinsic momentum trap in the multi-crystalline sample. The 
arrows represent the shock direction. 
 
6.3. Effect of Lateral Release Waves on Varying Geometry 
Further studies were conducted in this regard to investigate the effect of the aspect 
ratio of the test geometry on the size of the uniaxial zone. The different dimensions that 
can be varied in the test setup for the simulations are shown in Figure 6.17. The diameter 
of the target (Dt) was fixed and the flyer diameter (Df) was increased from the actual test 
configuration until both the diameters were the same. Simulations were also performed 
with the flyer diameter larger than the target diameter, but the results did not change from 
the same diameter configuration. Flyer-plate impact simulation was performed on thin 
plates, where the thickness of the flyer and target was reduced by 80%.  The different 
configurations used in this study are shown in Table 6.3.  
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Figure 6.17: Flyer-plate test setup dimensions 
Table 6.3: Different configurations used for the flyer-plate simulations 
 
The simulation are performed using the in-built GTN model in ABAQUS as the 
anisotropy factor can be neglected for these simulations as proved in the earlier sections. 
The results from this study are summarized in the plot shown in Fig. 18. The longitudinal 
velocities are measured by averaging the nodal velocities (vertical component) at the 
central region of the target free surface. Similarly, the lateral velocities are measured by 
averaging the nodal velocities (horizontal component) at the central region of the target 
lateral edge. The longitudinal wave velocities at the lateral free surface of the target for 
each configuration are plotted and compared with the vertical velocity at the longitudinal 
free surface. The results show that the lateral wave velocity increases with aspect ratio to 
FLYER 
 
TARGET 
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the point that the lateral wave is capable of interacting with the longitudinal wave before 
the onset of spall damage. This gives rise to the conclusion that momentum trapping 
becomes more and more necessary as the ratio of flyer to target diameter increases, as 
was the case in [18]. 
 
Figure 6.18: Studying the effect of lateral release waves with varying aspect ratios of 
flyer and target 
The results obtained from the simulations performed with thinner flyer and target 
plates (configuration 8) are shown in Figure 6.19. The pressure and damage profiles 
given in Figure 6.19, show that the size of the uniaxial zone increases by almost 50% by 
increasing the aspect ratio of the target by a factor of 5.  The longitudinal and lateral 
wave velocities measured at the free surfaces are shown in Figure 6.20. The amplitude 
the lateral wave that reaches the target free surface (lateral edge) is very small compared 
to the longitudinal velocity.  
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Figure 6.19: Intrinsic momentum trap and determination of the size of the uniaxial zone 
for flyer-plate configuration with an aspect ratio of 50 
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Figure 6.20: Longitudinal and lateral wave velocities for flyer-plate configuration with an 
aspect ratio of 50 
The finite element simulation results presented in this chapter help to understand 
the effects of lateral release waves on the load history of samples subjected to shock 
loading phenomenon. Even though the effects of radial release waves cannot be ignored 
altogether, the work presented here proves that the test geometry can be designed in such 
a way that the radial release wave interactions can be neglected for a finite region at the 
center of the target.  The finite element simulations performed indicate the formation of 
an intrinsic momentum trap acting as barrier to the lateral release waves originating from 
the free surfaces of the target. The formation of the intrinsic momentum trap can be 
attributed to the release waves originating from the corner of the flyer plate travelling 
faster than the reflected waves in the rest of the sample. These faster waves interact with 
the reflected waves from the target free surface leading to an isolated damage zone. The 
study also shows that momentum trapping becomes more and more necessary as the 
flyer-target diameter ratio approaches and exceeds unity. Also, the size of the uniaxial 
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spall zone and consequently the confidence level in damage statistics increases, by 
increasing the aspect ratio (diameter to thickness ratio) of the target assembly. The 
statistics of damage sites observed in this uniaxial spall zone will be discussed in the 
following chapter. 
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7. MICROSTRUCTURAL CHARACTERIZATION AND ANALYSIS OF INCIPIENT 
SPALL DAMAGE 
 
Most void nucleation models are purely statistical in nature. In order to develop an 
accurate probabilistic model for void nucleation, it is important to characterize the 
damage based on the microstructural features and defects. This requires gathering 
statistics on the damage sites and attributing them to the microstructural features such as  
 Grain orientations  
 Grain Boundary (GB) characteristics such as misorientation angle and GB 
plane  
 Taylor/Schmid factors along the shock direction and their mismatch across 
GBs and  
 Other features such as triple junctions, twin boundaries. etc.  
Characterizing the damage sites based on these factors would lay the foundation for 
developing statistical models based on actual physical phenomena. The results presented 
in this chapter are meant to provide in-depth analysis of the damage sites observed in 
shock loaded copper multi- and polycrystals, with the intent to attribute the incipient 
damage phenomenon to specific microstructural features. First, statistics of the damage 
sites are gathered from cross-sectional images of the microstructure in 2-dimensions and 
secondly, the constitutive model developed is used to study the effects of stress 
concentration and strain localization on void nucleation and growth at particular damage 
sites. The results from these studies are presented in the following sections. 
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7.1. Statistical Analysis of Weak Grain Boundaries 
 
Grain boundaries can be expressed using five macroscopically observable parameters 
that include three parameters that describe the lattice misorientation across the boundary 
and two parameters that describe the orientation of the grain boundary plane normal. The 
statistics on these five parameters are gathered to have clear understanding of their 
distribution in a given material and their influence on damage phenomenon. 
7.1.1. Effect of Misorientation Angle on Damage 
Three-dimensional characterization of damage sites in shocked multicrystal samples 
is extremely important to gather statistics on the parameters that define microstructural 
locations that tend to localize spall damage. Correlations between spall damage and local 
microstructure were investigated in the research group [5, 6, 8, 10] using polycrystalline 
copper samples and preferred void-nucleation sites were identified in terms of their 
crystallography. The results from this study showed that high frequency of damaged sites 
was observed for the misorientation angle ranging from 25° to 50° and 55° to 60°, as can 
be seen in Figure 7.1a. While this evidence suggests that boundaries with these 
misorientation angles are weaker, it is important to consider the misorientation 
distribution of all boundaries present initially in the microstructure (shown in Figure 
7.1b). This work is further enhanced by gathering the statistics on the damaged as well as 
undamaged sites to get a better picture of the microstructural effects on spall damage. 
The crystallographic properties of all the GBs with and without damage were collected to 
find the probability of finding damage at a particular GB given its misorientation angle.  
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Figure 7.1: 2D damage statistics analysis: (a) Damaged boundaries in 3 polycrystalline 
samples (b) All boundaries in an untested polycrystalline sample. In both plots n is the 
total number of measurements [10]. 
 
The information gathered on the size of the uniaxial spall zone from chapter 6 was 
used to select the region in the sample to obtain statistics on weak grain boundaries in 
shocked copper specimens as shown in Figure 7.2.  Misorientation data were also 
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collected for GBs that do not have any damage by going through individual GBs in the 
spall zone and collecting data using the EBSD analysis software. 
 
 
Figure 7.2: Cross-section of damaged sample showing the localization of spall damage at 
GBs and the size of the uniaxial zone used for statistical analysis 
The misorientation data collected for the damaged and undamaged GBs in the spall 
plane are used to determine the probability of finding a given misorientation angle in the 
specimen. The probability of finding a misorientation angle θ in the specimen is given by 
the total probability theorem as [134]   
)1()1|()0()0|()(  XPXPXPXPP 
    (7.1)  
where X indicates the presence (X=1) or absence (X=0) of damage. The conditional 
probability terms are obtained by measuring the misorientation angles of grain 
boundaries with and without damage for a damage/spall zone. The distribution P(θ) 
predicted from Eqn. 7.1 is in close agreement with the measured distribution as shown in  
Figure 7.3a. Similarly, the probability of a misorientation angle θ present in the 
microstructure having damage (X = 1) is given by Bayes’ theorem as [134] 
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The distribution of P(X = 1|θ) shown in Figure 7.3b provides additional support for 
the observation that twin boundaries are less susceptible to damage when compared to 
GBs with misorientation angles in the 25
0
 to 50
0
 range.  
 
Figure 7.3: (a) Predicted and measured probabilities for finding a given 
misorientation angle in the specimen (b) Probability of a misorientation angle θ present in 
the microstructure having damage. 
In conclusion, study of the misorientation angles of boundaries in copper polycrystals 
showed that damage localized more than expected from “random” sampling at 
boundaries with misorientations ranging from 25° to 50°, implying that these high angle 
boundaries are microstructurally weaker than others. In polycrystals, voids localized 
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often at boundaries in the 55°-60° misorientation range, which is heavily populated by 
twin boundaries in the samples. However, when the original microstructure is taken into 
account, the probability of localization at boundaries in this range is actually lower than 
expected for “random” sampling. Occurrence of damage localized at the 60° coherent 
twin boundaries is less than expected, indicating that these boundaries are strong due to 
their low energy [135, 136]. Regarding the 25°-50° misorientation range, where damage 
tends to localize more, it is likely that the high boundary energies associated with these 
misorientation angles [137, 138] as well as high property mismatch [6] are potential 
explanations for this behavior. The mismatch in properties can be attributed to the 
crystallographic dependence of elastic properties such as acoustic impedance and plastic 
properties such as Hugoniot Elastic Limit (HEL), flow stress and spall strength.  
In order to completely characterize a grain boundary, information on the rotation axis 
and GB plane is also required apart from the misorientation angle. The distribution of 
rotation axes can be obtained directly from the EBSD data collected in 2-D sections. A 
measurement of the statistical distribution of the GB planes will give an insight on any 
preferred GB plane/rotation axis combination for a given misorientation angle range, if 
any. The presence of a “typical” GB for a given misorientation range would help 
tremendously to reduce the number of degrees of freedom to examine to determine the 
characteristics of weak links in the microstructure. The procedure for obtaining the GB 
plane statistics and the results are described in the next section. 
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7.1.2. Grain Boundary Character Distribution (GBCD) 
The method for estimating the distribution of grain boundary planes is adopted from 
the published work done by Saylor et al [111]. The grain boundary distribution is derived 
from measurements of grain orientations and the orientations of the lines (traces) formed 
where the grain boundaries intersect the plane of observation [111]. The grain 
orientations and the information on the trace of the grain boundaries are obtained from 
the serial section images using EBSD software. A sample serial sectioned image used in 
the statistical analysis is shown in Figure 7. 4. The grain boundaries are reconstructed 
from these serial section images to obtain a smooth, well-defined grain boundary as 
shown in Figure 7.5. The method adopted gives reliable information on the GB plane 
with about 10
0
 of resolution from the analysis of 5x10
4
 or more line segments [111]. 
 
 
Figure 7.4: Sample serial section image used for GBCD. 
129 
 
Figure 7.5: Reconstruction of the grain boundary traces from the serial section image. 
The GB plane distribution obtained for the entire microstructure is shown in Figure 
7.6. The plane orientations obtained for the various bins of misorientation angles are 
shown in Figure 7.7- Figure 7.8. The plot for the overall plane distributions shows a peak 
at <111>, which is expected as the microstructure has a high density of twin boundaries 
as can been seen in Figure 7.1d. The distribution of plane orientations for the various 
misorientation ranges show a similar trend except for the misorientation range 10 – 200 
(Figure 7.7b). A strong preference for <110> type GB planes is observed for that 
particular misorientation range. 
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Figure 7.6: Grain boundary plane distribution for the entire microstructure 
 
Figure 7.7: rain boundary plane distribution for the misorientation ranges a) 10-20
0
 b) 20-
30
0 
c) 30-40
0
 and d) 40-50
0
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Figure 7.8: Grain boundary plane distribution for the misorientation ranges a) 50-60
0
 b) 
60-65
0 
 
The grain boundary plane distribution helps us in completing the study on the 
statistical nature of the five macroscopic variables defining a grain boundary, but does 
not provide much information on their effects on spall damage. In order to study the 
effect of the GB plane orientations on spall damage, bicrystal simulations are performed 
for specific damage sites with a focus on the properties varying as a function of the GB 
plane. The results of these simulations are discussed in the next section. 
 
7.2. Damage Characterization using Bicrystal Simulations 
 
The effect of the GB plane on spall damage is characterized by studying the 
microstructural characteristics around 4 damage sites and 1 undamaged site in a 
multicrystalline sample. The two most important characteristics considered for the 
simulations are the Taylor factor mismatch in the shock direction and the Taylor factor 
mismatch along the crystallographic GB normal. The effect of the presence of terminated 
twins at GBs on damage is also studied by considering damage sites at and around these 
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defects. The selected damage sites are shown in Figure 7.9 and the description of each 
individual site is given in Table 7.1. 
Table 7.1 : Description of damaged and undamaged sites used in simulations. 
 
Shock Direction 
Taylor factor 
Mismatch 
Crystallographic GB 
Normal Taylor factor 
Mismatch 
Damage Description 
Site 1 Low Low Yes 
Damage site adjacent to a 
terminated twin at a GB 
Site 10 High Low Yes 
Damage site adjacent to a 
terminated twin at a GB 
Site 8 High High Yes 
High mismatch along 
shock and GB normal 
Site 9 Low High Yes 
High mismatch along GB 
normal 
Site 0 Low Low No Low mismatch on both 
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Figure 7.9: The damaged and undamged sites chosen for bicrystal simulations a) Case 1 
b) Case 2 c) Case 3 d) Case 4 and e) Case 5 (undamaged) 
. 
7.2.1. Finite Element Model Setup 
Finite element models are created for these individual boundaries, so that bicrystals 
were simulated to analyze their behavior, acting upon the assumption that the grains are 
so large that neighbor interactions can be neglected to a first approximation and taking 
advantage of the fact that damage sites occurred mostly on straight GB, which are 
common in samples with large grains.  The bicrystal simulations were created with the 
GB oriented in a way that matches the orientation of the physical normal of the boundary 
obtained from characterization. Each grain is given an orientation corresponding to the 
crystallographic information obtained from the EBSD analysis. The flyer is modeled as a 
single crystal with [1 0 0] parallel to the shock direction. The flyer and the targets were 
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modeled with the same diameter, as the fields near the GB are not affected by the edge 
effects. The target is modeled using 3-dimensional tetrahedral elements and the flyer and 
PMMA window are modeled using 6-node linear triangular prism elements. An average 
mesh size of 0.08 mm is used for all the simulations. The cross-sectional image of the 
finite element model is shown in Figure 7.10. 
 
 
Figure 7.10: Geometry and finite element models a) Cross-sectional exploded image of 
the finite element setup b) Finite element mesh 
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The importance of obtaining actual 3D information for the GB plane is studied by 
performing finite element simulations on one of the damage sites. Two models are built, 
one where the GB plane is extrapolated from the 2D cross-sectional image (2.5-D) and 
the second one where the GB plane is obtained from the 3D reconstruction of the 
microstructure (shown in Figure 7.11). Case 3 is chosen for the simulation as it has the 
highest Taylor factor mismatch in the shock direction as well as along the GB normal and 
the smallest deviation between the extrapolated 2D and the actual 3D GB planes.  
 
Figure 7.11: Cross-sectional image showing the extrapolated 2D and actual 3D GB 
planes 
The void volume fraction at various distances along the GB from the center of the 
target is measured for both the models and compared as shown in Figure 7.12. At each 
cross-section the void fraction is averaged for all the elements in the damaged grain 
adjacent to the GB. The void fraction along the extrapolated 2d GB plane remains the 
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same as it moves away from the center of the target whereas the void fraction along the 
actual 3d GB plane oscillates quite a bit. The 2d GB plane overestimates the damage even 
as the deviation between the plane normals is small. The Taylor factor along the shock 
direction being the same for both the cases, this difference in damage profiles can be 
attributed to the mismatch in Taylor factor along the GB normal. This case study on the 
effects of the mismatch on the GB normal directions on damage gives a clear indication 
that the GB plane plays an important role in the damage evolution and accurate 3d 
characterization of the GB is required to study these effects. The damage sites given in 
Table 7.1 will be studied by building finite element models with the actual GB plane 
information obtained from the 3d reconstruction. 
 
Figure 7.12: Void volume fraction along the GB for the 2d and 3d GB planes 
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7.2.2. Bicrystal Simulations: Results and Discussion 
The first set of finite element simulations is performed using the crystal plasticity 
constitutive model without damage to study the effects of elastic and plastic anisotropy 
on strain localization around the GB region. The second set of finite element simulations 
is performed using crystal plasticity with the modified GTN-based damage model to 
study the nucleation and growth of voids at the grain interfaces. The finite element results 
for the 5 cases are shown in Figure 7.13 through Figure 7.15 where the contour plots 
show the equivalent plastic strain and the volume of void fraction in each grain. All the 
results are plotted in the same scale to compare the extent of strain localization and void 
fraction in each case.   
The results indicate that a strong mismatch in the crystallographic GB normals leads 
to a larger strain localization and subsequent damage along GBs in cases 3 and 4 as 
shown in Figure 7.14. These 2 damage sites will be studied in detail in the following 
section. A low mismatch in the Taylor factor along the crystallographic GB normal in 
case 1 shows a small amount of strain localization on either side of the GB with no 
preferential direction for damage, as shown in Figure 7.13(a-c). The damage 
accumulation at the GB observed experimentally at case 1 can thus be attributed to the 
terminated twin at the GB being a microstructural weak link for damage initiation. In the 
case of case 2 (Figure 7.13(d-f)), the availability of more slip systems (low Taylor factor) 
leads to strain localization along the GB on the grain with [1 0 0] parallel along the shock 
direction.  
Low mismatch in the Taylor factor along the crystallographic GB normal leads to 
limited concentration of damage along the GB and eventually favors spall damage in the 
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grains away from the GB. The extensive damage observed experimentally in case 2 can 
thus be assumed to have originated at the tip of the terminated twin and evolved along the 
GB. The case 5 (Figure 7.15) with no damage has low mismatch of Taylor factor along 
both the shock direction and crystallographic GB normal, thus explaining the absence of 
damage concentration along the GB. The iso-surface plots of the nucleated voids on 
either side of the grain when viewed along the GB are shown in Figure 7.16. It is evident 
from these plots that damage accumulates along the GB only when there is a high 
mismatch in Taylor factor along the crystallographic GB normal (Figure 7.14) and the 
Taylor factor along the shock direction determines the extent of spall damage inside the 
grains away from the GB. 
 
Figure 7.13: EBSD scan images of the damage sites (top) and the corresponding 
contour plots of equivalent plastic strain (center), void volume fraction (bottom)  for case 
1 (a-c) and case 2 (d-f) 
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Figure 7.14: EBSD scan images of the damage sites (top) and the corresponding contour 
plots of equivalent plastic strain (center), void volume fraction (bottom)  for case 3 (a-c) 
and case 4 (d-f) 
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Figure 7.15: EBSD scan images of the damage sites (top) and the corresponding contour 
plots of equivalent plastic strain (center), void volume fraction (bottom)  for case 5 (a-c) 
 
Figure 7.16: Iso-surface plots of nucleated voids for the damage sites (a) case 1 (b) case 2 
(c) case 3 (d) case 4. 
The damage sites in cases 3 and 4 are further analyzed to study the Taylor factor 
mismatches as well as the absolute values of the Taylor factors and their effects on 
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damage initiation. The Taylor factors along the shock direction and along the GB normal 
for the 2 grains on either side of damage site 8 are shown in Figure 7.17. The vertical 
arrow represents the values along shock direction and the inclined arrow represents the 
values along the GB normal. The crystal directions along the shock direction and GB 
normal are also represented in inverse pole figures to get a better understanding of the 
mismatches across the GB. 
 
 
Figure 7.17: Representation of the Taylor factor and crystal directions for the individual 
grains on either side the case 3. 
The cross-sectional view of the finite element results of case 3 is shown in Figure 7.18.  
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Figure 7.18: Cross-sectional views showing the equivalent plastic strain and void volume 
fraction for the case 3. 
The results indicate that damage accumulates on the GB when there is a high 
mismatch in the Taylor factor along the GB normal and the preferential direction of 
damage propagation is towards the grain with the higher Taylor factor. This could be 
attributed to a lower availability of slip for these grains leading to stiffer response and 
faster damage. Spall studies on Cu single crystals have indicated low spall strength for 
<111> crystals (high Taylor factor) compared to [100] crystals (low Taylor factor) 
(Minich et al., 2004; Peralta et al., 2009). 
The Taylor factors along the shock direction and along the GB normal for the two 
grains on either side of damage site in case 4 and the corresponding inverse pole figures 
are shown in Figure 7.19. This site has extreme mismatch along the GB normal but 
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similar Taylor factors along the shock direction. The cross-sectional view of the finite 
element results for this site is shown in Figure 7.20. 
 
 
Figure 7.19: Representation of the Taylor factor and crystal directions for the individual 
grains on either side of the damage site in case 4. 
Similar to case 3, the high mismatch in the Taylor factor along the GB normal 
leads to damage localization along the GB in this case. The preferential direction of 
damage evolution is also towards the grain with the higher Taylor factor along the GB 
normal. Spall damage is also evident on the grain with higher Taylor factor along the 
shock direction, but away from the GB. This indicates the presence of an inhibition zone 
around the GB on grain 1 due to the lack of plastic strain at the side of the boundary 
before damage occurs and due to the presence of damage along the GB on grain 2. The 
phenomenon of inhibition zones around nucleated voids has been studied by Trumel et. al 
(Trumel et. al., 2009) explaining how nucleated voids prevents new voids to form 
adjacent to them due to interactions with the release wave coming from the newly formed 
void surface. 
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Figure 7.20: Cross-sectional views showing the equivalent plastic strain and void volume 
fraction for the damage site in case 4. 
The simulations presented in this section show that the model does not predict the 
extent of damage nucleation at the GB in two cases where there is a terminated twin 
present at the GB, yet they are there experimentally, stressing that the boundaries in those 
cases are likely to be weak links in the microstructure, since damage was present without 
an obvious strain concentration at those locations. The Taylor factor mismatch with 
respect to the shock direction contributes to void growth and coalescence. From the 
simulations it is clear that low Taylor factors along the shock direction can lead to 
nucleation of transgranular damage and influence the growth of intergranular damage. 
Low values in Taylor factors along the shock direction elongate a void perpendicular to 
the GB due to the anisotropic nature of the plastic dissipation, as seen in Figure 7.14. 
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Conversely, higher values in the Taylor factors along the shock direction discourage 
growth perpendicular to the GB and the void opens along the GB. When one compares 
the Taylor factors associated with the damage sites to the EBSD scans it is clear that 
when there is noticeable growth perpendicular to the GB it occurs inside of the grain with 
the lower Taylor Factor. This is a clear indication that once the voids nucleate, plasticity 
controls their growth, as expected physically given what is known about spall damage in 
ductile materials. Nucleation, on the other hand, depends on the interplay between local 
stress and local strength, since correlations between the simulations results with the strain 
driven nucleation model used here and the experimental findings are not always one to 
one, i.e., strain/stress concentrations (or lack thereof) do not always explain the presence 
(or absence) of damage localization.  
Another issue that is brought out by comparisons between experiments and 
modeling is that in cases where there is agreement, damage is being driven by strain 
localization on one side of the boundary caused by the presence of the GB itself. In those 
cases, the damage is actually occurring inside the grain, but in the region affected by the 
presence of the GB (this is usually called the Grain Boundary Affected Zone or GBAZ). 
So, the distinction between inter- and transgranular damage becomes problematic. Note 
that this observation is in many ways quite equivalent to those made in [139] and to a 
certain extend in [140] regarding molecular dynamics results of spall damage in special 
boundaries in copper that can nucleate voids in a region adjacent to the boundary due to 
plasticity generated in that region due to the presence of the boundary itself. We agree 
with those authors that damage in those cases must still be attributed to the GBs and 
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needs to be differentiated from damage nucleating in the bulk of the grain, unaffected by 
the presence of the boundaries.  
 
7.3. Damage Characterization using Multicrystal Simulations 
The primary objective of the multicrystal simulation is to capture the spall 
damage at its incipient stage and characterize the damage zones based on the 
microstructural features. This would ensure the predictive capability of the constitutive 
model by obtaining important information on the damage initiation and evolution, which 
cannot be obtained from 2-dimensional analysis. Approximations are made in the 
development of the 3d model to ensure numerical stability and a reasonable time step for 
the explicit analysis. Therefore microstructural geometric features below a certain 
threshold length scale are ignored in order to obtain a well-defined finite element mesh.  
 
7.3.1. Finite Element Model Setup 
The 3-dimensional multicrystal model used for damage characterization is created 
using the software AVIZO from serial sectioned images as shown in Figure 7.21. 20 
slices with spacing of 50 microns between slices are used to generate the complete 3d 
microstructural surface as shown in Figure 7.22.   
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Figure 7.21: Serial sectioned images (20 slices) used for the 3d reconstruction of the 
multicrystal 
 
 
Figure 7.22: 3-dimensional reconstructed model for the multicrystal 
 
The grain boundary network for the multicrystal model is shown in Figure 7.23. 
The serial sectioned images shown in Figure 7.21 were interpolated and smoothing 
operations were performed in order to obtain smooth interfaces between the grains. 
Quality checks were performed on the 2D surface mesh to ensure acceptable tetra quality 
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in terms of aspect ratio and nodal connectivity. The surface is iteratively remeshed until 
all the quality criteria are met. The 3-dimensional finite element mesh thus generated is 
shown in Figure 7.24. 
 
Figure 7.23: Grain boundary distribution of the reconstructed multicrystal 
 
Figure 7.24: 3-dimensional finite element model for multicrystal impact analysis 
 
The finite element analysis is performed using the developed crystal plasticity 
with modified GTN based damage model using ABAQUS/EXPLICIT solver. The 
calibrated and validated set of material constants is used for the multicrystal simulations. 
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3-dimensional tetrahedral elements with an average mesh size of 0.05 mm are used for 
the analysis. An incremental time step of 2.5x10
-11
 is used in order to avoid any 
numerical instability. The simulation was performed using 4 CPUs taking approximately 
17 hours for completion. The results obtained from the simulation are shown in the 
following section. 
 
7.3.2. Multicrystal Simulations : Results and Discussion 
The results for the multicrystal simulations are presented in such a way that the 
observed damage sites can be correlated to all the microstructural features discussed in 
the previous sections. Since the primary focus is to understand the influence of these 
crystallographic characteristics on incipient spall damage, only the nucleated voids are 
studied from the simulations. The final damage profile for the multicrystal sample after 
shock loading is shown in Figure 7.25. The results are compared to the damage profile 
reconstructed from the 2D serial sectioned images. The front view of the spall zone is 
shown in Figure 7.26. 
. 
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Figure 7.25: Spall damage in the multicrystal sample a) Cross-sectional image of the 
damage zone observed experimentally b) Iso-surface plot of total void fraction obtained 
from simulation 
 
Figure 7.26: Spall damage in the multicrystal sample – front view a) Cross-sectional 
image of the damage zone observed experimentally b) Iso-surface plot of total void 
fraction obtained from simulation 
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The results obtained from the finite element simulations show good agreement 
with the large damage sites observed experimentally as seen in Figure 7.25 and Figure 
7.26. A much closer correlation with the experimental observations could be obtained 
with a refined mesh. The total volume fraction of voids shown in the above figures 
contains the contribution from both nucleated as well growing voids. The phenomenon of 
spall damage is captured at its incipient stage by plotting the volume fraction of nucleated 
voids when the release waves interact. The volume fraction of nucleated voids at various 
times steps is shown in Figure 7.27. 
.  
 
 
Figure 7.27: Iso-surface plots of the void fraction at different time steps showing 
the various nucleation and growth stages a) time = 360ns (incipient spall) b) time = 380ns 
(void nucleation) c) time = 400ns (growth of nucleated voids) 
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The incipient void nucleation stage is captured at time t =360ns (Figure 7.27a) 
and the voids are labeled for detailed analysis. At time t=380ns (Figure 7.27b) more voids 
nucleate predominantly at grain boundaries and triple junctions. A total of 5 voids are 
chosen from these two time steps as they capture the phenomenon of incipient spall 
damage. At time t =400ns (Figure 7.27c), the nucleation process ceases and void growth 
becomes the predominant mode of damage evolution.  
The crystallographic features of the selected voids are given in Table 7.2. The 
void 4 is omitted from the description as it is clearly formed at a triple/quadruple 
junction.  The results presented in Table 7.2 validate the assessment made as a part of the 
bicrystal simulations. The misorientation angles between the two grains around the GBs 
with damage falls in the range of 30
0
-50
0
. The statistics on the misorientation angle 
shows that this is the range which has the highest probability for damage. A high 
mismatch in Taylor factor along the grain boundary normal tends to localize damage 
along the GB due to localized strain at these locations. 
Table 7.2: Crystallographic features of the selected void nucleation sites 
Void 
# 
Miso
rien-
tatio
n 
Angl
e 
(deg.
) 
TF 
along 
Shock 
Directi
on 
(Grain 
1) 
TF 
along 
Shock 
Directi
on 
(Grain 
2) 
TF 
Mis-
match 
Along 
Shock 
Directio
n 
TF 
along 
GB 
Normal 
(Grain 1) 
TF 
along 
GB 
Normal 
(Grain 
2) 
TF 
Mis-match 
Along 
GB Normal 
1 44.5 3.14 2.37 High 2.60 3.5 High 
2 51.8 2.30 3.20 High 3.50 2.40 High 
3 34.1 3.40 3.10 Low 3.00 2.90 Low 
5 40.3 2.80 2.60 Low 2.60 3.30 High 
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The equivalent plastic strain and the void fraction of nucleated voids together with the 
EBSD maps of void 1 are shown in Figure 7.28. The correlation between the damage and 
the Taylor factors are similar to the observations made in the bicrystal simulations. 
Damage initiates at the GB with high mismatch along the GB normal and tends to 
propagate towards the grain with the higher Taylor factor (Figure 7.28). The 
misorientation angle between the 2 grains is 44.5
0
 which has higher probability for 
damage as shown in Figure 7.3. 
. 
 
Figure 7.28: Simulation and experimental comparison of void 1: a) Nucleated void 
superimposed to the microstructural model b) Equivalent plastic strain and c) EBSD scan 
image of the damage site 
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The equivalent plastic strain and the void fraction of nucleated voids together with the 
EBSD maps of void 2 are shown in Figure 7.29. The high mismatch in Taylor factor 
along the GB normal leads to damage localization along the GB with a preferred 
direction towards the grain with the higher Taylor factor mismatch as in the case of void 
1. The misorientation angle between the two grains also indicates high probability for 
damage.
 
Figure 7.29: Simulation and experimental comparison of void 2: a) Nucleated void 
superimposed to the microstructural model b) Equivalent plastic strain and c) EBSD scan 
image of the damage site 
The equivalent plastic strain and the void fraction of nucleated voids together with the 
EBSD maps of void 3 are shown in Figure 7.30. The mismatch in Taylor factor along the 
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shock direction and the GB normal are minimal indicating that the damage initiated at the 
triple/quadruple junction formed by the adjacent grains. These sites tend to be 
intrinsically weaker and damage tends to initiate at these sites due to the high strain 
localization as shown in Figure 7.30. The voids once nucleated evolve along the GB 
towards the grain with slightly higher Taylor factor along the GB normal. The damage 
nucleation and evolution around another triple/quadruple junction is shown in Figure 
7.31. Therefore it can be concluded that these junctions are inherently weaker than 
regular grain boundaries. 
 
 
Figure 7.30: Simulation and experimental comparison of void 3:  a) Nucleated void 
superimposed to the microstructural model b) Equivalent plastic strain and c) EBSD scan 
image of the damage site 
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Figure 7.31: Simulation and experimental comparison of void 4:  a) Nucleated void 
superimposed to the microstructural model b) Equivalent plastic strain and c) EBSD scan 
image of the damage site 
The equivalent plastic strain and the void fraction of nucleated voids together with 
the EBSD maps of void 5 are shown in Figure 7.32. Even though the mismatch in Taylor 
factor along the shock direction is low, the mismatch along the crystallographic GB 
normal causes damage to localize around the grain with the higher Taylor factor. These 
results are in agreement with the damage observed in voids 1 and 2. 
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Figure 7.32: Simulation and experimental comparison of void 5:  a) Nucleated void 
superimposed to the microstructural model b) Equivalent plastic strain and c) EBSD scan 
image of the damage site 
The bicrystal and the multicrystal simulations show similar trends in predicting 
damage at grain boundaries. The crystallographic features that have a high degree of 
influence on the damage nucleation are the misorientation angle as well as the grain 
boundary plane orientation. The Taylor factor mismatches along the shock direction and 
the GB normal plays an important role in predicting the extent of damage and the 
preferred direction of damage evolution. Triple points and terminated twins are found to 
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be inherently weaker than the other grain boundaries. As in the case of triple points, 
damage initiates due to the very high strain localization at the junction. The 
misorientation angles between 30
0
 and 50
0
 have high probability of damage as shown by 
the statistical analysis as well as the finite element simulations. While 2-dimensional 
serial sectioned images gives an indication on the damage profile and the microstructural 
features contributing to it, a complete 3-dimensional analysis is required to characterize 
the damage nucleation at its incipient stage. The experimental observations often fail to 
differentiate between nucleated and evolved voids even at its incipient stages and 
therefore computer simulations are required to understand the exact location and the 
microstructural details influencing them. A better prediction of the void nucleation 
phenomenon can achieved with a refined finite element mesh as the mesh size used in the 
present study is orders of magnitude higher than the average void size. These simulations 
are computationally expensive and would require parallelization as well as adaptive mesh 
refinement techniques. 
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8. CONCLUSIONS 
 
The finite element simulations of the flyer-plate impact experiments, the statistics 
gathered on the damage sites in shock loaded copper samples and the comparison of the 
simulation results with the experimental observations lead to the following conclusions: 
 Finite element simulations were performed to study the effects of lateral release 
waves on shock wave propagation in copper polycrystals. Various constitutive 
models were considered, combined with strain and stress based damage models, 
to separate the geometric effects on damage from the rest. The simulations 
performed on the actual test geometry revealed the formation of an “intrinsic” 
momentum trap due to the interaction of shock waves reflected from the target 
and flyer free surfaces. This intrinsic momentum trap acts as a barrier to the 
lateral release waves that approach the uniaxial zone from the lateral free surfaces 
of the target, particularly when the ratio of flyer diameter to target diameter is less 
than one. However, for flyer to target diameter ratios larger than 1, the uniaxial 
conditions become compromised due to faster travelling lateral waves and 
momentum trap rings become essential for such flyer and target geometries. The 
size of the uniaxial zone was found to be 5mm for the testing geometry analyzed 
in this work and the spall damage within this zone was used to gather statistics on 
damage sites. 
 A crystal plasticity constitutive model with a modified Gurson-Tvergaard-
Needleman (GTN) damage model was developed and implemented as a user-
subroutine in ABAQUS. The constitutive model was verified using single element 
tests by comparing the results with the built-in GTN model in ABAQUS. The 
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material constants in the constitutive model were calibrated using design of 
experiment procedures and the optimal values were determined using an 
optimization technique. The validation of the constitutive model was done by 
comparing the simulation results with results obtained from single crystal impact 
experiments for different orientations. The finite element simulations were in 
good agreement with the experimental results.  
 Statistical information was gathered on the five macroscopic variables required to 
define a grain boundary to study their effect on spall damage. The study of 
misorientation angles at the damaged boundaries in copper polycrystals indicated 
that the probability of damage is high if the misorientation angle is between 25
0
 
and 50
0
. This indicates that these are microstructurally weaker than others. Also, 
results show that the coherent twin boundary localizes less damage indicating that 
these are stronger boundaries. The statistics gathered on the grain boundary plane 
distribution shows that there is a strong preference for <111> planes for the 
overall microstructure.  
 Finite element simulations were performed on copper bicrystals to study the effect 
of the grain boundary planes on spall damage. The damage sites for the 
simulations were chosen from experimental observations with varying mismatch 
in properties across the grain boundary. The results from the finite element 
analysis indicated that a high Taylor factor mismatch along the crystallographic 
normal drives the nucleation of voids at the grain boundary, while the presence of 
a low Taylor factor along the shock direction promotes void growth perpendicular 
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to the grain boundary and can also lead to transgranular void nucleation, growth, 
and coalescence.  
 The predictive capability of the constitutive model was validated using finite 
element simulations of a 3-dimensional multicrystal model. The exact locations of 
the incipient spall damage sites were determined and their evolution through the 
thickness was studied. The nucleated void sites observed from the simulations 
were analyzed by comparing them with the damage sites observed 
experimentally. Good correlation was observed between the damage sites 
observed from simulations and experiments. The microstructural features around 
the damage sites were studied to address the phenomena behind the void 
nucleation. The results indicate that damage tends to nucleate at grain boundaries 
with misorientation angles between 30
0
 and 50°, in agreement with experimental 
characterization of damage sites, and a high mismatch in Taylor factor along the 
grain boundary plane. Triple junctions and terminated twins were found to be 
microstructural weak links for damage nucleation as well, due to the high strain 
localization around these sites. These results agree with the statistics gathered on 
the damage sites, experimental observations as well as the bicrystal simulations. 
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9. FUTURE WORK 
 
 The correlations found between the nucleated damage sites and the 
microstructural features can be used to develop a probabilistic model for void 
nucleation based purely on the crystallographic nature of the sample.  The 
probability of damage as function of the grain size, misorientation angle, grain 
boundary orientations, presence of triple junctions or terminated twins could be 
used to define the initial character of the individual elements in a homogenous 
finite element model. 
 Further refinement of the finite element model, especially around the grain 
boundary region would help better prediction of the initiation and evolution of 
damage. The models thus developed will be computationally expensive and 
would require the use of super computers to perform the simulations. The use of 
adaptive refinement techniques will considerably improve the mesh refinement 
process around the grain boundaries and also the prediction of damage at these 
boundaries.  
 The results obtained from molecular dynamics simulations of bicrystals with 
varying orientations can be used to define the intrinsic strength properties of the 
grain boundaries which in turn can be modeled using cohesive elements. This 
would help in analyzing the damage sites and attributing the phenomenon to stress 
concentration, strain localization or the intrinsic strength/weakness of the grain 
boundaries. 
 The robustness and the predictive capabilities of the constitutive model can be 
further validated by performing 3-dimensional simulations on more multicrystals 
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and polycrystals and the results obtained would be helpful in developing the 
probabilistic model. 
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