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A theorem of Skubenko asserts that if L is a lattice in R6, then there exist 
positive real numbers h, ,..., X, such that L has five linearly independent points 
on the boundary of the ellipsoid & Xixi* < 1 and none other than the origin 
in its interior. A different proof of this result is given for the case when L has 
homogeneous minimum different from zero. 
INTRODUCTION 
A famous conjecture, attributed tk Minkowski, states: Let Li = Cj”=, aiixj , 
1 < i < n, be n real linear forms with d = det(qJ # 0. Then, given real 
% I’.., %2 3 one can find integers x1 ,..., x, , such that 
l<-Jn I Li + % I d I d l/2”. 
. 
The conjecture has been proved for n < 5 [l-8]. 
It is well known that in view of [9] on coverings by spheres corresponding 
to a special type of lattice in five dimensions, the conjecture for II = 5 would 
follow from the case n = 5 of the following: 
(A> Let L be a lattice in R, . There exist positive real numbers A, ,..., A, 
such that L has n linearly independent points on the boundary of the ellipsoid 
CL, &xi2 < 1 and none other than the origin in its interior. 
Skubenko [8] gave a proof for n = 4,5 for so-called “nondegenerate” 
lattices which suffices for the Minkowski conjecture. As the editor 
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A. V. Malyshev, states in his foreword “the exposition as given here is highly 
incomplete, and the paper should be regarded as an initial publication of the 
proof of this notable result.” 
While trying to read the proof we were unable to understand many parts, 
especially proofs of lemmas. We also felt that a number of statements, which 
look intuitively true, need proof. We, therefore, decided to try to construct 
a proof of our own following Skubenko’s general ideas. We believe the proof 
given in this paper is not only complete but substantially different in detail. 
Because of a result of Birch and Swinnerton-Dyer [2], it is sufficient to prove 
(A) for those lattices L which have m,(L) > 0. We have, therefore, proved (A) 
for these lattices only. We believe much of the simplification is due to this 
restriction. 
Precisely, we prove the following: 
THEOREM B. Let L be a lattice in R, . Let mH(L) = inf 1 x1 me* x, I; 
x = (Xl ,..., x,) E L and x # 0. Suppose that m,(L) > 0. Then (A) is true 
for n = 5. 
Whenever possible, we have proved the subsidiary results for all n. 
However, the lattice L always satisfies m,(L) > 0. 
1. Let D denote the set of points (xl2 ,..., xw2) for which (x1 ,..., x,) E 
L - (0); and denote by C(D) the convex hull of D. 
LEMMA 1. D is discrete. 
Proof. The number of points of D in 1 x1 1 + e-2 + / x, I < R does not 
exceed the number of points of L in xl2 + --a + x,,~ < R, which is finite. 
Hence D is discrete. 
LEMMA 2. The tat-spaces of C(D)*, the closure of C(D), are all of the form 
vi + --- + a,x, > 1, a, > 0 ,..., a, > 0. 
Proof. By a tat-space we mean a closed half-space containing the set 
with at least one point of the set on the boundary of the tat-space. A tac- 
space is of one of the two following types: 
(4 4x1 + a-- + a,x, 3 1, (a, ,..., a,) # 0, 
(b) a,x, + *.* + a,x, 3 0, (a, ,..., a,) # 0. 
In case (a) assume by way of contradiction that a, < 0. By the fundamental 
theorem of Minkowski, there exists a point 2 E L - (0}, such that 1 z, I < 
E,..., 1 z,+:f ‘,‘, ,“6” given E > 0. This implies t:I I z, I > mH(L)/En-l. 
Hence, alz12 + *a* + a,zn2 < (max,, I ai I) c2 - 1 a, I x 
mH2(L)/e2n-2 20 for’sufficiently small E. As (z12,..., z,“) E D, this contradicts 
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a, < 0. However, a, = 0 implies that (maxf:. [ ai 1) c2 3 1, which is 
impossible for sufikiently small E. This proves the lemma in case (a). 
In case (b), by the previous argument, ai > 0. Thus, we may, by relabeling 
the coordinates, write the tat-space in the form a,x, + *.- + a$, > 0, 
al > O,..., a, > 0. A point ( yI ,..., y,) of C(D)* lies on the boundary of the 
tat-space. Hence y1 = a.. = y, = 0. Given E > 0, there exists a point 
V E C(D), such that / Y - U 1 < E. NOW U = Cj”=, tjZ9 , CL0 tj = 1, 
t, 3 o,..., t, > 0 and Zj ED for j = O,..., n. Without loss of generality, 
we may assume that t, 3 (n + 1)-l. Hence, with Z, = (zI ,..., z,), z1 > 0 ..,., 
=n > 0, 
z1(n + 1)-l < E,..., z&r + 1)-’ < E, zj(n+l)-r<yjfE, j>k+l. 
Hence Z, is bounded for all sufficiently small E, and this implies that 
m,(L) = 0, the contradiction that proves the lemma. 
In view of Lemma 2, Theorem B is equivalent to 
THEOREM C. Let n = 5. Then there exists a tat-plane to C(D)* which 
contains n points (x12,..., x,~) of D, so that the corresponding points (x1 ,..., x,) 
of L are linearly independent. 
LEMMA 3. D contains n linearly independent points. 
Proof. By way of contradiction, if D contains less than n linearly inde- 
pendent points, then D lies in a hyperplane, and therefore also, C(D)* lies 
in the same hyperplane, which is then a tat-plane of C(D)*. By Lemma 2, 
it is of the form a,x, + ..a + a,x, = 1, a, > 0 ,..., a, > 0, and therefore all 
points of L - (0) lie on the ellipsoid alx12 + *.* + a,xn3 = 1, which is 
impossible. 
LEMMA 4. C(D)* = C(D). 
Proof. Let X* E C(D)*. If X* .$ C(D), then there exists a tat-plane to 
C(D)* through X*. By Lemma 2, it is of the form 
alxl + a.1 + a,x, = 1, a, > O,..., a, > 0. 
By the discreteness of D, there exists E > 0, such that no point of D satisfies 
1 -=c 6x1 + *a+ + a,x, < 1 + E. Let A denote the set of points (x1 ,..., x,) 
for which 
6x1 + -*a + a,x, > 1 + E, x1 3 o,..., x, 2 0. 
Let Dl be the subset of D lying on the tat-plane ulxl + m.* + a,~,, = 1. Let 
36 = (O,..‘, 0, a, (1 f 6)-l, 0 ,---, 0), i = I,..., n and, further, let 3 be the 
641/12/l-3 
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convex hull of D, with B1 ,..., B,, . It follows that B is a closed polyhedron 
that intersects the tac-plane a,x, + *** + a,x, = 1 in C(D,). We show that 
A v B is convex. 
LetX,YEAUB.WewillshowthattX+(l-t)YoAuBforO,(t<l. 
As A and B are convex, we may assume that X E A - B and YE B - A. 
Put a,x, + **a + a,x, = c and a, yl + *** +a,y,=dsothatc>l+E 
and1 <d<l+E.Nowputs=(d-I-•-)/(d-c)sothatO<s<l. 
ThepointS=sX+(l--~)Yliesona,x,+*~*+a,x,=l+~.Hence 
S E A n B. It follows that US + (1 - u)Y E A for 0 < u < 1 and (1 - ~$3 + 
vX E B for 0 < u < 1. These two statements together imply that tX + 
(1 - t)Y E A U B for 0 < t < 1. It follows that A U B is convex. But 
D C A u B and, as A u B is closed, also C(D)* CA u B. Hence C(D)* 
intersects the tat-plane alxl + *.* + a,x, = 1 in the polyhedron C(D,) 6 
C(D). Whence X* E C(D) and the lemma is proved. 
LEMMA 5. If T is a tat-plane of C(D) then C(T n D) = T n C(D). 
ProoJ This follows immediately from the proof of the last lemma. 
It is clear from these lemmas that the boundary B of C(D) may be decom- 
posed into a collection of polyhedra C(T n D) as T runs over all tac-planes 
to C(D). Our object is to show that, viewed in this manner, B forms a locally 
finite polyhedral complex. Let T be a tac-plane to C(D). If i = 
dim C(Tn D) < n - 1 let D, ,..., Di be a set of linearly independent points 
of D on T, which we assume is given by alxl + --* + a,x, = 1, a, > O,..., 
a, > 0. The set of solutions (rl ,..., r,) of the simultaneous equations 
rldol + *** + rnd,,,, = 1, 
rldll + -*a + r,dln = 1, 
. . . . . . . . . . . . . 
rl& + e.0 + rndin = 1, 
where Dj = (d,, ,..., djn) for j = 0 ,..., i is given by 
(al ,..., 4 + V, 
where V E V(T), a vector space of dimension n - (i + 1). 
LEMMA 6. If i < n - 1, V E V(T), there exists c > 0 such that 
wl + s-e + r,x, > 1 
is a tat-space to C(D)fir all (rl ,..., r,) = (al ,..., a,) + uV, 1 u 1 < E. 
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Proof. As D is discrete, there exists p > 0 such that 
4 + **- + a,& 3 1 + p 
for any point (dl ,..., d,) E D - T. There exists E > 0 such that 
ll(q + U4 < (1 + p)/aj for j = I,..., n; 1 24 / < E, 
where V = (21 ,..., v,). Then 
(a, + uvl)dl + ~0. + (a, + uu,)d, > (al4 + *a* + w&)/(1 + p) 3 1 
for all (dl ,..,, d,) not in T. The lemma follows. 
LEMMA 7. If alxl + ... + a,x, 3 1 is a tat-space to C(D), then there 
exist constants c, > c2 > 0, depending only on L and n, such that 
Proof. The ellipsoid alx12 + ... + a,xn2 < 1 is admissible for L. Hence, 
by the fundamental theorem of Minkowski, a, .** a, > c2, a positive 
constant depending only on n. Further, the ellipsoid has a point (x1 ,..., x,) 
of L on its boundary. By the arithmetic-geometric mean inequality, 
(4 * - - 4Xx1 --- xJ2 < n-“, 
hence, mH2(L) < (x1 **a x,$ < n-n(al *** a,)-‘. Therefore 
aI e-e a, f n-“mE2(L). 
THEOREM 1 (Incidence). (1) If K E Band dim K < n - 1 then there exist 
at least two Kl E B with dim Kl = 1 + dim K, such that K is a proper face 
OfK. 
(2) IfK E B and dim K > 1 and K’ is a proper face of K then K’ E B. 
(3) If Kl , K, E B and an interior point of Kl lies in Kz , then Kl is a face 
of K, (here “interior point” means relative to the dimension of Kl). 
Proof of (1). Let D, ,..., Di be a set of linearly independent points on 
K = C(T I? D), where T is a tat-plane given by, say, alxl + --. + a,x, = 1, 
a, > O,..., a,, > 0; where i = dim K. For any pair of points Di+l , Di+2 of D 
such that Do ,..., DI+, are linearly independent, the equations 
r&l + .-- + rndO, = 1, 
. . . . . . . . . . . . . . . 
32 BAMBAH AND WOODS 
where Dj = (dj, ,..., djn), j = 0 ,..., i + 2, have a solution of the form 
@I ,..-, an> + 4Di+l , &+z>, where @i+, , Di+z) E V(T). Further, all solutions 
of this simultaneous set of equations are given by 
where w E W(Di+l , Di+& a vector space of dimension n - (i + 3). If 
w’(Di+, 3 Di+& denotes the vector space of 
WL, 3 Di+z) + W(Di+l, &+a), tER; 
then dim W’(Di+l , Di+J < n - (i + 2) < dim V(T) = n - (i + 1). Since 
the number of such subspaces W’(Di+l , D$+J, as Di+l , Di+2 vary, is at most 
countable, there exists a vector a* E V(T) such that to* does not lie in any 
w’(Di+, 9 Di+a) for any real t # 0. By Lemma 6, there exists E > 0 such that, 
for (rl ,..., r> = (a, ,..., a,) + UV*, r,x, + *me + r,x, 3 1 is a taospace of 
C(D) if ) u 1 < E. Let u,, be the largest number such that this is a tat-space for 
0 < u < a,, . We claim that it is a tat-space for u = u,, . For if it is not a 
tat-space then, for some point (x1 ,..., x,J E C(D), we would have r,x, + .** + 
r,x, -=c 1. By continuity, the same inequality would have to hold for u 
sufficiently close to U, . Thus it is a tat-space. Now, if it contains no point 
of D linearly independent of D, ,..., Di then this would contradict, by 
Lemma 6, u0 being the largest number so chosen. If, however, there were two 
points Di,l , Di+z on it such that D,, ,..., D(,, are linearly independent and all 
in D, then (rI ,..., r,) = (a1 ,..., a,) + w’, where w’ E W’(Di+l, Di+J, which 
implies that ~,,a* E W’(Di+, , Df+2), contrary to construction. Thus we obtain 
a new tat-plane T’ such that C(T n D) is a proper face of C(T’ n D), namely, 
the face of T’ n D lying in T. To obtain a second such tac-plane T’, define u, 
to be the smallest number such that r,x, + *** + r,x, > 1 is a taospace of 
C(D) for all u for which u,, ==c ZJ < 0. A parallel argument to the above yields 
a new tat-plane T” such that C(T n D) is a proper face of C(T” n 0). It 
remains to show that C(T’ n D) and C(T” n D) are distinct. Assume that 
C(T’ n D) = C(T” n 0). Then the simultaneous equations 
rdol + -*a + rndOn = 1, 
. . . . . . . . . . . . . . . 
r14+l.l + a-- + r,4+l,, = 1, 
have the solutions (a1 ,..., a,) + u,,v* and (a1 ,..., an) + tl,,u*, implying that 
(u,, - v,,) o* is a solution with zeros on the right. Hence (a$ ,..., an) is a 
solution, which implies that D1+l E T, a contradiction. This proves (1). 
Proofof(2). Let dim K = i and take D, ,..., Di to be linearly independent 
points of K n D such that Do ,..., DimI are linearly independent points of K’. 
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As K’ is a proper face of the polyhedron K, there exists a hyperplane 
r1x1 + *** + r,x, = 1, containing K’, such that if (y, ,..., y,J E K - K’, 
then rl y1 + --- + r, yn > 1. Let K = C(T n D), where T is given by 
&Xl + *.- + a,x, = 1. As in the proof of Lemma 6, there exist E > 0 and 
p > 0 such that 
(~,+~r,)x,+...+(a,+Ur,)X,~l+p for / ~1 I < E 
and (x1 ,..., x,) E D - (T n D). Choose u to be a positive number less than E 
and p. Then, if (dl ,..., d,) E T n D, 
with equality if and only if (4 ,..., d,) E K’. Thus we have a tat-space T’ 
to C(D) such that K’ = C(T’ n D). Hence K’ E B, as was to be proved. 
Proof of (3). Let X be an interior point of C(T n D) lying in C(T’ n 0). 
Assume, by way of contradiction, that 
YEC(TnD)-C(T’nD). 
There exists Z E C(T n D), Z # X, such that X lies in the line segment YZ. 
If Z E T’ then the line segment ZXE T’ and hence the line through ZX lies 
in T’. Hence YE T’, which is impossible. Therefore T’(Y) > 1 and T’(Z) > 1 
and therefore also T’(X) > 1, again a contradiction. Hence C(T n D) C 
C(T’ n D). It follows from the fact that T is a tat-plane for C(T’ n D) that 
C( T n D) is some face of C( T’ n 0). This completes the proof of Theorem 1. 
For X = (x1 ,..., x,) define 
c 
f(X) = (x1 ,...) x,) - n-‘(x1 + -** + x&l )...) 1). 
It is clear thatfis a linear map of R, into the n - 1 dimensional hyperplane 
of points for which x1 + *he + x, = 0. We assert that f restricted to B is 
one to one and onto. To see this, let X E R, be such that x1 + ... + x, = 0, 
so that, in particular X 6 C(D). For sufficiently large real t, the point 
x + t(l,..., 1) has every coordinate sufficiently large and therefore lies in the 
interior of C(D). By convexity, there exists exactly one point of this form 
lying in some element of B and this point maps into X underf. This proves 
the assertion. 
If we denote byf(B) the collectionf(C(T n 0)) extended over all tat-planes 
T to C(D) then f(B) is a polyhedral complex which, by linearity, satisfies the 
incidence relations of Theorem 1. 
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ProoJ By way of contradiction, assume that some point P belongs to 
infinitely many elements of B. Without loss of generality, we may suppose 
thatPEC(TinD),i= 1,2,...,whereT,isgivenbya,lxl+~~~+ainxn=1, 
ai > 0 and lim a, = 0, lim ai, = cc, by Lemma 7. Hence, for sufficiently 
large i, T,(P) > 1, which is a contradiction that proves the lemma. 
COROLLARY. f(B) is locallyfinite. 
Proof. Follows immediately from Lemma 8 and the linearity off: As f 
is onto, it follows that f(B) is a tessellation of n - 1 dimensional Euclidean 
space. 
For 0 < i < n - 1, we denote an i-dimensional element off(B) by di. 
LEMMA 9. (i) If An-2 E f(B) then there exist exactZy two distinct 
An--l E f (B) such that An-2 C An-l. 
(ii) If A12-3 C An--l E f (B) then there exist exactly two An-2 C An-l such 
that An-3 C An-2. 
Proof of(i). By Theorem 1, there are at least two such An-r. On the other 
hand, if there were more than two, the dimension would force two of them 
to overlap, which would contradict part (3) of Theorem 1. 
Proof of (ii). The argument parallels that of part (i) where the set D is 
replaced by the points f (T n D) taking An-l = f (C(T n D)). 
For 4”-3 E f(B) denote by S(d”-3) the set of all &-l E f(B) such that 
~n-3(-p-1 - 
LEMMA 10. Let A+3 C AZ-’ # 02;’ C AZ-x E S(LI*-~). There exists a 
unique ordering An-l = AE-l, Apl,..., A:-’ = An-l of the elements o~S(A”-~) 
such that 
A;-’ n 0;; = A;-2 3 An-3, 
A:-’ n AZ-1 = A;-2 and A;:; n A;-l = A”,-,2. 
Proof. Assume that A:-l, Ag-l,..., AT-l have been so ordered to satisfy 
the conditions and are uniquely determined. Then 0::: n Al-l contains An-3 
and by Lemma 9(ii), there exists a unique face An-2 of Ay-l containing An-3 
other than AZ: n A:-‘. By Lemma 9(i), there exists a unique An-l # AT-l 
such that An-2 C An-l. Label An-l as A:;:. If A:$ is distinct from all 
preceding elements then we can reiterate the process. By finiteness, there 
is a first k such that Arl is not distinct from all its predecessors. Say 
A;-1 = A;-l where 1 < i < k - 1. If i > 2, by construction also i < 
k - 2. By Lemma 9(ii), two of A::! n AZ-l, A:: n AF-l, dry1 n A:;: must 
be the same. If i = k - 2, then by construction, AZ: n AT1 # Arm1 n A:2 
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are,distinct. Tt follows from Lemma 9(i) that dEt repeats, which is impossible. 
Hence i = 1. We now show that the ordering exhausts S(d+-9). 
Let P be an interior point of P-3 and let g be the unique two-dimensional 
flat through P that is perpendicular to 4fi-3. Let dn-3 C 4Fm2, flzm2 C P-l. 
Denote by N(P) an (n - 3)-dimensional neighborhood of P consisting of 
interior points of dn-3. Further, let Q, R be interior points of 4r2, A,“-‘, 
respectively. The cones C(Q, N(P)), C(R, N(P)), except for N(P), consist of 
interior points of 4Fm2, 4ie2, respectively. There exist points X, Y such that 
X E C(Q, N(P)) - N(P), YE C(R, N(P)) - N(P) and the segments XP, YP 
are perpendicular to dn-3, so that X E g and YE g. Hence the triangle XPY, 
except for its boundary, consists solely of interior points of An-l, and 
XP - P, YP - P consist solely of interior points of A,“-‘, At-“, respectively. 
The ordering of the elements above show the existence of finitely many 
triangles of the type XPY, such that their union contains a neighborhood 
of P in g. If the ordering is not exhaustive, there would be at least one more 
An-l, and we could construct such a triangle XPY for this element, which 
would overlap the union of the previous triangles. This implies that two 
distinct elements of S@P3) have interior points in common, contrary to 
Theorem l(3). Thus the ordering is exhaustive. 
An i-chain of f(B) is, by definition, a set C of i-dimensional elements 
di Ed such that, if d$ , d& E C then there exists a chain di = dIi, 
dzi,...~, dsi = A!+., of elements of C such that 
We say an i-chain is finite if it contains finitely many elements. 
Let C be a finite (n - I)-chain. An (n - 2)-dimensional element off(B) is 
called an outerface of C if a point P lies in its interior and there is a sphere S 
containing C in its interior such that P can be joined to a point of S by a 
polygonal arc lying totally outside C except for the point P. In addition, for 
convenience, we require that the polygonal arc starts from P with a line 
segment perpendicular to the outer face. The definition is clearly independent 
of which sphere S is taken, as long as it contains C in its interior. The 
definition is also independent of P, for let Q be another point in the interior 
of the outer face. The line segment PQ lies at a positive distance from the set 
consisting of C, except for the (n - l)-dimensional element containing the 
outer face. Let d be this positive distance. Then clearly there exist two points 
R, S outside C such that the polygonal arc PRSQ lies outside C except for 
P and Q, and PR and QS are both perpendicular to the outer face. We secure 
the arc lying outside by choosing R, S such that every point of the arc is 
within $d of the line segment PQ. It follows that there is a polygonal arc from 
Q to S lying outside C except for Q if and only if the same is true for P. 
The collection of all outer faces of C is called the outer boundary of C. 
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Let Ar2 be an outer face of C and let A”-* C Aze2. Let AZ2 C An-l E C. 
Let A$;-,” be the unique element of f(B) other than AZ-’ such that An-8 C 
A!&’ C An-l. By Lemma 10, there exists a unique ordering of the elements of 
S(A”-3), say An-1 = Af-l, A:” ,..., Arl = An-l, such that A,“l n A:$ = 
A:-’ 3 An-3 and AT-l n Arl = Ar2, Ai:: n Arl = 4:~~. Since As2 is an 
outer face, so A,“-l$ C. As Arl = An-l E C, it follows that there e*xists an 
integer s with 2 < s < k - 1 such that A,“-l, Ar-l,..., Arl are not in C but 
A:;: is in C. Further, th is integer is uniquely determined by the outer face 
A r” and An-S. The element Ar”l n A:: is defined to be the outer neighbor 
of A;-2 through An-S. It is evidently uniquely determined by the outer face 
A r,“” and An-3. 
LEMMA 11. Let C be a finite (n - I)-chain and let Azb2 be an outer face 
of C. Let An-3 C Ar2 and let 6:~~ be the outer neighbor of AT2 through An-s. 
Then 
(0 AZ2 is an outer face of C. 
(ii) AGo is the outer neighbor of AgG2 through An-z. 
Proof In the notation preceding the lemma, let Pi be an interior point of 
A+“l n A:;’ for i = 1,2,..., s. Let P’ be an interior point of AzM2 such that 
PIP’ is perpendicular to AZ-’ and let P” be an interior point of A!&’ such that 
PUP, is perpendicular to Az2. The polygonal path P,P’P,P, **a P,-,P”P, lies 
totally outside C except for PI and P, . The first assertion of the lemma 
follows immediately. The second part is an immediate consequence of the 
fact that given AGg2 and An-s, the unique ordering of ,!?(A”-3) specified by 
Lemma 10 is exactly the reverse of the ordering used in the first part. 
THEOREM 2. The outer boundary of a$nite (n - I)-chain is an (n - 2)- 
chain. 
Proof Let C be a finite (n - I)-chain and let b(C) denote its outer 
boundary. Let Ar2, A:m2 E b(C) and let P, Q be interior points of AFb2, 
K2, respectively. There evidently exists a polygonal arc P = P,, , PI ,..., 
P, = Q from P to Q lying completely outside C except for the endpoints P, 
Q. As C is a chain, there exists a polygonal arc P = Q,, Q, ,..., (2m, = Q 
from P to Q, consisting entirely of inner points of C, except for the endpoints 
P, Q. By introducing further intermediate points if necessary, we may further 
assume that m’ = m. For i = l,..., m - 1, denote by N(P,) a neighborhood 
of Pi lying outside C and by N(QJ, a neighborhood of Qi lying in the 
interior of C, chosen in such a way that any polygonal arc P = PA ,.. ., 
Ph = Q, with P; E N(P,), i = I,..., m - I, lies completely outside C 
except for the endpoints P and Q, and, similarly, any polygonal arc 
P = Q; ,..., QA = Q, with Q; E N(Qi), i = l,..,, m - 1, lies completely in 
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the interior of C, except for the endpoints P and Q. Denote by T2h+l the 
triangle with vertices PL+lPL+,Q;+I , and by TSk the triangle with vertices 
Q;Q;+,PL+, , for k = O,..., m - 2. For each triangle Ti , denote by p(TJ a 
plane of dimension 2 that contains Ti and for two distinct points A, B denote 
i(A, B) the line through A and B. 
LEMMA 12. There exist Pi E N(P,) and Qj E N(Q,), i = l,..., m - 1, such 
that 
(i) Nop(TJ, h = O,..., 2m - 3 meets any An-4 lying in a member of C. 
(ii) None of the lines Z(Qh , Qi), l(Pi , Q;), /(Pi , Q.$, l(Pi , Q.&..., 
4fL 7 Qh-,), l(Pk-, , Qh) meets any An-3 lying in a member of C. 
Proof. We begin by choosing Qi , As P = Qb is in the interior of a A?@-, 
it cannot lie in any An-3, hence if the line through P and Q; E N(QJ meets a 
An-s, then Qi must lie in the flat generated by P and Ane3, which has dimen- 
sion n - 2. Since there are only finitely many An-3 contained in members 
of C, it follows that there exists Q; E N(Q1) such that I(Qi , Q;) meets no 
An-3 contained in a member of C. Having chosen Q; as such a point, we next 
choose Pi . The line Z(Q; , Q;) cannot meet any A”w4 lying in a member of C, 
therefore, if p(T,,) meets such a An-4, then Pi lies in the flat generated by 
Qi , Q; and Afi-4, which has dimension at most n - 2. Similarly, if Z(P; , Q;) 
meets a An-3 then Pi lies in the flat generated by Qi and An-3, which has 
dimension at most n - 2. Since there are finitely many A1-3 and Anb4 lying 
in members of C, we can choose Pi E N(P,) so as not to lie in any 
of these flats. In this manner, we continue to successively choose the points 
9; , P; v..., Qi,z-2 3 Pin-2 . After this has been done, we choose QL-, E N(Q,,+J 
so as not tojlie in any flat generated by (a) QLez, Pkz and a LP-~ contained 
in a member of C, (b) P,-z and a An--3 contained in a member of C, and 
(c) Q and a An-3 contained in a member of C. Finally we choose PkI E 
N(P,-,) so as not to lie in any flat generated by (a) Pk-* , QL-, and a An-4 
lying in a member of C, (b) Q,,-, and a An-3 lying in a member of C, and 
(c) Qk-, , Q and a An-4 ly’ g m in a member of C. For reasons explained at 
the beginning of the argument, it is possible to choose such points, since 
there are only finitely many flats involved and each one has dimension at 
most IZ - 2. This choice satisfies the lemma. 
COROLLARY. With Pi , Q: , i = l,..., m - 1, chosen to satisfy Lemma 12, 
if a triangle T& has a point in common with a An-2 lying in a member of C, 
then the point set intersection Tk n An-2 is a line segment not lying in the 
boundary of Tk . 
Proof. If the corollary is false, then, by the dimensions of Tk and An-2, 
it follows that the point set intersection is two dimensional and therefore&T,) 
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would contain a point of a k-* lying in a member of C, contrary to 
construction. 
We assume from now on that Pi , Q: , i = l,..., m - 1, have been chosen 
to satisfy Lemma 12. 
LEMMA 13. If a point R on the boundary of a triangle Tk lies in an outerface 
An-2 of C, then th ere exists a unique directed polygonal arc T,(R) lying in Tk , 
with starting point R and ending point S & R lying on the boundary of Tk such 
that 
(i) each line segment g of T,(R) is the intersection of Tk with an outer 
face, R(g) say, of C 
(ii) if g, g’ are successive line segments of T,(R) then R( g), R( g’) are 
outer neighbors of C. 
Proof. Since R E Ane2, then, by Lemma 12(ii), R is an interior point of 
An-2. By the corollary to Lemma 12, Tk intersects An-2 in a line segment with 
one endpoint R and the other endpoint R’ say, where R’ # R. If R’ lies on 
the boundary of Tk , then again R’ must be an interior point of An-2 and 
T,(R) is then uniquely determined as the line segment RR’ directed from R 
to R’. If, however, R’ does not lie on the boundary of Tk then R’ must lie in 
a An-3 contained in An-2, Let ArT2 be the outer neighbor of An-2 through 
An-3. Then, by Lemma 1 1, 4,“’ is an outer face of C. As Afm2 intersects Tk 
in R’ so, by Lemma 12, corollary, ATm2 intersects Tk in a line segment. This 
line segment is uniquely determined by Ar2, which is uniquely determined 
by An-2. Evidently, we may reapply the argument to Afe2 and the new line 
segment that was applied to An-2 and RR’. Reiterating this construction, 
by the finiteness of C, it follows that we must arrive eventually at a line 
segment, the endpoint of which lies on the boundary of Tk and the con- 
struction terminates. This proves the lemma, unless this endpoint is again R. 
But then the last line segment must be R’R directed from R’ to R. It follows 
that there must be a first time that a line segment is repeated in the arc. Let Z 
be the first point of this line segment that is repeated. Then Z lies in a AZ-’ 
which lies in the A:-’ that corresponds to the repeated line segment. By 
Lemma 11, the property of being outer neighbors through AZ-’ is a symmetric 
relation. It follows that Azm2 would have more than one outer neighbor 
through AZ-’ which is impossible. This proves the lemma. 
COROLLARY. If R, R’ are distinct points on the boundary of a triangle Tk 
such that T,(R), T,(R’) contain line segments g, g’, respectively, for which g, g’ 
have an interior point in common then T,(R’) is the reverse of T,(R). 
Proof. By incidence Theorem 1, we must have R(g) = R( g’) and there- 
fore also g, g’ the same line segment, maybe with different directions assigned 
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to them. Arguing as in the last part of the proof of Lemma 13, there will be 
a first line segment of 7’,(R) that lies in T,(R) as a line segment and, if the 
conclusion of the lemma does not hold, then we are led to the nonuniqueness 
of outer neighbors as before, which contradicts the definition of the outer 
neighbors. 
Proof of Theorem 2. As P lies in the interior of a An-2, we start a directed 
polygonal arc with T,(P). This arc has endpoint R, say, with R i P. As R 
is an interior point of some outer face of C, it follows that R does not lie on 
either the line segment PP; or the line segment PQl and so R must be an 
interior point of the line segment PiQi and therefore we can add to T,,(P) 
the arc T,(R). The endpoint of T,(R), say S, cannot be R and must lie either 
in the interior of the line segment PiQ; or in the interior of the line segment 
P;Qi. In the first case we add the arc T,,(S) and in the second case we add 
the arc T,(S). We continue to add arcs in this fashion as long as possible 
Now no line segment in one arc is repeated in a subsequent arc for other- 
wise there must be a first time this occurs. By the corollary of Lemma 13, 
these arcs would, except for direction, be the same and therefore, the arc 
immediately preceding the first repetition would be repeated, which is a 
contradiction. As, by the corollary to Lemma 12, the number of arcs in any 
one triangle is bounded by the number of outer faces of C, which is finite, 
it follows that this process must terminate and therefore the last endpoint 
must be Q, which proves Theorem 2. 
This completes the introduction and background geometry needed in the 
proof of Skubenko’s theorem. 
2. Again, let L be a lattice in R, . We call a linear transformation t 
of R, a standard transformation if it is given by 
t(Xi) = XiXi 7 i=l n, 9**-, 
where h, ,..., X, are positive numbers such that X, . . . X, = 1. 
LEMMA 14. If t, , r = 1, 2 ,... is a sequence of standard transformations 
and m,(L) > 0, then there exists a subsequence (tr,) of {tJ such that {tri(L)} 
converges, in the sense of Mahler, to a lattice L* for which m,(L*) 3 m,(L). 
Proof. Since m,(t,(L)) = mH(L) > 0, there exists a sphere S(d) of radius d 
independent of r, centered at 0, such that no point of t,.(L) except 0, lies in 
S(d). As d(t,(L)) = d(L) for all r, it follows that the sequence (t,(L)} is com- 
pact in the sense of Mahler, and thus there exists a subsequence converging 
to a lattice L*, say. From convergence, it follows that m,(L*) 2 m,(L). 
This proves the lemma. 
40 BAMBAH AND WOODS 
LEMMA 15. If an (n - I)-dimensional sublattice L’ of L lies in an (n - l)- 
dimkional space V that contains a coordinate axis; then m,(L) = 0. 
Proof. Without loss of generality, we may assume that the x,-axis lies 
in V. Denote by C the sperical cylinder lying in V defined by the inequalities 
Ix72I d 1 and x1’ + .a* + x$, < 1, 
together with the property that (x 1 ,..., x,) E V. Further, let d(C) be its 
critical determinant. For N, r positive real numbers, ,let C’ denote the 
spherical cylinder lying in V defined by 
Ix,1 GN and x12 + 6.. + xi-, < r”, 
together with the property that (x1 ,..., x,) E V. Then 
A(C’) = Nr”-2d(C). 
There exists a constant y > 0 depending only on L’, such that, with r = 
yN-11(n-2), also 
yr”-2d(C) > d(L’), 
where d(L’) is the (n - I)-dimensional determinant of L’. By the funda- 
mental property of critical determinants, with N given and r chosen thus, 
it follows that a point (zl ,..., z,) of L’, other than 0, lies in C’. Hence 
Z12 + s-0 + z,-~ < r2 and therefore / zi / < r, i = I,..., n - 1. Whence 
I =1 e-v z, 1 < Nrn-1 = jn-1N-11(n-2),’ which can be made arbitrarily small 
by choosing N sufficiently large. Thus m&J) ‘k 0 and the lemma is proved. 
The elements of B have dimensions up to n - 1. We denote an element of 
dimension i by Ai. If Ai = C(T n D) then the set of preimages of T n D in L 
generates a sublattice of L, which we denote by L(Ai). As with Skubenko, 
we define ord Ai = dimension of L(Af). Theorem C is clearly equivalent to 
THEOREM D. Let n = 5. Then there exists a A” E l3 such that ord Ai = n. 
To prove Theorem D, we assume in the rest of the paper that ord A” < 
n - 1 for all Ai E B, n = 5, and arrive at a contradiction. 
We define two elements Ali, A,’ in B, of the same dimension, to be 
equivalent and write A,i N A,i if L(A,i) = L(Ad2). Suppose that C is a chain 
of elements of B of dimension 1. We say C is a regular chain if, given A!+ E C, 
A:, E C there exists a chain of elements in C, 
Ai, = A;, A;,..., Aki = A”,, 
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such that dii n d,+i is an (i - 1)-dimensional element of B for which 
ord(Jii n A:,,) 3 i, j-1 ,..., k - 1. 
It follows that if C is a regular chain of elements of dimension i, and d’ E C 
is such that ord(k) = i, then the elements of C are all equivalent. 
Let k-l E B and define /.@I”-l) to be the union of all regular chains that 
contain An-l. It follows trivially that /.Ql’+r) is a regular chain and is, 
therefore, the maximum regular chain containing k-l. 
THEOREM 3. h(A”-l) is ajinite set. 
Proof. By the assumption of this part, ord(d”-l) < n - 1. If ord(k-l) < 
n - 2, then /@P1) = {k-l}, and there is nothing to prove. Hence there is 
no loss of generality in assuming that ord(d”-‘) = n - 1. We assume, by 
way of contradiction, that h(d”-l) is infinite. As there are at most finitely 
many permutations of the coordinates, it follows that, by relabeling the 
coordinates if necessary, there exists a sequence (d,“l) of elements of ~(LI”-~) 
such that d:-’ = C(T, n D) where T, is the hyperplane given by 
and a,, ,..., an7 are positive numbers for which 
and limr+m aor = 0, which forces lim,,, a,, = co. Denote by t, the standard 
transformation given by 
tv(Xi) = (a&z,, em* u,,y~y2 xi , i = l,..., n. 
By Lemma 14, we may assume that the sequence {A”-l} has been replaced 
by a subsequence so that {t,.(L)} converges to a lattice L*, say, and 
m&L*) 3 m,(L). 
For d E h(d”-1) let L’ = qd). As /~(d”--~) is a regular chain of elements 
with ord = n - 1, it follows that L.’ is independent of A. Therefore L’ has 
it - 1 independent points on the sphere 
It follows that t&T,‘) has n - 1 independent points on the sphere 
42 BAMBAH AND WOODS 
By Lemma 7, this sphere is bounded independent of r. Therefore, {t,(L’)} 
converges to an (n - I)-dimensional sublattice Lf of L*. Let V denote the 
(n - I)-dimensional space containing L’. It follows that {&(V)} converges to 
the (n - 1)-dimensional space V* containing LT. Assume that V is given as 
the set of points (x1 ,..., x,) for which 
&xl + 4.. + b,x, = 0, 
where b, ,..., b, are fixed real numbers. If bi = 0 then V contains the x,-axis, 
so by Lemma 15, r&L) = 0, contrary to hypothesis. Hence bi # 0 for 
i=l ,**-, n. In particular b, # 0 and b, i 0, so that V contains the point 
(1, O,..., 0, -b,b;‘) and therefore also t,(V) contains the point 
(i 
al, 
) 
112 
(al7 
-a. anr)lin 
> O,..., 0, - ( (alr -If.;l,,)‘in)l’z hK1) 
and therefore also the point 
(1, o,..., 0, -(a,,a;,?)1’2 bIbil). 
As r --+ co the nth coordinate tends to zero, hence V* contains the point 
(4 o,..., 0) and therefore also the q-axis. By Lemma 15, m,(L) = 0, the 
contradiction that proves the theorem. 
Let b(h(d”-l)) d enote the outer boundary of &V-l). By Theorem 2, 
b(h(&-l)) is an (n - 2)-chain. 
LEMMA 16. Ifn = 5 and ord(b) = 4 then b(h(d4)) is a regular chain. 
Proof. Let ord(d4) = 4. Then b(h(d4)) contains elements of dimension 3 
and ord = 3, for the ord cannot be less than 3, since no lattice of dimension 2 
can contain 4 or more pairs of points fP on the boundary of a sphere 
centered at the origin, while at the same time having none but the origin 
inside. Let A3 E b(h(d4)) be fixed. Then the union of all regular chains of 
elements of b(h(d4)) that contain d3, is again a regular chain, which we 
denote by h(d3). If h(A3) = b(h(d4)) then the lemma is true. Hence we assume 
that h(d3) # b(h(d4)). D enote by b(h(d3)) the set of all elements A2 such that 
there exist d13 E h(f13), df E b(h(d4)) - h(d3) such that Al3 n AZ3 = AZ. 
Then, if A2 E b(h(d3)), it follows that ord(d*) = 2 and therefore also, by the 
above remark, A2 is a triangle and, by a theorem of Minkowski, its vertices 
have preimages in L that can be put in the form P, Q, P + Q. Now, as is 
well known, the boundary of the boundary of a chain is the empty set. Hence 
to the edge P, P + Q of A2 there corresponds another element Al2 E b(h(d3)), 
different from d2, containing the edge with vertices the images of P, P + Q. 
Therefore, by the result of Minkowski cited above, a preimage of the third 
vertex is 2P + Q. By reiterating this argument, we find that for any positive 
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integer m, there is a triangle in B, incident with A2 such that preimages of 
two of its vertices are P, mP + Q, which contradicts the fact that B is locally 
finite. This proves the lemma. 
COROLLARY. If n = 5 and Al3 E b(h(A4)), A,3 E b(h(A4)), then L(A13) = 
L(A,3) and ord(A13) = 3. 
Proof. If ord A4 = 4, this follows immediately from Lemma 16. If not, 
then ord A4 = 3 and, evidently, L(A4) = L(A3) for any A3 E b(h(A4)). This 
proves the corollary. 
LEMMA 17. If L is a lattice in R, and, for some integer j with 1 < j < n, 
2j # n, L’ is an (n - 2)-dimensional sublattice of L lying in two distinct 
(n - I)-dimensional spaces of the form 
%X1 + --* + alixi = 0 and az(j+l)xj+l + a.- T aznx, = 0, 
then m,(L) = 0. 
Proof. Denote by C the (n - 2)-dimensional convex body given by 
.Q2 + ... + xj2 < 1, 
XT,, -t ... + xn2 < 1, 
allxl + ... + aljxj = 0, 
a2(j+l)xj+1 + ... + aznx, = 0; 
and by A(C) the critical determinant of C. For positive numbers rl , r2 denote 
by C’ the (n - 2)-dimensional convex body given by 
xl2 + ... + xj2 < r12, U,lXl + **’ + a,jXj = 0, 
xi+, + ... + -xn2 < r22, a&+#j+, $ ... + U.&&X, = 0. 
Then 
A(C’) = r!-‘ri-‘-lA(C). 
Since we may relabel the coordinates, if necessary, there is no loss of 
generality in assuming that 2j > n. Let N be a positive number and put 
rl = Nl/tf-1) and r2 = cNl/(n-+l), where c is a constant independent of N, 
chosen such that 
~“-j-~A(c) > d(L’), 
where d(L’) is the (n - 2)-dimensional determinant of L’. Then A(c’) > d(L’) 
and therefore, by the fundamental property of critical determinants, there 
exists a point (zl ,..., zn) of L’, other than 0, lying in C’. Hence 
=I2 + . . . + zj2 < r12 and zf+l + ... + zn2 < r:. 
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Whence, by the arithmetic-geometric mean inequality, 
I Zl +*. z, 1 < rI’lj”’ and I G-t1 . . . z, 1 < rz"-i/(n _ jp-n 12, 
Therefore, 
(n ] z, *** z, [ < rl’r.f-‘/j”“(n - j) - d/2 = c'N("-2i)lCi-l)fn-j-l), 
where c’ is dependent on n and j but is independent of N. Since N can be 
chosen arbitrarily large, it follows that m,(L) = 0, and the lemma is proved. 
From now on let n = 5. 
THEOREM 4. If S is a set of three-dimensional elements of B, all of order 3 
and all corresponding to the same three-dimensional sublattice L’ of L, then S 
is finite. 
Proof. By way of contradiction, assume that S is infinite. Then, as 
described previously, by relabeling the coordinates if necessary, we can find 
a sequence (4,) of elements of S with d, = C(T, I-I D), where T,. is the 
hyperplane given by 
where 
a(‘)x, + -.* + aS+‘x, = 1 1 3 
0 < a(‘) < a(‘) < ..a < at’, 112 
and lim,,, a:” = 0, which forces lim,,, a:” = co. As before, denote by t, 
the standard transformation given by 
a!” 
t&4 = ( (ay) . ..gap5 )l'l xi ' i = l,..., 5, 
so that t,.(L’) has three linearly independent points on the sphere 
Xl2 + *** + X52 = (af) . . . a3-1’5* 
Again, we may assume that the sequence {tT(L)} converges to a lattice L* and 
thus, (t,(L’)} converges to a sublattice L: of L*. We may assume that L’ 
lies in the intersection of two distinct four-dimensional spaces given by 
allxl + - + a15x5 = 0, 
adI + *-- + a,x, = 0. 
If, for some i, ali = a,< = 0, then the space of L’ contains the xcaxis and, 
by Lemma 15, mH(L) = 0, contrary to assumption. Hence, we may assume 
that a21 # 0 and therefore also that alI = 0. Let j be the integer such that 
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u,(~+~) # Oandarl, = Ofor k = l,..., j. Now t&‘) lies in the four-dimensional 
spaces given by 
and 
&1X1 + u22(u1’))1’2 x,/(&‘y + q-s + u2&i7)y2 x&y2 = 0. 
As the ratios ~~)/a~), p < q, are all bounded above by 1, we may assume 
the sequence {tr} is replaced by a subsequence so that these ratios all converge 
as I tends to infinity. Then the two hyperplanes containing t,(L’) then 
converge to distinct hyperplanes, the intersection of which contains Q. 
Thus, since lim,,, up)/@ = 0, if also limrem a~!/@) = 0, then the space 
of L: contains the x,-axis and so, by Lemma 15, m&L*) = 0, which is 
impossible. Therefore lim,, u$i’ = co, which implies that lirn,+- uy’ = co 
for s = j + l,..., 5. Hence the limits of the two hyperplanes containing t,(c) 
are of the form 
and 
U21X1 + b2x2 + **- + bjxj = 0. 
Since Lc lies in these hyperplanes it follows from Lemma 17 that m,(L*) = 0, 
the contradiction that proves the theorem. 
A four-dimensional chain C in f(B) is called a band if the following two 
properties hold: 
(i) if d E C then h(d) C C; 
(ii) if d*, A** E C then there exists a finite ordered set 
A* = A,) A, )..., A, = A** 
of elements of C such that b(h(At)) n b(h(A,+,)) contains a D, for i = 1, 
2,..., Ii - 1. 
Here and afterward we identify B with f (B) in the obvious way. It is evident 
from the definition that the union of all bands that contain a given element A4, 
is again a band, the maximal band containing A4. We denote this band by 
L(A4). 
COROLLARY. L(A4) is finite. 
Proof. This is an immediate consequence of Theorem 3, the corollary 
to Lemma 16 and Theorem 4. 
Let Al4 be a tied element off (I?) such that 0 is a point of Ai. As L(A14) 
is a finite chain, let As E b(L(A14)). There exists A24 6 L(A14) such that A9 is a 
641/12/1-4 
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face of ds4. From the definition of a band, it follows that A3 # b(h(d,4)). Let 
S denote a ray from 0, lying in the space of f(B). Further, denote by O,(S) 
the last point of S lying in L(d14). Evidently, O#‘) E b(I(d14)). We claim 
that the ray from O,(S) along S away from 0 meets Iz(~,~), for suppose that it 
does not. Then a polygonal arc can be constructed from an interior point 
of ds to O,(S) such that, apart from its endpoints, it consists entirely of inner 
points of L(d14). Then, with the addition of the ray from O,(S) to this arc, 
it is evident that A3 is an outer face of Iz(~,~), which is impossible. Therefore, 
denote by O,(s), the last point of S that lies in L(d14). Evidently, O,(S) E 
b(L(d,4)). Also O,(S) lies at least as far from 0 as O#‘). This construction can 
be repeated any number of times to produce a sequence {Ar4} of elements of 
f(B) such that, for any m, and any ray S from 0, S contains a point O,(S) of 
W(A4h and WQ 1 ies at least as far from 0 as O&J),..., O,-,(S). 
Now let R be a given positive number. The sphere centered at 0 of radius R 
in the space off(B) has points in common with only finitely many members 
of f(B), say N(R). For brevity, we put d = 4&,+, . Let L’ be the three- 
dimensional sublattice of L corresponding to the elements of b(d). There 
exists a constant k, , depending only on L, such that for any three-dimensional 
sublattice L” of L also d(L”) > k, > 0. Hence, if 2, , 2, , Z, is a basis for L’, 
then, as is well known, 
&(L’) = c Bfj , 
1gi<hg5 
where Bdj is the determinant formed by the coordinates of Z, , Z, , Z, when 
the ith andjth rows are deleted, viewing the points as column vectors. Hence 
there is a positive constant k, , depending only on k, and IZ, such that at least 
one of the determinants Bii satisfies 
B$ 2 k, . 
We reorder the coordinates so that Bi, > k, . Now let S be the ray from 0 
that contains the point (1, 1, 0, 0, -2). Then, as ON(R)+l(S) lies outside the 
sphere centered at 0 of radius R, we have 
0 Aw+dS) = w, 1, 090, -2) so that 6t2 > RZ. 
Let 0 N(R)+l(S) be a point of an element ds in b(L(d)). Then A3 = f(C(T n 0)) 
where T is the hyperplane 
a1x1 + a** + a,x, = 1, a, > O,..., a, > 0. 
This hyperplane contains the preimage under f of ON(R)+Z(S), which is 
necessarily of the form 
t(1, l,O, 0, -2) + a(1, l,..., 1) where a > 0. 
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Hence this point is of the form (xl ,..., x5) where 
Hence 
xl , x2 > t 3 R/V. 
a1 , a2 < 61/2R-1. 
Let Zi , Z; , Zi be linearly independent points of L’ lying on 
Then, in the obvious notation, I?:: 3 BiI, for all i, j, so that, in particular, 
B;; > Bf2 . Let tR be the standard transformation given by 
so that again, tR(Z;), tR(Z& tR(Zi) lie on the sphere 
which is bounded, independent of R. But 
de? (tR(Z;), tR(ZL), tR(ZL)) = (a, ... ~7~)~” c B$/aiaj 
lqio@ 
2 (4 . . . as)’ ‘5 B$a,a, 
3 (4 ... a$15 Bt2R/6 > k,R, 
where k, is a positive constant independent of R. Since we may choose R 
arbitrarily large, this is the final contradiction that proves Skubenko’s 
theorem. 
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