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Abstract
Picking up the desired number of objects at once from a pile is still very difficult to do
for a robot. The main challenge is predicting the number of objects in the grasp. This
thesis describes several deep-learning-based prediction models that predict the number of
objects in the grasp of a Barrett hand using the tactile sensors on its fingers and palm
and its joint angles and torque (strain gauge) readings. The deep learning models include
various architectures using autoencoders and vision transformers. We evaluated the models
with a dataset of grasping 0, 1, 2, 3, and 4 spheres. Then, we train the model using the
dataset generated from the simulation system and use it on real-system data through transfer
learning. Finally, we predict the number of objects a robot might have grasped before lifting
the hand. We achieved an overall accuracy of 79% on the simulation and 60% on the real
system dataset.
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Chapter 1: Introduction

1.1

Motivation
In everyday mundane tasks, humans usually have to pick up multiple objects; for instance,

while cooking, we need to pick up the desired number of tomatoes from a pile, or while making
drinks, we need to pick up the desired number of ice cubes from the bucket and so on. While
it may seem relatively easy to perform such a task, robots, on the other hand, require
training to perceive multiple objects in their grasp. Towards the advancement of sensing
and perception in robotics, robots need to be trained to perform multi-object grasping with
the desired number of objects. For example, there are high-speed pick-and-place robots in
industries, but they grasp a single object at a time. Such industrial robots can be evolved
for efficiency if they can pick up the desired number of objects. For instance, filling golf ball
boxes with a certain number of golf balls can be made efficient by picking up multiple objects
at a time, reducing the frequency of grasp, and making it even faster instead of picking and
placing one by one. When the desired number of objects is not in hand, we try to grasp
them again by dropping them and picking them up again or manipulating our fingers to drop
or add objects in the grasp. However, we perform those actions before even taking out our
hand of the pile, and hence we can predict solely based on our touch senses without needing
visual engagement. Multi-object grasping types and schemes for better object grasping have
been explored in this paper [1].
In this research work, we train the robot to predict if it has the desired number of objects
in its grasp, solely relying on tactile sensors on the fingers and the palm, hand-pose angles,
and torque (strain gauge) readings. It is difficult for robots to estimate the number of
objects solely on visual perception as when the hand is in a pile, it is not possible to see how
1

many objects are in hand, sometimes the lighting could be unsuitable, and part of the hand
could be occluding the view. Therefore, it is needed to make a judgment based on sensory
perception [2]. So, just like humans using sensory perception, using a hand is needed to
predict the number of objects before lifting.
We could not find any real-life implementation or research work where a robot is trying
to predict how many objects are in its grasp after picking up from the pile. However, this
work is inherited and extended from [3]. The importance of estimation is also ascertained
for robotic manipulation and building the transferring policy to place objects from pile to
outside destination [4]. If robots can predict correctly, we will be one step closer to mimicking
humans’ approaches that they employ in their daily lives.

1.2

Challenges
There are several challenges we faced in our research. We already know it is extremely

difficult to predict the number of objects only by visual perception because of occlusion from
other objects and the hand. There is occlusion even with the sensing as other objects might
contact the tactile sensor when a robotic hand is in a pile, which will slide off from the grasp
once the hand is lifting outside the pile. Also, sometimes there are objects in between the
other objects covered by them so that it is nowhere in contact with tactile sensors. Just
like how humans sense the objects, tactile sensor readings also provide partial knowledge of
the objects in the grasp, and it is difficult for both humans and robots to get the complete
picture of all the objects in the grasp.
It is challenging to predict because of the loosely held objects that slide off while lifting
the hand and its effect on tactile sensors. So, to deal with this problem and, in general, to
better depict objects in the grasp, we use hand pose and torque readings to assist with the
knowledge obtained from the tactile sensors. However, it is not a fail-proof method and does
not guarantee to help in prediction correctly every time. So, there are various cases where it
is challenging to predict the number of objects correctly. Consequently, the occlusion from
2

other objects that are not in the grasp causes the readings in our dataset to be considerably
noisy, making it challenging to train the model effectively.
There are some challenges with the collected data as well. For example, in many trials,
likely, the hand will not lift any object, or it will lift only one or two objects. Moreover, there
is a lesser chance of grasping three or more objects, resulting in a skewed dataset. Finally,
the unfair distribution of classes of objects affects the training by focusing more on majority
classes and further making multi-object grasping prediction challenging.

1.3

Contributions
The main contributions to this thesis are:
• The analysis of the tactile sensor dataset to determine the better way of using it to
train the model.
• The many machine learning approaches explored to reduce dimension and noise from
the multi-object grasping dataset.
• The exploration of several methods to make the classification of the number of objects
in the grasp as precise as possible.
• Building novel deep learning architecture based on the explored methods according to
the use case for best prediction results.

3

Chapter 2: Data Analysis and Processing

2.1

Environment Setup and Data Collection

2.1.1 Real System
The real system environment consists of a UR5e robot arm, a Barrett hand attached to
the arm, and a bowl of objects in the robotics laboratory. The data collection trials are
performed away from any physical distraction as it can influence the physical dynamics.
Therefore, all the equipment and objects are placed on the plain surface, and no foreign
objects influence the trials.
The Barrett hand has three fingers with a palm. Palm has 24 tactile sensors, and each
finger has 24 tactile sensors. Two fingers can move in a rotational motion: lower finger F1
and upper finger F2. The third finger, F3, is the fixed finger that is fixed in its place. The
Barrett Hand shown in figure 2.3 shows the peripheral spread motion. It has three fingers,
with each finger containing two links connected by a servo-actuated joint. Fingers F1 and F2
contain an extra joint that allows them to rotate peripherally around the wrist to reconfigure
the spread angle with respect to the stationary finger F3. With no wrist motion, the Barrett
hand contains a total of 8 joints with only 4 degrees of freedom [5]. When all three fingers
are aligned together, they form 360◦ angle, and when they are farthest away from the fixed
finger, they are forming 0◦ angle.
Each finger also has a strain gauge that measures the coupled joint torque. The Barrett
hand is shown in the figure 2.2. Torque readings are monitored during trials to prevent enormous forces applied on the joints of the fingers. The data we obtained contains around 3000
samples after removing dummy trials and trials with NaN values after the data collection.

4

Figure 2.1: Setup of the system (left) in simulation and real world (right). Reprinted from
”Multi-Object Grasping – Estimating the Number of Objects in a Robotic Grasp” by
Tianze Chen et al., 2021, IEEE/RSJ International Conference on Intelligent Robots and
Systems (IROS). © IEEE. Reprinted with permission.
Nevertheless, the dataset has a lot of noise because of the occlusions discussed previously.
The environment is shown in the figure 2.1 where The Barrett hand is attached to the UR5e
robot arm as an end-effector. The pile of objects is in the box on the table, which is used
for the grasping trials.

2.1.2 CoppeliaSim Simulator System
Since it takes a considerable amount of time to perform one trial, collecting hundred
thousand samples will take months, and it is also expensive in terms of electricity consumption. So, the generated samples are from robot simulator software CoppeliaSim which is
much faster. The setup of the simulation environment involves using the existing Barrett
hand provided in the simulation software. First, the sensors were manually added to the
palm and the fingertips, resulting in 34 sensors on each finger. Then the average of the
selected groups of sensors was taken to form the mapping of 24 tactile sensors to get the

5

Figure 2.2: Barrett hand. Reprinted from ”Multi-Object Grasping – Estimating the
Number of Objects in a Robotic Grasp” by Tianze Chen et al., 2021, IEEE/RSJ
International Conference on Intelligent Robots and Systems (IROS). © IEEE. Reprinted
with permission.

Figure 2.3: The top image shows 0◦ angles between two moving fingers, while the bottom
shows 360◦ angles of peripheral spread motion. Reprinted from ”Multi-Object Grasping –
Estimating the Number of Objects in a Robotic Grasp” by Tianze Chen et al., 2021,
IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS). © IEEE.
Reprinted with permission.

6

Figure 2.4: The tactile sensors in the simulation where each sensor is attached manually can
be seen in (A) and (C), and the tactile sensors from the actual Barrett hand can be seen in
(B) and (D). Reprinted from ”Multi-Object Grasping – Estimating the Number of Objects
in a Robotic Grasp” by Tianze Chen et al., 2021, IEEE/RSJ International Conference on
Intelligent Robots and Systems (IROS). © IEEE. Reprinted with permission.
readings as the real Barrett hand. The visual representation of tactile sensors can be seen in
the figure 2.4. After removing several NaN values, the samples with false data, the samples
with overlapping values, and other dummy samples, the total number of samples obtained
are 144760. Nevertheless, those samples still have several outliers, values out of the range,
or data with abnormal values.

2.1.3 Objects
We used two types of objects for our model training: ping pong balls and foam cubes.
They are shown in the figure 2.5. However, all the experiments performed which are mentioned in this paper are using ping pong balls. We use the same approach on foam cubes to
7

Figure 2.5: (A) and (B) shows the ping pong balls and cubes in the simulation system, and
(C) shows the ping pong balls in the real system. Reprinted from ”Multi-Object Grasping
– Estimating the Number of Objects in a Robotic Grasp” by Tianze Chen et al., 2021,
IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS). © IEEE.
Reprinted with permission.
compare the result and check the robustness and diversity of our model. The balls in both
the real system and simulation system have a radius of 2cm and a weight of 2.7g. The cube
in the simulation system is about 2.5cm in length and weighs 1g. We use the baseline models
from the simulation system to perform transfer learning to train the real system data.

2.2

Object-Picking Approach
The object-picking trials are performed in both the real and simulation systems. Figure

2.6 showing the grasping in progress. The samples generated by data collection consist of
a various spread of the fingers ranging from 0◦ to 360◦ with the sampling step size of 20◦
and similarly for fingers ranging from 30◦ to 90◦ with the step size of 6◦ . The spread in the

8

Figure 2.6: Barrett hand grasping ping pong balls.
earlier experiments, we used all of them for the training of the model and later realized that
0◦ spread fingers have the greatest number of successful trials with multiple objects grasping.
So, in the later deep learning experiments, we used only 0◦ spread trials since the result we
are getting with using only 0◦ spread is better than using all the various spread angle trials.
Based on this observation, we can conclude that 0◦ spread angle is the best way for grasping
multiple objects. In this paper, we describe all the experiments performed using the ping
pong ball dataset.

2.3

Data Formatting
Each trial consists of 20 time-steps, including both before the lift and after the lift. Before

lift refers to before lifting the hand from the pile, and similarly, after lift refers to after lifting
the hand from the pile of objects. But we are taking only the last 5 time-steps of data points
before lift when the hand is about to lift from the pile and five time-steps after lift when
the hand is outside of the pile and coming to rest in the air. Data is formatted in such a
way that for each trial, there are in total 213 readings. Starting with the number of objects

9

Table 2.1: Data format
Data Elements
Total size
Number of objects (ground truth)
Hand pose after lift
Hand pose before lift
Palm tactile sensor reading before lift
Fixed finger tactile sensor reading before lift
Lower finger tactile sensor reading before lift
Upper finger tactile sensor reading before lift
Strain gauge (Torque reading) before lift
Palm tactile sensor reading after lift
Fixed finger tactile sensor reading after lift
Lower finger tactile sensor reading after lift
Upper finger tactile sensor reading after lift
Strain gauge (Torque reading) after lift

Index
213
0
1-7
8-14
15-38
39-62
63-86
87-110
111-113
114-137
138-161
162-185
186-209
210-212

(ground truth), hand pose angles after lift, hand pose angles before lift, tactile sensors of
hand and fingers before lift, torque readings before lift, tactile sensors of palm and fingers
after lift, and torque readings after lift. See the table 2.1 consisting of all the data elements
along with the sequence number (index), starting from 0.
Hand pose has seven readings that specify the angles of the joints of all three fingers
where each finger has two joints and the peripheral spread angle between the two moving
fingers. The hand pose angle readings are in the radians. The spread angle ranges from 0◦
to 360◦ , which in radians is between 0 to 6.28. Similarly, base joint angles of all the fingers
are in the range 0◦ to 140◦ and coupled joint angles are in the range 0◦ to 48◦ , which in
radians is between 0 to 2.44 and 0 to 0.83 respectively.
Tactile sensors have 24 readings in each finger and palm, and the values are in Newtons.
The sensors are touch-responsive and record the values depending on the force applied. The
readings in the dataset are in negative non-integers.
Torque readings have three values from three fingers which are obtained from the strain
gauge sensor, which is responsible for measuring the coupled joint torque. Strain gauge
measures the torque about the outer link of each finger. The value ranges between 0 to 4095,

10

corresponding roughly to a fingertip force of -2 to +2 kg, as mentioned on the manufacturer’s
website.

2.4

Normalization
The collected dataset has 213 features per sample of different units and scales. The

readings belonging to hand pose angles, torque readings, and tactile sensors have varying
scales, and machine learning models assume all of them to be on the same scale. Therefore,
it is essential to find an effective way to normalize all the features in the dataset so that the
model can learn appropriately without heavily depending on or ignoring any feature.
We split the dataset into training, validation, and test set and normalized only the
training and validation set. Hand pose has seven independent features, and torque has three
independent features, the same for both before lift and after lift readings. So, we normalized
each feature individually. However, in the case of tactile sensors, we consider each set of
features of tactile sensors from palm and fingers as images. Each image is represented by 24
pixels which are essentially 24 tactile sensors. Furthermore, there are eight sets of sensors
or images per sample: palm, fixed finger, lower finger, and upper finger for both before and
after lift. Therefore, we normalized each set of tactile sensors separately by treating them
as images. It involved separating them, standardizing them, and concatenating them back
together. We observed that both normalization techniques affected the mean squared error
and loss value while model training differently. Therefore, the calculation of loss value when
using the first normalization technique was proven to be more effective in our case as the
penalty imposed by it was helping more in training by resulting in better accuracy.
We tried two techniques for normalization which are inspired from [6]. The first technique,
scaling using a mean and standard deviation of the feature set from the dataset to have
gaussian distribution with zero mean and unit variance. The standardized value z is obtained
using
z=

x −u
s
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where x is the original sample, u is the mean, and s is the standard deviation.
The second technique involves scaling the features to a range [0-1] by using the maximum
and minimum values from the feature set. The standardized value z is obtained using,

z=

x–min(x)
max(x)–min(x)

where x is the original sample.

2.5

Dataset with Extra Tactile Sensors
A novel dataset with extra tactile sensors was tested using the same deep learning models

employed in the original dataset, discussed later in this thesis. The same Barrett hand with
sensors on palm and fingertips are extended with sensors attached to the upperlink and the
sides of each finger, as it is shown in the figure 2.7. The motivation behind using these
extra tactile sensors is to mimic how humans perceive the object grasped in their hands.
Humans use senses from the palm, the upper and lower portion of fingers, and the sides
of the fingers to perceive how many objects are being held in hand. Similarly, the same
approach is implemented on the simulation system for data collection. In real life, Barrett
hand does not come with extra sensors on the upperlink and sides of the fingers; it only
has sensors on the fingertip and palm. If these extra sensors benefit, it would be a worthy
update to a real-life robotic hand, making it closer to human hands. The data is formatted
the same way as the original dataset, with the only difference being the extra tactile sensor
readings.
The table 2.2 shows the data format of the whole dataset. There are 609 features formatted in the same way as the original dataset but with the addition of tactile sensors on
the upperlink and sides of the fingers. Both sides of the fingers are equipped with 24 tactile
sensors, shown in the table as a single entry by adding together 48 sensors. Each finger of a
human hand has three phalanges (the distal, middle, and proximal), while the Barrett hand
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Figure 2.7: The left image shows the tactile sensors on the side of a finger, and the right
image shows the upperlink tactile sensors.
has two. The upper part is referred to as upperlink and the lower part as fingertips. The
tactile sensors added on the upperlink of each finger contain 18 tactile sensors.
The normalization of this dataset is done the same way as the original dataset. We
split the dataset into training, validation, and test set and only normalize the training and
validation set. The hand pose and torque readings are normalized separately, while each set
of the tactile sensor is treated as one feature of the dataset. Palm, fingertips, both sides of
the fingers together, and upperlink tactile sensors from both before lift and after lift readings
are treated as images resulting in 20 images per sample.
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Table 2.2: Data format including extra tactile sensors.
Data Elements
Total size
Number of objects (ground truth)
Hand pose after lift
Hand pose before lift
Palm tactile sensor reading before lift
Fixed finger tactile sensor reading before lift
Fixed finger side tactile sensor reading before lift
Fixed finger upperlink tactile sensor reading before lift
Lower finger tactile sensor reading before lift
Lower finger side tactile sensor reading before lift
Lower finger upperlink tactile sensor reading before lift
Upper finger tactile sensor reading before lift
Upper finger side tactile sensor reading before lift
Upper finger upperlink tactile sensor reading before lift
Strain gauge (Torque reading) before lift
Palm tactile sensor reading after lift
Fixed finger tactile sensor reading after lift
Fixed finger side tactile sensor reading after lift
Fixed finger upperlink tactile sensor reading after lift
Lower finger tactile sensor reading after lift
Lower finger side tactile sensor reading after lift
Lower finger upperlink tactile sensor reading after lift
Upper finger tactile sensor reading after lift
Upper finger side tactile sensor reading after lift
Upper finger upperlink tactile sensor reading after lift
Strain gauge (Torque reading) after lift

Index
609
0
1-7
8-14
15-38
39-62
63-110
111-128
129-152
153-200
201-218
219-242
243-290
291-308
309-311
312-335
336-359
360-407
408-425
426-449
450-497
498-515
516-539
540-587
588-605
606-608
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Chapter 3: Methodology

3.1

Techniques for Imbalanced Dataset
We use a ping pong ball dataset as our base dataset for doing all the experiments like

processing the data, employing various deep learning techniques, and training methodologies.
The weights obtained on the trained model are then used to fine-tune the models for the real
system dataset. Some of the notable methodologies are also tested on an object of another
shape that is a cube dataset.
The first challenge we encountered during training our models was the imbalanced datasets.
While performing trials on the real Barrett Hand and in the simulation system, we noticed
that 50% of the time, the hand does not pick up anything. So, the trials in which the hand
successfully picks up the multiple numbers of balls are comparatively rare. The higher the
count, the lower the chance of grasping and successfully lifting the objects. The class distribution is skewed such that classes with 0, 1, and 2 balls are the majority classes, and classes
with 3 and 4 balls are the minority classes. Deep learning techniques tend to generalize
more on majority classes, so it is not very effective towards biased datasets. The model, by
default, assumes that all the classes are equally distributed and gives equal consideration to
each of them. However, in reality, the model sees more samples from the majority dataset
and does not get to learn many patterns from the minority classes, and tends to categorize
more on the majority classes while performing inference. As a result, the model gains enough
information for the majority classes but insufficient information from the minority classes to
be able to predict correctly.
So, to deal with this heavily imbalanced dataset, we tried out various techniques like
assigning class weights to manipulate the weights of each class while training, using tech15

niques to generate synthetic samples to make the number of samples of each class equal and
using image augmentation techniques on tactile sensors to increase the number of training
samples.
1. Class weight: The first technique we used was to set class weights. In this technique,
we try to force the model to assign weights to each class depending on its proportion towards
the whole class; by default, the machine learning model assigns weights equally to each class.
The machine learning model trains more effectively on the skewed dataset by considering
the proportion. It works by assigning higher weights to minority classes when penalized for
misclassification and lowering the majority classes’ weights. The formula to assign weights
to each class is,

Weight for each class =

Total number of samples in the dataset
Total number of classes ∗ Total number of samples in the class

2. Synthetic Minority Oversampling Technique (SMOTE): SMOTE is an oversampling
technique that focuses on feature space instead of data space to generate synthetic examples.
The minority class is oversampled by considering every sample from the minority class and
randomly picking one of them, then interpolating new samples along the line close to the
k minority class nearest neighbors of the selected sample [7]. This approach showed better
results than other over-sampling and class weight techniques. We will compare all the results
among several techniques later in this paper.
3. Adaptive Synthetic (ADASYN): ADASYN is an algorithm that generates synthetic
data for the minority classes by using examples that are harder to learn and by identifying the
measurement of the distribution of weights for different minority classes [8]. This technique
works based on the density of the examples. The feature space where the density of examples
is very low is used to generate synthetic examples. In contrast, the examples which are in
high-density areas are used less.
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4. Support Vector machine - Synthetic Minority Oversampling Technique (SVM-SMOTE):
This over-sampling technique is similar to SMOTE, but it generates synthetic data based
on borderline minority class instances which are misclassified when using the support vector
algorithm. It uses a support vector machine classifier on the original data set to obtain support vectors to approximate the borderline [9]. This approach showed an even better result
than SMOTE, but it takes much longer than the other over-sampling techniques we tried
because the computation time of non-linear SVM can be in the order of O(n2 ) to O(n3 ),
where n is the number of samples. So, the greater the number of samples, the greater the
computation time. So, we use it only on the small portion of the dataset instead of the whole
dataset that is only on the samples with 0◦ peripheral spread motion which we are always
using in our estimation model discussed later in this paper.

3.2

Deep Learning Architectures
To build a classification model which will be able to predict the number of objects in

a robotic grasp, we need to consider all the aspects of the dataset that is hand-pose joint
angles, tactile sensor force readings, and strain gauge torque readings, so the best solution
that makes it possible is to use data driven method using neural networks. The whole model
can be represented as
n = f (h, t, s),
where n is the output that predicts the number of objects defined as the function of vectors
of hand-pose joint angles, tactile sensor readings, and torque readings.
In this chapter, we will go through several deep learning techniques we employed to build
the model as efficiently as possible.
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Table 3.1: Data format (before lift)
Data Elements
Total size
Number of objects
Hand pose
Palm tactile sensor reading
Fixed finger tactile sensor reading
Finger 1 tactile sensor reading
Finger 2 tactile sensor reading
Strain gauge (Torque reading)

Index
107
0
1-7
8-31
32-55
56-79
80-103
104-106

Figure 3.1: Naı̈ve fully connected model architecture
3.2.1 Naı̈ve Model
The very first method we employed, we called it as naı̈ve method. In this method, we
take only the last step of the trials and only the data collected before lifting the hand. The
format of the data is in table 3.1.
All 106 features containing hand pose joint angles, torque readings, and tactile sensors
are fed directly into the neural network as single input. The neural network comprises dense
and dropout layers with tanh activation function and softmax activation function in the
output layer with five units as the number of classes. The architecture with units of each
layer is shown in figure 3.1. Moreover, it is trained for 3000 epochs, including early stopping
with patience 200 and Adam as the optimizer with a 1e-3 learning rate. This is the first
model we trained to compare with the results of various experimental models to find the
most effective data processing technique and model architecture using deep learning for best
results.
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Figure 3.2: Naı̈ve GRU model architecture
3.2.1.1

Recurrent Neural Network

We made use of a recurrent neural network for the estimation model. The architecture
consists of GRU layers and Dense layers. Gated recurrent unit is the improved version of
the original recurrent neural network where update gate and reset gate are used as explained
in the paper by Cho et al. [10]. In this model, we are making use of five timesteps using
GRU. Since GRU is expected to retain information from previous timesteps and pass it
down to the next timestep, we are experimenting with the GRU to see if it can handle the
timesteps effectively and might help with the prediction. From the first to final timestep,
the tactile sensors record the readings, which can tell the information about what changes in
contact with the balls the robotic hand went through and finally how many balls it grasped
successfully. The input shape of the model is (5, 106), where 5 is the timesteps, and 106
contains the hand pose and before lift torque and tactile sensors readings. The architecture
of the model is shown in figure 3.2. The model contains 4 GRU layers combined with dropout
layers and two fully connected layers, with the last one being the softmax output of five units.
The unit of each layer is shown in the figure. The model is trained with Adam optimizer
with a 1e-3 learning rate for 3000 epochs, including early stopping with 200 patience.

3.2.1.2

Convolutional Neural Network

In this approach, we used our dataset on one-dimensional CNN architecture, which is
also used in time series data; since our dataset is spatial-temporal, we can use it on onedimensional convolution. The idea behind 1D CNN is to use the convolutional kernel to
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Figure 3.3: Naı̈ve CNN 1D model architecture
convolve over the spatial feature of the dataset. In our dataset, we have five timesteps.
Each timestep has spatial features obtained from tactile sensors. Since all the features on
each timestep are closely related to each other, 1D CNN can be used to summarize the
information and give predictions. The input shape of the model is (5, 106), where 5 is the
timesteps, and 106 contains the hand pose and before lift torque and tactile sensors readings.
The architecture of the model is shown in the figure 3.3. The model architecture consists
of two 1D convolutional layers with relu activation and two 1D maxpooling layers with a
kernel size of 2 for all the layers. The output from the previous layers is flattened and
passed through two fully connected layers, including the softmax of five units, to generate
the predictions. The model is trained with Adam optimizer with a 1e-3 learning rate for
3000 epochs, including early stopping with 200 patience.

3.2.2 Multi-Modal
In this approach, we separate all the different kinds of features into a different neural
network model since different kinds of data need to be processed and trained differently,
unlike the naive model where everything is fed to fully connected layers directly together.
The idea behind this model is to encode different categories of data in a different model and
concatenate the latent vector to the final model for classification.
The data is the same as what we used in the first naı̈ve model: the last time step of
the trials and only the data collected before lifting the hand. To deal with the imbalanced
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class distribution, we used SMOTE for synthetic data generation to balance the number of
samples in each class.
Three different models were created where the first model is for hand pose. The single
dimension input shape of the hand pose as the tuple with single input is (7,) representing
all the hand pose angles, is fed into a stack of fully connected dense and dropout layers, and
output from a dense layer.
The second model is for all the tactile sensors palm and three fingers. The shape of the
tactile sensor data is (4, 24), representing 24 sensors from 4 different parts of the hand. The
tactile sensor readings are represented as images with 4*24 pixels. Tactile sensor readings
are fed into a stack of CNN with 2D convolutions, 2D max pooling, and output from a dense
layer.
The third model is for torque readings, the shape of the tuple with single input is (3,)
representing values from three coupled joints of each finger, and it is fed into a stack of fully
connected dense and dropout layers with the output from a dense layer.
The single dimension output from all the three models is concatenated together and fed
into the final estimation model containing dense and dropout layers with the output of 5
units representing five classes from 0 to 4 balls. The entire architecture of the multi-modality
model, along with the unit size of each layer, is shown in the figure 3.4. The whole model is
trained to take three inputs and one output using Adam optimizer with a 1e-3 learning rate
and trained for 3000 epochs, including early stopping with 200 patience.

3.2.3 Autoencoder
Autoencoders are used for training high dimensionality data to learn and represent the
learned information in lower-dimensional encoding. It comprises three parts: encoder, bottleneck, and decoder. The encoder takes the input data and is passed through the neural
network, and helps in generating the encoded data. The bottleneck is the compressed input
data representation, containing the essential information. The decoder is responsible for re-
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Figure 3.4: Multi modal architecture
constructing the compressed and encoded data to its original form. The mean squared error
is calculated between the original and reconstructed data used to train the autoencoder.
Autoencoders can also be used to remove noise by feeding noisy data to the encoder and
passing the denoised data to the decoder. These two essential functionalities were exploited
in building the autoencoder model for tactile sensors.
There are 96 tactile sensors in total where 72 of them are on three fingers combined.
So, we can use the autoencoder to reduce the dimension of the palm and fingers to a lowerdimensional encoding with the most crucial information and by using after lift data as the
decoder to remove noise. Since we already discussed that when the hand is in a pile, it is
in contact with several other objects, causing occlusion and making the tactile sensors get
extra readings that are nothing but noise in our case. However, after lifting when the hand
is in the air, the tactile sensors no longer contact other objects, so it is expected to have no
noise. Hence, using after lift data as a decoder can help us reduce noise from our dataset
and get a better picture of sensor readings for correct prediction.
We built two autoencoders, one for palm and the second one for fingers. As we can infer
from the image of the palm tactile sensor, it has 24 sensors in total. However, the symmetry
is not precisely rectangular, which can mimic the representation of image data. So, we pad
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Figure 3.5: The layout of the complete autoencoder and prediction model.
the zero values in each corner, so the resulting size of the palm becomes 28, and the input
shape for the palm autoencoder is given by (7, 4, 1), which can be represented as height,
width, and channels of the image.
The finger dataset contains 24 tactile sensors, and they are already rectangular, so we
can directly treat them as images by reshaping them to (3, 8, 1). The basic architecture of
autoencoder is shown in figure 3.5. The model starts with the autoencoder, from where the
encoded data is obtained and concatenated with the hand pose and torque readings. The
concatenated data is then oversampled using SMOTE and passed into the fully connected
layers for evalutaion.
We tried various approaches and models for autoencoder. We’ll describe the model
architecture of the autoencoder in the following sub sections.

3.2.3.1

Same Classifier

In this approach, we use the same classifier, which means it has the same input for both
the encoder and decoder, which is helpful for dimensionality reduction, so it cannot be used
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Figure 3.6: The layout of the autoencoder model.
for denoising since only before lift data is used. This architecture is trained to compare the
effect of using the same classifier against using after lift data for the decoder.
The architecture consists of 2D convolution layers with 3x3 kernel size and single stride
and in the middle max pool 2D with 2x2 kernel size followed by fully connected layers in the
encoder part. In the decoder part for reconstruction, we use transposed convolution with
2D upsampling and 2D cropping with a similar kernel size as the encoder to bring the shape
back to its original form. The bottleneck is the flattened output from the encoder to a dense
layer with eight units, giving us a learned linear latent vector of size 8. The input shape for
the palm is (5, 7, 4), and for the fingers, the input shape is (5, 3, 8), all fingers combined.
The layout of the architecture is shown in the figure 3.6.
The encoded output of the tactile sensors is then concatenated with hand pose and
torque readings. The training and validation sets are then oversampled using SMOTE and
fed to the fully connected neural network consisting of dense and dropout layers with the
softmax output to get the prediction. The layout of the complete architecture with the filter
size of convolutional layers and unit size of other layers is shown in the figure 3.5. The
autoencoder of palm is trained for 3000 epochs, including early stopping with 200 patience
and using Adam optimizer with 0.005 learning rate. The autoencoder of fingers is trained
for 5000 epochs, including early stopping with 200 patience and using Adam optimizer with
0.0005 learning rate. The metric and loss function used for both the autoencoder is mean
squared error. Finally, the architecture is the same as the fully connected naive model for
the evaluation model.
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3.2.3.2

Single Time-step

We use a single timestep in this approach: the last timestep when the hand is about to
lift from a pile for the encoder. Similarly, for the decoder, the last timestep is used when the
hand is outside of a pile and is at rest. The reason for training this model is to compare the
effect of only using a single timestep compared to when we use multiple timesteps with the
autoencoder. The input shape of the autoencoder for palm is (7, 4, 1), and for fingers, we
combine all three of them together, so the shape is (3, 8, 1). The architecture is the same
that we described in section 3.2.3.1.

3.2.3.3

Combined Time-steps

Here we are using timesteps differently; in this approach, we are combining all the
timesteps together and using them as separate samples so that we can have a greater number
of data points which is expected to influence the model as it will see more samples during
training. Nevertheless, for the decoder part, we are only using the last timestep as the
ground truth for all the timesteps fed into the encoder since we only want the final readings
from after lift for denoising. The training dataset is 60% of the whole dataset, which has
144760 samples, so the training dataset has 86854 samples which after combining all five
timesteps becomes 5 ∗ 86854 = 434270. The encoder and decoder models have the same
layers mentioned in the previous approach. The input shape of the palm autoencoder is
(7, 4, 1), and for all fingers combined, it is (3,8,1). The architecture is the same that we
described in section 3.2.3.1.

3.2.3.4

Two Dimensional Convolution

In this approach, we take the last five timesteps of the dataset but use them as five
different channels of an image. For example, the dimension of the image is still (7, 4, 1), but
in our earlier approaches, we were using channels as 1. However, in this model, convolution
layer is provided with height and width as 7 and 4 respectively and channels as five, which is
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essentially the timesteps so that it will convolve over each channel separately; use it with all
the five channels and get the output the same way it works with the RGB images with three
channels. The input shape for the palm autoencoder is (5, 7, 4), where the first dimension is
treated as the channels, and similarly, for the fingers, the shape is (5, 3, 8). The architecture
is the same that we described in section 3.2.3.1.

3.2.3.5

Three Dimensional Convolution

In this approach, we are using 3D convolution where the filter moves towards three
directions (x, y, z). 3D convolutions are used for 3D models with height, width, and depth.
In our case, we are trying to extract important low dimensional features from all the five
timesteps together by using the 3D convolution. The kernel will convolve over all three
directions simultaneously, which will take the pixels and timesteps into consideration as one
feature space. The input shape for the palm autoencoder is (5, 7, 4, 1), and for all fingers,
it is (5, 3, 8, 1), where 1 is the channel of the 3D image. The architecture is the same that
we described in the section 3.2.3.1, but the 3D variant of convolution, max pool, transposed
convolution, and upscaling is used. Furthermore, in the bottleneck part of the autoencoder,
all four dimensions are flattened to the linear latent vector of size 12.

3.2.3.6

Convolution + LSTM

In this approach, we combine convolution and LSTM to apply convolution to images,
which are palm and finger tactile sensor reading data in our case and LSTM for the five
timesteps. This model is expected to learn features using 2D convolution and utilize all the
timesteps as a time series using LSTM to make the model learn the changes the robot hand is
going through in those five timesteps. In this model, we use the time distributed function for
the 2D convolution layer so that it does not combine features from different timesteps, and
it has the kernel size of 3x3 and stride of 2x2 only in the first layer. The LayerNormalization
layers are used between the other layers to reduce the training time. Furthermore, the
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Figure 3.7: The layout of the ConvLSTM model.
combination of convolution and LSTM layer called ConvLSTM is used in the bottleneck of
the autoencoder, and it has the kernel size of 1x1 only to reduce the number of filters. The
ConvLSTM combines the functionality of both convolution and LSTM in a single layer, and
it is used to preserve the timesteps. We used the ConvLSTM and transposed convolution
with the time distributed function in the decoder for the reconstruction. The input shape for
the palm autoencoder is (5, 7, 4, 1), and for all the fingers, it is (5, 3, 8, 1). The output of the
latent vector from the bottleneck is in 4 dimensions, so it is flattened while preserving the
timesteps to concatenate with the hand pose and torque reading vectors. The architecture
is shown in the figure 3.7. The autoencoder of palm is trained for 3000 epochs, including
early stopping with 200 patience and using Adam optimizer with 0.005 learning rate. The
autoencoder of fingers is trained for 5000 epochs, including early stopping with 200 patience
and using Adam optimizer with 0.0005 learning rate. The metric and loss function used for
both the autoencoder is mean squared error. Finally, the architecture is the same as the
fully connected GRU model for the evaluation model.

3.2.3.7

Dilated Convolution

This approach redesigned the convolution neural network autoencoder with a dilation
rate. The dilation expands the size of the convolution kernel by inserting holes in the kernel
elements, which skips the pixel of the image while sliding across the image. The addition
of dilation rate in convolution helps in increasing the receptive field exponentially without
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losing the resolution or coverage of the image, without going deeper in the neural network,
and without increasing the number of trainable parameters [11]. We realized that the image
representation of tactile sensors is very small, and we need to increase the receptive field as
much as possible to give importance to every pixel. The most general way of increasing the
receptive field is by adding more layers and going deeper in the CNN. However, it did not
help with tactile sensors as the image gets even smaller. Instead, we used dilation to increase
the receptive field, resulting in better model accuracy.

3.2.4 Vision Transformer
Originally transformers were designed for NLP (Natural Language Processing) tasks, and
the same architecture was inspired to build a vision transformer for image classification. It
was proposed by Alexey Dosovitskiy et al 2020 [12]. Several fixed-size patches of an image
are extracted and converted into a linear embedded sequence along with the positional
information about each patch corresponding to the image, which tells the relative position
of the image patch in sequence. An extra learnable (class) embedding is added, which gets
updated by the attention blocks and contains information about the class of the image that it
belongs to. All the encoded patches in sequence with positional encoding are passed through
a transformer encoder, and positional embedding vectors are used to train and reconstruct
the image from the patches. Multi-headed self-attention layers are responsible for learning
local and global dependencies of the images. Layer normalization is used before each block to
help compute faster for training. Also, residual blocks are included to pass the information
directly by skipping the attention heads. In the end, the output from the transformer encoder
is passed to the multi-layer perceptron, and the classification is done.
To use vision transformers, we use palm, fixed finger, lower finger, and upper finger as
four patches to be fed into the transformer encoder. The extracted patches are in shape
(3,8,1), including palm. Since all the patches need to be the same, we reshaped them in
the same shape. All the five timesteps are combined since transformers require a larger
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Figure 3.8: The layout of vision transformer.
dataset to learn, unlike convolutional neural networks. The patches are embedded linearly
and assigned positional encoding as a number sequence to each of the four patches. After
passing all of them through the transformer encoder, the hand pose and torque readings are
concatenated with the encoded vectors and passed to the multi-layer perceptron, followed
by the output layer. We used ten transformer layers with eight self-attention heads. The
MLP contains two fully connected layers with unit size 2048 and 1024 and a dropout of
0.5 in between, followed by a softmax output layer. The model is trained for 3000 epochs,
including early stopping with patience 50 and using RMSprop optimizer with 1e-3 learning
rate and 1e-4 weight decay. The architecture is shown in figure 3.8. The transformer encoder
inspired from the vision transformer paper by Alexey Dosovitskiy et al. is shown in figure
3.9.
We tried SMOTE with transformer models to increase the dataset’s size and deal with
the skewed distribution of samples. However, we found that SMOTE did not bring much
difference; instead, image transformations significantly affected classification accuracy. Since
the dataset does not really contain actual images, we have limited options to try out various
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Figure 3.9: The structure of transformer encoder.
transformations. We ended up using random flip, random rotation and random zoom with
small factors since we don’t want to change the tactile sensor orientation too much which
would adversely affect the prediction accuracy.

3.2.4.1

Multi-Modal Transformer

In this approach, the tactile sensor readings from palm, fixed finger, lower finger, and
upper finger are processed separately. Each of them is sent to the vision transformer block
separately. Each classifier consists of patch generation, position encodings, and the transformer encoder. The output from each block is then concatenated along with the hand
pose and torque readings and passed to a multi-layer perceptron. We designed this model
architecture to process encoded values from each tactile sensor separately without influencing others and use the gained information from each of them to be combined in the later
part and sent to a multi-layer perceptron. The architecture is shown in figure 3.10. The
hyperparameters and the training process are the same as we described earlier.
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Figure 3.10: The layout of multi-modal transformer.
3.2.4.2

Autoencoder and Transformer

This architecture was designed to use the advantages of both autoencoder and transformers by using the trained lower-dimensional representation of tactile sensor readings and the
image classifier of vision transformer. We used the combined timestep autoencoder architecture as described in the section 3.2.3.3 with dilated convolutional layers to obtain the encoded
latent vectors for palm, fixed, lower, and upper fingers by training them individually. The
encoded vectors from four tactile sensor readings are used as patches for the transformer.
The patch generation is entirely done using autoencoders by obtaining the linear representation of tactile sensor readings from the bottleneck of the architecture. Before passing to the
transformer encoder, the generated patches are combined with the positional encoding and
trained with the vision transformer. The resulting output from the transformer is combined
with the hand pose and torque readings and passed to the multi-layer perceptron, followed
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Figure 3.11: The layout of autoencoder and transformer.
by the output layer. The architecture is shown in the figure 3.11. The hyperparameters and
the training process are the same as we described earlier.

3.2.4.3

CNN and Transformer

In this approach, we designed the convolutional neural network architecture in such a
way as to obtain the patches for the transformer without affecting the dimension of tactile
sensor readings. The CNN module is responsible for increasing the volume of the tactile
sensor readings by using a 1x1 kernel, which does not essentially convolve the way CNN
usually does since that kernel’s size only lets it convolve over one pixel at a time. We use
this architecture to keep each pixel or sensor reading intact and only increase the volume by
increasing the number of channels. In this way, the size of the patch remains fixed, and only
the number of patches increases.
All the tactile sensor readings are passed through an augmentation block containing
random flip, random rotation, and random zoom transformations. The transformed output
is then fed to the CNN model from which eight channels are obtained for each tactile sensor
with the unchanged size of the patch as 3x8. The output of each tactile sensor from the
CNN model is combined together along the channels, which results in 32 patches in total.
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Figure 3.12: The layout of CNN and transformer.
The 32 patches are then combined with a sequential number as positional encoding with
a learnable class token and fed into the vision transformer. The resulting output from the
transformer is combined with the hand pose and torque readings and passed to the multilayer perceptron, followed by the output layer. The architecture is shown in the figure 3.12.
The hyperparameters and the training process are the same as we described earlier.

3.3

Transfer Learning
Transfer learning is a technique in which a large and general dataset is used for training

the model. The trained model is then used to transfer the gained knowledge to a different
and smaller but related dataset. However, transfer learning in training sensor-based datasets
is relatively uncommon. Therefore, we performed all the experiments and tested various deep
learning techniques using the simulation dataset, which has a large number of samples. The
best-performing models were used to apply transfer learning on the real system dataset since
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the data collection in the real system is relatively expensive and time-consuming. Moreover,
we do not have many samples, especially for the minority classes. We tested transfer learning
in two kinds of architectures: autoencoders and transformers. First, the best autoencoder
model’s architecture and weights are saved, which is used to reconstruct the model layer by
layer and with all the layers set as trainable. We observed that freezing all or partial layers
did not perform well compared to fine-tuning the whole model showed a better result. Next,
the whole autoencoder model is used to retrain the previous weights with a very low learning
rate as 1e-5 to avoid changing heavy changes in weights. Finally, the retrained model is used
to obtain the encoded vectors of tactile sensor readings, combined with hand pose and torque
and fine-tuned on a pre-trained fully connected prediction model with a very low learning
rate.
Transformers are advised to train on a larger dataset and use the pre-trained weights
to fine-tune on a different smaller dataset, which is the use case in our research problem.
So, we trained the transformer model on simulation data and saved the weights. Then, the
same model architecture is used for training the real system dataset but uses the pre-trained
weights to initialize the training with a very low learning rate.
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Chapter 4: Results and Discussion

We divided our ping pong ball and cube dataset, both simulation and real system, into
three parts: training, validation, and test. The training dataset comprises 60% of the dataset,
validation, and test comprises 20% each of the remaining datasets. Our data is labeled among
five classes which are 0, 1, 2, 3, and 4 grasped objects. However, the samples of four objects
are significantly less, and the results obtained on the four object class are unreliable; they
are suspected to be primarily probabilistic. To evaluate, we calculate precision, recall, and
F1 score to have better summarization of the results of each class. We also calculate RMSE
(Root Mean Squared Error) between ground truth and prediction to measure the error.
We are using F1 score as the base metric since it takes into consideration both precision
and recall. It can be represented as,

F1 Score =

2 ∗ (Recall ∗ Precision)
Recall + Precision

RMSE penalizes the error and is easy to comprehend. It can be represented as,
r
RMSE =

Σni=1

(xi − xˆi )2
N

where N = number of observations
xi = actual values
x̂i = predicted values
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Table 4.1: Comparison of F1 score of oversampling techniques.

4.1

Handling Imbalanced Dataset
We use class weights and synthetic oversampling techniques to deal with the imbalanced

class sample distribution. We tried different techniques to deal with the imbalanced dataset
using the naı̈ve model for comparison. The class distribution of the dataset in percentages
is Class 0 = 49.187%, Class 1 = 38.420%, Class 2 = 10.497%, Class 3 = 1.734%, and
Class 4 = 0.162%. The results shown in the table 4.1 provide the comparison of using class
weights, SMOTE, ADASYN, and SVM-SMOTE. It can be observed that using oversampling
techniques does benefit the classification accuracy of the minority classes. The F1 score of
2, 3, and 4 classes are improved by using any oversampling technique, but we also had to
compromise with the F1 score of 1 class. Even though ADASYN is supposed to help with the
less common samples, we can only see improvement in the 4th class, and the overall results
are inferior to SMOTE and SVM-SMOTE. The F1 score comparison between SMOTE and
SVM-SMOTE is very close, and it depends on which class we want to focus more on. In
our case, we decided to use SVM-SMOTE when there are smaller training samples since
it helps more with the 2 and 3 classes, and we use SMOTE with the large datasets. The
SMOTE is the best technique for large datasets since it is fast, and SVM-SMOTE is best
for a small dataset. For example, when we are only using samples with 0 spread joint angle
or using only the last timestep of the dataset, SVMSMOTE is preferred because it can take
extremely long to generate synthetic samples for a large dataset.
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Table 4.2: F1 score of all the naı̈ve models.

4.2

Comparison of Deep Learning Architectures

4.2.1 Evaluation of Naı̈ve Models
The first naı̈ve model we tried was a basic multi-layer perceptron consisting of dense and
dropout layers. We performed a comparison of oversampling techniques on this model, which
was discussed in the last section, where we concluded to use SMOTE and SVMSMOTE. So
based on that conclusion, we used SMOTE for other naive models based on GRU and onedimensional convolutional neural networks. The comparison of the F1 score of the results
we obtained among the Dense layer model, GRU model, and Conv1D model is shown in
table 4.2. Based on those results, we can infer that using all five timesteps helped predict
more accurately than only using the last timestep. Furthermore, when model architectures
for time series data like GRU and 1D CNN were used, we found that GRU performed better
in our case.

4.2.2 Result of Multi-Modal
The multi-modal architecture was designed to train different features using different
models since naively feeding everything together for classification is not the correct approach.
Every feature has to be dealt with differently. The results we got using this architecture are
shown in the table 4.3. The overall result is better than the naive model using Dense neural
network, which shows that training different features of the dataset helped with the better
prediction. However, since we used only a single timestep, the results of the naive model
based on GRU and Conv1D are better. We are not updating this model further since the
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Table 4.3: F1 score of multi-modal.

autoencoder also treats all the features differently, and it is the better approach for training
tactile sensors. Therefore, we used all the timesteps in autoencoder models. A similar
multi-modality approach is also used with the vision transformer.

4.2.3 Evaluation of Autoencoder Models
The autoencoder model architectures were designed to generate lower-dimensional representations of tactile sensors with important latent vectors and to remove the noise. However,
finding out which deep learning technique is most effective for tactile sensor readings needs
to be researched. In our research, we used a simple dense autoencoder and autoencoder
built using Conv2D, Conv3D, LSTM, Bidirectional LSTM, ConvLSTM2D, etc., to find out
which one is more effective for tactile sensors. Some of them which showed better results are
discussed in this paper.
The table 4.4 shows the comparison between all the autoencoders and their results in
terms of F1 score to analyze and find the best autoencoder model. Based on those F1
scores, we found some rather surprising results. For example, a more complicated model
like ConvLSTM2D with Bidirectional LSTM was the worst, as witnessed in the table. And
other architectures are more or less similar to each other. However, the autoencoder model
performed better for minority classes when combined with all the timesteps because the
number of samples increased, apparently the most critical factor in our case. Other than
that, Conv2D is also very effective in our case.
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Another thing that can be concluded is that the 0 spread dataset has more correct
predictions when compared to the whole dataset; they are shown in the table under the
columns 0 - 0s, 1 - 0s, 2 - 0s, 3 - 0s, and 4 - 0s. It means that the robot’s 0 spread peripheral
hand position is most reliable for predicting the number of objects in the grasp. The class
distribution is also different when we only take out 0 spread samples: Class 0 = 21.058%,
Class 1 = 43.683%, Class 2 = 28.185%, Class 3 = 6.473%, and Class 4 = 0.602%.
Similarly, in the cube dataset, we can observe that using only 0 spread trials showed
better results. The results of other autoencoder models are very similar, but the autoencoder
using Conv2D is slightly better than others. This could be because the cube dataset is even
more skewed than the ping pong ball dataset, and hence all models are having difficulty
generalizing minority classes. The class distribution of the cube dataset is Class 0 = 73.244%,
Class 1 = 17.929%, Class 2 = 6.029%, Class 3 = 1.820%, and Class 4 = 0.977%.
The autoencoders were expected to remove noise when used after lift data as the decoder.
However, it did not work as expected in any autoencoder models, as it can be inferred when
comparing other models with the same classifier model. Using the same classifier in the
autoencoder showed promising results, which means using after lift data for noise removal is
not benefitting the prediction as expected. So, unlike images where it can be denoised using
convolutional autoencoders, tactile sensor readings are observed as a rather challenging task.
We cleaned our data by removing some invalid samples. By looking at the picture of
after lift grasp, we found out that in some samples, balls are glitched, or the robot itself
is glitched, and some other errors were found, removal of which resulted in a loss of data.
The number of samples we were left with is much smaller, but it significantly improved the
deep learning model training. However, the number of samples for class 2 got significantly
reduced, which adversely affected its accuracy. The new class distribution of the dataset in
percentages is Class 0 = 25.865%, Class 1 = 54.521%, Class 2 = 9.812%, Class 3 = 9.366%,
and Class 4 = 0.435%.
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Table 4.4: F1 score of all the autoencoder models.

Table 4.5: F1 score of combined timestep autoencoder with dilated convolution.

We used dilated convolution with a combined timestep autoencoder model since it is
slightly better than the other approaches on this cleansed dataset, and the improvement in
the F1 score can be seen in table 4.5. The RMSE of all the autoencoder models is 0.60 with
slight changes.

4.2.4 Evaluation of Vision Transformers
Vision transformers were experimented with to explore how tactile sensors are handled.
We used only the 0 spread trials since it is clear that they give better prediction accuracy.
We tried several variations with patches by feeding it directly, using autoencoders, and
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Table 4.6: F1 score of all the transformers.

using a convolutional neural network. The summary of the results we obtained in terms
of the F1 score is shown in the table 4.6. The best model is CNN and transformer, so we
trained 0 spread cube datasets on the same model architecture to compare results. It can be
inferred if compared with the autoencoder model that predictions with vision transformer
were improved for classes 0, 1, and 4, while there is no improvement in 2 and 3 classes. The
RMSE of all the transformer models is 0.60 with slight changes.
It can be inferred from the table that using multiple transformers individually for each
tactile sensor performed worst, perhaps because dependencies on other tactile sensors while
training were missing. The other architectures showed pretty similar results, but it can
be deduced that using a convolutional layer to extract patches along with augmentation
performed best.

4.2.5 Fine Tuning on Real System Dataset
The best models found while experimenting on simulation datasets were used for transfer
learning and fine-tuning on real system datasets. We found that the combined timesteps
autoencoder and CNN with vision transformer performed best with the simulation dataset.
So, we employed those models to build the prediction model for the real system dataset.
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The comparison of results obtained by transfer learning from simulation system to real
system and only by self-training from scratch on the real system dataset are shown in the
table 4.7. The real system dataset further supports the conclusion that using only 0◦ spread
angle is best for grasping multiple objects. We can observe that the self-trained model
outperformed the transfer learning model with autoencoders. The possible reason behind
this could be that the readings generated from CoppeliaSim are not very close to the real
system sensor readings. Hence, transfer learning did not help with the improvement of
prediction accuracy. For a more detailed comparison, binary classification models were built
for each class, showing better results in general than the multi-class classification. The
overview of the F1 scores and RMSE can be seen in the table 4.8. Moreover, The F1 score
across classes 0, 1, 2, and 3 is balanced while only low for class 4. It is because the class
distribution of the real system dataset is different from the simulation system dataset; the
distribution in percentages is Class 0 = 13.213%, Class 1 = 29.279%, Class 2 = 33.333%,
Class 3 = 18.318%, and Class 4 = 5.856%.
The comparison of results obtained by using autoencoder with transformer and by using
CNN with the transformer on real system data is shown in the table 4.9. It can be observed
that transformers work better for large datasets than smaller datasets. The results are worse
than autoencoders since we already learned that transfer learning is not truly effective from
simulation to our real system dataset. The transformer cannot learn much from the smaller
dataset itself. However, since the transformer cannot learn by itself, it can be observed
from the table that the results obtained from transfer learning are slightly better than selftraining on a real system dataset. The RMSE of the CNN and transformer model with
transfer learning is 0.81, while when self-trained, the RMSE is 0.87.

4.3

Evaluation of Extra Sensor Dataset
To evaluate the benefits of extra sensors, we used the combined timesteps autoencoder

model since it performed best for tactile sensors. The autoencoder is trained separately on
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Table 4.7: Comparison of F1 score of transfer learning and self training on real system
dataset.

Table 4.8: Comparison of F1 score of self training, simulation and transfer learning on real
system dataset.

Table 4.9: Comparison of F1 score of transfer learning and self training on real system
dataset using transformers.
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Table 4.10: F1 score of default tactile sensors and with extra sensors.

the palm, fingertips, sides, and upperlink. The shape of the palm encoder is formatted as (7,
4, 1), for the fingertips, the input shape is (3, 8, 1), for side fingers, either side is combined
together to form one picture with input shape (6, 8, 1) and upperlink is reshaped as (3, 6, 1).
The prediction is performed using all the sensors and by only using the palm and fingertips
as the original dataset to compare the effects of extra sensors. The comparison of the F1
score can be seen in the table 4.10. Unfortunately, as it can be observed from the table
that having extra sensor readings in the prediction model did not help with better accuracy
based on the current model architecture. Perhaps it requires different processing, correction
in simulation system setup, a different model architecture, or is simply not functional, which
can be explored and experimented with further.
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Chapter 5: Conclusion and Future Work

In this research work, we explored the novel concept of multi-object grasping. We built
novel architectures based on autoencoder and transformer to handle tactile sensors, hand
pose joint angles, and torque readings to predict the number of objects in the multi-object
grasping. Since this work is unexplored and very new, not many related works can be found,
and it is still ongoing research.
We explored various deep learning techniques to improve the prediction by testing those
techniques on the simulation dataset with spherical and cubic objects. And using trained
models to perform transfer learning on the real system dataset. Unfortunately, the real
system dataset could not utilize the knowledge learned from the simulation system, and
self-training the real system got us the best result.
Autoencoders showed us the best result on the real system dataset or a smaller dataset.
In contrast, the blend of vision transformer and convolutional layers performed best with
the simulation dataset or with a larger dataset. Furthermore, we observed that since the
autoencoder can learn even from a smaller dataset, the self-training on the real system
dataset outperformed transfer learning. However, since transformers require a larger dataset
for effective classification, transfer learning showed better results than self-training on the
real system dataset.
The main challenges are the skewed distribution of the classes, the large dimension,
and noise in the dataset. For handling imbalanced datasets, synthetic data generation and
augmentation of tactile sensor readings were found to be helpful. Moreover, we found that
combining the timesteps provided a better result since the more the number of objects in the
grasp, the lesser the samples collected in the dataset. In addition, the autoencoder assisted in
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dimensionality reduction and noise removal. However, the prediction model did not benefit
from noise removal.
The results we obtained are suitable for predicting 0, 1, and 2 objects in the grasp but
not reliable for predicting more than two objects. It is because of the smaller number of
samples in our dataset, as it is often a rare case when a robot picks the ball in a larger
quantity resulting in a skewed dataset. Moreover, sometimes having multiple balls in the
grasp does not show significantly different tactile sensor readings. For example, the ping
pong balls in the middle of the grasp are either slightly in contact with tactile sensors or not
at all, as shown in figure 5.1.
There are still several things that can be explored to improve the prediction:
• Having larger samples for more than two objects can help the model more in generalization.
• New deep learning techniques can be explored to utilize tactile sensor readings more
effectively to improve the prediction.
• The gap between simulation and real system data can be reduced to benefit transfer
learning.
• Multi-object grasping can be done using different robots like the anthropomorphic
Schunk SVH for a better picture of grasping from tactile sensors.
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Figure 5.1: Picture of 5 ping pong balls in the grasp. Reprinted from ”Multi-Object
Grasping – Estimating the Number of Objects in a Robotic Grasp” by Tianze Chen et al.,
2021, IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS). ©
IEEE. Reprinted with permission.
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