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Abstract
Generative Adversarial Networks (GANs) are becoming popular machine learning
choices for training generators. At the same time there is a concerted effort in the
machine learning community to expand the range of tasks in which learning can be
applied as well as to utilize methods from other disciplines to accelerate learning. With
this in mind, in the current work we suggest ways to enforce given constraints in the
output of a GAN generator both for interpolation and extrapolation (prediction). For
the case of dynamical systems, given a time series, we wish to train GAN generators
that can be used to predict trajectories starting from a given initial condition. In
this setting, the constraints can be in algebraic and/or differential form. Even though
we are predominantly interested in the case of extrapolation, we will see that the
tasks of interpolation and extrapolation are related. However, they need to be treated
differently.
For the case of interpolation, the incorporation of constraints is built into the train-
ing of the GAN. The incorporation of the constraints respects the primary game-
theoretic setup of a GAN so it can be combined with existing algorithms. However, it
can exacerbate the problem of instability during training that is well-known for GANs.
We suggest adding small noise to the constraints as a simple remedy that has performed
well in our numerical experiments.
The case of extrapolation (prediction) is more involved. During training, the GAN
generator learns to interpolate a noisy version of the data and we enforce the con-
straints. This approach has connections with model reduction that we can utilize to
improve the efficiency and accuracy of the training. Depending on the form of the con-
straints, we may enforce them also during prediction through a projection step. We
provide examples of linear and nonlinear systems of differential equations to illustrate
the various constructions.
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1 Introduction
Advances in deep learning have transformed the modern outlook of artificial intelligence and
machine learning. Deep neural networks (DNNs) have demonstrated the ability to learn,
generalize, and achieve state-of-the-art performance across a range of applications, in-
cluding image and video classification, autonomous driving, robotic grasping, multi-player
games, video captioning, natural language processing, translation and speech recognition
(see e.g. the review [17] and references therein).
Deep learning so far has relied on its general advantageous properties which do not
necessarily take into account specific laws obeyed by the data. However, there is a law
in scientific computing (expressed in different ways e.g. in statistics it is called the Rao-
Blackwell theorem [19]) which says the following: any property of the system under inves-
tigation (symmetry, conservation laws etc.) that is known should be built in the algorithm
because it can result in significant gains in efficiency. In this spirit, instilling physical laws
(constraints) to the deep learning algorithm or to the architecture can help. In the current
work, we examine how training algorithms can incorporate constraints, thereby increasing
the computational efficiency and fidelity of DNN models.
In particular, we assume that we are provided with time series data from a dynamical
system whose equations we know. We want to use these time series data to train a DNN
to represent the flow map of the dynamical system. This means that we want to train a
DNN which can take as input the state of the system at a given time and output the state
of the system after a certain time interval (timestep). We interpret the known equations
of the dynamical system for which we have time series data as constraints that we want
to enforce during training of the flow map DNN representation. Our aim is not to upend
the achievements of scientific computing but investigate the nexus of scientific computing
and machine learning and how to take advantage of the two-way interaction between them
(see also the recent DOE report on Scientific Machine Learning [3]).
To be more specific, in the current work we want to examine how enforcing directly
a constraint in the context of a Generative Adversarial Network (GAN) can improve its
efficiency and/or accuracy. We have chosen GANs as a framework to enforce constraints
because of their promising performance in training generators and because they do not
require supervision. We examine how to enforce constraints both for interpolation and
extrapolation (prediction). The two cases need to be treated differently.
For the case of interpolation,we have chosen to enforce the constraint by enhancing the
input vector of the GAN discriminator to include the constraint residual i.e., how well a
sample satisfies the constraint (see Section 2.2). The rationale behind this GAN variant
is twofold: i) to introduce the constraint in a way that respects the game-theoretic setup
of GANs and thus can be combined with existing algorithms; and ii) to introduce the
functional relation of the constraint in the GAN value function so that it can be back-
propagated to the generator. However, the incorporation of constraints can exacerbate the
problem of instability during training that is well-known for GANs [2]. We suggest adding
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small noise to the constraints as a simple remedy that has performed well in our numerical
experiments (see Section 2.4). Furthermore, we noticed that the GAN training algorithm
can converge to its game-theoretic optimum before the actual interpolation error is brought
to within an acceptable range. This signifies that there are narrow and deep crevices in
the error landscape and we need an adaptive learning rate to reach them (see also the
discussion in [15]). Based on this observation we have devised a learning rate scheme that
can home in on these crevices (see Section 2.5).
For the case of extrapolation, the enforcing of the constraints is more involved and an
alternative approach is needed. To see why this is the case, let us suppose that we are
given a trajectory (a time series) of a system and that the constraint we want to enforce
are algebraic equations that the system variables satisfy at every point of the trajectory.
For example, the system variables at each point of the trajectory may lie on a manifold.
What we would like to learn is the map of the system i.e., how each point of the trajectory
is mapped to the next one. Then, starting from an initial condition, we can apply this map
iteratively to obtain a trajectory of the system. If we enforce the constraint during training,
then the network learns how to interpolate a single trajectory. However, a single trajectory
is extremely unlikely (has measure zero) in the phase space of the system. Thus, the trained
network extrapolates accurately as long as the extrapolated state remains on the training
trajectory. But when we extrapolate, every step involves an inevitable approximation error.
If left unchecked, this approximation error causes the extrapolation to deviate into a region
of phase space that the network has never trained on. Soon after, all the predictive ability
of the network is lost.
We suggest an alternative approach to training for extrapolation. In particular, we
train the GAN generator to perform interpolation with modified data. We center a cloud of
points at each data point that is provided on the trajectory. Then, during training, at each
step we force the GAN generator to map a point in this cloud to the correct (noiseless)
point on the trajectory at the next step. In other words, the GAN generator learns to
interpolate from this cloud of noisy data back to the given (noiseless) trajectory. This
construction is akin to introducing a restoring force in the dynamics of the system whose
map the network has to learn. This restoring force is there to compensate for the inevitable
approximation error committed at every step of the extrapolation process. In certain cases
it can be interpreted as a memory term that appears in model reduction formalisms [7].
In addition to the introduction of a restoring force through the use of modified training
data, one can choose to also enforce the given constraints during training. Depending on
the form of the constraints and the form of the generator output, the restoring force can
appear explicitly in the constraints (the various possibilities are clarified in the numerical
examples in Section 3).
After training, we use the GAN generator to perform extrapolation (prediction). De-
pending on the form of the constraints e.g. manifold constraints, we may enforce them
also during prediction through a projection step. The projection step acts as a correction
step which forces the GAN output to conform to the constraints. We emphasize that this
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projection step is not possible for every system but may also not be necessary. We provide
numerical examples to illustrate the various possible constructions.
In recent years, there has been considerable interest in the development of methods that
utilize data and physical constraints in order to train predictors for dynamical systems
and differential equations e.g. see [4, 22, 6, 13, 23, 9, 25, 20] and references therein.
Our approach is different, it introduces the novel concept of training on purpose with
modified (noisy) data in order to incorporate a restoring force in the dynamics learned by
the generator. We have also provided the connection between the incorporation of such
restoring forces and the concept of memory in model reduction.
The paper is organized as follows. Section 2 contains the basic GAN framework (Section
2.1) as well as the proposed way to enforce constraints both in the case of interpolation
(Section 2.2) and extrapolation (Section 2.3). Section 2.4 describes how we decide on the
magnitude of the noise to be added to the constraints for the true data in order to tame the
well-known GAN instability. Section 2.5 describes a learning rate schedule that we have
devised to aid the convergence of a GAN. Section 3 contains numerical results. Section 4
contains a brief discussion of the constructions and the results as well as several suggestions
for future work.
2 Constraints and GANs
Suppose that we are given a dynamical system described by an M-dimensional set of
differential equations
dx
dt
= f(x), (1)
where x ∈ RM . The system (1) needs to be supplemented with an initial condition x(0) =
x0. Furthermore, suppose that we are provided with time series data from the system (1).
This means a sequence of points from a trajectory of the system {xdatai }Ni=1 recorded at time
intervals of length ∆t. We would like to use this time series data to train a neural network to
represent the flow map of the system i.e. a map H∆t with the property H∆tx(t) = x(t+∆t)
for all t and x(t).
We want to find ways to enforce during training the constraints implied by the system
(1). In addition to (1), one could have extra constraints. For example, if the system (1)
is Hamiltonian, we have extra algebraic constraints since the system must evolve on an
energy surface determined by its initial condition. The framework we present below allows
the enforcing of both differential and algebraic constraints.
While it is desirable to enforce known constraints about the data for different DNN
architectures, here we will focus on enforcing constraints for GANs, which constitute a
recently introduced and popular method for unsupervised learning [10]. The main reason
for the popularity of GANs is their game-theoretic reformulation of the problem of training
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a generator to produce data from a given distribution (called the true data distribution).
The adversaries of this game are the generator and an associated discriminator. The
objective of the generator is to trick the discriminator into deciding that the generator-
created samples actually come from the true data distribution. In order to achieve this,
the discriminator needs to be trained with two types of samples: i) samples from the true
distribution and ii) samples created by the generator. The generator and the discriminator
are trained in tandem. The best possible performance of the generator is to convince
the discriminator half of the time that the samples it is generating come from the true
distribution. In such a case, the discriminator’s ability to discriminate between true and
generator-created samples is equivalent to deciding based on the toss of a fair coin.
In Section 2.1 we present the basic GAN framework. In Section 2.2 we discuss how
we can enforce constraints in GAN for interpolation. This involves augmenting the input
of the discriminator for each sample by the constraint residual i.e. how well the sample
satisfies the constraint. This applies to both the GAN generated samples as well as those
coming from the true data distribution. In Section 2.3 we discuss how we can enforce
constraints in GAN for extrapolation. Section 2.4 discusses our proposal to add noise to
the constraint residual for the true data distribution samples in order to promote stability.
Finally, Section 2.5 discusses a custom-made learning rate schedule for training GANs.
2.1 The basic GAN framework
Generative Adversarial Networks comprise of two networks, a generator and a discrimina-
tor. The target is to train the generator’s output distribution pg(x) to be close to that of
the true data pdata. We define a prior input pz(z) on the generator input variables z and a
mapping G(z; θg) to the data space where G is a differentiable function represented by a
multilayer perceptron with parameters θg. We also define, a second multilayer perceptron
(the discriminator) D(x; θd) which outputs the probability that x came from the true data
distribution pdata rather than pg. We train D to maximize the probability of assigning the
correct label to both training examples and samples from the generator G. Simultaneously,
we train the G to minimize log(1−D(G(z))). We can express the adversarial nature of the
relation between D and G as the two-player minimax game with value function V (D,G):
min
G
max
D
V (D,G) = Ex∼pdata(x)[logD(x)] + Ez∼pz(z)[log(1−D(G(z)))]. (2)
There are certain properties satisfied by the game-theoretic setup of training in GANs [10].
For a given generator G, the optimal discriminator D∗G(x) is given by
D∗G(x) =
pdata(x)
pdata(x) + pg(x)
We can use D∗G(x) to define an objective function for the training of the generator G. In
particular, we can define C(G) = maxD V (D,G) = V (D
∗
G, G). Then, one can show that
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the global minimum of C(G) is obtained if and only if pg = pdata. Also, since for this
minimum we have D∗G(x) =
1
2 , the value of the minimum is − log 4. Correspondingly, for
the generator, the minimum of log(1−D(G(z))) is − log 2.
These theoretical properties allow us to monitor the progress of the training in its
game-theoretic sense. However, there are two important issues that make the behavior of
GANs in practice delicate. First, the generator is usually weaker than the discriminator,
so that the convergence to the game-theoretical optimum is not guaranteed [2]. Second,
even if there is convergence to the game-theoretical optimum there is no guarantee that
this optimum corresponds to a well-trained generator [2]. These issues have resulted in
an increasing literature of variants of the original GAN formulation as well as suggestions
and guidelines about the training procedure. In the current work, we have implemented
the simple GAN framework as presented in [10], with the modification suggested there to
replace the minimization of log(1−D(G(z))) by the minimization of − log(D(G(z))).
Another issue that one has to address is the choice of the learning rate during training
e.g. when Stochastic Gradient Descent is used. A naive choice of the learning rate can lead
to instability of the GAN training. Looking at the definition of the objective functions to be
optimized, instability manifests as unbounded growth of − log(D(G(z))) and convergence
of log(1−D(G(z))) to 0. While our main focus in the current work is the enforcement of
constraints we have also devised a scheme to choose the learning rate in order to avoid such
instabilities (see Section 2.5). The scheme we have devised is based on general observations
about the learning pattern of DNNs and has performed satisfactorily in the numerical
experiments. Still, the decisive factor in the acceleration of training of a GAN to enforce
a constraint is whether this constraint is incorporated in the GAN setup as we will see in
the next section.
2.2 Enforcing constraints for interpolation with GANs
We are interested in training the generator G to represent the flow map of the dynamical
system. That means that if z is the state of the system at a time instant t, we would like
to train the generator G to produce as output G(z), an accurate estimate of the state of
the system at time t+ ∆t. In addition, we want to enforce constraints in the output of the
generator G in a way that respects the game-theoretic setup of GANs. We can do so by
augmenting the input of the discriminator by the constraint residuals i.e. how well does
a sample satisfy the constraints. Of course, such an augmentation of the discriminator
input should be applied both to the generator-created samples as well as the samples from
the true distribution. This means that we consider a two-player min-max game with the
modified value function V constraints(D,G) :
min
G
max
D
V constraints(D,G)
= Ex∼pdata(x)[logD(x, D(x))] + Ez∼pz(z)[log(1−D(G(z), G(z)))], (3)
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where D(x) is the constraint residual for the true sample and G(z) is the constraint
residual for the generator-created sample. Note that in our setup, the generator input
distribution pz(z) will be from the noise cloud around the training trajectory. On the
other hand, the true data distribution pdata is the distribution of values of the (noiseless)
training trajectory.
The constraint residuals D(x) and G(z) for the true and generator-created samples, re-
spectively, measure how well the samples, true and GAN generated, satisfy the constraints.
The constraints can be at the different levels of description of the dynamical system e.g.
(1) or at an algebraic level e.g. after numerical discretization (please see (4) in Section
3.1.1, (10) in Section 3.1.2, (17)-(18) in Section 3.2.1 and (25)-(27) in Section 3.2.2 for
concrete examples).
The samples from the true distribution satisfy these constraints identically and thus
D(x) can be set to zero. However, as we have already mentioned in the introduction and
also discuss in detail in Section 2.4 below, this can hinder the training process by giving
the, already favored by the GAN setup, discriminator an even larger advantage over the
generator. The situation can be remedied by turning D(x) into a random variable with
zero mean and small variance i.e. by adding noise to the constraint residuals for the true
samples. In order not to digress from our discussion about enforcing constraints we have
postponed the discussion about the choice of the variance of the noise until Section 2.4.
On the other hand, the GAN generator needs to train in order to produce samples
that satisfy the constraints. Thus, G(z) is an expression which measures how well a GAN
generated sample satisfies the constraint. The advantage of our formulation is that G(z)
contains the functional form of the constraint as a function of the GAN generator param-
eters i.e. the weights and biases of the neural network that represents the generator. In
this way, when using back-propagation, in the GAN generator update step, we differenti-
ate through the functional form of the constraint. In this way, the actual functional form
of the constraint becomes part of the GAN generator training. We should note that the
implementation of our formulation is straightforward with contemporary machine learning
tools like TensorFlow [1].
2.3 Enforcing constraints for extrapolation with GANs
The training of a GAN to perform extrapolation is different from that for interpolation.
Extrapolation requires the iterative application of the GAN generator (in a feedback loop)
starting from an initial condition so as to produce a trajectory of a system. To train the
GAN generator we assume that we have data from the system in the form of a time series.
These data are used by the GAN generator to learn the map of the system i.e., how to
produce the next point on a trajectory of the system given one point.
There is a fundamental difference between interpolation and extrapolation. In interpo-
lation, we have a collection of values of the unknown function at different points and we
wish to produce values of the function for points in between the ones given. Even though
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there is inevitable error for the interpolation between two points, this error concerns only
the interval between these two points. On the other hand, in the case of extrapolation, the
error committed in one step propagates to the next step where a new error is committed
and so on. This compounding of errors can quickly lead the extrapolation astray.
When we enforce the constraints during the training of the GAN generator to be used
for extrapolation we are restricting the area of phase space that is available to the generator
to train on. When we are provided with a trajectory of the system and we enforce during
training the fact that the data came from this specific trajectory, we are restricting the
generator to train only on this trajectory. But a trajectory has measure zero in the space of
all possible trajectories. As a result, during extrapolation, the inevitable errors committed
during each step will send the generator output to parts of the phase space that the gen-
erator has never been exposed to before. This situation suggests that a different approach
is required for the training of a generator in order to become an accurate extrapolator.
2.3.1 Training with noisy data to promote the extrapolation accuracy
In this section we propose the idea of adding noise to the training data in order to produce
a GAN generator with improved extrapolation accuracy. The use of noisy data can be
combined with the enforcing of constraints. Moreover, the enforcing of constraints can be
done i) only during training or ii) both during training and prediction. This is a problem-
dependent decision and in Section 3 we provide numerical examples for both choices.
Enforcing constraints only during training
We have said that the extrapolation task depends on the accuracy with which the GAN
generator learns the map of the system. But learning the map of the system is learning
an interpolation task which has some built-in error. This means that the trained GAN
generator at each extrapolation step will commit an error. Thus, if we hope to train an
accurate extrapolator we should find a way to compensate for this error. We would like to
train the GAN generator to “correct” its trajectory after every step so that it counters the
effect of the error.
Here we propose to train the generator on a “noisy” version of the given trajectory.
We center a cloud of points at each data point that is provided on the trajectory. Then,
during training, at each step we force the generator to map a point in this cloud to the
correct (noiseless) point on the trajectory at the next step. The purpose of this is for
the generator to learn how to restore the trajectory of the system after it is perturbed.
The proposed approach introduces two new parameters that need to be determined in the
numerical experiments: i) the range in which the cloud of points takes values and ii) how
many points will the cloud consist of. In the current paper we provide only empirical
criteria to tune these parameters. Since we have limited computational capability we wish
to achieve a balance between the range of the noise cloud and the number of points that
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we will sample from the cloud. If we use a small range, then a few points will suffice.
However, in this case we don’t explore enough the nearby points of the given trajectory.
On the other hand, if we use a rather large range we may not have enough points to sample
it adequately and this can degrade the accuracy of the trained network. Similar trade-offs
can be found in recent work on bounds on the generalization capability of neural networks
(see e.g. [26, 5, 16]).
The system dynamics learned by the GAN generator, in lapidary form “GAN generator
dynamics = approximate original dynamics + restoring force”, hint at connections between
our approach and model reduction [7]. In particular, the restoring force is analogous to
the concept of memory in the context of model reduction. Whether we need to decompose
explicitly the dynamics learned by the GAN generator into a sum of approximate original
dynamics and a restoring force or the restoring force can be incorporated implicitly in the
GAN generator dynamics depends on the type of constraint that we want to enforce and
the level at which we examine the dynamical system e.g. state space vs phase space (the
various cases are clarified through the numerical examples in Section 3).
For the example of the two coupled linear oscillators (see Section 3.2.1), we examine the
system at the level of the phase space. We enforce the restoring force in the GAN generator
dynamics implicitly. For the Lorenz system (see Section 3.2.2), we examine the system at
the level of the state space. We have explicitly enforced during training the constraint
that the pair of input and output of the GAN generator satisfies an Euler scheme modified
by the addition of a simple linear memory term. We have found that even this simple
linear memory can improve significantly the extrapolation accuracy of the GAN generator.
More elaborate memory terms and a more thorough investigation of the this connection
will appear in a future publication.
Enforcing constraints during training and prediction
We can enforce constraints both during training and prediction (see Section 3.2.1). Of
course, whether this is feasible and advisable is case dependent. We note that there is a
significant difference in enforcing a constraint during training and enforcing a constraint
through a projection step during extrapolation. To enforce a constraint during training, we
need to augment the input vector of the GAN discriminator with the constraint residual
as explained in Section 2.2. To enforce a constraint through a projection step during
extrapolation one has to find a solution that satisfies the constraint. For nonlinear systems
this task can be turned into an optimization problem which, in general, can be costly.
However, some of the optimization cost can be avoided if we initialize the optimizer with
the output of the GAN generator (before the projection).
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2.4 Adding noise to the constraint residual to promote stability
We have seen that whether we train a GAN for interpolation or extrapolation purposes,
a constraint can be incorporated directly. However, there is a delicate matter that needs
to be addressed in order to harvest the advantages of introducing directly the constraint
in the GAN framework. As we have mentioned before, the practice of training GANs
has shown that the discriminator can train faster and more effectively than the generator.
This is to be expected especially if one takes into account that the job of the discriminator
amounts to coarse-graining while that of the generator to refinement [21, 18]. When we
augment the training of the discriminator with the introduction of the constraint residual
 we can accelerate the discriminator’s training to a point where it becomes too strict.
What this means is that although the generator’s training is also accelerated, it cannot
catch up with the discriminator. As a result, even though the generator can produce fine
samples that satisfy the constraint to a high accuracy, they are almost all rejected by the
discriminator. This causes the GAN training to become unstable. Such a situation of the
generator producing good samples yet the GAN training suffering from instability has been
documented for GANs in a different context [2].
To avoid the instability we can regulate the discriminator’s ability to distinguish be-
tween generator-created and true data by adding noise to the constraint residual for the
true data only. The idea behind adding noise is that the discriminator will become more
tolerant by allowing generator-created samples for which the constraint residual is not
exactly 0 but essentially within a narrow interval around it.
The magnitude of the noise can be based on different considerations depending on the
type of constraints that we want to enforce. For the numerical example in Section 3.2.1,
the magnitude of the noise was chosen based on general Monte-Carlo considerations [19]
and prior experience with stochastic optimization algorithms [24]. In particular, if we are
using M samples in our training set, then we can add to the constraint residual for each
sample a random push ∼ N (0, c2/M) where c is a user-chosen parameter i.e. a sample
from a Gaussian with mean 0 and standard deviation c/
√
M. For the numerical example
in Section 3.2.2, the magnitude of the noise was based on the numerical accuracy of the
scheme (the Euler scheme) that was used to produce the ground truth.
2.5 Selection scheme for the learning rate
The practice of training GANs with Stochastic Gradient Descent (SGD) has shown that one
has to choose carefully the learning rate to avoid slow convergence and possible instabilities
(we have explained before the meaning of instability in the GAN context). As will be also
apparent from the numerical examples, in order to gauge the progress of training we should
use quantities that are different from the convergence to the game-theoretic optimum.
Based on general observations about the learning pattern of deep neural networks, we have
devised a scheme for selecting the learning rate during training.
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In the numerical experiments we monitor the progress of the GAN’s ability to learn a
constraint. In particular, we monitor the evolution (as the SGD iterations proceed) of the
relative error over a mini-batch of size m
REm =
1
m
m∑
j=1
|G(zj)− f(zj)|
|f(zj)| ,
where G(zj) is the output of the GAN generator for the input zj and f(zj) the true value
for the same input. We should note here that, even though we monitor the relative error
to decide the learning rate, our algorithm remains unsupervised since this information is
not back-propagated through the network in order to update the weights.
Our main observation about the behavior of the training process is that the neural
network training proceeds in a succession of sharp drops in the value of REm followed
by “quiet” periods where the optimizer explores the weight space without losing accuracy
i.e., exhibiting small oscillations in the value of REm. Based on that we have decided to
check for the need to adjust the learning rate every Ncheck iterations. In other words, we
let the training proceed by dividing it in parcels, each containing Ncheck iterations. In
the numerical experiments we chose Ncheck = 2000. We collect the values of REm for the
Ncheck iterations and then we decide whether it is time to adjust the learning rate. In order
to decide we have encoded our observations about the general pattern of training into 3
checks. If any of the 3 checks is true, then we reduce the learning rate by a factor α. The
3 checks are:
• Compute the minimum of the relative error over the Ncheck iterations and check
whether it lies in the (rlower, rupper) range of iterations,
• Check whether the value of the relative error at the Ncheckth iteration is larger than
the value at the first iteration,
• Check whether the reduction of value of the relative error between the first and
Ncheckth iterations is smaller than rdrop of the value of the relative error of the first
iteration.
The parameters appearing in the 3 checks were set to the values rlower = 20%, rupper = 80%
and rdrop = 25% for the numerical experiments. Also, the learning rate reduction factor
was taken to be α = 2. We note here that these values are not optimized. They are based
on general observations about how the neural network training proceeds.
Finally, we need to provide some criterion to decide when to terminate the training of
the GAN. We implemented two termination criteria, one to address convergence and the
other the lack of convergence. Since the algorithm is stochastic we postulated that the
algorithm has converged if REm ≤ TOL for at least half of the Ncheck iterations within an
iteration parcel. To address the lack of convergence we set a minimum allowed value of
the learning rate. For the numerical experiments this minimum was taken to be 10−12.
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3 Numerical results
We present numerical results for different cases in order to exhibit the significant increase
in efficiency and/or accuracy that can be achieved in training a GAN when we enforce
directly a constraint. We have to clarify that for the experiments where we do not enforce
the constraints, we still augment the discriminator input vector by the generator input in
addition to the generator’s output. On the other hand, when we do enforce the constraints,
we further augment the discrimination input vector by the constraint residuals in addition
to the pair of generator input and output vectors. Thus, what we refer to as the case of not
enforcing constraints is different from the vanilla use of GANs where the only information
used from the generator as input for the discriminator is the generator’s output. Of course,
similar adjustments are afforded to the samples from the true data (recall the discussion
in Section 2.2).
We want to emphasize here that all the results presented correspond to the typical
behavior observed over a large number of experiments. Obviously, since the training al-
gorithm is random there is bound to be variance in the performance of each approach.
Respecting this inevitability we did not handpick the results of a certain approach to make
a point but presented results that exhibit the overall trends found in the experiments.
3.1 Enforcing constraints for interpolation
For the case of interpolation we present two examples: i) a one-dimensional example with
an explicit constraint (Section 3.1.1) and ii) a two-dimensional example with an implicit
constraint (Section 3.1.2).
3.1.1 One-dimensional example with explicit constraint
Suppose that we are given z ∼ U [0, 1] and we want to train the generator of a GAN to
produce samples that satisfy x = 1− (2z − 1)2.
Both the generator and discriminator are modeled as convolutional neural networks
with an input, an output and 5 hidden layers each of width 10. All the hidden layers have
as activation functions Exponential Linear Units (ELUs) [8]. The only layer that is different
is the last layer of the discriminator whose output is a sigmoid function because D(x) and
D(G(z)) are probabilities. For the numerical experiments we have used M = 104 samples
(M/3 used for training, M/3 for validation and M/3 for testing) and mini-batch SGD was
used with a mini-batch size of m = 103. The relative error criterion for the learning rate
choosing scheme is set to TOL = 3/
√
M/3 = 3/
√
104/3 ≈ 0.052. The reason we chose
the tolerance to be equal to 3 × 1√
M/3
is because we assume that the error is Gaussianly
distributed with zero mean and standard deviation 1√
M/3
. So, we allow the threshold to
be equal to 3 standard deviations which is the range within which 99.8% of a Gaussian
random variable’s mass lies.
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The constraint residual for the GAN generator output is given by
G(z) = G(z)− (1− (2z − 1)2). (4)
The constraint residual for the true samples was taken to be D(x) ∼ N (0, 0.012/M)
which corresponds to a Gaussian random variable with mean 0 and standard deviation
0.01/
√
M = 0.01/100. As we have already mentioned in Section 2.4 this choice was guided
from previous experience with stochastic optimization algorithms and general MC consid-
erations. In general, we do not want to add a noise that is too large because that would
defeat the purpose of enforcing the constraint.
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Figure 1: (a) Comparison of the evolution of the absolute value of the generator and
discriminator game-theoretic error with and without enforcing a constraint (linear-linear
plot) ; (b) Comparison of the evolution of the relative error REm of the function learned
with and without enforcing a constraint (linear-log plot).
Following the discussion in Section 2.1 we include results from different diagnostics to
ensure that the generator does indeed produce samples x that satisfy the prescribed con-
straint. Fig. 1(a) shows results for the evolution of the absolute value of the game-theoretic
error towards the optimum value. In particular, the absolute value of the discriminator er-
ror should converge to ln 4 ≈ 1.3863 while the absolute value of the generator error should
converge to ln 2 ≈ 0.6931. Whether or not we enforce the constraint the absolute values
of the errors for the discriminator and the generator converge to about 1.3861 and 0.6934
respectively. We can translate these values to the relative errors of the learned probabilities
D(x) and D(G(z)) from their theoretical values. We find that the relative error for the
discriminator error is about 0.0001% while for the generator is 0.01%. As expected from
the construction and theoretical properties, the discriminator trains more efficiently than
the generator. Both come very close to the game-theoretic optimum. From Fig. 1(a) we
see that this convergence is achieved early on. However, this is not enough to guarantee
that the target function x = 1− (2z − 1)2 is actually learned.
To measure how well the target function is learned we monitor in Fig. 1(b) the relative
error of the actual function that is learned by the generator. This relative error over the
13
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Figure 2: Comparison of the target function x = 1−(2z−1)2 (blue line) and actual function
learned (red line). (a) 104 samples without enforcing the constraint; (b) 104 samples with
the constraint enforced.
mini-batch of size m is computed as
REm =
1
m
m∑
j=1
|G(zj)− (1− (2zj − 1)2)|
|1− (2zj − 1)2| ,
where G(zj) is the output of the GAN generator for the input zj . From Fig. 1(b), we see
that if we enforce the constraint in the GAN setup we achieve convergence to within the
relative error criterion TOL after 8000 iterations. On the other hand, if we do not enforce
the constraint we need about 60000 iterations to achieve convergence. From Fig. 2 we see
that the actual function learned is very close to the target function whether we enforce the
constraint or not. However, enforcing the constraint leads to a significant increase in the
efficiency of the training.
3.1.2 Two-dimensional example with implicit constraint
For this example we consider the prescribed evolution of a system with two components
which satisfy an algebraic constraint at every instant. This example is a caricature of
evolution of a system on a surface e.g. a Hamiltonian system which evolves on the energy
surface defined by the constant value of the Hamiltonian. This is a more involved example
than the previous for two reasons: i) there are now two functions to be learned instead of
one and ii) the constraint does not dictate directly the form of the two functions but only
implicitly.
14
Discriminator error (constraint enforced)
Discriminator error (constraint not enforced)
Generator error (constraint enforced)
Generator error (constraint not enforced)
G
a
m
e
-t
h
e
o
re
ti
c
 e
rr
o
r 
c
o
n
v
e
rg
e
n
c
e
0.6
0.8
1.0
1.2
1.4
1.6
1.8
Iterations
0 10,000 20,000 30,000 40,000 50,000 60,000 70,000
(a)
Constraint enforced (10
4
 samples)
Constraint not enforced (10
4
 samples)
R
e
la
ti
v
e
 e
rr
o
r 
in
 l
o
g
a
ri
th
m
ic
 s
c
a
le
0.1
1
10
Iterations
0 10,000 20,000 30,000 40,000 50,000 60,000 70,000
(b)
Figure 3: Enforcing a constraint in higher dimensions. (a) Comparison of the evolution
of the absolute value of the generator and discriminator game-theoretic error with and
without enforcing a constraint (linear-linear plot) ; (b) Comparison of the evolution of
the relative error REm of the function learned with and without enforcing a constraint
(linear-log plot).
Suppose that we are given the functions
x1(z) = R− sin(z) (5)
x2(z) = R− cos(z) (6)
where R is a prescribed constant and z takes values in a prescribed interval. One can
consider the evolution in (5)-(6) as the solution of the simple system of ordinary differential
equations
d
dz
(x1 −R) = x2 −R (7)
d
dz
(x2 −R) = −(x1 −R). (8)
It is easy to see that
(x1(z)−R)2 + (x2(z)−R)2 = 1 for all z, (9)
which means that the point (x1(z), x2(z)) stays on the unit circle centered at (R,R). We
want to train a GAN to produce samples G(z) = (G1(z), G2(z)) that reproduce (to within
a certain tolerance) the x1(z) and x2(z) evolutions given in (5)-(6) and thus satisfy the
constraint (9) (again to within a tolerance).
For the numerical experiments we have used M = 104 samples (M/3 used for training,
M/3 for validation and M/3 for testing) and mini-batch SGD was used with a mini-batch
size of m = 103. The relative error criterion for the learning rate choosing scheme is set to
TOL = 3/
√
M/3 = 3/
√
104/3 ≈ 0.052.
The constraint residual for the GAN generator output is given by
G(z) = (G1(z)−R)2 + (G2(z)−R)2 − 1. (10)
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The constraint residual for the true samples was taken to be D(x) ∼ N (0, 0.012/M)
which corresponds to a Gaussian random variable with mean 0 and standard deviation
0.01/
√
M = 0.01/100.
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Figure 4: Comparison of target function x1 = R − sin(z) (blue line) and actual function
learned (red line). (a) 104 samples without enforcing the constraint; (b) 104 samples with
the constraint enforced.
The relative error used to control the learning rate can be written for this case as
REm =
1
m
m∑
j=1
[ |G1(zj)− (R− sin(zj))|
|R− sin(zj)| +
|G2(zj)− (R− cos(zj))|
|R− cos(zj)|
]
,
where (G1(zj), G2(zj)) is the output of the GAN generator for the input zj . The parame-
ters for the numerical experiments are R = 1.1 and z ∈ [0, 10]. We note that for the GAN
training we allow z ∼ U [0, 10]. Also, we have chosen different deep networks for the gen-
erator and discriminator. The generator deep net has 10 hidden layers of width 10 while
the discriminator deep net has only 5 hidden layers of width 10. The reason we chose the
generator deep net to be larger than that of the discriminator is because this is a more
involved case and the discriminator can learn much faster than the generator. As a result,
the GAN training often becomes unstable if the discriminator becomes too strict.
From Fig. 3(a) we see that the game-theoretic optimum is reached early on whether
we enforce the constraint or not. However, as we can see in Fig. 3(b) there is a significant
difference in the evolution of the relative error. If we enforce the constraint, the GAN’s rel-
ative error during training converges to within the desired tolerance after 40000 iterations.
On the other hand, if we do not enforce the constraint the relative error does not converge
before the minimum learning rate allowed is reached and the algorithm is terminated. In
particular, close to the termination time the relative error hovers around the 6% mark but
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Figure 5: Comparison of target function x2 = R − cos(z) (blue line) and actual function
learned (red line). (a) 104 samples without enforcing the constraint; (b) 104 samples with
the constraint enforced.
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Figure 6: Comparison of relative error in learning the constraint (x1(z) − R)2 + (x2(z) −
R)2 = 1.
cannot be reduced further. Recall that according to the termination criterion for conver-
gence discussed at the end of Section 2.5, to establish convergence within TOL we need
to have REm ≤ TOL for at least half of the Ncheck = 2000 iterations within an iteration
parcel.
Figs. 4 and 5 contain comparisons of the target function and the actual function learned
for x1(z) and x2(z). As expected, enforcing the constraint improves the accuracy of the
actual function learned. It also results in a dramatic difference in the generator output’s
relative error of satisfying the constraint given by
REconstraintm (z) =
|(G1(z)−R)2 + (G2(z)−R)2 −
[
(x1(z)−R)2 + (x2(z)−R)2
]|
|(x1(z)−R)2 + (x2(z)−R)2|
= |(G1(z)−R)2 + (G2(z)−R)2 − 1|
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since (x1(z) − R)2 + (x2(z) − R)2 = 1. As we can see in Fig. 6, if we do not enforce the
constraint, the relative error in the generator output satisfying the constraint is in the
range 2% − 25%. On the other hand, if we do enforce the constraint the relative error
REconstraintm (z) is no more than 2% for all points. Recall that the relative error TOL
that we have used during training is 0.052 i.e. 5.2%. So, enforcing the constraint during
training brings, in this example, the relative error in constraint satisfaction to within the
same tolerance as that used for training the GAN. This result strengthens our argument
that if a constraint is known it should be enforced during training.
3.2 Enforcing constraints for extrapolation
We turn to the problem of enforcing constraints for extrapolation. In Section 3.2.1 we
present results for the linear system given by (7)-(8). In Section 3.2.2 we present results
for the Lorenz system which is nonlinear. For the linear system we examine two cases: i)
enforcing constraints only during training and ii) enforcing constraints during training and
during prediction. We do that because the solutions of the system (7)-(8) are known to
evolve on a circle and thus enforcing this (algebraic) constraint also during prediction is
straightforward. For the Lorenz system, we only enforce constraints during training.
3.2.1 Linear system
For this example, the task is to train a GAN generator to produce, through iterative
application, a trajectory of the system (7)-(8) for z ∈ [0, 10] starting from the initial
condition x1(0) = R and x2(0) = R − 1. Because we want to apply the GAN generator
iteratively, we need to learn the map of the system i.e., the transformation that takes the
state of the system from one instant to the next. For this example, we train the GAN
generator to take as input both the state of the system and the rate of change of the state
at one instant (the velocity) and output the state of the system and rate of change of the
state at the next instant.
We want to train the GAN generator to produce (through iterative application) the
time series
xextrapos (z) = x1(z) = R− sin(z) (11)
xextrarate (z) =
d
dz
x1(z) = − cos(z) (12)
yextrapos (z) = x2(z) = R− cos(z) (13)
yextrarate (z) =
d
dz
x2(z) = sin(z) (14)
We have used the notation xextrapos (z), x
extra
rate (z), y
extra
pos (z), y
extra
rate (z) to distinguish the results
in this section which involve extrapolation from the results in the previous section where
we only performed interpolation.
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Figures 7 and 8 contain the extrapolation result of the GAN generator for the quantity
xextrapos (z) = x1(z) under different scenarios. All the cases used M = 10
4 samples (with
M/3 for training, M/3 for validation and M/3 for testing). Also, the constant R = 1.6.
Recall that in the previous section, the input of the generator was the random variable
z ∼ U [0, 10].
In the previous section, the input was the instant z. In this section, the input of the
generator is either the vector
(x1(z),
d
dz
x1(z), x2(z),
d
dz
x2(z)) = (R− sin(z),− cos(z), R− cos(z), sin(z))
for the noiseless case or
(x1(z),
d
dz
x1(z), x2(z),
d
dz
x2(z)) = (R
′ − V ′ sin(z),−V ′ cos(z), R′ − V ′ cos(z), V ′ sin(z))
for the noisy case (see next paragraph for explanation of R′ and V ′). For all scenarios, the
output vector is
(x1(z + ∆z),
d
dz
x1(z + ∆z), x2(z + ∆z),
d
dz
x2(z + ∆z))
= (R− sin(z + ∆z),− cos(z + ∆z), R− cos(z + ∆z), sin(z + ∆z)).
To further avoid confusion with the notation for the interpolation problem of the previous
section, we define the vector
x(z) = (x1(z),
d
dz
x1(z), x2(z),
d
dz
x2(z))
and also the vector
G(x(z)) = (G1(x(z)), G2(x(z)), G3(x(z)), G4(x(z)))
which is the output of the generator G for input vector x(z).
Notice that while we allow in some cases the input to be noisy, the output is always
the point on the exact trajectory. As we have explained in Section 2.3, the use as input
of a cloud of points distributed around the exact trajectory and the use of the exact point
on the trajectory as the output is a way to incorporate a restoring force in the dynamics
learned by the GAN generator.
The random variables R′ ∼ U [R−Rrange, R+Rrange] and V ′ ∼ U [1−Vrange, 1+Vrange]
determine the cloud of noisy data around each input point for the noisy case. For the
numerical experiments presented in Fig. 8 we have used Rrange/R = 3×10−2 and Vrange =
3 × 10−2. The choice for Rrange and Vrange was approximately 1/
√
m = 1/
√
103 where m
is the mini-batch size used in the GAN training.
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We need to comment on the values of the range of the cloud of points as well as the
number of points used in the cloud. Ideally, we would like to extract some (scaling) laws
which connect the range of the cloud points, say Rrange or Vrange, with the stepsize ∆z.
This can allow the calibration of the generator GAN in a certain regime and the use of it
in other regimes where calibration could be expensive e.g. if we want to use many more
samples. The determination of the extent of Rrange or Vrange is related to the amplitude
of the restoring force that the cloud of points is introducing in the dynamics described by
the generator. As mentioned already in Section 2.3, the concept of a restoring force has
connections with model reduction [7]. This subject is currently under investigation and
results will be reported in a future publication.
A related question is how many points Ncloud one should use to obtain an adequate
resolution ofRrange and Vrange.We have chosen for the experimentsNcloud = 50. This choice
means that there are 104/50 = 200 different values of z ∼ U [0, 10] and the stepsize ∆z =
10/200 = 5 × 10−2. For the adaptive learning rate schedule we used TOL = 1/√104/3 ≈
0.0173. We have chosen different deep networks for the generator and discriminator. The
generator deep net has 15 hidden layers of width 20 while the discriminator deep net has
only 5 hidden layers of width 20.
The relative error used to control the learning rate can be written for this case as
REm =
1
m
m∑
j=1
1
4
[ |G1(x(zj))− (R− sin(zj + ∆z))|
|R− sin(zj + ∆z)| +
|G2(x(zj))− cos(zj + ∆z)|
| cos(zj + ∆z)|
+
|G3(x(zj))− (R− cos(zj + ∆z))|
|R− cos(zj + ∆z)| +
|G4(x(zj))− sin(zj + ∆z)|
| sin(zj + ∆z)|
]
,
where G(x(zj)) = (G1(x(zj)), G2(x(zj)), G3(x(zj)), G4(x(zj))) is the output of the GAN
generator at zj + ∆z for the input vector x(zj) at time zj . We have chosen this notation
for the generator output to cover both cases of noiseless and noisy data.
The variables satisfy the constraints
(x1(z)−R)2 + (x2(z)−R)2 = 1 (15)
and
(
d
dz
x1(z))
2 + (
d
dz
x2(z))
2 = 1 (16)
for all z.
This means that during training, for each time z, the constraint residuals for the GAN
generator output are
G1(z) = (G1(x(z))−R)2 + (G3(x(z))−R)2 − 1 (17)
and
G2(z) = (G2(x(z)))
2 + (G4(x(z)))
2 − 1. (18)
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The constraint residual for the true samples D(x) ∼ N (0, 0.012/M) which corresponds to
a Gaussian random variable with mean 0 and standard deviation 0.01/
√
M = 0.01/100.
We need to specify also the projection on the space of constraints during prediction.
The form of the constraints (15) and (16) makes the projection step straightforward. In
particular, let (xextrapos (z), x
extra
rate (z), y
extra
pos (z), y
extra
rate (z)) be the GAN generator output during
prediction. Then, the constraints mean that the pairs (xextrapos (z) − R, yextrapos (z) − R) and
(xextrarate (z), y
extra
rate (z)) lie on the unit radius circle for all z. To satisfy these requirements we
just need to divide (xextrapos (z)−R, yextrapos (z)−R) by ((xextrapos (z)−R)2 + (yextrapos (z)−R)2)1/2
and divide (xextrarate (z), y
extra
rate (z)) by (x
extra
rate (z)
2 + yextrarate (z)
2)1/2 (see also [11] for more on
integrating ordinary differential equations on manifolds).
Fig. 7 shows the extrapolation result when the training of the GAN generator is
performed with noiseless data with the constraints enforced during training and without a
projection step (Fig. 7(a)) or with a projection step (Fig. 7(b)) added during extrapolation.
From these figures we see that if the data used for training are noiseless, even employing a
projection step during prediction is not enough to produce accurate extrapolation results.
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Figure 7: Comparison of target function x1(z) = R−sin(z) (blue dots) and GAN prediction
xextrapos (z) (red crosses). (a) 10
4 samples of noiseless data with the constraints enforced
during training and no projection step; (b) 104 samples of noiseless data with the constraints
enforced during training and a projection step (see text for details).
In Fig. 8, we present extrapolation results when the training of the GAN generator is
performed with noisy data. In Fig. 8(a), the constraints are enforced during training but
not during extrapolation i.e., no projection step. Compared with Fig. 7(a) for the noiseless
data case, we see that the incorporation of noise in the data improves significantly the
extrapolation accuracy of the GAN generator. In Fig. 8(b), the constraints are enforced
both during training and during extrapolation. Compared with Fig. 7(b) for the noiseless
data case, we see that the incorporation of noise in the data also improves the extrapolation
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Figure 8: Comparison of target function x1(z) = R−sin(z) (blue dots) and GAN prediction
xextrapos (z) (red crosses). (a) 10
4 samples of noisy data with enforced constraints during
training and with no projection step; (b) 104 samples of noisy data with enforced constraints
during training and with a projection step (see text for details).
accuracy of the GAN generator.
As evidenced by Figs. 8(a) and 8(b), for this particular example, the improvement
due to the projection step is not very significant. This is because the result without a
projection step (Fig. 8(a)) is already almost in phase with the ground truth. This result is
encouraging since the incorporation of a projection step for a general system will in general
lead to an optimization problem which can be costly to solve even when initialized from a
good starting point.
As we have already commented at the end of Section 2.3, the enforcing of constraints
during training is different from the enforcing during extrapolation. During training, the
enforcing of constraints involves tuning the parameters of the GAN generator to produce
samples that satisfy the constraints. This is achieved through computing constraint resid-
uals for the samples produced from the GAN generator as well as the true samples and
augmenting the input vector of the discriminator by these residuals (with some added noise
to suppress the GAN instability). During extrapolation, the enforcing of constraints is im-
plemented as a projection step and requires to find a solution that satisfies the constraints.
This will lead in general to an optimization problem which however has a good starting
point, the output of the GAN generator before the projection step is applied.
In Fig. 9 we plot the relative error in the satisfaction of the constraint (x1(z)−R)2 +
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Figure 9: Relative error in the satisfaction of the constraint (x1(z)−R)2 +(x2(z)−R)2 = 1
during prediction. (a) 104 samples of noisy data with enforced constraints during training
and with no projection step; (b) 104 samples of noisy data with enforced constraints during
training and with a projection step (see text for details).
(x2(z)−R)2 = 1 during prediction. It is given by
REconstraintm (z) =
|(G1(x(z))−R)2 + (G3(x(z))−R)2 −
[
(x1(z)−R)2 + (x2(z)−R)2
]|
|(x1(z)−R)2 + (x2(z)−R)2|
= |(G1(x(z))−R)2 + (G3(x(z))−R)2 − 1|
since (x1(z) − R)2 + (x2(z) − R)2 = 1. As we can see, for the case of prediction with
a projection step, the constraint is satisfied down to numerical accuracy. This is to be
expected since the projection step is straightforward to apply exactly on the generator
output. However, even for the case of prediction without the projection step, the relative
error in constraint satisfaction never exceeds about 3%.
3.2.2 Nonlinear system
For the last example we have chosen a system for which we do not have a manifold constraint
to satisfy at every step. Thus, we will not use a projection step for the trained GAN
generator. Yet, the use of noisy data and the enforcing of constraints during training will
allows us to obtain accurate extrapolation results. Unlike the previous examples, here the
input and output of the GAN generator is only the state of the system. In addition, we
do not possess an analytical solution but only one produced by a numerical method (the
Euler scheme in our case). As will be seen, this permits the explicit appearance of the
restoring force in the constraints to be enforced (see Eqs. (22)-(23)). The strength of the
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restoring force is part of the training process and can be adjusted to improve both the
GAN generator training and its performance as an extrapolator (predictor).
We have chosen the Lorenz system
dx1
dz
= σ(x2 − x1) (19)
dx2
dz
= ρx1 − x2 − x1x3 (20)
dx3
dz
= x1x2 − βx3 (21)
where σ, ρ and β are positive. We have chosen for the numerical experiments the commonly
used values σ = 10, ρ = 28 and β = 8/3. For these values of the parameters the Lorenz
system is chaotic and possesses an attractor for almost all initial points. We have chosen
the initial condition x1(0) = 0, x2(0) = 1 and x3(0) = 0.
Unlike the case of the two coupled linear oscillators in Section 3.2.1, we do not have
an analytical expression for the solution of the Lorenz system. We have used as training
data the trajectory that starts from the specified initial condition and is computed by the
Euler scheme with stepsize δz = 10−4. In particular, we have used data from a trajectory
for z ∈ [0, 3]. After we trained the GAN generator we used it to predict the solution for
z ∈ [0, 9]. This is a severe test of the GAN generator’s predictive abilities for three reasons.
First, due to the chaotic nature of the Lorenz system there is no guarantee that the GAN
generator can correct its errors so that it can follow closely the ground truth trajectory.
Second, by extending the interval of prediction beyond the one used for training we want to
check whether the GAN generator has actually learned the map of the Lorenz system and
not just overfitting the training data. Third, we have chosen an initial condition that is far
away from the attractor but our integration interval is long enough so that the system does
reach the attractor and then evolves on it. In other words, we want the GAN generator to
learn both the evolution of the transient and the evolution on the attractor.
We performed experiments with different values for the various parameters that enter
in our constructions. We present here indicative results for the case of M = 2×104 samples
(M/3 for training, M/3 for validation and M/3 for testing). This gives for the tolerance
TOL = 1/
√
204/3 ≈ 0.0122. The noisy input data for the generator at a point z were
given by x′i(z) = xi(z)(1 − Rrange + 2Rrange × ξ) for i = 1, 2, 3, where ξ ∼ U [0, 1] and
Rrange = 2 × 10−2 and x1(z), x2(z) and x3(z) is a point on the ground truth trajectory.
As in the previous cases, the output of the generator was again noiseless i.e. x′i(z+ ∆z) =
xi(z + ∆z) for i = 1, 2, 3, where ∆z is the stepsize of the GAN generator. We have chosen
Ncloud = 100 for the cloud of points around each input. Thus, the stepsize ∆z = 1.5×10−2.
This is because there are 20000/100 = 200 instants in the interval [0, 3] at a distance
∆z = 3/200 = 1.5× 10−2 apart. Now that we have explained ∆z we can also explain the
value of Rrange. Recall that the ground truth was computed with the Euler scheme which
is a first-order scheme. For the interval ∆z = 1.5 × 10−2 we expect the error committed
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to be of similar magnitude and thus we should accommodate this error by considering a
cloud of points within this range. We found that taking Rrange slightly larger and equal to
2× 10−2 helps the accuracy of the training of the generator.
Since our solution was produced by the Euler scheme we cannot enforce the exact
Lorenz system equations as constraints. We have to devise different constraints that are
motivated by the Euler scheme. We say motivated because they cannot be the discretized
Euler equations either. The reason is that we have used noisy input data for the GAN
generator. Those input data are mapped to the output which we have taken to be the
exact, i.e. noiseless point on the Euler trajectory. So, the GAN generator learns modified
dynamics. In our case, it is learning a modified Euler scheme where the modification takes
the form of a restoring force (from the cloud back to exact trajectory). In the current work,
we have opted for the simplest possible modified dynamics. We want the GAN generator
to learn to output
G1(x(z)) = x1(z) + ∆z[σ(x2(z)− x1(z))− α1x1(z)] (22)
G2(x(z)) = x2(z) + ∆z[ρx1(z)− x2(z)− x1(z)x3(z)− α2x2(z)] (23)
G3(x(z)) = x3(z) + ∆z[x1(z)x2(z)− βx3(z)− α3x3(z)] (24)
where α1, α2 and α3 are parameters to be optimized during training. For our numerical
experiments their magnitudes were O(10−2).
The constraints (22)-(24) mean that during training, for each time instant z, the con-
straint residuals for the GAN generator output are
G1(z) = G1(x(z))−
{
x1(z) + ∆z[σ(x2(z)− x1(z))− α1x1(z)]
}
(25)
G2(z) = G2(x(z))−
{
x2(z) + ∆z[ρx1(z)− x2(z)− x1(z)x3(z)− α2x2(z)]
}
(26)
G3(z) = G3(x(z))−
{
x3(z) + ∆z[x1(z)x2(z)− βx3(z)− α3x3(z)]
}
(27)
The constraint residual for the true samples was taken to be D(x) ∼ N (0, (2δz)2) which
corresponds to a Gaussian random variable with mean 0 and standard deviation 2δz =
2 × 10−4. The reason for this choice of the noise magnitude is that the ground truth is
produced through the Euler method with stepsize δz = 10−4. Since the Euler method
has order 1, we assigned a magnitude of the noise for the constraint residual which is
comparable to the error of the numerical method.
Eqs. (22)-(24) are the constraints we enforce during training and we want to make
several observations about them. First, we note that we do not have for the Lorenz system
a manifold constraint for the solution that we can enforce also during prediction like we
had in the case of the coupled oscillators. So, we enforce constraints only during training.
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Second, the modifications can be thought of as memory terms that are inserted to account
for the unresolved activity in timescales that are smaller than ∆z, the GAN generator’s
prediction stepsize. In other words, these modification terms signify that the constraints
we end up enforcing amount to learning a reduced model where the reduction takes place in
the temporal direction. Third, by allowing the constants to be determined during training,
we are in essence training a reduced model of the Lorenz dynamics which is suitable at
timescale ∆z. Four, we have not restricted the sign of the constants to be positive as
we would have for true restoring forces. We have found in some numerical experiments
that small and negative values can also result in accurate training of the GAN generator.
The most probable reason is that the reduced model represented by Eqs. (22)-(24) is not
complete. More elaborate terms are needed to account for all the memory effects. Thus, the
assignment of small but negative values signifies that the reduced model is doing its best
to accommodate the true reduced dynamics within the bounds of the available functional
form. Drawing on our prior experience with model reduction we will investigate the use of
more complex reduced models in future work.
The relative error
REm =
1
m
m∑
j=1
1
3
[ |G1(x(zj))− x1(zj + ∆z)|
|x1(zj + ∆z)| +
|G2(x(zj))− x2(zj + ∆z)|
|x2(zj + ∆z)|
+
|G3(x(zj))− x3(zj + ∆z)|
|x3(zj + ∆z)|
]
,
where (G1(x(zj)), G2(x(zj)), G3(x(zj))) is the output of the GAN generator at zj + ∆z for
the input vector x(zj) at time zj . Also, (x1(zj + ∆z), x2(zj + ∆z), x3(zj + ∆z)) is the point
on the ground truth trajectory computed by the Euler scheme with δz = 10−4. For the
mini-batch size we have chosen m = 2000. We have chosen different deep networks for the
generator and the discriminator. The generator deep net has 9 hidden layers of width 20
while the discriminator deep net has only 2 hidden layers of width 20. The numbers of
hidden layers both for the generator and the discriminator were chosen as the smallest that
allowed the GAN training to reach its game-theoretic optimum without at the same time
requiring large scale computations. Also, we note that because the solution of the Lorenz
system acquires values outside of the region of the activation function we have removed
the activation function from the last layer of the generator.
Fig. 10 contains prediction results for the evolution of x1(z) as predicted by the Euler
scheme with δz = 10−4 which is our ground truth, the GAN generator with ∆z = 1.5×10−2
and the Euler scheme with ∆z = 1.5× 10−2. We have included results both for the case of
enforcing and not enforcing the constraints (22)-(24) during training. For the case of not
enforcing constraints depicted in Fig. 10(a) we see that the GAN generator is unable to
follow the ground truth trajectory after about 60 steps (corresponding roughly to a unit
of time). On the other hand, enforcing the constraints improves significantly the accuracy
of the GAN generator (see Fig. 10(b)). While not perfect, the prediction of the GAN
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Figure 10: Comparison of ground truth x1(z) computed with the Euler scheme with stepsize
δz = 10−4(blue dots), the GAN prediction with stepsize ∆z = 1.5× 10−2 (red crosses) and
the Euler scheme prediction with stepsize ∆z = 1.5 × 10−2 (green triangles). (a) 2 × 104
samples of noisy data without enforced constraints during training; (b) 2× 104 samples of
noisy data with enforced constraints during training (see text for details).
generator that enforces the constraints (22)-(24) appears to be able to follow the ground
truth trajectory both during its transition to the attractor and during its evolution on the
attractor. As expected, the same behavior is observed for the prediction of the other two
state variables x2(z), x3(z) of the Lorenz system (figures not shown).
As can also be seen in Fig. 10(b), the prediction of the GAN generator with enforced
constraints improves on the prediction of the Euler scheme with the same stepsize ∆z =
1.5×10−2. In other words, what the GAN generator with the constraints (22)-(24) enforced
achieves, is a temporal model reduction of the original Euler scheme. This means that the
GAN generator’s prediction can follow closely a prediction that was obtained with the
Euler scheme but with a smaller stepsize, in our case δz = 10−4 which is 150 times smaller
than ∆z. Of course, the point that training the GAN generator is much more costly than
running the Euler scheme for this example is not lost on us. However, what the current
simulations show is the affinity between the training of reliable neural network temporal
integrators and the concept of model reduction. This is a promising research direction that
we will investigate further.
For comparison purposes to the results of training with noisy data, we show in Fig. 11
the prediction results of the GAN generator when it is trained with noiseless data with
and without constraints. For the case of noiseless data, the enforced constraints used did
not include an error-correction term. This is perfectly understandable since the lack of
noise in the training data means that we do not have to modify the dynamics. Thus, the
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Figure 11: Comparison of ground truth x1(z) computed with the Euler scheme with stepsize
δz = 10−4(blue dots) and the GAN prediction with stepsize ∆z = 1.5× 10−2 (red crosses).
(a) 2×104 samples of noiseless data without enforced constraints during training; (b) 2×104
samples of noiseless data with enforced constraints during training (see text for details).
constraint residuals were
G1(z) = G1(x(z))−
{
x1(z) + ∆z[σ(x2(z)− x1(z))]
}
(28)
G2(z) = G2(x(z))−
{
x2(z) + ∆z[ρx1(z)− x2(z)− x1(z)x3(z)]
}
(29)
G3(z) = G3(x(z))−
{
x3(z) + ∆z[x1(z)x2(z)− βx3(z)]
}
(30)
For the sake of completeness, we did perform a set of experiments with noiseless training
data (results not shown) and an error-correcting force and there was no improvement. Also,
note that we have used the same number of training samples i.e. we kept Ncloud = 100 but
set Rrange = 0. We see that the use of noiseless data for training leads to degradation of
the prediction accuracy. This is an encouraging result for our construction given that the
production of noisy data is not expensive.
Finally, in Fig. 12 we present results of a variant of our main construction. Here we
choose to use as input for the discriminator only the constraint residuals for each training
sample, omitting any other information about the sample. This means that e.g. for the
case of the state variable x1(z) we feed the discriminator as input only the expression
G1(z)−x1(z)−∆z[−σ(x2(z)−x1(z))−α1x1(z)] and not the vector (x1(z), G1(z), G1(z)−
x1(z)−∆z[−σ(x2(z)−x1(z))−α1x1(z)]). We have kept unchanged all the other parameters
of the numerical experiment. We see from Fig. 11 that the use of the constraint residual
alone for each sample contains enough information for the generator to learn a reasonable
28
x 1
−20
−15
−10
−5
0
5
10
15
20
25
z
0 1 2 3 4 5 6 7 8 9
Figure 12: Comparison of ground truth x1(z) computed with the Euler scheme with stepsize
δz = 10−4(blue dots), the GAN prediction with stepsize ∆z = 1.5× 10−2 (red crosses) and
the Euler scheme prediction with stepsize ∆z = 1.5 × 10−2 (green triangles). During
training the discriminator uses as input only the constraint residuals of a sample (see text
for details).
approximation of the Lorenz system dynamics. Such a variant of the discriminator input
content warrants further investigation since it lowers the dimensionality of the discriminator
input and can potentially lead to more efficient training.
4 Discussion and future work
We have presented results of an approach to enforcing constraints for samples generated
by a GAN. The purpose of the current work was twofold: i) suggest a way to enforce
a constraint that is relatively simple to implement within a given GAN algorithm and ii)
exhibit the superior efficiency and/or accuracy afforded by directly enforcing the constraint
compared to a GAN algorithm that does not enforce the constraint. We have applied the
approach both for the problem of interpolation and extrapolation.
For the problem of interpolation we have shown that the enhancement of the discrimi-
nator input vector by the constraint residual (how well the sample created by the generator
satisfies the constraint) can improve significantly the efficiency and/or accuracy of a GAN’s
training. However, in order to reap this benefit one must be careful and respect the fact
that the discriminator can learn faster than the generator. Thus, to avoid instabilities dur-
ing the GAN training, one has to add a small amount of noise to the constraint residual for
the true data. This allows the generator’s training to utilize the extra information about
the constraint while keeping the discriminator’s training advantage in check.
For the problem of extrapolation (prediction) of the state of a system, we have shown
that a different treatment is needed from the one used for interpolation. In particular,
because extrapolation requires the iterative application of the map of the system, using
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the training data, say from a trajectory, as they are is not enough. We have suggested
adding noise to the training data that is used as input to the GAN generator while keeping
the output data noiseless. This is akin to adding a restoring force to the system whose
evolution we want to compute through extrapolation. The role of the restoring force is to
correct the inevitable errors committed by applying iteratively GAN generator. In certain
cases, the restoring force can appear explicitly in the enforced constraints. In addition,
depending on the problem and the form of the constraints, we can also decide to add a
projection step during prediction in order to enforce any given constraints. Such a step
is useful for problems where the state of the system is known to be constrained e.g. by a
manifold constraint. In this way, our setup resembles a predictor-corrector method, where
the GAN generator provides the prediction and the projection step the correction (see [12]
for more on predictor-corrector methods).
In addition, we have offered a learning rate schedule that bypasses the possible pitfall of
the game-theoretic setup where the GAN training has converged but the function learned
by the generator is still far away from the target function. To avoid this situation, our
learning rate schedule monitors the relative error in learning the target function and/or
the constraint. However, our algorithm remains unsupervised since this information is used
to decide only the magnitude of the learning rate and is not back-propagated through the
network in order to update the weights.
We have investigated in the current work how to augment the discriminator input
vector in order to enforce constraints in the GAN context. In one of the variants we used
only the constraint residual as an input for the discriminator. We would like to investigate
more this and other possible variants that we have not attempted here. In addition, we
would like to study the effect of different distributions for the generator inputs on the
efficiency/accuracy of the training. Also, all the numerical results presented here involve
relatively small networks and were obtained by running the algorithms on a laptop. This
is because our aim in the current work was to provide proof of concept about the enforcing
of constraints in GANs. We plan to utilize more powerful computational units like GPUs
and TPUs when applying the approach to more complex systems.
An interesting research direction to explore is to treat a steady partial differential equa-
tion (PDE) with random coefficients (e.g. due to uncertain conductivity or permeability
fields) as a constraint. If we have access to solutions from different realizations of the coef-
ficients (for a given set of boundary conditions), we can train a GAN generator to produce
sample solutions of the PDE.
Another interesting direction is to study the enforcing of constraints for GANs where
the generator is trained to produce the evolution of more complex systems of differential
equations. This can be done e.g. by using for the GAN generator a convolutional neural
network as was done here or a Long Short Term Memory (LSTM) network [14]. It can have
applications in the construction of integrators for systems that are constrained to evolve
on manifolds e.g. the energy surface of a Hamiltonian system or incompressible fluid flows.
The idea is that the traditional temporal integrator used in these settings will be replaced
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by a GAN generator trained with noisy data while the enforcing of the constraints will
be incorporated in the training, with a projection step during prediction or both. Such
approaches explore how machine learning can aid scientific computing.
Another interesting direction of research which shows how scientific computing can aid
machine learning, is to explore the connection between adding noise to the training data
and the concept of model reduction. In particular, we want to have a way to decide how
large should the added noise be. Since adding noise to the data is analogous to adding a
restoring force to the dynamics learned by the generator, we want to have a way to decide
how strong should the restoring force be. In the context of model reduction, restoring
forces are associated with memory terms [7]. Thus, we can use this analogy to devise
techniques and algorithms through which to estimate the magnitude of the noise that
should be added to the data. In the current work, we have explored a simple reduced
model for the dynamics of the Lorenz system learned by the GAN generator. We can
construct a more elaborate memory term where the memory itself is represented by a
neural network. In this case, there are two neural nets corresponding to the generator that
need to be trained simultaneously, one that maps the input to the output and the second
that adjusts the memory term during training in order to implement the restoring force.
We have been investigating such reduced models and we will report our results in a future
publication. We would like to note that noisy data can also be used to train a generator
outside of a GAN’s unsupervised learning framework. For example, we can use a traditional
supervised learning setup where one can enforce constraints by adding penalty terms to an
objective function. A detailed comparison of the accuracy of the resulting generators for
unsupervised and supervised learning will appear elsewhere.
Such perspectives and constructions can help develop the nascent but fruitful interac-
tion between scientific computing and machine learning.
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