We examined the impact of temporal dependence between patterns of error in classified time-series imagery through a simulation modeling approach. This research extended the land-cover-change simulation model we previously developed to investigate: (1) the assumption of temporal independence between patterns of error in classified time-series imagery; and (2) the interaction of patterns of change and patterns of error in a postclassification change analysis. In this research, the thematic complexity of the classified land-cover maps was increased by increasing the number of simulated land-cover classes. Simulating maps with increased categorical resolution permitted the incorporation of: (1) higher-order, more complex spatial and temporal interactions between land-cover classes; and (2) patterns of error that better reproduce the complex error interactions that often occur in time-series classified imagery. The overall modeling framework was divided into two primary components: (1) generation of a map representing true change; and (2) generation of a suite of change maps that had been perturbed by specific patterns of error. All component maps in the model were produced using simulated annealing, which enabled us to create a series of map realizations with user-defined spatial and temporal patterns. Comparing the true map of change to the error-perturbed maps of change using accuracy assessment statistics showed that increasing the temporal dependence between classification errors did not improve the accuracy of resulting maps of change when the categorical scale of the land-cover classified maps was increased. The increased structural complexity within the time series of maps effectively inhibited the impact of temporal dependence. However, results demonstrated that there are interactions between patterns of error and patterns of change in a post-classification change analysis. These interactions played a major role in determining the accuracy associated with the maps of change.
. However, the reliability of these models directly depends on the accuracy of observed LC changes. Several important research programs operating in the field of LUCC have identified understanding and quantifying the uncertainty associated with observed changes in LC as a key priority for LUCC (Nunes and Augé 1999 , NRC 2001 , Ojima et al. 2005 . Our research contributes to this goal by examining the impact of varying spatial and temporal patterns of error on a postclassification change analysis.
Post-classification change analysis is the process by which two or more classified LC maps, representing distinct moments in time, are overlaid to determine whether a change in the assigned LC class has occurred on a pixel-by-pixel basis. The primary determinant of the accuracy of the resulting map of LC change (LCC) is the accuracy associated with each individual LC classification. However, quantifying error in the resulting map of change requires more than simply understanding the magnitude and pattern of error present in each individual LC map. It is also necessary to understand how these patterns of error interact over time.
Many studies typically assume temporal independence between errors associated with each map in the time series when assessing the accuracy of a map of change, that is the pattern of error in an LC map at one period is not correlated to the pattern of error for the same area at a later time period (Carmel et al. 2001 , Sohl et al. 2004 . However, recent research has demonstrated that classification errors can interact over time (Carmel 2004 , Liu and Zhou 2004 , van Oort 2005 . Furthermore, research has shown that temporal dependence in error within a time series of classified maps leads to an increase in the accuracy associated with the resulting map of change (van Oort 2005 , Burnicki et al. 2007 . Temporal dependence concentrates error occurrences in similar regions within the time series. As a result, larger proportions of the mapped area are free from error, thereby increasing the accuracy of the map of change and its ability to correctly detect LC transitions.
This research builds upon an LCC simulation model developed by Burnicki et al. (2007) . The objective of the initial modeling effort was to quantify the interaction of classification errors within a time series of LC maps to improve our understanding of the propagation of error in analyses of LCC. Specifically, the initial model directly assessed the assumption of temporal independence between patterns of error in classified time-series imagery. The LCC simulation model created multiple versions of a time series of classified maps by investigating three primary components of a change-detection analysis: (1) patterns of change that result in an LC map for the latter time period (time-2); (2) patterns of error associated with each classified LC map in the time-series (time-1 and time-2); and (3) level of temporal dependence between the patterns of error in the time series. Burnicki et al. (2007) showed that (1) increasing the strength of the temporal correlation between patterns of error improved the overall accuracy of the resulting map of change and (2) the spatial pattern of change specified in each simulation (e.g., change occurring randomly across the mapped surface versus change centered at LC class boundaries) played a key role in determining the relative impact increasing temporal dependence had on the accuracy of the final map of change.
A limitation of Burnicki's et al. (2007) model is that the simulated LC maps consisted of only two LC categories, mirroring a forest/non-forest classification. Because many LUCC analyses involve more than two categories, a natural next step in understanding the propagation of error in analyses of LCC was to extend our model to LC maps comprising more than two LC categories. This extension allowed us to determine whether modeling results observed in the two LC class case (i.e., increase in overall change map accuracy resulting from an increase in temporal dependence) would also be observed when the complexity of the simulated maps in the time series was increased.
Extending the modeling approach
The incorporation of complexity into models of environmental and ecological systems is needed if models are to reflect the complexity observed in natural systems (Wu and David 2002b , Aplin 2006 , Cadenasso et al. 2006 , Gó mez-Hernández 2006 , Wagener and Kollat 2007 . The adoption of complexity in environmental/ecological models can take several forms, such as incorporating diverse components, nonlinear interactions, organizational connectivity, and spatial and temporal heterogeneity David 2002a, Cadenasso et al. 2006) . Complexity was incorporated in our modeling effort by increasing the structural complexity of the analysis. Structural complexity refers to the diversity of system elements and the level of sophistication in their spatial relationships (Wu and David 2002a) . In this research, both the spatial extent and the spatial resolution of the simulated time series maps were held constant from the original simulation model. Therefore, structural complexity was incorporated by modifying the categorical resolution of the simulated maps (Ju et al. 2005) : the number of LC categories was increased from two to three LC classes. Instead of mirroring a forest/non-forest classification, simulated maps were based on a classification that identified the LC classes as Developed, Forest, and Other, where Other represented agriculture, grassland, wetland, and water. Simulating LC maps with three categories permitted the incorporation of more complex spatial and temporal interactions between the individual LC classes and the errors associated with these classes. It also enabled a better reproduction of the complex error interactions existing in real-world time-series maps.
Methods
The original experiment (Burnicki et al. 2007 ) was designed to address two main research questions: (1) How do specific patterns of error, particularly patterns with increasing temporal dependence, affect the ability of a map of change to correctly detect LC transitions; and (2) Does the specified pattern of change interact with the pattern of error to mediate the impact of increasing temporal dependence on the accuracy of the map of change? Our current research examined these questions under conditions of increased landscape complexity.
Both questions provide important insights for quantifying the level of uncertainty associated with a map of change and developing an error-propagation model for postclassification change analysis. The answer to the first research question affects how change maps are assessed for accuracy and how error-propagation models are constructed. If a significant increase in overall change map accuracy is observed when a temporal dependence between classification errors exists, simply multiplying the overall accuracies associated with each map in the time series (i.e., assuming temporal independence) will underestimate the accuracy of the map of change. Furthermore, more complex errorpropagation models that incorporate a temporal dependence will be necessary. The answer to the second research question will shed light on whether certain patterns of change are better predicted in the presence of various patterns of error.
Experimental design
The modeling framework used in this research exactly follows the original design developed for the two LC class case. Readers should refer to Burnicki et al. (2007) for a detailed description of the LCC simulation model. However, a brief summary is presented below to orient readers.
The goal of the LCC simulation model was to create two versions of a time series of classified maps: one conveying a specific pattern of change in the absence of error and another conveying the same pattern of change in the presence of a specific pattern of error ( Figure 1 ). By creating an error-free and error-perturbed time series of classified maps, we were able to examine how various patterns of error affected the accuracy of a map of change, particularly patterns with increasing temporal dependence within the time series. Spatial simulation was used to create the primary components of the LCC simulation model, which included the LC map for the initial time period (time-1), the pattern of change that resulted in the LC map for the subsequent time period (time-2), and the patterns of error that resulted in the error-perturbed versions of the time-1 and time-2 LC maps.
Simulation, as opposed to real-world maps, was utilized in this research because it allowed us to explicitly define the spatiotemporal pattern of error for the classified maps. Burnicki et al. (2007) demonstrated that simulation was useful in modeling error propagation due to the ability to define the structure of the classified maps and their associated patterns of error, thereby enabling the direct assessment of increasing temporal dependence. The application of simulation in error-propagation research, including research examining error propagation in LCC, is well documented (e.g., Goodchild et al. 1992 , Heuvelink and Burrough 1993 , Arbia et al. 1998 , Carmel et al. 2001 . Simulating patterns of error provides comprehensive error information for the classified maps, which is needed to construct a spatiotemporal error-propagation model. Comprehensive error information is often lacking in empirical studies, which present only an overall accuracy measure or error matrix calculated from a small sample of the mapped surface and seldom report information regarding a temporal dependence between classification errors (van Oort 2005) . Three patterns of error and change were investigated, replicating the patterns examined in the two-category case:
(1) Patterns of error (a) Error occurred randomly across the surface of the map for all three LC classes and exhibited a specified level of spatial autocorrelation, with error patterns at time-1 and time-2 independent. (b) Error occurred randomly across the surface of the map for all three LC classes and exhibited a specified level of spatial autocorrelation, with error patterns at time-1 and time-2 exhibiting a defined level of correlation. The error-free and error-perturbed time series of classified maps were produced by simulating classification-, change-, and error-probability surfaces (Figure 1 ). These surfaces represent the probability a pixel belongs to an individual LC class, experiences a specific LC transition, or experiences an error in classification, respectively. The creation of the LC map for the initial time period (time-1) and the LC maps perturbed by error required the simulation of three classification-or error-probability surfaces, one for each LC class. The creation of the LC map for the subsequent time period (time-2) required the simulation of four change-probability surfaces. Only four surfaces were simulated because changes out of the Developed class were prohibited, that is no transitions were allowed from Developed to Forest or Developed to Other. Any pixel assigned to the Developed class at time-1 remained in the Developed class at time-2.
Simulated annealing
All simulated probability surfaces were produced using simulated annealing (Kirkpatrick et al. 1983 , Deutsch and Journel 1992 , Goovaerts 1997 . Previous modeling demonstrated that simulated annealing: (1) provided the flexibility needed to specify the structure of the time-1 and time-2 classified maps, as well as the structure and magnitude of the associated classification errors; and (2) enabled the generation of multiple realizations of each set of time-series classified maps to thoroughly assess the research questions (Burnicki et al. 2007) .
Simulated annealing attempts to find multiple, near-optimal solutions to an optimization problem specified by an objective function (de Smith et al. 2007 ). It utilizes a random search method to gradually modify an initial solution through perturbations, such as changing the LC of a particular pixel. Perturbations that increase the value of the objective function are also accepted according to a cooling schedule, so that the initial solution space is fully explored before focusing in on a particular, promising region (Duh and Brown 2005) . In this research, a negative exponential cooling schedule was adopted to permit the acceptance of a large proportion of unfavorable solutions initially. The probability of acceptance then decreased slowly over time in order to converge to a single solution. The process iterates until the objective function is reasonably low or further perturbations to the system result in minimal changes to the objective function value (Goovaerts 1997) .
Several modifications to this general framework were necessary to incorporate the increased complexity of three LC classes. The first modification concerned the creation of the initial solution. Two constraints were imposed on the initial probability surfaces: (1) individual classification probabilities must range between 0 and 1; and (2) the sum of the classification probabilities across all three LC classes must sum to 1. To achieve both constraints, the initial maps were created by randomly drawing three probability values from a uniform distribution ranging from 0 to 1 at each pixel location. The resulting vector of probabilities were summed and the individual probability values were divided by this sum to ensure the vector of rescaled probabilities summed to 1 across all three initial random maps.
The second modification was an adjustment to the method of perturbation. To maintain the sum-to-one constraint and limit the CPU time required to simulate three classificationprobability surfaces, the perturbation method proceeded as follows: (1) a single pixel was selected at random; (2) a single probability value within the vector of probabilities was selected at random; (3) the probability value was perturbed by swapping the current value for a new probability value drawn randomly from a uniform distribution ranging from 0 to 1; and (4) the perturbed vector of probabilities was rescaled to sum to 1.
A series of objective functions were defined to produce the initial LC map, maps of change, and maps of error. Each objective function was comprised of a series of statistics (i.e., objective function components) that defined the spatial structure of the simulated maps and the relative proportions of each LC, LCC, or error class. A detailed description and definition of the objective function components, and the resulting objective functions, is presented in the Appendix.
Probability surfaces were produced by modifying the program code of the simulated annealing program SASim within the software package GSLib (Deutsch and Journel 1992) . The resulting probability surfaces, with lattice dimensions 175 · 175, were imported into the GIS package Idrisi (Eastman 1999) for all raster-based processing (map overlay and classification). All time-series maps were classified using a maximum likelihood classification rule, that is each pixel is assigned to the LC class with the highest probability of occurrence.
Simulating component maps
The goal in creating the simulated time-series maps was to produce a series of maps that reflected real-world patterns and proportions of LC and LCC. To achieve this, Landsat TM imagery (30-m resolution) was acquired for Washtenaw County, Michigan, located in the southeast portion of the state. Images were acquired for two time points, separated by a period of eight years, and classified into the categories Developed, Forest, and Other. A postclassification change analysis produced a map of change illustrating persistence in Developed, Forest, and Other and the following LC transitions: Forest to Developed, Forest to Other, Other to Developed, and Other to Forest.
These maps served as the basis for parameterizing the time-1 classification-and changeprobability surfaces and establishing target values for optimization. The parameters for the error-probability surfaces were not based on the Washtenaw County imagery given the lack of comprehensive error information. Instead, parameters were set to reasonable values, as described below, based on the parameter values assigned to the change-probability surfaces and the values used to parameterize the error-probability surfaces in the two LC class simulation model.
The two primary parameters determined using the Washtenaw County data were: (1) degree of spatial autocorrelation within and between each LC or LCC class, as defined by the range of fitted semivariogram and cross-semivariogram models; and (2) proportion of each LC and LCC class (see Appendix). To calculate these parameters, the county was divided into 80 rectangular cells following existing quarter township boundaries, delineated prior to settlement (Figures 2 and 3) . The average size of a quarter township was approximately 5250 · 5250 m, which divided by the 30-m pixel resolution, resulted in the 175 · 175 grid size of the simulated surfaces. Semivariogram and cross-semivariogram models were fitted to each LC or LCC class and between each LC or LCC class within each quarter township. The 80 resulting range values for each variogram model were summarized by constructing statistical distributions. The percentage of each LC or LCC class present within the quarter townships, and the correlation coefficient between each LC or LCC class, was also calculated and summarized with statistical distributions. The resulting parameters specified for each simulated surface are summarized below.
Initial map
Six semivariogram and cross-semivariogram models were fitted to determine the target level of spatial autocorrelation for the time-1 classification probability surfaces. The range values chosen for all six models corresponded to the median of each statistical distribution. The target LC class percentages for the time-1 classified map were specified as: Developed = 0.35, Forest = 0.2, and Other = 0.45. Although a majority of quarter townships were less than 10% developed (Figure 2 ), we simulated a quarter township with an intermediate percentage of developed land by reducing the percentage of the Other class. This was done to create a classified map that had similar LC class proportions as the quarter townships occurring within the suburban regions of Washtenaw County. Additionally, the degree of correlation between each LC class corresponded to the mean of the statistical distributions.
Maps of change
Two scenarios of LCC were simulated. The first scenario had LCC proportions that replicated mean percentages observed for each individual transition within Washtenaw County (Wash County). The highest average proportion of change was from Forest to Other and from Other to Forest (7.3 and 7.4% respectively), with very little change observed between the classes: Forest and Developed (mean = 1%). The second scenario reflected a suburban landscape that was experiencing residential growth at a slightly higher rate than average, agricultural abandonment (i.e., no change from Forest to Other), and saw forest growth at relatively high rates (Suburban). Each LCC scenario was further divided by simulating two levels of overall change, i.e., either a low or high rate of overall change. The low and high rates of change were the same for both scenarios and corresponded to 17 and 24%, respectively; percentages corresponded to the first and third quartiles of the statistical distribution.
The first pattern of change (Section 3.1) required change-probability surfaces representing linear trends. These surfaces were created for only the second scenario (Suburban). Transition probabilities for change from Forest to Developed and Other to Developed declined from east to west, while probabilities for change from Other to Forest declined from west to east. The change surfaces were created from initial probability surfaces scaled from 0 to 1. A program was scripted to find the correct multipliers for each transition to achieve both the correct total and the individual amounts of change. The second and third patterns of change were created using simulated annealing (Section 3.1). All range value distributions for the 10 semivariogram and crosssemivariogram models were skewed to the right. Mean range values were chosen to reflect a relatively high degree of spatial continuity within and between change classes. This decision ensured that the final change surfaces exhibited spatial autocorrelation over longer distances than the error surfaces (Section 3.3.3) and mirrored the decision made in the two LC class model (Burnicki et al. 2007 ). The correlations between LCC classes also corresponded to mean values.
To produce change probability surfaces that correlated higher probabilities of change to the LC class boundaries of the 'to' class at time-1 (Section 3.1), a series of secondary maps were created in which each pixel represented the distance to one of the three LC classes in the time-1 classified map. Two correlation coefficients (r = -0.3 and -0.7) were chosen to quantify the relationship between the appropriate 'distance-to-boundary' map and the LC transition of interest, following the values used in the two LC class model. A negative correlation was specified to associate high change probabilities with short distances to the targeted LC class; for example, change to Forest is more likely near Forest time-1 classification boundaries. To summarize, ten sets of change-probability surfaces were generated, four corresponding to the Washtenaw County scenario and six corresponding to the Suburban scenario.
Maps of error
The total percentage of error in the error-perturbed classified maps was set to 25% (i.e., -8.3% per LC class), equal to the misclassification rate specified in the two LC class model. The (cross-) semivariogram range values were chosen so that the error-probability surfaces exhibited a smaller degree of spatial autocorrelation than both the change-and initial-probability surfaces.
The creation of the temporally dependent error-probability surfaces required the specification of a correlation coefficient (Section 3.1). The chosen correlation coefficients (r = 0.2 and 0.4) mirrored those used in the two LC class model and reflected values typically observed in time-series imagery (Carmel 2004) . For the third pattern of error, which conditioned time-1 error probabilities based on the distance from boundaries in the time-1 classified map, a single correlation coefficient was specified (-0.3). In all, five sets of errorprobability surfaces were produced for time-1 and time-2.
Model analysis
Thirty realizations for both the time-1 and time-2 error-probability surfaces were generated, resulting in 30 error-perturbed maps of change for each model run (Figure 1) . In all, 50 combinations of change and error patterns were modeled, corresponding to the 10 possible patterns of change and the 5 possible patterns of error.
The suite of error-perturbed maps of change was compared to the corresponding true map of change by calculating two statistics: (1) overall percent correctly classified (PCC); and (2) user's accuracy for correctly predicting the presence of a change. These statistics provided an overall measure of model performance (PCC) and an assessment of the model's ability to reliably predict change (User's). It is important to separately assess the accuracy of the predicted LCCs due to the relative ease associated with predicting stationarity in LC over time (Pontius et al. 2004) . Each statistic was summarized across the 30 error-perturbed maps of change by calculating the mean and standard deviation for the distribution of values. 
Results
Unlike results presented elsewhere (Burnicki et al. 2007) , increasing the temporal correlation between the time-1 and time-2 error-probability surfaces did not increase the overall accuracy of the maps of change (Table 1 ). In fact, all but two patterns of change (correlated change for the Washtenaw County scenario) experienced a steady decline in the overall PCC values when time-2 patterns of error were temporally correlated to their time-1 counterparts. This was true when time-1 patterns of error were either random or correlated to the classification boundaries at time-1. However, the decline in accuracy was greater in the latter case. This overall result contradicts findings for the two LC class model, where overall PCC values significantly increased as the temporal correlation increased from 0 to 0.2 to 0.4. Comparing results among the various patterns of change, it is evident that the scenario under consideration played a role in determining the impact of increasing temporal correlation. The Washtenaw County scenario, in general, experienced less severe declines in overall PCC values and had two patterns of change that showed significant increases in PCC values as compared to the Suburban scenario. Another notable observation was that overall accuracies varied widely depending on the amount of total change and the underlying pattern of change. Unlike the two LC class model, there were no overall trends in accuracy values among the patterns of change.
Similar results were observed for user's accuracies in predicting change (Table 2) , with declines in accuracy even more dramatic than PCC values. Every pattern of change experienced a decrease in user's accuracy as the temporal correlation increased, regardless of whether the time-1 pattern of error was random or correlated to classification boundaries. And unlike the results observed for PCC values, decreases in user's accuracy values were not necessarily greater for the set of error maps that had time-1 patterns of error correlated to time-1 classification boundaries.
The user's accuracy values confirmed that the LCC scenario mediated the impact of increasing temporal correlation. The Washtenaw County scenario experienced greater declines in user's accuracy values than the Suburban scenario. This was opposite of the trend observed for PCC values. The patterns of change for the Suburban scenario had higher user's accuracy values than their Washtenaw County counterparts for all patterns of error. Additionally, the percentage of total change simulated played a role in determining the magnitude of the user's accuracy values, unlike PCC value results. All change patterns displaying a low percentage of change had significantly lower user's accuracies than their high change counterparts. User's accuracy in correctly predicting an LC transition varied based on the LCC scenario and the amount of change, and it also varied within each of the three patterns of change.
Discussion and conclusions
The presence of a temporal correlation between time-1 and time-2 errors clearly did not improve the accuracy of the resulting map of change when the categorical scale of the LC classified maps was increased. It appears that the increased structural complexity within the time series of maps effectively inhibits the impact of temporal dependence on the accuracy of LCC maps. In the presence of complex interactions between LC classes and LC transitions, as well as the interactions between LC classes and their associated patterns of error, the effects of a temporal relationship between error surfaces are severely attenuated. To determine if temporal dependence could affect the accuracy of the maps of change, an extreme case in which errors were perfectly temporally correlated (r = 1) was simulated. The result for both overall PCC and user's accuracy was a significant gain in accuracy (Tables 1 and 2) .
Overall PCC values increased by an average of 8.3% and user's accuracies increased by an average of 7.1% under perfect temporal correlation. While temporal dependence can affect the accuracy of a map of change, a correlation level not likely observed in real-world LCC analyses is needed for maps depicting structurally complex landscapes. A perplexing result was the continual decline in both PCC values and user's accuracy as the temporal correlation increased. Increasing the temporal dependence between error surfaces not only had no effect on the accuracy of the maps of change, but also decreased the accuracy of the map of change, that is, PCC no . PCC r = 0.2 . PCC r = 0.4 . The explanation may lie in the manner in which the time-2 error-probability surfaces were constructed. Time-2 patterns of error were conditioned on time-1 patterns and did not incorporate the patterns of change. For cases in which the time-1 error and change surface both had higher probabilities of occurrence in the same general locations, increasing the temporal correlation would ensure that the addition of the change probability would be severely overwhelmed by the addition of error.
With regard to the second research question (Section 3), results showed that the simulated pattern of change interacted with the simulated pattern of error to mediate the impact of temporal dependence. The interaction between the change and error pattern played a major role in determining the accuracy associated with the resulting map of change. Differences were observed in both the direction and the magnitude of the change in accuracy values as temporal dependence increased when comparing across the various patterns of change. Models attempting to quantify the propagation of error in analyses of LCC must consider, and explicitly incorporate, these change/error interactions to successfully predict the accuracy of a map of change.
The mediating effect of the pattern of change was clearly demonstrated when comparing results for the LCC scenarios. Increasing the temporal correlation between patterns of error had the greatest impact on the Washtenaw County scenario when examining overall PCC values and the Suburban scenario when examining user's accuracies. The mediating effect was also evident when the temporal correlation was increased to 1. The average gain in user's accuracy was 8.4% for the patterns of change in the suburban landscape scenario, but was only 5.2% for the patterns of change in the Washtenaw County scenario. The primary difference between the scenarios was that change into the Other class was prevented for the Suburban scenario. Reducing the number of transitions within a pattern of change decreased the structural complexity of the time series of classified LC maps leading to a smaller decline in user's accuracy. This simplification of the model allowed the impact of the temporal dependence to become more apparent.
Similarly, user's accuracies were higher under all patterns of error for the suburban landscape scenario. This meant that simplifying the LCC model by reducing the number of transitions played a key role in determining the accuracy of the maps of change. Fewer LC transitions were modeled with greater certainty regardless of the pattern of error considered. Thus, maps of LCC are more likely to succeed at mapping change when fewer transitions are modeled and the patterns of change are relatively simple (i.e., fewer interactions between LCCs). Finally, it was clear that patterns exhibiting a low percentage of overall change had significantly lower user accuracies than their high percentage counterparts. As the percentage of the mapped surface that experienced an LC transition increased significantly (17-24%), the correct prediction of change also increased (average of 12.7%). Clearly, increasing the number of pixels undergoing an LC transition in the final maps of change led to a higher accuracy in predicting their occurrence. This general relationship between increased accuracy with increasing abundance usually holds when trying to map rare phenomena.
The results also lent further support to the usefulness of simulation approaches in modeling the propagation of error in analyses of LCC. The complex interactions observed between the patterns of change and patterns of error would be extremely difficult to model analytically, and the results for the overall PCC values indicate that the accuracy of the maps of change do not necessarily follow recognizable trends. The simulation approach allowed us to (1) isolate and test the impact of increasing temporal dependence; and (2) create a series of 50 combinations of patterns of change and patterns of error, providing a wealth of data to explore our research questions. However, one challenge encountered using the simulation approach was the increased programming and computing time required to produce surfaces reflecting a series of constraints and complex spatiotemporal patterns. It took a desktop computer approximately 1.5 h to create 30 realizations of each error-probability surface for the two LC class case, compared to the 192 h it took a cluster of computers to create 30 realizations of each error-probability surface for the three LC class case.
Several conclusions can be drawn from this research. First, temporal dependence between patterns of error has a limited impact on analyses of LCC with realistic levels of categorical detail. While temporal dependence in error increased the accuracy of a map of change when the classified landscape was relatively simple, its impact was constrained by the complex interactions present in maps comprising multiple LCs. Therefore, the results of this research indicate that the simplifying assumption of temporal independence between classification errors within a time series may not significantly underestimate the overall accuracy of a map of change when the maps are composed of several LC classes. Furthermore, results suggest that a simpler error-propagation model for post-classification change analysis may be appropriate when time-series classified maps contain multiple LC classes. In other words, the added complexity of modeling temporal dependence to assess the uncertainty of a map of change may not be necessary in all cases. However, these conclusions need to be fully supported by empirical evidence before broad-scale recommendations can be made, given previous research that found a positive relationship between temporal dependence and the overall accuracy of a map of change (Burnicki et al. 2007) .
The second major conclusion of this work is that the accuracy of a map of change depends on the interaction between the patterns of change and patterns of error occurring between time-series classified maps. The LCC scenario, amount of change, and the type of change occurring between the time-1 and time-2 classified maps all affected the resulting overall PCC and user's accuracy values. A greater understanding of these interactions is needed to correctly quantify error propagation in analyses of LCC. This requires moving beyond statistical summaries like overall PCC and user's accuracy. Understanding how patterns of change influence the impact of specified patterns of error requires an analysis of the spatial change patterns predicted by the error-perturbed change maps. Pattern-based comparisons of the error-perturbed maps of change with the true map of change will provide a more meaningful description of the impact of this interaction.
This research highlighted many of the complex issues that affect our ability to provide a comprehensive and accurate assessment of the uncertainty in change-detection products. While the impact of temporal dependence between patterns of error was not as significant or as beneficial as the previous research indicated, it is clear that further research is needed to fully understand how error propagates through analyses of LCC.
where O(i) is the objective function, O c (i) is an objective-function component, w c is the weight assigned to component c, C is the total number of objective-function components included in the function, and i is the ith perturbation of the simulated annealing procedure. To produce maps with specific spatial and temporal patterns, five different objective functions were created based on a set of five objective-function components.
The first component incorporated the series of semivariogram and cross-semivariogram models defining the level of spatial continuity within the time series of classified maps. For the initial classification-probability surfaces and error-probability surfaces, three semivariogram models and three cross-semivariogram models were required to define the level of spatial autocorrelation within each LC class and the level of spatial dependence between each pair of LC classes. For the changeprobability surfaces, four semivariogram models and six cross-semivariogram models were required. This first component measured the overall difference between each target (detailed below) and experimental semivariogram or cross-semivariogram value as
where kk 0 ðh l Þ is the target semivariance or cross-semivariance at lag h l , ðiÞ std kk 0 ðhlÞ is the standardized experimental semivariance or cross-semivariance (described below) at lag h l calculated for the ith perturbation, K is the number of semivariogram models included in the objective-function statistic (i.e., 3 or 4), and L is the number of spatial lags (Goovaerts 1997) . Dividing by 2 kk 0 ðh l Þ ensured that more weight was given to semivariogram reproduction for smaller lags. In the above equation, ðiÞ std kk 0 ðh l Þ was calculated by comparing the magnitude of the (cross-) semivariance value to the correlation coefficient between the LC classes of interest. This was done to impose the reproduction of the shape of the (cross-) semivariogram and not its sill. The sill of the (cross-) semivariogram, which is related to the variance of each map under consideration, is not known a priori due to the perturbation process. Therefore, the standardized semivariogram values were calculated in the objective-function as follows:
where r kk 0 equals the correlation coefficient between the LC classes of interest if k Þ k 0 or 1 if k = k 0 (Goovaerts 1997) . The key parameter specified for the variogram models was the range, the distance beyond which pixels no longer exhibit spatial autocorrelation. Specifying the range for each model controlled the overall degree of spatial autocorrelation within and between each LC class or LC transition.
The second objective-function component incorporated the series of histograms defining the distribution of values within each probability surface. In order to keep the methodology as similar as possible between the two and three LC class simulation models, the final probability surfaces needed to follow a normal distribution. This component measured the discrepancy between the normal distribution and the experimental distribution, after standardization to zero mean and unit variance, summed across all simulated probability surfaces (e.g., 3 or 4). It was calculated as the following difference between a series of quantiles discretizing both the target and experimental distributions:
where q lk is the target p l -quantile of the standard normal cumulative frequency distribution,q ðiÞ lk is the experimental p l -quantile of the cumulative frequency distribution calculated for the ith perturbation, L is the number of quantiles considered (e.g., 99 percentiles), and K is the number of probability surfaces included in the objective function (i.e., 3 or 4; Goovaerts 1997) . Dividing by p l · (1 -p l ) in the above equation ensured that more weight was given to the reproduction of the tails of the distribution (i.e., quantiles corresponding to cumulative probabilities p l close to 0 or 1).
The third and fourth objective-function components concerned the reproduction of user-defined proportions of LC categories. The final time series of classified maps, both error free and error perturbed, replicated the following proportions: (1) percentage of pixels assigned to each LC class at time-1; (2) percentage of total pixels undergoing any LC transition between time-1 and time-2; (3) percentage of pixels experiencing each of the individual LC transitions between time-1 and time-2; and (4) percentage of total pixels experiencing an error in classification at time-1 and time-2. The total percentage of error assigned to the classified maps was equally divided among the three LC classes, so additional error percentages for each individual LC class were not necessary. The third objectivefunction component measured the difference between the target global proportion and the experimental global proportion when considering either the total amount of error or the total amount of change defined as:
where s is the target global proportion and ŝ (i) is the experimental global proportion for the ith perturbation. The fourth objective-function component measured the sum of the differences between the target individual proportions and the experimental individual proportions when considering either the proportions of each LC class at time-1 or the proportions of each LC transition defined as:
where t k is the target individual proportion,t ðiÞ k is the experimental individual proportion for the ith perturbation, and K is the number of LC classes or transitions included in the objective function (i.e., 3 or 4).
The fifth objective-function component controlled the reproduction of the linear correlation coefficient between the simulated probability surfaces and secondary variables. This constraint was necessary to create change-and error-probability surfaces that were correlated to LC classification boundaries and error-probability surfaces that were temporally dependent. This component measured the sum of the differences between the target and experimental correlation coefficients for each map set defined as: 
where r XYk ð0Þ is the target linear correlation between the previously generated map surface (X) and the probability surface being currently simulated (Y),r ðiÞ XYk ð0Þ is the experimental linear correlation calculated for the ith perturbation, and K is the number of probability surfaces included in the objective-function statistic (i.e., 3 or 4; Goovaerts 1997 ).
Based on components O 1 through O 5 , five different objective functions were specified to produce each set of probability surfaces simulated for the overall model (Table A1 ). More weight was assigned to either the reproduction of the (cross-) semivariogram models or the global or individual proportions. This ensured that the level of spatial continuity and percentage of the map experiencing an LC transition or error replicated user-defined values. Components with relatively small weights (,0.1) were components that were easily reproduced. 
