The optimal solution to the distributed output containment control problem of heterogeneous multiple-agent systems (MASs) with unknown active leaders under attack inputs by using data-based offpolicy reinforcement learning (RL) is proposed. Assume that the control input of each leader is bounded and non-zero. Moreover, followers are vulnerable to attack signals in real-world application. Firstly, distributed observers are designed such that the state and output of observers fall into the convex hull formed by leaders. Then, the output containment problem is converted into H ∞ tracking problem by minimizing value function, Algebraic Riccati equations (AREs) are obtained in solving optimal H ∞ tracking problem for each follower, which are computed by a data-based off-policy RL algorithm without using agents' dynamics. At last, the effectiveness of the algorithm is verified by a simulation example.
I. INTRODUCTION
The problem of multi-agent synchronization control has been investigated in many works [1] - [5] , among which the problem of containment control has attracted board attention and been successfully applied to many subjects [6] , [7] . The goal of containment control problem is to include the state or output of followers into the convex hull formed by leaders. Many research achievements have been made in containment control of multi-agent systems [8] - [12] . However, the aforementioned conclusions assume that each agent has identical dynamics and dimensions, which limits its application. In real-world applications, the agents' dynamics and dimensions might be different, which inspires our study.
The containment problem of heterogeneous MASs has been studied recently [13] - [15] . Reference [14] studies the containment problem of heterogeneous MASs by using distributed dynamic state feedback control scheme. Reference [15] proposes distributed adaptive containment control of heterogeneous MASs. However, all the above The associate editor coordinating the review of this manuscript and approving it for publication was Heng Zhang. studies assume that the leader does not have control input, so that it cannot timely update its own control to avoid the danger encountered by followers. So, it is meaningful to study containment control for heterogeneous systems with active leaders.
In the control problem of single system, some results has been presented to deal with the influence of attack signal [16] - [20] , which is not applicable to the synchronization problem of MASs. In the problem of multi-agent synchronization, agents communicate information with other agents in the communication network and design controllers based on these information to achieve synchronization with other agents. However, agents are vulnerable to attack signals. References [21] , [22] aim to solve containment control with general noise, which are restricted to solve the second-order multi-agent systems (MASs). And H ∞ controller can not only to increase resiliency at their own systems, but also attenuate the effect of attack signals on systems [23] - [28] , which is used to solve containment control of heterogeneous linear MASs under attacks.
The state containment problem of heterogeneous MASs is considered for linear systems [29] , [30] . However, in most VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ real applications, the full state information can not always be obtained in the controller design, and the dynamics and dimensions of MASs are different, therefore, the output containment control problem needs to be considered. The reference [31] solves the leader-follower output problem for heterogeneous MASs. However, the containment output control design problem is rarely studied which inspires our research. Therefore, in our paper, the containment output control problem for heterogeneous MASs with bounded control input of leaders under attack inputs is studied. In heterogeneous MASs, an internal model principle is used to obtain the control protocol for containment control problem [32] - [34] . However, this approach needs all knowledge of the dynamics of agent, and it is difficult to obtain it in some applications. Recently, the data-based reinforcement learning (RL) algorithm have been used to solve the optimal synchronization of MASs [35] - [39] without requiring the dynamics of agents, which used to solve the optimal control problem of single system [40] - [46] . The RL method uses function approximation structure to approximate the solution of Hamilton-Jacobi-Bellman (HJB) equation, and adopts offline iteration or on-line updating method to obtain the approximate optimal control strategy of the system, which is used in our paper.
The subsequent sections are organized as followers. Section 2 introduces some concepts of graph theory. The output containment problem of MASs under attack inputs with active leaders is formulated. Section 3 gives the design of distributed observer for each follower. In Section 4, the output containment problem of MASs is converted to the optimal H ∞ tracking problem. A data-based RL algorithm is used to solve the AREs without requiring the dynamics of all followers in Section 5. In Section 6, the effectiveness of the algorithm is verified by a simulation example. At last, Section 7 draws the conclusion of this paper.
II. PROBLEM STATEMENT
The graph contains a group of N 1 + N 2 agents. The leaders are programmed  = {1, 2, . . . , N 1 }, and followers are = {1, 2, . . . , N 2 }. The adjacency matrix with G N 2 is A with element a ij , a ij > 0 represents there is a edge from jth agent to ith agent; a ij = 0, otherwise. a ii = 0. The Laplacian matrix with G N 2 is L = diag( j∈N 2 a ij ) − A. The connection weight from leader k to follower i is denoted by k = diag{δ k 1 , δ k 2 , ..., δ k N 2 }, where δ k i is defined as 1, if follower i connects to leader k, otherwise, it's zero. Let = k∈ k . Assumption 1: The graph G N 2 is undirected. Each leader has a directed path to all followers in G N 2 .
In our paper, the dynamics of leaders are described as
where w k ∈ R n , ν k ∈ R m , and o k ∈ R q is the kth leader's state, control and output. S ∈ R n×n is the internal dynamics, T ∈ R n×m is the input dynamics, D ∈ R q×n is the output dynamics. Assumption 2: All eigenvalues of the internal dynamics S are on the imaginary axis, (S, T ) is stabilizable and (S, D) is observable.
Assumption 3: The control input of each leader ν k for k ∈  is bounded, i.e., 0 < ν k ≤ ϕ k .
The heterogeneous followers can be expressed as
is the ith follower's state, control input, attack input, and output respectively.
Definition 1 (Convex Hull) [47] : The convex hull Co(Y ) of a finite set of points Y = {y 1 , y 2 , ..., y q } is the minimal convex set containing all of the points in Y, that is,
Problem 1 (Output Containment Control Problem):
To solve the output containment control problem with active leaders under attack signal, distributed control law u i is designed for each follower in (2) , such that the output of all followers y i keeps them in the convex hull formed by leaders' output o k in (1), i.e., lim t→∞ y i (t) → Co({o k } k∈ ), ∀i.
III. DISTRIBUTED OBSERVER
In this section, the observer is designed to estimate the trajectory for each follower which is inside the convex hull formed by leaders.
A. OBSERVER DESIGN
The observer is designed as follows.
where z i ∈ R n andô i ∈ R q are distributed observer's state and output. µ i ∈ R m is the control input of observer for the ith follower. The state estimation error e i and output estimation error e y i satisfy
The signal µ i is expressed as
where ρ 1 , ρ 2 and F are parameters which need to be determined.
The σ (y) satisfies
The distributed observer (4) can also be expressed as
where
The compact form of leaders can be written aṡ
The design of distributed observer can be expressed as follows.
Problem 2 (The Problem of Distributed Observer Design): The signal µ i is designed with c 1 , c 2 , F in (7) to realize lim t→∞ e y (t) → 0. Therefore, the distributed observer's outputô i in (4) is keep inside the convex hull formed by leaders.
Lemma 1 [14] : Suppose Assumption 1 holds, h k and h = k∈ h k = L + are positive-definite non-singular. Then, h −1 k and h −1 = ( k∈ h k ) −1 exist and are positive. It is worth noting that if parameters design c 1 , c 2 , F in Problem 2 meet the requirement, that is, lim t→∞ e y (t) → 0, the distributed observer design is reasonable, which is proved as follows.
According to Lemma 1, h −1 k and h −1 = ( k∈ h k ) −1 exist and are positive. Therefore, one has
Note the term k∈ (( m∈ h m ) −1 h k 1 N ) ⊗ o k is a point in the convex hull spanned by the output of leaders according to Definition 1. Therefore, if lim t→∞ e y (t) → 0, Problem 2 can be solved. This completes the proof.
B. OBSERVER PARAMETER DESIGN
The parameters of observer are given in the following Theorem 1. Theorem 1: Suppose Assumptions 1-3 hold, the parameters ρ 1 , ρ 2 and F to be designed in (5) are given
where P > 0 in (16) satisfies the following ARE equation
Then, the output distributed containment error in (11) converges to the origin. Proof: Let the Lyapunov function
where h in (12) . The Lyapunov function is a positive define for which h is a positive define matrix according to Lemma 1 and P > 0.
According to HS = (h ⊗ I n )(I N ⊗ S) = h ⊗ S =SH , the time derivative of (10) can be written aṡ
Let G(e) = [σ T (Fe 1 ), , σ T (Fe N )] T , H = h 2 , H ji represents the element of the jth row and the ith column. The time derivative of (20) can be written aṡ
LetV (e) = I 1 + I 2 , I 1 is
According to Assumption 3, let I 1 = I 11 + I 12 , we can obtain
If ρ 2 > max k∈ ϕ k in (18) is satisfied, we can obtain (16)-(18) are satisfied, I 2 can be expressed as
Let
On both the side of ξ by (h − 1 2 ⊗ I n ) yields
The Lyapunov function V (e) is a positive function, and if conditions (16)- (19) are satisfied, we can obtain the following conclusionV
Hence, the containment error (10) is asymptotically stable.
Since the systems studied in this paper are linear, that is, if e(t) → 0, t → ∞ is proved, e y (t) → 0, t → ∞ will can be obtained. Then, the output containment error (11) also approaches to the origin. This completes proof. Remark 1: Based on Theorem 1, the distributed observer is designed to make sure that the output of observers is inside the convex hull formed by leaders' output, therefore, the matrices S, T , and D in (4) are chosen as in (1) . Then,
is the output tracking error. Hence, the output containment problem is transformed into the distributed optimal H ∞ tracking problem.
IV. OPTIMAL OUTPUT H ∞ TRACKING CONTROL BY RL
In this section, H ∞ optimal control law is designed for each follower to mitigate the effect of attack signal.
A. DISTRIBUTED OPTIMAL H ∞ TRACKING PROBLEM
The following definition will be used for this subsection.
Definition 2 (Bounded L 2 -Gain):
The ith follower has L 2 -gain less than or equal to η i if the following condition for
where Q i , R i are positive define matrices, η i is attenuation amount, and γ i > 0.
The augmented system can be obtained by integrating the dynamics of the ith follower in (2) and observer in (4) .
where χ i = x T i z T i ] T , i ∈ . The admissible control u i is designed such that each follower tracks the observer outputô i in (4) by minimizing the following discount performance function.
The performance function is given as
The control input is assumed as
The performance function can also be expressed in another way. Lemma 2 is given as follows. In next subsection, Lemma 2 will be used.
Lemma 2: The admissible affine control protocol (35) is applied to the ith follower agent in (2) . Therefore, the value function also can be written as
Proof: The proof is similar to [31] . The value function in (33) is converted to (36) by some mathematical derivation, and M i (t) and N i (t) are obtained which is similar to the reference [31] .
Remark 2: To solve H ∞ output tracking control problem, the controller needs to be designed such that the L 2 -gain condition is satisfied when f i = 0 and lim t→∞ (y i (t)−ô i (t)) = 0, f i = 0.
B. THE DESIGN OF OPTIMAL H ∞ OUTPUT TRACKING CONTROLLER
The following inhomogeneous Bellman equation can be derived by differentiating value function with the augmentation system's trajectory in (32) .
According to Lemma 2, dV i dt can also be expressed as the following equation.
The optimal solution of the tracking control problem is given in Theorem 2, which is as follows.
Theorem 2: The optimal solution of the tracking control problem is given
with lim t→∞ M i = 0 and lim t→∞ N i = 0.
Proof: Define the Hamiltonian function as
According to the Bellman's optimality principle, the optimal control law and the worst case input satisfy
Therefore, the result of optimal control u * i in (39) is obtained.
Substituting the value function V i (χ i (t)) in (36) and the optimal control u * i in (39) into Hamiltonian function in (43) yields the AREs.
Note that if the (47) holds for ∀χ i , the conditions in (40)- (42) hold simultaneously. This completes the proof. Then the solution of AREs in (47) is discussed in Theorem 3.
Theorem 3: The optimal control law in (39) is applied into the augmented system (32), let Assumption 2 and Assumption 4 hold respectively. 1 2 , such that S − 1 2 γ i and the closedloop system of follower in (32) is stable respectively, and the AREs in (47) has a unique positive semi-definite solution for ∀i ∈ . Moreover, the L 2 -gain condition is satisfied when f i = 0 and the error ε i = y i −ô i approximates to the origin asymptotically when f i = 0.
Proof: The proof is split into three steps.
Step 1: All eigenvalues of leaders' internal dynamics S are on the imaginary axis then (S − 1 2 γ i ) is also stable for any γ i > 0.
The closed-loop augment system in (32) under the control input (39) for f i = 0 can be expressed aṡ
Define P i = P i 11 P i 12 P i 12 P i 22 (49)
The closed-loop followers' dynamics are obtaineḋ
where Y f 1 (x i ) is the other nonlinear terms of the closed-loop followers.
The AREs in (40) can be rewritten as
Suppose that λ i is the an eigenvalue of the closed-loop followers' dynamics A c i . The discount factor γ i assures the stability of the followers' dynamics, the condition is discussed as follows. Multiplying both side of AREs (51) by x T i and x i .
Since P i 11 > 0, and the inequality a 2 + b 2 ≥ 2ab, let C T i Q i C i = ℘ i , then (52) can be expressed as
or equivalently
, therefore, the closed-loop followers'
dynamics A c i are stable. Meanwhile, the AREs in (40) can also be written as
The AREs (55) without discount factor with the system dynamics i − 0.5γ i I and i are given. Noting that (S − 0.5γ i I ) is stable. Based on Assumption 4,
Hence, a unique solution of AREs (55) exists.
Step 2: The Hamiltonian function (43) for the optimal value function V * i and any u i and f i can be obtained
Multiplying by e −γ i t and integrating from 0 to T both sides (57) yields
Therefore, the optimal control law satisfies the bounded L 2 -gain condition when f i = 0.
Step 3: The rest proof is similar to [31] and omitted.
C. DATA-BASED OFF-POLICY RL
The augment system (32) can also be giveṅ
where u κ i ∈ R m i and f κ i ∈ R d i are policies in the κth iteration to be updated and u i is the admissible polity for the ith follower.
The performance function (36) corresponding to u κ i and f κ i can also be obtained as
where P κ i , M κ i and N κ i in (40)-(42) can be written as
According to policy iteration, the control polity is undated as
Based on (37) , differentiating the value function along with the system dynamics (60) can be obtained as
Let W T i Q i W i = Q T i , and the equation in (66) by both sides multiplying e −γ i (τ −t) and integrating on [t, t + ϒ] can obtain
Note that the performance function V κ i and the updated control input u κ+1 i can be solved simultaneously in (67).
D. IMPLEMENTING THE DATE-BASED OFF-POLICY RL USING NEURAL NETWORKS
In the ith follower, three neural networks are used to approximate the value function V κ i , the updated control u κ+1 i and f κ+1 i in (67).
where σ = [σ 1 , ..., σ l 1 ] ∈ R l 1 , φ = [φ 1 , ..., φ l 2 ] ∈ R l 2 and ξ = [ξ 1 , ..., ξ l 3 ] ∈ R l 3 are the suitable basis function vectors,
.., r m i i ). Then, substituting (68)-(70) into (67) yields
where e i is the approximation scalar error, and W i 2 ,l and W i 3 ,k are the lth column of W i 2 and the kth column of W i 3 for ith follower agent. Least-squares method is used to solve the problem. The equation (71) can also expressed as
Assume that the system information is collected at N ≥ l 1 + m i × l 2 + d i × l 3 points from t 1 to t N as follows.
The least-squares solution in (72) is equal to
Therefore, V κ i and u κ+1 i can be obtained simultaneously. Remark 3: In different applications, basis functions are chosen differently, there are some common choices, such as sigmoid, symmetric sigmoid, hyperbolic tangent, polynomial and etc. The basis functions in our paper refer to references [40] and are all in polynomial form with σ (
V. SIMULATION
In this section, a simulation example is given to prove the effectiveness of the control algorithm proposed in this paper. Considering the communication topology in Fig. 1 .
The leaders' dynamics are
The bounded control inputs of leaders are Based on observer design, the parameters of the distributed observer are designed for each follower as follows.
The distributed observers' initial states are selected as
The followers' dynamics are
The initial states of followers are The weight matrices Q i , R i and discount factor γ i in (33) are designed as
According on data-based RL algorithm, the distributed optimal containment control law can be obtained as follows. Fig. 2 . The output trajectory of distributed observers and leaders are shown in Fig. 3 . The output of distributed observers and followers are shown in Fig. 4 . The outputs of followers and leaders are shown in Fig. 5 . It can be seen from Figs. 2-3 that all observers converge to the convex hull spanned by leaders which proves that the design of observer is reasonable. According to data-based off-policy RL method, Fig. 4 shows that the output of all followers synchronizes to the output of the observer without attack signal which achieves the output tracking problem. From Fig. 5 , it shows that the output of all followers converges to the convex hull formed by all leaders without attack signal. Assume that the attack signal is given as f 1 = 0.5 cos(4 t), t > 5 which compromised follower 1, the output of followers and leaders are shown in Fig. 6 . It shows that the output of followers converges to the convex hull formed by all leaders under attack signal which verifies the effectiveness of H ∞ optimal controller. Therefore, the simulation proves the effectiveness of the proposed algorithm.
VI. CONCLUSION
The paper presents the optimal solution to the output containment control problem of heterogeneous MASs with active leaders under attack signal. It's worth mentioning that leaders have bounded control input and attack signal is considered for followers. The optimal control needs to be designed such that the optimal solution of Problem 1 is obtained. Observers are firstly designed to estimate the state and output trajectory inside the convex hull formed by leaders for each follower. Then, the output containment problem can be converted to the output H ∞ tracking problem by minimizing the performance function. Data-based off-policy RL method is used to solve the H ∞ tracking problem. The advantage of using data-based off-policy RL method is that followers' dynamics are not needed. Finally, the effectiveness of the algorithm is verified by a simulation.
