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The research work presented in this thesis concerns collective phenomena
occurring in isolated quantum many-body systems driven away from thermo-
dynamic equilibrium. The study of nonequilibrium dynamics plays a crucial
role in the foundations of statistical mechanics, since it provides the microscopic
basis for the description of equilibrium states with statistical ensembles, and
hence for the effectiveness of macroscopic thermodynamics.
At the same time, and even more interestingly, it paves the way for under-
standing the limitations of this description: A number of physical ingredients
have been discovered, which may prevent a system from quickly approaching
thermal equilibrium, including quantumness, criticality, hidden symmetries,
strong interactions and disorder. In these cases, a system may dynamically
attain and linger in peculiar states which fail to be described by conventional
statistical mechanics. The physics of nonequilibrium systems is largely undis-
covered to present date, and its understanding constitutes one the central goals
of contemporary theoretical physics.
Isolated quantum many-body systems out of equilibrium lie at the core of
future quantum technologies. The development of the latter currently witness
a huge and widespread effort due to the potential disruptive step forward in
computational capabilities to which they could lead. Any conceivable platform
to be exploited for quantum computation has to be a scalable system composed
of a number of elementary units accessible and manipulable at the quantum
scale, and well isolated from the external environment, such that its evolution
maintains quantum coherence during the relevant time scale.
The focus of this thesis work is on the role of long-range interactions in
the nonequilibrium coherent quantum dynamics. I have explored a number of
settings in which long-range interactions allow for phenomena which do not
possess a counterpart in equilibrium. The results contained in this thesis con-
tribute to establish long-range interactions as a source of anomalous nonthermal
behavior in quantum many-particle systems. In particular, the two parts of the
thesis discuss two relative underlying mechanisms, which involve long-range
interactions in different ways.
Systems with all-to-all interactions among their elementary constituents are
so cooperative that in many respects they may behave as a single, collective
object, in which internal fluctuations are locked. In such a limiting situation,
the collective out-of-equilibrium dynamics is extremely simple, and approach
ii
to thermal equilibrium is strictly ruled out. This leaves room for a wealth of
genuinely nonequilibrium phenomena, and it is natural to ask whether and
how these phenomena may survive when interactions have a long but finite
range, which allows for the buildup of inter-particle fluctuations. This is the
general philosophy of Part I of the thesis. In Chap. 2, the nonequilibrium
dynamics of collective models will be reviewed, and in Chap. 3, I will introduce
a general method to address the robustness of collective dynamical phenomena
to fluctuations. Using this method, I will show in Chap. 4, that nonequilibrium
fluctuations may give rise to pseudo-aleatory behavior in the collective dynam-
ics near critical points, and in Chap. 5, that dynamically stabilized collective
configurations via periodic drives may be robust to nonequilibrium fluctuations.
Both these phenomena cannot occur in equilibrium and with short-range in-
teractions. Finally, in Chap. 6, I will discuss how long-range interactions may
counter-intuitively slow down the dynamical growth of quantum entanglement.
In Part II of the thesis I will discuss a radically different instance of long-
range interactions, namely effective confining potentials between elementary
excitations in quantum systems with local interactions. This occurrence is well
known in particle physics, where it arises in the low-energy limit of the theory
of fundamental interactions, and is relevant in low-dimensional condensed-
matter physics, as well. In Chap. 7, I will review the physics of confinement in
one-dimensional systems and establish a direct and precise bridge between its
occurrence in lattice gauge theories and in condensed-matter models. Hence,
in Chap. 8, I will show that quantum confinement provides a mechanism to
stabilize nonthermal behavior and quasilocalization of excitations.
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Chapter 1
Nonequilibrium behavior of
quantum matter
In this Introduction, we review the dynamical theory of isolated quantum
many-body systems, and briefly outline the original results obtained in the
doctoral research presented in this thesis.
1.1 Quantum statistical physics out of equilibrium
The textbook paradigm of statistical physics is represented by systems, the
microscopic elementary constituents of which interact with their local surround-
ings by means of short-range forces. Most of the theory has been developed
for such systems, due to their easier tractability and to their relevance in many
domains of Physics. With the aim of better appreciating the extent to which
long-range interactions give rise to qualitatively different phenomena, we shall
begin by briefly reviewing the nonequilibrium statistical physics of quantum
systems with short-range interactions. Emphasis on dynamical phenomena in
isolated systems is motivated by the focus of the original work presented in this
thesis.
Essentially all the results discussed in this thesis apply to quite general classes
of quantum many-body systems, and we shall describe their expected generality
throughout. However, for the sake of definiteness, simplicity, comparison with
previous theoretical studies, and connection with a number of experiments, we
shall often consider models of Ising-type magnets, with quantum spins-s on
a lattice, interacting via ferromagnetic couplings Jr,r ′ , and subject to magnetic
fields. This class of models is defined by the Hamiltonian
Hˆ = −
∑
r,r ′
Jr,r ′ σˆ
x
r σˆ
x
r ′ − h
∑
r
σˆxr − g
∑
r
σˆzr , (1.1)
where the sums run over the sites of a lattice, and σˆαr = sˆαr /s are the operators
corresponding to the normalized spin components in the α = x,y, z direction,
acting on site r. This represents a generalization of the case of spins one-half,
where s = 1/2 and the σˆαr reduce to the standard Pauli matrices. Such a
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normalization allows us to keep track of the impact of quantum fluctuations,
which is suppressed in the classical limit s→∞. The couplings Jr,r ′ ≡ Jr depend
on the distance r = |r− r ′| between the two involved sites, and may have short or
long range. The parameters g and h represent the transverse and longitudinal
magnetic field intensity, respectively.
In a transverse field, i.e., for g 6= 0 and h = 0, and for generic ferromagnetic
interactions Jr > 0, the system has an equilibrium zero-temperature phase
transition upon reducing |g|, associated with a spontaneous breaking of its
Z2 symmetry upon inverting the x-components of all spins. The longitudinal
magnetization 〈σˆxr 〉 witnesses an abrupt change from a unique paramagnetic
ground state with 〈σˆxr 〉 = 0 for |g| > gcr to a pair of ferromagnetic ground states
with 〈σˆxr 〉± = ±m 6= 0 for |g| < gcr. The universality class of this quantum phase
transition is the same as that of the d+ 1-dimensional classical Ising model [9].
Since this model has a dynamical critical exponent z = 1, the large-scale structure
of the system in the vicinity of its critical point (scaling region) is captured by a
relativistic field theory, and its universal properties are described by conformal
field theory [10].
The possible emergence of a nonvanishing order parameter at a finite energy
density above the ground state depends on the dimensionality d and on the
range of the interactions. In particular, this occurs for d > 2 when the range is
short. In this case, the universality class of the thermal phase transition is the
same as that of the d-dimensional classical Ising model [9]. One-dimensional
systems cannot support ordering in excited states [9, 11], unless interactions
have a sufficiently long range (see below for discussion of this).
1.1.1 Quantum thermalization
Studies on nonequilibrium dynamics and thermalization of isolated quantum
many-body systems are motivated both by the very foundations of quantum
statistical mechanics [12, 13], and by recent experiments with ultracold matter.
This versatile experimental platform currently represents one of the fundamental
means of investigation in quantum physics: Experimentalists are able to cool
down atoms, ions and molecules to very low temperatures, isolate them from
the external environment to a high degree of accuracy, tune their interaction
parameters, manipulate their configuration, and observe their time-evolution
with remarkable resolution [14–21]. Such an unprecedented access to the equi-
librium and real-time behavior of nearly-isolated quantum many-body systems
has vigorously revived the interest in the theoretical foundations of their ther-
modynamical description, i.e., how thermal equilibrium is approached within
Hamiltonian dynamics, and more generally in the theoretical characterization of
their nonequilibrium dynamics, including the possible existence of nonthermal
stationary or quasistationary states.
The theoretical foundations of classical statistical mechanics in its standard
formulation, rely on concepts of ergodic and chaos theory [22, 23]. However,
due to unitarity of time-evolution, strict mathematical analogs of such classical
concepts are absent in quantum mechanics. Despite research in this field started
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in the early days of quantum mechanics [12], the characterization of ergodic
and chaotic behavior of quantum systems still presents controversial aspects
and unresolved issues. Several studies have clarified that the correspondence
with classical counterparts of ergodicity and chaos occurs through the evolution
of observables rather than of states — see, e.g., the pioneering investigation
in Ref. [24], and the recent Refs. [25–28]. In particular, the correspondence
principle in the classical limit requires that the quantum expectation values of
relevant observables in energy eigenstates must reproduce classical infinite-time-
averages at the same energy. In this view, quantum ergodic systems can be
defined as those which reproduce microcanonical averages within each single
energy eigenstate. The central idea that single energy eigenstates describe
ensemble behavior has been carried over to quantum many-body systems and
extended to systems without a natural classical limit. The resulting statement
that quantum averages of local observables in every single energy eigenstate
|Ei〉 coincide with thermal averages at the corresponding temperature β = β(Ei)
is known as the eigenstate thermalization hypothesis (ETH) [29–31]. Thanks to
both its theoretical consistency and strong numerical evidence, ETH is currently
regarded as the fundamental characterization of thermalization in quantum
physics.
In its more refined version, the ETH is an ansatz for matrix elements of
local observables. If {|Ei〉}i is the energy eigenbasis of a quantum many-body
Hamiltonian Hˆ, and Aˆ is a local observable of the system, the ETH asserts that,
in each symmetry sector of Hˆ,1 one can write
〈Ei|Aˆ|Ej〉 = A
(
E¯
)
δi,j + e
−S(E¯)/2 fA
(
E¯,ω
)
Ri,j (1.2)
where E¯ = (Ei + Ej)/2, ω = Ei − Ej, and S(E) is the thermodynamic entropy
function (i.e., the logarithm of the number of eigenstates at energy density
E/N). The content of ETH is that the functions A and fA depend smoothly on
their arguments in the thermodynamic limit, and Ri,j is a random variable with
vanishing mean and unit variance. See Fig. 1.1 for an illustration. Provided ETH
is satisfied, for any initial state |Ψ0〉 in a microcanonical energy shell at energy
E¯, any local observable Aˆ thermalize to A(E¯), meaning that the dynamical
expectation value 〈Ψ0|Aˆ(t)|Ψ0〉 of Aˆ spends most of the time close to A(E¯) in the
long run [27, 28].
Nonequilibrium dynamics can be studied by preparing a system in a state
which is not a stationary state of its Hamiltonian Hˆ. Thermalization is usually
studied in the framework of quantum quenches. A quantum quench is a simple
protocol to drive a system out of equilibrium, which consists in preparing
it in the ground state |Ψ0〉 of its Hamiltonian Hˆ0, and hence changing the
system Hamiltonian to a different one, Hˆ 6= Hˆ0, which governs the subsequent
time-evolution |Ψ(t)〉 = e−iHˆt |Ψ0〉. Unless Hˆ commutes with Hˆ0, the resulting
evolution is generally nontrivial, meaning that local observables and their
quantum correlations change in time as the state of the system evolves. One
1for example, the translation-invariant parity symmetric sector for a translation- and reflection-
symmetric Hamiltonian
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Figure 1.1: Numerical illustration of the validity of the eigenstate thermalization hypothesis,
taken from Ref. [31]. The plots show expectation values of some relevant physical observables
in energy eigenstates, as a function of energy density Ep/L, for a chain of interacting hardcore
bosons. The parameters J ′ and V ′ are coefficients of integrability-breaking interactions in the
Hamiltonian. In panels (b), (c), the "cloud" of eigenstate expectation values shrinks to a limiting
curve in the thermodynamic limit, meaning that observables become smooth functions of energy,
in agreement with the ETH.
speaks of a global and sudden quantum quench, when the protocol consists in
modifying a parameter uniformly in the system and "instantaneously" — i.e.,
much faster than the system’s dynamical time scales. A simple example is to
prepare the quantum Ising magnet in Eq. (1.1) in the ground state (or one of its
ground states) with a certain transverse magnetic field g0, and then quenching
the field to a different value g0 → g at time t = 0. Generalizations of this
protocol include inhomogeneous and local quenches, in which two subsystems
in separate equilibrium states are suddenly joined together, or local impurities
are suddenly created. Moreover, time-dependent ramps may be considered,
in which the final Hamiltonian Hˆ = Hˆ(t = τ) is reached continuously from
Hˆ0 = Hˆ(t = 0) through a continuous variation of parameters in Hˆ(t) between
times 0 and τ: For τ → 0 one recovers sudden quenches, whereas for τ → ∞
one may approach the ideal adiabatic limit.
Protocols described above and variations thereof provide physically meaning-
ful procedures to initialize a quantum many-body system in a nonequilibrium
state. It should be noted that not all wavefunctions represent physically meaning-
ful states which can be prepared by operative protocols. For example, consider
the state |χ〉 = (|En〉+ |Em〉)/
√
2, a superposition of only two energy eigenstates
with macroscopically separated energy values: there is no operative procedure
to generate the state |χ〉 in practice. In fact, it is known that meaningful initial
states, under general conditions, have to satisfy a set of strict physical proper-
ties. In particular, they obey the so-called cluster decomposition principle,2 which
states that arbitrary connected quantum correlations decay upon increasing the
2this is a basic principle (axiom) in relativistic quantum field theories [32]
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distance: If Oˆri , with i = 1, 2, . . . , are localized observables in a finite region of
space surrounding the point ri,
〈Oˆr1Oˆr2 . . . Oˆrp〉 → 〈Oˆr1〉 〈Oˆr2〉 . . . 〈Oˆrp〉 as |ri − rj|→∞ for all i 6= j
(1.3)
for any integer p. As a consequence, the distribution of collective local ob-
servables of the form Aˆ =
∑
i Aˆi in physical initial states (the sum runs
over the degrees of freedom), has to be peaked around an extensive value
A = 〈Aˆ〉 ∝ N, where N is the number of degrees freedom, with subextensive
fluctuations ∆A ≡
√
〈Aˆ2〉− 〈Aˆ〉2 ∝ Nγ, with γ < 1. It is straightforward to
see that the state |χ〉 above violates both properties if En − Em = O(N): In
fact, taking Aˆ = Hˆ =
∑
i Hˆi, one finds ∆H ∝ N and, by this very equation,
〈Hˆ2〉− 〈Hˆ〉2 = O(N2), whence, assuming translation invariance for simplicity,
|〈HˆiHˆj〉− 〈Hˆi〉 〈Hˆj〉| > const > 0 for sufficiently far apart points i and j.
In a global quantum quench, a finite amount of energy density above the
ground state is injected into each local degree of freedom of the system, as
the Hamiltonian is suddenly changed everywhere in space. The total post-
quench energy E = 〈Ψ0|Hˆ|Ψ0〉 is related to the work performed by the external
drive, and is determined by the depth of the quench (in the example above,
the quantity g− g0). The corresponding temperature increases from zero for
vanishing quench depth, to typically large values for deep quenches, in a
continuous fashion. As remarked above, the energy distribution of generic post-
quench states in the thermodynamic limit is peaked around E with subextensive
fluctuations. In other words, nonequilibrium states generated by quenches live in
microcanonical energy shells corresponding to a uniquely defined temperature.
The primary quantities of interest in the post-quench nonequilibrium dy-
namics are local observables O(r, t) = 〈Oˆr(t)〉, which are directly relevant for
thermalization, as they are expected to approach the thermal value determined
by the initial energy only. Indeed, in the context of global quenches, quantum
thermalization can be formalized as the convergence in time of the expectation
values of all local observables to their thermal values at a temperature 1/βE
determined by the energy E = 〈Ψ0|Hˆ|Ψ0〉 of the initial state, i.e.,
lim
t→∞ limN→∞ 〈Ψ0|eitHˆ Oˆr e−itHˆ|Ψ0〉 = Tr
(
Oˆr
e−βEHˆ
Z
)
, (1.4)
with βE determined by the equation
〈Ψ0|Hˆ|Ψ0〉 = E = Tr
(
Hˆ
e−βEHˆ
Z
)
. (1.5)
We remark that taking the thermodynamic limit N → ∞ first is crucial for
the existence of the long-time limit: In a finite system, recurrences occur over
exponentially long times in the system size [33], and one must resort to time-
averages in order to properly define thermalization, as mentioned above [27].
The collection of expectation values 〈Ψ|OˆA|Ψ〉 of local observables OˆA with
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support in a given finite region A, is encoded in the reduced density matrix
ρˆA ≡ TrA¯ |Ψ〉 〈Ψ|, where A¯ denotes the spatial complement (i.e., the exterior)
of the region A, and the partial trace TrA¯ is performed over the Hilbert space
of degrees of freedom in A¯ only. This assertion follows from the identity
〈Ψ|OˆA|Ψ〉 = TrA(ρˆAOˆA). Due to the arbitrariness of the local observable Oˆr in
Eq. (1.4), the above characterization of quantum thermalization is equivalent to
the convergence in time of local reduced density matrices of the system to the
thermal state, i.e.,
lim
t→∞ limN→∞ ρA(t) = TrA¯
(
e−βEHˆ
Z
)
. (1.6)
Equation (1.6) highlights that quantum thermalization raises an apparent
information paradox. In fact, on the one side, the global time-evolution |Ψ0〉 7→
|Ψ(t)〉 is unitary in Hilbert space, and thus it preserves in time all possible
information. On the other side, thermalization implies that the asymptotic
values of all relevant observables is encoded in the thermal state e−βEHˆ/Z,
which depends on the initial state through a single number only, namely, the
initial energy E that determines βE. Accordingly, time-evolution is equivalent to
performing a coarse-graining in the space of initial wavefunctions, associated
with a drastic information erasure: All possible wavefunctions |Ψ0〉 with initial
energy E evolve into states described by the same density matrix e−βEHˆ/Z.
Similarly to the classical version of the irreversibility paradox, the resolution
lies in the class of observables considered in the thermalization process, which
is a restricted class of accessible observables of interest, usually local observables.
Although the global wavefunction evolves unitarily, the reduced state of each
subsystem with a finite spatial extent approaches a thermal state during time-
evolution. The information originally encoded in nonthermal values of local
observables is not irreversibly erased, but becomes nonlocal, i.e., gets spread to
distant degrees of freedom.
This occurrence may be visualized via spatiotemporal diagrams of quan-
tum correlation spreading after a quench. Equal-time correlation functions
C(r, r ′, t) = 〈Oˆr(t)Oˆr ′(t ′)〉 give information on instantaneous quantum corre-
lations existing between degrees of freedom far apart in the system. The
spatiotemporal dependence of equal-time two-body correlations gives important
insights on the propagation and "scrambling" of local quantum information
encoded in the initial wavefunction. A typical example of such a diagram is
reported in Fig. 1.2. Its most prominent aspect is the light-cone structure [35],
which reflects the so-called Lieb-Robinson bound [36]. This rigorous result states
that in quantum systems on a lattice, the support of an operator Oˆr0 , initially
localized in a finite region around the site r0 and time-evolving (in Heisenberg
picture) with a local Hamiltonian Hˆ, spreads in space with a finite maximal
velocity vLR, meaning that the weight of the time-evolved operator outside the
region |r− r0| 6 vLRt is exponentially suppressed as |r− r0|− vLRt → ∞. It is
possible to derive that quantum correlation spreading after a quench is exponen-
tially confined within a light-cone spacetime region characterized by a velocity
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Figure 1.2: Illustration of the light-cone spreading of quantum correlations in quench dynamics,
from Ref. [34]. The plot shows the space and time dependence of equal-time density-density
connected correlation function after a homogeneous quench in a chain with free fermionic
quasiparticles. The stationary part has been subtracted. The space slice on the right shows the
arrival of the wavefront followed by relaxation to the GGE prediction (see Sec. 1.1.2 below).
vmax bounded above by the Lieb-Robinson velocity vLR [34, 37–39]. In strongly
chaotic quantum systems, ballistic spatial spreading of equal-time quantum
correlations does take place, which provides us with an intuitive picture on the
resolution of the quantum thermalization "paradox" mentioned above. However,
it is important to emphasize the fact that the occurrence of correlation spreading
is not a sufficient condition for quantum thermalization, as explained below.
1.1.2 Nonthermal stationary states and prethermalization
As suggested above, approach to thermal equilibrium may be described
as nonlocal scrambling of quantum information during the nonequilibrium
evolution. As it is well known, the Gibbs state ρˆGE = exp(−βHˆ)/Z is the
maximal entropy state compatible with a given energy density e(β), i.e., "the
most random" state that a system may locally attain while conserving energy. In
this sense, a thermalizing system loses all the original local information encoded
in its wavefunction, except the only piece that it is constrained to retain, i.e., how
much energy density it has. Since locality plays a crucial role in this description,
it should be clear that local conservation laws affect the thermalization process.
In particular, if Qˆ1, Qˆ2, . . . are additional local conserved quantities, then the
asymptotic state reached by the system must retain memory of their values.
Hence, it is natural to conjecture that the asymptotic state is described by a
generalized Gibbs state of the form
ρˆGGE = exp
(
−
∑
j
λjQˆj
)
/Z, (1.7)
1.1. Quantum statistical physics out of equilibrium 8
where we define for convenience Qˆ0 ≡ H. The Lagrange multipliers λj are
uniquely fixed by the expectation values of the conserved quantities Qˆj in the
initial state. Such a state is "the most random" state compatible with all local
conservation laws.
Usually, local conservation laws are associated with global symmetries of
the Hamiltonian, such as rotational symmetry in magnetic systems, or the
conservation of the number of particles in nonrelativistic gases. In this case, the
modified Gibbs state above is known as the grand-canonical state in standard
thermodynamics. However, certain systems may possess a large set of nontrivial
conservation laws. By analogy with classical mechanics, a quantum system is
called integrable when conserved quantities commute with each other and their
number equals the number of degrees of freedom.3 While the investigation
of the nonequilibrium dynamics of generic quantum many-body systems is
usually restricted to numerical computations, integrable systems often offer
viable analytical techniques to determine the dynamics of local observables and
correlation functions.
The simplest case of integrability is given by systems of noninteracting
particles, and by models which can be mapped to quadratic Hamiltonians. Such
systems constitute excellent approximations for a variety of physical situations.
A primary example in condensed matter is provided by mechanical vibrations of
crystal lattices, which may often be treated as noninteracting bosons (phonons).
A less trivial example is given by one-dimensional quantum magnets described
by the transverse-field quantum Ising chain
Hˆ = −J
L∑
i=1
σˆxi σˆ
x
i+1 − g
L∑
i=1
σˆzi . (1.8)
In this case, it has been shown [41] that the model can be mapped to the
Hamiltonian of free fermionic quasiparticles,
Hˆ = EGS +
∑
k
εk γˆ
†
kγˆk (1.9)
with
{
γ
†
k,γ
†
k ′
}
= δk,k ′ fermionic modes labelled by quasimomenta k = 2pin/L,
with n = 0, 1, . . . ,L− 1, and εk = 2
√
J2 + g2 − 2gJ cosk. Interestingly enough,
the free fermionic quasiparticles of this system have a different nature in the
ordered (|g| < J) and disordered (|g| > J) phases: In the former case, they
represent domain-wall excitations separating two magnetically ordered regions,
whereas in the latter they represent spin waves, i.e., propagating local distortions
of the paramagnetic spin alignment.
The conserved quantities in this class of systems are combinations of the
occupation number in the normal modes which diagonalize the Hamiltonian. In
translation-invariant systems, such modes are Fourier modes (for example, in
the quantum Ising chain in Eq. (1.8) above, nˆk ≡ γˆ†kγˆk). While Fourier modes
are individually nonlocal, it can be shown that suitable linear combinations of
3Note that the notion of quantum integrability is not unambiguously defined, see Ref. [40].
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such modes — essentially, their spatial Fourier transform — provides one with
local conservation laws (see, e.g., Ref. [34]).
Beyond systems with free quasiparticles, there exist a number of interacting
integrable one-dimensional quantum systems. Such systems typically have
strictly local or fine-tuned interactions, and are amenable to beautiful analytical
(Bethe-ansatz solution) and algebraic (Yang-Baxter theory) descriptions, which
are, however, beyond the scope of this Introduction [42].
The stationary state attained by an integrable system driven out of equilib-
rium must retain memory of its infinite set of local conservation laws. Such a
state may be written in the form (1.7) and is referred to as the generalized Gibbs
ensemble (GGE) [11,43–55]. Note that the approach to the GGE still represents a
dramatic erasure of local information: In fact, one has one conservation law per
degree of freedom, while the complexity of the initial many-body wavefunction
is exponential in the number of degrees of freedom. For this reason, one speaks
of generalized thermalization for integrable systems. Also, it should be emphasized
that local conserved quantities may be labelled according to the increasing extent
of the support of their local densities. In order to describe the local asymptotic
state of a finite region, one typically needs to include in the GGE only a finite
number of conserved quantities, of the order of the size of the region [34].
To summarize what we have discussed so far, after a quantum quench,
"generic" quantum many-body systems are expected to approach the maximal
entropy Gibbs state, while systems with nontrivial local conservation laws are
expected to approach a generalized Gibbs state with lower thermodynamic
entropy. An illustrative picture for this distinction is presented in Fig. 1.3, where
GGEs are represented as a smooth manifold in the space of reduced density
matrices, spanned by the Lagrange multipliers, and thermal Gibbs states are
represented by a one-dimensional curve on this manifold. Such a manifold is
thus an attractor for the dissipative dynamics of local reduced density matrices.
Thermalization and generalized thermalization are believed to be generically
"fast", i.e., to take place over a time scale given by the inverse of the typical
energy scale of the system. However, interesting phenomena may arise when
two or more competing energy scales are present in the system. A paradigmatic
situation is given by a weakly-perturbed Hamiltonian,
Hˆ ′ = Hˆ+ Vˆ , (1.10)
where Hˆ is integrable (has a number of local conservation laws) and Vˆ breaks
integrability (violates the conservation laws). The dimensionless parameter
  1 is such that the energy scale of the perturbation is small compared to
the unperturbed Hamiltonian. In this case, the time-evolution after a quench
(from the ground state of a different Hamiltonian Hˆ0) will feel the effect of the
perturbation Vˆ only over a parametrically long time scale in 1/, which may be
much larger than the generalized thermalization time of that initial state evolved
with Hˆ. Accordingly, one expects that the system will first quickly prethermalize
to a generalized Gibbs state defined by the unperturbed Hamiltonian Hˆ, and
that such a state will subsequently slowly approach the final Gibbs state of Hˆ ′
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Figure 1.3: Cartoon illustration of the relaxation dynamics after a homogeneous quench (general-
ized thermalization, prethermalization and conventional thermalization). The cartoons show the
system evolution starting from three different pre-quench initial states with equal post-quench
energy density. In agreement with the theory of quantum thermalization (see the main text),
evolution should be imagined in the space of reduced density matrices of finite subsystems.
(Accordingly, in all state labels, partial trace over the complement of the subsystem should be
understood.) The surface depicted in each cartoon represent the submanifold of GGE density
matrices. The red curve represents thermal (Gibbs) density matrices. Top panel: Integrable
systems [ε = 0 in Eq. (1.10)] relax to stationary states described by generalized Gibbs ensembles,
which account for all their local conservation laws (generalized thermalization). Middle panel:
quasiintegrable systems [as in Eq. (1.10) with ε 1] first relax to quasistationary states described
by generalized Gibbs ensembles associated with the nearby integrable Hamiltonian (prethermaliza-
tion). Hence, such states are expected to slowly drift towards the asymptotic thermal state with
a speed regulated by ε and vanishing in the integrable limit ε→ 0. Bottom panel: Generic (i.e.,
nonintegrable) systems [e.g., ε ∼ 1 in Eq. (1.10)] relax to thermal stationary states described by
the Gibbs ensemble (conventional thermalization).
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on a longer time scale.
This phenomenon may be pictured as a slow drift along the GGE manifold,
as illustrated in Fig. 1.3, whereby the Lagrange multipliers λ = (λ0, λ1, λ2, . . . )
evolve with a parametrically small speed in  towards the point (β, 0, 0, . . . ).
Such a prethermalization scenario has been suggested and studied with methods
of field theory and quantum many-body theory [56–66]. However, the generality
of its occurrence and its quantitative features are not yet fully understood to
present date [67–75].
1.1.3 Dynamical phase transitions
The fate of long-range order in quench dynamics represents a source of
interesting phenomena. Consider an interacting quantum many-body system
in an equilibrium, low temperature, ordered phase [e.g., a ferromagnet as in
Eq. (1.1) with g0 = h0 = 0], and drive it out of equilibrium by quenching
a control parameter (e.g., the transverse magnetic field, g0 = 0 → g 6= 0).
The initial long-range ordering is destabilized, and it is natural to investigate
the fate of the order parameter in the nonequilibrium dynamics following the
quench. If fast thermalization takes place as described in Sec. 1.1.1 above, the
order parameter will show a behavior consistent with its equilibrium finite-
temperature phase diagram. On the other hand, if the system shows metastable
or quasisteady behavior over intermediate time scales before thermalization,
genuinely nonequilibrium phenomena may occur. This scenario, which focuses
on prethermal dynamics, typically occurs in systems close to integrability, as
described in Sec. 1.1.2. In particular, the system lingers close to a state in which
conventional equilibrium statistical mechanics does not apply, making the onset
of novel types of phases of matter and critical behavior possible.
Quantum quenches from a broken-symmetry equilibrium state such as those
proposed above, give rise to an interesting instance of nonequilibrium critical
phenomena. These dynamical phase transitions (DPTs) [76–94] are charac-
terized by a nonequilibrium order parameter exhibiting a finite or vanishing
long-time temporal average, depending on whether the quantum model under
consideration is quenched below or above an associated dynamical critical point
separating the dynamical ordered phase from the dynamical disordered one.
The behavior at the transition is believed to be universal, and its properties are
generally different from those of the equilibrium counterpart [83, 84, 87]. In
addition, in systems with local interactions, the scaling of dynamical correlation
and response functions can distinguish the different phases [90, 95, 96], while
quenching across dynamical critical points imprints a scaling behavior reminis-
cent of dynamical coarsening [97–100]. A recent experiment [101] has shown
that these dynamical phase transitions can be realized with ultracold trapped
ions which simulate long-range interacting Ising ferromagnets (see also Sec.
1.2.1 below).
A second notion of DPT, proposed in Ref. [102], has been recently studied
experimentally in Ref. [103]. This notion, however, is not directly related to
the existence of a local order parameter characterizing the various dynamical
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phases, but rather to a nonanalytic behavior in the time dependence of the return
probability amplitude [104]. Considering, for example, global quenches of the
transverse field in the one-dimensional quantum Ising chain, a quench across
the equilibrium critical point, starting from the ground state of the ferromagnetic
phase and ending into the paramagnetic one, will induce a sequence of cusps in
the time-resolved return probability amplitude [102, 105]. These two notions of
dynamical phase transition are in general distinct, and therefore they may even
not occur concomitantly in the same model. However, a connection has been
pointed out whenever both DPTs are present [106] (see also Refs. [107, 108]).
The study of the two instances of DPTs is typically restricted to either inte-
grable or mean-field models, or to numerical works, while Gaussian fluctuations
have been accounted for in a limited number of cases [86, 87, 90, 97–100]. In
Chap. 4, we shall study DPTs in nonintegrable models that, despite possessing
nontrivial fluctuations and a nonvanishing order parameter, are amenable to an
analytical approach, which we preliminarily present in Chap. 3.
1.1.4 Nonequilibrium phases of periodically driven systems
We have reviewed above the theory of extended quantum systems driven
away from equilibrium and then let to evolve in isolation from external sources
or work and heat. A complementary topic of great interest is constituted by
persistent driving in time, and in particular by cyclically repeated driving.
This occurrence is ubiquitous in natural phenomena and in applications,
ranging from electronics to condensed matter physics [109–111]. Understand-
ing driven systems is of paramount importance in the context of quantum
technologies, since they can both realize peculiar phases of matter and help ma-
nipulating quantum information [112, 113]. In fact, time-periodic protocols have
been theoretically proposed and experimentally realized with ultracold gases to
engineer a variety of systems, including topological phases [114, 115], time crys-
tals [116–120], exotic Bose-Einstein condensates [121–124]. All of them have no
equilibrium counterparts, i.e., they do not exist in the absence of driving. For in-
stance, a gas of bosons may condense in a nonuniform, pi-quasimomentum state
in the presence of a rapidly varying electric field or of a shaken lattice [121–124].
Similarly, while invariance under time-translations cannot be broken at equilib-
rium, the formation of discrete time crystals under the effect of AC-driving has
been theoretically proposed [116–118] and experimentally observed [119, 120].
Employing suitable periodic drives for designing and realizing exotic phases of
matter is known in the literature as Floquet-engineering.
In systems with few degrees of freedom, a periodic drive might have spec-
tacular effects, such as the stabilization of a pendulum upside down. A theory
of this phenomenon was formulated by P. Kapitza in 1951 [125], and has found
several experimental applications, e.g. in particle synchrotrons [126] and in Paul
traps [127] (see also Sec. 1.2.1). More recently, it has been applied to quantum
many-body physics out of equilibrium, for instance in order to stabilize Bose-
Einstein condensate clouds in two and three spatial dimensions [128, 129], to
prevent spin mixing in spinor condensates [130, 131], and to stabilize pi-modes
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in driven bosonic Josephson junctions [132, 133].
External drives perform work on a system, and hence driven systems ex-
change energy with their driving agents. The dynamics of the internal energy
represents one of the most natural and interesting questions in the theory and
applications of driven systems. According to the second principle of thermo-
dynamics, in generic conditions the internal energy increases indefinitely upon
continuously driving.
Fine-tuned exceptions to this generic behavior are possible. The most impor-
tant one is constituted by few-body systems, such as the ones described above
in connection with dynamical stabilization. In this case, the system typically has
a finite set of characteristic frequencies associated with certain states. Conse-
quently, a nonresonant drive — characterized by a frequency incommensurate
with the system’s eigenfrequencies — might induce a nonequilibrium stationary
state at a finite energy density, with a stable periodic energy exchange between
the system and the drive. In the many-body context, this occurrence naturally
extends to systems with free stable quasiparticles, such as the quantum Ising
chain in a transverse field, cf. Eq. (1.8). This system can be mapped to an
ensemble of decoupled two-level systems, i.e., the free fermionic quasiparticles
of the model. These excitations have a finite bandwidth. If the driving respects
this integrable structure, being, for instance, a periodic modulation of the trans-
verse field g(t) = g0 + δg cos(Ωt), then the system reduces to an ensemble of
single-body driven systems,
Hˆ(t) = −
∑
k
[
J cosk− g(t)
](
cˆ
†
kcˆk − cˆ−kcˆ
†
−k
)
+ i J sink
(
cˆ
†
kcˆ
†
k + cˆ−kcˆ−k
)
,
(1.11)
and the drive induces nontrivial nonequilibrium stationary states [134–136].
However, this situation is hardly realized in quantum many-body systems.
Upon repeated driving, generic systems are expected to heat up at long times to
infinite-temperature states, indistinguishable from featureless random states in
Hilbert space. This has been numerically shown to occur even in rather small
systems of & 20 interacting elementary units, whereby the long-time behavior
is described by random-matrix theory [137]. Heating thus represents the most
important issue in the realization of nontrivial, dynamically stabilized phases
of driven quantum many-particle systems. In this respect, there is presently
no evidence that heating can be circumvented, beyond the above mentioned
fine-tuned integrable driven systems.
While heating is hard to overcome, it has been recently recognized that it is
actually easy to dramatically slow it down [138–141]. In fact, fast driving at a
frequency Ω much larger than the single-particle energy scale (bandwidth) J of
the system, results in an exponentially suppressed heating rate.∣∣∣∣d 〈Hˆ(t)〉dt
∣∣∣∣ 6 exp(− const × ΩJ
)
. (1.12)
According to this scenario, dubbed Floquet-prethermalization, the time-evolved
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system at stroboscopic times (integer multiples of the driving period) preliminar-
ily prethermalizes to a Gibbs state e−βeffHˆeff/Z of an effective static Hamiltonian
Hˆeff, close to the time-averaged driving Hamiltonian,
Hˆeff =
1
T
∫T
0
dt Hˆ(t) +O
(
J2/Ω
)
(1.13)
with T ≡ 2pi/Ω. Hence, such a quasistationary state slowly drifts towards
infinite-temperature over an exponentially long time scale t∗ ∼ exp(const ×
Ω/J) in the ratio between the driving frequency and the single-particle band-
width. The first signatures of this occurrence have been put forward in Ref. [138].
The general theory has been fully detailed and made rigorous independently by
two groups in Refs. [139–141]. This result constitutes the theoretical basis for
the realization of Floquet-engineered phases of matter, which are expected to
be stable for parametrically long temporal stages in generic interacting driven
systems. Numerical validation of the above Floquet-prethermalization scenario
has been studied in Ref. [142], see Fig. 1.4.
The following argument based on standard perturbation theory offers an
intuitive picture of the exponential slowdown of heating in high-frequency
driven systems [139–141]. A periodically modulated perturbation Vˆ(t+ T) ≡
Vˆ(t) at frequency Ω ≡ 2pi/T to a static Hamiltonian Hˆ0, may be thought as a
source of "photons" at frequency Ω, which induce transition between proper
energy levels Ei, Ej of Hˆ0, with Ei − Ej ≈ ±Ω,±2Ω, . . . (recall  h = 1 in our
units). The spectrum of a quantum many-body system is dense and extensive
in the thermodynamic limit, which allows the drive to mix states at arbitrary
energy scales and heat up the system. However, the elementary transitions
induced by the perturbation Vˆ at first order, involves only energy changes of
the order of the single-particle energy bandwidth J, because the drive induces a
configurational change of few particles only in each transition. Consequently, if
Ω J, all first-order transitions are far off-resonant, and they will result in small
energy fluctuations. Energy "delocalization" by resonant processes requires a
number of elementary transitions n∗ such that ∆E ∼ n∗J ≈ Ω. This occurs only
to high order n∗ ∼ Ω/J 1 in perturbation theory. Therefore, heating takes a
long time to take place. This argument represents the core intuition underlying
the formal analysis in Refs. [139–141].
1.1.5 Entanglement growth
The problems addressed in the previous Sections represent the quantum
counterpart of corresponding ones in classical many-body dynamics. The nature
of quantum systems often allows one to pose simpler and more natural questions
than their classical counterpart. It is also interesting to investigate quantum
phenomena which, at least superficially, do not possess a classical analog. One
important example in this class is provided by entanglement dynamics.
Entanglement is one the key concepts in quantum mechanics and its under-
standing at the deepest level constitutes one of the major efforts of contemporary
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Figure 1.4: Numerical illustration of slow heating in periodically driven quantum many-body
systems at high frequency (from Ref. [142]). According to the theory in Refs. [140,141], the system
is predicted to linger in a quasistationary Gibbs ensemble of an effective static Hamiltonian for
times which grow exponentially upon increasing the driving frequency, before eventually reaching
their infinite-temperature value. Top panel: stroboscopic time-dependence of the average energy
density of a quantum Ising chain with a periodically-varying external field (see the quoted article
for details). For increasing values of the driving frequency (curves from left to right), heating to
infinite-temperature moves exponentially fast to later times. Bottom panel: stroboscopic time-
dependence of the bipartite entanglement entropy. After a plateau corresponding to the thermal
entropy of the quasistationary state, entropy approaches the random-state value characteristic of
infinite temperatures (see also Sec. 1.1.5).
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physics. It has been proven extremely valuable to probe fundamental properties
of intriguing quantum phases of matter, to quantify the loss of information in
black holes, to characterize the efficiency of quantum-computation algorithms,
and it is regarded as a crucial resource for future quantum technologies. Such
multiple far-reaching facets of entanglement has motivated an enormous interest
and ample cross-fertilization among diverse fields, ranging from condensed
matter theory to quantum optics and high-energy physics.
It is by now well established that a large body of information about the
nonequilibrium dynamics of quantum many-body systems, their thermalization
properties, and the complexity of their numerical simulations, can be inferred
from the evolution of their entanglement [143–153]. A paradigm for these
studies is represented by the growth of bipartite entanglement entropy S(t) after
a quantum quench.
Bipartite entanglement entropy is defined as the von Neumann entropy of the
reduced density matrix of a subsystem. Specifically, one considers an extended
quantum many-body system, whose Hilbert space H = ⊗iHi is the tensor
product of the local Hilbert spaces Hi associated with local degrees of freedom.
In order to quantify quantum entanglement between spatially separated degrees
of freedom, one may subdivide the system into two complementary regions A
and B, e.g., a finite domain in space and its complement. The global Hilbert space
is thus the tensor product of the subspaces associated with the two subsystems
H = HA⊗HB with HA[B] = ⊗i∈A[B]Hi. We consider a (normalized) pure state
|Ψ〉 ∈ H. Reduced states of subsystems A and B are defined by the partial traces
ρˆA = TrB |Ψ〉 〈Ψ| , ρˆB = TrA |Ψ〉 〈Ψ| . (1.14)
Then, bipartite entanglement entropy is defined as the von Neumann entropy of
the reduced state, i.e.,
SA = −TrA ρˆA log ρˆA, SB = −TrB ρˆB log ρˆB. (1.15)
One can show that SA = SB, so that entanglement entropy is associated with
the bipartition only. This quantity is a measure of entanglement according to
the axioms of quantum information theory (see, e.g., Ref. [154]). In fact, if the
state |Ψ〉 can be factored into two states |ΨA〉 ⊗ |ΨB〉 of subsystems A and B,
then the reduced density matrices ρˆA[B] =
∣∣ΨA[B]〉 〈ΨA[B]∣∣ are pure, and hence
S = 0. Otherwise, S > 0 and the state is entangled with respect to the considered
bipartition.
The dynamics of the entanglement entropy S(t) of two spatial regions after
a quantum quench measures how fast nonlocal quantum correlations build up
in the nonequilibrium dynamics of extended interacting systems. However,
access to this quantity requires knowledge of the many-body wavefunction,
which notably represents a difficulty. Significant progress has been made for
systems with local interactions, characterized by a finite speed of correlation
spreading [36], see Sec. 1.1.1. In this case S(t) is generically expected to
saturate to an extensive value ("volume law") after a linear increase in time
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Figure 1.5: Illustration of the main paradigms of entanglement entropy growth after a quench.
Top panel: linear growth of bipartite entanglement entropy of a finite interval with the rest of the
system after a quench in the transverse-field quantum Ising chain (from Ref. [155]). The saturation
value attained at long times increases linearly upon increasing the length ` of the interval. For
critical quenches, the slope is related to the central charge of the underlying conformal field theory,
as discovered by P. Calabrese and J. Cardy (see the quoted article). Bottom panel: logarithmic
growth of half-system entanglement entropy in a many-body interacting Anderson model (from
Ref. [156]). In the noninteracting limit (Jz = 0), all excitations are localized by disorder [157],
and, consequently, entanglement is bounded. Its growth is activated by many-body interactions,
whose strength is controlled by the parameter Jz. Theoretical understanding of this phenomenon
in terms of the dephasing of localized excitations has been given in Ref. [148]. This shows that
entanglement growth is not necessarily associated with transport of energy and matter, which is
completely suppressed in localized systems.
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[158, 159], see the top panel of Fig. 1.5 for an illustration. As it results from
the discussion of thermalization in Sec. 1.1.1, the long-time saturation value of
the entanglement entropy is expected to be the value in the thermal ensemble,
i.e., the thermodynamic entropy. In fact, denoting by NA and N the size of the
region A and of the whole system, respectively, using the convergence of the
reduced density matrix to the thermal ensemble in Eq. (1.6), one finds
lim
t→∞ limN→∞ SA(t)NA ≈ s(βE), (1.16)
where
s(β) = − lim
N→∞ 1N Tr
(
e−βHˆ
Z
log
e−βHˆ
Z
)
= β
[
e(β) − f(β)
]
. (1.17)
In Eq. (1.16), βE is determined by the energy E of the initial state, and s, e,
f are the densities of entropy, energy and free energy. Equality in Eq. (1.16)
holds for large subsystems NA →∞; for finite subsystems, one has subleading
boundary contributions to entropy. This observation provides a remarkable
bridge between quantum entanglement and standard thermodynamics, and
identifies the process of thermalization of a subsystem with the accumulation
in time of quantum entanglement between the subsystem and the rest of the
system. In integrable systems, the asymptotic saturation value of entanglement
entropy corresponds to the "thermodynamic" GGE entropy, and the linear
growth in time can be attributed to the ballistic spreading of infinitely long-lived
quasiparticles [144–146, 160].
Conversely, the existence of (exact or approximate) spatially localized con-
served operators results in a dramatically slower increase of entanglement
entropy, as occurs in the presence of strong disorder [148,161,162] or sufficiently
complex and strong interactions [163–168]. In these cases, a distinct logarith-
mic growth of S(t) characterizes many-body localized (MBL) or quasilocalized
dynamics [157, 169–173], see the bottom panel of Fig. 1.5 for an illustration.
Systems exhibiting (quasi)localizated excitations at finite energy density, escape
the conventional paradigm of quantum thermalization discussed above, and
remain out of equilibrium as long as they can be considered isolated from the
external environment. The finding above remarkably shows that entanglement
growth is not necessarily associated with transport of energy and matter, which
is completely suppressed in localized systems. In fact, its theoretical under-
standing is based on the dephasing of localized excitations [148] rather than their
delocalization. Although we do not delve into this very interesting topic in this
thesis, we shall show in Chap. 8 that confinement of excitations may result in
qualitatively similar effects, despite the absence of quenched disorder.
1.2 Long-range interactions in quantum systems
In this Section, we discuss the theoretical and experimental motivations
for studying quantum statistical physics of long-range interacting systems,
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which constitute the main playground of this thesis. We further review the
current status of the theoretical analysis of their nonequilibrium behavior, mainly
developed in the last years, placing the focus on the most relevant aspects for
the work presented in subsequent Chapters.
Classical long-range interacting systems are relevant to a number of im-
portant subjects in Physics, such as, e.g., galaxies [174], plasma [175], ionic
crystals [176]. From the viewpoint of statistical mechanics, they present a
wealth of distinguished properties, such as nonadditivity of energy, inequiva-
lence of statistical ensembles, slow relaxation, and ergodicity breaking (see, e.g.,
Refs. [177, 178]).
Recently, long-range interactions have become the focus of a great attention
even in the quantum domain, primarily motivated by remarkable experimental
platforms in atomic, molecular and optical (AMO) physics, which allow the
tunable and controlled study of coherent quantum dynamics for long times.
1.2.1 Algebraically-decaying interactions in ultracold gases
Algebraically-decaying interactions are ubiquitous in quantum experiments.
For instance, they are relevant in the model description of Rydberg atoms
[179–181], trapped ions [182–191], polar molecules [192, 193], and magnetic
atoms [194, 195]. A particularly rich and exciting research direction based on
AMO physics aims at developing quantum simulators and quantum computers,
i.e., machines capable of performing manipulations on an assembly of physical
entities by exploiting their quantum nature. Among the outstanding recently
developed platforms for pioneering this enterprise, systems of ultracold ions
in magneto-optical traps and arrays of optical tweezers hosting Rydberg atoms
represent some of the most promising attempts, due to scalability and an
unprecedented degree of controllability and highly-resolved addressability.
In view of the strong connections between these two experimental platforms
and the theoretical work and results presented in Part I and Part II of the thesis,
respectively, we shall briefly describe these setups below.
Trapped ions
Ion traps consist of an arrangement of electromagnetic fields designed to
confine charged particles in a given region of space. By Earnshaw’s theorem,
stable mechanical equilibrium cannot be realized with electrostatic fields in
the vacuum. Hence, in order to trap charged particles, one needs to combine
electrostatic fields either with magnetic fields, or with time-dependent electric
fields. The first option is realized in Penning traps, whereby an electrostatic
field confines ions in one dimension, and a strong magnetic field in the same
direction pins the ions in the transverse plane. The second option is realized in
Paul traps, whereby an effective stable equilibrium is generated by means of an
additional ac electric field, using the principle of dynamical stabilization first
discovered for the Kapitza pendulum (see also Sec. 2.3 and Chap. 5). Ions can
be trapped in a vacuum chamber by sublimating a solid sample by Joule effect,
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Figure 1.6: Picture of an ion trap in the Innsbruck IQOQI laboratory of R. Blatt. The inset shows a
snapshot of a one-dimensional crystal of six trapped ions.
ionizing the atoms with suitable lasers, accelerating the atomic beam towards
the trap, and cooling the cloud with standard techniques such as Doppler and
Raman cooling — see, e.g., Ref. [185].
If the trap confinement is weak in one or two spatial directions, the ultracold
ions arrange themselves in a one- or two-dimensional crystal, defined by the
mechanical equilibrium configuration which balances attraction towards the trap
center and inter-ion Coulomb repulsion (see Fig. 1.6). It has been recognized
that the internal hyperfine levels of the trapped ions may be exploited for
quantum-computing and quantum-simulation purposes. In fact, the system
represents a well-isolated array of quantum few-level units (qubits if only two
hyperfine levels are involved in operations, as it is usually the case). As a
consequence of the large and regular spacing between the ions, individual units
may be manipulated by tightly focussed lasers and observed by stimulated
fluorescence. Most importantly, effective interactions between these qubits may
be engineered and tuned. Typically, such interactions are generated by means
of double stimulated Raman transitions involving a virtual hyperfine level and
the absorption/emission of a phonon. The detuning of the laser frequencies
from the virtual level and the shape and spectrum of the mechanical vibrations
of the crystal determine the effective interaction between pairs of qubits. A
typical effective Hamiltonian which is routinely realized along these lines is the
long-range quantum Ising chain of the form [cf. Eq. (1.1)]
Hˆ = −
N∑
i 6=j
Jijσˆ
x
i σˆ
x
j − g
N∑
i=1
σˆzi . (1.18)
where the sum runs over the ions, and σˆ are Pauli matrices describing the
dynamics of hyperfine levels. The experimental Ising couplings Jij describe
a correlated hyperfine transition of the i-th and the j-th ion mediated by the
exchange of a virtual phonon. They may often be approximated by algebraically-
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decaying couplings as
Jij ≈ J
|i− j|α
. (1.19)
The effective power-law exponent α depends on the experimental setup. With
Penning traps, spin-spin interactions are usually mediated most strongly by
the collective center-of-mass vibrational mode, which couples uniformly to all
effective spins. This results in a very small value of α = 0.02÷ 0.2. On the other
hand, with Paul traps one can in principle tune α between 0 and 3, and it has
been found that α ≈ 1 provides a good fit for typical arrangements. See also
Sec. 5.4.
Rydberg atom arrays
The setup we are interested in consists of arrays of optical traps, each of
them hosting a single Rydberg atom. For simplicity, we focus here on a one-
dimensional chain of L optical traps, as implemented in the recent experiment re-
ported in Ref. [181] and schematically illustrated in Fig. 5.4. Higher-dimensional
arrays have also been implemented [196]. The atoms represented in the figure
are trapped in their electronic ground state (black circle), denoted by |↓〉j, where
j numbers the trap. These ground states are quasiresonantly coupled by suitable
lasers to a single Rydberg state, i.e., a highly-excited electronic level, denoted by
|↑〉j. The coherent dynamics of this chain of qubits is governed by the following
Hamiltonian [197, 198]:
Hˆ =
L∑
j=1
(
Ωσˆxj + δ σˆ
z
j
)
+
∑
j<`
Vj,`nˆjnˆ`, (1.20)
where σˆαj are Pauli matrices at site j, the operator nˆj = (σˆ
z
j + 1)/2 signals the
presence of a Rydberg excitation at site j, 2Ω and 2δ are the Rabi frequency and
the detuning of the laser excitation scheme, respectively, and Vj,` describes the
interactions between atoms in their Rydberg states at sites (j, `). This Hamil-
tonian is again of the Ising type encountered in Eqs. (1.1) and (1.18). The
effective spin-spin interactions Vj,` have dipolar nature, and hence they decay as
a power-law of the distance, upon increasing it, with an exponent α = 6.
For the cases of interest in Chap. 7, these interactions are strong at short
distances and decay as 1/|j− `|6 at large distances. The dynamics described by
Hˆ have been realized in several experiments, utilizing either optical lattices or
optical tweezers [181, 199, 200]. In particular, Ref. [181] investigated the regime
where Vj,j+1 is much larger than all other energy scales of the system, resulting
in the so-called Rydberg blockade effect: atoms on neighboring sites cannot be
simultaneously excited to the Rydberg state. This is modeled via the hard
constraint nˆjnˆj+1 ≡ 0.
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Figure 1.7: Schematic illustration of the experimental setup with interacting Rydberg atom arrays
(left, from Ref. [181]), and of the Rydberg blockade effect (right, from Ref. [7]). In this picture,
|g〉 ≡ |↓〉 and |r〉 ≡ |↑〉 represent the ground and excited Rydberg state, respectively.
In this regime, the resulting Hamiltonian is
Hˆeff =
L∑
j=1
(
ΩPˆ
↓
j−1σˆ
x
j Pˆ
↓
j+1 + 2δ nˆj
)
, (1.21)
where we neglect longer-range terms which do not affect qualitatively the
dynamics. Hˆeff acts on the constrained Hilbert space without double occupancies
on nearest-neighbor sites, as illustrated in Fig. 5.4. This effective Hamiltonian
was first introduced by S. Sachdev and collaborators [201], to describe the
effective dynamics in a different class of experiments with Mott insulators in
tilted optical lattices [15].
1.2.2 Effective confining forces
A second, radically different type of long-range interactions may emerge in
quantum many-body systems with local interactions, namely, confining poten-
tials between elementary excitations, which grow proportionally to their spatial
separation. Such an occurrence may result from frustrating the configuration
of all degrees of freedom between the two quasiparticles, as a consequence of
local constraints. This mechanism is usually ascribed to an underlying gauge
symmetry of interactions.
The above ideas appear in high-energy physics. In this field, gauge theories
were first proposed, and it was shown that the nonperturbative phenomenon
of confinement may take place [202, 203]. In fact, elementary particles such
as quarks cannot exist individually as isolated entities, but experience spatial
confinement into composite particles due to forces acting at arbitrary distances,
mediated by gauge fields.
Various aspects of confinement in relevant gauge theories in high-energy
physics are still unclear and subject to intense investigations. This problem is
one the most challenging of contemporary physics, due to the lack of suitable
analytical and numerical techniques. For example, there is presently no evidence
of a successful method to study the real-time dynamics of nonAbelian SU(3)
gauge theories, relevant, e.g., for heavy-ion collision experiments and for quark-
gluon plasma dynamics in early-Universe cosmology.
For this purpose, recent years have witnessed a substantial interest in quan-
tum simulations of gauge theories with ultracold atomic setups. To present date,
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only some preliminary steps have been taken in this enterprise, involving lattice
formulations of Abelian gauge theories in one spatial dimension. The primary
example in this class is quantum electrodynamics (QED) in 1 + 1 spacetime
dimensions, formulated in terms of the so-called Schwinger model [204] or vari-
ants of it. From the theoretical viewpoint, in this simplified setup one can count
on a number of analytical and numerical techniques [204–214]. In spite of a large
number of experimental proposals [215–221], the current state-of-the-art in the
field is represented by a proof-of-principle simulation of the lattice Schwinger
model with only four trapped ions [222]. While the complexity of these models
is significantly lower compared to the ultimate goal of nonAbelian SU(3) gauge
theories in 3+ 1 dimensional spacetime, they nonetheless share with the latter
the occurrence of interesting and nontrivial phenomena such as confinement.
As we shall discuss in detail in Chap. 7, an analogous effect of confine-
ment of elementary excitations can also be found in one-dimensional statistical
physics and condensed matter models [223–228]. In fact, a pair of kink exci-
tations separating two degenerate symmetric ground-state configurations of a
quantum chain, experience a linearly-growing confining potential as soon as the
degeneracy is lifted, which may occur by external symmetry-breaking fields or
residual mean-field interactions [229–232]. Signatures of quantized excitation
spectra due to confinement have been studied in a number of quasi1d magnetic
insulators, beautifully confirming the theoretical predictions [233, 234]. We refer
the reader to Chap. 7, in which the physics of confinement in one dimension
will be extensively reviewed. In particular, we shall show in Sec. 7.2.3 that an
interpretation of confinement in terms of an underlying gauge-invariance is
always possible in one-dimensional quantum systems.
1.3 Nonequilibrium physics with long-range interactions
Stimulated by the development of the above experimental platforms, long-
range interactions have recently become the focus of intense investigations in
quantum many-body theory [142, 235–267]. Below, we give an overview of
recent theory developments, and briefly outline the original contributions of the
doctoral research presented in this thesis.
A preliminary, natural, and long-standing question concerns universal be-
havior, i.e., if and how long-range interactions modify the universality class of
equilibrium criticality. Such a problem has been investigated both in classical
and quantum statistical field theories. The most prominent qualitative result is
that a long-range interacting system may be equivalent to a short-range inter-
acting one with a modified (increased) effective dimensionality [268–270]. The
correspondence has been suggested via renormalization-group techniques for
the equilibrium phase diagram and the universal equilibrium critical properties
of both quantum and classical systems.
Concerning the quantum Ising model in Eq. (1.1) on a d-dimensional lattice
and with algebraically-decaying couplings Jr,r ′ ∼ |r − r ′|−α, there exist two
values α± = α±(d), with d 6 α−(d) 6 α+(d) 6 d+ 2 such that for α < α−(d)
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the universal behavior is described by mean-field theory, and for α > α+(d)
the universality class is that of the short-range models in the same spatial
dimensionality d. If the actual dimensionality d is smaller than the upper-
critical dimensionality duc of the short-range model, by tuning α between α+(d)
and α−(d) one obtains a d-dimensional model with the properties of a deff-
dimensional short-range interacting model, where the effective dimensionality
deff varies continuously with α in the range d < deff(α) < duc. A similar scenario
is valid for more general systems which have been considered, such as O(N)
models.
A nontrivial consequence of the increased effective dimensionality consists
in the stabilization of long-range order at finite temperature in low-dimensional
systems. In fact, when d = 1 and α 6 3, according to the above mapping the
system is equivalent to a short-range interacting system in 2/(α− 1) dimensions.
In particular, for α 6 2, the effective dimension increases above deff = 2, which
is the lower critical dimension for the existence of an ordered phase at finite
temperature.
The possible existence of long-range order for α 6 2 in one-dimensional
quantum chains at finite temperature, may be understood in more elementary
terms by considering the Landau argument [271], as illustrated in Fig. 1.8.
This argument asserts that long-range order in (classical or quantum) finite-
temperature one-dimensional systems is prevented because of domain-wall
excitations. Consider a chain in a long-range ordered state. When interactions
act on a finite range, an isolated domain-wall excitation which separate two
large long-range ordered regions has a finite configurational energy cost. There-
fore, the creation and expansion of bubbles delimited by domain-walls within
an initially long-range ordered state is an entropically favorable process that
leads to a meltdown of long-range order. However, by increasing the range
of interactions, one realizes that the energy cost of an isolated domain-wall
configuration becomes correspondingly large. A simple computation shows that
this energy cost can be estimated as
∆Edw ∼
∑
i6n
∑
j>n
Jij, (1.22)
where the domain-wall is located between sites n and n + 1 and Jij is the
interaction strength between degrees of freedom at sites i and j along the chain.
Considering algebraically-decaying interactions Jij ∼ J |i− j|−α, the computation
shows that
∆Edw ∼
∑
r>0
J
rα−1
. (1.23)
One sees that for α > 2 this energy is finite. As a result, a finite density of
domain-walls will populate the chain at finite temperature, preventing the
possibility of forming long-range order. In other words, interactions decaying
faster than r−2 are qualitatively similar to short-range interactions as long as
universal properties are concerned, in agreement with the formal result above.
On the other hand, domain-walls become energetically inaccessible for α 6 2,
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Figure 1.8: Schematic illustration of the generalized Landau argument for long-range interacting
chains. The energy of an isolated domain-wall is finite with short-range interacting and infinite
for algebraically-decaying interactions with exponent α 6 2.
giving rise to competition between energy and entropy and hence opening up
the possibility of stable long-range ordered states at finite temperature [272–274].
The existence of long-range order in highly-excited states represents one
of the distinctive properties of long-range interacting quantum chains. On
the one hand, their low dimensionality makes them accessible to experimental
quantum simulations with highly-controllable platforms such as ion traps and
to numerical classical simulations with advanced computational techniques
such as tensor networks. On the other hand, the long-range nature of their
interactions allows one to explore characteristic phenomena of the physics of
higher-dimensional systems. In fact, stable long-range order in highly-excited
states is particularly relevant in nonequilibrium conditions, as it paves the way
to the realization of dynamical phases without equilibrium counterparts, such as
dynamically stabilized Floquet-prethermal phases and time-crystalline phases.
This will play a crucial role in the results presented in Chap. 5.
In the work presented in Part I of this thesis, an additional interesting issue
motivated by long-range interactions will play a major role, namely quasiinte-
grability, and the associated prethermal dynamical phases and dynamical phase
transitions. It has been recalled in Sec. 1.1.2 above that parametric closeness of
the Hamiltonian to an integrable point leads to a long temporal stage during
which the system dynamics displays features dictated by integrability. Long-
range interacting systems have a natural "integrable" limit, namely the limit
α→ 0 of infinite-range interactions. In this case, the mean-field analysis becomes
exact, and the dynamics can be solved in terms of few semiclassical collective
variables. This will be reviewed in detail in Chap. 2. It is presently unclear
whether, in what sense, and the extent to which the limit α→ 0 is singular as far
as finite-size dynamical properties are concerned. Mean-field behavior is exactly
recovered in the thermodynamic limit in the whole range 0 6 α 6 d. In Part I of
the thesis, we shall often think of the range of interactions as a parameter which
controls the impact of many-body quantum fluctuations on the semiclassical
collective dynamics which characterizes the infinite-range (mean-field) limit. In
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Figure 1.9: Schematic illustration of nonlinear light-cone spreading of quantum correlations in
quantum chains with long-range interactions (from Ref. [277]). The cartoon shows the behavior
of the light-cone edge r = f(t), such that the dynamical quantum correlations are significantly
different from zero only for distances r < f(t), upon decreasing the range of interactions (i.e.,
increasing α). For sufficiently large α, one recovers the familiar linear light-cone spreading, cf. Fig.
1.2. For smaller α, the light-cone edge bends down, due to the long-range nature of interactions.
particular, we shall explore the consequences of quasiintegrability on dynamical
critical behavior in Chap. 4, and on entanglement dynamics in Chap. 6.
In Sec. 1.1.4 we have reviewed the rigorous theory of slow heating in
periodically driven short-range interacting systems. Generalizations of these
results for long-range interacting systems have been published during the
completion of this thesis [275, 276]. In Chap. 5 we shall present nonrigorous
work along a similar direction, which agrees and extends the mentioned results.
In particular, it is shown that dynamically stabilized quantum phases akin to the
classical Kapitza pendulum do occur in driven interacting quantum many-body
systems, despite the fluctuations of extensively many degrees of freedom.
A very interesting research direction concerns how long-range interactions
affect the speed of quantum correlation spreading and entanglement growth. In
fact, they pose a conceptually different and challenging problem. On the one
hand, their nonlocal interactions allow quantum correlations between distant
degrees of freedom to build up very quickly, resulting in unbounded quasipar-
ticle speed, violations of the Lieb-Robinson bound, and nonlinear light-cone
spreading of quantum correlations [277–285], see Fig. 1.9 for an illustration.
On the other hand, numerical simulations have shown that the entanglement
entropy growth after a quench features a dramatic counterintuitive slowdown as
the range of interactions is increased. In particular, it becomes as slow as loga-
rithmic when the couplings decay algebraically upon increasing the distances rij
as r−αij , with α smaller than the spatial dimensionality d, even in the absence of
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disorder [286–288]. The counterintuitive concurrence of fast correlation spread-
ing and slow entanglement growth has been partially reconciled in Refs. [287]
and [285] in terms of the change in the quasiparticle dispersion relation as the
range of interaction increases. In Chap. 6, we shall discuss a qualitative change
in the mechanism of entanglement growth when α 6 d, whereby the standard
quasiparticle contribution gets suppressed and nonlinear collective squeezing
becomes the leading contribution.
Confinement of excitations via effective linearly-growing interactions, pre-
viously introduced in Sec. 1.2.2, also raise a set of basic questions concerning
the nonequilibrium dynamics of local observables and quantum correlations.
A recent pioneering investigation on this point is Ref. [289]. In this work, it
has been suggested that confinement is at the root of a dramatic slowdown
of quantum information spreading. This study will be extensively reviewed
in Chap. 8, where a theoretical framework for the unconventional dynamical
signatures of confinement will be proposed, and additional numerical work in
support of the theory will be presented and discussed.
Part I
Impact of quantum fluctuations
on mean-field nonequilibrium
phenomena
Chapter 2
Nonequilibrium dynamics of
collective models
In this introductory Chapter of Part I, we give a detailed review of the
nonequilibrium dynamics of quantum many-body systems with collective inter-
actions, i.e., in which all degrees of freedom interact with all the other ones with
equal strength. The purpose of this Chapter is pedagogical, since most of the
material presented below belongs to a well-understood and established topic in
quantum physics. In particular, Secs. 2.1 and 2.4 serve as an introduction to the
methodological core of Part I of the thesis contained in Chap. 3 and represent
the starting point of the theoretical study of entanglement dynamics in Chap. 6.
Section 2.2 serves as an introduction to the study of dynamical phase transitions
in Chap. 4. The content of Sec. 2.3 is itself part of the original contributions
published in Ref. [3], the main results of which will be presented in Chap. 5.
2.1 Mapping to semiclassical models
In the limiting situation of infinite-range interactions, one expects mean-field
theory to become exact in the thermodynamic limit. The description of the
quantum dynamics is enormously simplified by exploiting the symmetry of the
Hamiltonian under arbitrary permutations of its elementary degrees of freedom.
This occurrence allows for exactly mapping such models to systems of few
variables characterized by an effective Planck constant  heff ∼  h/N, where N is
the number of the original degrees of freedom. In this Section, we shall first
describe the general theory formulated by B. Sciolla and G. Biroli [83] for systems
with full permutational invariance in states belonging to the totally-symmetric
sector. (Generalizations for both Hamiltonians and states are briefly discussed
in App. A.) Hence, we shall specialize the discussion to spin models, on which
we shall mostly concentrate in the rest of the thesis.
2.1.1 Permutational invariance
We consider an interacting ensemble of N identical q-level quantum sys-
tems. When interactions are endowed with a notion of locality (i.e., closer units
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interact more strongly), the nonequilibrium dynamics is generally quite com-
plex. Analytical solutions are limited to very few special cases, and numerical
solutions are limited to very small systems, as the Hilbert space dimension
grows exponentially with the system size as qN. On the other hand, a drastic
simplification occurs when the system is invariant under permutations of its
elementary units, as we shall now describe.
A basis of the many-body Hilbert space may be constructed as a tensor
product of identical single-unit bases. We denote {|α〉} one such basis, where
α = 1, . . . ,q labels the states of each q-level system. A general many-body state
may be expressed as a superposition of
|Ψ〉 =
∑
α1,...,αN=1,...,q
ψα1,...,αN |α1, . . . ,αN〉 . (2.1)
Binary permutation operators are unitary transformations which exchange a
pair of units in the system. Their action is defined by
Pˆij
∣∣α1, . . . ,αi, . . . ,αj, . . . ,αN〉 = ∣∣α1, . . . ,αj, . . . ,αi, . . . ,αN〉 (2.2)
for all pairs of units i < j. General permutations can be expressed as a combina-
tion of binary permutations. A system has full permutational invariance if its
Hamiltonian Hˆ commutes with all permutation operators.
Although permutation operators do not all commute with each other, it is
possible to find a nontrivial subspace of the many-body Hilbert space which is
simultaneously invariant under all permutations. We shall call this subspace the
totally-symmetric subspace (TSS). A basis for such a subspace can be constructed
in a straightforward manner by symmetrizing each many-body configuration
|α1, . . . ,αN〉with respect to all possible permutations, and normalizing the result.
The resulting basis can be labelled by the numbers N1, . . . ,Nq of units occupying
each level α = 1, . . . ,q (with
∑q
α=1Nα = N), because two configurations with
the same set of occupation numbers differ only by a permutation. One may
understand this by identifying the single-body states |1〉 , . . . , |q〉 with a set of
quantum orbitals, and a many-body basis state in the TSS with a configuration
of N bosons in such orbitals. In terms of the original unsymmetrized basis states,
one has
|N1, . . . ,Nq〉 =
√∏q
α=1Nα!
N!
∑
(α1,...,αN)∈[N1,...,Nq]
|α1, . . . ,αN〉 , (2.3)
where we denoted by [N1, . . . ,Nq] the set of all configurations with N1 units in
state α1, . . . , Nq units in state αq. The normalization factor is determined by
the exchange degeneracy of each configuration. The dimension of the TSS is
equal to the number of partitions of N into q nonnegative integers:
dim TSS =
(
N+ q− 1
q− 1
)
∼
N→∞ N
q−1
(q− 1)!
. (2.4)
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In the presence of permutational invariance, the time-evolution of totally-
symmetric initial states is confined within the TSS. This causes a huge reduction
of the complexity of quantum dynamics, because the dimension of the TSS is
only polynomial in the system size. Typically, such initial states in the TSS may
be simple tensor products of identical single-body states (e.g., |α1,α1, . . . ,α1〉), or
ground states (unless permutational symmetry is spontaneously broken). This
is the relevant situation in quantum quench experiments, see Sec. 1.1.1.
Following Ref. [83], we shall now show that the dynamics of intensive
observables within the TSS is semiclassical in the thermodynamic limit. The
underlying idea is that the matrix representation of a permutationally-invariant
Hamiltonian in the TSS will look like a smooth inhomogeneous hopping problem.
In order to show this, we first observe that transitions in the TSS basis above,
|N1, . . . ,Nq〉 → |N1 +m1, . . . ,Nq +mq〉 , m = (m1, . . . ,mq) ∈ Zq, (2.5)
are uniquely identified by a set of integers m1, . . . ,mq. We turn the occupation
numbers Nα into fractions xα ≡ Nα/N, with 0 6 xα 6 1 and
∑q
α=1 xα = 1. We
denote a state within the TSS by |x〉, where x = (x1, . . . , xq), and write the matrix
elements of Hˆ as
Hx,x ′ ≡ 〈x|Hˆ|x ′〉 = V(x) δx,x ′ −
∑
m6=0
Tm(x)δx,x ′+m/N. (2.6)
The two terms represent the diagonal and off-diagonal parts, respectively. For
simplicity, we assume time-reversal invariance, which results in real matrix
elements Tm(x) ∈ R. We observe that terms in the Hamiltonian Hˆ involving up to
k bodies, change the state of up to k elementary units, and therefore changes the
fractions xα by one unit step ∆mα = 1 up to 2k times, i.e., |m| ≡
∑
αmα 6 2k.
The off-diagonal transitions in the TSS induced by a Hamiltonian with few-body
interactions are thus local. The next crucial observation is that both the functions
V(x) and Tm(x) are extensive,
V(x) ∼ Nv(x), Tm(x) ∼ Ntm(x), (2.7)
which is a consequence of the extensivity of the Hamiltonian Hˆ. The Hamiltonian
densities v and t are smooth functions of x, as they generally result from
combinatoric factors of the occupation numbers which are insensitive to small
changes Nα 7→ Nα ± 1, 2, . . . to leading order in the thermodynamic limit [83].
These properties allow us to rewrite the Schrödinger equation in the TSS as
i
1
N
∂
∂t
ψ(x, t) =
{
v(x) −
∑
0<|m|62k
tm(x) cosh
(
m
N
· ∂
∂x
)}
ψ(x, t). (2.8)
A technical remark: We have embedded the discrete lattice
xα = 0,
1
N
,
2
N
, . . . ,
N− 1
N
, 1 (2.9)
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in a continuous space xα ∈ [0, 1], such that the continuous solution coincides
with the lattice solution when restricted to the original lattice. In practice
the distinction is negligible, because the Hamiltonian and the initial states are
smooth functions of x, and hence the solution ψ(x, t) will also be smooth over a
time scale which diverges as the discretization step 1/N is reduced, i.e., in the
thermodynamic limit N→∞.
Equation (2.8) asserts that the evolution of the TSS wavefunction ψ(x, t) is
governed by an effective Hamiltonian
Heff(qˆ, pˆ) ≡ v(qˆ) −
∑
m
tm(qˆ) cos(m · pˆ) (2.10)
and an effective Planck constant
 heff ≡ 1
N
(recall that  h = 1 in our units) (2.11)
which approaches zero in the thermodynamic limit. In this correspondence, we
have recognized the action of the operators
xα 7→ qˆα, −i heff ∂
∂xα
7→ pˆα. (2.12)
We observe that the exact constraint
∑
α xα ≡ 1 may be easily solved explicitly,
eliminating one degree of freedom. Thus, in general, Eq. (2.10) describes the
semiclassical dynamics of q− 1 collective degrees of freedom of the original
system of all-to-all interacting q-level units.
It is not difficult to see that initial states in quench experiments generally cor-
respond to narrow Gaussian wavepacket centered around a coordinate xcl(t = 0)
and an average momentum pcl(t = 0) ≡ 〈pˆ(t = 0)〉. According to standard semi-
classical theory, for small  heff (i.e., largeN), the wavepacket will remain Gaussian
for a diverging time scale during the subsequent evolution. Its center will follow
the classical orbit
(
qcl(t), pcl(t)
)
governed by the classical Hamiltonian Heff(q, p)
[cf. Eq. (2.10)] via the Hamilton equations q˙ = ∂Heff/∂p, p˙ = −∂Heff/∂q. The
quantum fluctuations around the classical trajectories evolve in the same way
as initial classical displacements from the trajectory, and hence their distribu-
tion evolves in the same way as a classical Gaussian distribution, i.e., with the
Liouville equation (see also Sec. 6.2 and App. B).
2.1.2 Fully-connected spin models
In the specific case of systems of interacting spins, the limiting semiclassical
description can be formulated in a more direct and intuitive way. In order to
illustrate this, we consider general spin models with arbitrary all-to-all multi-
body interactions, described by a Hamiltonian of the form
Hˆ = −
∑
p=1,2,...
{ ∑
µ1,...,µp=x,y,z
Jµ1...µp
Np−1
N∑
j1 6=···6=jp
sˆ
µ1
j1
. . . sˆµpjp
}
(2.13)
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where sˆi, i = 1, 2, . . . ,N are quantum spins-s. The rescaling factor 1/Np is
such that the energy contribution of all p-body interactions is extensive. These
Hamiltonians can be written in terms of the collective spin of the system Sˆ =∑N
i=1 sˆi as
1
Hˆ
N
=−
∑
p>1
{
1
Np
∑
µ1,...,µp=x,y,z
Jµ1...µp Sˆ
µ1 . . . Sˆµp
}
=−
∑
µ1=x,y,z
Jµ1
Sˆµ1
N
−
∑
µ1,µ2=x,y,z
Jµ1µ2
Sˆµ1
N
Sˆµ2
N
−
∑
µ1,µ2,µ3=x,y,z
Jµ1µ2µ3
Sˆµ1
N
Sˆµ2
N
Sˆµ3
N
− . . .
(2.14)
where Sˆµ ≡ s˜µk=0 =
∑
i sˆ
µ
i may be thought of as the Fourier spin mode with van-
ishing momentum k = 0. All the other degrees of freedom s˜µk6=0, corresponding
to the spatial fluctuations of the spins with nonvanishing Fourier momentum
k 6= 0, do not contribute to the dynamical properties of the model (2.13). (In this
sense, infinite-range Hamiltonians have infinitely many conserved quantities,
and may be referred to as "integrable".)
The collective spin’s magnitude |Sˆ| =
√
S(S+ 1) with S = Ns,Ns− 1,Ns−
2, . . . is extensive and conserved,[
|Sˆ|2, Hˆ
]
= 0. (2.15)
The Hamiltonian Hˆ is thus separately diagonalizable in each total spin sector.
Denoting S = Ns−m, the integer number m = 0, 1, . . . ,Ns or Ns− 1/2 (depend-
ing on Ns being integer or half integer respectively) determines the maximal
spin projection along a given quantization axis. When N→∞, these sectors can
be labelled by a continuous variable,
1−
m
Ns
→ ρ, (2.16)
with 0 6 ρ 6 1. In each sector, the total spin magnitude is
|Sˆ| =
√
(Ns−m)(Ns−m+ 1) ∼ Nsρ+
1
2
. (2.17)
1In going from Eq. (2.13) to Eq. (2.14), one needs to add terms with equal indices in the sums.
Such terms are immaterial for s = 1/2, while they provide corrections to the coefficients of order
1/N in higher-spin systems. This small modification does not alter the subsequent analysis and,
accordingly, we will simply ignore it.
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The maximal spin projection along a given axis in the same sector is
S = Ns−m = Nsρ. (2.18)
The finite subleading correction 1/2 in Eq. (2.17) is inherently quantum-
mechanical: It expresses the nonvanishing gap between the maximal spin
projection and the spin length, as a consequence of quantum fluctuations of the
transverse spin components. The ground state typically belongs to the maximal
total spin sector, characterized by the maximal spin projection S = Ns or ρ = 1
(see, e.g., Ref. [290]).
For such states with extensive spin (i.e., finite ρ), the thermodynamic limit
N→∞ is equivalent to the semiclassical limit, or, in loose terms, to a classical,
continuous spin 〈Sˆ〉/N of (conserved) length ρs+ 1/(2N) ≈ ρs. In fact, these
reduced spin variables satisfy a commutation relation of the form[
Sˆµ
N
,
Sˆν
N
]
= i
1
N
µνρ
Sˆρ
N
, (2.19)
whence one sees that Eq. (2.14) defines a semiclassical system with an effective
Planck constant  heff ≡ 1/N which vanishes in the thermodynamic limit N→∞.
The limiting classical Hamiltonian Hˆ/N→ Hcl thus reads
Hcl(~S) = −
∑
µ1
Jµ1 S
µ1 −
∑
µ1,µ2
Jµ1µ2 S
µ1Sµ2 − . . . , (2.20)
where now Sˆ/N→ ~S represents a classical spin on the two-dimensional sphere
of radius ρs. The rigorous meaning of this statement is that, as N → ∞, the
ground state expectation values 〈Sˆ〉GS /N of the spin components converge to
the minimum point ~S∗ of the classical Hamiltonian Hcl on the sphere, with
vanishingly small quantum fluctuations, and their nonequilibrium evolution
〈Sˆ(t)〉 /N upon varying in time some parameter J = J(t) in the Hamiltonian is
described by the classical trajectory ~S(t) on the sphere governed by Hcl, i.e.,
~˙S =
{
~S,Hcl
}
, (2.21)
with the Poisson brackets {Sµ, Sν} = µνρSρ. Both these occurrences will be
extensively discussed in the specific case of the quantum Ising model in the next
Section.
We remark that in the above derivation we have assumed that the Hamilto-
nian (2.13) has no finite "self-interaction" terms with j1 = j2, i.e., of the form
Hˆs-i = D
N∑
j=1
(sˆzj )
2. (2.22)
Such terms are immaterial in the case of a spin-1/2 system: In fact, for these
systems the TSS is identical with the Dicke sector of maximal collective spin,
and the description of Sec. 2.1.1 is fully equivalent to that presented above.
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On the contrary, in higher-spin systems they play crucial role, because they
break the conservation of the collective spin magnitude, while retaining the
permutational invariance. In this case the TSS is (N+ 1)(N+ 2)/2-dimensional,
while the Dicke manifold is only N+ 1-dimensional: the effective semiclassical
model may be formulated via the general mapping of Sec. 2.1.1, and consists of
two degrees of freedom rather than a single collective spin. Correspondingly,
the effective classical dynamics need not be integrable, and may be chaotic and
ergodic. For a study of this, see Ref. [291]. A natural context where higher-spin
systems occur is given by spinor Bose-Einstein condensates. In these systems, an
ensemble of bosonic atoms with spin s approximately occupy the same uniform
wavefunction, and hence the spin interactions are permutationally invariant. In
this case, terms of the form of Eq. (2.22) may arise from the quadratic Zeeman
effect [292].
2.2 Equilibrium and out-of-equilibrium criticality
Here and in the rest of this Chapter, we will consider the mean-field limit
of the Hamiltonian (1.1) with a purely transverse field (h = 0), i.e., the infinite-
range quantum Ising model with uniform spin-spin couplings Jr = λ/N
H = −
λ
N
N∑
i,j=1
σˆxi σˆ
x
j − g
N∑
i=1
σˆzi . (2.23)
For later purposes, it is convenient to follow the conventions of the Introduction,
in which individual spins σˆi ≡ sˆi/s are normalized by their magnitude s. The
spectrum of the σ operators extends from −1 to 1. For s = 1/2, this notation
reduces to the standard Pauli matrices. Model (2.23) is equivalent to the Lipkin-
Meshkov-Glick model [293], originally introduced in nuclear physics. It belongs
to the class of fully-connected spin Hamiltonians (2.13) discussed in Sec. 2.1.2,
and, as such, it may be rewritten in terms of the collective spin components only,
which we denote here σ˜αk=0 ≡
∑
i σˆ
α
i , as
H = −
λ
N
(
σ˜xk=0
)2
− g σ˜zk=0. (2.24)
As discussed in Sec. 2.1.2, the static and dynamical properties of a fully-
connected spin system are completely determined by the classical Hamiltonian
[294]
Hcl(~σ) = −λ(σ
x)2 − gσz, (2.25)
corresponding to the quantity H/N, where σ˜k=0/N ≡
∑
i σˆi/N → ~σ is now a
classical spin, its phase space being the surface of a sphere of radius 0 < ρ 6 1.
For a given ρ, the classical Hamiltonian (2.25) has a single minimum for large
enough g with σx = σy = 0, σz = ρ, corresponding to a paramagnetic phase.
As the strength of the field decreases below the critical value
gcr ≡ 2λρ, (2.26)
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Figure 2.1: Classical energy landscape (2.25) of the collective spin ~σ of the LMG model along the
plane σy ≡ 0 as a function of the magnetization σx, in the ferromagnetic phase 0 < g < gcr ≡ 2λρ.
The location of the two symmetric minima is determined by Eq. (2.27). In the thermodynamic
limit, the degenerate ground state wavefunctions of the collective spin are localized at the two
classical minima respectively, and ~σ behaves like a classical particle at rest at the bottom of one of
the two wells (e.g., black dot in the figure). At finite size, however, quantum tunneling induced
by the presence of the other well occurs over an exponentially long time scale, see Sec. 2.4.
that minimum bifurcates into a pair of minima characterized by nonvanishing,
opposite magnetization σx along the x-direction, located on the xz-plane and
symmetrically with respect to the inversion of the x-axis [i.e., connected by the
Z2 symmetry of the Hamiltonian (2.23)]. The corresponding double-well energy
landscape is represented in Fig. 2.1. Parameterizing ~σ with spherical angles
(θ,φ), i.e., as ~σ = ρ(sin θ cosφ, sin θ sinφ, cos θ), the two ferromagnetic minima
are given by (θ∗, 0) and (θ∗,pi), with
cos θ∗ =
g
gcr
. (2.27)
Accordingly, the value of order parameter is
σx = ±ρ sin θ∗ = ±ρ
√
1− (g/gcr)2 (2.28)
(see the left panel of Fig. 2.2).
Let us now focus on the nonequilibrium dynamics. Suppose that the system
is prepared at time t = 0 in a ferromagnetic ground state of the Hamilto-
nian (2.23) with a transverse field g0 < gcr = 2λ. As discussed in Sec. 2.1.2, this
state is spin-polarized in the direction (θ∗, 0) or (θ∗,pi) with cos θ∗ = g/gcr, see
Eq. (2.27). At time t = 0, the external field is suddenly increased to g > g0,
performing a so-called quantum quench. The spins will initiate a collective
precession, described in the thermodynamic limit by the classical trajectory of
the post-quench Hamiltonian Hcl(g), with the initial condition corresponding to
the minimum of the pre-quench Hamiltonian Hcl(g0), see Eq. (2.25).
Depending on the strength g−g0 of the quench g0 → g of the transverse field,
starting from a ferromagnetic pre-quench Hamiltonian, the resulting dynamics
display qualitatively different orbits [83, 84, 295], as shown in Figs. 2.3 and 2.4:
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Figure 2.2: Left panel: Equilibrium order parameter σx of the infinite-range Ising model at
zero-temperature as a function of the external field g, determined by Eq. (2.27). Right panel:
Frequency ω<,> of small oscillations of the collective spin around the minimum, see Eqs. (2.44)
and (2.49), equal to the energy gap above the ground state. In both cases, the critical behavior is
characterized by a square-root singularity.
1. For a shallow quench [g < gdyn ≡ (g0 + gcr)/2], the post-quench energy
remains below the top of the barrier that separates the two ferromagnetic
sectors. Correspondingly, the collective spin precesses within the starting
ferromagnetic sector (blue lines in Figs. 2.3 and 2.4).
2. As the strength of the quench increases, the precession period Tcl = 2pi/Ωcl
(which depends on both g0 and g) increases, until for g ↗ gdyn it takes
an infinite time to complete one cycle, and the unstable point at the top
of the energy barrier is approached exponentially fast along the classical
separatrix (red lines in Figs. 2.3 and 2.4).
3. For deep quenches above this threshold g > gdyn, the corresponding post-
quench energy is larger than the barrier and the orbit of the collective
spin on the sphere encircles both minima, such that the Z2 symmetry is
dynamically restored after taking time-averages.
In fact, the time-average
σx = lim
T→∞ 1T
∫T
0
dtσx(t) (2.29)
of the equilibrium order parameter σx as a function of the quench strength, van-
ishes abruptly at the dynamical critical value gdyn of the transverse field which
depends also on the initial condition. This dynamical critical point separates
a dynamical ferromagnetic phase with σx 6= 0 from a dynamical paramagnetic phase
with σx = 0.
The vanishing of an order parameter and the divergence of a characteristic
time scale such as those reported in Fig. 2.5 are usually associated with critical
phenomena. However, the system under consideration is clearly out of thermal
equilibrium, as all microscopic spins perform a coherent, undamped precession.
For this reason the above phenomenology can be described as dynamical criticality.
In order to reinforce the idea that this behavior is distinct from the corresponding
equilibrium phase transition, we emphasize that the equilibrium singularity of
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Figure 2.3: Classical energy landscapes (2.25) of the collective spin ~σ of the LMG model in
the plane σy ≡ 0 as a function of the magnetization σx in the ferromagnetic phase, with a
post-quench value g such that 0 < g < gcr (black solid line) and several possible pre-quench
values g0 such that 0 < g0 < g (blue, red and green dashed lines) of the transverse magnetic
field. If the system is prepared in a ground state, e.g., with positive magnetization as illustrated
by the blue, red, and green dots for decreasing values of g0, and the magnetic field is suddenly
quenched to a larger value g0 < g < gcr, then depending on the strength g− g0 of the quench,
the resulting nonequilibrium evolution may display dynamical ferromagnetic or paramagnetic
behavior, exemplified by the blue and green line, respectively, separated by a critical trajectory
with a diverging period, corresponding to the red line and associated with the dynamical critical
point g = gdyn. In contrast to Fig. 2.4, here the various resulting evolutions correspond to varying
the pre-quench parameter g0, with a fixed post-quench value g.
the order parameter upon approaching a critical point has a critical exponent 1/2,
see Fig. 2.2, whereas the nonequilibrium order parameter σx actually displays
a logarithmic singularity, see Fig. 2.5. Indeed, the divergence of the period of
the classical oscillations as g ↗ gdyn is of the same form as that of a classical
pendulum as the initial position approaches the upper configuration, with
vanishing initial velocity [296], and therefore the time average σx inherits the
same type of singularity: Denoting q1,2 the extremal values of the coordinate q
for a classical trajectory with energy E, and v(q) the velocity as a function of q,
one computes the singular behavior as
Tcl = 2
∫q2
q1
dq
v(q)
∼
∫∆
0
dq√
a(g− gcr) + bq2
∼
∫∆ ′/√g−gcr
0
dη√
1+ η2
∼ log
∆√
g− gcr
, (2.30)
and hence
1
T
∫T
0
dtσx(t) ∼
T→∞ cTcl ∼
c ′
log(g− gcr)
. (2.31)
We conclude this summary of the nonequilibrium dynamics of the infinite-
range quantum Ising model by observing that dynamical criticality discussed
above is not peculiar of the Ising ferromagnets considered here or of sudden
quenches. Rather, it is a general feature of mean-field models driven away from
equilibrium [83, 84]. If the driving is chosen to be a slow ramp of the value of
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Figure 2.4: Nonequilibrium dynamics of the LMG model (2.23) in the thermodynamic limit, after
a sudden quench g0 → g of the transverse magnetic field starting from a ferromagnetic ground
state of H(g0). The first row shows the semiclassical phase portrait of the pre-quench Hamiltonian
Hcl(g0), where the initial state is represented by one of the two minima. The second row shows
the semiclassical phase portrait of the post-quench Hamiltonian Hcl(g), where the initial state is
no longer a stationary point but moves along a nontrivial nonequilibrium trajectory, in the three
qualitatively different cases corresponding to g < gdyn, g = gdyn and g > gdyn in the first, second
and third column, respectively. The third row shows the dynamics of the order parameter as
a function of time for the three cases. First column: for a weak quench, the dynamics remain
trapped within the starting ferromagnetic sector; second column: for the critical quench, the
initial state lies on a separatrix of the post-quench Hamiltonian and its subsequent evolution
approaches the unstable equilibrium point at infinite time; third column: for a strong quench,
the semiclassical orbit encircles both ferromagnetic minima, hence the symmetry is dynamically
restored and the time-averaged order parameter is zero. In contrast to Fig. 2.3, here the different
trajectories correspond to a varying post-quench parameter g, with a fixed pre-quench value g0.
Figure 2.5: Left panel: nonequilibrium order parameter σx, defined in Eq. (2.29), of the infinite-
range Ising model (2.23) after a quench of the external magnetic field starting from a ferromagnetic
ground state with g0 = 0 and positive magnetization, as a function of the post-quench field g.
Right panel: Classical frequency Ωcl of the mean-field dynamical trajectory, which represents the
characteristic time scale of the nonequilibrium evolution, as a function of the post-quench field g.
For both quantities, the nature of the singular behavior at the dynamical critical point g = gdyn is
logarithmic, as explained in the text. These plots can be compared with the analogous ones in
equilibrium conditions in Fig. 2.2.
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g instead of a sudden quench, the dynamical critical point retains its nature,
although it gets shifted towards the equilibrium critical point, until it merges
with the latter in the limit of adiabatic variation.
2.3 Driven dynamics: Kapitza phases
In this Section, we consider the nonequilibrium dynamics of fully-connected
spin systems subject to an external periodic drive. In view of our later discus-
sion of dynamically stabilized Kapitza phases in models describing quantum
simulators with trapped ions, we discuss the infinite-range limit α→ 0 of the
long-range quantum Ising Hamiltonian in Eq. (1.18), i.e.,
Hˆα=0(t) = −J
N∑
i,j=1
σˆxi σˆ
x
j − g(t)
N∑
i=1
σˆzi , (2.32)
where the coupling scales as J ∼ J˜0/N in the thermodynamic limit. This coincides
with the model in Eq. (2.23) discussed in the previous Section in the context of
quench dynamics, upon identifying λ↔ J˜0. For simplicity, we shall consider a
monochromatic drive in the transverse field,
g(t) = g0 + δg cos(Ωt), (2.33)
with amplitude δg and frequency Ω. As discussed in the previous Sections, in
the thermodynamic limit N→∞, the nonequilibrium dynamics starting from
polarized spin states is governed by the classical limit Hcl(t) of the rescaled
Hamiltonian Hˆ/N,
Hcl(t) = −J˜0 (σ
x)2 − g(t)σz. (2.34)
as a function of the classical spin
∑
i σˆi/N→ ~σ on the Bloch sphere of radius
ρ = 1.
2.3.1 Phenomenology of driven dynamics
When g(t) = g0 is static, the nonequilibrium dynamics has been discussed
in Sec. 2.2. For |g0| < 2J˜0, the system supports the ferromagnetic state indicated
by the arrow in Fig. 2.6(a), ~σ(t) follows one of the trajectories represented on the
Bloch sphere in panel (a), selected by the initial condition ~σ(0) (for definiteness,
we will assume g0 > 0 throughout). Two families of them are characterized by a
ferromagnetic-like, symmetry-breaking periodic evolution with opposite signs of
the nonvanishing time-averaged order parameter σx. A trajectory (red) passing
through the equilibrium unstable paramagnetic point (red star) separates these
two families from the paramagnetic-like orbits with σx = 0. See Sec. 2.2 for
more details.
Turning on the modulation as in Eq. (5.2), representative samples of discrete
stroboscopic trajectories {~σ(tn)}, where tn = 2pin/Ω, with n = 0, 1, 2, . . . of the
semiclassical collective spin are reported in Fig. 2.6(b), (c), and (d). When the
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Figure 2.6: Dynamics on the Bloch sphere of the infinite-range Ising ferromagnet in the thermo-
dynamic limit. (a) Semiclassical phase space trajectories of the static Hamiltonian with g/J˜0 = 1.2.
(b), (c), (d): Stroboscopic trajectories {~σ(tn)}, with tn = 2pin/Ω, n = 0, 1, 2, . . . of the semiclassical
collective spin on the Bloch sphere with driving frequency Ω/J˜0 = 5 and increasing amplitude
δg/J˜0 = 0.01 (b), 3.3 (c), and 5 (d), with g0/J˜0 = 1.2. Panel (b) shows the presence of a possible
ferromagnetic dynamical ordering, corresponding to the evolution occurring within a single
ferromagnetic sector σx > 0, with a special synchronized trajectory (appearing as a single point
under stroboscopic observations), together with the onset of chaotic behavior around the unstable
paramagnetic point [297]. Panel (c) shows the appearance of a dynamically stabilized phase, akin
to the well-known stabilization of the inverted driven Kapitza pendulum [125, 301]. Panel (d)
shows that for larger driving frequencies, an unconventional dynamical ferromagnetic ordering
appears, where the direction of the magnetization is orthogonal to the direction x of the actual
ferromagnetic interactions. "Islands" with stable stroboscopic trajectories are indicated by the
arrows.
modulation δg is small [see panel (b)], the ferromagnetic states leave room to
periodic trajectories of the collective spin within the corresponding ferromagnetic
sector synchronized with the drive (and hence appearing as a single point under
stroboscopic observations). Conversely, initial states in a neighborhood of the
unstable paramagnetic point [red star in panel (a)] display chaotic motion as
soon as δg 6= 0 [297, 298]. As δg increases, this chaotic region invades an
increasingly large portion of the sphere [297]. This behavior can be understood
on the basis of classical KAM and chaos theory [23, 299]. Related phenomena
have been experimentally observed with Bose-Einstein condensates [300]. Upon
further increasing the modulation [see panel (c)], a region in the parameter space
emerges where dynamical stabilization of the unstable paramagnetic point occurs,
thereby opening up a stability region around it. This phenomenon is analogous
to the stabilization of the inverted pendulum discovered by Kapitza [125, 301].
In addition to this Kapitza-like stabilization, as δg increases with g0 ≈ J˜0 [see
panel (d)], an unconventional regime appears, characterized by dynamical
ferromagnetic ordering in the yz-plane, orthogonal to the direction x of the
actual ferromagnetic interactions.
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2.3.2 Theory: Effective Hamiltonian for fast driving
The origin of the numerical phenomenology described above may be un-
derstood analytically by studying the regime of fast-driving limit Ω→∞ as a
function of the rescaled amplitude ζ = δg/Ω. In fact, in this case the effective
Floquet Hamiltonian (see App. C) governing the stroboscopic evolution [302]
may be determined exactly.
When the system is driven rapidly enough at finite driving amplitude, the
effective evolution is governed by the time-averaged Hamiltonian [cf. Eq. (C.4)],
since the system has no time to react to variations of external parameters
much faster than its characteristic dynamical time scales. Nevertheless, if
the modulation amplitude δg is simultaneously increased with the frequency,
keeping a finite ratio ζ ≡ δg/Ω, the effective dynamics may become qualitatively
different from those governed by the static Hamiltonian. Such qualitative
changes involve a partial resummation of the high-frequency expansion (C.3)
of the Floquet Hamiltonian [110], which is in general an intractable problem.
However, analytic solutions in closed form may be obtained in some cases, by
performing a convenient time-periodic transformation [110]. In our case, this
strategy is implemented by moving to a rotating frame in order to effectively
eliminate the oscillating magnetic field, i.e.,σˆxiσˆyi
σˆzi
 =
 cos
(
2ζ sin(Ωt)
)
σˆ ′xi + sin
(
2ζ sin(Ωt)
)
σˆ
′y
i
− sin
(
2ζ sin(Ωt)
)
σˆ ′xi + cos
(
2ζ sin(Ωt)
)
σˆ
′y
i
σˆ ′zi
 . (2.35)
The equations of motion for ~σ ′ are affected by the inertial forces, described by
the transformed generator H˜(t) of time-evolution. This is given by the static
part of the Hamiltonian alone, which takes the same form as Eq. (5.1) with σˆxi σˆ
x
j
replaced by
cos2
(
2ζ sin(Ωt)
)
σˆ ′xi σˆ
′x
j + sin
2 (2ζ sin(Ωt))σˆ ′yi σˆ ′yj
+ cos
(
2ζ sin(Ωt)
)
sin
(
2ζ sin(Ωt)
)(
σˆ ′xi σˆ
′y
j + σˆ
′y
i σˆ
′x
j
)
.
(2.36)
Crucially, the modulation δg now intervenes only via the finite combination ζ.
Hence, a standard high-frequency expansion for the new time-periodic Hamilto-
nian H˜(t) will reproduce the correct high-frequency effective Hamiltonian Hˆeff
in a nonperturbative fashion. To lowest order, time-averaging and taking the
classical limit yields
Heff = −J˜0
(
1+ γ(ζ)
2
(σx)2 +
1− γ(ζ)
2
(σy)2
)
−B0 σz, (2.37)
i.e., an XY-model with an engineered anisotropy parameter
γ = γ(ζ) = J0(4ζ), (2.38)
where J0 is the standard Bessel function of the first kind.
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Figure 2.7: Plot of the anisotropy γ in the effective fast-driving Floquet Hamiltonian, as a function
of the rescaled driving amplitude ζ, given by Eq. (2.38).
We see that the net effect of the driving is to redistribute the ferromagnetic
coupling strength along the directions x and y. The behavior of the effective
anisotropy γ as a function of the rescaled driving strength ζ is shown in Fig. 2.7.
As ζ increases from zero, the effective ferromagnetic interaction along x weakens,
which makes it possible to dynamically stabilize the paramagnetic configuration.
The exact boundary g0 = gcr(ζ) ≡ J˜0 (1 + |J0(4ζ)|) of the Kapitza phase K is
reported in Fig. 2.8. Note that this region is continuously connected with the
paramagnetic one P in the phase diagram, see Fig. 2.8, similarly to the region
of dynamical stabilization of the Kapitza pendulum, which is continuously
connected with the parameter region with a reversed direction of gravity, in
which stability is trivial [301].
As ζ increases further, due to the oscillations of J0 around zero, intervals
with a negative anisotropy γ appear, making ferromagnetic ordering along the
direction y become favored. The mechanism is thus elucidated for the occurrence
of the unconventional dynamical phases with ferromagnetic ordering in the
yz-plane, orthogonal to the direction x of the actual ferromagnetic interaction,
which builds up whenever γ < 0, g0 < J˜0 (1−γ), i.e., within the regions denoted
by F⊥ in Fig. 2.8.
The numerical results reported in Fig. 2.6 show that these nonequilibrium
phases persist even at smaller driving frequencies, comparable to the characteris-
tic energy scale J˜0 of the system. Indeed, when the driving frequency Ω is large
but finite, the effective Floquet Hamiltonian (2.37) receives perturbative correc-
tions in an expansion in inverse powers of Ω. The first term beyond Eq. (2.37) is
reported below in Eq. (2.39) and it causes small quantitative modifications of
the boundaries in Fig. 2.8.
A second Kapitza phase coexists with F‖,⊥ for g0 < J˜0 (1− |J0(4ζ)|) In fact,
for g0 < J˜0 (1− |γ(ζ)|) (i.e., within the shaded region in Fig. 2.8), the effective
Hamiltonian (2.37) has a maximum at the paramagnetic point in addition to
the two ferromagnetic minima in the xz- or yz-plane, depending on γ being
positive or negative, respectively. The corresponding phase portraits are shown
in Fig. 2.9. In particular, in correspondence of the values ζ1, ζ2, . . . such that
γ = 0 (related to the zeros of the Bessel function J0), the effective Hamiltonian
has continuous O(2) symmetry. In this case, stable trajectories exist around the
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Figure 2.8: Left: Fast-driving nonequilibrium phase diagram of the periodically driven infinite-
range Ising model defined by Eqs. (2.32) and (5.2), from Ref. [3] (notation: B→ g). Upon varying
the average magnetic field g0 and the rescaled modulation amplitude ζ = δg/Ω, a dynamical
paramagnetic phase P, a dynamically stabilized Kapitza paramagnetic phase K, a conventional
dynamical ferromagnetic phase F‖ and an unconventional dynamical ferromagnetic phase F⊥
with orthogonal magnetization emerge. The axis ζ = 0 corresponds to the equilibrium phase
diagram, where a ferromagnetic F‖ and a paramagnetic P phase are present. The diagram shows
the exact phase boundaries of the infinite-range system with α = 0. (Note that the dashed line
separating K and P does not correspond to an actual phase transition.) Within the shaded region
on the left, a second Kapitza phase coexists with F‖,⊥. Right: Schematic phase portraits on
the Bloch sphere of the effective high-frequency Hamiltonians governing the evolution of the
collective spin of the system, highlighting the various phases.
direction of both the ferromagnetic minima and the paramagnetic configuration,
which would be unstable in the absence of the driving.
We report the corrections of order Ω−1 to the effective Hamiltonian (2.37)
within the Magnus expansion in the oscillating frame (see App. C). By using Eq.
(C.5), a straightforward calculation yields
H
(1)
eff =
8piJ˜20
Ω
[
κx2,y2(ζ)SxSySz − κxy,x2(ζ)S
2
xSz
+ κxy,y2(ζ)S
2
ySz +
B0
2J˜0
κz,xy(ζ) (S
2
y − S
2
x)
]
,
(2.39)
in terms of the dimensionless coefficients κ
κx2,y2(ζ) =
∫ 2pi
0
dξ
2pi
(A˙B− B˙A),
κxy,x2(ζ) =
∫ 2pi
0
dξ
2pi
(C˙A− A˙C),
κxy,y2(ζ) =
∫ 2pi
0
dξ
2pi
(C˙B− B˙C),
κz,xy(ζ) =
∫ 2pi
0
dξ
2pi
C,
(2.40)
2.4. Finite-size (quantum) effects 45
x
z y
(a) (b)
Figure 2.9: Schematic phase portraits of the effective Hamiltonian Heff in Eq. (2.37) on the sphere,
with parameters belonging to the shaded region of the nonequilibrium phase diagram in Fig. 2.8,
corresponding to the coexistence of a dynamically stabilized Kapitza phase and the ferromagnetic
phase F‖ [(a), shaded blue in Fig. 2.8], or F⊥ [(b), shaded orange in Fig. 2.8]. We emphasize that
the paramagnetic configuration is here associated with a maximum of Heff.
where the dots stand for derivatives with respect to the argument ξ, and
A(ξ) ≡
∫ξ
0
dη
2pi
cos2(2ζ sinη),
B(ξ) ≡
∫ξ
0
dη
2pi
sin2(2ζ sinη) =
ξ
2pi
−A(ξ),
C(ξ) ≡
∫ξ
0
dη
2pi
cos(2ζ sinη) sin(2ζ sinη).
(2.41)
The classical Hamiltonian H(0)eff +H
(1)
eff , with H
(0)
eff given by Eq. (2.37) and H
(1)
eff
by Eq. (2.39), defines phase space trajectories on the Bloch sphere which better
approximate the stroboscopic evolution of the collective spin at finite driving
frequency Ω compared to the high-frequency limit (2.37). In particular, it is
possible to determine the shift of the boundaries in Fig. 2.8 to order Ω−1. We
note that although the Magnus expansion is divergent [110], its truncations
provide an increasingly accurate approximation of the regular orbits (KAM tori)
in phase space, and hence of the dynamically stabilized phases.
In Chap. 5 below, we will demonstrate that most dynamically stabilized
phases discussed above are robust to the impact of many-body effects induced
by a space dependence in the spin-spin couplings.
2.4 Finite-size (quantum) effects
In this Section, we discuss the finite-size effects in the nonequilibrium dy-
namics of the fully-connected spin systems. As discussed in Sec. 2.1.2, the role
of the system size is to modify the effective Planck constant  heff = 1/N. For this
reason, finite-size effects represent quantum corrections to the limiting classical
behavior.
As usual, for the sake of definiteness, we focus here on the quantum Ising
model in Eq. (2.23), which is equivalent to the Lipkin-Meshkov-Glick model
[293]. (In Chap. 6 we shall generalize part of the following discussion to
generic fully-connected spin systems.) It is worth mentioning that this model
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is actually solvable by Bethe-ansatz for all N (see Ref. [303]). In principle, this
occurrence allows one to analytically compute the ground-state as well as the
nonequilibrium properties. However, a semiclassical approach turns out to be
simpler and more powerful for large N.
2.4.1 Ground state and elementary excitations
Let us now compute the low-energy spectrum of the system defined by Eq.
(2.23). Within each sector with fixed value of the total spin magnitude, labelled
by ρ, the quantum mechanics of the collective spin is equivalent to that of a
quantum particle in an energy landscape whose depth grows proportionally
to N. In the thermodynamic limit, the lowest excitations of this particle are
harmonic, and can be determined by a quadratic expansion of the classical
Hamiltonian around its energy minimum(a). However, we may obtain the
low-lying spectrum without explicitly resorting to the classical limit, via a
Holstein-Primakoff transformation [304], as we discuss below.
For infinitely strong field g λ, the ground state approaches the fully po-
larized state in the positive z-direction, and the elementary excitations above it
coincide with the tower of spin-flip excitations, characterized by the eigenvalues
Ns− 1,Ns− 2, . . . of the collective spin projection along this direction. As the ra-
tio g/λ decreases, this structure gets modified by the ferromagnetic interactions.
This is best captured by mapping the transverse (x and y) spin components
to canonical bosonic variables. In a classical description, this corresponds to
approximating the surface of the Bloch sphere by its tangent plane at the North
pole: as N→∞, the classical phase space coarse-graining by discrete quantum
states becomes increasingly thin, making the approximation asymptotically ex-
act. Such a transformation can be expressed via a Holstein-Primakoff mapping
truncated to lowest order, i.e.,
s σ˜zk=0 = Nsρ− nˆ = Nsρ−
qˆ2 + pˆ2 − 1
2
,
s σ˜xk=0 ≈
√
Nsρ qˆ,
s σ˜
y
k=0 ≈
√
Nsρ pˆ,
(2.42)
where the bosonic variables qˆ, pˆ satisfy [qˆ, pˆ] = i; one can check that the spin
commutation relations [σ˜αk=0, σ˜
β
k=0] = (i/s)
αβγσ˜
γ
k=0 are satisfied to lowest
order by the r.h.s. of Eqs. (2.42). The quantum number n = 0, 1, 2, . . . labels the
quantized spin projection along the direction z of the classical minimum. Using
Eqs. (2.42), the Hamiltonian (2.23) can be approximated by neglecting terms of
order 1/N, and hence easily diagonalized,
Hˆ> = −Ngρ+
g
s
qˆ2 + pˆ2 − 1
2
−
λ
s
qˆ2 =
= −Ngρ+
1
s
(
ω> −ω
(0)
>
2
)
+
1
s
ω> nˆ
′,
(2.43)
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where
ω> =
√
g(g− gcr), ω
(0)
> = g. (2.44)
The first term in the last line of Eq. (2.43) represents the classical energy [compare
with Eq. (2.25)], the second one is the variation of the quantum zero-point energy
contribution, i.e., the energy increase due to the quantum fluctuations of the spin
around the classical minimum configuration, while the last one is the energy of
the elementary (harmonic) excitations, with n ′ = 0, 1, 2, . . . .
For g > gcr, the number 〈nˆ〉 = 〈qˆ2 + pˆ2 − 1〉 /2 of spin excitations in the
ground state is finite, and diverges as g ↘ gcr [305]. On the other hand, for
g < gcr, the frequency ω> becomes imaginary, which signals a failure of the
expansion. In fact, at g = gcr the ground state undergoes a discontinuous change
(quantum phase transition [9]), associated with the spontaneous breaking of
the Z2 (x-inversion) symmetry of the model, as already discussed above at
classical level. This phenomenon may be thought as a condensation, which can
be characterized by the sudden buildup of a macroscopically large occupation
of the collective quantum mode 〈nˆ〉 ∼ N.
In order to determine the ground state and the elementary excitations in the
broken-symmetry phase, it is convenient to introduce now a procedure which
will lend itself to powerful generalizations in the following chapters. We rewrite
the components of the collective spin in a rotated frame denoted by capital
letters (X, Y, Z),
σ˜k=0 = X σˆXk=0 +Y σˆ
Y
k=0 +Z σˆ
Z
k=0, (2.45)
obtained by rotating the axes by an angle θ in the xz-plane
X ≡
 cos θ0
− sin θ
 , Y ≡
01
0
 , Z ≡
sin θ0
cos θ
 . (2.46)
Hence, we perform a Holstein-Primakoff transformation [cf. Eq. (2.42)] along
the rotated Z-axis and neglect terms of order 1/N. As a result, we get
Hˆ< =−N
(
gρ cos θ+ λρ2 sin2 θ
)
−
√
ρN
s
sin θ
(
g− 2λρ cos θ
)
qˆ
+
1
s
[
(2λρ sin2 θ+ g cos θ)
qˆ2 + pˆ2 − 1
2
− λρ cos2 θ qˆ2
]
.
(2.47)
In order for the bosonic variables to describe low-energy excitations above the
ground state, it is necessary to fix the frame in such a way that linear terms in the
second line vanish. This condition leads to the equation (2.27) for the classical
minima, identified by the angle θ∗. The resulting quadratic Hamiltonian can
then be easily diagonalized, obtaining
Hˆ< = −N
(
g2
4λ
+ λρ2
)
+
1
s
(
ω< −ω
(0)
<
2
)
+
1
s
ω< nˆ
′, (2.48)
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where
ω< =
√
g2cr − g
2, ω(0)< = gcr. (2.49)
Analogously to Eq. (2.43), the first term in the last line of Eq. (2.48) represents the
classical energy [compare with Eq. (2.25)], the second one expresses the shift in
the quantum zero-point energy contribution, i.e., the energy increase due to the
quantum fluctuations of the spin around the classical minimum configuration,
while the last one is the energy of the elementary (harmonic) excitations, with
n ′ = 0, 1, 2, . . . .
We observe that the results (2.43) and (2.48) are asymptotically exact for all
finite n ′ as N→∞, and nonperturbative in the ratio λ/g. They could be obtained
at the same level of accuracy by resorting to semiclassical considerations only.
Systematic improvements in higher powers of n ′/N have been nicely worked
out by J. Vidal and collaborators with a more refined analysis [305]. We observe
that the energy gap above the ground state closes at the equilibrium critical
point g = gcr, with a mean-field critical exponent 1/2 (see Fig. 2.2).
Even though spin excitations with finite wavelength k 6= 0 (spin waves) are
dynamically decoupled from the collective spin in infinite-range systems, they
could be excited in the presence of an external thermal bath at finite temperature
T . It is straightforward to obtain their spectrum, as the effect of each such
spin excitation is just to lower the collective spin magnitude by one unit. If
nsw = 0, 1, 2, . . . is the total occupation number of the spin-wave modes with
k 6= 0, one has ∣∣s˜k=0∣∣2 = (Ns−nsw)(Ns−nsw + 1), i.e.,
ρ = 1−
nsw
Ns
. (2.50)
By substituting this equation into Eqs. (2.44) and (2.49), one finally obtains the
complete spectrum of excitations above the ground state, in the thermodynamic
limit and to leading order in n ′/N and nsw/N:
H> = −Ng+
ω> −ω
(0)
>
2s
+
1
s
(
g nˆsw +ω> nˆ
′),
H< = −N
(
g2
4λ
+ λ
)
+
ω< −ω
(0)
<
2s
+
1
s
(
2λ nˆsw +ω< nˆ ′
)
,
(2.51)
valid for g > 2λ and g < 2λ, respectively. All the spin wave excitations in-
troduced above have a finite gap, g/s or 2λ/s, and a flat dispersion relation
independent of the wavevector k 6= 0, because the fully-connected interactions
carry no information on spatial scales, hence cannot resolve finite wavelengths.
As a consequence, the presence of a finite low temperature T leads to exponen-
tially small corrections to the order parameter, with a shift of the critical point
that can be computed [294] by minimizing the mean-field classical Hamilto-
nian (2.25) with
ρ(T) = 1−
1
s
1
e
2λ/s
T − 1
, (2.52)
determined by the thermal (Bose-Einstein) occupation of spin-wave modes.
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2.4.2 Spectral properties
Semiclassical arguments may be exploited to derive the critical scaling prop-
erties of infinite-range interacting systems both in and out of equilibrium.
For a system with a single degree of freedom, the spectrum obtained via the
semiclassical quantization rule consists of classical trajectories with energy En
such as to enclose an area Scl(En) in phase space equal to an integer multiple of
Planck’s constant h, i.e.,
Scl(En) = nh, n integer, (2.53)
where Scl(E) corresponds to the classical action. This quantization rule, together
with the well-known relation between the action Scl and the classical period of a
trajectory (see, e.g., Ref. [296])
dScl(E)
dE
= Tcl(E) ≡ 2pi
Ωcl(E)
(2.54)
yields the semiclassical level spacing
En+1 − En ∼
dEn
dn
=  hΩcl(En). (2.55)
This equation may be seen as a generalization of the relation valid for the spec-
trum of a harmonic oscillator to nonlinear dynamics, in which the oscillations
are not isochronous and thus the quantum energy spectrum is not equispaced.
The semiclassical density of states ρ(E) is given by the inverse level spacing.
We can use the above semiclassical relation to elucidate the spectral prop-
erties of the fully-connected quantum Ising model. For g > gcr, taking the
low-energy limit (n finite and N→∞) of Eq. (2.55), one recovers the harmonic
tower of excitations of Eq. (2.43), with Ωcl(En) ∼ ω>/s. At the quantum critical
point g = gcr, the energy gap of the elementary excitations above the ground
state vanishes in the thermodynamic limit. The classical counterpart of this
phenomenon is the vanishing of the classical frequency of small oscillations,
which occurs because the minimum of Hcl at criticality is quartic rather than
quadratic. The critical scaling of the energy gap as N→∞ may be extracted via
semiclassical considerations, as  heff ∼ 1/N. Retaining the quartic terms of order
1/N neglected in Eq. (2.43), and applying the semiclassical quantization rule in
Eq.(2.53), one finds the low-energy asymptotics of quantized energy levels as
En − E0 ∼
n finite
N→∞ c
n4/3
N1/3
, (2.56)
which shows that the critical gap above the ground state for g = gcr scales as
N−1/3 for large N. For a more thorough analysis, see, e.g., Ref. [305].
As g is decreased below the quantum critical point gcr, the classical landscape
presents two symmetric minima, as discussed above and illustrated in Fig. 2.1.
Below the energy Edyn ≡ Hcl(θ = 0) of the classical separatrix, two symmetric
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families of classical trajectories fill the two energy wells. In the thermodynamic
limit, this corresponds to two towers of pairwise degenerate energy levels,
associated with wavefunctions localized in the two wells and hence distinguished
by the sign of the order parameter. However, such a spontaneous symmetry
breaking has to be smoothed out in finite systems, where no singularity may
occur.2 In fact, at finite size N, the actual energy eigenstates below the critical
energy are nondegenerate and alternately even and odd with respect to the
Z2 symmetry of the Hamiltonian. For large N, they approach even and odd
superpositions of the localized wavefunctions. The energy splitting between each
pair of quasidegenerate eigenstates is proportional to the quantum tunneling
amplitude across the energy barrier, and hence it is exponentially small in the
height of the barrier itself, which grows proportionally to the system size N (see
e.g. Ref. [306]). Therefore, tunneling between the two broken-symmetry sectors
is practically suppressed even for moderate system sizes, and one may consider
the two towers of symmetry-breaking excited states independently of each other,
as we did in Sec. 2.4.1. In addition, it should be noted that tunneling at the
ground state level is extremely fragile to tiny symmetry-breaking perturbations,
such as longitudinal magnetic fields.
Equation (2.55) asserts that, for large system size N, the spectral density of
states ρ(E) is proportional to the period Tcl(E) of the classical trajectory with
energy E. As discussed in Sec. 2.2 above, within the ferromagnetic phase
g < gcr, the classical period diverges logarithmically at the classical separatrix
[cf. Eq. (2.30)], corresponding to the dynamical critical phenomenon. This
singularity affects highly-excited states, and signals a phase transition at finite
energy density. However, this transition cannot be identified with a standard
thermal phase transition, as the system is confined in a small portion of the
many-body Hilbert space, protected by the conservation of the collective spin
magnitude. In fact, the universal properties of this critical phenomenon are
described by the dynamical critical point rather than by the thermal equilibrium
one. In the literature, this spectral transition has been studied separately, and is
referred to as excited state quantum phase transition (ESQPT) [307].
2.4.3 Relaxation and tunneling
Let us now discuss the nonequilibrium dynamics within the semiclassical
approximation [308, 309]. The first quantum correction to the classical evolution
starting from a spin-coherent state is equivalent to treating the corresponding
Gaussian Wigner function in phase space as a probability distribution and
considering its classical (Liouville) evolution. To this level of approximation,
known as the truncated Wigner approximation (TWA), the role of quantum
mechanics amounts to providing a degree of uncertainty to the classical phase
space point which represents the initial state of the system [310]. The amount of
uncertainty is quantified by the phase space extension of the wavepacket, which
covers an area equal to Planck’s constant h, corresponding to the maximal phase
2By general arguments, the spectrum of a finite matrix depends smoothly on its parameters.
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Figure 2.10: Spectrum of the fully-connected quantum Ising model in Eq. (2.23). The energy
density E/N of the lowest 64 energy levels is shown on varying the transverse field g in the
window
[
0.5λ, 2.5λ
]
around the quantum critical point gcr = 2λ (QPT), in a system of N = 100
spins. One identifies the quantum critical point where the energy gap above the ground state
shrinks to zero in the thermodynamic limit. The excited-state quantum phase transition (ESQPT)
separates energy eigenstates with ferromagnetic and paramagnetic character, and the density of
states is singular around it. Its counterpart in quench dynamics is the dynamical phase transition
discussed in Sec. 2.2.
space resolution allowed by the Heisenberg uncertainty relation.
In the dynamics governed by a nonquadratic Hamiltonian, like the one in
Eq. (2.25), closeby points in phase space separate linearly in time, due to their
different periods. The sole exception is represented by the critical trajectory (sep-
aratrix), around which two points separate exponentially fast in time. Since the
linear extension of the initial wavepacket in phase space is
√
 heff ∼ 1/
√
N, after
a time scale of order O(
√
N) [or O(logN) around the separatrix] (the so-called
Ehrenfest time TEhr) the wavepacket has spread over the whole classical trajec-
tory, and the observables have correspondingly relaxed to their “microcanonical”
average [83, 308, 309].
While the truncated Wigner approximation is effective in capturing relaxation
of local observables, it is actually insensitive to deeply quantum effects such
as tunneling, which cannot be reproduced via naive classical simulations. As
discussed in the previous Section, all eigenstates below the critical energy Edyn
are almost pairwise degenerate, and correspond to even and odd superpositions
of semiclassical eigenstates localized within the two symmetric energy wells.
The energy splitting between the two is exponentially small in the height of the
barrier, i.e., in the system size N. This implies that tunneling to the opposite
side from an initial state localized on one side is exponentially slow, i.e., the
associated time scale is Ttun = O(ecN).
In the light of the above, the qualitative modifications of the classical dy-
namics discussed in the previous Sections due to finite-size effects can be
summarized as follows:
1. a fully polarized spin-coherent initial state actually corresponds to a broad
wavepacket of linear extension ∝ 1/√N on the Bloch sphere, rather than
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Figure 2.11: Convergence to the classical behavior in the thermodynamic limit N → ∞ of the
quantum dynamics governed by the Hamiltonian (2.23) with finite size N and with s = 1/2. This
is studied via exact diagonalization in the maximal spin sector. Left panels: Evolution of the
dynamical order parameter with g/λ = 0.9 (top), g/λ = 1.1 (center), g/λ = 1.7 (bottom), and
increasing system size N = 16, 64, 256, starting from a fully polarized state along the x-direction,
i.e., from a ground state with g0 = 0. The classical limit is shown by the black dashed curve.
Right panels: corresponding infinite-time average distribution of the order parameter, as obtained
from the diagonal ensemble pde(m) =
∣∣ 〈Ψ(t) |m〉 ∣∣2, where |m〉 is the state with magnetization
m. The classical “microcanonical” distributions are shown by the black dashed curve. Note that
the quantum evolution agrees with its classical limit over a time window that increases with N.
After this time, quantum phenomena emerge. In all cases, damping of the classical oscillations
takes place as a consequence of the quantum spreading of the wavepacket. Furthermore, for
system sizes N as small as 16, additional quantum effects become observable. In the top left
panel, quantum tunneling to the opposite well can be observed in the dynamical ferromagnetic
phase at relatively small time, which scales as Ttun = O(ecN); note that the corresponding
infinite-time distribution of the magnetization is suppressed in the classically forbidden region
m ≈ 0 as N→∞. In the center left panel, a remnant of ferromagnetic behavior can be observed
in the dynamical paramagnetic phase, due to contributions to the wavepacket coming from
ferromagnetic initial conditions (in order to visualize this, one should replace the small black dot
in Fig. 2.4 with an extended circle of radius 1/
√
N). In the bottom left panel, recurrences in the
evolution of the order parameter emerge at relatively small time, due to wavepacket refocusing
after spreading. All these three effects occur at larger times for N = 64, 256, and thus do not
appear in the relative plots.
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to a single point;
2. the center of the wavepacket initially performs classical oscillations;
3. wavepacket spreading along the classical trajectory occurs after the Ehren-
fest time scale TEhr ∼ O(
√
N) [or O(logN) around the dynamical critical
point] ;
4. correspondingly, the persistent classical oscillations of observables are
damped, and relaxation takes place towards to classical time-average;
5. the sharp dynamical phase transition highlighted in the previous section
is smoothed out by quantum fluctuations, resulting in a crossover;
6. if the accessible phase space is classically disconnected, quantum tunneling
may occur over a time scale Ttun that grows exponentially with N.
In particular, in order to observe the classical evolution described in Sec. 2.2, the
thermodynamic limit must be taken first. In fact, the three relevant time scales
Tcl = O(1), TEhr = O(
√
N), Ttun = O(ecN) discussed above, are well separated in
the thermodynamic limit, and the quantum phenomena (wavepacket spreading
and quantum tunneling) set in at increasingly longer time. However, in small
systems they all become important. In order to highlight the relevance and
consequences of these finite-size effects, we report in Fig. 2.11 the time evolution
of the order parameter σx as well as the infinite-time averaged distribution pde
of the magnetization for increasing system sizes N, as obtained from numerical
diagonalization of the Hamiltonian (2.23) in the maximal spin sector.
Chapter 3
Nonequilibrium spin-wave
theory
The lack of interaction between the collective spin and other spin excitations
with finite wavelength (spin waves) is an artifact of the infinite-range interactions
discussed in Chap. 2. In any realistic model with interactions depending on the
spatial position of the spins, quantum fluctuations at all possible length scales
participate in the dynamics. As a result, the system is expected to eventually
thermalize. It is natural to investigate the possible persistence of instances of
mean-field nonequilibrium phenomena such as those addressed in Chap. 2 —
i.e, dynamical criticality and dynamical stabilization — in a prethermal stage of
the dynamics, together with the possible onset of qualitatively new phenomena
generated by these additional fluctuations. For this purpose, we present in this
Chapter a method to systematically account for the effect of fluctuations on the
dynamics of general interacting spin models.
The content of this Chapter represents the methodological core of Part I of
the thesis. It has been originally announced in Ref. [1], and has been applied in
subsequent work published in Refs. [2–4].
3.1 Perturbative corrections to the equilibrium transition
In order to understand the impact of quantum fluctuations on the physics of
the fully-connected Ising ferromagnet in Eq. (2.23) in a conceptually clean way,
it is convenient to consider toy models with additional finite-range interactions,
Hˆ = −
λ
N
∑
r,r ′
σˆxr σˆ
x
r ′ − g
∑
r
σˆzr −
∑
r,r ′
Jr,r ′ σˆ
x
r σˆ
x
r ′ , (3.1)
where r, r ′ run over a d-dimensional lattice with N sites, and the coupling Jr,r ′ ≡
Jr decays with the distance r = |r− r ′|. For the purpose of later comparison with
numerical simulations and with experiments, we shall focus on one-dimensional
case d = 1, even though all of the results we find do not rely on this assumption,
as will become clear in the following. Accordingly, we denote by i, j = 1, . . . ,N
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the lattice sites. For technical simplicity, we shall consider periodic boundary
conditions.
The perturbation makes the Hamiltonian a function not only of the spin
Fourier component at k = 0 (as occurs for Jr ≡ const), but of all the Fourier
components with k 6= 0. When the perturbation is small, the degree of excitation
in the modes with k 6= 0 is expected to be small, at least in a dynamical transient.
Accordingly, it is reasonable to treat them perturbatively at the lowest nontrivial
order, corresponding to a quadratic approximation. In order to do so, we
introduce canonical variables describing small fluctuations around the mean-
field spin-coherent states by using a Holstein-Primakoff transformation relative
to the direction of the average collective spin vector 〈σ˜k=0〉. Let us start by
expounding this approach in equilibrium. We first rewrite the Hamiltonian (3.1)
in Fourier space,
Hˆ = −
λ¯
N
(σ˜xk=0)
2 − g σ˜zk=0 −
1
N
∑
k6=0
J˜k σ˜
x
kσ˜
x
−k, (3.2)
where J˜k ≡ J˜−k =
∑N−1
r=0 e
−ikrJr and σ˜αk =
∑
j e
−ikjσˆαj , with k = 2pin/N, for
n = 0, 1, . . . ,N− 1, and we have defined λ¯ ≡ λ+ J˜0. Let us now introduce a
rotated reference frame (X, Y, Z), whose components in the original fixed frame
(x, y, z) can be parameterized by the spherical angles θ and φ as
X ≡
cos θ cosφcos θ sinφ
− sin θ
 , Y ≡
− sinφcosφ
0
 , Z ≡
sin θ cosφsin θ sinφ
cos θ
 . (3.3)
The spins can be decomposed on the rotated basis as
σˆj = X σˆXj +Y σˆ
Y
j +Z σˆ
Z
j . (3.4)
Accordingly, the Hamiltonian (3.2) can be rewritten in terms of the Fourier
transforms σ˜X,Y,Zk of σˆ
X,Y,Z
j ,
Hˆ
N
=− λ¯
[
(X · x) σ˜
X
0
N
+ (Y · x) σ˜
Y
0
N
+ (Z · x) σ˜
Z
0
N
]2
− g
[
(X · z) σ˜
X
0
N
+ (Y · z) σ˜
Y
0
N
+ (Z · z) σ˜
Z
0
N
]
−
∑
k6=0
J˜k
[
(X · x) σ˜
X
k
N
+ (Y · x) σ˜
Y
k
N
+ (Z · x) σ˜
Z
k
N
]
×
[
(X · x) σ˜
X
−k
N
+ (Y · x) σ˜
Y
−k
N
+ (Z · x) σ˜
Z
−k
N
]
.
(3.5)
In the rotated frame, we bosonize spin fluctuations via the Holstein–Primakoff
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transformation [304], expanded to lowest order in 1/
√
s, i.e.,
σˆXj =
qˆj√
s
+ . . . ,
σˆYj =
pˆj√
s
+ . . . ,
σˆZj = 1−
nˆj
s
≡ 1− qˆ
2
j + pˆ
2
j − 1
2s
,
(3.6)
where qˆj and pˆj are conjugate canonical variables representing small deviations
of the spin away from the Z-axis, and along the transverse directions X and
Y, respectively. In our notation, the bosonic number operator is nˆj = bˆ
†
j bˆj
where bˆj = (qˆj + ipˆj)/
√
2. Introducing the Fourier space representation q˜k =
N−1/2
∑
j e
−ikjqˆj and p˜k = N−1/2
∑
j e
−ikjpˆj, one has1
σ˜Xk
N
=
q˜k√
Ns
+ . . . ,
σ˜Yk
N
=
p˜k√
Ns
+ . . . ,
σ˜Zk
N
=δk,0 −
∑
k ′
q˜k ′ q˜k−k ′ + p˜k ′ p˜k−k ′ − δk,0
2Ns
.
(3.7)
The Hamiltonian (3.5) written in terms of the canonical spin wave variables,
can now be arranged in the form
Hˆ = Hˆ0 + Uˆ2 + Uˆ3 + Uˆ4. (3.8)
In Eq. (3.8), the term Hˆ0 describes the collective spin and its excitations,
Hˆ0 =− λ¯N (Z · x)2
(
1−
nˆ0 + nˆsw
Ns
)2
− gN (Z · z)
(
1−
nˆ0 + nˆsw
Ns
)
− 2λ¯
√
N√
s
(Z · x)
(
1−
nˆ0 + nˆsw
Ns
)
[(X · x) q˜0 + (Y · x) p˜0]
− g
√
N√
s
[(X · z) q˜0 + (Y · z) p˜0]
−
λ¯
s
[
(X · x)2 q˜20 + (Y · x)2 p˜20 + 2 (X · x) (Y · x)
q˜0p˜0 + p˜0q˜0
2
]
,
(3.9)
while the remaining terms are proportional to J˜k=0 and describe the k 6= 0
1Note that q˜†k ≡ q˜−k and p˜†k ≡ p˜−k are not real.
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spin-wave excitations,
Uˆ2 = −
∑
k6=0
J˜k
s
[
(X · x)2 q˜kq˜−k + (Y · x)2 p˜kp˜−k
+ 2 (X · x) (Y · x) q˜kp˜−k + p˜kq˜−k
2
]
,
Uˆ3 = +
1√
Ns
∑
k6=0
J˜k
s
(Z · x)
×
{
(X · x)
[
q˜k
∑
k ′
q˜k ′ q˜−k−k ′ + p˜k ′ p˜−k−k ′
2
+ (k↔ −k)
]
+
+ (Y · x)
[
p˜k
∑
k ′
q˜k ′ q˜−k−k ′ + p˜k ′ p˜−k−k ′
2
+ (k↔ −k)
]}
,
Uˆ4 = −
1
Ns
∑
k6=0
J˜k
s
(Z · x)2
∑
k ′
q˜k ′ q˜k−k ′ + p˜k ′ p˜k−k ′
2
∑
k ′′
q˜k ′′ q˜−k−k ′′ + p˜k ′′ p˜−k−k ′′
2
.
(3.10)
The three terms represent the quadratic, cubic, and quartic contributions in the
spin waves, respectively. In Eq. (3.8), the quantity nˆsw is the total number of
bosonic spin-wave excitation, i.e.,
nˆsw =
∑
k6=0
nˆk =
∑
k6=0
q˜kq˜−k + p˜kp˜−k − 1
2
(3.11)
[cf. Eq. (2.50)].
The truncation of the expansion in Eq. (3.8) is valid as long as the spin
waves have a low density 〈nˆ0〉+ 〈nˆsw〉  Ns. An equivalent statement is that
the collective spin magnitude is close to its maximal value Ns. In fact, each
quantum of spin wave with k 6= 0 decreases the collective spin magnitude by
one unit,
|Sˆ|2 = s2
[ (
σ˜Xk=0
)2
+
(
σ˜Yk=0
)2
+
(
σ˜Zk=0
)2 ] ≈ (Ns− nˆsw)(Ns− nˆsw + 1). (3.12)
In this regime, spin waves behave as weakly-interacting bosonic excitations.
Higher-order terms account for nonlinear scattering among the spin waves,
and are expected to contribute significantly to the dynamics only at times
parametrically long in the spin-wave density.
Our approach is equivalent to treating fluctuations within the Gaussian
approximation, which is the lowest nontrivial order beyond mean-field. This is
expected to be sufficiently accurate when the interaction J˜k6=0 introduces a small
perturbation to the mean-field dynamics, such that a small spin-wave density
〈nsw(t)〉 /(Ns) is generated during the evolution. In this case, similarly to the
well-known Bogolyubov theory of weakly-interacting Bose gases [311], excitation
can be treated at the quadratic level, and the neglected nonlinear interactions
are expected to drive the system at long times away from the prethermal regime
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relevant for the nonequilibrium phenomena discussed in the rest of Part I of the
thesis.
In the low-density regime considered here, the only relevant interaction is
that between the collective mode q˜0, p˜0 and the spin waves, given by terms in Uˆ3
with k ′ = 0,k,−k, which describe scattering of the zero-momentum mode into
a pair of spin waves with opposite momenta (k,−k), and viceversa. Thereby, we
arrive at the following form of the Hamiltonian (3.1), truncated to linear order in
the collective k = 0 mode and to quadratic order in the spin-wave operators with
k 6= 0,
Hˆ '− λ¯N(Z · x)2 − gN(Z · z)
+
1
s
∑
k6=0
[
2λ¯(Z · x)2 + g(Z · z)] q˜kq˜−k + p˜kp˜−k − 1
2
−
1
s
∑
k6=0
J˜k
[
(X · x)2 q˜kq˜−k + (Y · x)2 p˜kp˜−k
+ 2(X · x)(Y · x) q˜kp˜−k + p˜kq˜−k
2
]
+
√
N√
s
q˜0
{
− 2λ¯
(
1−
nˆsw
Ns
)
(Z · x)(X · x) − g(X · z)
+ 2(Z · x) 1
Ns
∑
k6=0
J˜k
[
(X · x) q˜kq˜−k + (Y · x) q˜kp˜−k + p˜kq˜−k2
]}
+
√
N√
s
p˜0
{
− 2λ¯
(
1−
nˆsw
Ns
)
(Z · x)(Y · x) − g(Y · z)
+ 2(Z · x) 1
Ns
∑
k6=0
J˜k
[
(Y · x) p˜kp˜−k + (X · x) q˜kp˜−k + p˜kq˜−k2
]}
,
(3.13)
where the explicit expressions of the various scalar products between versors
in terms of the rotation angles θ and φ can be inferred from Eq. (3.3). The
Hamiltonian (3.13) is our starting point for assessing the impact of fluctuations
on equilibrium and nonequilibrium physics.
We first study the equilibrium behavior in the presence of fluctuations.
The direction of the spin polarization in equilibrium can be determined at the
Gaussian level by imposing vanishing expectation values of q˜0 and p˜0, i.e.,
〈q˜0〉 = 〈p˜0〉 = 0. (3.14)
Equation (3.7) with k = 0 shows that this is equivalent to requiring that the
average collective spin 〈σ˜k=0〉 is aligned with the Z-direction, identified by the
spherical angles θ,φ. In the mean-field limit J˜k6=0 = 0, the spin waves are frozen
in their vacuum state and the problem becomes equivalent to finding the ground
state of the single classical spin ~σ = 〈σ˜k=0〉/N on the sphere, as detailed in Sec.
2.2. As soon as J˜k6=0 6= 0, the spin waves are excited even in the ground state.
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This occurrence is analogous to the depletion of the condensate fraction in a
dilute Bose gas in the presence of weak interactions.
Equations (3.14) require to adjust the values of θ and φ in such a way that the
equilibrium expectation values of the two curly brackets in Eq. (3.13) vanish. The
second one does it if Y · x = Y · z = 0, and 〈q˜kp˜−k + p˜kq˜−k〉 = 0, which implies
that φ∗ = 0 or pi. In other words, the equilibrium configuration of the collective
spin is in the xz-plane, as could be anticipated based on symmetry arguments.
The remaining equation determines the value of θ∗. In particular, θ∗ = 0 is
always a solution: however, it is stable only for g large enough. For small g,
stable solutions can be calculated as follows. First we diagonalize the quadratic
part of the Hamiltonian [second and third sums on the r.h.s. of Eq. (3.13)]
obtaining a spin wave dispersion relation ωk/s which depend parametrically
on θ, i.e.,
ωk =
√(
2λ¯ sin2 θ+ g cos θ
)(
2λ¯ sin2 θ+ g cos θ− 2J˜k cos2 θ
)
. (3.15)
Denoting by ω(0)k /s the “unperturbed” common frequency of the spin wave
modes,
ω
(0)
k = lim
J˜k6=0→0
ωk = 2λ¯ sin2 θ+ g cos θ, (3.16)
the quantum fluctuations of spin modes can then be expressed as
〈
q˜kq˜−k
〉
=
1
2
ω
(0)
k
ωk
,〈
p˜kp˜−k
〉
=
1
2
ωk
ω
(0)
k
,〈
q˜kp˜−k + p˜kq˜−k
2
〉
= 0.
(3.17)
Hence, the equation of state which determines θ∗ reads
sin θ∗ ×[
− 2λ¯(1− ) cos θ∗ + g+ cos θ∗
1
Ns
∑
k6=0
J˜k
√
2λ¯ sin2 θ∗ + g cos θ∗
2λ¯ sin2 θ∗ + g cos θ∗ − 2J˜k cos2 θ∗
]
= 0. (3.18)
The total spin depletion  is defined by the equation∣∣ 〈σ˜k=0〉 ∣∣
N
= 1−
〈nˆsw〉
Ns
≡ 1− , (3.19)
Combining Eqs. (3.11) and (3.17), we get an explicit expression for it, i.e.,
 ≡ 〈nˆsw〉
Ns
=
1
2Ns
∑
k6=0
(
1
2
ω
(0)
k
ωk
+
1
2
ωk
ω
(0)
k
− 1
)
θ=θ∗
. (3.20)
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Note that the spin-wave density  = O
(
J˜2k6=0
)
vanishes in the limits g→ 0 and
g→∞, in which the ground state is fully polarized along the x and z direction,
respectively. It is arguably maximal at the critical point gcr = 2λ¯−O
(
J˜2k6=0
)
(see
below).
As a check, in the mean-field case J˜k6=0 ≡ 0, Eqs. (3.15) and (3.18) imply
ω
(0)
k = ωk,  = 0, and cos θ
∗ = g/2λ in the ferromagnetic phase g < 2λ,
retrieving the mean-field equilibrium properties, determined in Sec. 2.2. As
soon as finite-range interactions J˜k6=0 6= 0 is turned on, quantum fluctuations
modify the equilibrium state.
In the equilibrium paramagnetic phase g > gcr, the ground state has θ∗ = 0,
and from Eq. (3.15) we find
ωk,> =
√
g(g− 2J˜k). (3.21)
Deep in the equilibrium ferromagnetic phase, with g→ 0, the system approaches
instead full ferromagnetic ordering with θ∗ → pi/2, and the corresponding
dispersion relation derived from Eq. (3.15) becomes independent of k, i.e., the
band becomes flat,
ωk,< −→
g→0
2λ¯. (3.22)
This could have been anticipated by observing that in the limit g→ 0 the spin
Hamiltonian (3.1) becomes diagonal in the σx-basis in real space.
Let us determine now the perturbative corrections to position of the critical
point, employing a variational approach. Criticality occurs at the value of g such
that the paramagnetic configuration θ = 0 becomes an unstable saddle-point
of H. We compute the variational energy E(θ) = 〈H〉θ as a function of θ (with
fixed φ = 0), by taking the average of Hˆ in Eq. (3.13) with 〈q˜0〉 = 〈p˜0〉 = 0 and
〈q˜kq˜−k〉 given by Eq. (3.17), thereby obtaining
E(θ)
N
= −λ¯ sin2 θ− g cos θ+
1
Ns
∑
k6=0
ωk −ω
(0)
k
2
. (3.23)
In order to determine the stability of the solution θ∗ = 0, we expand E(θ) at
small θ. We find
E(θ)
N
∼
θ→0
− g+
1
Ns
∑
k6=0
1
2
(√
g(g− 2J˜k) − g
)
+
{
g− 2λ¯+
1
Ns
∑
k6=0
[√
g(g− 2J˜k)
1
2
(
2λ¯− g/2+ 2J˜k
g− 2J˜k
+
2λ¯− g/2
g
)
−
(
2λ¯− g/2
)]}
θ2
2
+O(θ4).
(3.24)
The critical point is then determined by the vanishing of the coefficient of the
3.2. Impact of dynamically excited spin waves on the collective spin dynamics 61
quadratic term in curly bracket, which yields an equation for gcr. The shift of
gcr away from the mean-field value 2λ¯ may be found perturbatively for small
J˜k6=0. We expand the solution g = gcr
(
J˜k6=0
)
in powers of J˜k6=0 and equate both
sides order by order. The explicit calculation leads to a quadratic correction:
gcr = 2λ¯
[
1−
5
16
1
Ns
∑
k6=0
(
J˜k
λ¯
)2]
+O
(
J˜3k6=0
)
∼ 2λ¯
[
1−
5
16s
∫pi
−pi
dk
2pi
(
J˜k
λ¯
)2]
.
(3.25)
As expected on physical grounds, the spin waves destabilize the ferromagnetic
ordering and thereby lower the critical value gcr.
The ground state equations discussed above can immediately be generalized
to finite-temperature equilibrium states. In fact, it is sufficient to substitute in
Eqs. (3.17) the prefactor 1/2 with
1
2
+ 〈nˆk〉T = 12 +
1
eωk/T − 1
, (3.26)
where 〈nˆk〉T is the Bose-Einstein distribution of the excited spin waves and
T > 0 is the temperature. The expression of  in Eq. (3.20) and the equilibrium
configuration determined by θ∗ in the equation of state (3.18) are modified
accordingly. As in the mean-field case, thermal corrections are exponentially
suppressed at low temperature as long as the gap in the dispersion relation
(3.15) with θ = θ∗ is nonvanishing.
In conclusion of the discussion on equilibrium physics, we emphasize that
the validity of spin-wave theory has been rigorously established in the regime
of low density in the recent work in Ref. [312].
3.2 Impact of dynamically excited spin waves on the col-
lective spin dynamics
The nonequilibrium dynamics in the presence of weak fluctuations can be
studied by generalizing the approach developed in the previous section to time-
evolving states. The spin-wave expansion can be performed with respect to a
time-dependent rotated frame, with the angles θ(t),φ(t) co-moving with the
average collective spin [1]. This is implemented by the unitary operator
Vˆ(θ(t),φ(t)) = e−iφs
∑
j σˆ
z
j e−iθs
∑
j σˆ
y
j , (3.27)
acting on the spins as a time-dependent global rotation:
Vˆσˆxj Vˆ
† = X · σˆj ≡ σˆXj ,
Vˆσˆ
y
j Vˆ
† = Y · σˆj ≡ σˆYj ,
Vˆσˆzj Vˆ
† = Z · σˆj ≡ σˆZj .
(3.28)
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The Heisenberg equations of motion for σˆαj (α ∈ {X, Y,Z}), in the mobile frame,
read
d
dt
σˆαj =
1
i
[
σˆαj , H˜
]
, with H˜ ≡ Hˆ+ iVˆ ˙ˆV†, (3.29)
where the last term is the inertial force contribution equivalent to a generalized
Larmor field [313]
iVˆ ˙ˆV† = −sω(t) ·
∑
j
σˆj = −sω(t) · σ˜k=0, (3.30)
where we introduced the vectorω = (ωX,ωY ,ωZ), with ωX = Y˙ ·Z, ωY = Z˙ ·X,
and ωZ = X˙ · Y. With the standard choice of parameterization of the rotating
frame in Eqs. (3.3), one has
ωX = cos θφ˙ , ωY = θ˙ , ωZ = − sin θφ˙ . (3.31)
.
The resulting Hamiltonian H˜(t) is given by the expression in Eq. (3.13) for
Hˆ with two changes: i) the frame (X(t), Y(t), Z(t)) is time-dependent [i.e., the
angles θ(t), φ(t) are time-dependent], and ii) the additional terms
−s
(
X˙ ·Y) σ˜Z0 =− s(X˙ ·Y)
+
1
s
∑
k6=0
[
s
(
X˙ ·Y)] q˜kq˜−k + p˜kp˜−k − 1
2
,
−s
(
Y˙ ·Z) σ˜X0 =√N√s q˜0
{
− s
(
Y˙ ·Z)},
−s
(
Z˙ ·X) σ˜Y0 =√N√s p˜0
{
− s
(
Z˙ ·X)},
(3.32)
appear in the second, fourth and fifth line of Eq. (3.13), respectively. This time-
dependent Hamiltonian governs the self-consistent coupled equations of motion
of the angles θ,φ and of the excitations q˜k, p˜k. The evolution of the angles
is obtained by requiring that the condition (3.14) to hold at all times, which
corresponds to setting the coefficients of q˜0 and p˜0 in H˜(t) equal to zero. This
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procedure yields a pair of classical evolution equations for θ(t),φ(t),
s
d
dt
θ =+ 2λ¯[1− (t)] sin θ cosφ sinφ
− 2
( 1
Ns
∑
k6=0
J˜k∆
pp
k (t)
)
sin θ cosφ sinφ
+ 2
( 1
Ns
∑
k6=0
J˜k∆
qp
k (t)
)
cos θ sin θ cos2φ,
s
d
dt
φ =− g+ 2λ¯[1− (t)] cos θ cos2φ
− 2
( 1
Ns
∑
k6=0
J˜k∆
qq
k (t)
)
cos θ cos2φ
+ 2
( 1
Ns
∑
k6=0
J˜k∆
qp
k (t)
)
sinφ cosφ,
(3.33)
where ∆qqk (t), ∆
qp
k (t), ∆
qq
k (t) are the equal-time correlation functions
∆
qq
k (t) ≡
〈
q˜k(t)q˜−k(t)
〉
,
∆
pp
k (t) ≡
〈
p˜k(t)p˜−k(t)
〉
,
∆
qp
k (t) ≡
1
2
〈
q˜k(t)p˜−k(t) + p˜k(t)q˜−k(t)
〉
,
(3.34)
and, as in Eq. (3.35), the nonequilibrium density (t) of spin waves reads
(t) ≡ 1
Ns
∑
k6=0
〈
nˆk(t)
〉
=
1
Ns
∑
k6=0
∆
qq
k (t) +∆
pp
k (t) − 1
2
. (3.35)
The evolution equations (3.33) for the collective spin orientation depend also
on the instantaneous state of the spin waves via their correlation functions ∆’s.
The dynamical excitation of spin waves thereby affects the classical mean-field
trajectory of the collective spin via "quantum feedback" terms, given by the
second and third lines in both Eqs. (3.33). This effect is parametrically small in
the strength J˜k6=0 of the perturbation.
Concurrently, the change in time of the reference vacuum state θ(t),φ(t)
drives the nonequilibrium evolution of the spin excitations q˜k, p˜k. The equations
of motion for the spin wave variables, ddt q˜k = −i
[
q˜k, H˜(t)
]
and analogously for
p˜k, give
s
d
dt
q˜k =+ 2λ¯ cos2φ p˜k − 2J˜k sin2φ p˜k + 2J˜k cos θ cosφ sinφ q˜k,
s
d
dt
p˜k =− 2λ¯ cos2φ q˜k + 2J˜k cos2 θ cos2φ q˜k − 2J˜k cos θ cosφ sinφ p˜k.
(3.36)
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Using these equations, one obtains the evolution of the parameters ∆qqk ,∆
qp
k ,∆
pp
k ,
s
d
dt
∆
qq
k = 4J˜k cos θ cosφ sinφ∆
qq
k + 4
(
λ¯ cos2φ− J˜k sin2φ
)
∆
qp
k ,
s
d
dt
∆
qp
k =− 2
(
λ¯ cos2φ− J˜k cos2 θ cos2φ
)
∆
qq
k + 2
(
λ¯ cos2φ− J˜k sin2φ
)
∆
pp
k ,
s
d
dt
∆
pp
k =− 4
(
λ¯ cos2φ− J˜k cos2 θ cos2φ
)
∆
qp
k − 4J˜k cos θ cosφ sinφ∆
pp
k .
(3.37)
The equations of motion in Eq. (3.37) describe the dynamics of the Gaussian
wavefunction of the spin waves. They are actually not independent, as the
quantities ∆qq,∆qp,∆pp are related by the condition
4 (∆qp)2 = 4∆qq∆pp − 1, (3.38)
which is an exact property of Gaussian pure states (equivalent to having minimal
quantum uncertainty), and which is then satisfied at all times and for all values
of k. See App. B for a detailed discussion of this.
The dynamical problem is now fully specified by the system of coupled
evolution equations (3.33) and (3.37), taking into account the constraints (3.38),
together with suitable initial conditions, which may correspond to the ground
state or to a thermal state of the pre-quench Hamiltonian. These equilibrium
states, already determined in Sec. 3.1 via the equation of state (3.18) (and its
generalization to thermal states), may be retrieved by looking for stationary
solutions of the dynamical equations with the initial parameters g0, λ0, J˜k,0. A
variation in time of g = g(t), corresponding to the driving protocol under
consideration, yields the nonequilibrium evolution at Gaussian level according
to the dynamical equations of motion derived above.
3.3 Time-independent approach to nonequilibrium dynam-
ics
The system of coupled evolution equations for the collective spin and the
spin waves discussed above can also be derived by using a time-independent
approach. The original Hamiltonian Hˆ in Eq. (3.1) can be written in terms of
two global canonical variables, the total spin projection Pˆ along the z-direction
Pˆ = s σ˜zk=0 = (Ns− nˆsw) cos θˆ, (3.39)
and its conjugated angle
Qˆ = φˆ, (3.40)
in addition to the canonical spin-wave variables q˜k6=0, p˜k6=0 analogous to the
ones introduced in the previous section [cf. Eq. (3.7)]. An explicit calculation
shows that these observables provide a complete set of 2N canonical variables
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for the spin system, i.e.,
[Qˆ, q˜k] = [Qˆ, p˜k] = [Pˆ, q˜k] = [Pˆ, p˜k] = 0 for all k 6= 0. (3.41)
Expanding Hˆ up to the quadratic order in the modes q˜k and p˜k, while retaining
the full nonlinearity in the collective spin coordinates Qˆ and Pˆ, one obtains2
Hˆ ' −Ng Pˆ
Ns
−Nλ¯
[(
1− 2
nˆsw
Ns
)
−
Pˆ2
N2s2
]
cos2 Qˆ
−
∑
k6=0
J˜k
s
[
Pˆ2
N2s2
cos2 Qˆ q˜kq˜−k + sin2 Qˆ p˜kp˜−k
− 2
Pˆ
Ns
cos Qˆ sin Qˆ
q˜kp˜−k + p˜kq˜−k
2
]
, (3.42)
where nˆsw is defined as in Eq. (3.11). Conceptually, this corresponds to pro-
moting the rotated-frame angles θ and φ to proper dynamical variables, rather
than treating them as external parameters to be self-consistently adjusted, as
was the case in the time-dependent approach discussed in the previous Section.
Accordingly, the variables q˜0, p˜0 do not appear in this case.
The equations of motion derived from the time-independent Hamiltonian (3.42)
are
s ˙ˆQ =− g+ 2λ¯
Pˆ
Ns
cos2 Qˆ−
1
Ns
∑
k6=0
2J˜k
[
Pˆ
Ns
cos2 Qˆ∆qqk − cos Qˆ sin Qˆ∆
qp
k
]
,
s
˙ˆP
Ns
=− 2λ¯
[(
1− 2
nˆsw
Ns
)
−
Pˆ2
N2s2
]
cos Qˆ sin Qˆ
−
1
Ns
∑
k6=0
2J˜k
[
Pˆ2
N2s2
cos Qˆ sin Qˆ∆qqk − cos Qˆ sin Qˆ∆
pp
k
+
Pˆ
Ns
(
cos2 Qˆ− sin2 Qˆ
)
∆
qp
k
]
,
s ˙˜qk =+ 2λ¯ cos2 Qˆ p˜k − 2J˜k sin2 Qˆ p˜k + 2J˜k
Pˆ
Ns
cos Qˆ sin Qˆ q˜k,
s ˙˜pk =− 2λ¯ cos2 Qˆ q˜k + 2J˜k
Pˆ2
N2s2
cos2 Qˆ q˜k − 2J˜k
Pˆ
Ns
cos Qˆ sin Qˆ p˜k,
(3.43)
where the ∆k’s are defined as in Eq. (3.34).
Crucially, the quantum fluctuations of the collective operators Pˆ/N and Qˆ
in the initial state are of order 1/
√
N, and hence they behave like uncertainty-
free classical variables in the thermodynamic limit (see Sec. 2.4 for details
on the convergence to the classical behavior). By identifying 〈Qˆ〉 = φ and by
changing variable from 〈Pˆ〉 to θ via Eq. (3.39), after taking quantum averages
2The ordering of the operators Qˆ, Pˆ is actually immaterial, as differently ordered expressions
differ by terms of higher order in 1/N, suppressed in the thermodynamic limit. Indeed, as
discussed in Chap. 2, when N→∞ the behavior of the collective mode is classical.
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with 〈nˆsw〉 /(Ns) ≡  [cf. Eq. (3.35)], one finds
θ˙ =
〈 ˙ˆP〉
Ns + cos θ ˙
−(1− ) sin θ
,
and one verifies that the equations of motion (3.43) obtained here are equivalent
to Eqs. (3.33) and (3.36) obtained within the time-dependent spin wave approach,
to the quadratic order in quantum fluctuations.
Interestingly, the quadratic spin-wave expansion (3.42) of the Hamilto-
nian (3.1) suggests an insightful viewpoint on the system, which may alter-
natively be regarded as a macroscopic classical degree of freedom (Qˆ, Pˆ) — the
collective spin — interacting with an extensive ensemble of quantum oscillators
{(q˜k, p˜k)}k6=0 — the spin waves. This is reminiscent of Caldeira-Leggett mod-
els [314, 315], although the bath of microscopic degrees of freedom is in our case
self-generated by the many-body Hamiltonian dynamics of the spin system.
The formulation (3.42) of the Hamiltonian makes sense of the quasiintegra-
bility of the model for small additional finite-range interaction. In fact, it is
apparent in that expression, that in the mean-field limit J˜k6=0 → 0, all spin-wave
occupation numbers commute with the Hamiltonian,[
nˆk, Hˆ
]
= 0. (3.44)
Mean-field models have an extensive set of conserved quantities which prevent
them from approaching thermal equilibrium, see the discussion in the Intro-
duction and in Chap. 2. As a matter of fact, all degrees of freedom are frozen
except the collective ones, which behave semiclassically in the thermodynamic
limit. The formalism outlined in this Chapter allows us to tackle the questions
on the impact of finite-range, integrability-breaking interactions on the peculiar
mean-field nonequilibrium phenomena.
In the rest of Part I of the thesis, we shall apply the method described in the
present one to study the impact of fluctuations on the mean-field nonequilibrium
phenomena introduced in Chap. 2. Several extensions of the equations derived
in this Chapter, and more generally of the formalism of nonequilibrium spin-
wave theory, have been partly worked out and are reported further below in
this thesis. In particular, in Sec. 4.2 and Chap. 5 we discuss the nonequilibrium
dynamics of a variety of magnetic systems obtained by adapting the scheme
above. In Chap. 6 we discuss the application of the formalism to study collective
spin fluctuations and entanglement. In particular, this is extended in App. E to
the Dicke model for atoms collectively interacting with cavity light. Moreover, in
App. D, a nontrivial extension of the formalism is presented in order to take into
account the possible presence of weak disorder. In conclusion, we remark that
the discussion in Sec. 7.3 identify spin waves in a ferromagnetic phase with the
lowest-energy bound state of a pair of domain-walls, referred to as a "meson" in
the context of confinement physics. This provides us with a posteriori additional
insights on the range of validity of the spin-wave expansion.
Chapter 4
Collective pseudorandom
behavior induced by quantum
fluctuations
In this Chapter, we discuss the fate of the mean-field dynamical criticality,
discussed in Sec. 2.2, upon considering the effect of quantum fluctuations
activated by finite-range interactions.
For the sake of definiteness, we shall first consider perturbations of the mean-
field Hamiltonian in the form of nearest-neighbor interactions in one dimension.
A similar analysis is then carried out — and similar results are obtained — in
Sec. 4.2 for a much wider class of models. It is found that nonequilibrium
fluctuations can significantly affect the critical dynamics, resulting in a pseudo-
aleatory collective evolution, reminiscent of a classical particle in a multiple-well
potential, with a large initial energy, and subject to (quantum) friction. The
nonequilibrium phase diagram universally acquires the characteristics of a "coin
toss" experiment. This result is confirmed by matrix-product-state numerical
simulations away from the perturbative regime, discussed in Sec. 4.3. We further
characterize the dynamics of quantum correlations (Sec. 4.4) and the effect of
decreasing the quench rate in slower ramps (Sec. 4.5). We finally tackle the
challenging question of finite-size effects in Sec. 4.6.
The content of this Chapter is constituted by the original results published
in Refs. [1] and [2].
4.1 Effects of spin waves on mean-field dynamical criti-
cality
We consider the Hamiltonian
Hˆ = −
λ
N
N∑
i,j=1
σˆxi σˆ
x
j − g
N∑
i=1
σˆzi − J
N∑
i=1
σˆxi σˆ
x
i+1, (4.1)
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(a)
(b)
Figure 4.1: Dynamical phase diagram of the model in Eq. (4.1) after a quench of the transverse
field g0 = 0→ g starting from the fully polarized ground state with positive magnetization, as
a function of g and J. As a reference scale for the transverse field, we choose the mean-field
dynamical critical value λ¯ ≡ λ+ J. The color of each point of the diagram is determined by the
sign of the long-time average σx of σx(t): light yellow for σx > 0, orange for σx = 0, and blue
for σx < 0. Regions A and B are perturbative extensions of the dynamical ferromagnetic and
paramagnetic phases of the infinite-range model with J = 0, corresponding to the horizontal axis
(see Fig. 4.2 for an illustration of the dynamics within A and B). Upon increasing J at fixed g,
in a neighborhood of the mean-field critical point g = λ¯, a new chaotic dynamical ferromagnetic
phase C emerges, within which the magnetization σx(t), after an initial dynamical paramagnetic
behavior, gets trapped in one of the two symmetry-broken sectors with opposite signs of the
collective magnetization [process (a) in the inset], in some cases followed by hopping between
them [process (b) in the inset] (see Fig. 4.3 for an illustration of the dynamics within C). Here
N = 100. The extent and features of the three phases A, B, C are stable as N is increased.
where the strength of the nearest-neighbor perturbation is controlled by the
parameter J and periodic boundary conditions are understood. In the opposite
limit λ→ 0 with finite J, the model reduces to the well-known quantum Ising
chain in a transverse field, which is exactly solvable in terms of free Bogolyubov
fermions [41]. In this case, however, dynamical criticality disappears, because the
system does not support long-range order in excited states (see the Introduction).
In order to study the resulting dynamics, we will use Eqs. (3.33), (3.34), (3.35),
(3.37), with J˜k = J cosk. We numerically integrate the evolution equations (3.33)
and (3.37) for a range of post-quench values of g and J and starting from a fully
polarized ferromagnetic initial state with 〈σˆxj (t = 0)〉 = 1 (i.e., the pre-quench
Hamiltonian has g0 = 0, and the value of J0 is immaterial as long as |J0| < λ).
At each integration time, we compute the time-dependent components of the
average collective spin ~σ,
~σ(t) ≡ 1
N
〈
σ˜k=0(t)
〉
=
[
1− (t)
]sin θ(t) cosφ(t)sin θ(t) sinφ(t)
cos θ(t)
 , (4.2)
verifying that the nonequilibrium density (t) of spin waves [see Eq. (3.35)]
remains small for considerably long times within the range of parameters con-
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sidered. From this ~σ(t), we compute the long-time average of the magnetization
along the ferromagnetic direction x, i.e., the dynamical order parameter σx,
and plot it for different values of J and g, coloring the corresponding point in
light yellow if σx > 0 (dynamical ferromagnetic ordering in the initial sector),
in orange if σx = 0 (dynamical paramagnetic behavior), and in blue if σx < 0
(reversed dynamical ferromagnetic ordering). The result is the dynamical phase
diagram reported in Fig. 4.1.
This figure shows that the dynamical ferromagnetic and paramagnetic phases
A and B respectively, which touch each other at the dynamical critical point
gdyn = λ¯ for J = 0, withstand the effects of the quantum fluctuations introduced
by having J 6= 0, apart from getting separated by a new phase C around the line
g ' λ¯ (note the horizontal scale of Fig. 4.1). The robustness of phases A and B is
further demonstrated in Fig. 4.2, which shows the time-evolution of the order
parameter σx(t) (first row) and of the spin wave density (t) (second row) within
the dynamical ferromagnetic (first column) and paramagnetic (second column)
phases, with g/λ¯ = 0.9 and g/λ¯ = 1.5 respectively. (Note that these values are
well outside the range covered by Fig. 4.1.) The red solid and blue dashed lines
correspond to increasing values of the coupling J with spin waves, which, as
anticipated, do not alter significantly the qualitative features of the dynamics.
Note that in both the dynamical phases A and B, (t) remains sufficiently small
and therefore we expect the spin wave treatment developed in Sec. 3 to be
accurate and these two phases to be robust.
Close to the mean-field dynamical transition point gdyn = λ¯, however, the
system becomes extremely sensitive to nonequilibrium fluctuations, resulting in
the peculiar phase C. In a typical point of this region, the dynamics of σx(t) is
driven by two processes, illustrated in the inset of Fig. 4.1: (a) the decay from a
transient paramagnetic behavior to one of the two possible ferromagnetic sectors,
and (b) the possible hopping between them. Heuristically, these phenomena
occur when the energy of the macroscopic collective spin ~σ(t) is slightly above
the barrier separating the two ferromagnetic minima. In this case the dynamical
production of spin waves reduces the energy carried by ~σ and hence causes the
dynamical trapping into one of the two ferromagnetic wells, accompanied by an
increase of the spin wave density (t). The system is dynamically ferromagnetic,
although it can occasionally hop to the opposite well, with a process assisted by
the absorption of energy from the spin wave bath. The asymptotic sign of σx(t),
and therefore the sign of σx, sensitively depends on the specific values of the
parameters in a large portion of this novel dynamical ferromagnetic region (C
in Fig. 4.1), with a collective pseudo-aleatory character of the dynamics, which
is illustrated in Fig. 4.3. Due to this sensitive dependence on the post-quench
values of the parameters, which actually implies the same for the choice of the
initial state, this phase C is referred to as “chaotic”.
This dynamical behavior, obtained on the basis of the time-dependent spin
wave theory, persists up to large values J = 2λ of the short-range coupling.
In these conditions, the significant growth of (t) invalidates the low-density
spin-wave expansion. In order to explore this strong coupling regime, we relied
on a time-dependent variational principle developed on matrix product states,
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Figure 4.2: Dynamical behavior of the order parameter σx(t) (first row) and of the spin wave
density (t) (second row) of the fully-connected quantum Ising model with a nearest-neighbor
perturbation of strength J/λ¯ = 0.1 (solid red line) and 0.2 (dashed blue), after a quench from a
fully polarized ferromagnetic state (g0 = 0), cf. Eq. (4.1). Left panels: dynamical ferromagnetic
phase with g/λ¯ = 0.9. Right panels: dynamical paramagnetic phase with g/λ¯ = 1.5. These
dynamical phases are characterized by the sign of the time-average of σx(t), shown in the top
panels. The quantity (t) shown in the bottom panels represents the total amount of spin wave
excitations generated during the nonequilibrium evolution. This is the control parameter for
the validity of the low-density expansion, which is consistent if   1, i.e., if the magnitude
of the collective spin |~σ(t)| = 1 − (t) remains close to its maximal value. The presence of a
short-range interaction, produces a perturbative modification of the mean-field evolution and,
correspondingly, a small amount of spin waves. In particular, the classical, mean-field persistent
oscillations are not damped by the self-generated bosonic “bath”. In the plots, N = 100 and the
mean-field dynamical critical point is gdyn/λ¯ = 1.
Figure 4.3: Evolution of the order parameter σx(t) within the chaotic dynamical ferromagnetic
phase C in Fig. 4.1, for g/λ¯ = 1.03 (solid red line) and 1.031 (dashed blue), and with J/λ¯ = 0.1.
Here N = 100. The two lines are practically indistinguishable during the initial paramagnetic
transient, but they have markedly distinct fates at the onset of the critical process denoted by (a)
in the inset of Fig. 4.1 and they eventually end up into distinct wells. In both cases, (t) grows
from (t = 0) = 0 to values around 0.04. This extreme sensitivity on the value of g (and of J) is at
the origin of the “mosaic” structure of region C in Fig. 4.1.
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Figure 4.4: "Nonequilibrium phase diagram" of a coin toss, from Ref. [316]. The final outcome of
the toss (heads or tails) is plotted as a function of the initial heigth Z0 and angular momentum
ωξ0 of the coin. The qualitative similarity with the chaotic dynamical ferromagnetic phase in
Fig. 4.1 is striking. The "predictable" outcome for sufficiently small Z0 appears in the form of a
sequence of regular stripes, which correspond to the coin attaining the final configuration (heads
of tails) after one, two, . . . , turns. This is remarkably reminiscent of the regular stripes on the
left side of region C in Fig. 4.1, which correspond the collective spin attaining the asymptotic
magnetization sector (positive or negative) after one, two, . . . , changes of sign. In both cases,
as the initial energy increases (larger Z0 and g, respectively), the outcome becomes increasingly
sensitive to the initial condition, and "practically random" above a certain threshold. See also
Ref. [317].
see Sec. 4.3.
The dynamics in the chaotic dynamical ferromagnetic region C may be un-
derstood qualitatively via a simple analogy: a coin toss. The toss corresponds to
the sudden quench of the external field, where a macroscopic amount of energy
is injected into the system in the form of regular motion of a macroscopic object.
The coin repeatedly hitting the ground and exciting its phonons corresponds
to the loss of energy of the collective spin in favor of the microscopic degrees
of freedom, i.e., the spin waves. Finally, the coin settling into one of the two
macroscopically distinct stable configurations (heads or tails) corresponds to
the trapping into one of the two ferromagnetic sectors (σx > 0 or σx < 0). A
diagram of the outcomes of the coin (heads or tails) as a function of the variables
which parameterize the toss, results in a picture very similar to region C of
Fig. 4.1, as indeed shown in Ref. [316] and reported in Fig. 4.4. Although the
equations of motion in both cases are completely deterministic, the final outcome
is extremely sensitive to the details of the dynamics and it can be considered as
an effectively random process. We emphasize that we checked that the numerical
results reported above in Fig. 4.1 and in the figures which follow are not affected
as N is increased (up to N = 400). See also the subsequent Ref. [317] for a finer
study of the properties of the chaotic dynamical ferromagnetic phase.
4.2. Generality of the chaotic dynamical phase 72
Figure 4.5: Evolution of the order parameter σx(t) after a quench from a pure ferromagnetic state
(g0 = 0) in four different generalizations of the Ising Hamiltonian (3.1). Top left: XY spin chain
with an infinite-range and a nearest-neighbor interaction, defined by Eq. (4.3) with αy = 0.25,
αz = 0, g/λ¯ = 1.03 (solid red line) and 1.032 (dashed blue), with J/λ¯ = 0.4. Top right: XYZ
spin chain with an infinite-range and a nearest-neighbor interaction, defined by Eq. (4.3) with
αy = 0.25, αz = 0.125, g/λ¯ = 0.9 (solid red line) and 0.902 (dashed blue), with J/λ¯ = 0.4. Bottom
left: Ising spin chain with an infinite-range and a next-to-nearest-neighbor interaction, defined
by Eq. (4.4) with v(r) = δr,1 + 0.5δr,2, g/λ¯ = 1.03 (solid red line) and 1.031 (dashed blue), with
J/λ¯ = 0.2. Bottom right: Ising spin chain with an infinite-range and a power-law decaying
interaction, defined by Eq. (4.4) with v(r) = 1/r2, g/λ¯ = 1.03 (solid red) and 1.031 (dashed blue),
with J/λ¯ = 0.2. In all simulations, N = 100. These trajectories have been obtained by numerically
integrating the evolution equations given by the time-dependent spin wave theory, analogous to
Eqs. (3.33), (3.37), derived for the generalized spin chains above through the same procedure as
that explained in details in Sec. 3.2 for the Ising model.
4.2 Generality of the chaotic dynamical phase
We now show that the chaotic dynamical phase is not peculiar to the model
in Eq. (4.1), but is actually expected to emerge in a rather general class of
ferromagnetic spin systems, characterized by competition between long- and
short-range interactions.
First of all, the occurrence of the chaotic dynamical phase discussed in
the previous section does not depend on the particular initial state we have
chosen, as long as it has sufficiently strong magnetic ordering. In particular, the
direction of the initial magnetization Tr
[
ρˆ(t = 0)σˆj
] ∝ (sin θ0, 0, cos θ0) with
θ0 6= 0 is immaterial, and the initial state ρˆ(t = 0) needs not be pure. This class
encompasses all low-temperature equilibrium ordered states of Hˆ(g < gcr).
The chaotic dynamical phase occurs for arbitrary quantum spin magnitude
s. A larger value of s amounts to rescaling the coupling strength J in Eqs. (3.33),
and therefore to decreasing the overall effect of the feedback from quantum
fluctuations on the evolution of the collective order parameter. In addition,
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in the limit s → ∞, quantum fluctuations in the pre-quench ground state are
suppressed as a consequence of the individual spins approaching their classical
limit. Accordingly, the extent of the chaotic dynamical phase progressively
shrinks. However, thermal fluctuations can play a role similar to that of quantum
fluctuations when initial states in equilibrium with a finite temperature T > 0
are considered, leading to a nonvanishing feedback and thus to an extended
chaotic dynamical phase even in the classical limit s→∞.
We also expect that the phenomena discussed here for a spin chain with
an interaction characterized by Z2 symmetry emerge also for other discrete
symmetry groups. In the case of quenches from the ordered states of systems
with a “clock” symmetry Zn, for instance, the dynamical order parameter is
expected to get eventually trapped into one of the n distinct symmetry-breaking
sectors, resulting in a multicolor version of the picture of Fig. 4.1 with different
colors corresponding to the n possible sectors. In this case, the appropriate
heuristic analogy would be that of a “roulette” rather than a coin.
Changing the sign of short-range spin-spin interaction term J from ferro-
magnetic to antiferromagnetic (J < 0) does not alter the structure of the phase
diagram in Fig. 4.1. Indeed, the time-dependent spin wave theory evolution
equations (3.33) do not change when J 7→ −J, provided the substitution of the
summation variable k 7→ pi− k is performed.1
We now turn our attention to generalizations of the Ising Hamiltonian (4.1).
The top panel of Fig. 4.5 shows the evolution of the order parameter σx(t)
for the XY (top left panel) and XYZ (top right) versions of the model with a
nearest-neighbor anisotropic perturbation, defined by
HˆXYZ =−
λ
N
N∑
i,j=1
(
σˆxi σˆ
x
j +αyσˆ
y
i σˆ
y
j +αzσˆ
z
i σˆ
z
j
)
− g
N∑
i=1
σˆzi − J
N∑
i=1
(
σˆxi σˆ
x
i+1 +αyσˆ
y
i σˆ
y
i+1 +αzσˆ
z
i σˆ
z
i+1
)
.
(4.3)
with αz = 0 (XY model) or nonvanishing values of αy,z (XYZ model), while they
reduce to the standard Ising model in Eq. (4.1) for αy = αz = 0. Note that at
the isotropic point αy = 1 the discrete Z2 symmetry turns into a continuous
O(2) symmetry, as σz is conserved. Consequently, the barrier separating the two
ferromagnetic minima becomes increasingly shallow as this point is approached,
which hinders the possibility for the collective order parameter to get trapped.
Accordingly, the chaotic dynamical phase disappears in this limit.
The bottom panel of Fig. 4.5 shows the evolution of the order parameter σx(t)
for the fully-connected quantum Ising model with a next-to-nearest-neighbor
1Note, however, that completely different phenomena are expected in the presence of antifer-
romagnetic long-range interactions, i.e., when λ < 0. See, e.g., Ref. [318].
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(bottom left) or algebraically-decaying (bottom right) perturbation, defined by
HˆLR =−
λ
N
N∑
i,j=1
σˆxi σˆ
x
j − g
N∑
i=1
σˆzi − J
N∑
i,r
v(r)σˆxi σˆ
x
i+r, (4.4)
where v(r) decays to zero upon increasing the distance r between the two
interacting spins. The qualitative similarity of all the panels in Fig. 4.5 with the
evolution displayed in Fig. 4.3 demonstrates that the chaotic behavior observed
in the latter case is actually a generic phenomenon which emerges also in the
generalized models discussed above. In particular, the evolution of a certain
initial state under the effect of two close post-quench Hamiltonians (red and
blue curves) results into two markedly different asymptotic states. Although
Fig. 4.5 refers to specific choices of the various parameters involved, we verified
that this strong sensitivity of the dynamics to the values of the parameters of the
post-quench Hamiltonian persists in a neighborhood of the points considered.
We finally observe that the spatial dimensionality of the finite-range perturbation
does not play an important role, as well.
We finally observe that the phenomenon discussed above is expected to be
enhanced by the presence of further fluctuations in the system generated by
possible other mechanisms, such as, e.g., weak quenched disorder. This issue
can be studied by extending the formalism of Chap. 3, as discussed in App. D.
In summary, we have shown that the emergence of a chaotic dynamical
phase is an ubiquitous phenomenon that requires essentially two sole physical
ingredients, namely i) the spontaneous breaking of a discrete symmetry and ii)
a mean-field model perturbed by an interaction term with a nontrivial spatial
dependence, which introduces fluctuations.
4.3 Strong interactions: MPS-TDVP simulations
In order to check the robustness of the observed phenomena in the presence
of a nearest-neighbor interaction strength J in Eq. (4.1) increased beyond the
perturbative regime considered in the previous sections, we simulate numerically
the evolution of the system by using the time-dependent variational principle
developed in Refs. [319,320]. This formulation requires a matrix product operator
(MPO) representation of the Hamiltonian. Since the interaction strength of the
infinite-range part of the Hamiltonian (3.1) scales with the system size N, it is
not possible to rewrite the thermodynamic limit of the Hamiltonian in the MPO
form and hence to simulate the time evolution directly in the thermodynamic
limit. Accordingly, we performed finite-size simulations of long chains, up to
N = 400.
The reformulation of the Hamiltonian in the MPO form is done in two
steps. First, we write an exact homogeneous MPO with a large bond dimension
DMPO = N + 1 and then use standard methods in order to find a compact
inhomogeneous MPO representation with a bond dimension up to DMPO = 17
and an error below 10−10. In all simulations we used a time step of 0.02 (in units
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of λ), a matrix product state bond dimension up to D = 600, and the second
order single-site integrator proposed in Refs. [319, 320].
We first verify that the sensitivity of the evolution and of the final state to
the values of the quench parameters, observed in the perturbative regime of
small spin wave density , carries over to a larger nearest-neighbor interaction
strength J. By extensive numerical simulations, we show that the phenomenon
persists in this region. In Fig. 4.6 we show the dependence of the long-time
time-averaged value of the order parameter σx on the transverse field g for
various values of J around 0.5λ¯, i.e., J ≈ λ. In particular, depending on the value
of J, the dynamical ferromagnetic phase with σx > 0 at g/λ¯ . 0.9 turns into a
dynamical paramagnetic phase with σx = 0 at g/λ¯ & 1.3 via an intermediate
region in which the ferromagnetic ordering is reversed as compared to the initial
one, i.e., σx < 0. This is reminiscent of the “stripes” of reversed magnetization in
Fig. 4.1 in the leftmost part of region C. We therefore expect a “chaotic” region
to be present in between.
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Figure 4.6: Time-averaged order parameter σx of the model of Eq. (4.1) as a function of the
post-quench values g of the transverse field, for various values of the coupling J around 0.5λ¯. The
black crosses (J = 0.58) correspond to a finer grid of values of g, with δg = 0.008λ¯, which are
shown in order to display the high sensitivity of the chaotic phase to post-quench parameters.
These data show that the dynamically ferromagnetic and chaotic region persist also at strong
nearest-neighbor interactions. The data is calculated for system size N = 200.
Far from the mean-field dynamical critical point gdyn = λ¯, the time evolution
of the order parameter remains qualitatively similar to the mean-field case. As
shown in Fig. 4.7, for g/λ¯ = 0.5 and g/λ¯ = 1.5 the ferromagnetic (red solid line)
and paramagnetic (blue solid) trajectories are only slightly shifted with respect
to the mean-field evolution (J = 0, dashed red and blue lines) despite the large
interaction strength J = 0.5λ¯ = λ.
Upon getting closer to the mean-field dynamical critical point g = λ¯ with
4.3. Strong interactions: MPS-TDVP simulations 76
0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
t
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
x
g/ = 0.5, J/ = 0.5
g/ = 0.5, J/ = 0
g/ = 1.5, J/ = 0.5
g/ = 1.5, J/ = 0
Figure 4.7: Comparison between the evolution of the order parameter σx at large J (solid lines)
with those of the mean-field model with J = 0 (dashed lines) far from the critical region and
for the same model as in Fig. 4.6. We observe that the evolution corresponding to both the
ferromagnetic and paramagnetic phases are not altered qualitatively by the effects of quantum
fluctuations. The decay of the oscillations amplitude upon increasing time is a finite-size effect.
In these simulations N = 400 and D = 300.
J 6= 0 one observes, instead, significant qualitative changes in the time evolu-
tion of σx(t) compared to the case J = 0, as shown in Figs. 4.8 and 4.9. In
particular, in the region of parameters highlighted in Fig. 4.6, one observes that
the eventual sign of σx(t) is reversed compared to the initial value and that it
is attained possibly after a number of sign changes, as in Fig. 4.8. This final
sign reversal appears to be stable in longer simulations. The dynamics, how-
ever, become more complex when g approaches the dynamical paramagnetic
phase: as expected, the associated instability significantly affects the resulting
evolution of σx(t) which is displayed in Fig. 4.9 and which is characterized by a
sensitive dependence of the long-time magnetization on the quench parameter
(magnetic field). Correspondingly, the time evolution of the order parameter
looks irregular before it settles in one of the two sectors with a definite sign of
σx. For some trajectories visible in both Figs. 4.8 and 4.9, the order parameter
oscillates between them before it eventually reaches the final magnetization
sector. In this case, the period of these oscillations progressively increases before
the “trapping” occurs. Similarly to the case of the propagation of correlations at
weak interactions discussed in Sec. 4.4, this change of the oscillation frequency
corresponds to a transition from a dynamically paramagnetic to a dynamically
ferromagnetic regime. Trajectories of Fig. 4.9 are marked in the phase diagram
shown in Fig. 4.6 by black crosses.
In summary, the qualitative picture of the phases observed at small inter-
actions persists also at large J. We emphasize the fact that for the values of J
used in the simulations reported in this Section, the accuracy of the spin-wave
approach is poor and no quantitative agreement between the two methods has
to be expected. In turn, at smaller values of J and for the largest system sizes
N reached in these simulations, the time scale over which the collective mag-
netization gets trapped into a ferromagnetic sector is larger than the Ehrenfest
time scale TEhr . O(
√
N) over which the motion of the collective magnetization
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Figure 4.8: Stability of the flipped ferromagnetic region. We show several trajectories within
a wide range of different quench parameters as a part of the same region with a flipped final
magnetization. This demonstrates stability of the flipped ferromagnetic region at large nearest-
neighbor interactions. Simulations were performed with N = 200, D = 200.
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Figure 4.9: Evolution of the order parameter σx(t) for a quench occurring close to the mean-field
dynamical critical point within the chaotic phase. These curves at fixed J/λ¯ = 0.583 show a
sensitive dependence on the value of g, and they may oscillate for a long time before settling
eventually in a sector with definite positive or negative order parameter. By changing the quench
parameter g/λ¯ only slightly (approximately by 0.08) we observe a large change in the final
magnetization which jumps from the positive to the negative sector and finally back to the
positive sector. The curves in this plot correspond to the data points indicated by black crosses in
Fig. 4.6. Simulations were performed with N = 200, and with D = 600 (full lines) and D = 500
(dashed lines).
is approximately classical (see Secs. 2.4 and 4.6). This fact makes it difficult
to observe the chaotic dynamical phase in this regime with MPS-TDVP. For
this reason, the two methods used in this paper effectively explore complemen-
tary regimes of the dynamics of the system and they cannot be quantitatively
compared.
Finally, we remark that the convergence properties with respect to the bond
dimension are better in the ferromagnetic and paramagnetic regions than in the
chaotic region. Far from the critical point the simulations for the system size
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N = 400 converged already with bond dimension D = 300. On the other hand,
in the chaotic region we needed bond dimensions around D = 600. Therefore,
we could perform simulations only up to the system size N = 200.
4.4 Dynamical correlations of the local order parameter
According to the picture presented above, the prethermal dynamics of the
system can be understood in terms of the motion of a classical, macroscopic
degree of freedom (the collective spin ~σ) coupled to a weakly interacting many-
body system (the bosonic “bath” of spin waves), which, in turn, is driven by the
former: see Eqs. (3.42) and (3.43). This driving mechanism is determined by the
persistent precession of the collective spin and can be highlighted by studying
the time- and space-dependent equal-time correlation functions
〈
σˆxj (t)σˆ
x
j+r(t)
〉
,
of the local order parameter 〈σˆxj (t)〉. Taking into account Eq. (3.4) and Eq. (3.7)
at the leading order in the low-density expansion of Chap. 3, the connected
correlation function Cxx(r, t) can be expressed as
Cxx(r, t) ≡〈σˆxj (t)σˆxj+r(t)〉− 〈σˆxj (t)〉〈σˆxj+r(t)〉
=(X · x)2 1
s
〈
qˆj(t)qˆj+r(t)
〉
+ (Y · x)2 1
s
〈
pˆj(t)pˆj+r(t)
〉
+ 2 (X · x) (Y · x) 1
s
〈
qˆj(t)pˆj+r(t) + pˆj(t)qˆj+r(t)
2
〉
= cos2 θ(t) cos2φ(t)
1
Ns
∑
k6=0
cos(kr)∆qqk (t)
sin2φ(t)
1
Ns
∑
k6=0
cos(kr)∆ppk (t)
− 2 cos θ(t) cosφ(t) sinφ(t)
1
Ns
∑
k6=0
cos(kr)∆qpk (t).
(4.5)
Analogous expressions can be readily obtained for Cαβ(r, t), with α,β =
x,y, z. In this section, for definiteness, we focus on the model in Eq. (4.1).
4.4.1 Modulated light-cone effect
Density plots of the equal-time correlation functions Cxx(r, t) are shown
in Fig. 4.10. They are obtained by integrating the equations of motion (3.33)
and (3.37) with the same initial conditions as in the previous sections and by
substituting their solution
(
θ(t),φ(t), {∆qqk (t),∆
qp
k (t),∆
pp
k (t)}
)
into Eq. (4.5),
with s = 1/2.
A light-cone effect [35] is present for all values of the parameters g and J,
which is characterized by an exponentially fast decay in time of the correlation
function for |r| > 2vmaxt with a certain vmax, see Ref. [36]. In fact, the infinite-
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Figure 4.10: Space-time density plots of the dynamical correlation function Cxx(r, t) [see Eq. (4.5)]
after a quench of the magnetic field g from a fully polarized ferromagnetic state (g0 = 0) to
g/λ¯ = 0.7, 0.9, 1.025, 3, in clockwise order from top left. In all plots, J/λ¯ = 0.25, N = 240. For a
small quench occurring deep in the ferromagnetic phase (top left), the overall amplitude of the
correlation function is weak (few excitations are produced) and the light-cone is narrow due to an
almost constant spin waves dispersion relation. The amplitude and the width become larger as the
dynamical critical region is approached (top right). In the chaotic dynamical phase (bottom right),
a “knee” is visible, marked by the black arrow, witnessing a change of the maximal velocity of
propagation due to the trapping of the orbit, after a paramagnetic transient, into a ferromagnetic
sector (notice the change of scale, highlighting a larger amplitude of the correlations). Finally, deep
in the paramagnetic phase (bottom left), the maximal velocity approaches the value analytically
predicted in Eq. (4.7), indicated by the black line. An approximately periodic modulation of the
amplitude of Cxx(r, t) is visible in all cases, which reflects the approximately periodically driven
nature of the spin waves, induced by the precession of the collective spin.
range Hamiltonian generates a collective coherent precession of all the spins
with no spatial structure, due to the full permutational symmetry of the spins.
However, a nontrivial spatial dependence of the dynamical correlations arises in
the presence of the additional short-range interaction term, which results in a
light-cone effect.
A closer inspection of the figures reveals that a (seemingly) periodic modu-
lation is superimposed to the amplitude of the correlations. The origin of this
phenomenon can be explained in the following terms. Within the low-density
expansion considered here, the quadratic bosonic Hamiltonian (3.13) governing
the evolution of the spin waves has coefficients which depend parametrically on
the angles θ(t),φ(t). The latter evolve approximately periodically in time (cf.
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Figure 4.11: Long-time behavior of the correlation function C(ξt, t) along two close spacetime rays
with fixed ξ = 0.5λ¯ (left) and 0.55λ¯ (right) in a log-log scale, after a quench of the magnetic field
from a pure ferromagnetic state (g0 = 0) to g/λ¯ = 0.9 with J/λ¯ = 0.25, N = 240, corresponding to
the data of the top right panel of Fig. 4.10. Apart from an (approximately) periodic modulation,
C(ξt, t) decays, in the large spacetime limit, as a power-law (left) or as an exponential (right) as
a function of time. The red line highlights the t−1/2 decay suggested by the argument in the
text, see Eq. (4.9). Data are consistent with a maximal velocity of propagation of the effective free
quasiparticles between 0.25λ¯ and 0.275λ¯ in this specific numerical instance.
Fig. 4.2), resulting in an instantaneous dispersion relation of the spin waves with
an approximately periodic time-dependence. The “stroboscopic” dynamics of
the spin waves at integer multiples of the “period” of the collective precession
can thus be argued to relax to a periodic or stroboscopic generalized Gibbs
ensemble [321, 322], which is known to occur in quadratic quantum many-body
models subject to an external periodic driving. We emphasize, however, that
here the "periodic" drive is determined by the dynamics of the system itself, i.e.,
it is self-generated by the autonomous Hamiltonian dynamics, without external
actions: the collective motion of the classical spin ~σ(t) generates an effective
“external” drive for the spin waves, see Eq. (5.3). In particular, the backreaction
("feedback") of the driven quasiparticles — i.e., the spin waves — on the drive —
i.e., the collective spin — is controlled by J.
Let us now investigate the behavior of the slope of the light-cone edge as
a function of the system’s parameters. This quantity is known to be twice the
maximal velocity vmax of propagation of the quasiparticles [34], which can be
computed as the maximal slope of their effective dispersion relation ω(eff)k (see
below). In the two limiting cases, g→ 0 and g→∞, this velocity vmax can be
determined analytically.
For g  λ¯, the classical spin performs small oscillations near the initial
ferromagnetic configuration, hence θ(t) ≈ pi/2 and φ(t) ≈ 0 (or pi) for all times.
The dispersion relation in such a near-equilibrium condition has already been
determined in Eq. (3.22): in fact, it is asymptotically flat, ω(eff)k → 2λ¯, as g→ 0,
and hence vmax approaches zero in this limit. This is confirmed by numerical
computations, as shown in the two top panels of Fig. 4.10 where the light-cone
width shrinks as g decreases.
In the opposite limit g  λ¯, the collective spin approximately rotates uni-
formly along the equator, θ(t) ≈ pi/2, φ(t) ≈ 2gt, at frequency 2g. The effective
(Floquet) Hamiltonian (see App. C and Ref. [302]) of the spin waves is simply
given by the time-averaged Hamiltonian to lowest order in the driving period
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pi/g. Thus, by averaging in time the coefficients of Eq. (3.42), we find the effective
dispersion relation
ω
(eff)
k = 4
√
λ¯(λ¯− J cosk), (4.6)
and therefore, for small J/λ¯, the maximal velocity of propagation is given by
vmax = max
k
∣∣∣∣∂ω(eff)k∂k
∣∣∣∣ ∼ J. (4.7)
Visually comparing this prediction with the slope 2vmax of the light-cone of
correlations, we find excellent agreement with the data shown in the bottom left
panel of Fig. 4.10.
A more precise quantitative determination of the light-cone edge from
numerics requires some care. In order to address this, consider a quantum
system composed by free quasiparticles with dispersion relationωk, and assume
parity symmetry, i.e., ωk = ω−k. An equal-time, two-point correlation function
can be generically expressed as (see, e.g., Ref. [323])
C(r, t) =
∫pi
−pi
dk
2pi
f(k) eikr−i2ωkt, (4.8)
where the function f depends on the model and on the quench. In the scaling
limit of large r and t with fixed r/t ≡ ξ, t→∞, this correlation function shows
a different asymptotic behavior along rays within or outside the causal region
delimited by the light cone |ξ| 6 2vmax. Indeed, by straightforward saddle-point
integration, one finds
C(ξt, t) ∼
t→∞

∑
k∗ f(k
∗(ξ))
exp
[
i
(
k∗(ξ)ξ−2ωk∗(ξ)
)
t
]
√
2piω ′′
k∗(ξ)t
, for |ξ| < 2vmax,
A exp
(
− δ(ξ)t
)
, for |ξ| > 2vmax,
(4.9)
where k∗(ξ) is a solution to the equation 2∂ωk/∂k(k) = ξ, which exists only
if |ξ| < 2vmax, and the sum runs over the set of such solutions. Accordingly,
upon increasing the time t, the correlation function decays to zero as t−1/2 along
rays within the light-cone, whereas it decreases exponentially along rays outside
the light-cone (the latter is a general fact valid for all systems with short-range
interactions, as follows from the Lieb-Robinson bound [36] — see the discussion
in the Introduction). The proper way of extracting vmax, and thus of defining the
light-cone edge from the numerical data, is therefore to inspect the decay of the
correlation function along space-time rays and thereby discriminate power-law
from exponential decay. The light-cone edge is the critical ray which separates
the two behaviors. Figure 4.11 shows that the two scaling behaviors in Eq. (4.9)
are indeed found in the the numerical data. This agrees with the picture of
self-consistently periodically driven spin waves.
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4.4.2 Dynamical correlations in the chaotic dynamical phase
The chaotic dynamical ferromagnetic phase C in Fig. 4.1 leaves detectable
signatures on the dynamics of the local order parameter correlation functions.
The self-consistent internal driving provided by the collective spin dynamics
changes when the transient paramagnetic behavior turns into an evolution
occurring eventually within one of the ferromagnetic sectors, as happens, e.g.,
in Fig 4.3. From the point of view of the spin waves, this can be seen as a
change of their effective (Floquet) Hamiltonian, which, accordingly, results in a
change of the associated “speed of light”. Although the values of vmax before
and after this change from dynamical paramagnet to dynamical ferromagnet,
are not very different, a variation of slope in the light-cone is visible in some of
the numerical computations, such as, e.g., those reported in the bottom right
panel of Fig. 4.10. They correspond to the macroscopic, qualitative change in
the internal driving provided by ~σ(t). This phenomenon is a consequence of the
existence of a chaotic dynamical ferromagnetic phase, and it can be seen as a
further, characteristic hallmark of its peculiar nature.
4.5 Effets of a variable quench rate
We now extend the analysis to a time-dependent ramp g(t) of the transverse
field, describing the crossover from the sudden quench (infinitely quick ramp)
to the adiabatic evolution (infinitely slow ramp). We consider a linear time-
dependence
g(t) =

g0, for t < 0,
g0 + (g− g0)
t
τ , for 0 6 t 6 τ,
g, for t > τ.
(4.10)
The parameter τ controls the total duration of the ramp. The system is initialized
in the ground state of H(g0) at t0 < 0 and then evolves with the time-dependent
Hamiltonian H
(
g(t)
)
at later times. When λ¯τ 1, the results approach those
obtained for the quantum quench dynamics of the previous section, see Fig. 4.1.
Upon increasing τ, we expect two effects. i) The final state for t > τ, will
be progressively closer to the adiabatic one (i.e., the ground state of the final
Hamiltonian, since the system is initialized in a zero-temperature ground state).
This implies that the dynamical critical point, separating nonequilibrium trajec-
tories within one ferromagnetic well from the dynamically paramagnetic ones
encircling both wells, will move towards the equilibrium critical point, which is
asymptotically reached in the adiabatic limit τ→∞. This phenomenon occurs
also in the absence of spatial fluctuations, i.e., in infinite-range models. ii) In
the presence of fluctuations, an increasingly slower protocol will deposit in
the system a progressively smaller amount of energy in the form of spin wave
excitations with k 6= 0. By inspecting the Hamiltonian (5.3) or the equations of
motion, one notices that the driving g(t) directly affects only the dynamics of
the collective spin. This macroscopic precession, in turn, causes the production
of spin waves. Near the dynamical transition, the self-generated "gas" of spin
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Figure 4.12: Dynamical phase diagrams for linear ramps [see Eq. (4.10)] of the transverse magnetic
field for the model described by Eq. (3.1) starting from g0 = 0 (fully polarized ferromagnetic state),
in the plane of the dimensionless final magnetic field g/λ¯ and short-range interaction strength
J/λ¯, analogous to Fig. 4.1. Here N = 100. The color of each point in the diagrams indicates the
asymptotic sign of the time-averaged order parameter, with the same graphical conventions as
in Fig. 4.1. The dimensionless duration λ¯τ of the ramp is 0.7 (left), 1.00 (middle), 1.15 (right).
As the driving becomes slower, the mean-field dynamical critical point for J→ 0 shifts from the
sudden quench value gdyn/λ = 1 towards that in the adiabatic limit, i.e., the equilibrium critical
point gcr/λ = 2 which is witnessed by the progressive shift rightwards along the horizontal
axis of the border between the yellow and orange regions in the plot. Simultaneously, the
chaotic dynamical ferromagnetic phase shrinks, due to the progressively smaller amount of
nonequilibrium excitations produced by the increasingly slower ramp.
waves dissipates the energy of the classical spin, causing its trapping into ei-
ther of the ferromagnetic wells. Accordingly, the smaller the amount of spin
waves, the smaller the region of the parameter space within which the trapping
phenomenon can occur. Consequently, we expect that the chaotic dynamical
ferromagnetic phase C will shrink as τ increases.
This picture is confirmed by the numerical integration of the equations of
motion, as one sees in Figs. 4.12 and 4.13. In particular, Fig. 4.12 shows how the
dynamical phase diagram in Fig. 4.1 changes upon increasing, from left to right,
the duration of the ramp τ in g(t) which takes it from the initial value g0 to the
final value g. As expected, the chaotic region C in the parameter space shrinks
with its two boundaries getting increasingly closer to each other, while region C
as a whole moves towards the line at which the transition occurs in equilibrium,
see Eq. (3.25).
In order to highlight this shift and the fate of the chaotic phase, the left panel
of Fig. 4.13 shows a cut of the phase diagrams in Fig. 4.12 corresponding to
a fixed value J/λ¯ = 0.2 along the horizontal axis, and how the corresponding
phases as a function of g/λ¯ change as λ¯τ increases well beyond the values
considered in Fig. 4.12. In order to assess the reliability of the spin wave
approximation on which our analysis rely, the right panel of Fig. 4.13 shows
with colorcode how fast the long-time averaged spin wave density (t) [see
Eq. (3.35)] decreases upon increasing the ramp duration and as a function of
g/λ¯ for the same conditions as in the left panel.
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Figure 4.13: Left panel: Dynamical phase diagram for linear ramps of the magnetic field g
of the same model as in Fig. 4.12, in the plane of the dimensionless final magnetic field g/λ¯
and of the dimensionless ramp duration λ¯τ, but with fixed J/λ¯ = 0.2. The color of each point
of the diagram is assigned as in Figs. 4.12 or 4.1, and the diagram corresponds to taking a
horizontal cut of those in Fig. 4.12 at fixed J/λ¯ = 0.2 and varying τ continuously. As the ramp
becomes slower, we notice two features: first, the two boundaries of the chaotic phase shift
from the sudden quench position around gdyn/λ¯ = 1 towards the equilibrium critical point
gcr/λ¯ = 2− (5/8)(J/λ¯)2 +O(J/λ¯)3 ≈ 1.975 [see Eq. (3.25)] in the adiabatic limit, marked by the
black vertical line. Second, the chaotic dynamical phase shrinks and practically disappears as τ is
increased. Both these features are clearly visible in the picture. The “oscillatory” dependence
of the phase boundary on τ is already present at the mean-field level. Right panel: long-time
average of the density (t) of spin wave excitations generated in the nonequilibrium dynamics.
4.6 Finite-size effects: Schrödinger cats
In this last section, we discuss the relevance of the finite-size effects in the
chaotic dynamical phase.
The first observation in order is that the spin-wave equations developed
in Chap. 3 are rigorously valid only in the thermodynamic limit, where the
collective spin can be treated as a classical degree of freedom, see Chap. 2. In
infinite-range models, the spin-wave expansion of the Hamiltonian allows one
to compute the finite-size modifications to the classical evolution equations due
to the quantum fluctuations of the k = 0 mode in terms of ∆qqk=0, ∆
qp
k=0, ∆
pp
k=0.
These fluctuations are suppressed as N−1 [see also Chap. 6 below]. As discussed
in Sec. 3, integrability-breaking perturbations with J˜k6=0 6= 0 generate quantum
feedback terms which involve all the spin waves modes with k 6= 0, expressed in
Eq. (3.33) by terms of the form 1Ns
∑
k6=0 J˜k∆
qq
k (t) and similar ones. In contrast
to the feedback from the collective spin fluctuations, the latter terms have a finite
limit as N→∞. For this reason, they have been properly taken into account in
Chap. 3 and thereafter, while the feedback from the quantum fluctuations of the
k = 0 mode has been neglected throughout.
In view of the above clarification, all the results based on the time-dependent
spin-wave theory assume that the thermodynamic limit is taken at fixed time.
The neglected finite-size effects typically set in at the (divergent) Ehrenfest time
scale TEhr ∼ O(
√
N) discussed in Sec. 2.4. Accordingly, in Eqs. (3.33) and (3.37),
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Figure 4.14: nonequilibrium phase diagram of the model (4.1) as a function of the polarization of
the spin-coherent initial state on the Bloch sphere, parameterized by the canonically conjugated
phase space coordinates φ0 and cos θ0 (cf. Sec. 3.3). Post-quench parameters g/λ¯ = 1.03,
J/λ¯ = 0.25 are fixed. As in Fig. 4.1, this plot is obtained via numerically integrating the evolution
equations of the time-dependent spin wave theory in the thermodynamic limit, with the same
graphical conventions thereof. The lowest-order finite-size correction consists in replacing a
classical, uncertainty-free initial condition, specified by a point (φ0, cos θ0), with a Gaussian
distribution in phase space centered around it, with linear extension
√
 heff = 1/
√
Ns, which
takes into account the quantum uncertainty at the lowest order in the semiclassical expansion,
as discussed in Sec. 2.4. The circles superimposed to the diagram indicate the width of these
Gaussian distributions centered around (0, 0) for various values of N, corresponding to quenches
from a ground state of the pre-quench Hamiltonian with g0 = 0 considered in all simulations
reported in this Chapter. By considering this and analogous plots, the chaotic dynamical phase is
expected to be blurred by quantum fluctuations for N . 102. This effect is more severe when N is
in the range . 16 accessible to full exact diagonalization of the Hamiltonian (4.1), which makes
it hard to observe signatures of the chaotic dynamical phase via this exact method. The latter
is observed in MPS-TDVP simulations with N in the range 102 ÷ 103 and stronger perturbation
J/λ¯ ≈ 0.5, as reported in Sec. 4.3, in correspondence of which the extension of the regions with
a uniform sign of the asymptotic magnetization becomes sufficiently large compared to the
coarse-graining scale 1/
√
N.
as well as in their numerical integration, the parameter N plays the role of
a discretization of the Brillouin zone integrals such as 1Ns
∑
k6=0 J˜k∆
qq
k (t) ∼∫pi
−pi
dk
2pis J˜k∆
qq
k (t), rather than properly accounting for actual finite-size effects.
The spin-wave analysis carried out in the previous sections predicts the
occurrence of a chaotic dynamical phase in perturbed mean-field models in the
thermodynamic limit N→∞, which corresponds to a transient paramagnetic
evolution followed by localization of the collective spin within one of the two
ferromagnetic wells. It is important to estimate how large N should be in
practice for this phenomenon to occur. In order to do this, we resort both to
semiclassical arguments (cf. Sec. 2.4) as well as to MPS-TDVP simulations (cf.
Sec. 4.3).
As explained in Sec. 2.4, within the lowest-order semiclassical analysis or
TWA [310], the quantum corrections to the classical motion amount to replacing
the classical trajectory with the classical (Liouville) evolution of a Gaussian
distribution in phase space centered around an initial condition θ0,φ0. The
width of this distribution is given by the quantum uncertainty of the transverse
components σ˜Xk=0/N, σ˜
Y
k=0/N of the rescaled collective spin. This is given by√
〈q˜20〉/
√
Ns =
√
∆
qq
k=0/
√
Ns and
√
〈p˜20〉/
√
Ns =
√
∆
pp
k=0/
√
Ns, respectively [see
Eq. (3.7)], and hence are proportional to 1/
√
N. The result of this approxima-
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tion is visualized in Fig. 4.14, where the asymptotic magnetization is shown
for quenches to g/λ¯ = 1.03, J/λ¯ = 0.25 as a function of the initial condition
(φ0, cos θ0), with the same color conventions as in Fig. 4.1: The dynamical order
parameter for a finite system of N spins corresponds to replacing the asymptotic
magnetization of each point in this nonequilibrium phase diagram with its aver-
age over a Gaussian distribution centered at (φ0 = 0, cos θ0 = 0) with a width of
order 1/
√
N, pictorially represented by the circles in Fig. 4.14, corresponding to
various values of N. This width can be viewed as a semiclassical phase space
coarse-graining scale. In a finite system, within the chaotic dynamical phase,
for small N, the distribution may encompass several initial conditions θ0,φ0
whose trajectories end up into distinct ferromagnetic sectors. This quantum
superposition is expected to blur the critical region C in the diagram. Such
blurring is dramatic for N of the order of tens, see Fig. 4.14. A classical-like
behavior characterized by a nonvanishing average magnetization is expected to
be visible only when the size of the initial wavepacket becomes smaller than the
distance between the phase space boundaries of regions with a definite sign of
the asymptotic magnetization, which happens for sufficiently large N. Estimates
based on the spin wave approximation in Chap. 3 and in particular on the size
of the largest spots of region C in Fig. 4.1 and in analogous diagrams for a
range of parameters suggest that the minimal system size N required in order to
observe localization of the wavepacket within a single sector should lie in the
range 102 ÷ 103. This agrees with the observed convergence of the MPS-TDVP
simulations within this region upon raising the bond dimension, as shown in
Sec. 4.3.
The above arguments suggest that the actual many-body wavefunction of a
finite system is expected to realize after a transient a quantum superposition of
two wavepackets localized in the two distinct ferromagnetic sectors, i.e., a so-
called cat state. These cat states represent the remnant of the chaotic dynamical
phase or small N. Their occurrence could in principle be detected by inspecting
the evolution of the full statistics of the order parameter, rather than only of
its the average. This study can actually be carried out via Exact numerical
diagonalization of the Hamiltonian can be used to compute the time-evolving
quantum distribution of the magnetization in systems of up to 16 spins. However,
severe finite-size effects are predominant for such small sizes (cf. Fig. 2.11),
which is understood within the semiclassical picture illustrated in Fig. 4.14.
The order of magnitude O(1/
√
N) of the phase-space uncertainty associated
with a spin-coherent state is comparable with the global size O(1) of the whole
Bloch sphere when N = 16. Hence, the evolution consists of a complicated
superposition and interference of ferromagnetic, paramagnetic and “chaotic”
classical trajectories. This prevents us from detecting clear signatures of the
chaotic dynamical phase.
We remark that cat states violate the cluster decomposition principle, which is
usually considered as a basic property of physical states, see the discussion in the
Introduction. However, this needs not be the case when long-range interactions
are present. This may be explicitly verified for the post-quench states in infinite-
range models after the Ehrenfest time, whereby global observables acquire
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extensive fluctuations, whereas the cluster decomposition principle would imply
subextensive fluctuations.
It should be noted that by tuning continuously the parameters across one
of the phase boundaries in Fig. 4.1, one should be able to observe cat states
for arbitrarily large N: in fact, the evolution governed by a finite matrix has
to depend smoothly on the parameters, and the time-evolved wavefunction
cannot undergo “discontinuous” transitions at finite N, as is well-known from
general theory. However, by the above semiclassical arguments, such cat states
are expected to be confined within thin “layers” around the phase boundaries,
whose width should shrink upon increasing N.
We conclude with two remarks on the crossover between quantum-mechanical
behavior and its classical limit in the phenomena presented in this Chapter. First,
we note that the scale 1/
√
N, which is associated with the extension of the
Wigner function of spin-coherent states, may be interpreted as the characteristic
distance in phase space beyond which two spin-coherent states become effec-
tively orthogonal in Hilbert space. In fact, two initial spin-coherent states whose
polarization directions are separated by a smaller distance on the Bloch sphere,
cannot localize in two distinct sectors after arbitrary times, because their overlap
is nonvanishing and conserved by unitary quantum evolution. Accordingly, the
“collective chaotic behavior” discussed in this Chapter can arise in quantum
systems only when the phase space coarse-graining scale 1/
√
N provides a
sufficiently fine resolution for resolving the different classical outcomes. There
is no basic contradiction in the emergence of a classical-like chaos in a quantum
system, as long as two nearby initial conditions, whose classical evolution under-
goes exponentially fast separation, correspond to orthogonal initial vectors in
Hilbert space. We have shown that this can occur in systems with competition of
long- and short-range interactions driven close to a dynamical phase transition,
provided the system size N is sufficiently large.
The second, related, remark is that, although the emergence of a classical-like
collective chaotic behavior involves a subtle interplay between the thermody-
namic limit and the time evolution, in practice a cat state and a classical sensitiv-
ity of the asymptotic magnetization with respect to the parameters of the system
are essentially indistinguishable. In fact, in both cases, experimental measure-
ments of the collective magnetization will result in a distribution characterized
by two peaks, and understanding whether the origin of such a macroscopic
superposition is quantum-coherent (as in a cat state) or classical-incoherent (as
would result from unavoidable experimental errors) would actually be unfeasi-
ble, due to fast decoherence of the cat state (as for the original Schrödinger’s
cat!).
Chapter 5
Periodically driven dynamics:
Quantum many-body Kapitza
phases
The dynamically stabilized collective Kapitza phases discussed in Sec. 2.3
represent an interesting quantum realization of the classical Kapitza pendulum.
In fact, as discussed in Sec. 2.1.2, the quantum dynamics of a spin system with
all-to-all interactions reduce to the semiclassical dynamics of a single collective
spin. With a suitable external driving, it is possible to stabilize configurations
of the collective spin which have no counterpart in static conditions. This
phenomenon is similar to the single-mode stabilization occurring in many
instances of classical and quantum physics — see Sec. 1.1.4 in the Introduction.
However, it is a priori unclear whether such a Kapitza dynamical stabiliza-
tion may occur in general quantum many-body systems. In fact, finite-range
interactions give rise to fluctuations at all length scales. While dynamical stabi-
lization of a collective degree of freedom is possible, the presence of extensively
many fluctuating degrees of freedom may be expected to destabilize orderly
structures. As discussed in the previous Chapter for quench dynamics, quantum
fluctuations — unlike thermal ones — cannot be completely suppressed, and
their effect may be dramatic.
In this Chapter, we show the existence of dynamically stabilized many-body
Kapitza phases in a general class of quantum many-body systems in which
fluctuations are not suppressed, and discuss their characteristics. This material
has been published in Ref. [3].
5.1 Variable-range interactions
Although the results are general, we focus on experimentally relevant quan-
tum Ising chains with algebraically-decaying interactions, described by the
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Hamiltonian [cf. Eq. (1.18)]
Hˆ = −
N∑
i 6=j
J
|i− j|α
σˆxi σˆ
x
j − g
N∑
i
σˆzi , (5.1)
where σ’s are Pauli matrices, J > 0 and α 6 0 controls the range of interactions.
When 0 6 α < 1, the rescaling J ∝ Nα−1 is necessary for a meaningful ther-
modynamic limit [324]. These systems accurately model the nonequilibrium
dynamics of quantum simulators with trapped ions (0 6 α 6 3) [101,185,187] or
Rydberg atoms (α = 6) [181, 196], see Sec. 1.2.1 in the Introduction. For α→ 0,
Eq. (5.1) reduces to the driven infinite-range quantum Ising model discussed in
Sec. 2.3.
As in Sec. 2.3, we shall consider a periodic modulation of the magnetic field,
g(t) = g0 + δg cos(Ωt). (5.2)
The phonomenology and theory of driven fully-connected systems have been
discussed there. In this Chapter, we shall demonstrate that the dynamically
stabilized phases discussed in Sec. 2.3, may persist over a parametrically large
time scale in the general class of systems in Eq. (5.1) with 0 < α 6 2, for which
the many-body problem cannot be reduced to that of a single collective degree of
freedom. These phases are actually more stable in higher-dimensional [187, 196]
and/or higher-spin [325] systems, where fluctuations are less effective.
As already discussed at length in Chapter 2, the collective behavior of
infinite-range systems (α = 0) can essentially be understood in terms of one-
body physics. However, when interactions have a nontrivial spatial dependence
(α > 0), fluctuations at all length scales are activated. Although, their effect is
parametrically reduced by decreasing α, the limit α→ 0 might be singular due
to integrability of the model, which protects the collective spin from exciting
spin waves in the course of time-evolution (cf. discussion in Sec. 3.3).
When α > 0, both the collective spin ~σ, representing the k = 0 Fourier
mode of the spin system, and all the spin excitations with k 6= 0, are affected
by interactions. As discussed in Chap. 3, these excitations may be described
as spin waves and their bound states. The nonequilibrium spin-wave theory
presented in Chap. 3 can be used to study the coupled dynamics of the collective
spin and of the spin waves dynamically generated on top of the reference time-
dependent spin-coherent state aligned with ~σ(t) ≡ 〈∑i σˆi〉 /N. As suggested in
Sec. 3.3, this formalism offers an intuitive physical picture for the nonequilibrium
dynamics. The system may be thought of as a macroscopic semiclassical spin
~σ(t), which “drags” an extensive set of quantum oscillators (q˜k, p˜k)’s, i.e.,
of microscopic degrees of freedom corresponding to the bosonic spin-wave
excitations with quasimomentum k 6= 0.
We report below the expression of the variable-range Hamiltonian Hˆ(t) (5.1)
in terms of the instantaneous configuration ~σ/|~σ| = (sin θ cosφ, sin θ sinφ, cos θ)
of the collective spin, and of the spin-wave operators q˜k’s, p˜k’s to quadratic
order. For simplicity, we consider periodic chains and correspondingly redefine
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the distance in Eq. (5.1) as the minimal distance ||i− j|| between two sites along
a ring, i.e., ||r||→Min (|r|,N− |r|). One has
Hˆ(t) = −Ng(t)
(
1−
nˆ0 + nˆsw
N
)
cos θ(t)
−NJ˜0
[(
1−
nˆ0 + nˆsw
N
)
sin θ(t) cosφ(t)
]2
− 4
∑
k
J˜k(α)
(
cos2 θ(t) cos2φ(t)
q˜kq˜−k
2
+ sin2φ(t)
p˜kp˜−k
2
− cos θ(t) cosφ(t) sinφ(t)
q˜kp˜−k + p˜kq˜−k
2
)
, (5.3)
where the quasimomentum k runs over the set {2pin/N} with n = 0, 1, . . . ,N− 1,
and J˜k(α) is the Fourier transform of the interaction
J˜k(α) =
N−1∑
r=1
e−ikr
J
|r|α
≡ J˜0 fα,k. (5.4)
The rescaling J ∼ Nα−1 for α < 1 and J ∼ 1/ logN for α = 1 (Kac normalization),
anticipated below Eq. (5.1), is necessary to obtain a meaningful thermodynamic
limit for α 6 1. We define it in such a way that the energy scale J˜0 defined via
Eq. (5.4) is finite and independent of α, and fα,k=0 ≡ 1. The quantity nˆ0 =[
(q˜0)
2 + (p˜0)
2 − 1
]
/2 represents the number of collective spin excitations, and
the total number of spin waves nˆsw =
∑
k6=0 nˆk =
∑
k6=0(q˜kq˜−k + p˜kp˜−k − 1)/2
determines the depletion  ≡ 〈nˆsw〉 /(N/2) of the collective spin magnitude
from its maximal value, i.e., |~σ| = 1− . See Chap. 3 for more details.
The self-consistent evolution of the angles θ(t), φ(t) and of the spin waves
can be straightforwardly adapted from Eqs. (3.33), (3.37), upon replacing s = 1/2,
λ = 0 and Jr = J/rα. One finds
dθ
dt
= 4
[
J˜0(1− (t)) − δpp(t)
]
sin θ cosφ sinφ
+ 4 δqp(t) cos θ sin θ cos2φ,
dφ
dt
=− 2g(t) + 4
[
J˜0(1− (t)) − δqq(t)
]
cos θ cos2φ
+ 4 δqp(t) sinφ cosφ,
(5.5)
where δαβ(t) ≡ 2∑k6=0 J˜k(α)∆αβk /N with α,β ∈ {p,q} is the quantum “feed-
back” in terms of correlation functions of the spin waves, ∆qqk (t) = 〈q˜k(t)q˜−k(t)〉
and analogously ∆qpk , ∆
pp
k [cf. Eqs. (3.34)]. The evolution of ∆
αβ
k is ruled by Eqs.
(3.37) upon substituting λ¯ 7→ J˜0. The validity of the quadratic approximation is
controlled by the density of spin waves and is discussed in Chap. 3.
It should be observed that the entire dependency on α is in the matrix
element J˜k(α) ≡ J˜0 fα,k associated with the excitation of a quasiparticle with
momentum k. A thorough discussion of the behavior of the dimensionless fα,k
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Figure 5.1: Stabilization of the many-body Kapitza phases. In the presence of a suitable periodic
driving, the otherwise unstable spectrum of quantum excitations around the paramagnetic
configuration gets simultaneously dynamically stabilized for all values of k. Here α = 1.5,
N = 400, and g0/J˜0 = 1.35. In the absence of the driving δg = 0, the system is in the ferromagnetic
phase. The red points represent the (squared) frequency spectrum ω2k = 4g0(g0 − 2J˜k) of the
spin-wave excitations, labeled by their wavevector k. An extended interval of long-wavelength
modes are unstable (i.e., ω2k < 0 for k near 0). As the driving is turned on with a strength δg
in a suitable range of values, not only the collective spin mode with k = 0 discussed in Sec. 2.3,
but also the whole set of modes with k 6= 0 become stable (i.e., ω2k > 0 for all k). The blue points
show the exact effective dispersion relation ω2k = 4(B0 − J˜k)
2 in the presence of a high-frequency
driving Ω→∞ with ζ = δg/Ω = 0.6014 (corresponding to γ = 0 in the effective Hamiltonian, see
the text). When J˜0  Ω <∞, this effective dispersion relation receives perturbative corrections in
inverse powers of Ω, and no qualitative changes occur as long as the system is in the prethermal
regime (see Sec. 5.3 and references therein).
function on varying α and the system size N is presented in App. F.
5.2 Dynamically stabilized many-body phases
A many-body Kapitza phase consists of a simultaneous dynamical stabi-
lization of the whole spectrum of quantum excitations around an unstable
configuration. Intuition on this phenomenon can be obtained at the level of lin-
ear stability by expanding Hˆ(t) to quadratic order in the quantum fluctuations,
as in Eq. (5.3), around the paramagnetic configuration with θ = 0:
Hˆ(t) = Ecl(t) + 2
∑
k
{[
g(t) − 2J˜k
] q˜kq˜−k
2
+ g(t)
p˜kp˜−k
2
}
, (5.6)
where Ecl(t) = −2Ng(t). In the absence of modulation in the ferromagnetic
phase [i.e., g(t) = g0 < 2J˜0], an extended interval [−k∗,k∗] around k = 0 in
the spin-wave band is associated with unstable modes, as their corresponding
frequency ωk = 2[g0(g0 − 2J˜k)]1/2 becomes imaginary for small enough k.
However, upon introducing the modulation g(t) as in Eq. (5.2) with δg 6= 0,
the effective dispersion relation ωk,eff is modified. For a suitable choice of the
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Figure 5.2: Fast-driving nonequilibrium phase diagram of the periodically driven long-range Ising
chain defined by Eqs. (5.1) and (5.2), for α > 0, from Ref. [3] (notation: B→ g). Compared to Fig.
2.8, the shaded region of coexistence of phase K with F‖,⊥ has disappeared, and the left boundary
of region K moves leftwards upon increasing α, as determined by Eq. (5.12) and indicated by the
white arrows. This displacement is vanishingly small in the thermodynamic limit for 0 < α 6 1,
and finite for α > 1. The amount indicated by the arrows corresponds to Eq. (5.12) with α = 1.5
(it is magnified by a factor 2 for ease of visualization).
driving parameters, the frequencies ωk may become real for all values of k.
The occurrence of this nontrivial stabilization of an otherwise unstable phase of
matter against all possible fluctuations of its degrees of freedom is illustrated in
Fig. 5.1 and it represents a generalization of the Kapitza pendulum to a genuine
many-body system.
In order to understand how all the degrees of freedom can get dynamically
and simultaneously stabilized by driving a single modulated global field g(t),
we consider on the fast-driving limitΩ→∞ as a function of the rescaled driving
amplitude ζ, which can be studied analytically also for α 6= 0. As discussed
in Sec. 1.1.4 the Introduction, for a parametrically long time in the driving
frequency Ω — a regime referred to as Floquet-prethermal in the literature, see
Sec. 5.3 below — the stroboscopic evolution of the system at times tn = 2pin/Ω
with n = 0, 1, 2, . . . is governed by an effective static Hamiltonian Hˆeff obtained
via a high-frequency expansion (see App. C). The computation of Hˆeff has
been discussed in Sec. 2.3 for the infinite-range limit, and is independent of
the particular dependence of the interactions on the distance. Consequently,
it can be implemented using exactly the same steps. One obtains an effective
long-range XY spin chain,
Hˆeff = −
N∑
i 6=j
J
||i− j||α
[
1+ γ(ζ)
2
σˆxi σˆ
x
j +
1− γ(ζ)
2
σˆ
y
i σˆ
y
j
]
− g0
N∑
i
σˆzi , (5.7)
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where the anisotropy parameter γ(ζ) = J0(4ζ) is the same as in Eq. (2.37) and is
plotted in Fig. 2.7.
Equation (5.7) allows us to discuss the modification of the nonequilibrium
phase diagram in Fig. 2.8 for α > 0 and large Ω/J˜0 →∞. The driven dynamics
at stroboscopic times is equivalent to the quench dynamics governed by the
effective Hamiltonian Hˆeff. For α = 0, the effective Hamiltonian is integrable,
and the dynamics consist of a semiclassical precession of the collective spin on
the Bloch sphere, governed by the classical limit of Hˆeff in Eq. (2.37). For α > 0,
the mean-field integrability is broken. As discussed in the Introduction, the
thermalization properties of long-range interacting quantum systems have not
yet been established in full generality. Two alternative scenarios may occur: i)
transient integrable-like behavior, characterized by a long-lived precession of
the collective spin or ii) quick stroboscopic prethermalization to a Gibbs state
e−βHˆeff/Z of the effective Hamiltonian. As shown below, the nonequilibrium
spin-wave theory suggests the first occurrence for small α. However, in both
possible scenarios, dynamically stabilized many-body ordered phases exist
as long as Hˆeff supports long-range order at finite energy density above the
ground state. In this case, initializing the system in a state with a well-defined
average polarization close to that characterizing an equilibrium state of Hˆeff, its
stroboscopic polarization will be stable in the course of time-evolution.
As we discussed in Sec. 1.3 in the Introduction, it is known that long-range
order at finite energy density in one-dimensional systems can be stabilized by
long-range interactions with an exponent α 6 2 [272–274]. In this regime, one
should expect the emergence of dynamically stabilized nonequilibrium ordering
in quantum many-body systems. In the case under consideration, for small
static field g0, the character of the dynamical magnetic ordering of the system
depends on driving amplitude ζ : When the effective anisotropy parameter γ(ζ)
is negative, there appear dynamically stabilized unconventional ferromagnetic
phases with magnetization in the yz-plane orthogonal to the direction of actual
ferromagnetic interactions, which have no equilibrium counterpart in the Ising
model.
Upon increasing α up to the value 2, quantum fluctuations modify the
phase boundaries in the nonequilibrium phase diagram in Fig. 2.8. as shown
in Fig. 5.2. The modification of the boundaries shown by the white arrows
is determined in the following way. The left boundary of region K is given
by the critical value g0 = gcr(ζ) below which the high-frequency effective
Hamiltonian (5.7) develops ferromagnetic ordering, either in the xz- or in the yz-
plane depending on the anisotropy γ(ζ) being positive or negative, respectively.
The sudden buildup of ordering in Hˆeff is signalled by the occurrence that tilted
spin configurations, with average orientation forming an angle θ 6= 0 with the
field direction z, acquire a lower energy 〈Hˆeff〉 than the paramagnetic states with
θ = 0. In the infinite-range case α = 0, the critical line is gcr(ζ) = J˜0
[
1+ |γ(ζ)|
]
,
in correspondence of which the energy landscape Eeff(θ) ≡ 〈Heff〉θ,φ∗ (with
φ∗ = 0 or pi/2 depending on γ(ζ) > 0 or < 0, respectively) of the semiclassical
collective spin ~σ = (sin θ cosφ, sin θ sinφ, cos θ) changes from a single well
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for B0 > Bcr(ζ), with a minimum at θ∗ = 0, to a symmetric double well for
B0 < Bcr(ζ), with two minima at θ∗ = ± arccos(B0/Bcr(ζ)). For α 6= 0, the
quantum fluctuations of all the spin degrees of freedom with Fourier wavevector
k 6= 0 modify the effective energy landscape Eeff(θ) of the collective spin, thereby
shifting the critical value of g0 to gcr(ζ) ≡ J˜0
[
1+ |γ(ζ)|
]
+∆gcr(ζ). This effect
is similar to that discussed in Sec. 3.1, and can be quantified by adapting the
variational calculation therein to compute the shift ∆gcr(ζ) to lowest order in
J˜k6=0. In particular, one considers the expansion of Hˆeff to quadratic order in
the spin-wave operators around the direction in the xz- or yz-plane identified
by the angle θ, resulting in Eq. (5.3) with φ = 0 or pi/2 respectively. Hence,
one determines the energy landscape Eeff(θ) ≡ minψ〈Hˆeff〉ψ by computing the
spin-wave ground state energy, parametrically in θ. The result is
Eeff(θ)
N
= −J˜0
1+ |γ|
2
sin2 θ−B0 cos θ+
∫pi
−pi
dk
pi
ωk −ω
(0)
k
2
, (5.8)
where
ω2k =4
[
J˜0(1+ |γ|) sin2 θ− J˜k(1+ |γ|) cos2 θ+B0 cos θ
]
×
[
J˜0(1+ |γ|) sin2 θ− J˜k(1− |γ|) +B0 cos θ
] (5.9)
and
ω
(0)
k = 2
[
J˜0(1+ |γ|) sin2 θ+B0 cos θ
]
= ωk
∣∣∣
J˜k6=0=0
. (5.10)
The last term in Eq. (5.8) represents the zero-point contribution of quantum
fluctuations. The energy landscape Eeff(θ) in Eq. (5.8) can be expanded at small
θ as
Eeff
(
θ
)
= Eeff
(
θ = 0
)
+ r(g0)
θ2
2
+O
(
θ4
)
, (5.11)
and the critical value gcr of g0 is determined by the equation r(g0) = 0, corre-
sponding to the transition from a single- [r(g0) > 0] to a double- [r(g0) < 0]
well landscape. The solution may be found by formally expanding g0 in powers
of J˜k6=0 and equating both sides order by order. This procedure leads to the
negative quadratic correction
gcr(ζ) ' J˜0
(
1+ |γ(ζ)|
) [
1− κ(ζ)
∫pi
−pi
dk
pi
(
fα,k
)2], (5.12)
with κ(ζ) ≡ [2γ(ζ) + 3γ2(ζ)]/{4[1+ γ(ζ)]2}. As in Eq. (3.25), one sees that the
quantum fluctuations tend to destabilize ferromagnetic ordering, as expected on
physical grounds. Note that the shift ∆gcr of the critical value is maximal for
γ = 1 and vanishes at isotropic points with γ = 0.
The leftwards shift of the phase boundary g0 = gcr(ζ) of region K, expressed
by ∆gcr(ζ) in Eq. (5.12), depends on α via the integral of (fα,k)2. The behavior of
the function fα,k upon varying α and N is discussed in App. F and summarized
in Fig. F.1 therein. In particular, one has fα,k6=0 → 0 when 0 < α 6 1. In
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Figure 5.3: Effective spectrum of the quantum spin-wave excitations around the unstable param-
agnetic configuration for α = 1.5, g0/J˜0 = 0.35, in the presence of a high-frequency drive with
δg/Ω = 0 (red), 0.4023 (blue) and 0.6014 (green), corresponding to effective anisotropy parameters
γ = 1, 0.45, and 0, respectively, in the effective Hamiltonian Hˆeff in Eq. (5.7). The blue and green
points correspond to parameters within the shaded region in Fig. 2.8, in which coexistence of
Kapitza and ferromagnetic phases occurs in the infinite-range model. Although the collective
k = 0 mode is dynamically stabilized, for α > 0 an extended interval in the Brillouin zone appears
with modes characterized by imaginary frequencies ω2k < 0, as shown, e.g., by the blue points. As
shown by the green points, this instability disappears only at isolated points ζ1, ζ2, . . . for which
γ = 0 [corresponding to the zeros of the Bessel function, see after Eq. (2.37)], i.e., characterized by
an emergent O(2) rotational symmetry.
this case, equilibrium fluctuations are suppressed as N → ∞, and the system
becomes equivalent to its mean-field limit. On the other hand, fα,k6=0 is finite for
1 < α 6 2, with a cusp behavior fα,k ∼ 1− c(α)|k|α−1 for small wavenumbers k.
Therefore, the modification of the phase boundary in Fig. 2.8 due to quantum
fluctuations is vanishingly small in the thermodynamic limit when 0 < α 6 1
and is finite as α > 1. It can be shown by an explicit calculation that
∆gcr(ζ) ∼
α↘1
−κ¯(ζ) (α− 1)2 +O
(
(α− 1)3
)
(5.13)
with κ¯(ζ) ∝ κ(ζ).
Quantum fluctuations have a further, dramatic effect of the nonequilibrium
phase diagram. In fact, the second Kapitza phase which coexists with the
ferromagnetic phases at mean-field level, indicated by the shaded region in Fig.
2.8, turns out to be unstable to many-body fluctuations at finite wavelength.
Although the driving can stabilize the collective spin, there appears an extended
interval of unstable spin modes in the Brillouin zone with finite wavelength
k 6= 0, which are expected to prevent dynamical stabilization. In fact, within a
linear stability analysis, the effective spectrum of excitations is given by
ω2k = 4
{
B0 − [1− γ(ζ)] J˜k
}{
B0 − [1+ γ(ζ)] J˜k
}
, (5.14)
as obtained by expanding Eq. (5.7) in spin-wave operators around the para-
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magnetic configuration θ = 0. The effective dispersion relation features a
finite interval in the Brillouin zone characterized by with imaginary frequencies
within the range of parameter values B0 < J˜0
[
1− |γ(ζ)|
]
under consideration,
see Fig. 5.3. The amplitude of this interval shrinks to zero when the anisotropy
γ = J0(4ζ) approaches 0, i.e., when the driving strength ζ equals one of the
zeros ζn with n = 1, 2, . . . of the Bessel function. Away from this discrete set of
values, the Kapitza phase coexisting with the ferromagnetic phases turns out to
be destabilized by these finite-wavelength fluctuations, at least at the level of
linear stability, in spite of the stabilization of the collective k = 0 mode.
We remark that when ζ is tuned to an isotropic point ζn, the many-body
Kapitza phase discussed above becomes stable in the high-frequency limit
Ω → ∞, and thus approximately stable for Ω  J˜0. The reason behind such
stability may be easily traced back to the stroboscopic conservation of the
collective spin projection σz along the field direction, due to the emergent O(2)
rotational symmetry. Indeed, if the system is initialized in a fully polarized state
with a small displacement θ0 away from the z-axis, the collective spin has to
remain trapped in a neighborhood of the fully polarized configuration θ = 0,
because σz(tn) ≈ 1− θ20/2 cannot decrease.
Let us finally comment on what happens for α > 2. It is convenient to
discuss first the limit α =∞, in which the system (5.1) reduces to the standard
quantum Ising chain with nearest-neighbor interactions (which has been studied
in Refs. [134–136]). In this case, the effective high-frequency Hamiltonian (5.7)
describes the XY quantum spin chain, which is exactly solvable in terms of free
fermions [41]. From the exact solution, we see that the quantum critical point
Bcr = J˜0 is independent of γ, and thus of the driving strength ζ. Accordingly,
it is natural to conjecture that the left boundary of the Kapitza phase moves
leftwards as α exceeds 1, as shown in Fig. 5.2, and eventually approaches the
straight vertical line gcr(ζ) = J˜0 when α→∞.
However, ferromagnetic ordering in not stable at finite energy density for
α > 2. In the nonequilibrium dynamics starting from a polarized state, domain-
wall excitations melt the original magnetic ordering if Hˆeff generates a fast
thermalization. In this case the equilibrium (ground-state) phase diagram
[135, 136] of the effective Hamiltonian does not allow an interpretation in terms
of dynamically stabilized many-body Kapitza phases.
However, it should be noted that studies of quench dynamics in long-range
interacting chains with α > 2 have suggested that magnetic ordering surprisingly
survives for long times in a prethermal regime [93, 106, 267, 326]. In such a
prethermal regime, signatures of dynamically stabilized Kapitza phases are
expected to emerge. We shall further discuss this from a different viewpoint in
Sec. 7.3 in Part II of the thesis.
5.3 Prethermalization and heating
We address the footprint of the fast-driving nonequilibrium phase diagram
on the finite-frequency dynamics, upon reducing Ω down to a scale comparable
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Figure 5.4: Persistence of the dynamically stabilized phases at finite driving frequency. Left in
each panel: Stroboscopic time-evolution ~σ(tn) of the collective spin of the long-range Ising chains
in Eq. (5.1) with α 6= 0, subject to the modulated magnetic field in Eq. (5.2). ~σ(tn) is obtained
by nonequilibrium spin-wave theory and, for simplicity of visualization, is projected onto the
unit sphere. In all simulations, the static field is g0/J˜0 = 1.2, as in Fig. 2.6, the driving frequency
is Ω/J˜0 = 8, and we used N = 100. The system is initialized in fully polarized states in the xz
[panels (a), (b), (c)] and yz [panel (d)] planes. Right in each panel: relative departure (t) of the
total spin from its maximal length N/2 [i.e., ~σ(t) = 1− (t)], due to the dynamical generation of
quantum spin-wave excitations, corresponding to the largest trajectory in each panel. In particular:
(a) Dynamical ferromagnetic phase, with α = 1 and δg/J˜0 = 0.05. (b) Fast heating in the chaotic
dynamical regime, with α = 0.8, δg/J˜0 = 0.2. (c) Dynamically stabilized Kapitza phase, with
α = 1, δg/J˜0 = 5.33. (d) Dynamically stabilized ferromagnetic phase with magnetization in
the yz-plane orthogonal to the direction x of the actual ferromagnetic interactions, with α = 1,
δg/J˜0 = 8. Panels (a), (c), and (d) demonstrate that the dynamical phases F‖, K, F⊥ (see Fig. 2.8),
respectively, continue to exist at finite driving frequency. The amount of excitations generated
remains small and the total energy remains bounded across many cycles, qualifying these phases
as prethermal. In panel (b), instead, heating is witnessed by the growth of (t) (notice the different
vertical scale in the plot). The heating rate in this case increases upon increasing α.
with the single-particle energy scale J˜0 of the system. In this case, one should
expect the system to eventually absorb an ever-increasing amount of energy
from the drive [137]. In order to address this point, we initialize the system
in various fully polarized states parameterized by angles (θ0,φ0) on the Bloch
sphere, and study the driven evolution for various values of α > 0 and driving
parameters g0, δg,Ω by numerically integrating the dynamical equations of the
time-dependent spin wave theory. In this formalism, the heating rate can be
monitored through the depletion of the collective spin’s magnitude from its
maximal value. In fact, heating to infinite-temperature must be accompanied by
a deterioration of magnetic ordering.
The results are illustrated in Fig. 5.4. Whenever the system is initialized in a
stable or dynamically stabilized regime P/K or F‖,⊥, and the frequency Ω is off-
resonant with the spin-wave band, i.e.,Ω 4J˜0, as shown in Fig. 5.4(a),(c),(d) the
evolution presents a long time interval during which the absorption of energy
from the drive, as well as the amount of spin-wave excitations, is bounded.
On the other hand, whenever the system is initialized in a chaotic dynamical
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Figure 5.5: Illustration of the dynamical stabilization of the unconventional ferromagnetic phase
F⊥ in a realistic trapped-ion setup (left panel) and in the corresponding infinite-range system
(right panel), from Ref. [3] (notation: Sy → σy). The orthogonal magnetization σy(tn)±∆σy(tn)
(see the text) is plotted at stroboscopic times tn = nT , with T = 2pi/Ω and n = 0, 1, 2, . . . , for
undriven and driven systems of N = 16 spins, governed by the Hamiltonian in Eq. (1.18) with the
actual space-dependent couplings Jij which characterize a chain of trapped ions experimentally
studied in Ref. [101], roughly described by Eq. (5.1) with α ≈ 1 and (5.2) (left panel). The system is
initialized in a fully polarized state in the y-direction, and the driving parameters are g0/J˜0 = 0.5,
ζ = 1, and Ω/J˜0 = 8, corresponding to a point well inside a region F⊥ in Fig. 5.2. For comparison,
the corresponding simulation with Jij replaced by all-to-all uniform interactions of equal average
strength is shown in the right panel. Ferromagnetic ordering in the yz-plane is dynamically
stabilized by the drive, and is found to be robust to finite driving frequency, finite-size effects and
“imperfections” in the long-range couplings, realizing a prethermal quantum many-body Kapitza
phase observable with trapped-ion quantum simulators.
regime as in Fig. 5.4(b), irrespective of the value of Ω and of α, the density
(t) of dynamically generated spin-wave excitations increases at a finite rate,
as well as the energy 〈Hˆ(t)〉. This is a witness of heating, which has been
extensively shown to be the generic response of a many-body system to an
external periodic driving, in the absence of dissipative mechanisms [327]. In
the dynamical regimes F‖,⊥ of panels (a) and (d), the synchronized trajectories
of the collective spin ~σ(t) act as an “internal” periodic driving at frequency
Ω on the quantum oscillators (q˜k, p˜k)’s through the last interaction terms in
the spin-wave Hamiltonian (5.3). As long as Ω is off-resonant (see above),
the spin waves behave like a periodically driven system of quasifree particles,
which relaxes to a periodic quasistationary state described by a stroboscopic
generalized Gibbs ensemble [134, 328]. The presence of nonlinear spin-wave
interactions cause the latter prethermal stage [138, 329–333, 333] to be ultimately
followed by slow heating, after a parametrically long time τ which is expected
to scale as τ ∼ exp( const×Ω/J˜0) [139–142].
5.4 Quantum simulations with trapped ions
We finally address the robustness of the dynamically stabilized nonequi-
librium phases to finite-size effects as well as their observability in the setup
of quantum simulations with trapped ions. In particular, we computed the
nonequilibrium evolution of small driven systems of N = 16 spins by numer-
ically integrating the time-dependent many-body Schrödinger equation, and
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demonstrate the occurrence of quantum many-body Kapitza phases for the
long-range interacting chains in Eq. (5.1) as well as with the space-dependent
spin-spin couplings Jij which characterize a chain of trapped ions experimen-
tally investigated in Ref. [101], roughly corresponding to model (5.1) with α ≈ 1
(cf. the discussion in Sec. 1.2.1 of the Introduction).
In Fig. 5.5 we report an illustration of the stabilization of the ordered phase
F⊥, which is of greater experimental relevance as it presents a type of magnetic
ordering that is absent in the equilibrium phase diagram. In order to probe its
occurrence, the driving parameters in Eq. (5.2) are chosen well inside the region
F⊥ of the nonequilibrium phase diagram in Fig. 5.2, and the system is initialized
in a fully polarized state along the y-direction. In the top panel, the stroboscopic
time-evolution of the orthogonal magnetization
σy(tn) ≡ 1
N
〈 N∑
i=1
σˆ
y
i (tn)
〉
, (5.15)
with tn = nT , T = 2pi/Ω and n = 0, 1, 2, . . . , is shown for the simulated trapped-
ion system subject to the drive (magenta) as well as in the limit of vanishing
driving strength (blue). In both cases, the shaded region around the symbols
indicates the instantaneous quantum uncertainty of the magnetization
∆σy(t) ≡
√√√√ 1
N
〈{ N∑
i=1
[
σˆ
y
i (tn) − σ
y(tn)
]}2〉
. (5.16)
As the plot clearly shows, the drive stabilizes a magnetic ordering that is not
possible in static conditions, in agreement with the theory presented in this
Chapter. We remark that the preparation of tilted fully polarized states, the
implementation of the considered driving protocols and the measurements of
the tilted magnetization can be achieved with standard experimental techniques,
which makes it possible to actually observe this phenomenon with trapped ions.
In order to disentangle the finite-frequency and finite-size effects from the
effects of having experimentally realistic interactions, we report in the bottom
panel of Fig. 5.5 the outcome of analogous simulations in which the trapped-
ion couplings have been replaced with uniform collective interactions Jij ≡
J˜0/(N− 1) with the same average strength. The qualitative appearance of the
two plots is similar, in agreement with our theory. However, we observe that the
strong many-body quantum fluctuations affecting data in the top panel have a
visible effect in the transient relaxation dynamics: in fact, while the single-body
collective spin oscillations in the bottom panel become increasingly long-lived
in larger systems as the classical limit is approached, the many-body spatially-
decaying interactions in the top panel cause damping and, correspondingly,
are expected to lead to a Gibbs-type Floquet prethermal state in terms of the
approximate high-frequency Floquet Hamiltonian [given by Eq. (5.7) with the
couplings J/|i− j|α replaced by the experimental ones Jij] [138–142].
Chapter 6
Theory of entanglement
dynamics
The phenomena discussed in the previous Chapters mainly concerned the
nonequilibrium dynamics of single-body observables, such as the collective spin
polarization. In the present one, we focus instead on the evolution of intrinsically
many-body quantities, such as quantum correlations and entanglement between
subsystems.
As briefly mentioned in the Introduction, translation-invariant extended
quantum systems with short-range interactions are generically expected to ex-
hibit a linear temporal growth after a quantum quench of the entanglement
entropy associated with a spatial bipartition. On the other hand, long-range
interacting systems pose a conceptually different and challenging problem. De-
spite their nonlocal interactions allow quantum correlations between distant
degrees of freedom to build up very quickly [277–285], several numerical simu-
lations have shown that entanglement growth after a quench features a dramatic
counterintuitive slowdown as the range of interactions is increased. In particular,
it may become as slow as logarithmic when the couplings decay algebraically
with an exponent α smaller than the spatial dimensionality d [286–288].
Below, we discuss the origin of the qualitative change in the mechanism
which governs the growth of entanglement in quantum spin systems as the
interaction range is increased across the threshold α = d. By using the nonequi-
librium spin-wave theory presented in Chap. 3, we show that the standard
quasiparticle contribution to the von Neumann entanglement entropy S(t) is
suppressed for α 6 d in a prethermal regime. The growth of S(t) is determined
by collective spin excitations, directly related to spin squeezing [334–340], as
schematically illustrated in Fig. 6.1. In particular, the dynamical rate of spin
squeezing after a quench generically leads to a universal logarithmic growth
in time S(t) ∼ log t as reported in previous numerical studies. Exceptions are
represented by dynamical critical points, such as those discussed in Sec. 2.2,
which are characterized by fast entanglement growth S(t) ∼ λt. In this case,
the rate λ is given by the exponential divergence rate λLyap of the underlying
semiclassical trajectories, i.e., the Lyapunov exponent.
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Figure 3: Linear growth in time of the half-system entanglement entropy SN/2 at the dynamical critical point. We compare
our general formula (??) with the exact numerical computation for increasing system sizes N = 50÷400. Before the Ehrenfest
time tEhr ⇠ logN , numerical data for SN/2 are accurately reproduced by the analytical result (??) marked by the dotted line
with a slope  hc = J . This linear regime is followed by saturation to a value ⇠ logN .
1.2 From a paramagnetic initial condition
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Figure 4: Entanglement dynamics from quenches starting from a paramagnetic
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Figure 6.1: Entanglement dynamics and collective spin squeezing in long-range interacting
quantum spin systems. (a) The system is partitioned into two blocks of NA and NB spins-1/2,
initially fully polarized. (b) Collective spins of the two blocks on spheres of radii NA/2 and NB/2.
The shaded area represents the quantum uncertainty of transverse components, of relative width
1/
√
NA,B respectively. (c) Collective spin in the factorized initial state, represented on a sphere
of radius N/2. (d) Nonlinear interactions give rise to dynamical spin squeezing, which makes
the two blocks increasingly correlated (entangled). The slow rate of squeezing after noncritical
quenches determines the slow growth of entanglement. (e) The general analytical formula derived
in this work captures the growth of entanglement entropy until saturation in generic quantum
spin systems with slowly-decaying interactions (here, quantum quench from the ferromagnetic to
the paramagnetic phase of in a fully-connected quantum Ising model).
The content of this Chapter is constituted by original results published in
Ref. [4].
6.1 Entangle e e ropy in infinite-range spin systems
In order to isolate the contribution of collective spin fluctuations to en-
tanglement growth in the cleanest way, it is convenient to start by analyzing
infinite-range spin systems. In this Section, we shall revisit the two-boson
formalism developed in Refs. [341, 342] (see also Ref. [343]) to understand en-
tanglement entropy in collective models in equilibrium. We refer to the general
fully-connected spin models introduced in Eq. (2.13) and discussed in Sec. 2.1.2,
reported here
Hˆ = −
∑
p=1,2,...
{ ∑
µ1,...,µp=x,y,z
Jµ1...µp
Np−1
N∑
j1 6=···6=jp
sˆ
µ1
j1
. . . sˆµpjp
}
(6.1)
As discussed therein, in the presence of infinite-range interactions, the behavior
of local spin observables is exactly captured by mean-field theory in the thermo-
dynamic limit. In particular, the nonequilibrium dynamics is essentially classical,
as the effective Planck constant  heff = 1/N is vanishingly small. One might thus
naively expect that quantum entanglement becomes vanishingly small, as well.
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On the contrary, not only does entanglement have a finite limit as  heff → 0, but
also this limiting quantity lends itself to a clean classical interpretation.
We aim at understanding the entanglement properties of the class of spin
systems in Eq. (2.13) in and out of equilibrium. For a composite system with
Hilbert space H = HA ⊗HB in a pure state ρˆ = |ψ〉 〈ψ|, the entanglement
between subsystems A and B can be quantified by the Von Neumann entropy of
the reduced density matrix ρˆA = TrB ρˆ,
SA = −Tr
[
ρˆA log ρˆA
]
. (6.2)
See also Sec. 1.1.5 of the Introduction.
6.1.1 Two-boson formalism
We consider a bipartition of the system described by Eq. (6.1) into two
subsets of spins A and B with NA and NB = N−NA spins, respectively. The
collective spin Sˆ in Eq. (2.14) can be decomposed as
Sˆ = SˆA + SˆB. (6.3)
The quantum correlations between subsystems A and B can be understood
by bosonizing the quantum fluctuations of the two spins SˆA, SˆB. For global
quantum quenches, all spins have a common well-defined polarization 〈Sˆ〉. In
analogy with previous Chapters, we introduce a rotated reference frame (X, Y, Z)
parameterized as in Eq. (3.3), such that Z is aligned with the collective spin
polarization 〈Sˆ〉, both in and out of equilibrium. The expansion is obtained by
means of Holstein-Primakoff transformations [cf. Eq. (2.42)],
SˆXA,B =
√
NA,B s qˆA,B +O
(
1/
√
NA,B
)
,
SˆYA,B =
√
NA,B s pˆA,B +O
(
1/
√
NA,B
)
,
SˆZA,B = NA,B s− nˆA,B ≡ NA,B s−
qˆ2A,B + pˆ
2
A,B − 1
2
,
(6.4)
where s = 1/2 here. The two bosonic modes (qˆA, pˆA) and (qˆB, pˆB) describe
spin excitations localized in subsystem A and B, respectively. In terms of these
two modes, the collective spin of the global system reads
SˆX =
√
Ns
(√
fA qˆA +
√
fB qˆB
)
+O
(
1/
√
N
)
,
SˆY =
√
Ns
(√
fA pˆA +
√
fB pˆB
)
+O
(
1/
√
N
)
,
SˆZ = Ns− nˆA − nˆB,
(6.5)
where fA,B ≡ NA,B/N represent the fraction of spins in subsystems A and B,
respectively (so fA + fB = 1).
We can now express the Hamiltonian in Eq. (6.1) in terms of the collective
spin components SˆX, SˆY , SˆZ, and hence systematically expand in (qˆA, pˆA),
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(qˆB, pˆB) via Eqs. (6.5). In this two-boson description, the entanglement between
subsystems A and B is encoded by the entanglement between these two bosonic
modes.
6.1.2 Ground-state correlations
It is convenient to work with the “collective” and “spin-wave” modes (Qˆ, Pˆ)
and (qˆ, pˆ) defined by {
Qˆ = +
√
fA qˆA +
√
fB qˆB
qˆ = −
√
fB qˆA +
√
fA qˆB
, (6.6){
Pˆ = +
√
fA pˆA +
√
fB pˆB
pˆ = −
√
fB pˆA +
√
fA pˆB
, (6.7)
i.e., a rotation by an angle ζ = arctan
(√
fB/fA
)
in the qˆA-qˆB and pˆA-pˆB planes.
By Eqs. (6.5), in terms of these bosonic modes, the collective spin reads
SˆX =
√
Ns Qˆ +O
(
1/
√
N
)
,
SˆY =
√
Ns Pˆ +O
(
1/
√
N
)
,
SˆZ = Ns−
Qˆ2 + Pˆ2 − 1
2
−
qˆ2 + pˆ2 − 1
2
≡ Ns− nˆexc − nˆsw,
(6.8)
The (Qˆ, Pˆ) mode represents uniform collective spin excitations in the entire
system, and, accordingly, does not affect the collective spin magnitude |Sˆ|2.
On the other hand, the (qˆ, pˆ) mode represents spatial fluctuations of the spins
in subsystems A and B, which decrease the collective spin magnitude |Sˆ|2 =
(N/2− nˆsw)(N/2− nˆsw + 1) [cf. Eq. (3.12)]. In analogy with previous Chapters,
we refer to these excitations as "spin waves". With reference to the notation
of Chap. 3, we observe that Qˆ, Pˆ ≡ q˜k=0, p˜k=0, while qˆ, pˆ can be expressed in
terms of a combination of the actual spin-wave Fourier modes q˜k, p˜k with k 6= 0.
The Holstein-Primakoff expansion of the Hamiltonian (2.14) in terms of the
above modes has the form
Hˆ = +N Ecl(θ,φ)
+
√
N
[
h
(1)
Q (θ,φ) Qˆ+ h
(1)
P (θ,φ) Pˆ
]
+ h
(2)
QQ(θ,φ)
Qˆ2
2
+ h
(2)
PP(θ,φ)
Pˆ2
2
+ h
(2)
QP(θ,φ)
QˆPˆ+ PˆQˆ
2
+ h
(2)
sw (θ,φ)
qˆ2 + pˆ2 − 1
2
+O
(
1/
√
N
)
,
(6.9)
where the explicit expression of the coefficients Ecl, h(1), h(2) is determined
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by the couplings J in the Hamiltonian (2.14) and by the spherical angles θ,φ
which parameterize the rotated frame. By truncating this expansion to quadratic
order in the bosonic excitations, it is possible to determine the ground-state
correlations and their time-evolution after a quench, as shown below. This
approximation is accurate for Gaussian states with a small number of collective
excitations 〈nˆexc〉  N compared to the system size. This condition is generically
valid in ground states, even at quantum critical points, where one typically has
〈nˆexc〉 ∼ N1/3 (cf. discussion in Sec. 2.4.2). The discussion below generalizes
that presented in Sec. 2.4.1 for the infinite-range quantum Ising model.
In equilibrium, the angles θ and φ are fixed in such a way that the linear
terms h(1) in Eq. (6.26) vanish. This yields the minimum point of the classical
limit Hcl of Hˆ in Eq. (2.20). The mode (qˆ, pˆ) enters Eq. (6.26) only through the
number of bosons nˆsw = (qˆ2 + pˆ2 − 1)/2, and, accordingly, these spin waves
cannot be excited in the ground state (nor dynamically) in infinite-range systems,
i.e.,
〈nˆsw〉 ≡ 0. (6.10)
For the same reason one also has vanishing mixed correlations
〈qˆQˆ〉 = 〈pˆPˆ〉 = 〈qˆPˆ〉 = 〈pˆQˆ〉 ≡ 0. (6.11)
On the other hand, collective excitations nˆexc = (Qˆ2 + Pˆ2 − 1)/2 are present
in the ground state (and can be dynamically generated). The correlations of
Qˆ and Pˆ can be obtained by diagonalizing Hˆ with a generalized Bogolyubov
transformation, {
Qˆ =+ eγ cosη Qˆ′ − eγ sinη Pˆ′,
Pˆ =+ e−γ sinη Qˆ′ − e−γ cosη Pˆ′,
(6.12)
with
tan(2η) =
h
(2)
QP
h
(2)
QQ + h
(2)
PP
,
e2γ =
h
(2)
QQ + h
(2)
PP − δ
h
(2)
QQ + h
(2)
PP + δ
,
(6.13)
where we have set δ ≡ (h(2)QQ − h(2)PP) cos(2η) + 2h(2)QP sin(2η). One finds
∆QQ ≡ 〈Qˆ2〉GS = 12
[
cosh(2γ) + sinh(2γ) cos(2η)
]
,
∆PP ≡ 〈Pˆ2〉GS = 12
[
cosh(2γ) − sinh(2γ) cos(2η)
]
,
∆QP ≡ 〈QˆPˆ+ PˆQˆ〉GS
2
=
1
2
sinh(2γ) sin(2η).
(6.14)
In particular,
〈nˆexc〉GS = ∆
QQ +∆PP − 1
2
=
cosh(2γ) − 1
2
. (6.15)
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See also App. B for a wide discussion of pure Gaussian states.
6.1.3 Entanglement entropy and spin squeezing
For a given (stationary or time-evolving) state of the system, we can compute
the entanglement entropy between the two subsystems A and B within the
two-boson formalism. This amounts to computing the entanglement entropy
between the two bosonic modes (qˆA, pˆA) and (qˆB, pˆB). The reduced density
matrix of subsystem A is a Gaussian state completely determined by the 2× 2
correlation matrix
∆A =
(
〈qˆ2A〉 〈qˆApˆA+pˆAqˆA〉2〈qˆApˆA+pˆAqˆA〉
2 〈pˆ2A〉
)
≡
(
∆qAqA ∆qApA
∆qApA ∆pApA
)
. (6.16)
The Von Neumann entropy (6.2) of such a Gaussian state can be expressed in
terms of the determinant of ∆A as [344]
SA = 2
√
det∆A arccoth
(
2
√
det∆A
)
+
1
2
log
(
det∆A −
1
4
)
. (6.17)
On the other hand, the matrix ∆A can be easily related to the correlation matrix
∆ of collective excitations (Q,P) in the system by inverting Eqs. (6.6)-(6.7). An
explicit computation shows that its determinant amounts to
det∆A =
1
4
+
1
2
fAfB Tr
[
∆−
1
2
]
≡ 1
4
+ fAfB 〈nˆexc〉. (6.18)
Plugging this formula into Eq. (6.17), we arrive at the result
SA =
√
1+ 4fAfB 〈nˆexc〉 arccoth
(√
1+ 4fAfB 〈nˆexc〉
)
+
1
2
log
(
fAfB 〈nˆexc〉
)
. (6.19)
This function is plotted in the top panel of Fig. 6.2. Taking the limits of small or
large 〈nˆexc〉 in Eqs. (6.19), (6.18), one finds
SA ∼ fAfB 〈nˆexc〉 log fAfB〈nˆexc〉 for 〈nˆexc〉  1 , (6.20a)
SA ∼ 1+
1
2
log fAfB +
1
2
log〈nˆexc〉 for 〈nˆexc〉  1 . (6.20b)
Equations (6.19) and (6.18) are valid both in and out of equilibrium. They
highlight that the reduced state of subsystems A and B is pure (i.e., det∆A = 1/4,
cf. App. B) only in fully polarized states, in which no collective spin excitations
are present in the system, i.e., 〈nˆexc〉 = 0.
The above equations may be seen as a direct relation between bipartite
entanglement entropy and collective spin squeezing, usually quantified by the
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minimal transverse variance of collective spin fluctuations [345–347]
ξ2 ≡
Min|u|=1,u⊥Z
〈(
u · Sˆ
)2〉
N/4
. (6.21)
This squeezing parameter ξ is equal to 1 for fully polarized states, while ξ < 1
for squeezed states. The number of collective excitations 〈nˆexc〉 can be taken as a
measure of collective spin squeezing for general Gaussian states: from Eqs. (6.14)
and (6.15) one derives ξ as
ξ2 = e−2|γ| = 1− 2
(√
〈nˆexc〉2 + 〈nˆexc〉− 〈nˆexc〉
)
. (6.22)
This relation is plotted in the middle panel of Fig. 6.2, and shows that the
amount of collective excitations 〈nˆexc〉 increases from 0 to ∼ N, as the collective
spin state is squeezed from a fully polarized configuration with ξ = 1 towards
massively squeezed configurations with ξ ∼ 1/
√
N.
Besides the number of collective excitations 〈nˆexc〉 and the spin-squeezing pa-
rameter ξ, it is also possible to characterize entanglement entropy via yet another
significant quantity, i.e., the effective temperature of the two subsystems. In fact,
the reduced density matrices may be written as ρˆA,B = exp(−βeffHˆA,B)/ZA,B,
where the state-dependent quadratic operators HˆA,B are usually termed modular
or entanglement Hamiltonian. It is straightforward to derive a relation between
the effective dimensionless temperature and the other quantities, i.e.,
Teff =
1
2 arctanh
(
1√
1+4fAfB〈nˆexc〉
) . (6.23)
The dependency specified by this equation is plotted in the bottom panel of Fig.
6.2. It makes it explicitly clear that the growth of 〈nˆexc(t)〉— which comes via
collective spin squeezing — is responsible for “heating up” the two subsystems,
i.e., for raising their effective temperature, thus continuously accumulating
entanglement entropy in time.
6.2 Out-of-equilibrium growth of entanglement entropy
In a system of noninteracting spins subject to an external field, an initial
spin-coherent state remains spin-coherent during time-evolution, as each spins
perform an independent precession around the field and no correlations are
dynamically generated. However, nonlinear collective interactions give rise to
spin excitations in the form of spin squeezing, as quantitatively expressed by
Eq. (6.22).
The rate of spin squeezing depends on the nature of the underlying classical
dynamics, as illustrated in Fig. 6.3. In fact, the quantum evolution of spin fluctu-
ations (Qˆ,Pˆ) around the classical trajectory of the collective spin, is equivalent to
the classical evolution of small displacements away from it in the linear approxi-
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Figure 6.2: Plots of half-system bipartite entanglement entropy S (top), spin squeezing ξ (middle)
and effective temperature Teff (bottom) in pure Gaussian states as a function of the amount
n = 〈nˆexc〉 of collective spin excitations in the system, given by Eqs. (6.19), (6.22) and (6.23),
respectively.
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t2
<latexit sha1_base64="jgeOKEzzYTP+aGlgjUTf10NQQAg=">AAAB9XicbVC7TsNAEDzzDOEVoKQ5ESFRRXaEBGUEDWUQ5CElJjpfNuGU89m 6W4MiK59ACxUdouV7KPgXzsYFJEw1mtnVzk4QS2HQdT+dpeWV1bX10kZ5c2t7Z7eyt982UaI5tHgkI90NmAEpFLRQoIRurIGFgYROMLnM/M4DaCMidYvTGPyQjZUYCc7QSjd4Vx9Uqm7NzUEXiVeQKinQHFS++sOIJyEo5JIZ0/PcGP2UaRRcwqzcTwzEjE/YGHqWKhaC8dM86oweJ4ZhRGPQVEia i/B7I2WhMdMwsJMhw3sz72Xif14vwdG5nwoVJwiKZ4dQSMgPGa6F7QDoUGhAZFlyoEJRzjRDBC0o49yKiS2lbPvw5r9fJO16zbP8+rTauCiaKZFDckROiEfOSINckSZpEU7G5Ik8kxfn0Xl13pz3n9Elp9g5IH/gfHwDq/SSIQ==</latexit><latexit sha1_base64="jgeOKEzzYTP+aGlgjUTf10NQQAg=">AAAB9XicbVC7TsNAEDzzDOEVoKQ5ESFRRXaEBGUEDWUQ5CElJjpfNuGU89m 6W4MiK59ACxUdouV7KPgXzsYFJEw1mtnVzk4QS2HQdT+dpeWV1bX10kZ5c2t7Z7eyt982UaI5tHgkI90NmAEpFLRQoIRurIGFgYROMLnM/M4DaCMidYvTGPyQjZUYCc7QSjd4Vx9Uqm7NzUEXiVeQKinQHFS++sOIJyEo5JIZ0/PcGP2UaRRcwqzcTwzEjE/YGHqWKhaC8dM86oweJ4ZhRGPQVEia i/B7I2WhMdMwsJMhw3sz72Xif14vwdG5nwoVJwiKZ4dQSMgPGa6F7QDoUGhAZFlyoEJRzjRDBC0o49yKiS2lbPvw5r9fJO16zbP8+rTauCiaKZFDckROiEfOSINckSZpEU7G5Ik8kxfn0Xl13pz3n9Elp9g5IH/gfHwDq/SSIQ==</latexit><latexit sha1_base64="jgeOKEzzYTP+aGlgjUTf10NQQAg=">AAAB9XicbVC7TsNAEDzzDOEVoKQ5ESFRRXaEBGUEDWUQ5CElJjpfNuGU89m 6W4MiK59ACxUdouV7KPgXzsYFJEw1mtnVzk4QS2HQdT+dpeWV1bX10kZ5c2t7Z7eyt982UaI5tHgkI90NmAEpFLRQoIRurIGFgYROMLnM/M4DaCMidYvTGPyQjZUYCc7QSjd4Vx9Uqm7NzUEXiVeQKinQHFS++sOIJyEo5JIZ0/PcGP2UaRRcwqzcTwzEjE/YGHqWKhaC8dM86oweJ4ZhRGPQVEia i/B7I2WhMdMwsJMhw3sz72Xif14vwdG5nwoVJwiKZ4dQSMgPGa6F7QDoUGhAZFlyoEJRzjRDBC0o49yKiS2lbPvw5r9fJO16zbP8+rTauCiaKZFDckROiEfOSINckSZpEU7G5Ik8kxfn0Xl13pz3n9Elp9g5IH/gfHwDq/SSIQ==</latexit><latexit sha1_base64="jgeOKEzzYTP+aGlgjUTf10NQQAg=">AAAB9XicbVC7TsNAEDzzDOEVoKQ5ESFRRXaEBGUEDWUQ5CElJjpfNuGU89m 6W4MiK59ACxUdouV7KPgXzsYFJEw1mtnVzk4QS2HQdT+dpeWV1bX10kZ5c2t7Z7eyt982UaI5tHgkI90NmAEpFLRQoIRurIGFgYROMLnM/M4DaCMidYvTGPyQjZUYCc7QSjd4Vx9Uqm7NzUEXiVeQKinQHFS++sOIJyEo5JIZ0/PcGP2UaRRcwqzcTwzEjE/YGHqWKhaC8dM86oweJ4ZhRGPQVEia i/B7I2WhMdMwsJMhw3sz72Xif14vwdG5nwoVJwiKZ4dQSMgPGa6F7QDoUGhAZFlyoEJRzjRDBC0o49yKiS2lbPvw5r9fJO16zbP8+rTauCiaKZFDckROiEfOSINckSZpEU7G5Ik8kxfn0Xl13pz3n9Elp9g5IH/gfHwDq/SSIQ==</latexit>
hnˆexc(t)i ⇠
<latexit sha1_base64="IUTOiDjd4ubGGLKbF3wBtztpu8I=">AAACHXicbVC7TsNAEDzzDOEVoKQ5ESElDbIREpQIGsogkQQpjqL1sUlOnM/W3RoFWfkGPoGvoIWK DtEiCv6Fc0jBa6rRzK52Z6JUSUu+/+7NzM7NLyyWlsrLK6tr65WNzZZNMiOwKRKVmMsILCqpsUmSFF6mBiGOFLaj69PCb9+gsTLRF3SbYjeGgZZ9KYCc1KvUQwV6oJCHQyCue3lIOKIcR2I8rlE9NBM3tDLuVar+nj8B/0uCKamyKRq9ykd4lYgsRk1CgbWdwE+pm4MhKRSOy2FmMQVxDQPsOKohRtvNJ5HGfDezQAlP0XCp+ETE7xs5xNbexpGb jIGG9rdXiP95nYz6R91c6jQj1KI4RNLFLw5ZYaTrCvmVNEgExefIpeYCDBChkRyEcGLmyiu7PoLf6f+S1v5e4Pj5QfX4ZNpMiW2zHVZjATtkx+yMNViTCXbHHtgje/LuvWfvxXv9Gp3xpjtb7Ae8t09In6LP</latexit><latexit sha1_base64="IUTOiDjd4ubGGLKbF3wBtztpu8I=">AAACHXicbVC7TsNAEDzzDOEVoKQ5ESElDbIREpQIGsogkQQpjqL1sUlOnM/W3RoFWfkGPoGvoIWK DtEiCv6Fc0jBa6rRzK52Z6JUSUu+/+7NzM7NLyyWlsrLK6tr65WNzZZNMiOwKRKVmMsILCqpsUmSFF6mBiGOFLaj69PCb9+gsTLRF3SbYjeGgZZ9KYCc1KvUQwV6oJCHQyCue3lIOKIcR2I8rlE9NBM3tDLuVar+nj8B/0uCKamyKRq9ykd4lYgsRk1CgbWdwE+pm4MhKRSOy2FmMQVxDQPsOKohRtvNJ5HGfDezQAlP0XCp+ETE7xs5xNbexpGb jIGG9rdXiP95nYz6R91c6jQj1KI4RNLFLw5ZYaTrCvmVNEgExefIpeYCDBChkRyEcGLmyiu7PoLf6f+S1v5e4Pj5QfX4ZNpMiW2zHVZjATtkx+yMNViTCXbHHtgje/LuvWfvxXv9Gp3xpjtb7Ae8t09In6LP</latexit><latexit sha1_base64="IUTOiDjd4ubGGLKbF3wBtztpu8I=">AAACHXicbVC7TsNAEDzzDOEVoKQ5ESElDbIREpQIGsogkQQpjqL1sUlOnM/W3RoFWfkGPoGvoIWK DtEiCv6Fc0jBa6rRzK52Z6JUSUu+/+7NzM7NLyyWlsrLK6tr65WNzZZNMiOwKRKVmMsILCqpsUmSFF6mBiGOFLaj69PCb9+gsTLRF3SbYjeGgZZ9KYCc1KvUQwV6oJCHQyCue3lIOKIcR2I8rlE9NBM3tDLuVar+nj8B/0uCKamyKRq9ykd4lYgsRk1CgbWdwE+pm4MhKRSOy2FmMQVxDQPsOKohRtvNJ5HGfDezQAlP0XCp+ETE7xs5xNbexpGb jIGG9rdXiP95nYz6R91c6jQj1KI4RNLFLw5ZYaTrCvmVNEgExefIpeYCDBChkRyEcGLmyiu7PoLf6f+S1v5e4Pj5QfX4ZNpMiW2zHVZjATtkx+yMNViTCXbHHtgje/LuvWfvxXv9Gp3xpjtb7Ae8t09In6LP</latexit><latexit sha1_base64="IUTOiDjd4ubGGLKbF3wBtztpu8I=">AAACHXicbVC7TsNAEDzzDOEVoKQ5ESElDbIREpQIGsogkQQpjqL1sUlOnM/W3RoFWfkGPoGvoIWK DtEiCv6Fc0jBa6rRzK52Z6JUSUu+/+7NzM7NLyyWlsrLK6tr65WNzZZNMiOwKRKVmMsILCqpsUmSFF6mBiGOFLaj69PCb9+gsTLRF3SbYjeGgZZ9KYCc1KvUQwV6oJCHQyCue3lIOKIcR2I8rlE9NBM3tDLuVar+nj8B/0uCKamyKRq9ykd4lYgsRk1CgbWdwE+pm4MhKRSOy2FmMQVxDQPsOKohRtvNJ5HGfDezQAlP0XCp+ETE7xs5xNbexpGb jIGG9rdXiP95nYz6R91c6jQj1KI4RNLFLw5ZYaTrCvmVNEgExefIpeYCDBChkRyEcGLmyiu7PoLf6f+S1v5e4Pj5QfX4ZNpMiW2zHVZjATtkx+yMNViTCXbHHtgje/LuvWfvxXv9Gp3xpjtb7Ae8t09In6LP</latexit>
(a)
<latexit sha1_base64="wFX7yK7CRinZWAme287GCefx5ao=">AAAB/HicbVA9TwJBEN3DL8Qv1NJmIzHBhtwZEy2JNpaYyEcEQuaWATfs7V1254zkgr/CVis 7Y+t/sfC/eIcUCr7q5b2ZzJvnR0pact1PJ7e0vLK6ll8vbGxube8Ud/caNoyNwLoIVWhaPlhUUmOdJClsRQYh8BU2/dFl5jfv0VgZ6hsaR9gNYKjlQAqgVLrtED5QUobjSa9YcivuFHyReDNSYjPUesWvTj8UcYCahAJr254bUTcBQ1IonBQ6scUIxAiG2E6phgBtN5kmnvCj2AKFPELDpeJTEX9vJBBYOw78dDIAurPzXib+57Vj Gpx3E6mjmFCL7BBJhdNDVhiZVoG8Lw0SQZYcudRcgAEiNJKDEKkYp90U0j68+e8XSeOk4qX8+rRUvZg1k2cH7JCVmcfOWJVdsRqrM8E0e2LP7MV5dF6dN+f9ZzTnzHb22R84H98UApUu</latexit><latexit sha1_base64="wFX7yK7CRinZWAme287GCefx5ao=">AAAB/HicbVA9TwJBEN3DL8Qv1NJmIzHBhtwZEy2JNpaYyEcEQuaWATfs7V1254zkgr/CVis 7Y+t/sfC/eIcUCr7q5b2ZzJvnR0pact1PJ7e0vLK6ll8vbGxube8Ud/caNoyNwLoIVWhaPlhUUmOdJClsRQYh8BU2/dFl5jfv0VgZ6hsaR9gNYKjlQAqgVLrtED5QUobjSa9YcivuFHyReDNSYjPUesWvTj8UcYCahAJr254bUTcBQ1IonBQ6scUIxAiG2E6phgBtN5kmnvCj2AKFPELDpeJTEX9vJBBYOw78dDIAurPzXib+57Vj Gpx3E6mjmFCL7BBJhdNDVhiZVoG8Lw0SQZYcudRcgAEiNJKDEKkYp90U0j68+e8XSeOk4qX8+rRUvZg1k2cH7JCVmcfOWJVdsRqrM8E0e2LP7MV5dF6dN+f9ZzTnzHb22R84H98UApUu</latexit><latexit sha1_base64="wFX7yK7CRinZWAme287GCefx5ao=">AAAB/HicbVA9TwJBEN3DL8Qv1NJmIzHBhtwZEy2JNpaYyEcEQuaWATfs7V1254zkgr/CVis 7Y+t/sfC/eIcUCr7q5b2ZzJvnR0pact1PJ7e0vLK6ll8vbGxube8Ud/caNoyNwLoIVWhaPlhUUmOdJClsRQYh8BU2/dFl5jfv0VgZ6hsaR9gNYKjlQAqgVLrtED5QUobjSa9YcivuFHyReDNSYjPUesWvTj8UcYCahAJr254bUTcBQ1IonBQ6scUIxAiG2E6phgBtN5kmnvCj2AKFPELDpeJTEX9vJBBYOw78dDIAurPzXib+57Vj Gpx3E6mjmFCL7BBJhdNDVhiZVoG8Lw0SQZYcudRcgAEiNJKDEKkYp90U0j68+e8XSeOk4qX8+rRUvZg1k2cH7JCVmcfOWJVdsRqrM8E0e2LP7MV5dF6dN+f9ZzTnzHb22R84H98UApUu</latexit><latexit sha1_base64="wFX7yK7CRinZWAme287GCefx5ao=">AAAB/HicbVA9TwJBEN3DL8Qv1NJmIzHBhtwZEy2JNpaYyEcEQuaWATfs7V1254zkgr/CVis 7Y+t/sfC/eIcUCr7q5b2ZzJvnR0pact1PJ7e0vLK6ll8vbGxube8Ud/caNoyNwLoIVWhaPlhUUmOdJClsRQYh8BU2/dFl5jfv0VgZ6hsaR9gNYKjlQAqgVLrtED5QUobjSa9YcivuFHyReDNSYjPUesWvTj8UcYCahAJr254bUTcBQ1IonBQ6scUIxAiG2E6phgBtN5kmnvCj2AKFPELDpeJTEX9vJBBYOw78dDIAurPzXib+57Vj Gpx3E6mjmFCL7BBJhdNDVhiZVoG8Lw0SQZYcudRcgAEiNJKDEKkYp90U0j68+e8XSeOk4qX8+rRUvZg1k2cH7JCVmcfOWJVdsRqrM8E0e2LP7MV5dF6dN+f9ZzTnzHb22R84H98UApUu</latexit>
Z<latexit sha1_base64="kapD+POohMcxckskdSyovAl/r9A=">AAAB83icbVC7TsNAED yHVwivACXNiQiJKrIBCcoIGspEIg+RWNH5sgmnnM/W3R5SZOULaKGiQ7R8EAX/gm1cQMJUo5ld7ewEsRQGXffTKa2srq1vlDcrW9s7u3vV/YOOiazm0OaRjHQvYAakUNBGgRJ6sQYWB hK6wfQm87uPoI2I1B3OYvBDNlFiLDjDVGrdD6s1t+7moMvEK0iNFGgOq1+DUcRtCAq5ZMb0PTdGP2EaBZcwrwysgZjxKZtAP6WKhWD8JA86pyfWMIxoDJoKSXMRfm8kLDRmFgbpZMjw wSx6mfif17c4vvIToWKLoHh2CIWE/JDhWqQNAB0JDYgsSw5UKMqZZoigBWWcp6JNK6mkfXiL3y+TzlndO6+7rYta47popkyOyDE5JR65JA1yS5qkTTgB8kSeyYtjnVfnzXn/GS05xc 4h+QPn4xtYcZFl</latexit>
X<latexit sha1_base64="R+boqJyRUQvEL0v0+mjwxoN4P8k=">AAAB83icbVC7TsNAED zzDOEVoKQ5ESFRRTYgQRlBQ5lI5CElVrS+bMIp54fu9pCiKF9ACxUdouWDKPgXbOMCEqYazexqZydIlDTkup/Oyura+sZmaau8vbO7t185OGyb2GqBLRGrWHcDMKhkhC2SpLCbaIQwU NgJJreZ33lEbWQc3dM0QT+EcSRHUgClUrM7qFTdmpuDLxOvIFVWoDGofPWHsbAhRiQUGNPz3IT8GWiSQuG83LcGExATGGMvpRGEaPxZHnTOT60BinmCmkvFcxF/b8wgNGYaBulkCPRg Fr1M/M/rWRpd+zMZJZYwEtkhkgrzQ0ZomTaAfCg1EkGWHLmMuAANRKglByFS0aaVlNM+vMXvl0n7vOZd1NzmZbV+UzRTYsfshJ0xj12xOrtjDdZigiF7Ys/sxbHOq/PmvP+MrjjFzh H7A+fjG1VTkWM=</latexit>
Y<latexit sha1_base64="qO/GgpvyIQiaKEJ05XRrosYfQJI=">AAAB83icbVC 7TsNAEDyHVwivACXNiQiJKrIBCcoIGspEIg+UWNH5sgmnnM/W3R5SZOULaKGiQ7R8EAX/gm1cQMJUo5ld7ewEsRQGXffTKa2srq1vlDcrW9s7u3vV/YOOiazm0OaR jHQvYAakUNBGgRJ6sQYWBhK6wfQm87uPoI2I1B3OYvBDNlFiLDjDVGrdD6s1t+7moMvEK0iNFGgOq1+DUcRtCAq5ZMb0PTdGP2EaBZcwrwysgZjxKZtAP6WKhWD8J A86pyfWMIxoDJoKSXMRfm8kLDRmFgbpZMjwwSx6mfif17c4vvIToWKLoHh2CIWE/JDhWqQNAB0JDYgsSw5UKMqZZoigBWWcp6JNK6mkfXiL3y+TzlndO6+7rYta47 popkyOyDE5JR65JA1yS5qkTTgB8kSeyYtjnVfnzXn/GS05xc4h+QPn4xtW4pFk</latexit>
(b)
<latexit sha1_base64="GhOTrMjCnljcTlImpOUVpK8ipQg=">AAAB/HicbVC7TsNAEDyHVwivACXNiQgpNJGNkKCMoKEMEnmIxIrOl0045Xy27taIy ApfQQsVHaLlXyj4F87BBSRMNZrZ1c5OEEth0HU/ncLS8srqWnG9tLG5tb1T3t1rmSjRHJo8kpHuBMyAFAqaKFBCJ9bAwkBCOxhfZn77HrQRkbrBSQx+yEZKDAVnaKXbHsIDptXgeNovV9yaOwNdJF5OKiRHo1/+6g0inoSgkEtmTNdzY/RTplFwCdNSLzEQMz5mI+haqlgIxk9niaf0KDEMIxqDpkLSmQi/N1IWG jMJAzsZMrwz814m/ud1Exye+6lQcYKgeHYIhYTZIcO1sFUAHQgNiCxLDlQoyplmiKAFZZxbMbHdlGwf3vz3i6R1UvMsvz6t1C/yZorkgBySKvHIGamTK9IgTcKJIk/kmbw4j86r8+a8/4wWnHxnn/yB8/ENFZOVLw==</latexit><latexit sha1_base64="GhOTrMjCnljcTlImpOUVpK8ipQg=">AAAB/HicbVC7TsNAEDyHVwivACXNiQgpNJGNkKCMoKEMEnmIxIrOl0045Xy27taIy ApfQQsVHaLlXyj4F87BBSRMNZrZ1c5OEEth0HU/ncLS8srqWnG9tLG5tb1T3t1rmSjRHJo8kpHuBMyAFAqaKFBCJ9bAwkBCOxhfZn77HrQRkbrBSQx+yEZKDAVnaKXbHsIDptXgeNovV9yaOwNdJF5OKiRHo1/+6g0inoSgkEtmTNdzY/RTplFwCdNSLzEQMz5mI+haqlgIxk9niaf0KDEMIxqDpkLSmQi/N1IWG jMJAzsZMrwz814m/ud1Exye+6lQcYKgeHYIhYTZIcO1sFUAHQgNiCxLDlQoyplmiKAFZZxbMbHdlGwf3vz3i6R1UvMsvz6t1C/yZorkgBySKvHIGamTK9IgTcKJIk/kmbw4j86r8+a8/4wWnHxnn/yB8/ENFZOVLw==</latexit><latexit sha1_base64="GhOTrMjCnljcTlImpOUVpK8ipQg=">AAAB/HicbVC7TsNAEDyHVwivACXNiQgpNJGNkKCMoKEMEnmIxIrOl0045Xy27taIy ApfQQsVHaLlXyj4F87BBSRMNZrZ1c5OEEth0HU/ncLS8srqWnG9tLG5tb1T3t1rmSjRHJo8kpHuBMyAFAqaKFBCJ9bAwkBCOxhfZn77HrQRkbrBSQx+yEZKDAVnaKXbHsIDptXgeNovV9yaOwNdJF5OKiRHo1/+6g0inoSgkEtmTNdzY/RTplFwCdNSLzEQMz5mI+haqlgIxk9niaf0KDEMIxqDpkLSmQi/N1IWG jMJAzsZMrwz814m/ud1Exye+6lQcYKgeHYIhYTZIcO1sFUAHQgNiCxLDlQoyplmiKAFZZxbMbHdlGwf3vz3i6R1UvMsvz6t1C/yZorkgBySKvHIGamTK9IgTcKJIk/kmbw4j86r8+a8/4wWnHxnn/yB8/ENFZOVLw==</latexit><latexit sha1_base64="GhOTrMjCnljcTlImpOUVpK8ipQg=">AAAB/HicbVC7TsNAEDyHVwivACXNiQgpNJGNkKCMoKEMEnmIxIrOl0045Xy27taIy ApfQQsVHaLlXyj4F87BBSRMNZrZ1c5OEEth0HU/ncLS8srqWnG9tLG5tb1T3t1rmSjRHJo8kpHuBMyAFAqaKFBCJ9bAwkBCOxhfZn77HrQRkbrBSQx+yEZKDAVnaKXbHsIDptXgeNovV9yaOwNdJF5OKiRHo1/+6g0inoSgkEtmTNdzY/RTplFwCdNSLzEQMz5mI+haqlgIxk9niaf0KDEMIxqDpkLSmQi/N1IWG jMJAzsZMrwz814m/ud1Exye+6lQcYKgeHYIhYTZIcO1sFUAHQgNiCxLDlQoyplmiKAFZZxbMbHdlGwf3vz3i6R1UvMsvz6t1C/yZorkgBySKvHIGamTK9IgTcKJIk/kmbw4j86r8+a8/4wWnHxnn/yB8/ENFZOVLw==</latexit>
(a)
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Figure 6.3: Schematic illustration of spin squeezing induced by the structure of the underlying
semiclassical trajectories. In both panels, the arrows indicate the semiclassical flow in phase space
(i.e., on the Bloch sphere of the collective spin), the dark green line represents a trajectory of
the average collective spin, and the grey ellipses represent its quantum fluctuations around the
classical average in a fully polarized configuration (left) and in its evolution after a certain time
(right). The squeezing parameter ξ(t) corresponds to the relative length of the minor semi-axis
of the ellipse. (a) For generic quenches, closed trajectories separate linearly in time, leading to a
t2-growth of the amount of collective excitations 〈nˆexc(t)〉 and thus to a logarithmic growth of
entanglement entropy. (b) In the case of a quench to a dynamical critical point, the configuration
of the collective spin lies on the stable manifold of an unstable fixed point in phase space. Nearby
trajectories separate exponentially in time at a rate λ given by the largest eigenvalue of the
linearized flow. Correspondingly, entanglement entropy grows as λt.
mation [308], see Fig. 6.3(a) for an illustration. In classical integrable systems
such as the single classical spin in Eq. (2.20), trajectories originating from nearby
initial conditions separate linearly in time, which implies Qˆ(t), Pˆ(t) ∼ t. Since
nˆexc is quadratic in the spin fluctuations Qˆ,Pˆ, the collective excitations grow
polynomially in time 〈nˆexc(t)〉 ∼ t2 after a generic quench [83]. By Eq. (6.19),
this leads to
SA(t) ∼ log t. (6.24)
On the other hand, for exceptional quenches to dynamical critical points, nearby
trajectories separate exponentially fast, leading to a linear growth of entangle-
ment entropy. Such a description is valid up to the Ehrenfest time scale TEhr(N),
which diverges with the system size.
Below, we make the above arguments rigorous.
6.2.1 Dynamical excitation of collective spin fluctuations
Suppose we prepare the system in the ground state of a fully-connected
Hamiltonian (6.1), characterized by a well-defined classical polarization and
with quantum fluctuations described by Eqs. (6.14), and we then drive it out
of equilibrium by varying in time some parameter J(t) in the Hamiltonian.
Both the direction of the collective spin configuration θ(t), φ(t) and its quantum
fluctuations ∆QQ(t), ∆QP(t), ∆PP(t) evolve in time. As discussed in Sec. 3.2, the
evolution of the angles θ(t), φ(t) can be accounted for by adjusting the reference
frame along the time-dependent direction of 〈Sˆ(t)〉. With the conventions
introduced therein, the modified Hamiltonian in this time-dependent frame
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includes inertial forces, and reads
H˜(t) = Hˆ−ω(t) · Sˆ, (6.25)
with ωX = − sin θ φ˙, ωY = θ˙, and ωZ = cos θ φ˙ [cf. Eq. (3.31)]. The time-
dependence of θ(t) and φ(t) is determined by the vanishing of the linear terms
in SˆX and SˆY . In the infinite-range systems discussed here, the corrections
("feedback") by quantum fluctuations are vanishingly small, and one simply
obtains the classical trajectory θ∗(t),φ∗(t) governed by Hcl in Eq. (2.20). The
resulting time-dependent quadratic Hamiltonian generalizes Eq. (6.26),
H˜(t) =+N E˜cl(t)+
+ h˜
(2)
QQ(t)
Qˆ2
2
+ h
(2)
PP(t)
Pˆ2
2
+ h˜
(2)
QP(t)
QˆPˆ+ PˆQˆ
2
+ h˜
(2)
sw (t)
qˆ2 + pˆ2 − 1
2
+O
(
1/
√
N
)
,
(6.26)
with
h˜
(2)
QQ,PP,sw(t) ≡ h(2)QQ,PP,sw
(
θ∗(t),φ∗(t)
)
− cos θ∗(t) ˙φ∗(t)(t),
h˜
(2)
QP(t) ≡ h(2)QP
(
θ∗(t),φ∗(t)
)
.
(6.27)
The quadratic part of H˜(t) determines the dynamical generation of collective
bosonic excitations, which can be monitored through the time-evolving corre-
lation functions ∆QQ(t), ∆QP(t), ∆PP(t). They can be computed as in Chap. 3
and in App. B. One starts from the Heisenberg equations of motion
˙ˆQ =+ h˜(2)QP(t) Qˆ+ h˜
(2)
PP(t) Pˆ,
˙ˆP =− h˜(2)QQ(t) Qˆ− h˜
(2)
QP(t) Pˆ.
(6.28)
Denoting the solution (
Qˆ(t)
Pˆ(t)
)
= U(t)
(
Qˆ(0)
Pˆ(0)
)
, (6.29)
and collecting the dynamical correlations
∆QQ(t) ≡ 〈Qˆ2(t)〉,
∆PP(t) ≡ 〈Pˆ2(t)〉,
∆QP(t) ≡ 〈Qˆ(t)Pˆ(t) + Pˆ(t)Qˆ(t)〉
2
,
(6.30)
in the matrix
∆(t) =
(
∆QQ(t) ∆QP(t)
∆QP(t) ∆PP(t)
)
= U(t) ∆
(
t = 0
)
UT (t), (6.31)
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the number of dynamically generated excitations can be expressed as
〈nˆexc(t)〉 = ∆
QQ(t) +∆PP(t) − 1
2
=
1
2
Tr
[
∆(t) −
1
2
]
. (6.32)
Note that det∆(t) ≡ 1/4, which is an exact property of pure Gaussian states [cf.
Eq. (6.14)] preserved by the time-evolution. See App. B for more details.
6.2.2 Slow squeezing after generic quenches
A time-independent system with a single degree of freedom is integrable,
due to the conservation of energy, and hence canonical action-angle variables
(A,ϕ) can be introduced, where the action A is a constant of motion related to
the area enclosed by a trajectory in phase space, and the angle ϕ periodically
sweeps the range [0, 2pi] along the trajectory. In these variables, the (classical
and quantum) evolution of the system is similar to that of a free particle,1{ ˙ˆA = 0
˙ˆϕ = ∂AHˆ ≡ ω(Aˆ),
(6.33)
with the solution {
Aˆ(t) = Aˆ(0)
ϕˆ(t) = ϕˆ(0) +ω
(
Aˆ(0)
)
t.
(6.34)
For a given classical trajectory characterized by a value of the action Acl, the
evolution of quantum fluctuations around it,
δAˆ(t) ≡ Aˆ(t) −Acl,
δϕˆ(t) ≡ ϕˆ(t) −ϕcl(t),
(6.35)
is described by 
δAˆ(t) = δAˆ(0)
δϕˆ(t) = δϕˆ(0) +
[
ω
(
Aˆ(0)
)
−ω
(
Acl
)]
t =
= δϕˆ(0) + ∂Aω
∣∣
Acl
δAˆ(0) t+O
(
t
N
)
.
(6.36)
The error term follows from the fact that the variables (Aˆ, ϕˆ) parameterize the
rescaled collective spin Sˆ/N, and hence their ground state quantum fluctuations
are subextensive, i.e.,
(
δAˆ(0)
)2 ∼ 1/N (cf. Sec. 2.1.2). The time-dependence of
1where the role of the action is played by the momentum
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correlations can then be derived from the above solution,
∆AA(t) ≡〈δAˆ(t)δAˆ(t)〉
=∆AA(0)
∆Aϕ(t) ≡1
2
〈
δAˆ(t)δϕˆ(t) + δϕˆ(t)δAˆ(t)
〉
=∆Aϕ(0) + ∂Aω
∣∣
Acl
∆AA(0) t
∆ϕϕ(t) ≡〈δϕˆ(t)δϕˆ(t)〉
=∆ϕϕ(0) + 2∂Aω
∣∣
Acl
∆Aϕ(0) t
+ ∂Aω
∣∣2
Acl
∆AA(0) t2 +O
(
t2
N
)
.
(6.37)
This t2-growth of quantum fluctuations is analogous to the spreading of wavepack-
ets of free quantum particles. Both (Qˆ, Pˆ) and (δAˆ, δϕˆ) describe quantum fluctu-
ations of the collective spin, hence they must be related via a linear canonical
transformation which depends on the instantaneous classical configuration,
(θ,φ) or (Acl,ϕcl). For a general closed trajectory, the latter varies periodi-
cally in time, with a period Tcl = 2pi/ω(Acl). Thus, the correlations ∆QQ(t),
∆QP(t) and ∆PP(t) are obtained from those in Eq. (6.37) by a time-periodic
linear transformation.
We have proved that the time-dependence of correlations ∆QQ(t), ∆QP(t)
and ∆PP(t) generically shows a t2-growth after a quench with a periodic modula-
tion superimposed, the periodicity being that Tcl of the underlying classical trajec-
tory. From Eqs. (6.37), we see that corrections to this behavior manifest over the
Ehrenfest time scale TEhr ∼
√
N, which diverges in the thermodynamic limit. We
emphasize that all the quantities above can in principle be computed analytically
for any given fully-connected spin system, due to Liouville-integrability [296].
6.2.3 Fast squeezing at dynamical critical points
A remarkable exception to the behavior described above is represented
by isolated trajectories in phase space known as separatrices, which traverse
unstable fixed points and divide the Bloch sphere into topologically distinct
disconnected regions. These trajectories have a divergent period and are related
to the so-called mean-field dynamical phase transitions [83] discussed in Sec.
2.2.
For quenches to dynamical critical points, the growth of the number of
collective excitations is exponential in time rather than polynomial, due to the
exponential separation of classical trajectories originating from points near a
separatrix. The rate of such an exponential separation is determined by the
positive eigenvalue λ of the linearized flow around the unstable fixed point
(see Fig. 6.3, bottom panel, for an illustration). In fact, exponential growth of
quantum fluctuations is encoded by U(t) ∼ exp(λt) in Eq. (6.29) and hence by
∆(t) ∼ exp(2λt) in Eq. (6.31), which directly leads to SA(t) ∼ λt by Eqs. (6.19)
and (6.18), as claimed. The proof of this is essentially analogous to that presented
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in the previous Section. This effect is similar to that discussed in Ref. [348].
6.2.4 Saturation of entanglement entropy
As remarked above, our approach to the nonequilibrium dynamics is ade-
quate only before the Ehrenfest time scale defined by
〈
nˆexc(t = TEhr)
〉
∼ N. In
fact, in correspondence of TEhr, the quantum fluctuations of the collective spin
become comparable with the magnitude of the collective spin itself, which makes
the description inaccurate and thus sets the limit of validity of semiclassical
analyses [349]. This time scale diverges with the system size in a way which
depends on the nature of the underlying semiclassical trajectories: TEhr ∼
√
N
for generic quenches, and TEhr ∼ logN for quenches to dynamical critical points.
At this time scale, the number of excitations reaches its maximal value, implying
through Eq. (6.20b) a saturation value of SA proportional to the logarithm of the
number of spins in subsystem A,
SA ∼
1
2
logNA . (6.38)
This is actually related to the usual volume-law scaling of entanglement out
of equilibrium. In fact, the stationary states after a quantum quench explore
all the allowed Hilbert space, and their entanglement is upper-bounded by
SA 6 log (dimHA). For generic many-body systems, the dimension of HA is
exponentially large with the volume of the subsystem [e.g. dim(HA) = 2NA
for spins-1/2], causing volume-law scaling. In the collective models under
consideration here, however, the conservation of the collective spin magnitude
|Sˆ|2 reduces the dimension of the allowed Hilbert space to dim(HA) = NA + 1.
Moreover, by conservation of energy, the dimension of the accessible Hilbert
space in the eigenbasis of the Hamiltonian is further reduced to ∼
√
NA, as an
initial spin-coherent state typically overlaps with a subextensive energy shell
centered around its average energy. This is consistent with Eq. (6.38).
6.3 Spatially-decaying interactions
We are now in a position to understand the effects of having slowly-decaying
interactions on entanglement dynamics. For the sake of definiteness, we consider
periodic d-dimensional cubic lattices ofN = Ld spins governed by a Hamiltonian
of the form
Hˆ = −
1
Nα,N
∑
µ,ν=x,y,z
Jµν
N∑
i 6=j
sˆ
µ
i sˆ
ν
j
||ri − rj||α
−
∑
µ=x,y,z
Jµ
N∑
i
sˆ
µ
i , (6.39)
where the exponent α > 0 characterizes the algebraic decay of spin-spin interac-
tions. The distance ||ri − rj|| between two sites on the periodic lattice is taken
6.3. Spatially-decaying interactions 113
as
||ri − rj|| =
√√√√ d∑
µ=1
[
Min(|rµi − r
µ
j |,L− |r
µ
i − r
µ
j |)
]2. (6.40)
As in Chap. 5, a Kac rescaling factor 1/Nα,N with Nα,N =
∑
i 6=j|ri − rj|
−α/N
replaces the 1/Np−1 factor in Eq. (6.1) for p = 2-body interactions, ensuring the
extensivity of the Hamiltonian for α 6 d and fixing an α-independent energy
scale [324]. The fully-connected limit is recovered by letting α→ 0.
For α > 0, the full permutational symmetry of the infinite-range Hamiltonian
(2.13) is broken and all the noncollective (i.e., finite-wavelength) spin modes
participate in the dynamics. These excitations now allow the system to explore
the full Hilbert space beyond the Dicke manifold, i.e., “inside the Bloch sphere”,
and the system may be expected to thermalize by accumulating extensive entan-
glement entropy [147]. However, we show that there exists a long prethermal
temporal regime in which these quasiparticle excitations are suppressed, so
that collective quantum fluctuations represent the dominant contribution to
entanglement entropy growth.
The two-boson approach to entanglement dynamics described above was
strictly based on the conservation of the collective spin magnitude. In this case,
we need to resort to the nonequilibrium spin-wave theory presented in Chap. 3.
The resulting rotating frame Hamiltonian reads
H˜(t) = H˜0(t) −
∑
k 6=0
f˜α,k
[
Jqq(θ,φ)
q˜kq˜−k
2
+ Jpp(θ,φ)
p˜kp˜−k
2
+ Jqp(θ,φ)
q˜kp˜−k + p˜kq˜−k
2
]
+O
(
1√
N
)
, (6.41)
where J’s are coefficients depending on the angles θ(t) and φ(t) and, as in Eq.
(5.4)
fα,k =
1
Nα,N
N∑
j( 6=i)
e−ik·(rj−ri)
|rj − ri|α
. (6.42)
In Eq. (6.41) we have defined the collective-mode Hamiltonian
H˜0(t) = NEcl(θ,φ) −
[
Jqq(θ,φ)
Qˆ2
2
+ Jpp(θ,φ)
Pˆ2
2
+ Jqp(θ,φ)
QˆPˆ+ PˆQˆ
2
]
+ h˜
(2)
sw
∑
k
nˆk +O
(
1√
N
)
, (6.43)
which accounts for the α-independent infinite-range part fα,0 δk,0 ≡ δk,0 of the in-
teraction fα,k. In other words, H˜0(t) describes the dynamics of the collective spin
fluctuations, parameterized by Qˆ ≡ q˜0 and Pˆ ≡ p˜0, but conserves the bosonic
occupation numbers of all the other spin-wave modes at finite wavelength,
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nˆk 6=0 ≡ (q˜kq˜−k + p˜kp˜−k − 1)/2 as[
nˆk, H˜0
]
= 0 for all k 6= 0 (6.44)
(note that this is rigorously true to all orders in the Holstein-Primakoff expan-
sion). Just as in previous Chapters, in the above equations, it is assumed that
the evolution of the angles θ(t) and φ(t) is fixed in such a way that linear
terms in the collective quantum fluctuations Q ≡ q˜0 and P ≡ p˜0 vanish, which
is equivalent to the self-consistency requirement 〈SˆX(t)〉 ≡ 〈SˆY(t)〉 ≡ 0. In the
present case with α > 0, the dynamical generation of spin waves can modify
the classical trajectory of the collective spin (6.48), due to the feedback from
quantum fluctuations.
In view of the above discussion, the corrections due to weak spatial decay
of interactions α > 0 to entanglement dynamics associated with collective spin
excitations, discussed in Sec. 6.2 above, are encoded in the analytic structure of
the couplings fα,k. These couplings are vanishing in the infinite-range model
with α = 0. For 0 < α 6 d these couplings are suppressed in the thermodynamic
limit N→∞: in App. F, we rigorously derive the following bounds
∣∣fα,k 6=0∣∣ 6

const × 1
(|k|L)
d+1
2
for α 6 d− 1
2
,
const × 1
(|k|L)d−α
for
d− 1
2
< α < d,
const ×
∣∣ log|k|+ F˜(|k|)∣∣
logL
for α = d.
(6.45)
By virtue of these bounds, there exists a long time scale, during which the
dynamical excitation of spin waves with finite wavelengths is suppressed. A
simple lower bound is given by the inverse coupling, i.e., Tsw ∼ Nβ/d, with
β ≡Min
(
d−α, (d+ 1)/2
)
.
6.4 Numerical results for long-range quantum Ising chains
In this Section, we test our analytical understanding of entanglement dynam-
ics in paradigmatic one-dimensional long-range quantum Ising chains. Here we
conform with the notation of the original paper, Ref. [4]. The Hamiltonian reads
Hˆ = −
J
2Nα,N
N∑
i 6=j
σˆxi σˆ
x
j
|i− j|α
− h
N∑
i
σˆzi , (6.46)
where i, j = 1, . . . ,N, σˆx,zi are Pauli matrices, h is a global transverse magnetic
field, Nα,N is the Kacˇ rescaling factor introduced above, and periodic boundary
conditions are assumed.
The entanglement entropy contribution due to collective spin squeezing is
α-independent as long as neglecting the feedback of quantum fluctuations on the
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evolution of the collective spin is justified. As discussed in the previous Section,
for α < d the dynamically generated density of spin waves is suppressed in
the thermodynamic limit, which results in a negligible feedback on the mean-
field dynamics. (We could anyhow take it into account.) The spin-squeezing
contribution to entanglement entropy is expressed by Eq. (6.19) and is computed
explicitly as follows. The expansion (6.26) of the Hamiltonian (6.46) under
consideration in the rotating frame, via Eqs. (6.25) and (6.27), reads
E˜cl = −h cos θ−
1
2
cos θφ˙−
J
2
sin2 θ cos2φ , (6.47a)
h˜
(1)
Q = h sin θ+
1
2
sin θ φ˙− J cos θ sin θ cos2φ , (6.47b)
h˜
(1)
P = −
1
2
θ˙+ J sin θ sinφ cosφ , (6.47c)
h˜
(2)
QQ = J sin
2 θ cos2φ , (6.47d)
h˜
(2)
PP = J cos 2φ , (6.47e)
h˜
(2)
QP = J cos θ sinφ cosφ , (6.47f)
h˜
(2)
sw = J cos2φ . (6.47g)
By setting to zero the linear terms h˜(1), the classical equations of motion [294]
are obtained {
θ˙ = 2J sin θ cosφ sinφ ,
φ˙ = −2h+ 2J cos θ cos2φ ,
(6.48)
while the dynamical correlations of collective spin fluctuations in Eq. (6.30)
evolve according to
∆˙QQ = 4J cos θ sinφ cosφ∆QQ + 4J cos 2φ∆QP,
∆˙PP = −4J cos θ sinφ cosφ∆PP − 4J cos2φ sin2 θ∆QP,
∆˙QP = −2J cos2φ sin2 θ∆QQ + 2J cos 2φ∆PP,
(6.49)
with θ = θ(t) and φ = φ(t) determined by Eq. (6.48). Equations (6.49) are a set
of linear time-dependent differential equations and their numerical integration
with the appropriate initial conditions [given by Eq. (6.14) for a general quench],
determines the time-evolution of the number of collective excitations 〈nˆexc(t)〉
in Eq. (6.32) after a quantum quench.
We first focus here on quenches from a ferromagnetic initial state |ψ0〉 =
|→→ · · · → 〉, i.e., quenches in the transverse field from h0 = 0 to hf. This
corresponds to the initial conditions θ0 = pi/2, φ0 = 0, ∆QP(t = 0) = 0 and
∆QQ(t = 0) = ∆PP(t = 0) = 1/2 in Eqs. (6.48), (6.49). In the infinite-range limit
α → 0, our approach is exact in the thermodynamic limit and the finite-size
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exact diagonalization (ED) results are perfectly reproduced by our analytical
calculation up to saturation at the Ehrenfest time TEhr ∼
√
N. Figures 6.1
(bottom) and 6.4(a),(b) show this for the quenches h0 = 0→ hf = 2J, hf = 0.2J
and hf = 0.5J, i.e., above, below and at the critical dynamical point hc = J/2
respectively. For quenches above and below hc, one sees that entanglement
entropy increases logarithmically SA ∼ log t before TEhr ∼
√
N, in agreement
with the theory presented in this Chapter. For the critical quench, due to the
exponential growth of the collective spin excitations, it increases linearly in time
as SA ∼ λhct before TEhr ∼ logN. For this Hamiltonian, the eigenvalue of the
instability matrix of the unstable fixed point θ = 0 is
λhc = 2
√
hc(J− hc). (6.50)
The first and third quench qualitatively correspond the blue (a) and red (b) lines
in the illustrative figure 6.3.
At finite N, the entanglement entropy is bounded and thus always saturates
to a finite value, as in Eq. (6.38). The saturation value scales as log
√
N, as
shown in the inset of Fig. 6.5. In Fig. 6.7, we compare the time-dependent
spin-squeezing-induced entanglement entropy with the exact numerical results
at fixed size N for various bipartitions fA. The agreement is excellent until
saturation to ∼ 1/2 logNA at time TEhr, see the inset.
Let us now discuss the opposite case of a quantum quench from a paramag-
netic initial state, i.e., the ground state of Hamiltonian with h0 =∞
|φ0〉 = |↑ ↑ . . . ↑ 〉 , (6.51)
which corresponds to the initial conditions θ0 = 0, ∆QP(t = 0) = 0 and ∆QQ(t =
0) = ∆PP(t = 0) = 1/2 in Eqs. (6.48), (6.49) (due to the singularity of spherical
coordinates, the value of φ0 is immaterial in this case). For hf < J, the initial
state lies on top of the unstable trajectory at θ = 0, hence the collective quantum
fluctuations grow exponentially in time. The theory then predicts a linear
increase SA ∼ λhft of entanglement before TEhr, with λhf given in Eq. (6.50),
see Fig. 6.8 (left). Conversely, for hf > J, the quantum fluctuations of the initial
state undergo oscillations with period Tcl, which leads to a periodic dynamics
of entanglement entropy as in Fig. 6.8 (right), with a simple semiclassical
interpretation in terms of periodic squeezing of the collective spin.
For spatially-decaying interactions with 0 < α < 1, we numerically compute
entanglement dynamics employing the MPS-TDVP technique [350, 351]. The
accuracy of this technique is controlled over the whole relevant time window of
the simulations by monitoring the convergence with respect to increasing the
MPS bond dimension. We consider open boundary conditions and approximate
the long-range matrix-product-operator (MPO) with a sum of exponentials, as
detailed in Ref. [352], with a relative tolerance of 10−11. Then, for fixed system
size, we increase the MPS bond dimension D up to convergence, as shown in
Fig. 6.9. We emphasize that convergence of entanglement entropy provides us
with rigorous control on the validity of the results, contrary to the convergence
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Figure 3. Logarithmic growth in time of the half-system
entanglement entropy SN/2 after a quantum quench above
(top) and below (bottom) the dynamical critical point. We
compare our general formula (34) with the exact numerical
computation for increasing system sizes N = 50 ÷ 800. The
exact diagonalization results follow the logarithmic growth
up to tEhr s
p
N , where they saturate to SN/2 s logN . The
inset shows the same data with SN/2 rescaled by logN and
time by
p
N .
ations in Eq. (30) evolve according to8><>:
G˙QQ = 4J cos ✓ sin  cos GQQ + 4J cos 2 GQP
G˙PP =  4J cos ✓ sin  cos GPP   4J cos2   sin2 ✓GQP
G˙QP =  2J cos2   sin2 ✓GQQ + 2J cos 2 GPP .
(49)
with ✓ = ✓(t) and   =  (t) determined by Eq. (48).
These equations are exact in the limit N !1, while
finite-size correction occur over the Ehrenfest time scale
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Figure 3. Linear growth in time of the half-system entan-
glement entropy SN/2 at the dynamical critical point. We
compare our general formula (34) with the exact numerical
computation for increasing system sizes N = 50÷ 400. Before
the Ehrenfest time tEhr s logN , numerical data for SN/2 are
accurately reproduced by the analytical result (34) marked by
the dotted line with a slope  hc = J . This linear regime is
followed by saturation to a value s logN .
trajectory. For generic quenches tEhr s
p
N , while at
the DPT, corresponding to the separatrix in the classical
phase space, it acquires a logarithmic dependence tEhr s
logN . Equations (49) are a set of linear time-dependent
diﬀerential equations and their numerical integration with
the appropriate initial conditions [given by Eq. (24) for
a general quench], determines the time-evolution of the
number of collective excitations hnˆexc(t)i in Eq. (32) after
a quantum quench.
In Figs. 2, 3 we compare the predictions of our general
formula (34) with the results of exact numerical compu-
tations at finite N , obtained following the decomposition
in Ref. 96. For the sake of definiteness, we consider as
initial state one of the two ground states of the LMG
Hamiltonian (46) for h0 = 0 , e.g.
| 0i = |!! · · ·!i . (50)
It corresponds to the initial conditions ✓0 = ⇡/2,  0 = 0,
GQP (t = 0) = 0 and GQQ(t = 0) = GPP (t = 0) = 1/2 in
Eqs. (48), (49). The initial state | 0i is then evolved via
the Hamiltonian (46) with h = hf above, below and at
the critical dynamical point hc = J/2. As the plots illus-
trate, in all cases the finite-size numerical result quickly
converges onto the analytical result based on our gen-
eral formula for t  tEhr. For quenches above and below
hc, the entanglement entropy increases logarithmically
SA s log t before tEhr s
p
N , see Fig. 2. In turn, at the
dynamical critical point, due to the exponential growth
of the collective excitations, it increases linearly in time
as SA s  hct before tEhr s logN , see Fig. 3. For this
Hamiltonian, the eigenvalue of the instability matrix of
the unstable fixed point ✓ = 0 is  hc = 2
p
hc(J   hc).
At finite N , the entanglement entropy is bounded and
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trat , in all cases the finite-size numerical result quickly
converges onto the analytical result based on our gen-
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hc, the entanglement entropy increases logarithmically
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Figure 4. Entanglement entropy dynamics SNA(t) after a
quench dynamics from h0 = 0 to hf = 2J , for various bipar-
titions with fractions of spins fA = NA/N = 0.05 ÷ 0.4 and
fixed size N = 200. Analytical results from Eq. (34) (full
lines) are compared with exact numerical results (dots). In
the inset, SNA   1/2 log fAfB is plotted as a function of the
rescaled time t/
p
N , in order to highlight the validity of the
expansion in Eq. (36).
At finite N , the entanglement entropy is bounded and
thus always saturates to a finite value, as in Eq. (45).
For NA = N/2 this corresponds to log
p
N , as shown in
the inset of Fig. 2. Conversely, in Fig. 4, we plot the
entanglement entropy dynamics for various fractions of
spins fA and we compare it with the exact results at fixed
N . The latter reproduces the former up to tEhr, when it
saturates to s 1/2 logNA.
We emphasize that all the phenomenology exemplified
in Figs. 2, 3 and 4, as well as the quality of the agreement
between the exact numerics and our analytical results
do not depend at all on the specific choice of the LMG
Hamiltonian (46), nor on the specific choice of pre- and
post-quench parameters.
VI. SPATIALLY-DECAYING INTERACTIONS
In this Section, we generalize the previous statements
concerning entanglement entropy growth to spin systems
with slowly-decaying interactions. For the sake of def-
initeness, we focus on long-range transverse field Ising
models in d-dimensional lattices with ferromagnetic cou-
plings that decay algebraically with the distance with an
exponent ↵, described by the Hamiltonian
Hˆ =   JN↵,N
X
i 6=j
sˆxi sˆ
x
j
|ri   rj |↵   h
X
i
sˆzi , (51)
where i, j = 1, . . . , N = Ld label quantum spins of magni-
tude s = 1/2 whose position on the d-dimensional lattice
is denoted ri,j , lattice spacing is taken to be unity, and pe-
riodic boundary conditions are assumed for simplicity.98
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GQP (t = 0) = 0 and GQQ(t = 0) = GPP (t = 0) = 1/2 in
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hc, the entanglement entropy increases logarithmically
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up to tEhr s
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N , where they saturate to SN/2 s logN . The
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time by
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It c rresponds to the initial conditions ✓0 = ⇡/2,  0 = 0,
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Eqs. (48), (49). The initial state | 0i is then evolved via
the Hamiltonian (46) with h = hf above, below and at
h ritical dynamical point hc = J/2. As the plots illus-
trate, in all cases the finite-size numerical result quickly
converges onto the analytical result based on our gen-
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Eqs. (48), (49). The ini ial state | 0i is then evolve via
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Figure 4. Entanglement entropy dynamics SNA(t) after a
quench dynamics from h0 = 0 to hf = 2J , for various bipar-
titions with fractions of spins fA = NA/N = 0.05 ÷ 0.4 and
fixed size N = 200. Analytical results from Eq. (34) (full
lines) are co pared with exact numerical results (dots). In
the inset, SNA   1/2 log fAfB is plotted as a function of the
rescaled ime t/
p
N , in order to highlight the v li ity of the
expansion in Eq. (36).
At finite , the entanglement entropy is bounded and
thus always saturates to a finite value, as in Eq. (45).
For NA = N/2 this corresponds to log
p
N , as shown in
the inset of Fig. 2. Conversely, in Fig. 4, we plot the
entanglement entropy dynamics for various fractions of
spins fA and we compare it with the exact results at fixed
N . The latter reproduces the former up t tE r, when it
satura es to s 1/2 logNA.
We emphasize that all phenomenology exemplified
in Figs. 2, 3 and 4, as well as the quality of the agreement
b tween the exact numerics and our analytical results
do not epend at all on the specific choice of the LMG
Hamiltonian (46), nor on the specific choice of pre- and
post-quench param ters.
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Hˆ =   JN↵,N
i 6=j
sˆxi sˆ
x
j
|ri   rj |↵   h i
sˆzi , (51)
where i, j = 1, . , N = Ld label quantum spins of magni-
tude s = 1/2 whose position on the d-dimensional lat ice
is denoted ri,j , lat ice spacing is taken to be unity, and pe-
riodic boundary conditions are as umed for simplicity.98
Figure 4. Linear growth in time of the h lf-sy tem entan-
glement entropy SN/2 at the dynamical critical point. We
compare our gen ral formula (34) with the exact numerical
computation for increasing system sizes N = 50÷ 40 . Before
the Ehrenfest time tEhr s logN , numerical data for SN/2 are
accurately reproduced by the an lytical result (34) marked by
the dotted li with a slope  hc = J . This linear r gime is
f ll wed by satu ation to a value logN .
tEhr, which dep nds on t e ature of the semiclassical
trajectory. For gen r c quenches tEhr s
p
N , while at
the DPT, correspond ng to the separ trix in the lassical
phase space, i acquires logari hmic dep ndenc tEhr s
logN . Equations (49) are a set of linear t m -dep nden
diﬀ rential equations and their numerical integration with
t e ap opriate initial conditions [given by Eq. (24) for
a en r l q ench], det rmines th time- volutio of the
numbe of collective exci a hnˆexc(t)i in Eq. (32) after
a quantum qu nch.
In Figs. , 4 co pare pred ct o s f ur g n ral
for ula (34) with the results of exact numeri l compu-
ta ions at finite N , obt ined foll w ng the decomposition
in Ref. 100. F r the sake of definiten s, we consider as
initial sta e one of the two ground sta es of the LMG
Hamiltonian (46) for h0 = 0 , e.g.
| 0i = |! · · · !i . (50)
It corresponds to the initial conditions ✓0 = ⇡/2,  0 = 0,
GQP (t = 0) = 0 and GQQ(t = 0) = GPP (t = 0) = 1/2 in
Eqs. (48), (49). T i itial state | 0i is then evolved via
the Hamiltonia (46) with h = hf above, below and at
the crit cal dynamical poin hc = J/2. As the plots illus-
rate, in all c ses the fi ite-size numerical result q ickly
converges onto analytical result based on our gen-
eral formula for t  tEhr. For q hes above and below
hc, the e angl ment entropy increases logarithmically
SA s log t before tEhr s
p
N , see Fig. 3. I turn, at the
dynamic l critical point, due to the exponential growth
of the collective excitations, it increases linearly in time
as SA s  hct before tEhr s logN , see Fig. 4. For this
Hamiltonian, the eigenvalue of the instability matrix of
the u stable fixed poi t ✓ = 0 is  hc = 2
p
hc(J   hc).
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Figure 3. Logarithmic growth in time of the half-system
entanglement entropy SN/2 after a quantum quench above
(top) and below (bottom) the dynamical critical point. We
compare our general formula (34) with the exact numerical
computation for increasing system sizes N = 50 ÷ 800. The
exact diagonalization results follow the logarithmic growth
up to tEhr s
p
N , where they satur te to SN/2 s logN . The
inset shows the same data with SN/2 rescaled by logN and
time by
p
N .
ations in Eq. (30) evolve according to8><>:
G˙QQ = 4J cos ✓ sin  cos GQQ + 4J cos 2 GQP
G˙PP =  4J cos ✓ sin  cos GPP   4J cos2   sin2 ✓GQP
G˙QP =  2J cos2   sin2 ✓GQQ + 2J cos 2 GPP .
(49)
with ✓ = ✓(t) and   =  (t) determined by Eq. (48).
These equations are exact in the limit N !1, while
finite-size correction occur over the Ehrenfest time scale
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Figure 3. Linear growth in time of the half-system entan-
glement entropy SN/2 at the dynamical critical point. We
compare our general formula (34) with the exact numerical
comput tion for increas ng system siz s N = 50÷ 400. Before
the Ehrenfest time tEhr s logN , numerical data for SN/2 are
accurately reproduced by the analytical result (34) marked by
the dotted line with a slope  hc = J . This linear regime is
followed by saturation to a value s logN .
trajectory. For generi quenches tEhr s
p
N , while at
the DPT, c rresponding to the separatrix in the classical
phase space, it acquires a log rithmic dependence tEhr s
logN . Equations (49) are a set of linear time-dependent
d ﬀer ntial equations and heir numerical integration with
the appropriate initial conditions [given by Eq. (24) for
a general quench], determines the time-evolution of the
number of collective excitations hnˆexc(t)i in Eq. (32) after
a quantum quench.
In Figs. 2, 3 we ompare the predictions of our general
formula (34) wi h r sul s of xac numerical compu-
tations at fi it N , obtained followi g the decomposition
in Ref. 6. Fo he sak of defi iten ss, we co sider as
initial state one of the two grou d states of the LMG
Hamiltonian (46) for h0 = 0 , e.g.
| 0i = |!! · · ·!i . (50)
It corresponds to initial conditions ✓0 = ⇡/2,  0 = 0,
GQP (t = 0) = 0 and GQQ(t = 0) = GPP (t = 0) = 1/2 in
Eqs. (48), (49). The initial state | 0i is then evolved via
the Hamiltonian (46) with h = hf above, below and at
the critical dynamical point hc = J/2. As the plots illus-
trate, in all cases the finite-size numerical result quickly
converges onto the analytical result based on our gen-
eral formula for t  tEhr. For quenches above and below
hc, the entanglement entropy increases logarithmically
SA s log t before tEhr
p
N , see Fig. 2. In turn, at the
dynamical critical point, due to the xponential growth
of the collective excitations, it increas s linearly i time
as SA  hct before tEhr s logN , see Fig. 3. For this
Hamiltonian, the eigenvalue of the instability matrix of
the unstable fixed point ✓ = 0 is  hc = 2
p
hc(J   hc).
At finite N , the entanglement entropy is bounded and
9
0
0.5
1
1.5
2
2.5
3
3.5
4
0 2 4 6 8 10 12 14 16 18 20
S
N
/
2
(t
)
J t
hf = 0.5J
N = 50
N = 1 0
N = 2 0
N = 4 0
Analytical
Figure 3. Linear growth in time of the half-system entan-
glement entropy SN/2 at the dynamical critical point. We
compare our general formula (34) w th the exact numerical
comput tion f r increasing system sizes N = 50÷ 4 0. Before
the Ehrenfest time tEhr s logN , numerical data for SN/2 are
a curately reproduced by the analytical result (34) marked by
the do ted line with a slope  hc = J . This linear regime is
followed by saturation to a value s logN .
tEhr, hic depends on the nature of the s miclass cal
trajectory. For g ner c quenches tEhr s
p
N , while at
the DPT, corresponding t the separatrix in th classical
phase space, it acquires logarithmic depen ence tEhr s
logN . Equations (49) re a set f linear ti -dependent
diﬀerential equations and the r umerical integration with
th appropriate initial conditions [given by Eq. (24) for
a general qu nch], determines the time-evolution of the
number of collective excitation hnˆexc(t)i in Eq. (32) after
a qua tum quenc .
In Figs. 2, 3 we compare the predictions of our general
f rmul (34) with the results of xac n merical compu-
tations at finite N , obtained followi g the dec mposition
in Ref. 96. For the sake f definiteness, we consider as
init al st te one f the two ground states of the LMG
Hamiltonian (46) for h0 = 0 , e.g.
| 0i = |!! · · ·!i . (50)
It corresponds to t e initial conditions ✓0 ⇡/2,  0 = 0,
GQP (t = 0) = 0 and GQQ(t = 0) = GPP (t = 0) = 1/2 in
Eqs. (48), (49). The ini ial state | 0i is then evolve via
the Hamiltoni n (46) with h hf above, below and a
the critical dynamical point hc = J/2. As the plots illus-
trat , in all cases the finite-size numerical result quickly
converges onto the analytical result based on our gen-
eral formula for t  tEhr. For quench above and below
hc, the entanglement entropy increases logarithmically
SA s log t b fore Ehr
p
N , see Fig. 2. I tur , at e
dynamical critical point, due to the xponential growth
of the collectiv exci ations, it increases linearly in time
as SA s  hct befor tEhr s logN , see Fig. 3. For this
Hamiltonian, the eige value of the instability matrix f
the unstable fix d point ✓ = 0 is  hc = 2
p
hc(J   hc).
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Figure 4. Entanglement entropy dynamics SNA(t) after a
quench dynamics from h0 = 0 to hf = 2J , for various bipar-
titions with fractions of spins fA = N /N = 0.05 ÷ 0.4 and
fixed size N = 200. Analytical results fro Eq. (34) (full
lines) are compared with exact numerical results (dots). In
the inset, SNA   1/2 log fAfB is plotted as a function of the
rescaled time t/
p
N , in order to highlight the validity of the
expansion in Eq. (36).
At finite N , the entanglement entropy is bounded and
thus always saturates to a finite value, as in Eq. (45).
For NA = N/2 this corresponds to log
p
N , as shown in
the inset of Fig. 2. Conversely, in Fig. 4, we plot the
enta gl ment entropy dyna ics for various fractions of
spins fA and we compare it with the exact results at fixed
N . The latter reproduces the former up to tEhr, when it
saturates to s 1/2 logNA.
We e phasize that all he phenomenology exemplified
Figs. 2, 3 and 4, as well as the quality of the agreement
between e exact numerics and our analytical results
do not depend at all on the sp cific choic of the LMG
Hamiltonian (46), nor on the specific choice of pre- and
post-quench parameters.
VI. SPATIALLY-DECAYING INTERACTIONS
In this Section, we generalize the previous statements
concerning entanglement ntropy growth to spin systems
w th slowly-decaying interactions. For the sake of def-
i iteness, w focus on long-range transverse field Ising
models in d-dimensional lattices with ferromagnetic cou-
plings that decay algebraically with the distance with an
exponent ↵, described by the Hamiltonian
Hˆ =   JN↵,N
X
i 6=j
sˆxi sˆ
x
j
|ri   j |↵   h
X
i
sˆzi , (51)
here i, j = 1, . . . , N = Ld label quantum spins of magni-
tude s = 1/2 whose position on the d-dimensional lattice
s denoted ri,j , l ttic spacing is taken to be u ity, and pe-
riodic boundary conditions are assumed for simplicity.98
Figure 4. Entanglement entropy dynamics SNA(t) after a
quench dynamics from h0 = 0 to hf = 2J , for various bipar-
titions with fractions of spins fA = NA/N = 0.05 ÷ 0.4 and
fixed size N = 20 . Analy ical results from Eq. (34) (full
lines) are compared with exact numerical results (dots). In
the inset, SNA   1/2 log fAfB is plot ed as a function of the
rescaled time t/
p
N , in order to highlight the validity of the
expansion in Eq. (36).
thus always saturates to a finite value, as in Eq. (45).
For NA = N/2 this corresponds to log
p
N , as shown in
the inset of Fig. 2. Conversely, in Fig. 4, we plot the
entanglement entropy dynamics for various fractions of
spins fA nd we compare it with the exact r sults at fixed
N . The latter reproduces the former up to tEhr, when it
saturates to s 1/2 logNA.
We emphasize that all the phenomenology exemplified
in Figs. 2, 3 and 4, as well as the quality of the agreement
between e exact numerics and our analytical results
do not depend at all on the spec fic choic of the LMG
Hamil onian (46), nor on the specific choice of pre- and
post-quenc parameters.
VI. SPATIALLY-DECAYING INTERACTIONS
In this Section, we generalize the previous stat ments
concerning entangle ent entropy growth to spin systems
with slowly-decayi g interactions. For the sake of def-
initeness, we focus on long-range transverse fi ld Ising
models in d-dim nsional lattices with ferromagnetic cou-
plings that decay algebraically with the distance with an
exponent ↵, described by the Hamiltonian
Hˆ =   JN↵,N
i 6=j
sˆxi sˆ
x
j
|ri   rj |↵   h i
sˆzi , (51)
where i, j = 1, . , N = Ld abel quantum spins f magni-
tude s = 1/2 whose position on the d-dimensional lat ice
is de oted ri,j , lat ice spacing is taken to be unity, and pe-
riodic boundary conditions are as umed for simplicity.98
Figure 4. Linear growth in time of the half-sy tem entan-
glement entropy SN/2 at the dynamical critical point. We
compare our gen ral formula (34) with the exact numerical
comput tion for increasi g system sizes N = 50÷ 40 . Before
the Ehrenfest time tEhr s logN , numerical data for SN/2 are
accurately reproduced by the an lytical result (34) marked by
the dotted line with a slope  hc = J . This linear regime is
foll wed by saturation to a value s logN .
tEhr, which dep nds on the ature of th s mic assical
trajectory. For gen r c quenches tEhr s
p
N , while at
the DPT, correspond ng to the separ trix in the lassical
phase space, i acquires logari hmic dep ndenc tEhr s
logN . Equati ns (49) are a set f li e r t -dep nden
diﬀ rential equatio s and their numerical integration with
the app opriate initial conditions [given by Eq. (24) for
a gen ral quench], det rmines the time-evolution of the
number of collectiv excita ions hnˆexc(t)i in Eq. (32) after
a quantum quench.
In Figs. , 4 e compare the pred ct o s of ur gen ral
fo m l (34) with th esults of xact numeri al compu-
ta ions at finite N , obt i ed foll w ng the decomposition
in Ref. 100. F r the sake of definiten s, we consider as
initial sta e one of the two ground sta es of the LMG
Hamiltonian (46) for h0 = 0 , e.g.
| 0i = |! · · · !i . (50)
It corresponds to t initial c ditions ✓0 = ⇡/2,  0 = 0,
GQP (t = 0) = 0 and GQQ(t = 0) = GPP (t = 0) = 1/2 in
Eqs. (48), (49). The initial stat | 0i is then evolved via
the Hamiltonia (46) with h = hf above, below and at
the critical dynamical point hc = J/2. As the plots illus-
trate, in all cases the finite-size numerical result q ickly
converges onto the analytical result based on our gen-
eral formula for t  tEhr. For que ches above and below
hc, the entanglement entr py increases logarithmically
SA s log before tEhr s
p
N , see Fig. 3. I turn, at the
dynamical critical point, due to the xponenti l growth
of the collec iv exci ations, it increase lin arly in time
as SA s   ct b fore Ehr s logN , see Fig. 4. For this
Hamiltonian, the eigenvalue of the instability matrix of
the u stable fixed poi t ✓ = 0 is  hc = 2
p
hc(J   hc).
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Figure 3. Logarithmic growth in time of the half-system
entanglement entropy SN/2 after a quantum quench above
(top) and below (bottom) the dynamical critical point. We
compare our general formula (34) with the exact numerical
computation for increasing system sizes N = 50 ÷ 800. The
exact diago alization results follow the logarithmic growth
up to tEhr s
p
N , where they satur te to SN/2 s logN . The
inset shows the same data with SN/2 rescaled by logN and
time by
p
N .
ations in Eq. (30) evolve according to8><>:
G˙QQ = 4J cos ✓ sin  cos GQQ + 4J cos 2 GQP
G˙PP =  4J cos ✓ sin  cos GPP   4J cos2   sin2 ✓GQP
G˙QP =  2J cos2   sin2 ✓GQQ + 2J cos 2 GPP .
(49)
with ✓ = ✓(t) and   =  (t) determined by Eq. (48).
These equations are exact in the limit N !1, while
finite-size correction occur over the Ehrenfest time scale
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Figure 3. Linear growth in time of the half-system entan-
glement entropy SN/2 at the dynamical critical point. We
compare our general formula (34) with the exact numerical
computation for increasing system sizes N = 50÷ 400. Before
the Ehrenfest time tEhr s logN , numerical data for SN/2 re
accurately reproduced by the analytical result (34) marked by
the dotted line with a slope  hc = J . T is linear regime is
f llowed by saturatio to a value s log .
trajectory. For generic quen hes tEhr
p
N , whil at
the DPT, corresponding to the separatrix in the classical
phase space, it acquires a logarithmic dependence tEhr s
logN . Equations (49) are a set of linear time-dependent
diﬀerential equations and their numerical integration with
the appropriate initial conditions [given by Eq. (24) for
a general quench], determines the ti e-evolution of the
number of collective excitations hnˆexc(t)i in Eq. (32) after
a quantum quench.
In Figs. 2, 3 we compare the predictions of our general
formula (34) with the results of exact umerical compu-
tations at finite N , btained following th decomposition
in Ref. 96. For the sake f definiteness, we co sider as
initial state one of the two ground states of the LMG
Hamiltonian (46) for h0 = 0 , e.g.
| 0i = |!! · · ·!i . (50)
It correspo ds t the initial conditions ✓0 = ⇡/2,  0 = 0,
GQP (t = 0) = 0 and GQQ(t = 0) = GPP (t = 0) = 1/2 in
Eqs. (48), (49). The initial state | 0i is then evolved via
the Hamiltonian (46) with h = hf above, below and at
the critical dynamical point hc = J/2. As the plots illus-
trate, in all cases he finite-size umerical re ult quickly
converges onto the analytical result based on our gen-
eral formula for t  tEhr. For quenches above and below
hc, the entanglement e tropy increases logarithmically
SA s log t before tEhr s
p
N , s e Fig. 2. In turn, at the
dy amical critical point, due to the exponential growth
of the collec ive excit tions, it increases linearly in time
as SA s  hct before tEhr s logN , see Fig. 3. For this
Hamiltonian, the eigenvalue of the instability matrix of
the unstable fixed point ✓ = is  hc 2
p
hc(J   hc).
At finite N , the entanglement entropy is bounded and
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Figure 3. Linear growth in time of the half-system entan-
glement entropy SN/2 at the dynamical critical point. We
compare our general formula (34) with the exact numerical
computation for increasing system sizes N = 50÷ 4 0. Before
the Ehrenfest time tEhr s logN , numerical data for SN/2 re
a curately e roduced by analytical result (34) marked by
the do ted line with a slope  hc J . T is linear regime is
f llowed by sa urat o to a value log .
tEhr, which depends on the nature of the semiclassical
trajectory. For generic quenches tEhr s
p
N , while at
the DPT, corresponding t the separatrix in the classical
phase space, it acquires a logarithmic dependence tEhr s
logN . Equations (49) are a set of linear time-dependent
diﬀerential equations and the r umerical integration with
th appropriate initial conditions [given by Eq. (24) for
a general qu nch], determines the time-evolution of the
number of collective excitations hnˆexc(t)i in Eq. (32) after
a quantum quench.
In Figs. 2, 3 we c mpare the pred ctions of our general
formul (3 ) with the results of xac um rical compu-
tations at finite N , obtained followi g the decomposition
in Ref. 96. For the sake f defi iteness, we consider as
init al st te one f the two ground states of the LMG
Hamiltonian (46) for h0 = 0 , e.g.
| 0i = |!! · · ·!i . (50)
It correspo ds to the initial conditions ✓0 ⇡/2,  0 = 0,
GQP (t = 0) = 0 and GQQ(t = 0) = GPP (t = 0) = 1/2 in
Eqs. (48), (49). The ini ial state | 0i is then evolve via
the Hamiltoni n (46) with h f above, below a d at
the critical dyn mical poin hc = J/2. As e plots illus-
trat , i all cases the finite-size numerical r sult quickly
converge o to the a alytical result based on our gen-
eral f rmul f r t  tEhr. For qu nch above nd below
hc, the entanglement entropy increas s logarithmically
SA s log t b fore tEhr s
p
N , see Fig. 2. I turn, at e
dynamical critical point, due to the xponential growth
of the collectiv exci ations, it increases linearly in time
as SA s  hct befor tEhr s logN , see Fig. 3. For this
Hamiltonian, the eige value of the instability matrix of
the unstable fix d point ✓ = 0 is  hc
p
hc(J   hc).
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Figure 4. Entanglement entropy dynamics SNA(t) after a
quench dynamics from h0 = 0 to hf = 2J , for various bipar-
titions with fractions of spins fA = NA/N = 0.05 ÷ 0.4 and
fixed size N = 200. Analytical results from Eq. (34) (full
lines) are compared wi h exact numerical results (dots). In
the inset, SNA   1/2 log fAfB is plotted as a function of the
rescaled time t/
p
N , in order to highlight the validity of the
expansion in Eq. (36).
At finit , the entanglement entropy is bounded and
thus lways saturates to a finite value, as in Eq. (45).
For NA = N/2 this corresponds to log
p
N , as shown i
the inset of Fig. 2. Conversely, in Fig. 4, we plot the
entanglement entropy dynamics for various fractions of
spins fA an e comp re it with the exact results at fixed
N . The latter reproduces the former up to tEhr, when it
saturates to s 1/2 logNA.
We emphasize that all the phenomenology exemplified
in Figs. 2, 3 and 4, as well as the quality of the agreement
between the exact nume ic and our analytical results
do not depend at ll on the specific ch ice of the LMG
Hamiltonian (46), nor on the specific choice of pre- and
post-quench parameters.
VI. SPATIALLY-DEC YING INTERACTIONS
In this Section, we generalize the previous statements
conc rning entanglement entropy growth to spin systems
with slowly-decaying interactions. For the sake of def-
initeness, we focus on long-range transverse field Ising
models in d-dimensio al lattices with ferromagnetic cou-
plings that decay algebraically wit the distance with an
exponent ↵, described by the Hamiltonian
Hˆ =   JN↵,N
X
i 6=j
sˆxi ˆ
x
j
|ri   rj |↵   h
X
i
sˆzi , (51)
where i, j = 1, . . . , N = Ld label quantum spins of magni-
tude s = 1/2 whose position on the d-dimensional lattice
s denoted ri,j , lattice spaci is taken o be unity, and pe-
riodic boundary conditions are assumed for si plicity.98
Figure 4. Entanglement entropy dynamics SN (t) after a
quench dynamics from h0 = 0 to hf = 2J , for various bipar-
titions with fractions of spins fA = NA/N = 0.05 ÷ 0.4 and
fixed size N = 20 . Analytical results from Eq. (34) (full
lines) are compared with exact numerical results (dots). In
the inset, SNA   1/2 log fAfB is plot ed as a function of the
rescaled time t/
p
N , in order to highlight the validity of the
expansion in Eq. (36).
thus always saturates to a finite val e, as in Eq. (45).
For NA = N/2 this co esponds to log
p
, as shown in
the inset of Fig. 2. Conversely, in Fig. 4, we plot the
n ngleme t entro y dynamics for var ous fractio s of
s ins fA and we compare it with the exact results at fixed
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in Figs. 2, 3 and 4, as well as the quality of the agreement
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do not depend at all on the specific choice of the LMG
Hamiltonian (46), n r on h spe ific choice f pre- and
post-quench parameters.
VI. SPATIALLY-DECAYING INTERACTIONS
In this Sectio , we generalize the previous stat ments
concerning entanglement entropy growth to spin systems
with slowly-decaying interactions. For the sake of def-
initeness, we focus on long-range transverse field Ising
models i d-dimensional lattices with ferromagnetic cou-
plings that decay algebraically with the distance with an
expo ent ↵, des ribed by the Hamiltonian
Hˆ =   JN↵,N
i 6=j
sˆxi sˆ
x
j
|ri   rj |↵   h i
sˆzi , (51)
where i, j = 1, . , N = Ld label quantum spins of magni-
tude s = 1/2 whose position on the d-dimensional lat ice
is de oted ri,j , lat ice spacing is t ken to be unity, and pe-
rio ic boundary conditions re as umed for simplicity.98
Figure 4. Linear growth in time of the half-sy tem entan-
glement entropy SN/2 at the dynamical critical point. We
compare our gen ral formula (34) with the exact numerical
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trajectory. For gen r c quenches tEhr s
p
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the DPT, correspond ng to the separ trix in the lassical
phase space, i acquires logari hmic dep ndenc tEhr s
logN . Equations (49) are a set of linear t m -dep nden
diﬀ rential equatio s and their numerical integration with
the app opriate initial conditions [given by Eq. (24) for
a gen ral quench], det rmines the time-evolution of the
number of collective excita ions hnˆexc(t)i in Eq. (32) after
a quantum quench.
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| 0i = |! · · · !i . (50)
It correspo ds to the initial conditions ✓0 = ⇡/2,  0 = 0,
GQP (t = 0) = 0 and GQQ(t = 0) = GPP (t = 0) = 1/2 in
Eqs. (48), (49). The initial state | 0i is then evolved via
the Hamiltonia (46) with h = hf above, below and at
the critical dynamical point hc = J/2. As the plots illus-
trate, in all cases he finit -size num rical result q ickly
c verges ont t e analytical result based on our gen-
eral formula for t  tEhr. For que ches above and below
hc, the entanglement entropy increases logarithmically
SA s log t before tEhr s
p
N , see Fig. 3. I turn, at the
dynamical critical po nt, due to the exponential growth
of the collective excitations, it increases linearly in time
as SA s  hct before tEhr s logN , see Fig. 4. For this
Hamiltonian, the eigenvalue of the instability matrix of
the u stable fixed poi t ✓ = 0 is  hc 2
p
hc(J   hc).
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Figure 6.4: Theory and numerical results for long-range quantum Ising chains. Quenches in
the transverse field h0 = 0 → hf > 0 are considered, and the evolution of the half-system
entanglement entropy SN/2(t) is shown. Top: Fully-connected li it with α = 0. An lytic l results
(black lines) are compared with ED data for increasing system sizes N = 20÷ 800. (a.) For a
noncritical quench h0 = 0 → hf = 0.2J, the growth of SN/2(t) is logarithmic up to sa uration
around 1/2 logN at tEhr ∼
√
N (b.) For the critical quench hf = hc = J/2, t e growth of SN/2(t) is
linear until tEhr ∼ logN, with a slope λhc = J. Bottom: Deep quench with hf = 2J in long-range
interacting chains with 0 < α 6 1. The contribution due to collective spin squeezing, Eq. (6.19), is
compared with MPS-TDVP data for N = 20÷ 80 converged with bond dimension D = 128, for
α = 0.1 (c.) and α = 0.7 (d). As α increases, small additional entanglement entropy contributions
due to long-wavelength spin waves appear on top of the dominant logarithmic growth.
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is widely known in the literature as the Lipkin-Meshkov-
Glick model92 and it corresponds to the general Hamil-
tonian (6) with one-body terms Jz ⌘ h and two-body
interactions Jxx ⌘ J > 0. Factors are chosen in such a
way as to match the usual conventions on the LMG model
in terms of Pauli matrices.
For large values of the transverse field |h| > J the
system is paramagnetic, with a single equilibrium config-
uration of the spins aligned with the field direction, and
the non-equilibrium dynamics is a precession around it.
A quantum phase transition at h = ±J separates this
phase from a ferromagnetic one, with a pair of ground
states with spin orientation in the x-z plane, symmetric
with respect to flipping the x axis. The out-of-equilibrium
behavior has been widely studied93–95 and, in the case of
a quantum quench, it is characterized by the well-known
phenomenon of dynamical phase transitions (DPT)26.
The non-equilibrium trajectories of the system may have
paramagnetic or ferromagnetic character depending on
the initial state. The two families are distinguished by
the time-averaged magnetization Sx(t) being vanishing
or not, and are separated by a critical trajectory (sepa-
ratrix) with a diverging period, see Fig.figura? for an
illustration.
The ground state entangl ent entropy of the LMG
mo el has been studied in Refs. 84 and 96, where it is
found to be finite away from the quantum critical point
and logarithmically divergent with the system size in
correspondence of it. More recently, its growth in time
after a quench of the transverse field has been numerically
found to be consistent with a logarithmic behavior44,45.
In the following, using the general theory developed in
the previous Sections, we explicitly trace back this slow
dynamics of the entanglement entropy to the growth of
the collective quantum fluctuations.
The non-equilibrium evolution governed by the Hamil-
tonian (46) has been studied with the dynamical approach
of Sec. III B in Refs. 24, 72, and 86. The expansion (19)
of the Hamiltonian in the rotating frame via Eqs. (26)
and (27) in this case reads
eEcl =  h cos ✓   1
2
cos ✓ ˙  J
2
sin2 ✓ cos2   , (47a)
eh(1)Q = h sin ✓ + 12 sin ✓  ˙  J cos ✓ sin ✓ cos2   , (47b)eh(1)P =  12 ✓˙ + J sin ✓ sin  cos  , (47c)
eh(2)QQ = J sin2 ✓ cos2   , (47d)eh(2)PP = J cos 2  , (47e)eh(2)QP = J cos ✓ sin  cos  , (47f)eh(2)sw = J cos2   . (47g)
By setting to zero the linear terms eh(1), the classical
0
1
2
3
4
5
6
0.1 1 10 100
0
0.4
0.8
1.2
0 2 4 6
S
N
/
2
(t
)
J t
hf = 2J
N = 50
N = 100
N = 200
N = 400
N = 800
Analytical
S
/
lo
g
p N
t/
p
N
0
0.5
1
1.5
2
2.5
3
0.1 1 10 100
0.5
1.5
2.5
40 80 120 160 200
S
N
/
2
(t
)
J t
hf = 0.2J
N = 50
N = 100
N = 200
N = 400
Analytical
Figure 2. Logarithmic growth in time of the half-system
entanglement entropy SN/2 after a quantum quench above
(top) and below (bottom) the dynamical critical point. We
compare our general formula (34) with the exact numerical
computation for increasing system sizes N = 50÷ 800. The
exact diagonalization results follow the logarithmic growth
up to tEhr s
p
N , where they saturate to SN/2 s logN . The
inset shows the same data with SN/2 rescaled by logN and
time by
p
N .
equations of motion97 are obtained(
✓˙ = 2J sin ✓ cos  sin 
 ˙ =  2h+ 2J cos ✓ cos2   ,
(48)
while the dynamical correlations of collective spin fluctu-
ations in Eq. (30) evolve according to8><>:
G˙QQ = 4J cos ✓ sin  cos GQQ + 4J cos 2 GQP
G˙PP =  4J cos ✓ sin  cos GPP   4J cos2   sin2 ✓GQP
G˙QP =  2J cos2   sin2 ✓GQQ + 2J cos 2 GPP .
(49)
with ✓ = ✓(t) and   =  (t) determined by Eq. (48).
These equations are exact in the limit N !1, while
finite-size correction occur over the Ehrenfest time scale
8
is widely known in the literature as the Lipkin-Meshkov-
Glick model92 and it corresponds to the general Hamil-
tonian (6) with one-body terms Jz ⌘ h and two-body
interactions Jxx ⌘ J > 0. Factors are chosen in such a
way as to match the usual conventions on the LMG model
in terms of Pauli matrices.
For large values of the transverse field |h| > J the
system is paramagnetic, with a single equilibrium config-
uration of the spins aligned with the field direction, and
the non-equilibrium dynamics is a precession around it.
A quantum phase transition at h = ±J separates this
phase from a ferromagnetic one, with a pair of ground
states with spin orientation in the x-z plane, symmetric
with respect to flipping the x axis. The out-of-equilibrium
behavior has been widely studied93–95 and, in the case of
a quantum quench, it is characterized by the well-known
phenomenon of dynamical phase transitions (DPT)26.
The non-equilibrium trajectories of the system may have
paramagnetic or ferromagnetic character depending on
the initial state. The two families are distinguished by
the time-averaged magnetization Sx(t) being vanishing
or not, and are separated by a critical trajectory (sepa-
ratrix) with a diverging period, see Fig.figura? for an
illustration.
The ground state entanglement entropy of the LMG
model has been studied in Refs. 84 and 96, where it is
found to be finite away from the quantum critical point
nd logarithmically divergent with the system size in
correspondence of it. More recently, its growth in time
after a quench of the transverse field has been numerically
found to be consistent with a logarithmic behavior44,45.
In the following, using the general theory developed in
the previous Sections, we explicitly trace back this slow
dynamics of the entanglement entropy to the growth of
the collective quantum fluctuations.
The non-equilibrium evolution governed by the Hamil-
tonian (46) has been studied with the dynamical approach
of Sec. III B in Refs. 24, 72, and 86. The expansion (19)
of the Hamiltonian in the rotating frame via Eqs. (26)
and (27) in this case reads
eEcl =  h cos ✓   1
2
cos ✓ ˙  J
2
sin2 ✓ cos2   , (47a)
eh(1)Q = h sin ✓ + 12 sin ✓  ˙  J cos ✓ sin ✓ cos2   , (47b)eh(1)P =  12 ✓˙ + J sin ✓ sin  cos  , (47c)
eh(2)QQ = J sin2 ✓ cos2   , (47d)eh(2)PP = J cos 2  , (47e)eh(2)QP = J cos ✓ sin  cos  , (47f)eh(2)sw = J cos2   . (47g)
By setting to zero the linear terms eh(1), the classical
0
1
2
3
4
5
6
0.1 1 10 100
0
0.4
0.8
1.2
0 2 4 6
S
N
/
2
(t
)
J t
hf = 2J
N = 50
= 100
= 200
= 400
= 800
Analytical
S
/
lo
g
p N
t/
p
N
0
0.5
1
1.5
2
2.5
3
0.1 1 10 100
0.5
1.5
2.5
40 80 120 160 200
S
N
/
2
(t
)
J t
hf = 0.2J
N = 50
= 100
= 200
= 400
Analytical
Figure 2. Logarithmic growth in time of the half-system
entanglement entropy SN/2 after a quantum quench above
(top) and below (bottom) the dynamical critical point. We
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Figure 6.5: Logarithmic gr wth in time of the half-system entanglement entropy SN/2 after a
quantum quench above (top) and below (bottom) the dynamical critical point. We compare
our general formula (6.19) with the exact numerical computation for increasing system sizes
N = 50÷ 800. The exact diagonalization results follow the logarithmic growth up to TEhr ∼
√
N,
where they saturate to SN/2 ∼ logN. The inset shows the same data with SN/2 rescaled by logN
and time by
√
N.
6.4. Numerical results for long-range quantum Ising chains 118
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Figure 3. Linear growth in time of the half-system entan-
glement entropy SN/2 at the dynamical critical point. We
compare our general formula (34) with the exact numerical
computation for increasing system sizes N = 50÷ 400. Before
the Ehrenfest time tEhr s logN , numerical data for SN/2 are
accurately reproduced by the analytical result (34) marked by
the dotted line with a slope  hc = J . This linear regime is
followed by saturation to a value s logN .
trajectory. For generic quenches tEhr s
p
N , while at
the DPT, corresponding to the separatrix in the classical
phase space, it acquires a logarithmic dependence tEhr s
logN . Equations (49) are a set of linear time-dependent
diﬀerential equations and their numerical integration with
the appropriate initial conditions [given by Eq. (24) for
a general quench], determines the time-evolution of the
number of collective excitations hnˆexc(t)i in Eq. (32) after
a quantum quench.
In Figs. 2, 3 we compare the predictions of our general
formula (34) with the results of exact numerical compu-
tations at finite N , obtained following the decomposition
in Ref. 96. For the sake of definiteness, we consider as
initial state one of the two ground states of the LMG
Hamiltonian (46) for h0 = 0 , e.g.
| 0i = |!! · · ·!i . (50)
It corresponds to the initial conditions ✓0 = ⇡/2,  0 = 0,
GQP (t = 0) = 0 and GQQ(t = 0) = GPP (t = 0) = 1/2 in
Eqs. (48), (49). The initial state | 0i is then evolved via
the Hamiltonian (46) with h = hf above, below and at
the critical dynamical point hc = J/2. As the plots illus-
trate, in all cases the finite-size numerical result quickly
converges onto the analytical result based on our gen-
eral formula for t  tEhr. For quenches above and below
hc, the entanglement entropy increases logarithmically
SA s log t before tEhr s
p
N , see Fig. 2. In turn, at the
dynamical critical point, due to the exponential growth
of the collective excitations, it increases linearly in time
as SA s  hct before tEhr s logN , see Fig. 3. For this
Hamiltonian, the eigenvalue of the instability matrix of
the unstable fixed point ✓ = 0 is  hc = 2
p
hc(J   hc).
At finite N , the entanglement entropy is bounded and
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Figure 4. Entanglement entropy dynamics SNA(t) after a
quench dynamics from h0 = 0 to hf = 2J , for various bipar-
titions with fractions of spins fA = NA/N = 0.05 ÷ 0.4 and
fixed size N = 200. Analytical results from Eq. (34) (full
lines) are compared with exact numerical results (dots). In
the inset, SNA   1/2 log fAfB is plotted as a function of the
rescaled time t/
p
N , in order to highlight the validity of the
expansion in Eq. (36).
At finite N , the entanglement entropy is bounded and
thus always saturates to a finite value, as in Eq. (45).
For NA = N/2 this corresponds to log
p
N , as shown in
the inset of Fig. 2. Conversely, in Fig. 4, we plot the
entanglement entropy dynamics for various fractions of
spins fA and we compare it with the exact results at fixed
N . The latter reproduces the former up to tEhr, when it
saturates to s 1/2 logNA.
We emphasize that all the phenomenology exemplified
in Figs. 2, 3 and 4, as well as the quality of the agreement
between the exact numerics and our analytical results
do not depend at all on the specific choice of the LMG
Hamiltonian (46), nor on the specific choice of pre- and
post-quench parameters.
VI. SPATIALLY-DECAYING INTERACTIONS
In this Section, we generalize the previous statements
concerning entanglement entropy growth to spin systems
with slowly-decaying interactions. For the sake of def-
initeness, we focus on long-range transverse field Ising
models in d-dimensional lattices with ferromagnetic cou-
plings that decay algebraically with the distance with an
exponent ↵, described by the Hamiltonian
Hˆ =   JN↵,N
X
i 6=j
sˆxi sˆ
x
j
|ri   rj |↵   h
X
i
sˆzi , (51)
where i, j = 1, . . . , N = Ld label quantum spins of magni-
tude s = 1/2 whose position on the d-dimensional lattice
is denoted ri,j , lattice spacing is taken to be unity, and pe-
riodic boundary conditions are assumed for simplicity.98
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Figure 6.6: Linear growth in time of the half-system entanglement entropy SN/2 at the dynamical
critical point. We compare our general formula (6.19) with the exact numerical computation for
increasing system sizes N = 50÷ 400. Before the Ehrenfest time TEhr ∼ logN, numerical data for
SN/2 are accurately reproduced by the analytical result (6.19) marked by the dotted line with a
slope λhc = J [cf. Eq. (6.50)]. This lin ar regime is followed by saturation to a value ∼ logN.
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Figure 1: Logarithmic growth in time of the half-system entangl ment entropy SN/2 after a quantum quench above (top) and
below (bottom) the dynamical critical point. We compare our general formula (??) with the exact numerical computation for
increasing system sizes N = 50 ÷ 800. The exact diagonalization results follow the logarithmic growth up to tEhr ⇠
p
N ,
where they s turate to SN/2 ⇠ logN . The inset shows he same data with SN/2 escal d by logN and time by
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N .
2
Figure 6.7: Entanglement entropy dynamics SNA(t) after a quench dynamics from h0 = 0 to
hf = 2J, for various bipa titions with fractions of spins fA = NA/N = 0.05÷ 0.4 and fixed size
N = 200. Analytical results from Eq. (6.19) (full lines) are compared with exact numerical r sults
(dots). In the inset, SNA − 1/2 log fAfB is plotted s a function of the rescaled time t/
√
N, in
order to highlight the validity of the expansion in Eq. (6.20b).
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4
Figure 6.8: Half-system entanglement entropy dynamics after a quench from the paramagnetic
ground state |φ0〉. Analytical results from Eq. (6.19) (black lines) are compared with exact
numerical resu ts (colors) at finite N = 50÷ 800. (Left) hf = 0.2J linear growth of SA ∼ λhft with
λhf given in Eq. (6.50). (Right) hf = 2J periodic oscillations of SA(t) resulting from the periodic
dynamics of the quantum collective fluctuations.
of local observables in Sec. 4.3.
As shown in Fig. 6.4(c),(d), the logarithmically growing entanglement entropy
associated with collective spin squeezing represents the leading contribution for
all considered values of α. Indeed, the small additional entanglement which
appears upon increasing α can be understood as the contribution of the long-
wavelength spin waves with |k| ∝ 1/L, which are not suppressed, see Eq. (6.45)
and Fig. F.1.
We finally emphasize that all the phenomenology exemplified in Figs. 6.5, 6.6
and 6.7, as well as the quality of the agreement between the exact numerics and
ou analytical resul s, do not dep nd on the spe ific ch ice of the quantum Ising
odel (6.46), nor on the specific choice of pre- and post-quench parameters.
It is noteworthy to remark that the rigorous understanding of the slow
entanglement growth presented in this Chapter sets the basis of the effectiveness
of matrix-product-state techniques for simulating the nonequilibrium dynamics
of long-range interacting systems, as these techniques rely precisely on low
amounts of entanglement. The results above may be extended to a wider class
of long-range models beyond spin systems, for which a general semiclassical
description based on permutational symmetry is available, as discussed in Chap.
2, including models characterized by multiple collective degrees of freedom,
such as the Dicke model for atomic ensembles collectively interacting with cavity
light, see App. E. Such a model has been recently implemented in experiments
with ionic crystals confined in a Penning trap [353] [cf. Sec. 1.2.1.] In this system,
hyperfine levels of the ions are described by quantum spins, and the effective
interactions between them are mediated by the center-of-mass vibrational mode
of the crystal, realizing a well-isolated spin-boson Hamiltonian of Dicke form.
We present the adaptation of formalism above to this model in App. E. It should
be noted that, in this case, the "natural" bipartition is between the spins and the
phonons. Due to the creation of entanglement between spins and phonons, the
collective spin uncertainty grows in time. (This should be contrasted to isolated
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Figure 6.9: Convergence of the MPS-TDVP results with respect to increasing the bond dimension
D, for α = 0.1 (left panel) and α = 0.7 (right panel) for a quench from h0 = 0 to hf = 2. Data for
system size N = 20÷ 80 in full line are compared with dashed lines with larger bond dimension
D.
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spin systems, in which interactions make spin fluctuations squeeze without
affecting the quantum uncertainty.) This uncertainty is readily accessible with
standard tools of atomic physics, and offers a direct readout of the amount of
entanglement entropy before the Ehrenfest time, as can be derived within the
theory presented in this Chapter.
Part II
Slow dynamics by quantum
confinement of excitations
Chapter 7
Effective confining potentials in
one-dimensional quantum
systems
In Sec. 1.2.2 of the Introduction, we have anticipated that a peculiar form
of effective long-range interactions between elementary excitations may arise
in quantum systems with local interactions. Unlike the previously discussed
algebraically-decaying interactions, such emergent interactions increase with the
spatial separation, which results in spatial confinement of elementary excitations.
In this Chapter, we shall review the physics of confinement in one-dimensional
quantum systems and its spectral and equilibrium signatures, on which most of
the theoretical and experimental work has focussed so far.
As recalled in the Introduction, the nonequilibrium physics in the presence of
confinement witnessed a renewed interest stimulated by the quest for atomistic
quantum simulations of lattice gauge theories, and has started to be investigated
in the context of condensed-matter models, as well. This research direction
features a wealth of interesting open problems, and we shall address and discuss
some of them in the next Chapter.
In the following, for the sake of definiteness, we shall discuss the Schwinger
model of quantum electrodynamics in 1+1-dimensional spacetime (Sec. 7.1). We
shall recall how effective linearly-growing (Coulomb) potentials arise between
charges (Sec. 7.1.3). This involves the elimination of the gauge field degrees
of freedom, achieved by solving the Gauss law. Hence, we shall show how
one may solve the gauge-symmetry constraint in the reverse way to eliminate
matter degrees of freedom (Sec. 7.1.4). This procedure leads to an alternative
formulation of the model in terms of local self-interactions of the gauge field
only. Such a mechanism allows us to precisely establish a bridge between the
occurrence of quantum confinement of excitations due to gauge invariance and
that in condensed-matter models (Sec. 7.2). We shall finally discuss how quali-
tatively similar phenomena may occur in systems with algebraically-decaying
interactions, such as those discussed in the Part I of the thesis, which lie beyond
the paradigm of gauge-invariance (Sec. 7.3).
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Due to the relative lack of discussion in the literature concerning the relation
between confinement in condensed-matter theory and in particle physics, we
decided to devote the present Chapter to review the relevant aspects of this
subject. The exact mapping discussed in Sec. 7.2.3 represents the core of this
presentation and is currently unpublished.
7.1 One-dimensional lattice gauge theories
The Schwinger model has been formulated by J. Schwinger in 1962 as an
analytically tractable toy model to study nonperturbative properties of interact-
ing quantum field theories [204]. The model represents a version of standard
quantum electrodynamics in 1+ 1 spacetime dimensions. Due to the triviality
of the spatial part of the Lorentz group, particles and antiparticles are spinless
fermions, and the electromagnetic field consists of a single-component electric
field only. Fermions have mass m and electric charge ±e and interact via the
mediation of the electric field. The model is defined by the Lagrangian density
L = −
1
4
FµνF
µν + ψ¯
(
i/∂− e /A−m
)
ψ, (7.1)
where Aµ is the electromagnetic potential, Fµν = ∂µAν − ∂µAν is the field
strength tensor, and ψ is the two-component charged fermionic field. The
indices µ,ν = 0, 1 indicate respectively the time and space directions, and the
slash notation indicates contraction with the Dirac matrices γµ, which may be
represented by the Pauli matrices as γ0 = σz and γ1 = iσy.
Gauge symmetry is the statement that the action S =
∫
d2xL is invariant
under simultaneous transformations of the gauge and the matter field
ψ(x) 7→ e−ieχ(x)ψ(x), Aµ(x) 7→ Aµ(x) + ∂µχ(x). (7.2)
In order to formulate a Hamiltonian quantization of the theory, one must
fix a gauge choice. A typical choice is the temporal gauge A0 = 0. In this case,
one defines the single-component "vector" potential A ≡ A1, whose canonically
conjugate variable is the electric field E = A˙. The quantum Hamiltonian reads
Hˆ =
∫
dx
[
−i ˆ¯ψγ1
(
∂1 + ieAˆ
)
ψˆ+m ˆ¯ψψˆ+
Eˆ2
2
]
. (7.3)
7.1.1 Lattice formulation of the Schwinger model
The lattice regularization of gauge theories has been first introduced by K.
Wilson [203,354]. Here, we shall briefly recall this construction for the Schwinger
model. We define a one-dimensional lattice with sites at positions ja, where
j ∈ Z and a is the physical lattice spacing. We adopt the Kogut-Susskind
construction of staggered fermions [355], which consists in splitting the two
components of the Dirac field into even and odd sites of the lattice. In this case,
one has a single (spinless) fermionic field cˆj, formally defined on even and odd
7.1. One-dimensional lattice gauge theories 125
m
ww
ΔE ∼ τ ℓ
m
m
m
Neutral Dirac sea
Particle-antiparticle pair
+ -
String
+ -
Figure 7.1: Cartoon illustration of classical configurations of charges and fields in the lattice
Schwinger model in Eq. (7.10). Grey and black dots represent the configuration of Kogut-Susskind
fermions nˆj = cˆ
†
j cˆj = 0, 1 respectively. Green arrows represent a nonvanishing electric flux on
the chain bonds, Lˆj = +1 in this example. Top chain: ground state of the noninteracting model
with w = 0 (Dirac sea). The electric field is vanishing everywhere, and no charges are present.
Middle: A particle-antiparticle pair is created out of the vacuum by moving a Kogut-Susskind
fermion. Concurrently, the value of the electric field in between changes in such a way that the
Gauss law is respected. Bottom: the pair is pulled apart at a distance `. The string of electric field
between the charges generates the effective linear attraction potential. The conservation of the
total number of Kogut-Susskind fermions corresponds to the conservation of the total physical
charge.
sites as
ψˆupper(x = 2la) ≡ cˆ2l√
a
, ψˆlower(x = 2la) ≡ cˆ2l+1√
a
, (7.4)
for l ∈ Z. The lattice fermionic operators satisfy the standard anticommutation
relations [
cˆi, cˆ
†
j
]
= iδi,j. (7.5)
A hole in an odd site represents an antiparticle q¯, while a fermion in an even
site represents a particle q. Thus, a half-filled lattice in a staggered fermionic
configuration, with odd sites occupied and even sites empty, represents the
neutral Dirac sea. This is illustrated in Fig. 7.1.
The lattice regularization of the spatial derivative in the kinetic term of Dirac
field involves fermionic field operators at distinct, adjacent lattice sites. Upon
minimally coupling this matter field with the gauge field, the requirement of
gauge invariance of the lattice Hamiltonian naturally leads to introduce the
so-called parallel transporter Uˆj,j+1,
e−ie
∫(j+1)a
ja Aˆ(x)dx ≈ e−iaeAˆ(x=ja) ≡ Uˆj,j+1, (7.6)
associated with the dual lattice (i.e., with the chain bonds). Within the Hamil-
tonian formulation, the electric field Eˆ is the conjugate variable to the vector
potential Aˆ. For their lattice versions, it is convenient to define the dimensionless
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quantities
eaAˆ
(
x = ja
) ≡ θˆj, 1
e
Eˆ
(
x = ja
) ≡ Lˆj, (7.7)
which satisfy [
Lˆi, θˆj
]
= −iδi,j. (7.8)
By construction, the gauge-invariant lattice regularization of the original contin-
uum gauge theory involves a compact representation of the gauge field. In fact,
the variables θˆj are 2pi-periodic, because the lattice-regularized Hamiltonian
depends on it only through the parallel transporters. As a consequence, the
conjugate variables Lˆj have integer spectrum. In terms of the parallel transporter
Uˆj,j+1 = e
−iθˆj , the previous equation translates into[
Lˆi, Uˆj,j+1
]
= −iδi,jUˆj,j+1. (7.9)
The variables θˆj and Lˆj may be interpreted as the angular configuration and the
angular momentum, respectively, of a particle on a ring, i.e., as the canonical
variables of a quantum rotor.
As results from the above discussion, the lattice version of the Schwinger
model may be written as
Hˆ = −w
∑
j
(
cˆ
†
jUˆj,j+1cˆj+1 + h.c.
)
+m
∑
j
(−1)jcˆ†j cˆj + τ
∑
j
(
Lˆj −
θ
2pi
)2
. (7.10)
As in the continuum Hamiltonian (7.3), the first term provides the minimal
coupling between gauge and matter fields, the second term is the fermion mass,
and the last term is the electric field energy. The extra classical parameter
appearing in the last term, named θ-term or "topological angle",1 represents
a classical uniform background electric field, and has been introduced here
for later purposes. As observed by Coleman [356], in 1 + 1 dimensions θ
is an independent parameter which nontrivially affects the physics, and the
equilibrium properties of the system are 2pi-periodic as a function of θ. The
continuum limit is formally obtained by writing the couplings as
w =
1
2a
, τ =
e2a
2
, (7.11)
switching to the continuum normalization of the fields as in the definitions (7.4)
and (7.7), and hence taking the limit of vanishing lattice spacing a→ 0.
As a consequence of staggerization, the conserved total fermion number
corresponds to the total physical charge, see Fig. 7.1. Starting from the bare
vacuum at w = 0 (Dirac sea), interactions may move fermions around, which
corresponds to dynamical creation of particle-antiparticle pairs, accompanied
by a corresponding change in the electric field value in between, such that the
discrete Gauss law is satisfied. In fact, the local generators of the U(1) gauge
1not to be confused with the gauge field quantum operator θˆj
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symmetry of the model are
Gˆj = Lˆj,j+1 − Lˆj−1,j − Qˆj, with Qˆj ≡ cˆ†j cˆj +
1− (−1)j
2
, (7.12)
and satisfy
[
Hˆ, Gˆj
]
= 0. A general gauge transformation is implemented by a
unitary operator of the form
Vˆ(χ) = e−ie
∑
j χjGˆj , (7.13)
and represents the lattice version of Eq. (7.2). The quantity Qˆj in Eq. (7.12)
represents the (dimensionless) charge content of site j. The physical states |Ψ〉 in
Hilbert space satisfy the discrete version of the Gauss law
Gˆj |Ψ〉 = 0 (7.14)
for all sites j.
7.1.2 U(1)-quantum link models
We observe that different formulations ofU(1) LGTs are obtained for different
representations of the gauge degrees of freedom Lˆj, Uˆj,j+1 which satisfy the
same commutation relations
[
Lˆi, Uˆj,j+1
]
= −iδi,jUˆj,j+1. While in the standard
Wilsonian formulation they span infinite-dimensional Hilbert spaces, one may
also consider the so-called U(1) quantum link models (QLM) [357, 358], where
they are represented by finite-dimensional quantum spin variables, i.e., Lˆj = sˆzj
and Uˆj,j+1 = sˆ+j , where sˆ
α are quantum spin-s operators. As noted in Ref. [218],
this formulation is particularly suited for quantum simulation purposes. Note
that the parallel transporter is no longer unitary in these models.
For later purposes, we comment here on the spin-1/2 version of the U(1)
quantum link model. This peculiar realization of quantum electrodynamics is
equivalent to the lattice Schwinger model in the presence of a θ-angle close to
θ = pi and of a strong coupling τ [7]. To see this, with reference to the lattice
Schwinger model in Eq. (7.10) above, let us introduce the parameter  = θ/pi− 1
which quantifies the deviation of the vacuum angle from pi. For ||  1, the
two lowest energy states of the electric field have Lj = 0,+1 on each bond. One
requires the energy gap 2J(1+ ) ≡ ∆ of the next excited state (either Lj = 2
or Lj = −1 depending on the sign of ) to be much larger than that separating
the first two, i.e., τ ≡ α. Accordingly, the lattice Schwinger model with strong
τ w,m and with a topological angle
θ = pi
(
1+
α
τ
)
(7.15)
is efficiently approximated by the s = 1/2 QLM with an additional linear term
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in the electric field proportional to α, i.e.,
Hˆ = −w
∑
j
(
cˆ
†
j sˆ
+
j cˆj+1 + h.c.
)
+m
∑
j
(−1)jcˆ†j cˆj −α
∑
j
sˆzj , (7.16)
where we have taken the quantum spin-1/2 (Pauli-matrix) representation of the
gauge field.
7.1.3 Elimination of gauge degrees of freedom
By virtue of the Gauss law (7.14), the allowed configurations of charged
matter and gauge fields are tightly related. In order to visualize this, we may
consider a basis in Hilbert space which simultaneously diagonalizes all local
fermionic occupation numbers nˆj = cˆ
†
j cˆj and all electric field operators Lˆj. We
shall refer to such a basis as the "basis of classical configurations" of the system:
Indeed, the Hamiltonian is diagonal in this basis when quantum fluctuations
are absent, i.e., in the limit w→ 0. See Fig. 7.1 for illustration.
A basis of the physical subspace is provided by the subset of classical
configurations which satisfy the Gauss law at all lattice sites. The crucial
observation is that either type of degrees of freedom (matter or gauge fields) is
redundant within the physical subspace. In fact, if a classical configuration of
the gauge fields is assigned, then the configuration of the charges at all sites
is uniquely fixed by the Gauss law. Conversely, if a classical configuration of
the charges is assigned, then the configuration of the gauge fields at all bonds
is uniquely fixed by the Gauss law up to an overall additive constant, which
is selected by the boundary condition. Consequently, the physical classical
configurations in Hilbert space may be labelled either in terms of gauge fields
only, or in terms of charges only. The Hamiltonian can be then recast in a form
which involve gauge fields only, or charges only. In this Section, we explore the
latter possibility, and show that the Schwinger model is equivalent to a model
of electrons and positrons interacting via long-distance Coulomb forces. In the
next Section, we shall instead discuss the opposite mapping, which will turn
out to be extremely far-reaching.
The lattice Schwinger model in Eq. 7.10 in the gauge-invariant subspace
spanned by wavefunctions |ψ〉 which satisfy the Gauss law Gˆj |ψ〉 = 0, can
be exactly mapped onto an unconstrained chain of spin-1/2 degrees of free-
dom [359]. These spins are obtained from the fermionic operators via a modified
Jordan-Wigner transformation expressed as
cˆj =
j−1∏
l=−∞
(
σˆzl Uˆ
†
l,l+1
)
σˆ−j . (7.17)
This transformation decouples matter and gauge degrees of freedom, and thus
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the Hamiltonian 7.10 takes the form
Hˆ = −w
∑
j
(σˆ+j σˆ
−
j+1 + h.c.) +
m
2
∑
j
(−1)jσˆzj + τ
∑
j
(
Lˆj −
θ
2pi
)2
. (7.18)
By means of the Gauss law, the electric field can be rewritten in terms of the
spin operators,
Lˆj =
j∑
l=−∞ Qˆj =
j∑
l=−∞
σˆzl + (−1)
l
2
. (7.19)
Inserting Eq. (7.19) into Eq. (7.18), and expanding the square, we obtain three
additional terms. The constant proportional to θ2 is the electrostatic background
energy. The linear term in θ is the electrostatic energy of dynamical charges Qˆj
in the background field. Finally, the quadratic term in the dynamical charges is
a long-range interaction which may be interpreted as a Coulomb force between
charges. We recall that in one spatial dimension the elementary Coulomb
potentials generated by isolated charges ±e at points x = x0 are linear confining
potentials V(x) = ∓e|x− x0|, as results from the Laplace equation ∂2xV(x) =
±eδ(x− x0). In fact, in the neutral charge sector where
∑∞
j=−∞ Qˆj = 0, the
gauge field part of the Hamiltonian may be written as
Hˆgauge = −τ
∑
k<j
(k− j) QˆjQˆk + τ
θ
pi
∑
j
j Qˆj + vacuum energy. (7.20)
By comparing with the original Hamiltonian, we see that the long-range in-
teractions arise because a string of electric field connects a separated charge-
anticharge pair, such that the local electric energy density between them is
different from that outside this region. The total energy cost of pulling the pair
apart is thus proportional to their spatial separation, see Fig. 7.1.
As first recognized by Coleman [356], charged excitations in the Schwinger
model are deconfined at the degenerate point θ = pi. In fact, every configurations
with alternating positive and negative charges have constant electrostatic energy,
independently of the relative position of the charges, due to the degeneracy of
the local energy [L− (θ/2pi)]2 for L = 0, 1. Therefore, charges may freely move
around in this case. Such a particular condition is naturally realized in the
quantum link model in Eq. (7.16) when α = 0, as explained in the previous
Section. However, confinement is restored as soon as α 6= 0. This occurrence can
be rendered explicit by eliminating gauge degrees of freedom with an analogous
procedure to that presented above.
In 1 + 1-dimensional gauge theories, the elimination of gauge degrees of
freedom may be carried out directly in the continuum limit, see Ref. [356]. It
is worth to observe that such theories are rather special, because the Coulomb
forces in one dimension are independent of the distance. For this reason, there
are no retardation effects due to a finite velocity of propagation, and hence no
pure-gauge dynamical effects analogous to radiation/photons in standard elec-
trodynamics. On the contrary, the possibility to obtain an effective Hamiltonian
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for matter degrees of freedom only is generally precluded in higher-dimensional
gauge theories, where interactions are nonlocal in time due to retardation effects.
7.1.4 Elimination of matter degrees of freedom
In the previous Section, we have seen how the elimination of gauge degrees
of freedom results in a model of matter particles only, interacting via long-range
Coulomb forces. As anticipated therein, the local dynamical constraint provided
by the Gauss may be also exploited in the opposite way, i.e., to eliminate the
matter degrees of freedom. In the continuum Schwinger model, this procedure
corresponds to the well-known description of the theory in terms of a bosonic
field (bosonization), see the classic reference [356]. It is important to remark that
the resulting effective theory is local in this case, and describes a self-interacting
gauge field. This occurrence should be contrasted to the nonlocal effective
Hamiltonian for matter degrees of freedom described in the previous Section.
We shall outline a practical route to eliminate matter degrees of freedom and
derive the effective Hamiltonian for the gauge field in lattice formulations. One
labels all physical classical configuration in terms of the gauge field configuration
only, and hence writes down all matrix elements of the Hamiltonian in this
basis. This is equivalent to solving the Gauss law explicitly to express the
charges in terms of the surrounding gauge fields at all lattice sites. In so
doing, the mass term of matter particles translates into an energy cost for
domain-walls in the gauge field classical configurations, and transitions induced
by the interaction term have to respect local constraints corresponding to the
allowed configurations of the charges. Specifically, in U(1) LGTs with fermionic
matter as considered in previous Sections, the electric field may either remain
unchanged or increase (decrease) by one unit across odd (even) sites, due
to fermion staggerization. In this case, the resulting effective Hamiltonian
may be interpreted as an extended Bose-Hubbard model with additional local
constraints. Such constraints are not present if a bosonic scalar (Higgs) matter
field is considered in place of fermionic particles [209, 360, 361].
The theoretical construction for the elimination of matter degrees of freedom
described above has been recently put forward in Ref. [7] in connection with
quantum simulations of lattice gauge theories with experimental platforms
based on ultracold atoms. It has been recognized in that work, that the locality
properties remarked above make this construction particularly suited for that
purpose. Previously, related ideas for Higgs-U(1)-LGTs had been proposed by Y.
Kuno et al. [360, 362]. In a subsequent work by E. Zohar and J. I. Cirac [363], a
completely general construction has been presented for lattice gauge theories
with arbitrary gauge group and dimensionality.
In particular, in Ref. [7], it has been demonstrated that quantum simulations
of interesting dynamical phenomena of a spin-1/2 U(1) quantum link model
have already been performed in experiments with Rydberg-atom arrays trapped
in optical tweezers in the group of M. Lukin [181]. This remarkable connection
relies on the fact that the matter-eliminated Hamiltonian of the QLM maps
exactly onto the effective Hamiltonian which governs the Rydberg-blockaded
7.1. One-dimensional lattice gauge theories 131
b
c
gauge fields matter fields
odd sites even sites
=
=
=
=
Quantum link modelaRydberg atom chain
Mapping
0 20
0
10
20
0.0
0.2
0.4
0.6
0.8
1.0
String
Anti-
string
“Pairs”
Rydberg Rydberg QLM
odd-even bonds even-odd bonds
CDW1
CDW2
Empty
QLM
0 20
0
10
20
− 0.4
− 0.2
0.0
0.2
0.4
d e
=
=
Figure 7.2: Gauge-theory interpretation of Rydberg-atom quantum simulations. a: Schematics of
a Rydberg atom chain. Each potential well of the optical lattice hosts a single atom, which can be
either in the ground (black) or excited Rydberg (yellow) state. The two levels are coupled by a
laser field. The Rydberg blockade prevents the simultaneous excitations of neighboring atoms (cf.
Sec. 1.2.1 in the Introduction). b: Degrees of freedom of a U(1) LGT in the spin-1/2 quantum
link model (QLM) formulation. Gauge fields are represented by spin variables residing on links.
Matter fields are represented by Kogut-Susskind fermions: an occupied site corresponds to the
vacuum on odd sites, and to a quark q on even sites. An empty site, instead, to the vacuum
on even sites and to an anti-quark q¯ on odd sites. c: Mapping between Rydberg-blockaded
states and configurations of the electric field constrained by the Gauss law in the QLM. Due
to the staggered electric charge, the allowed configurations of the electric field depend on the
link, as illustrated. The two so-called charge-density wave configurations “CDW1” and “CDW2”
of the Rydberg-atom arrays are mapped onto the “string” and “anti-string” states, respectively,
characterized by uniform rightward or leftward electric fluxes. The empty configuration with all
Rydberg atoms in their ground state is mapped to a state filled by adjacent particle-antiparticle
pairs.
chain in the experiment.
The Hilbert space structure following Gauss law is particularly simple in this
LGT [218]. As depicted in Fig. 7.2c, for each block along the chain consisting
of two electric fields neighbouring a matter field at site j, there are only three
possible states, depending on the parity of j. The Hamiltonian for the electric
field after matter-elimination can be exactly mapped onto [cf. Eq. (1.21) in the
Introduction]
Hˆ =
L∑
j=1
(
ΩPˆ
↓
j−1σˆ
x
j Pˆ
↓
j+1 + δ σˆ
z
j
)
−α
L∑
j=1
(−1)jσˆzj , (7.21)
where σˆαj are Pauli matrices at site j. The projections Pˆ
↓ onto the "down" state
ensure that the spin-flip dynamics generated by Ω 6= 0 is constrained within
the Hilbert subspace without nearest-neighbor excited sites, as illustrated in
Fig. 7.2a. Such a model with α = 0 was introduced in Ref. [201] to model the
dynamics of resonant excitations in a tilted one-dimensional Mott insulator,
and further theoretically investigated in Ref. [364]. The same Hamiltonian also
describes the aforementioned chain of trapped Rydberg atoms interacting via
strong dipolar forces: When the spacing between the atoms is sufficiently tight,
the system enters the so-called regime of Rydberg-blockade, in which dipolar
interactions between neighboring excited atoms are so intense that all states with
pairs of excited neighbors are energetically inaccessible and hence effectively
projected out. For more details, see Sec. 1.2.1.
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The constrained Hilbert space of Rydberg-atom chains (or of resonant tilted
1d Mott insulators) and that of a spin-1/2 U(1) quantum link model are iso-
morphic.2 A one-to-one correspondence between two bases of states can be
established by identifying, alternately on odd and even lattice sites, the configu-
rations of the atoms (ground-state or excited) allowed by the Rydberg blockade,
with the classical configurations of the electric field allowed by the Gauss law (see
Fig. 7.2c). In terms of the two Hamiltonians (7.21) and (7.16), this unitary trans-
formation consists in identifying the operators σˆxj ↔ 2sˆxj−1,j, σˆy,zj ↔ (−1)j2sˆy,zj−1,j
and the parameters 2Ω = −w, 2δ = −m.
As anticipated above, this mapping overcomes the most challenging task
in quantum simulating gauge theories, by restricting the dynamics directly
within the gauge-invariant Hilbert space, and provides an immediate connection
between Rydberg-atom experiments [181] and particle physics phenomena, as
detailed in Ref. [7]. Thereby, matter-integration represents now one of the most
promising routes to quantum simulations of gauge theories. In the next Section,
we shall show that matter-integration represents the key to bridge gauge theories
with confinement physics in condensed matter systems, as well.
7.2 Confinement in one-dimensional condensed-matter sys-
tems
As we have seen in previous Sections, particle confinement is a characteristic
occurrence in interacting gauge theories in 1+ 1 dimensional spacetime. Besides
the example of U(1) gauge theories detailed above (the Schwinger model of
quantum electrodynamics), confinement may also occur in other Abelian [e.g.,
Zn] as well as nonAbelian [e.g., SU(3)] gauge theories.
As anticipated in the Introduction, an analogous effect is actually also ubiq-
uitous in one-dimensional condensed matter systems. In this case, confinement
typically arises in the ordered phases of systems with a spontaneously broken
discrete symmetry, whose elementary particle/antiparticle excitations consist
of kink/antikink configurations locally connecting different degenerate ground
states (vacua). Upon explicitly breaking the symmetry by external fields or local
interactions, the different vacua acquire a macroscopically different energy, mak-
ing a pair of kink and antikink experience an interaction potential proportional
to their spatial separation. As a consequence, the excitation spectrum undergoes
a nonperturbative change, from a finite continuous band of "deconfined" free
particles to a discrete tower of bound states of confined particles.
The phenomenon anticipated above, pertains to general one-dimensional
quantum systems across a first-order quantum phase transition. Its occur-
rence has been first discussed by McCoy and Wu [223] in a paradigmatic
statistical physics model, namely the quantum Ising chain in a tilted mag-
netic field, and stimulated much subsequent work based on field-theoretical
descriptions [224–228]. Recently, experiments with inelastic neutron scattering
2In fact, it may be shown that both have dimension FL+2 ∼ const ×φL, where F` is the `-th
Fibonacci number, φ ≈ 1.618 is the golden ratio and L is the number of sites in the chain.
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Figure 7.3: Schematic illustration of confinement of domain-wall excitations in a ferromagnetic
quantum Ising chain. Black (blue) arrows represent spins polarized in the positive (negative) z
directions. The energy of such configurations is equal to the energy cost of domain-walls (∝ J,
red) plus the energy cost of the reversed domain (∝ h, blue), giving rise to an effective potential
for domain-walls proportional to their spatial separation. A weak transverse field (|g| J, green)
generates an effective hopping of domain-walls. By virtue of the confining potential, domain-walls
form bound states referred to as "mesons" in analogy with particle physics.
on quasi1d magnetic insulators have beautifully detected signatures of confine-
ment [233, 234], and theoretical investigations have started to address lattice
effects on confinement physics away from the critical scaling region in a number
of quantum spin chains and ladders [229–232].
7.2.1 Confinement in the quantum Ising chain
We review the physics of confined excitations in condensed-matter systems,
focusing on the quantum Ising chain for the sake of illustration. The model is
defined by the Hamiltonian
Hˆ = −J
∑
j
σˆzj σˆ
z
j+1 − h
∑
j
σˆzj − g
∑
j
σˆxj , (7.22)
where σˆαj , with α = x,y, z, are Pauli matrices acting on site j ∈ Z. We use here
the opposite convention x ↔ z with respect to Eq. (1.1) in the Introduction.
The Ising coupling J > 0 represents ferromagnetic nearest-neighbor interactions,
and the external magnetic field has a longitudinal (h) and a transverse (g)
component.
The quantum Ising chain in Eq. (7.22) is exactly solvable in the two limits
g → 0 and h → 0. In the former case, the Hamiltonian is trivially diagonal
in the σˆz basis. In the latter case, the model acquires a Z2 symmetry with
respect to inverting the z-axis, and can be mapped to a quadratic fermionic
Hamiltonian [41]. A quantum phase transition at g = ±J separates a symmetric,
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paramagnetic phase (|g| > J) from a broken-symmetry, ferromagnetic phase
(|g| < J) characterized by two degenerate and oppositely magnetized ground
states |±〉 with 〈σˆzj 〉± = ±σ 6= 0. The order parameter σ vanishes abruptly
at the quantum critical point g = ±J with a critical behavior σ ∼ (1− g/J)1/8
characteristic of the 2d classical Ising universality class. In the ferromagnetic
phase, the free fermionic quasiparticles physically correspond to freely moving
domain-walls (or kinks) connecting the two oppositely magnetized ground
states.
Within the ferromagnetic phase, a finite longitudinal field h 6= 0 causes a
nonperturbative modification of the spectrum of the elementary excitations. In
fact, the perturbation selects as a ground state the one with 〈σˆzj 〉 along h, and
raises the energy of the opposite one by a macroscopic amount. Similarly, the
longitudinal field raises the energy of configurations with domains of reversed
spins by an amount proportional to the spatial extension of these domains. This
corresponds to a linear, V-shaped interaction potential between two consecutive
domain-walls delimiting a domain. The elementary quasiparticle excitations
therefore become confined into composite objects called mesons, in analogy with
the low-energy limit of gauge theories, as discussed above in Sec. 7.1. See Fig.
7.3 for an illustration. This phenomenon has been first recognized and studied
in the Ising field theory, which describes the vicinity of the critical point |g| . J.
More recently, it has been studied also away from criticality, where lattice effect
cannot be neglected, still in the weak confinement regime |h|  |g|. (See the
beginning of the Chapter for references.)
7.2.2 Spectrum of mesonic excitations
The mass spectrum of elementary mesonic excitations in the weak con-
finement regime has been studied analitycally by P. Fonseca and A. Zamolod-
chikov [227] and by S. B. Rutkevich [228]. The strategy followed by these authors
consists in solving analytically the Schrödinger problem in the two-kink sector,
and then perturbatively accounting for the corrections induced by transitions
to sectors with four, six, . . . kinks. In particular, due to the confining nature of
the potential, the energy eigenstates of the two-kink problem form an infinite
tower of bound states. Denoting by m = 2
(
J− |g|
)
the rest energy ("mass") of
kink excitations in the transverse field quantum Ising chain, the discrete mass
spectrum {Mn}n=1,2,... of mesons lies in the interval [2m,∞) and reduces to a
dense continuum for h → 0. Above the threshold Mn > 4m, mesons become
kinematically unstable, as they are expected to decay into two lighter mesons.
Their lifetime near criticality has been determined by S. B. Rutkevich with semi-
classical techniques [228]. Away from criticality, it has been recognized by the
same author, that the decay of heavy mesons [230] is much slower and must
have a nonperturbative origin.
The emergence of domain-wall confinement may actually be better visualized
by resorting to the opposite limit of vanishing transverse field g→ 0, in which
quantum fluctuations are suppressed and the Hamiltonian is diagonal in the
basis of classical spin configurations in the z-direction in Hilbert space. The
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Figure 7.4: Spectrum of the quantum Ising chain in Eq. (7.22), obtained by numerical
diagonalization of the Hamiltonian. The scatter plots show the excitation energy density
E/L = [〈E|Hˆ|E〉− Evac]/L and the (average) density of kinks k/L = [1− 〈E|
∑
j σˆ
z
j σˆ
z
j+1|E〉 /L]/2 [cf.
Eq. (7.23)] in each of the first 1.58L excited eigenstates |E〉, denoted by crosses, for increasing
chain length L = 14, 16, 18 (associated with colors), and for four different choices of the magnetic
field h, g (associated with panels). In the thermodynamic limit L → ∞, the spectrum densely
fills the regions delimited by the black dashed lines, which serve as a guide to the eye. Top left:
Classical Ising chain with a vanishing field h = g = 0. The ground state is twice degenerate,
and the excitation energy is proportional to the number of kinks, Ek − Evac = 2Jk. Top right:
Quantum Ising chain in a transverse field (h = 0, g 6= 0). The latter respects the Z2 symmetry,
and hence it does not lift the ground-state degeneracy. The energy density of excited states
increases proportionally to the density of kink quasiparticles, which acquire a finite bandwidth in
momentum space. (In this case, due to integrability with h = 0, the number of kinks survives for
g 6= 0 as an exact quantum number across the whole spectrum, but this is not generic.) Bottom
left: Classical Ising chain in a longitudinal field (h 6= 0, g = 0). The spectrum is given by Eq.
(7.23). The longitudinal field breaks the Z2 symmetry. Consequently, one of the two original
ground states for h = 0 — denoted "false vacuum" — acquires a finite excitation energy density
when h 6= 0. Similarly, states with a low density of kinks form discrete towers (denoted "mesons")
with extensive energy, labelled by the extra quantum number n in Eq. (7.23). The grey shading
highlight the tower of two-kink bound states (k = 2). Bottom right: Quantum Ising chain in a
skew magnetic field (h 6= 0, g 6= 0). The model is nonintegrable, and all excited states with equal
energy density are expected to mix and become thermal in the thermodynamic limit L→∞ (in
the sense of the eigenstate thermalization hypothesis, cf. Sec. 1.1.1). However, we shall show in
Chap. 8 that the thermalization dynamics of states with a low density of kinks is extremely slow.
This portion of the Hilbert space is highlighted by the grey shading. See also Refs. [365, 366].
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spectrum of Hˆ in this limit is illustrated in the left panels of Fig. 7.4. All energy
levels
Ek,n = Evac + 2Jk+ 2hn, (7.23)
with Evac = −(J+ h)L, may be classified by two quantum numbers, namely the
number of kinks k and the number of reversed spins n, and form a 2-dimensional
"ladder". The following observation is crucial. For h→ 0, the number of kinks
is a measure of the energy of the system, and states with few kinks have a finite
energy. This property is preserved by arbitrary perturbations which respect the
Z2 symmetry of the model. In this case, kinks may acquire a finite continuous
dispersion bandwidth, as shown in the top right panel of Fig. 7.4. However, as
soon as the symmetry is broken by a small longitudinal field component h 6= 0
(or other symmetry-breaking perturbations), states with a small number k of
kinks may become macroscopically excited, because the excitation energy due
to the longitudinal field is proportional to the extension of magnetic domains
between consecutive kinks. States with a fixed k thus form unbounded discrete
towers of states, labelled by the quantum number n. See Fig. 7.3.
By analogy with confinement in gauge theories, one refers to isolated kinks
as "quarks", and to bound states of two kinks as "mesons". The dramatic change
in the structure of the energy spectrum illustrated in Fig. 7.4, is the mathematical
counterpart of the physics of confinement. In fact, asymptotic states with isolated
traveling kinks cease to exist as soon as an infinitesimal symmetry-breaking
perturbation is present.
In this picture, one may easily visualize the expected instability of heavy
mesons for |h| J: Large two-kink bound states (i.e., single mesons) with k = 2
and n > 2J/h+ 1  1 have equal or larger energy with respect to four-kink
states (i.e., two mesons), which are much more numerous. It is thus expected that
the quantum fluctuations caused by a nonvanishing transverse field |g| J will
stimulate the decay of a single meson (k = 2) into multiple mesons (k = 4, 6, . . . )
in the long run. This will be discussed in the next Chapter.
7.2.3 Equivalence to 1+ 1-d lattice gauge theories
In this Section, we shall show that one-dimensional quantum many-body
lattice systems exhibiting confinement of excitations can be reformulated as
confining lattice gauge theories (LGTs). This is achieved via the introduction
of fictitious matter degrees of freedom on the dual chain, together with local
dynamical constraints playing the role of the Gauss law.
In order to illustrate this equivalence, we shall focus on the quantum Ising
chain introduced in Eq. (7.22), and show that this model can be exactly mapped
to a U(1) LGT. The correspondence is best understood by considering the basis
of classical spin configurations introduced in the previous Section and illustrated
in Fig. 7.5. The key point is to interpret the longitudinal projection of Ising
spins sˆzj = σˆ
z
j /2 as the local "electric field", such that a kink (antikink) in the
spin configuration is associated with the presence of a positron (electron) on
the corresponding bond. By the Gauss law, the value of the electric field jumps
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Figure 7.5: Illustration of the exact mapping between the quantum Ising chain in Eq. (7.22) and a
U(1) lattice gauge theory described by Eq. (7.24), akin to the quantum link model introduced
in Sec. 7.1.2, see the text. At the level of classical configurations, the mapping is realized
by identifying the configuration of Ising spins (top) with that of the electric field (bottom,
green arrows). By virtue of the Gauss law, the configuration of the latter determines also the
configuration of the charges, provided a strong on-site "Hubbard" repulsion is considered which
prevents charges and anticharges from sitting on the same site (see the text). The presence of
a charge (anticharge) accompanies each jump upwards (donwards) of the electric field value
along the chain, i.e., to a kink (antikink) in the Ising chain. At the level of the Hamiltonian, the
Ising couplings represents an energy cost for kinks and antikinks, and maps to the mass of the
particles. The longitudinal field maps to the string tension in the gauge theory. Finally, each of the
terms in Eq. (7.24) is associated with a possible spin-flip transition in the Ising model, induced
by the transverse field. This mapping is exact, and illustrates how confinement of excitations
in condensed-matter models is equivalent to that in gauge theories as far as one-dimensional
systems are concerned.
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up (down) by one charge unit as the particle (antiparticle) is met along the
chain, and bonds with no variation of the spin configuration contain no matter
particles.
Interestingly, the possibility of mapping to a LGT may be implemented in
different ways based, exploiting the same idea above. In particular, it is possible
to formulate mappings to models with different gauge symmetry groups, such
as Z2 or U(1). In order to establish a closer analogy with the discussion on
quantum electrodynamics in previous Sections, we shall detail the latter below.
(The former has been established in unpublished work, and is not reported
here.)
The mapping to a U(1) LGT is illustrated in Fig. 7.5. One introduces two
species of fermions ("+" and "−") residing on the dual chain, i.e., on the bonds of
the original chain.3 The corresponding creation operators (cˆ+j )
† and (cˆ−j )
† create
a positron or an electron, respectively, at site j of the dual chain, corresponding
to the bond (j, j+ 1) of the original chain. Denoting the occupancy numbers
n±j = (cˆ
±
j )
†cˆ±j , we can write
HˆU(1) = Hˆmatter + Hˆgauge + Hˆint, (7.24)
where
Hˆmatter = m
∑
j
(nˆ+j + nˆ
−
j ) +U
∑
j
nˆ+j nˆ
−
j , (7.25)
Hˆgauge = τ
∑
j
sˆzj , (7.26)
Hˆint = w
∑
j
[
(cˆ+j−1)
†sˆ−j cˆ
+
j + h.c. + (7.27)
(cˆ−j−1)
†sˆ+j cˆ
−
j + h.c. + (7.28)
(cˆ+j−1)
†sˆ+j (cˆ
−
j )
† + h.c. + (7.29)
(cˆ−j−1)
†sˆ−j (cˆ
+
j )
† + h.c.
]
. (7.30)
In order to obtain an exact correspondence with the Ising chain, it is necessary
to prevent particles and antiparticles to occupy the same place, which can be
enforced with a strong Hubbard interaction U→∞.
Gauge-invariance of interactions is expressed by the local conservation laws[
Hˆ, Gˆj
]
= 0, (7.31)
with
Gˆj = sˆ
z
j+1 − sˆ
z
j − (nˆ
+
j − nˆ
−
j )m, (7.32)
which give rise to the Gauss law constraints within the neutral gauge sector
Gˆj ≡ 0. In fact, the Gauss law asserts that the variation (discrete divergence)
3 Note that our convenient choice is opposite to Wilson prescription for lattice regularization of
gauge theories, whereby matter and gauge degrees of freedom are placed on lattice sites and bonds
respectively. In one-dimensional chains, though, sites and bonds are actually interchangeable.
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of the gauge field strength σˆz across a bond (j, j+ 1) equals the charge content
Qˆj,j+1 of the bond. In the neutral gauge sector, the charge is given by the
dynamical fermions, i.e., Qˆj,j+1 = nˆ+j − nˆ
−
j on the bond.
In view of the discussion in Sec. 7.1.4, it is clear that a given classical config-
uration of the gauge field fully specifies the configuration of the matter particles
via the Gauss law. The redundant matter degrees of freedom may be thereby
eliminated. One can check that all matrix elements of the Hamiltonian (7.24) be-
tween two classical gauge field configurations, coincide with the corresponding
matrix elements of the quantum Ising chain in Eq. (7.22), upon identifying the
electric field sˆzj with the Ising spins σˆ
z
j /2 and the parameters m = 2J, τ = 2h,
w = 2g.
The exact mapping between HˆU(1) and the quantum Ising chain is similar
to that between the s = 1/2 U(1)-quantum link model in Eq. (7.16) and the
Rydberg-blockaded chain in Eq. (7.21). The major difference regards fermions,
which are of "Hubbard-type" in Eq. (7.24) whereas staggered (Kogut-Susskind)
fermions enter the QLM in Eq. (7.16). Analogous mappings may be constructed
for any one-dimensional quantum chain. The presence of confinement between
domain-wall excitations can thus be recast in the form of Coulomb potentials
between matter particles in a gauge-invariant interacting theory.
7.3 "Confinement" in systems with long-range interactions
In this final Section, we show that confinement of excitations may arise
in systems with long-range interactions, such as those considered in Part I of
the thesis. This aspect has been put forward in a recent work by F. Liu and
coworkers, Ref. [267]. In this case, the effective confining potential between
excitations is nonlinear, which precludes interpretations via underlying gauge
symmetries. However, as we shall see, the resulting phenomenology bears
important similarities with the systems studied in Sec. 7.2.
As discussed in the Introduction, long-range interactions may stabilize order-
ing at finite temperature in one-dimensional chains. Correspondingly, a pair of
adjacent domain-wall excitations may not be able to travel far apart from each
other indefinitely, even in the absence of a symmetry-breaking field. This hints
at the existence of an effective confining potential between domain-walls.
7.3.1 Nonlinear confining potential between domain-walls
In order to bring the discussion to a formal level, we consider the long-range
ferromagnetic quantum Ising chain, already presented in the Introduction and
studied in Chaps. 5 and 6. The Hamiltonian of the system is reported here for
convenience,
Hˆ = −
J
Nα,L
∑
16i 6=j6L
σˆxi σˆ
x
j
||i− j||α
− g
L∑
i=1
σˆzi . (7.33)
In this equation, σˆx,y,zi are Pauli matrices, L is the number of spins along the
chain, g is a transverse magnetic field, and the exponent α > 0 characterizes the
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Figure 7.6: Illustration of the effective attraction between domain-walls in the long-range quantum
Ising chain in Eq. (8.34). Top: As domain-walls as pulled apart, the configurational energy
increases as described by the effective potential Vα computed in the text. Botton: Bound domain-
walls form mesons. Such composite objects feel a residual attraction due to the long-range nature
of the interactions, as discussed in Sec. 7.3.2.
range of the ferromagnetic spin-spin interaction. Periodic boundary conditions
are assumed, with the distance defined as the minimal distance along the ring
||i− j|| ≡Min (|i− j|,L− |i− j|). The Kacˇ rescaling factor Nα,L =∑16i 6=j6L||i−
j||−α/(L− 1) ensures that taking the local energy scale J > 0 independent of α
and of the system size results in a proper thermodynamic limit [324] [cf. Eqs.
(5.4) and (6.39)].
Confinement of domain-wall excitations occurs in the ordered (ferromagnetic)
phase |g| < gcr(α) of this model, for α 6 2. To see this, let us determine the
spectrum of excitations in the limiting case g → 0, in which the Hamiltonian
is diagonal in the σˆx basis. The two degenerate ground states are fully and
oppositely magnetized along the x direction. The whole spectrum may be
classified in terms of the number of domain-walls and of their distances along
the chain.
A first tower of excitations is constituted by states with two kinks separated
by a distance n = 1, 2, . . . as illustrated in Fig. 7.6. The excitation energy of such
states above the ground state is
Vα,L(n) =
2J
Nα,L
∑
16i6n
∑
n+16j6L
1
||i− j||α
, (7.34)
and may be interpreted as a configurational energy cost for creating and pulling
a pair of kink-antikink excitations to a distance of n lattice sites apart. The
occurrence of confinement depends crucially on the large-distance properties of
this effective potential. For large n and L, the leading term of this expression
may be obtained by estimating the sums in Eq. (7.34) via the corresponding
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Figure 7.7: Plot of the effective attraction potential between domain-walls in the long-range
quantum Ising chain, expressed by Eq. (7.35).
integrals. One finds
Vα,L(n) ∼
L→∞
n1
4J ×

n for 0 6 α 6 1
cα n
2−α for 1 < α < 2,
6
pi2
logn for α = 2,
1− cα
(
22−α −
1
nα−2
)
for α > 2,
(7.35)
with cα = 1/[(2−α)(α− 1)ζ(α)], ζ is the Riemann zeta-function. The behavior
of the effective potential as determined by Eq. (7.35) is shown in Fig. 7.7.
Upon considering a small transverse field |g| J, the structure of the two-
kink spectrum may be understood by projecting the Hamiltonian onto the
two-kink subspace. The resulting two-body problem in the center-of-mass frame
is described by an effective Hamiltonian Heff, with matrix elements[
Heff
]
n,m = Vα,L(n) δn,m − 2g
(
δn,m+1 + δn,m−1
)
. (7.36)
In this expression, Vα,L(n) is the ladder of unperturbed energy levels com-
puted above, and the transverse field g provides a nearest-neighbor hopping
amplitude for kinks by flipping spins at the edges of the domain with reversed
magnetization.
The resulting spectrum is determined primarily by the shape of the potential
Vα,L(n), which we display in Fig. 8.9 for some representative values of α. By
Eqs. (7.35), for α > 2 the potential is asymptotically flat in the thermodynamic
limit, i.e., it approaches a finite limiting value V(∞) as n→∞. Therefore, the
potential well hosts a finite number of bound states, which increases from zero
for α→∞ to infinity for α↘ 2. In particular, all eigenstates with a sufficiently
large quantum number n > n∗(α) are scattering states, i.e., spatially-extended
waves characterized by their quasimomentum, and form a finite continuous
band in the thermodynamic limit. The quantity V(∞) − V(1) represents the
"ionization energy" of the bound state, i.e., the energy cost for deconfining a
pair of domain-walls.
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However, the structure of the two-kink spectrum undergoes a discontinuous
change as α is decreased below 2. In this case, the effective potential V(n)
between consecutive domain-walls becomes confining at large distances, i.e., it
grows unbounded as n→∞. As a consequence, all two-kink states are bound,
and the spectrum remains an infinite discrete ladder in the thermodynamic limit.
By analogy with confinement in gauge theories, we shall refer to bound states
of domain-walls as "mesons".
To summarize, one has the following structure of the spectrum of excitations
on varying the range of interactions. For long-range interactions with α 6 1,
one recovers the mean-field result in the thermodynamic limit, with equally
spaced excitations (cf. Chap. 2 and App. F). In the regime with an interme-
diate range 1 < α 6 2 of interactions, one has a nonlinear effective confining
potential for adjacent domain-walls. Finally, for α > 2 one has a finite energy
gap for topological excitations, i.e., isolated domain-walls which destabilize
ferromagnetic long-range order. We see that "confinement" of domain-walls in
one-dimensional quantum systems with a discrete symmetry, is the counterpart
of the stabilization of long-range order.
Similarly to the short-range quantum Ising chain in a tilted field discussed
above in Sec. 7.2, a nonvanishing transverse field |g| J is expected to induce
an instability of heavy mesons with n 1. In fact, these states are quasiresonant
in energy with states with multiple lighter mesons characterized by a smaller
quantum number n. Since such states are much more numerous, one expects
that quantum fluctuations will lead to decay processes in the long run. We shall
address such dynamical problems in the next chapters.
7.3.2 Residual attraction between "mesons"
The confining forces which bind together domain-walls may be seen as
the analog of the strong interactions that bind together quarks in protons
and neutrons. However, at low energies, such composite particles may bind
together into atomic nuclei via residual, weaker "molecular" interactions. Such
an effect exists also in the systems under considerations, due to the long range
of interactions, whereby mesons may bind together.
A simple estimate of this effect can be given as follow. Suppose we have
two mesons, [1] and [2], characterized by quantum numbers n and m related
to their extent, respectively, and placed around sites i¯ and j¯ along the chain
of length L  r, as shown in the bottom of Fig. 7.6. The excitation potential
energies of each isolated meson, Vα(n) and Vα(m), have been computed above
and depend on the value of α. The total configurational energy of the system
can be expressed as
Etot ≡ EGS + Vα(n) + Vα(m) −∆Eα(r). (7.37)
This equation defines quantity ∆Eα, which represents the binding energy of the
two mesons. In the limit g → 0 of vanishing quantum fluctuations, its exact
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expression is
∆Eα(r) =
2J
Nα,L
∑
i∈[1]
∑
j∈[2]
1
|i− j|α
. (7.38)
If i¯ and j¯ are the positions of the centers of the two mesons, we may give a
simple estimate valid for |i¯− j¯| n,m :
∆Eα
(
|i¯− j¯|
)
∼
2J
Nα,L
1∣∣i¯− j¯∣∣α . (7.39)
As expected, for α 6 1 the binding energy vanishes in the thermodynamic limit
(Nα,L ∼ L1−α), because individual spins only feel each other via a mean field,
and thus the two mesons have a vanishing additional binding energy. However,
for α > 1, one finds that mesons attract each other with the bare long-range
forces of the system, proportional to r−α. This should be contrasted to the
behavior of domain-walls, which attract each other with the confining potential
proportional to r2−α and log r for α = 2. In a simple analogy, kinks represent
charged particles which attract each other with a potential Vα(r), and mesons
represent neutral dipoles, which attract each other with a potential ∼ ∂2Vα/∂r2.
See the bottom of Fig. 7.6 for an illustration.
Chapter 8
Dynamical signatures of
confinement
The equilibrium physics associated with confinement has been intensely
investigated in the last decades, mostly via imaginary-time path-integral Mon-
teCarlo simulations [367–370]. However, such a method usually suffers from
severe sign problems in real-time computations [371]. This obstacle precludes
the numerical investigation of dynamical phenomena involved in many impor-
tant setups, such as heavy-ion collisions and early-Universe evolution [215]. As
recalled in Sec. 1.2.2 of the Introduction and in Chap. 7, the recent efforts in
developing quantum simulation platforms have stimulated a renewed interest
in real-time confinement physics [215–217, 372]. This field is still in its infancy,
and the results currently in sight concern simple (Abelian) lattice gauge theories
in 1+ 1 spacetime dimensions, rather than SU(3) quantum chromodynamics
in a 3+ 1 dimensional spacetime, which would be the ultimate goal from the
particle-physics perspective. In spite of significant simplifications, the former
theories share with the latter many nontrivial properties, such as confinement
and chiral symmetry breaking [215].
In the light of the above discussion, it is natural to address the nonequilib-
rium evolution of quantum chains with confinement of excitations. As we have
demonstrated in Sec. 7.2.3, such models may always be interpreted as confining
lattice gauge theories. Besides the goal of quantum simulating particle-physics
phenomena, the perspective of statistical physics and condensed matter theory
also offer a wealth of natural questions. For instance, it is a priori unclear
whether gauge-invariance and confinement can give rise to interesting nonequi-
librium behavior, such as, e.g., slow thermalization, glassy dynamics, ergodicity
breaking, nonthermal stationary states, . . . Such questions could be relevant
not only for matter in extreme conditions, but also for a number of interesting
condensed-matter systems which possess an effective low-energy description in
terms of an emergent lattice gauge theory, such as frustrated quantum antifer-
romagnets or spin liquids — see references quoted in the review in Ref. [215].
Moreover, this problem is directly relevant for (quasi)one-dimensional quantum
systems with confined excitations, such as those discussed in Sec. 7.2 — see the
references therein. In this respect, these phenomena may be investigated, ob-
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served and measured with ultracold atoms trapped in low-dimensional optical
lattices.
Several recent numerical studies have addressed the consequences of con-
finement on the real-time nonequilibrium dynamics of highly-excited states.
In many circumstances, it appears that confinement is associated with anoma-
lous dynamical behavior and spectral properties even at finite energy density
above the ground state, where conventional thermalization would be a priori
expected. The major signatures of this occurrence are manifest after a global
quench, whereby one finds extraordinarily long-lived coherent oscillations of
local observables, suppression of light-cone spreading of quantum correlations
and transport, and bounded dynamical entanglement entropy. These striking
phenomena should be contrasted to the "common-wisdom" behavior of quantum
many-body systems, reviewed in Sec. 1.1 of the Introduction.
In the following, we shall first review in Sec. 8.1 the existing numerical
evidence of the above signatures in the literature. Hence, we present in Secs.
8.2 and 8.3 a theoretical discussion on the origin of such anomalous dynamical
behavior. The last Sec. 8.5 is devoted to numerical simulations which confirm
the theory expectations in a variety of relevant models. The theoretical under-
standing presented in Secs. 8.2 and 8.3 is in large part the subject of ongoing
(unpublished) work, whereas the numerical simulations of Sec. 8.5 have been
reported in the publications in Refs. [5–7].
8.1 Confinement and slowdown of thermalization
Most investigations on the nonequilibrium dynamics of systems with con-
fined excitations concern two classes of initial states, namely the "bare vacuum"
states with no particles, and "bare strings" with a particle-antiparticle pair sep-
arated at a certain distance, cf. Figs. 7.1 and 7.3. Such states are eigenstates
of the noninteracting Hamiltonian with vanishing gauge-invariant matter-field
coupling. Then, a quantum quench to a nonvanishing value of this coupling
gives rise to nonequilibrium time-evolution. The interacting Hamiltonian has no
extra local conservation laws, and the considered initial states are highly-excited
atypical states at finite energy density. According to conventional statistical
mechanics, the system is thus expected to locally equilibrate to the thermal
ensemble at a temperature set by its energy density, cf. the discussion in Sec.
1.2.2 of the Introduction.
It has been observed that in many circumstances where confinement is
present, such expectation is actually not fulfilled. In particular, time-evolution
after a global homogeneous quench may show surprising long-lived coherent
oscillations in local observables [208, 373], for weak quenches [212, 289] at low
energy density above the interacting ground state, see Fig. 8.1. Concurrently, the
spatial spreading of equal-time quantum correlations between local observables
(see Sec. 1.1.1) is anomalously weak beyond a characteristic length scale, and the
dynamical growth of entanglement entropy (see Sec. 1.1.5) is also remarkably
suppressed, as reported in Ref. [289] and illustrated in Fig. 8.2. This occurrence
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Figure 8.1: Instances of extraordinarily long-lived coherent oscillations of local observables after a
global quench in systems with confined excitations, from Refs. [212] (left) [289] (middle), [375]
(right panel). Left: dynamics of the electric field after a quench of the background field in
the Schwinger model. Middle: dynamics of the longitudinal magnetization in a ferromagnetic
quantum Ising chain after a quench of the tilted field, in the regime of weak confinement. Right:
same as in the middle panel, but for a deep quench away from the perturbative regime. Both
models have confined excitations, and coherent oscillations may be interpreted as the excitation
of a dilute condensate of zero-momentum mesons [212, 289, 375].
has been connected with confinement of quasiparticles into stable mesons,
cf. Chap. 7 [289, 365, 366]. The weak thermalization scenario proposed by
M. C. Bañuls et al. in Ref. [374] can also be related to the condensation of
stable "mesonic" quasiparticles, building on the results by C. J. Lin and O. I.
Motrunich [375].
It is interesting to further observe that the long-lived coherent oscillations
discovered in the experiment with a Rydberg-blockaded chain reported in
Ref. [181] (cf. Sec. 1.2.1) have also been connected with the nonequilibrium
dynamics of a lattice gauge theory via the exact mapping presented in Sec.
7.1.4. In this last case, long-time coherence seems to have a different origin,
connected with a subset of nonthermal eigenstates dubbed "many-body quantum
scars" [376] or closeness to integrability [377] in the continuum limit [7]; this
subject is currently under active debate and will not be discussed here.
The lack of equilibration discussed above is even more striking in inhomo-
geneous conditions such as in string dynamics. Here, a variety of numerical
simulations in several 1+ 1-dimensional lattice gauge theories as well as with
several techniques, have reported a remarkable stability of string inhomogeneity,
even in the conditions particle production by string breaking would be energeti-
cally accessible and entropically favorable [207, 209, 213, 214, 221, 365, 366, 378].
In Fig. 8.3, we report a remarkable instance of this phenomenon in the spin-1
U(1)-quantum link model from Ref. [213]. Using the language of Sec. 7.2 above,
the suppression of string breaking may be viewed as the long-time stability of
kinematically unstable heavy mesons.
Our purpose in this Chapter is to rationalize such diverse findings reviewed
above and provide theoretical understanding for the seemingly ubiquitous
slowdown of nonequilibrium dynamics and thermalization in systems with
confinement of excitations. The exact mappings discussed in Chap. 7 provide a
rigorous bridge between condensed-matter systems and lattice gauge theories
via the elimination of matter degrees of freedom. Below, we shall show that
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Figure 8.2: Instances of the suppressed spreading of quantum correlations (left) and of the
suppressed growth of half-chain entanglement entropy growth (right) after a global quench in a
ferromagnetic quantum Ising chain in the regime of weak confinement, from Ref. [289]. The initial
state is the fully polarized ferromagnetic state, which evolves in the presence of a transverse (hz)
and longitudinal (hx) field. Data show the results for a fixed post-quench transverse field and a
range of values of the longitudinal field. As soon as the latter is activated, spreading of quantum
information information is severely slowed down. In the quoted article, this phenomenon has
been recognized to be due to excited quasiparticles pairs binding into zero-momentum mesons.
This occurrence signals a nonperturbative dynamical effect of confinement of excitations.
Figure 8.3: Instances of suppressed string breaking in the real-time evolution of a the U(1)
quantum link model with s = 1, a confining lattice gauge theory akin to the Schwinger model
(see Sec. 7.1.2 for details), in the regime of weak matter-field coupling, from Ref. [213]. The initial
state is an eigenstate of the noninteracting Hamiltonian with vanishing matter-field coupling,
and has a particle and an antiparticle sitting in the bare vacuum of the theory and separated by
an electric flux string of 20 lattice sites. The system evolves with the interacting Hamiltonian,
and the time-evolution (horizontal direction, rightwards) of several quantities as a function of
the spatial position (vertical axis) are monitored: the local electric field intensity (left), the local
density of particles (middle), and the entanglement entropy associated with a bipartition defined
by the bond between x and x+ 1 along the chain (right).
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anomalous dynamics in highly excited states has to be "universally" expected
whenever confinement is present.
It is worth to observe that a superficially related occurrence of slow dynam-
ics and nonthermal behavior in lattice gauge theories has been recently put
forward in Refs. [165–167, 379]. This phenomenon has been dubbed disorder-free
localization, as it concerns generic translation-invariant quantum states evolving
with gauge-invariant Hamiltonians. The underlying mechanism of disorder-free
localization is actually very similar to that of standard disorder-induced many-
body Anderson localization [157, 169–173]. The role of gauge-invariance is to
provide exact local conservation laws
[
Gˆj, Hˆ
]
= 0 (Gauss law) that "freeze" the
distribution of local degrees of freedom 〈Gˆj(t)〉 = qj, which act thereby as an
external disorder to be averaged upon.
The essence of disorder-free localization can be understood in the following
terms [379]. Differently from the spirit and the approach of the studies under
consideration above, as well as of the work reviewed in this thesis, the states
considered in disorder-free localization are not restricted to a single gauge-sector
such as the neutral gauge sector Gˆj ≡ 0. On the contrary, they have large weight
in all possible gauge sectors. Since the Hamiltonian is block-diagonal in gauge-
sectors, there is no quantum interference between the relative wavefunction
components. Therefore, as long as gauge-invariant observables are considered,
the wavefunction may be thought as a classical superposition of the wavefunction
components in the various gauge sectors. The gauge sectors are labelled by
the collection {Gˆj = qj}j of the eigenvalues of the local generators of gauge
symmetry, which have the meaning of external charges. By gauge symmetry,
the spatial distribution of static charges represents a fixed, static background
for dynamical degrees of freedom. Therefore, a classical average over this
distribution, as prescribed by the quantum superposition of gauge-sectors in
the initial state, is equivalent to averaging over quenched disorder which takes
discrete values. Consequently, disorder-free localization in gauge-invariant
systems is conceptually a different phenomenon from slow dynamics due to
confinement, which takes place in the single sector of physical states with qj = 0
for all lattice sites j.
8.2 Suppression of string breaking and lifetime of unsta-
ble mesons
We aim at providing a theoretical framework to understand the occurrence
of slow dynamics in systems with confinement of excitations. For the purpose of
simplicity and comparison with previous theoretical work, we shall mainly focus
on the quantum Ising chain in Eq. (7.22). We adopt throughout the suggestive
terminology of gauge theories to indicate relevant classical configurations and
their domain-walls: bare vacuum, particles, strings, false vacuum.
We first focus on the suppression of string breaking. Its essential underlying
mechanism may be understood in elementary terms as a tunneling process
across a high energy barrier. The total energy content of a gauge field string is
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proportional to its length, and hence it can be in principle arbitrarily high. The
process that converts the large amount of potential energy contained in a string
into masses of particle-antiparticle pairs is entropically favorable, as a string
state is very atypical compared to many-particle states at a given energy. Thus,
string breaking is expected to occur if the dynamics are ergodic. However, for
this process to conserve energy, particle and antiparticle must be separated at a
distance `∗ such that the subtracted energy from the broken string portion equal
their mass, τ`∗ ∼ 2m. If the string tension τ is much smaller than the particle
mass m, locally created pairs have to tunnel through a distance `∗ in order for
the string to decay. This occurs through high-order processes in perturbation
theory, and hence is very slow.
The above phenomenology and considerations may be made rigorous by
systematically constructing the effective Hamiltonian in perturbation theory in
the inverse particle mass. This allows one to estimate the slowness of the asymp-
totic thermalization. We formally split the Hamiltonian into an "unperturbed"
part Hˆ0 possessing a highly-degenerate block structure, and a "perturbation"
Vˆ . We work in the regime where the dominant term Hˆ0 in the Hamiltonian
is the particle mass: This defines sectors of the Hilbert space labelled by the
number of particles and well separated in energy. The interactions in Vˆ may
contain block-diagonal matrix elements Vˆdiag ≡ Hˆ1, corresponding to particle
or antiparticle motion, and block-off-diagonal ones Vˆoffdiag ≡ Rˆ1, correspond-
ing to particle-antiparticle pair creation or annihilation. The latter processes
may be eliminated by performing a unitary transformation eSˆ1 such that the
transformed Hamiltonian
Hˆ ′ = eSˆ1Hˆe−Sˆ1 = Hˆ0 + Hˆ1 + Rˆ1 +
[
Sˆ1, Hˆ0
]
+ second order (8.1)
is purely diagonal up to second order. This amounts to choosing the anti-
hermitian generator Sˆ1 in such a way that Vˆoffdiag +
[
Sˆ1, Hˆ0
]
= 0, which fully
determines Sˆ1 as a block-off-diagonal operator. The resulting effective Hamilto-
nian Hˆ(1)eff = Hˆ0 + Hˆ1 accurately describes the nonequilibrium dynamics upon
transforming back to the original basis via the inverse transformation e−Sˆ1 , up
to a quadratic time scale in the inverse perturbation strength.
This standard Schrieffer-Wolff procedure [380] can be carried out to all orders
in perturbation theory: The unitary transformation eSˆ6n , with Sˆ6n = −Sˆ
†
6n =
Sˆ1 + Sˆ2 + · · ·+ Sˆn, can be chosen in such a way that the transformed Hamiltonian
Hˆ ′ = eSˆ6nHˆe−Sˆ6n = Hˆ0 + Hˆ1 + · · ·+ Hˆn + Vˆ>n ≡ Hˆ(n)eff + Vˆ>n (8.2)
commutes with Hˆ0 up to any given order n, i.e.,
[
Hˆj, Hˆ0
]
= 0. In other words,
the effective Hamiltonian Hˆ(n)eff preserves the block-diagonal structure of Hˆ0 and
accounts for all transitions within each sector of Hˆ0 occurring through up to n
block-off-diagonal transitions.
Explicitly, the effective Hamiltonian terms and the generator of the unitary
transformation are defined order by order via the following recursive algorithm.
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We define Vˆ1 ≡ Vˆ and for n > 2
Vˆn =
∑
(k1,...,kp)∈[n] ′
1
p!
[
Sˆk1 ,
[
Sˆk2 , . . . ,
[
Sˆkp , Hˆ0
]
...
]]
+
∑
(k1,...,kp)∈[n−1]
1
p!
[
Sˆk1 ,
[
Sˆk2 , . . . ,
[
Sˆkp , Vˆ
]
...
]]
, (8.3)
where the summations run over the set [m] of the ordered partitions (k1, . . . ,kp)
of an integer m, i.e., ki > 1 and
∑p
i=1 ki = m, and the prime [m]
′ excludes
the trivial partition (k1 = m) with p = 1. The operator Vˆn represents the
effective perturbation at order n, i.e., the term of order n in the transformed
Hamiltonian after eliminating all block-off-diagonal transitions up to order n− 1,
i.e., Hˆ ′ = Hˆ0 + · · ·+ Hˆn−1 + Vˆn + Vˆ>n. Similarly to the first step above, we split
the effective perturbation into a block-diagonal and a block-off-diagonal term,
Vˆn ≡ Hˆn + Rˆn. The former constitutes the n-th order correction to the effective
Schrieffer-Wolff Hamiltonian Hˆeff, while the latter can be eliminated by choosing
Sˆn in such a way that
[
Sˆn, Hˆ0
]
+ Rˆn = 0.
This construction is algorithmic and may be carried out directly in the
thermodynamic limit, as it involves the commutation of local operators only.
However, manual computations are limited to the first few orders because the
combinatorial complexity increases rapidly with the perturbative order n. In
order to show what the effective Hamiltonian looks like, we report its expression
up to second order for the quantum Ising chain:
Hˆ0 = −J
∑
j
σˆzj σˆ
z
j+1, (8.4)
Hˆ1 = −h
∑
j
σzj − g
∑
j
Pˆ
↑
j−1σˆ
x
j Pˆ
↓
j+1 + Pˆ
↓
j−1σˆ
x
j Pˆ
↑
j+1, (8.5)
Hˆ2 =
g2
4J
∑
j
[
+ Pˆ↑j−1(σˆ
−
j σˆ
+
j+1 + σˆ
+
j σˆ
−
j+1)Pˆ
↑
j+2 (8.6)
+ Pˆ↓j−1(σˆ
−
j σˆ
+
j+1 + σˆ
+
j σˆ
−
j+1)Pˆ
↓
j+2 (8.7)
− Pˆ↑j−1(σˆ
+
j σˆ
+
j+1 + σˆ
−
j σˆ
−
j+1)Pˆ
↓
j+2 (8.8)
− Pˆ↓j−1(σˆ
+
j σˆ
+
j+1 + σˆ
−
j σˆ
−
j+1)Pˆ
↑
j+2 (8.9)
− σˆzj σˆ
z
j+1
]
. (8.10)
(8.11)
The general convergence properties of such a construction have been dis-
cussed by D. Abanin et al. in Ref. [73] and later by C. J. Lin and O. I Motrunich
in Ref. [74] and by D. V. Else et al. in Ref. [75]. It is found therein that the
magnitude of the term Hˆn is bounded by n!. Consequently, the perturbative
series is expected to be divergent for arbitrarily small perturbations. While
the divergence of the perturbative series points to an asymptotic mixing of the
eigenstates among sectors and thermalization, truncation of the series to the
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optimal order n∗ equal to the inverse perturbation strength leads to an expo-
nential bound for the thermalization time. Our construction is similar to that
of Ref. [375] for the quantum Ising chain. However, while these authors were
interested in the homogeneous dynamics of elementary quasiparticle excitations
above the ground state, we are here interested in the effective dynamics of dilute
domain-walls (particles), which represent high-energy excitations of the model.
The rest Vˆ>n of the truncated Schrieffer-Wolff transformation at the optimal
order n∗ is exponentially small in the perturbation strength, and its effect can
be correspondingly neglected for exponentially long times,
Tsb ∼ g−1 exp
(
J/
√
h2 + g2
)
. (8.12)
Denoting Hˆ(n
∗)
eff ≡ Hˆeff and Sˆ6n∗ ≡ Sˆ, the nonequilibrium evolution of the
system is thus very accurately reproduced by∣∣Ψ(t)〉 ≈ ∣∣Ψ˜(t)〉 = e−Sˆ e−itHˆeff eSˆ∣∣Ψ(t = 0)〉, (8.13)
whereby the number of particles is exactly conserved, and the particle motion is
dressed by complicated perturbative processes.
The above argument provides us with a lower bound for the lifetime of
mesonic excitations with mass Mn > 2M1 above the threshold which allows
for decay into multiple mesons, cf. Sec. 7.2.2. In fact, such a process involves
the creation of extra particle-antiparticle pairs, which has been shown to be
exponentially slow. Hence, in this regime, the quantized spectrum of excitations
discussed in Sec. 7.2.2 is thus meaningful even beyond the kinematic threshold
for decay processes.
We finally comment on the analogous problem of heavy-meson decay in
the presence of long-range interactions, introduced in Sec. 7.3. In that case,
the spectrum of the unperturbed Hamiltonian Hˆ0 in Eq. (8.34) with vanishing
transverse field g = 0, is much less degenerate than that analyzed in the present
Section, due to the spatial dependence of interactions. In particular, there are
no widely spaced bands which allow us to apply the same formal scheme as
discussed above. However, it is still the case that the production of isolated
pairs of kinks-antikinks far away from other excitations is strongly energetically
suppressed. Therefore, we expect that some form of slowness of decay and
thermalization processes should apply in this case, as well. This represents an
interesting open problem, whose analysis is left for future studies. In Sec. 8.5.2
below, we shall show that numerical simulations are consistent with the above
expectation.
8.3 Slow diffusion of mesons
As explained above, pair production is exponentially slow in the regime of
weak confinement. During this long transient regime, the effective dynamics of
particles and their bound states is governed by the effective Hamiltonian Hˆeff,
which accounts for resonant perturbative processes.
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In order to disentangle the effect of having a finite particle mass from the
intrinsic slow dynamics of Hˆeff, it is convenient to consider the formal limit of
infinite mass, i.e., J→∞ in the quantum Ising chain. The corresponding lowest-
order effective Hamiltonian Hˆ0 + Hˆ1 describes the dynamics of hardcore particles
hopping along the chain and subject to linear interaction potentials. Higher-
order terms in Hˆeff do not alter the physics qualitatively, as they just renormalize
the hopping amplitude and range of particles, and introduce hopping of light
mesons. As follows from the discussion in the previous Section, the spatial
range of a given perturbative transition in Hˆeff is bounded above by the order in
perturbation theory at which it appears.
Here, we aim at studying the effective dynamics of isolated mesons. For
this purpose, we consider the two-body problem, i.e., a particle (kink) at site
n1 and an antiparticle (antikink) at site n2 > n1. The lowest order effective
Hamiltonian in the two-particle sector H[2] may be split as Hconf +Hhop, whose
matrix elements read[
Hconf
]
n1n2,m1m2
= 2h
(
n2 −n1
)
δn1,m1δn2,m2 , (8.14)
and[
Hhop
]
n1n2,m1m2
= g
(
δn1+1,m1δn2,m2 + δn1−1,m1δn2,m2
+ δn1,m1δn2+1,m2 + δn1,m1δn2−1,m2
)
. (8.15)
Since the interaction part depends on the positive distance n2 − n1 only, it is
convenient to switch to the center-of-mass and relative coordinates n± = n1±n2.
We plug the ansatz Ψn+,n−(K) = e
iKn+ψn−(K) into the Schrödinger equation
H[2]Ψ = EΨ. The center-of-mass plane wave eiKn+ factors out, and the problem
reduces to the single-particle Wannier-Stark ladder problem,
2hn−ψn− + 2g cosK
(
ψn−−1 +ψn−+1
)
= Eψn− , (8.16)
subject to a hard wall at the origin n− > 0, i.e., to the boundary condition
ψn−=0 ≡ 0.
In the absence of a boundary, the problem may be exactly solved via elemen-
tary techniques, see App. G. The energy eigenvalues En = 2hn, with n ∈ Z, are
independent of the off-diagonal hopping amplitude g. The eigenfunctions can
be expressed as
Ψ
(n)
j = Jn−j
(
g cosK/h
)
, (8.17)
where Jν is the standard Bessel function of order ν. These Wannier-Stark
orbitals are related to each other via lattice translations, Ψ(n)j = Ψ
(n+r)
j−r , and
are exponentially localized around the respective sites n of the chain. The
mechanism of localization is a quite intuitive lattice effect, well known as
Wannier-Stark localization or Bloch oscillations. The kinetic energy of domain-
walls is finite and of order 2g. Due to energy conservation, a particle can slide
along a linear potential of slope 2h at most by a distance g/h before bouncing
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back and oscillating. Such an effect is robust, and does not depend on taking
the infinite-mass limit J→∞.
Wavefunctions localized far from the boundary n−  2g/h are hardly af-
fected by the boundary itself, and hence their energy En(K) = hn is independent
of K. In other words, heavy mesons with n g/h have asymptotically constant
dispersion relations (flat bands). This reflects the fact that their center of mass
described by the coordinate n+/2 does not diffuse. The bound particle and
antiparticle that compose the meson, perform independent Bloch oscillations
of temporal period 2pi/h at the edges of a domain of approximately n lattice
sites. However, the presence of the boundary curves the band En(K) of mesons
with n . ξloc = g/h, i.e., whose spatial extent is comparable with that of Bloch
oscillations. In other words, the center of mass of a sufficiently light meson,
originally placed at position n+/2 along the chain, slowly diffuses over an
appreciable time scale. The fast relative coordinate n− oscillates with a period
2pi/h.
The bandwidth of the dispersion relations of mesons, equal to their inverse
diffusion time scale, may be simply estimated by the following argument. The
modification produced by a hard wall at the origin to the bulk Wannier-Stark
orbitals localized around sites n ξloc, is proportional to the local amplitude of
the wavefunction tail, i.e.,
Jn
(
g cosK/h
)
∼
1
n!
(
g cosK/h
)2n. (8.18)
Therefore, the energy difference acquired by orbitals with different −pi < K 6 pi,
will be of this order. In other words, the bandwidth of the dispersion relation of
the n-th excited mesonic state, and hence the corresponding maximal velocity
of propagation, is of order
vdiff ≈
ng/h
1
n!
(
g/h
)2n. (8.19)
This estimate can be easily verified by numerical diagonalization of the two-
body Hamiltonian H[2] in Eqs. (8.14) and (8.15), and agrees with the following
perturbative argument: The lowest order process in g/h which moves the center
of mass of a string of length n involves the destruction and recreation of the
whole string, and hence occurs at order 2n. An exact solution of this problem in
terms of Bessel functions has been found by H. C. Fogedby [381].
Isolated mesons in the quantum Ising chain may be excited by reversing finite
domains of n spins in a longitudinally polarized state. According to the picture
derived in this Section, as such states evolve under the effect of a weak transverse
field, the meson wavefunction will slowly spread ballistically in space, with a
speed vdiff given by Eq. (8.19). As J is decreased, such a speed is quantitatively
modified (increased) by higher-order terms in the effective Hamiltonian Hˆeff.
Additionally, as explained in the previous Section, heavy mesons are expected
to decay into multiple lighter mesons over the exponentially long time scale in
Eq. (8.19).
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8.4 Continuum limit and the Schwinger effect
We comment here on the continuum limit, which is a central concern if one is
interested in high-energy physics [203] and field theories [223], which represent
the primary fields where the phenomenon of confinement has first emerged. The
limit of large particle mass discussed above is akin to the nonrelativistic limit
of field theories, in which particle-antiparticle pair creation and annihilation
is suppressed and the particle number is effectively conserved. In fact, an
exponential law very closely reminiscent of Eq. (8.12) appears in the discussion
of the so-called Schwinger mechanism, which concerns pair-production out of the
false vacuum after a quench of a background uniform classical field [382].
We briefly recall this result by J. Schwinger. Particle production out of the
vacuum by a strong background electric field E can be monitored through the
decay of the so-called vacuum persistence amplitude, i.e.,∣∣∣〈ψ0∣∣e−iH(E)t∣∣ψ0〉∣∣∣2 ∼ e−2Γ(E)Vt (8.20)
where V is the volume of the system. The decay rate per unit volume and time
is twice the real part Γ(E) of the effective action obtained by integrating out the
fermionic field. This quantity can be computed with standard field-theoretical
techniques, and one finds [382]
Γ(E) =
(eE)2
(2pi)3
∞∑
n=1
1
n2
exp
(
−
npim2
|eE|
)
. (8.21)
The inverse of 2Γ(E) represents the typical time scale of pair production, and
increases exponentially as the external field weakens. A threshold Ecr = pim2/e
appears, such that for E Ecr pair production becomes visible in accessible time
scales. In standard laboratory conditions, the value of this Schwinger threshold
is extremely high, i.e., ≈ 1018 Volts/meters. The essential singularity as E→ 0
signals the nonperturbative origin of this phenomenon, which may be pictured
as a quantum tunneling across a high energy barrier (cf. the discussion in Sec.
8.2).
Within the exact mapping discussed in Sec. 7.2.3, the interior of heavy
mesons in the quantum Ising chain represents a string of uniform electric field.
(In particular, the analogy is stronger for the "false vacuum" with all spins
reversed against the longitudinal field.) The process of string breaking by pair
creation is actually analogous to the Schwinger mechanism, thereby explaining
the similarity of the structure of Eqs. (8.12) and (8.21). While this analogy carries
over to the continuum limit as far as the decay of the false vacuum is concerned,
this is not the case for heavy mesons. In fact, their long-time stability actually
relies on a lattice effect, namely the Bloch oscillations of charges at the edge of
the string. In the continuum limit, the electrostatic energy gain as the charges are
attracted to each other by the Coulomb force, can be compensated by indefinite
acceleration. During a scattering event, if the total energy is sufficiently high, the
original particle-antiparticle pair may actually generate extra pairs. The rate of
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such a process is much higher than that in Eq. (8.12), exponentially suppressed
and akin to the Schwinger mechanism. According to the analysis of the Ising
field theory by S. Rutkevich in Ref. [228], the former is proportional to the third
power of the longitudinal field h3 in the regime of weak confinement (rather
than being exponential suppressed as in the lattice regime).
8.5 Quasilocalization of dilute particles
The discussion of Sec. 8.3 regarded the dynamics of isolated mesons. As
we have argued, the latter may become extremely slow when confinement is
present.
We find that the slow nonergodic behavior affects a much larger portion of
the many-body Hilbert space, constituted by all states with dilute particles. In
such states, the empty space between consecutive particles can be viewed by the
mapping in Sec. 7.2.3 as electric flux strings. By the argument of Sec. 8.2, strings
are stable against pair creation for exponentially long times, thus preventing
the occurrence of thermalization on this time scale. The effective dynamics gov-
erned by Hˆeff is number-conserving and nonintegrable, and hence it is expected
that the system prethermalizes to the Gibbs ensemble e−βHˆeff/Z at the inverse
temperature β uniquely determined by the energy density of the initial state.
For this to happen, it is necessary that particles can propagate. However, the
combination of confinement and lattice effects cause Wannier-Stark localization
of particles in their mutual linear confining potential, which suppresses spatial
propagation and makes prethermalization also extremely slow. The system
remains trapped in metastable fully localized states, characterized by persistent
energy gradients, coherent oscillations of local observables and bounded entan-
glement entropy. The lifetime of such states also grows exponentially with the
diluteness parameter.
The discussion above outlines the following scenario. Not only thermalization
is extremely slow, due to the large particle mass J, but also prethermalization
governed by Hˆeff is expected to present a growing hierarchy of time scales
associated with the diluteness of domain-walls in the initial state.
In the extreme dilute limit with particles infinitely far apart from their nearest
neighbors, the effective dynamics governed by Hˆeff can be determined exactly,
as discussed in the Sec. 8.3 and more thoroughly in App. G. Eigenstates are
product states of localized Wannier-Stark orbitals: for the quantum Ising chain
in Eq. (7.22), the localized wavefunction centered around the site n reads
Ψ
(n)
j = Jn−j
(
g/h
)
, (8.22)
where Jν is the standard Bessel function of order ν. The tails of this localized
orbitals decay faster than exponentially for |n− j|  g/h ≡ ξloc. If the dis-
tance between neighboring particles is much larger than this scale, transport
and thermalization are completely suppressed, and particles oscillate around
their initial position forever. Delocalization sets in only when the distance be-
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tween neighboring particles becomes comparable with the localization length
ξloc. Thermalization of such atypical initial states involves the conversion of
electrostatic energy into masses of neutral pairs, because such processes are
clearly entropically favorable. However, they occur over exponentially long
times Tsb ∼ g−1 exp
(
J/
√
h2 + g2
)
[cf. Eq. (8.12)].
8.5.1 Suppression of energy transport in quantum Ising chains
In order to test the above scenario, it is convenient to consider the simplest
situation, namely, a single isolated domain-wall in an open chain of L spins
governed by Hˆ in Eq. (7.22). Numerical simulations of this problem have been
communicated in Ref. [5]. In order to (partly) conform with the notations of the
original paper, we exchange the role of x and z, i.e.,
Hˆ = −J
∑
j
σˆxj σˆ
x
j+1 − h
∑
j
σˆxj − g
∑
j
σˆzj . (8.23)
We consider an initial state with a single domain-wall in the middle of the chain
which reads, in terms of the eigenstates |↑〉j and |↓〉j of σˆxj ,
|Ψ0〉 =
L/2⊗
j=1
|↑〉j
L⊗
j=L/2+1
|↓〉j ≡
∣∣↑1 . . . ↑L/2↓L/2+1 . . . ↓L〉 , (8.24)
and which is also an eigenstate of the quantum Ising chain (8.23) with a vanish-
ing transverse field g = 0. At time t > 0, a transverse field g 6= 0 is suddenly
switched on and we study the nonequilibrium evolution of the energy density
profile 〈Hˆj(t)〉 as a function of j, where
Hˆj = −Jσˆ
x
j σˆ
x
j+1 −
g
2
(
σˆzj + σˆ
z
j+1
)
−
h
2
(
σˆxj + σˆ
x
j+1
)
. (8.25)
For h = 0, the initial energy density 〈Hˆj(t = 0)〉 is equal on the two sides of
the junction at j = L/2, due to the Z2 symmetry. However, in the presence of a
nonvanishing longitudinal field h > 0, the chain acquires an initial macroscopic
energy imbalance between the left (“cold”) part and the right (“hot”) part. In
particular, the latter may be viewed as a “false vacuum” whose energy lies
in the middle of the many-body spectrum, and may thereby be expected to
decay into a finite density of traveling excitations upon activating the transverse
field g 6= 0, leading to a meltdown of the initial imbalance after a transient.
In order to numerically explore the nonequilibrium evolution of the chain, we
employ time-evolving block decimation (TEBD) simulations [383]. It turns out
that the entanglement grows slowly up to moderate values of the field g . 0.5J,
which allows us to extend the simulations to unusually long times (we chose
tM = 103J−1) with modest computational efforts, as in the case of Ref. [289]. We
investigate the behavior of 〈Hˆj(t)〉 [see Eq. (8.25)] and of the associated current
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Figure 8.4: Evolution of the energy density 〈Hˆi(t)〉 (left panel) and of the energy current density
〈Jˆi(t)〉 (right panel) profiles, governed by the Hamiltonian (8.23) starting from the inhomogeneous
domain-wall state (8.24), obtained from TEBD simulations, for a range of increasing field values
g = 0.2 (L = 50), 0.4 (L = 100) and h = 0.15, 0.3, 0.6, varying as indicated by the axes (from Ref. [5],
notation: hx → h, hz → g), and J = 1. The same qualitative behavior as that illustrated here
persists up to long times tM = 103. Note the oscillations of the profiles around the junction,
with spatial amplitude ∝ g/h and frequency ∝ h, while there is no evidence for the activation of
transport.
〈Jˆj(t)〉, with
Jˆj = Jg
(
σˆxj−1σˆ
y
j − σˆ
y
j σˆ
x
j+1
)
, (8.26)
for various values of h and g, |g|  J. The results of the simulations are
illustrated in Fig. 8.4 only up to times t = 50J−1, as no qualitative differences
are observed up to tM. In both the “strong” (h  |g|) and “weak” (h . |g|)
confinement regime, energy transfer between the two halves of the chain is
suppressed even at late times. As shown in Fig. 8.4, the main dynamical effect
of switching on g is given by pronounced oscillations of the profiles around
the position j = L/2 of the junction, with characteristic emergent amplitudes
and frequencies which depend on the values of the fields. In particular, the
energy current density is vanishing everywhere except around the junction,
where it oscillates between positive values (aligned with the energy gradient)
and negative values (against the energy gradient). We emphasize that, within
our protocol, an increase in the energy gradient between the two halves, caused
by a stronger h, does not result in the activation of transport: on the contrary, it
turns out that the oscillations at the junction acquire an even smaller amplitude
(see Fig. 8.4 from top to bottom).
As anticipated above, the oscillations of the profiles shown in Fig. 8.4 may be
interpreted as the quantum motion of the isolated kink initially localized at the
junction, triggered by the transverse field g 6= 0. In fact, the kinetic energy asso-
ciated with this motion has a finite bandwith ∼ g on the lattice, and therefore,
because of energy conservation, the kink quasiparticle can travel, in the linear
8.5. Quasilocalization of dilute particles 158
0
0.7
0.8
0.9
1.0
0 10 20 30 40 50
0.0
0.2
0.4
0.6
0.8
1.0
ED
Analytical
t
(a)
(b)
h 
x L
/
2
i
0
0.4
0.6
0.8
1.0
0 10 20 30 40 50
1.0
0.5
0.0
0.5
1.0
TEBD
Analytical
t
(a)
(b)
hH
L
/
2
i
0
0.15
0.10
0.05
0.00
0.05
0.10
0.15
0 10 20 30 40 50
0.4
0.2
0.0
0.2
0.4
TEBD
Analytical
t
hJ
L
/
2
i (a)
(b)
Figure 8.5: Comparison between the numerical results 〈σˆx
L/2(t)〉, 〈HˆL/2(t)〉, 〈JˆL/2(t)〉 (symbols),
and the analytical approximations mL/2(t), eL/2(t), jL/2(t) (solid lines) for the magnetization
(left panel), energy density (central panel) and energy density current (right panel) respectively,
at the junction j = L/2, as obtained from ED (with L = 16) or TEBD (with L = 50 or 100), and
from the effective single-particle model, respectively. These curves refer to h = 0.45, g = 0.2 (top
row), and h = 0.3, g = 0.4 (bottom row),with J = 1. Note that discrepancies between symbols and
solid lines appear as time increases, due to the neglected multi-kink processes. The associated
time scale, however, increases upon decreasing g.
confining potential Vn ∼ −2hn, at most a distance ξloc ∼ g/h (confinement
length scale), before bouncing back and oscillating. This phenomenon is analo-
gous to the Wannier-Stark localization of electrons in a one-dimensional crystal
subject to a constant electric field [304]. As described above, for |g|, |h| J we
can map the motion of the isolated kink onto the problem of a single quantum
particle hopping on a one-dimensional lattice, by projecting the many-body
Hilbert space onto the single-kink linear subspace. This subspace is spanned
by the states |n〉 with a single domain-wall located between sites n and n+ 1,
with n = 1, 2, . . . ,L− 1. The corresponding unperturbed energy eigenvalues
are En = 2J+ 2h(L−n) + EGS, where EGS = −J(L− 1) − hL is the unperturbed
ground-state energy of the chain. The resulting matrix elements 〈n |H |m〉 of
the Hamiltonian (8.23) read EGSδn,m + [Heff]nm, with[
Heff
]
nm
=
[
2J+ 2(L−n)h
]
δn,m − g (δn,m+1 + δn,m−1). (8.27)
We note that the off-diagonal perturbation produces an effective hopping am-
plitude for the kink quasiparticle. Accordingly, the effective Hamiltonian Heff
describes the dynamics in terms of a single particle hopping in a one-dimensional
lattice in the presence of a linear potential, where the state of the particle is
described by a vector {ψn} with n = 1, 2, . . . ,L − 1. This problem is exactly
solvable, see App. G. The absolute value squared of the n-th component of the
wavefunction ψn(t) is equal to the probability that the particle is at site n at
time t. Within this picture, the initial state in Eq. (8.24) maps to ψn(0) = δn,L/2,
corresponding to a particle localized at the junction between the two chains.
Similarly, the magnetization 〈σxj (t)〉 at site j and time t can be expressed within
this single-particle picture as
mj(t) = 1− 2
j−1∑
n=1
∣∣ψn(t)∣∣2, (8.28)
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where ψn(t) =
∑
m
[
(exp(−iHefft)
]
nm
ψm(0) is the time evolved state within
the projected space.
In order to test the accuracy of our approximation, we compare the dynam-
ics obtained from the above effective single-particle problem with the exact
dynamics generated by Hˆ [see Eq. (8.23)] in the full many-body Hilbert space,
starting from the domain-wall initial state |Ψ0〉 of Eq. (8.24) as obtained via both
exact diagonalization (ED) and TEBD techniques.1 The comparison between
mL/2(t) and 〈σxL/2(t)〉 is shown in Fig. 8.5. In particular, we observe that the
agreement is fairly good up to moderate values of the transverse field g . 0.4J.
Similarly, the relevant nonequilibrium profiles of the energy and energy current
densities can be studied within the above effective single-particle description.
This is achieved by projecting the energy density Hˆj at site j in Eq. (8.25) onto
the single-kink subspace,
[
Heffj
]
nm
=
1
2
[
J(2δj,n − 1) − h sgn(n− j)
]
δn,m
−
g
2
(
δj,m+1 + δj+1,m+1
)
δn,m+1 +
(
m↔ n), (8.29)
where the sign function sgn(x) equals 1 for x > 0, −1 for x < 0 and 0 for x = 0.
From the continuity equation
dHeffj
dt
= i
[
Heff,Heffj
]
= Jeffj − J
eff
j+1, (8.30)
we can infer the corresponding effective expression for the energy current density
operator Jˆj at site j, i.e.,[
Jeffj
]
nm
= 2iJgδn,m+1 δm,j−1
−
i
2
g2δm,j−2 δn,m+2 −
i
2
g2δm,j−1 δn,m+2
− (m↔ n).
(8.31)
The time-dependent expectation value of the energy density at site j within this
single-particle picture can therefore be written as
ej(t) =
∑
n,m
ψ∗n(t)
[
Heffj
]
nm
ψm(t), (8.32)
with an analogous expression for the current jj(t), in terms of Jeffj . In Fig. 8.5
we compare the time evolution of eL/2(t) and jL/2(t) with the corresponding
numerically exact quantities 〈HL/2(t)〉 and 〈JL/2(t)〉 as obtained from the TEBD
simulations. As shown in App. G, the spectrum of the effective Hamiltonian
(8.27) consists of integer multiples of 2h, which results in exactly periodic
behavior of the blue lines in Fig. 8.5. It is remarkable that, in spite of the
1In this case, the simulations based on exact diagonalization of the Hamiltonian can be pushed
until unexpected long times because finite-size effects such as revivals are suppressed, due to the
fact that excitations are confined [289].
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crudeness of the truncation of the effective Hamiltonian to lowest order, the
agreement is excellent for small values g = 0.2J of the transverse field, whereas
for sizable values g = 0.4J, small quantitative discrepancies appear, still retaining
a fairly good qualitative agreement.
Considering now general many-particle states with a given low density
0 < p 1 of particles and antiparticles, we expect that such states will exhibit a
hierarchy of long delocalization time scales, whereby the particles at the edge of
the shortest strings or antistrings will diffuse first, and so on. The associated time
scales are given by the inverse energy shift due to the interaction of localized
orbitals, i.e., the inverse band curvature estimated in Sec. 8.3. It follows that the
typical delocalization time scale is related to the average interparticle distance
1/p as
Tdiff(p) ∼ Γ(1/p)
(
h
g
)2/p
. (8.33)
In particular, we remark that for sufficiently small p the expected time scale
of string breaking becomes shorter than the particle delocalization time scale,
and thus is expected to become the most relevant time scale. Figure 8.6 shows
the result of preliminary numerical simulations, where the quasilocalization of
particles (domain-walls) induced by confinement is apparent.
8.5.2 Domain-wall localization in long-range quantum Ising chains
In Ref. [6], the analogous problem has been studied for "confinement" in-
duced by long-range interactions, as discussed in Sec. 7.3. We consider a
ferromagnetic quantum Ising chain with algebraically-decaying couplings. We
(partly) conform to the notations of Sec. 7.3 and of Ref. [6]: the Hamiltonian is
Hˆ = −
J
Nα,L
∑
16i 6=j6L
σˆxi σˆ
x
j
|i− j|α
− g
L∑
i=1
σˆzi , (8.34)
where σˆx,y,zi are Pauli matrices, L is the number of quantum spins-1/2 along the
chain, g is a transverse magnetic field, and the exponent α > 0 characterizes the
range of the ferromagnetic spin-spin interaction. Differently from Sec. 7.3, in this
case it is convenient to assume open boundary conditions. The rescaling factor
Nα,L =
∑
16i 6=j6L|i− j|
−α/(L−1) ensures that taking the local energy scale J > 0
independent of α and of the system size results in a proper thermodynamic
limit [324].
We study the nonequilibrium evolution governed by Hˆ in Eq. (8.34) starting
from initial states |Ψ0〉 = |n〉 with a longitudinal domain-wall between sites n and
n+ 1, i.e.,
|n〉 =
n⊗
i=1
|↑〉i
L⊗
i=n+1
|↓〉i ≡
∣∣ ↑1 . . . ↑n ↓n+1 . . . ↓L 〉, (8.35)
where |↑, ↓〉i denotes the eigenstates of σˆxi with eigenvalues ±1, respectively.
More general initial states |n1,n2, . . . 〉 with multiple domain-walls at positions
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Figure 8.6: Evolution of the magnetization 〈σˆxl (t)/2〉 versus space (vertical axis) and time (hori-
zontal axis), governed by the quantum Ising chain in Eq. (7.22) with J = 1, h = 0.15, and g = 0.2,
starting from a nonentangled initial product state drawn from an ensemble with a fixed density
p = 0.1 of longitudinal domain-walls along the chain. In agreement with the theory presented
in this Chapter, domain-walls remain localized for a long time by Bloch oscillations in their
mutual confining potentials. Due to the occurrence of quasilocalization, entanglement entropy
grows very slowly (not shown), which allows us to push TEBD computations to long times.
The phenomenon discussed here is reminiscent of Stark many-body-localization, recently put
forward in Refs. [384, 385], in which interacting particles are localized by strong external electric
fields in the absence of disorder, despite inter-particle interactions. However, in systems with
confined excitations, effective confining fields are internally generated by translation-invariant
local interactions in the system (see Sec. 7.2.3), and the occurrence of localization requires a low
particle density (but not a low energy).
n1,n2, . . . have also been considered. All these states are eigenstates of the
Hamiltonian (8.34) for g = 0. Upon quenching to a nonvanishing field g 6= 0, the
system evolves out of equilibrium. The evolution can be studied by monitoring
the dynamics of the spatial profiles of relevant local observables such as, e.g.,
the magnetization density
〈
σˆxi (t)
〉
.
For large α, the spatially-localized domain-wall in the initial state represents
a superposition of elementary excitations at all possible momenta, and, accord-
ingly, it is expected to exhibit unbounded spreading in space. On the other hand,
for α 6 2 isolated domain-walls become highly-excited states. In agreement
with the theory in Sec. 7.3, we find a markedly different domain-wall dynamics
characterized by spatial localization.
We perform numerical computations of the nonequilibrium evolution for
a range of values of the post-quench transverse field g/J ∈ [0, 0.5] and of the
exponent α ∈ [0, 3], and for system sizes L = 50, 100, 200. We use the second-
order integrator of the time-dependent variational principle on matrix product
states (MPS-TDVP) developed in Refs. [351, 386] with the time step J∆t = 0.01
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Figure 8.7: Nonequilibrium evolution of the longitudinal magnetization 〈σxj (t)〉 [cf. Eq. (8.34)]
in an open ferromagnetic quantum Ising chain of L = 100 spins with interactions between spins
at site i and j given by Ji,j ∝ |i− j|−α and α = 1.25 (left) and 3 (right) after a global quench of
the transverse field h starting from a state with a single domain-wall at the center j = L/2 of the
chain. Shown data range from −1 (darkest) to +1 (lightest). Similar qualitative behaviors are
found for α > 2 and α < 2, respectively. Data are obtained via MPS-TDVP simulations converged
with bond dimension D = 64 for the Hamiltonian (8.34) with the quench g = 0→ g = 0.1 J.
and bond dimension D = 64. The qualitative features of the results of the
simulations appear to depend crucially on α being smaller or larger than 2. In
particular, as shown in Fig. 8.7 for the local magnetization, for α > 2 unbounded
light-cone spreading of the domain-wall occurs from the region around its initial
position across the entire system. However, in the presence of longer-range
interactions with α 6 2, the inhomogeneity initially spreading out from the
center of the chain bounces back at a particular characteristic length scale and
remains subsequently trapped within this finite region. The spatial amplitude
and the temporal duration of this bounce appear to depend on α, g, and,
counterintuitively, on the system size L. This quasilocalization scenario for
magnetic defects generalizes to initial states with more domain-walls, as long
as their initial separation is larger than the amplitude of their spreading. The
stability of the magnetization profiles away from the initial positions of domain-
walls implies that the lumps of excess energy density, initially concentrated
around those positions, remain trapped within the surrounding portions of
the chain for a considerable time, highlighting the dramatic slow-down of
thermalization and transport.
The mechanism underlying the quasilocalization of domain-walls in the
presence of long-range interactions and the analytical description of its quan-
titative features rely on the discussion of Sec. 7.3. The crucial observation is
that spin-flip processes occurring far away from the domain-wall location and
generated by a small transverse field involve, unlike those occurring next to it,
a sizable configurational energy cost as compared to the perturbation strength
g. The former processes give rise to small fluctuations of the order parameter
away from the domain-wall, and, crucially, the excited “mesonic” quasiparticles,
made out of two tightly bound domain-walls, have vanishing center-of-mass
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momentum to lowest order in perturbation theory. The latter processes, instead,
generate effective dynamics of the domain-wall.
Similarly to the analysis of the quantum Ising chain in a tilted field detailed
above, we capture these effective dynamics by projecting the many-body quan-
tum Hamiltonian in Eq. (8.34) onto the subspace spanned by the states {|n〉} of
Eq. (8.35) with a single domain-wall located between sites n and n+ 1, with
n = 1, 2, . . . ,L− 1. Within this approach, the matrix elements of the Hamilto-
nian (8.34) in this subspace may be written as 〈n|Hˆ|m〉 = EGSδn,m + [Heff]n,m,
where EGS = −J(L− 1) is the ferromagnetic ground state energy, and[
Heff
]
n,m = Vα,L(n)δn,m − g(δn,m+1 + δn,m−1), (8.36)
where the diagonal term Vα,L(n) is given by the ferromagnetic configurational
excess energy
Vα,L(n) =
2
Nα,L
∑
16i6n
∑
n+16j6L
J
|i− j|α
. (8.37)
The quantum evolution starting from a domain-wall |n0〉 in Eq. (8.35) is thus
approximated by the motion of a single quantum particle initially placed at the
site n0 of a one-dimensional lattice of length L− 1, hopping to neighboring sites
and subject to the potential Vα,L(n).
The resulting qualitative behavior is determined primarily by the shape of the
potential Vα,L(n), which we displayed in Fig. 8.9 for some representative values
of α. For large L and n, the potential Vα,L(n) can be estimated by approximating
sums by integrals in the defining expression, as in Eq. (7.35). The result with
open boundary conditions is
Vα,L(n) ∼
L→∞
n/L=x
4J ×

−
1
2
L Vα(x) for 0 6 α < 1,
cα
2
L2−α Vα(x) for 1 < α < 2,
1−
cα
2α−1
for α > 2,
(8.38)
with cα = 1/[(2−α)(α− 1)ζ(α)], ζ is the Riemann zeta-function, and Vα is the
smooth scaling function
Vα(x) = x
2−α + (1− x)2−α − 1. (8.39)
In the limiting case α = 2, powers are substituted by logarithms.
One realizes that for α > 2, the potential becomes flat (i.e., independent
of n) in the limit L → ∞, and hence eigenstates approach spatially-extended
plane waves characterized by their momentum. Conversely, for 1 < α 6 2 the
spatial dependence of Vα,L(n) has a nontrivial subextensive scaling L2−α with
the system size L, described by the smooth function Vα. In particular, due to
the concurrence of unbounded potential energy ∼ JL2−α and bounded kinetic
energy ∼ g on the lattice, energy conservation implies that a particle initially
placed at a given lattice site can travel at most a finite distance away from
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Figure 8.8: Left: Quantitative comparison between the nonequilibrium evolution of the magnetiza-
tion obtained from MPS-TDVP numerical simulations (blue scale, background coloring) and those
predicted by the single-domain-wall approximation in Eq. (8.40) (yellow-red scale, solid contour
lines). These data refer to α = 1.25, h/J = 0.1, L = 200. Inset: time slice of the plot at the indicated
position along the chain, with a comparison between the MPS-TDVP data (dashed black line) and
the result of the approximation (solid orange). Right: Quantitative verification of the validity of
the semiclassical scaling laws of the profiles in Eq. (8.43) with respect to the system size L. These
data are obtained from MPS-TDVP simulations with α = 1.75, g/J = 0.1, and L = 100 (blue scale,
background coloring) or 200 (yellow-red scale, solid contour lines). Inset: time slice of the plot
at the indicated rescaled position along the chain, with a comparison between L = 100 (dashed
black line) and L = 200 (dashed orange). In both panels, data are converged with bond dimension
D = 64.
it. Correspondingly, all eigenstates of Heff are spatially localized.2 This sharp
transition in the structure of the spectrum of Heff in Eq. (8.36) upon decreasing
α below 2 is illustrated in Fig. 8.9 and provides a simple explanation for the
onset of quasilocalization in the presence of long-range interactions, as shown
in Fig. 8.7.
We note that the quasilocalization of magnetic defects discussed above, takes
place only if the effective potential Vα,L is confining at large distances, i.e.,
for α 6 2, as discussed in Sec. 7.3. Accordingly, this phenomenon it is not
directly related with the confined dynamics of correlations functions [267] and
anomalous cusps in the time-evolution of the Loschmidt echo [387], which occur
whenever the effective potential possesses bound states, i.e., also for α > 2 in
the present model.
For 0 6 α 6 1 and in the thermodynamic limit, the ferromagnetic in-
teraction is exactly described by its mean-field approximation and thus it is
equivalent to that between a spin and the self-consistent longitudinal field
λj(t) =
J0
2Nα,L
∑L
i( 6=j)
〈σxi (t)〉
|i−j|α . This is the reason why, in the following, we focus
on the more interesting case 1 < α 6 2 corresponding to intermediate-range
interactions.
We test the effectiveness of the above single-domain-wall approximation by
quantitatively comparing its results with those of the MPS-TDVP simulations.
Relevant observables are projected onto the single-domain-wall subspace, and
their expectation on the evolving state 〈Ψ˜(t)〉 = e−iHefft |n0〉 is computed. We
2At finite L, due to inversion symmetry with respect to the center of the open chain, the
eigenstates of Heff are actually even and odd superpositions of wavefunctions localized at
symmetric positions in the chain. However, such a finite-size effect is unstable to any perturbation
which breaks this symmetry, such as, e.g., random boundary conditions.
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Figure 8.9: Effective description of the dynamics of a single domain-wall. First row: effective
potential Vα,L(n) experienced by the domain-wall at position n along the chain, rescaled by
its maximal value Vα,L(L/2), as a function of the rescaled lattice position n/L, for system sizes
L = 50, 100, 200. Second row: sequence of trajectories defined by the classical Hamiltonian (8.41),
corresponding to the classical limit of eigenstates of the single-domain-wall problem defined by
the Hamiltonian in Eq. (8.36) with g/J = 0.1 and L = 50, obtained from the Bohr-Sommerfeld
quantization rule (for a better visualization, one every two possible quantized trajectories is
drawn). The coordinate q ∈ [1,L− 1] represents the position along the chain, and the conjugated
momentum p ∈ [0, 2pi] represents the lattice quasimomentum. The blue shading illustrates the
semiclassical motion of the domain-wall: the initial dark-shaded wavepacket, spatially localized
at position L/2 and widespread along the momentum axis, traverses the light-shaded region of
phase space during its time-evolution.
primarily focus on the local magnetization mj(t) = 〈Ψ˜(t)|σxj |Ψ˜(t)〉, which reads
mj(t) = 1− 2
∑
16n<j
∣∣ 〈n|Ψ˜(t)〉 ∣∣2. (8.40)
The quantitative comparison between this profile and the corresponding one
obtained from MPS-TDVP simulations is shown in the left panel of Fig. 8.8 with
solid contour lines and background coloring, respectively, and in the relative
inset for the time-evolving magnetization at a fixed position along the chain
indicated by the vertical black dashed line. The agreement turns out to be
excellent for small g and up to considerably long times. It appears to slowly
deteriorate at long times, with an associated time scale that decreases upon
increasing g. However, in all cases, the qualitative agreement remains fairly
good for all accessible times.
The above single-domain-wall approach allows one to derive the quantitative
features of the quasilocalization of domain-walls and, in particular, to elucidate
the role of long-range interactions in determining its strong sensitivity to the
system size. This is conveniently achieved through a semiclassical treatment of
the single-particle quantum-mechanical problem defined by the Hamiltonian in
Eq. (8.36), which describes its solution with increasing accuracy as L→∞ (see
App. G).
Taking the classical limit in Eqs. (8.36), defined on the phase space (q,p) ∈
[1,L− 1]× [0, 2pi] with periodic boundary conditions on the momentum p, one
finds for α > 1
Hcl(q,p) = −2g cosp + cαJ
[
q2−α + (L− q)2−α − L2−α
]
. (8.41)
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The semiclassical trajectories are defined by Hamilton’s equations q˙ = ∂pHcl
and p˙ = −∂qHcl. Fig. 8.9 shows the structure of the semiclassical eigenstates for
1 < α 6 2 (left) and α > 2 (right), obtained by quantizing the phase space area
encircled by classical trajectories, illustrating the quasilocalization transition.
Scaling laws for the motion of quasilocalized domain-walls as a function of
the parameters and of the system size can be derived within this semiclassical
treatment. In particular, by evaluating the extension and frequency of the
classical trajectories crossing a position n0 along the chain (see Fig. 8.9 for an
illustration), one readily derives an estimate of the spatial width ∆j and of the
temporal period ∆t of the spatiotemporal profiles, given by
∆j ∝ gLα−1 , ∆t ∝ Lα−1 , (8.42)
respectively, for domain-walls far away from the center of the chain, i.e., with
n0  L/2 or n0  L/2, and
∆j ∝
√
gLα , ∆t ∝
√
Lα/g , (8.43)
respectively, for domain-walls near the center of the chain, i.e., with n0 ≈ L/2.
These predicted scaling laws are confirmed by the nonequilibrium profiles
obtained via MPS-TDVP to a high degree of accuracy, as shown, e.g., in the
right panel of Fig. 8.8 with rescaled numerical data for various system sizes L
superimposed. Thus, the counterintuitive dependence of the local dynamical
behavior of confined domain-walls on the chain length L, observed in the
numerical simulations, is actually determined by the system-size scaling of
the configurational energy Vα,L(n) approximately governing the evolution of
isolated domain-walls, which is, in turn, a manifestation of the long-range nature
of the interactions.
8.5.3 Particle localization in the lattice Schwinger model
As is clear by considering the exact mappings described in Secs. 7.1.4 and
7.2.3, an analogous phenomenon of particle localization induced by lattice effects
in string dynamics may be found in actual confining lattice gauge theories.
In Fig. 8.10 we show this occurrence in the U(1) quantum link model with s =
1/2, Eq. (7.16), which is equivalent to the Schwinger model with a topological
angle θ close to pi (cf. the discussion in Sec. 7.1.2). The strength of confinement
may be tuned by varying the latter parameter, which plays a similar role to the
longitudinal field in the quantum Ising chain. The Hamiltonian is reported here
for convenience:
Hˆ = −w
∑
j
(
cˆ
†
j sˆ
+
j cˆj+1 + h.c.
)
+m
∑
j
(−1)jcˆ†j cˆj −α
∑
j
sˆzj . (8.44)
The left panels show the dynamical evolution of a finite electric string gener-
ated by a particle-antiparticle pair, at the deconfined point θ = pi (top) and in the
confined phase with θ 6= pi (bottom). The right panels show the same evolution
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Figure 8.10: Confinement induced by the θ−angle and string dynamics in the s = 1/2 U(1)-
quantum link model (QLM) [cf. Eq. (8.44)]. Evolution of a particle-antiparticle pair is displayed
in terms of space- and time-dependent electric field in the QLM (left panels) and of the density of
excited atoms in the Rydberg array (right panels), with m = −δ = 1.5Ω and L = 28. Simulations
in the top row have α = 0, corresponding to the deconfined field theory with θ = pi. Effects of
confinement emerge in the second row, where a nonvanishing σ = 0.3Ω stabilizes the electric
string.
as it would appear in terms of measurements of Rydberg atom excitations in a
quantum simulation, exploiting the exact mapping of Sec. 7.1.4. While for α = 0
nothing prevents the initially localized particles from propagating along the
chain (top panels), the presence of a linear confining potential proportional to α
between them stabilizes the electric string, leading to effective Bloch oscillations
of the edges and to a long lifetime, (bottom panels) which can be explained via
the theory of Sec. 8.3.
The suppression of string breaking discussed above in the context of the
s = 1/2 QLM can be immediately generalized to Wilson LGTs. We study the
evolution of a bare string of finite length generated by a particle antiparticle pair
in the bare vacuum in the lattice Schwinger model, defined by Eq. (7.10) and
reported here for convenience
Hˆ = −w
∑
j
(
cˆ
†
jUˆj,j+1cˆj+1 + h.c.
)
+m
∑
j
(−1)jcˆ†j cˆj + τ
∑
j
(
Lˆj −
θ
2pi
)2
. (8.45)
In the absence of background fields (θ = 0), the theory is confining and features
slow relaxation, as shown in Fig. 8.11. Remarkably, string breaking is strongly
suppressed even in the regime τ ' m ' w in which all terms in Hˆ compete in
magnitude.
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Figure 8.11: Suppression of string breaking in the lattice Schwinger model [cf. Eq. (8.45)], from
Ref. [7] (notation: J→ τ). Evolution of the electric flux spatial profile starting from a finite string
generated by a particle-antiparticle pair in the bare vacuum. Open boundary conditions are
assumed. The plots show that string breaking is strongly suppressed even when the electrostatic
string tension τ is comparable in magnitude with the rest mass m and the kinetic energy w of
fermionic particles.
Appendix A
Broken permutational invariance
In this Appendix, we briefly discuss simple generalizations of the ideas of
Ref. [83], reviewed in Sec. 2.1.1.
A first generalization is represented by nonsymmetric states which evolve
with a permutationally invariant Hamiltonian. Such states may be ground states
which spontaneously break permutational invariance, or more simply they may
be generated by bringing together a number of initially separated subsystems
and let them evolve with fully permutationally-invariant interactions (a so-called
inhomogeneous quench). In this case, the full permutational symmetry breaks
down into the product of smaller permutational-symmetry groups acting on
each subsystem. While the full system evolves outside of its totally symmetric
subspace (TSS), the restricted symmetry allows a description of the dynamics
within the product of the TSSs of individual subsystems. Semiclassical theory
can thereby be applied in the thermodynamic limit, provided each subsystem is
extensive.
Specifically, we may consider any product state of the form |α1,α2, . . . ,αN〉,
in which N(j) particular units are in the individual state |j〉, for j = 1, . . . ,q.
Some of the N(j)’s may be vanishing, so one has in general n 6 q subsets. The
global state is not symmetrized, and hence permutational invariance is broken
for n > 1. However, the system is still invariant upon permuting the N(1) units
in state |1〉 among themselves, the N(2) units in state |2〉 among themselves, and
so on. More generally, each subset of N(j) units may be prepared in a totally
symmetric state, i.e., in its TSS. In this last case, as in Sec. 2.1.1, the state of the
j-th subsystem is fully specified by the set of occupation numbers {N(j)α }α=1,...,q,
and the restriction n 6 q is removed.
We claim that the nonequilibrium dynamics starting from such a state as
described above, reduces to the dynamics of n× (q− 1) semiclassical degrees of
freedom, defined by the fractions{
x
(j)
α ≡ N
(j)
α
N(j)
}
j=1,...,n
α=1,...,q
(A.1)
of units in state |α〉 within the j-th subsystem, and taking into account the n
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exact constraints
∑q
α=1 x
(j)
α ≡ 1 for j = 1, . . . ,n. In fact, one immediately realizes
that terms in the Hamiltonian which simultaneously involve operators belonging
to different subsystems, may still be written in the form of local jumps as in Eq.
(2.6). Therefore, one ends up with an effective Hamiltonian which is formally
identical with Eq. (2.8), whence one derives one analogous to Eq. (2.10), in
terms of an enhanced semiclassical phase space corresponding to the product of
the individual ones of each subsystem.
A second, closely related generalization, consists of two or more systems,
possibly composed of different kinds of degrees of freedom, which are individ-
ually invariant under permutations. In this case, permutations of degrees of
freedom belonging to different subsystems cannot be defined. However, the
Hamiltonian does possess a restricted permutational invariance within each
separate subsystem, exactly as in the previous case. Therefore, this case may
be treated along the same lines as above, upon possibly introducing a different
q for each subsystem. The interactions only couple different subsystems via
their collective operators, which behave semiclassically for large subsystem sizes.
Such a description is relevant, e.g., for the dynamics of internal degrees of
freedom in coupled spinor Bose-Einstein condensates.
Appendix B
Gaussian states
In this Appendix, we briefly review the mathematical properties of bosonic
Gaussian pure states, their various parameterizations, and their time-evolution.
A Gaussian pure state of a quantum bosonic degree of freedom, described
by canonical variables qˆ, pˆ, with [qˆ, pˆ] = i, is defined by a complex Gaussian
wavefunction
ψ(x) =
1√
Z
e−
(x−x0)
2
2ξ , (B.1)
with x0 ∈ R, and
ξ ≡ |ξ|eiα ∈ C with − pi/2 < α < pi/2. (B.2)
Normalization requires Z =
√
pi|ξ|/ cosα. Upon applying a rigid translation, we
can set x0 = 0.
With this parameterization, one can compute the "moments",
∆qq ≡ 〈qˆ2〉 =
∫
dx x2|ψ(x)|2 =
|ξ|
2 cosα
,
∆pp ≡ 〈pˆ2〉 =
∫
dx
∣∣∣∣dψ(x)dx
∣∣∣∣2 = 12|ξ| cosα ,
∆qp ≡ 1
2
〈qˆpˆ+ pˆqˆ〉 =
∫
dxψ∗(x)
(
− ix
d
dx
− i
d
dx
x
)
ψ(x) =
tanα
2
.
(B.3)
In particular, the minimal-uncertainty relation is satisfied for all Gaussian states,
∆qq∆pp =
1
4
+ (∆qp)2. (B.4)
(It can be shown that for general states the left-hand side is greater or equal
than the right-hand side, and equality holds for Gaussian states only [388].) The
three variables ∆ subject to the minimal-uncertainty constraint constitute an
alternative parameterization of general Gaussian states.
The above relation can be formulated in a compact matrix form. Let us
denote
xˆ =
[
qˆ
pˆ
]
. (B.5)
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Let us define the matrix of correlations
∆ij =
〈
xˆixˆj + xˆjxˆi
2
〉
, (B.6)
such that
∆ ≡
(
∆qq ∆qp
∆qp ∆pp
)
. (B.7)
The minimal-uncertainty relation (B.4) may thus be reformulated as
det∆ =
1
4
. (B.8)
This relation possesses a simple geometrical interpretation in classical phase
space. In fact, the Wigner function W(q,p) (see, e.g., Refs. [308, 310]) associated
with the Gaussian wavefunction ψ(x) is a positive Gaussian distribution in phase
space,
W(q,p) =
1√
2pi∆
exp
[
−
1
2
(
q p
) ·∆−1 ·(q
p
)
.
]
(B.9)
The moments ∆ define the "shape" of this distribution. We can thus uniquely
associate each Gaussian wavefunction with an ellipse in classical phase space,
defined by a contour line of the Wigner function which encloses a given weight.
The minimal-uncertainty relation asserts that the area of the ellipse is indepen-
dent of the parameters (i.e., of ξ). This is directly related to the quantization of
phase space area in units of the Planck constant (recall that  h ≡ 1 in our units).
The standard form of Heisenberg Heisenberg relation ∆qq∆pp > 1/4 follows
from Eq. (B.4) and is saturated only for α = 0. For a general Gaussian pure
state, minimal uncertainty variables may be obtained by rotating qˆ and pˆ to
align with the ellipse’s axes.
A related parameterization can be formulated in terms of the classical action-
angle variables. We define the standard annihilation and creation operators as
bˆ = (qˆ− ipˆ)/
√
2 and bˆ†. We define
n = 〈nˆ〉 = 〈bˆ†bˆ〉 = ∆
qq +∆pp − 1
2
. (B.10)
From the uncertainty relation (B.4), we get(
∆qq −∆pp
2
)2
+ (∆qp)2 =
∆qq +∆pp − 1
2
(
∆qq +∆pp − 1
2
+ 1
)
= n(n+ 1).
(B.11)
Hence, we can write the parameterization
∆qq +∆pp − 1
2
≡ n,
∆qq −∆pp
2
≡
√
n(n+ 1) cosφ,
∆qp ≡
√
n(n+ 1) sinφ.
(B.12)
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The parameters n and φ parameterize the whole family of Gaussian pure states.
Note that these variables are singular at n = 0, corresponding to the state |0〉
defined by ξ = 1.
Gaussian pure states may be generated by linear canonical transformation
starting from the reference state |0〉, which we shall call the fundamental coherent
state. Such a state is the null vector of the standard annihilation operator bˆ. Let
us define the squeezing and rotation operators,
Uˆs(λ) = exp
(
− iλ
qˆpˆ+ pˆqˆ
2
)
, Uˆr(θ) = exp
(
− iθ
qˆ2 + pˆ2 − 1
2
)
. (B.13)
Hence, we define the family of states
|ψ(λ, θ)〉 ≡ Ur(θ)Uˆs(λ) |0〉 . (B.14)
Unitary transformations generated by quadratic hermitian operators preserve
the space of Gaussian states. On varying the parameters θ and λ, one spans
all Gaussian wavefunctions. Therefore, these two parameters constitute a fur-
ther independent parameterization of Gaussian pure states. The geometrical
interpretation of these variables in classical phase space can be given along the
lines above: one starts with the fundamental coherent state, represented by a
unit circle centered at the origin, then squeezes (stretches) it by a factor e±λ
along the two Cartesian axes, and hence rotates it around the origin by an angle
θ. In this way one generates all possible ellipses in phase space, which are in
one-to-one correspondence with Gaussian states as from the mapping above.
The (λ, θ)-parameterization can be related to the previous ones via the following
formulas: 
∆qq =
1
2
(
cos2 θe2λ + sin2 θe−2λ
)
,
∆pp =
1
2
(
sin2 θe2λ + cos2 θe−2λ
)
,
∆qp =
1
2
cos θ sin θ
(
e2λ − e−2λ
)
,
(B.15)
and
|ξ|2 =
∆qq
∆pp
=
1+ cos 2θ tanh 2λ
1− cos 2θ tanh 2λ
, tanα = 2∆qp = sin 2θ sinh 2λ. (B.16)
Gaussian pure states may also be obtained as ground states of definite
quadratic Hamiltonians of the form
Hˆ = a
pˆ2
2
+ b
qˆ2
2
+ c
qˆpˆ+ pˆqˆ
2
(B.17)
with ab− c2 > 0. This can be achieved in two steps. First, a quadratic form
can be diagonalized by means of an orthogonal transformation, i.e., a rotation,
implemented by Uˆr(θ) for some θ. This transformation brings the Hamiltonian
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into a diagonal form
Uˆr(θ) Hˆ Uˆ
†
r(θ) = Hˆ
′ = a ′
pˆ2
2
+ b ′
qˆ2
2
. (B.18)
Hence, a squeezing transformation, implemented by Uˆs(λ) for some λ, brings
the Hamiltonian into the fundamental form
Uˆs(λ) Hˆ
′ Uˆ†s(λ) = Hˆ
′′ = ω
(
pˆ2
2
+
qˆ2
2
)
= ω
(
bˆ†bˆ+
1
2
)
. (B.19)
The ground state of Hˆ ′′ is the fundamental coherent state |0〉. The ground state
of the original Hamiltonian Hˆ is obtained by transforming back to original
variables, i.e.,
Uˆr(θ)Uˆs(λ) |0〉 ≡ |ψ(λ, θ〉 . (B.20)
The overall magnitude of the Hamiltonian parameters a, b, c just fix the spectrum
ω, whereas their two independent ratios consititute a further parameterization
of Gaussian states. Diagonalization of a quadratic bosonic Hamiltonian is
discussed also in Sec. 6.1.2.
Gaussian pure states are parameterized by two numbers, plus an irrelevant
phase factor. Quadratic Hamiltonians generate unitary transformations which
map Gaussian states into Gaussian states. Time-evolution of Gaussian states
governed by (generally time-dependent) quadratic Hamiltonians plays a crucial
role in semiclassical physics, as explained in several circumstances in Part I of
the thesis. This evolution can be described by two coupled ordinary differential
equations. More generally, one has one pair of ODEs per degree of freedom.
Let us introduce a compact notation for a system of n degrees of freedom as
xˆ =

qˆ1
...
qˆn
pˆ1
...
pˆn

, (B.21)
and a quadratic Hamiltonian
Hˆ(t) =
1
2
xˆT ·H(t) · xˆ, (B.22)
where H(t) is the 2n× 2n symmetric matrix of real coefficients. Denoting the
simplectic unit matrix as
J =
(
O I
−I O
)
. (B.23)
One has the Heisenberg equations of motion
˙ˆx = JH(t) · xˆ ≡ A(t) · xˆ . (B.24)
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Let us define the matrix of correlations
∆ =
1
2
〈
xˆ · xˆT + transpose〉 , i.e., ∆ij = 〈 xˆixˆj + xˆjxˆi2
〉
. (B.25)
The evolution equation of the correlations can be expressed as
∆˙ = A(t) ·∆+∆ ·A(t)T . (B.26)
By means of the transformation formulas above, one may rewrite the evolution
of Gaussian pure states in any of the parameterizations. In this thesis, we always
use the latter form (B.26) for analytical and numerical calculations.
Appendix C
Floquet Hamiltonian and
high-frequency expansion
Whenever the time-dependent Hamiltonian of a system has a period T , i.e.,
Hˆ(t+ T) = Hˆ(t), the resulting time-evolution operator U(t2, t1) satisfies
Uˆ(t0 +nT , t0) =
[
Uˆ(t0 + T , t0)
]n (C.1)
for any integer n. Accordingly, it is convenient to define an effective static
Hamiltonian Hˆeff [110, 302],
Uˆ(t0 + T , t0) = Te
−i
∫t0+T
t0
dτHˆ(τ) ≡ e−iTHˆeff , (C.2)
usually referred to as the Floquet Hamiltonian. Its spectrum is defined up to
integer multiples of the frequency 2pi/T and it is independent of the choice of
the reference time t0. The state of the system at stroboscopic times tn = t0 +nT
is therefore entirely and unambiguously determined by the Floquet Hamiltonian
Hˆeff. A series expansion of Hˆeff in powers of the period T , known as the Magnus
expansion, can be written as
Hˆeff =
∞∑
n=0
Hˆ
(n)
eff , (C.3)
with Hˆ(n)eff proportional to T
n. Explicitly, the first terms read
Hˆ
(0)
eff =
∫t0+T
t0
dτ1
T
Hˆ(τ1), (C.4)
Hˆ
(1)
eff =
T
2
∫t0+T
t0
dτ1
T
∫t0+τ1
t0
dτ2
T
[
Hˆ(τ1), Hˆ(τ2)
]
, (C.5)
with the higher order terms involving a increasing number of nested commu-
tators of Hˆ at different times. This expansion is convergent when T is smaller
than the inverse maximal extension of the spectrum of Hˆ(t) [302].
Appendix D
Nonequilibrium spin-wave
theory with weak disorder
In this Appendix, we explore applications of spin-wave theory in weakly
disordered magnetic systems. The material below is unpublished.
We consider the following two models:
HˆGM = −
λ
N
N∑
i,j=1
σˆi · σˆj −
N∑
i=1
hiσˆ
z
i , (D.1)
HˆLMG = −
λ
N
N∑
i,j=1
σˆxi σˆ
x
j −
N∑
i=1
hiσˆ
z
i , (D.2)
where σ’s are Pauli matrices. The former model (D.1) represents the so-called
Gaudin magnet. When the external field is uniform (hi ≡ h), the model is
trivially solvable, because the two terms of Hˆ commute. For an arbitrary set of
local fields {hi}i, the model is nontrivially Bethe-ansatz solvable, and possesses
a complete set of N commuting integrals of motion [303]. The latter model (D.2)
represents a fully-connected Ising ferromagnet, which is an anisotropic version
of the former [it has Z2 ≡ O(1) rather than O(3) symmetry]. When the external
field is uniform (hi ≡ h), it maps to the Lipkin-Meshkov-Glick model. Such a
model has been discussed at length in Chap. 2. Unlike the isotropic case, this
model has a “quantum” (T = 0) ferromagnet/paramagnet transition on varying
the strength of the external field. As soon as an inhomogeneity in the local fields
is present, both the Bethe-ansatz and the mean-field solvability break down, and
the analysis must resort to some approximation.
We consider a weak disorder, i.e., local fields with small random fluctuations
around an average value. This may be studied by expanding in small fluctuations
around spin-coherence. For the Gaudin magnet, the approximation can in
principle be checked against an exact treatment. (This model has been studied
in relation to many-body localization in Ref. [389].) On the other hand, the
Ising phenomenology is richer in the clean case, since the model undergoes
equilibrium and dynamical transitions, as discussed in Chap. 2. Finite-range
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interactions may also be considered along the lines of Chap. 3. We are interested
in investigating the interplay of weak disorder and interactions, and the impact
of the former on the nonequilibrium phenomena discussed in Part I of the thesis.
However, it should be noted that spin-wave theory is not expected to succeed in
capturing a disorder-dominated phase, e.g., a many-body localized phase.
We sketch below how the nonequilibrium spin-wave theory expounded in
Chap. 3 can be extended to deal with inhomogeneous local fields. We rewrite
both models (D.1) and (D.2) in Fourier components of the spins. We use the
following notation: σ˜k ≡
∑
j e
−ikjσj, but h˜k ≡ (1/N)
∑
j e
−ikjhj :
HˆGM = −
λ
N
∣∣∣~˜σk=0∣∣∣2 −∑
k
h˜−kσ˜
z
k; (D.3)
HˆLMG = −
λ
N
(
σ˜xk=0
)2
−
∑
k
h˜−kσ˜
z
k. (D.4)
Now we define
hi ≡ h+∆h ·Xi, (D.5)
and
X˜k ≡ 1√
N
∑
j
e−ikjXj. (D.6)
Substituting,
h˜0 = h+
∆h · X˜0√
N
, h˜k ≡ h˜∗−k =
∆h · X˜k√
N
for k 6= 0. (D.7)
Setting h¯ ≡ h˜0, we can separate the Hamiltonian into a clean and a disordered
part:
HˆGM = −
λ
N
∣∣∣~˜σk=0∣∣∣2 − h¯ σ˜zk=0 −∆h∑
k6=0
X˜−k
σ˜zk√
N
; (D.8)
HˆLMG = −
λ
N
(
σ˜xk=0
)2
− h¯ σ˜zk=0 −∆h
∑
k6=0
X˜−k
σ˜zk√
N
. (D.9)
If we take the local fields hi as independent Gaussian random variables (RVs)
with common mean h and common dispersion around the mean equal to ∆h,
then the Fourier components of the disorder are also independent Gaussian RVs.
Given the above definitions, the variables Xj are standard Gaussian variables, as
well as their Fourier components X˜,k
〈Xj〉 = 0, 〈X2j〉 = 1,
〈X˜k〉 = 0, 〈X˜2k〉 = 1.
(D.10)
For different choices we may have nonGaussian and/or correlated {X˜k}. In
equations (D.8) and (D.9), we have h¯ → h in the thermodynamic limit (no
disorder dressing of the average field), and X˜’s are random numbers of order 1.
The first two terms represent the clean part of Hˆ, and the last term accounts for
179
the disorder. The global amount of disorder is controlled by the parameter ∆h.
The analysis now proceeds as in the clean case in Chap. 3. We decompose
the spins in a rotated frame aligned with the instantaneous (equilibrium or out-
of-equilibrium) average total spin, acting as the reference spin-coherent vacuum
on top of which spin-wave excitations are built. The spins are then transformed
to canonical (Holstein-Primakoff) coordinates q˜k, p˜k, obtaining an expansion
of Hˆ which depends parametrically on the classical reference configuration of
the system. In the clean case, both the equilibrium equation of state and the
nonequilibrium equations of motion are found by requiring the linear terms in
q˜k=0, p˜k=0 in the Hamiltonian Hˆ to vanish, which fixes the state or the evolution
of the reference frame, and then writing the evolution of fluctuations around
the time-dependent spin-coherent reference state at Gaussian level.
However, in the presence of disorder, this is no longer the case. The Hamilto-
nians (D.8) and (D.9) have linear terms in q˜k, p˜k. This results from the equations
σ˜zk =
(
X · z
)
σ˜Xk +
(
Y · z
)
σ˜Yk +
(
Z · z
)
σ˜Zk (D.11)
and
σ˜Xk√
N
= (1/
√
s) q˜k + . . .
σ˜Yk√
N
= (1/
√
s) p˜k + . . .
σ˜Zk√
N
= −(1/
√
s)
∑
k ′
q˜k ′ q˜k−k ′ + p˜k ′ p˜k−k ′
2
√
Ns
.
(D.12)
Such linear terms are proportional to the disorder strength ∆h in the Hamil-
tonian. Therefore, disorder induces weak distortions of the spin-coherence, of
order O
(
∆h
)
.
In this case, in equilibrium one has
〈q˜k〉 ∝ 〈p˜k〉 ∝ ∆h · X˜−k + . . . (D.13)
and out of equilibrium we need to take into account not only the evolution
of the quantum correlations ∆qqk ,∆
qp
k ,∆
pp
k defined in Eqs. (3.34), but also the
evolution of the expectation values 〈q˜k(t)〉, 〈p˜k(t)〉. The approximate equations
of motion can be obtained from the Hamiltonian expanded to quadratic order
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in the fluctuations q˜k, p˜k. We get
HˆGM ={classical average}+
−
√
N√
s
h¯
((
X · z
)
q˜0 +
(
Y · z
)
p˜0
)
+
1
s
(
2λ+ h¯
(
Z · z
))∑
k6=0
q˜kq˜−k + p˜kp˜−k − 1
2
−
∆h√
s
∑
k6=0
X˜−k
((
X · z
)
q˜k +
(
Y · z
)
p˜k
)
+
1√
N
∆h
s
(
Z · z
) ∑
k6=0,k ′
X˜−k
q˜k ′ q˜k−k ′ + p˜k ′ p˜k−k ′
2
,
(D.14)
and
HˆLMG ={classical average}+
−
√
N√
s
(
2λ (1− ) (Z · x) (X · x) + h¯ (X · z)
)
q˜0
−
√
N√
s
(
2λ (1− ) (Z · x) (Y · x) + h¯ (Y · z)
)
p˜0
+
1
s
(
2λ
(
Z · x
)2
+ h¯
(
Z · z
))∑
k
q˜kq˜−k + p˜kp˜−k − 1
2
−
∆h√
s
∑
k6=0
X˜−k
((
X · z
)
q˜k +
(
Y · z
)
p˜k
)
+
1√
N
∆h
s
(
Z · z
) ∑
k6=0,k ′
X˜−k
q˜k ′ q˜k−k ′ + p˜k ′ p˜k−k ′
2
.
(D.15)
In the nonequilibrium setting, one needs to add to Hˆ an extra Larmor term
−2ω(t) · σ˜k=0, which accounts for the noninertial frame, cf. Sec. 3.2.
The equilibrium equation of state or the nonequilibrium equations of motion
are obtained in a straightforward way from the above Hamiltonians. Self-
consistency requires that 〈q˜0〉 ≡ 〈q˜0〉 ≡ 0, which fixes the configuration or the
evolution of the frame (X, Y, Z). In the presence of disorder, the solution is
perturbatively modified in powers of ∆h 6= 0. Linear terms in the spin-wave
variables determine nonvanishing ground-state expectation values:
ω 〈q˜k〉+
(
Z · z
) ∆h√
N
∑
k ′ 6=0
X˜k ′〈q˜k−k ′〉 !=
√
s
(
X · z
)
∆h · X˜−k (D.16)
where the common frequency of the spin waves ω is equal to 2λ+ h¯
(
Z · z
)
in the Gaudin case or 2λ
(
Z · x
)2
+ h¯
(
Z · z
)
in the Lipkin case. The solution
of (D.16) to first order in ∆h is obtained by disregarding the second term. An
analogous equation fixes the equilibrium value of 〈p˜k〉.
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The interpretation of the above result is simple in the real-space description,
where one has
〈qˆj〉, 〈pˆj〉 ∝ ∆h ·Xj. (D.17)
The local field hj generates a local distortion of the spin at site j away from
the mean-field configuration that results from the competition of ferromagnetic
infinite-range interaction and the uniform field. Correspondingly, the spin-wave
density will be  = O
(
(∆h)2
)
. This statement is exact in the thermodynamic
limit.
Within the formalism, we can account for quantum fluctuations around the
configuration distorted by weak disorder. Setting
q˜k ≡ 〈q˜k〉+ δq˜k, p˜k ≡ 〈p˜k〉+ δp˜k, (D.18)
and substituting into the Hamiltonians, the linear terms in δq’s, δp’s cancel by
construction, and one ends up with the quadratic truncation of the Hamiltonian
in the fluctuations. Due to infinite-range interactions, the lattice sites only feel
each other via the self-consistent value of the effective field (or mean field) which
determines their configuration. Therefore, one ends up with a set of decoupled
oscillators in real space with disordered frequencies. In particular, disorder
localizes spin excitations within single sites.
On the other hand, finite-range interactions such as those analyzed in Part I
of the thesis tend to delocalize spin excitations, and compete with disorder. The
effect of this interplay on the nonequilibrium dynamics is not a priori clear, and
constitutes a subject of interest for theory and experiments. The expansion above
together with that presented in Chap. 3 for finite-range interactions provide a a
starting point to investigate these problems.
Appendix E
Semiclassical expansion for the
dynamics of the Dicke model
We consider the Dicke model,
Hˆ = ω0
N∑
j=1
sˆzj +ωbˆ
†bˆ+
γ√
N
bˆ† + bˆ√
2
N∑
j=1
sˆxj , (E.1)
where sˆα, with α = x,y, z, are spin-1/2 operators and bˆ, bˆ† are bosonic operators.
The quantum spins describe an ensemble of atomic two-level systems collectively
interacting with a quantized radiation field, represented by the single bosonic
mode bˆ.
The model may be formulated in terms of a collective spin Sˆα =
∑
j sˆ
α
j and
the bosonic mode bˆ. Both these degrees of freedom approach their classical limit
for N→∞, described by the classical Hamiltonian Hˆ/N→ Hcl
Hcl = ω0S
z +ω
Q2 +P2
2
+ γQSx (E.2)
Quantum fluctuations around the classical limit may be studied in terms of
a semiclassical 1/N expansion. They are relevant to describe the long-time
nonequilibrium behavior of collective quantities as well as the entanglement
properties of the system.
Quantum fluctuations of the collective spin may be described via a Holstein-
Primakoff expansion around the time-dependent direction of the average ori-
entation, as in Chap. 3. Quantum fluctuations of the radiation field are simply
represented by deviations away from the macroscopic expectation values. In
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formulas:
Sˆα ≈ X(t) ·α
√
N/2 qˆ+Y(t) ·α
√
N/2 pˆ+Z(t) ·α
(
N
2
−
qˆ2 + pˆ2 − 1
2
)
,
(E.3)
Qˆ =
√
NQ(t) + δQˆ, (E.4)
Pˆ =
√
NP(t) + δPˆ, (E.5)
with α = x,y, z. The classical functions Q(t), P(t) and Z(t) are chosen in such a
way that they account for the classical dynamics of the system. As a consequence,
the two quantum bosonic operators (qˆ, pˆ) and (Qˆ, Pˆ) have vanishing expectation
values and describe quantum fluctuations around the classical dynamics. The√
N scaling of classical variables may be understood as the occurrence that all
terms in the Hamiltonian are extensive and balance each other in equilibrium.
Conversely, typical quantum fluctuations in equilibrium, quantified by the expec-
tation values of quadratic bosonic operators, are of order O(1), i.e., subextensive.
This corresponds to having an effective Planck constant  heff =  h/N.
The semiclassical time-evolution of the system can be obtained by substitut-
ing the time-dependent expansion above into the Hamiltonian and truncating to
quadratic order. Dynamics of quantum fluctuations are generated by the modi-
fied Hamiltonian H˜ = Hˆ− i ˙ˆV(t)Vˆ†(t) which includes the inertial terms, due to
the time-dependence of the transformation. In order for the approximation to be
self-consistent, one must appropriately choose the classical functions Q(t), P(t)
and Z(t) in such a way that linear terms in the bosonic variables vanishing. This
results in the classical dynamics of the collective spin and the radiation field:
Q˙ = ωP,
P˙ = −ωQ−
γ
2
Z · x,
Y˙ ·Z = ω0 X · z+ γQX · x,
Z˙ ·X = ω0 Y · z+ γQY · x.
(E.6)
The dynamics of quantum fluctuations is regulated by the equations of motion
˙δQˆ = +ωδPˆ,
˙δPˆ = −ωδQˆ−
γ√
2
(X · x qˆ+Y · x pˆ),
˙ˆq = −(ω0 Z · z+ γQZ · x− X˙ ·Y)pˆ+ γ√
2
Y · x δQˆ,
˙ˆp = +(ω0 Z · z+ γQZ · x− X˙ ·Y)qˆ− γ√
2
X · x δQˆ.
(E.7)
With the standard choice of parameterization of the rotating frame
X ≡
cos θ cosφcos θ sinφ
− sin θ
 , Y ≡
− sinφcosφ
0
 , Z ≡
sin θ cosφsin θ sinφ
cos θ
 . (E.8)
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one has
Y˙ ·Z = cos θφ˙, Z˙ ·X = θ˙, X˙ ·Y = − sin θφ˙. (E.9)
From these equations, one derives the evolution equations of quantum
correlation functions. We will do this in a compact form. Let us denote
xˆ =

δQˆ
δPˆ
qˆ
pˆ
 , (E.10)
and let us rewrite Eqs. (E.7) compactly as
˙ˆx = A(t) · xˆ, (E.11)
where A(t) is a time-dependent 4× 4 matrix defined by Eqs. (E.7). Now let us
define the matrix of correlations
∆ij =
〈
xˆixˆj + xˆjxˆi
2
.
〉
(E.12)
As in App. B, one finds the evolution equation of the correlations
∆˙ = A(t) ·∆+∆ ·A(t)T . (E.13)
These equations form the basis to address entanglement dynamics between
atoms and the cavity field in the Dicke model, along the lines of Chap. 6. In
particular, entanglement entropy may be accessed by collective measurements on
the atoms, with an established set of techniques in experimental AMO physics.
Appendix F
Fourier transform of 1/rα
In studying long-range interactions, one often needs the Fourier transform
of 1/rα on a periodic d-dimensional lattice of N = Ld sites. In this Appendix,
we discuss the behavior of this function. For simplicity we focus on hypercubic
lattices with unit spacing, i.e, the j-th lattice site has integer spatial coordinates
rj = (r1j , . . . , r
d
j ) with r
µ
j = 1, 2, . . . ,L, and we define the distance as the minimal
(Euclidean) distance on the discrete d-dimensional torus, i.e.,
||rj − ri|| ≡
√√√√ d∑
µ=1
[
Min
(
|r
µ
i − r
µ
j |,L− |r
µ
i − r
µ
j |
)]2
. (F.1)
The properties derived below rely only on the 1/rα decay, and not on the specific
lattice nor on the choice of periodization of the distance.
The Fourier transform is defined as
fα,k =
1
Nα,N
N∑
j( 6=i)
e−ik·(rj−ri)
||rj − ri||α
, (F.2)
where the quasimomentum takes values k = 2pin/N in the Brillouin zone, with
n = (n1, . . . ,nd) and nµ = 0, 1, . . . ,L− 1. The Kac normalization factor 1/Nα,N
is chosen in such a way that for all α, d and N one has
fα,k=0 ≡ 1. (F.3)
In particular,
Nα,N ≡
N∑
j( 6=i)
1
||rj − ri||α
∼
N→∞

Nd−α for α < d,
logN for α = d,
const for α > d.
(F.4)
Note that
∑
k fα,k ≡ 0 for all α, d and N.
For α = 0, one has a delta function
fα=0,k ≡ δk,0. (F.5)
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For long-range interactions with 0 < α < d, one can safely approximate sums
with integrals in their defining expression (F.2), which captures the leading
order. Hence, one can switch to spherical coordinates and integrate over all the
angles, obtaining
fα,k 6=0 ∼
1
Ld−α
∫L
1
dρρd−1−α
Jd/2−1(|k|ρ)
(|k|ρ)d/2−1
, (F.6)
where Jν(x) is the standard Bessel function of order ν. While for small ρ the
integral is never singular (due to the assumption of long-range interactions,
α < d), for large ρ the integrand is asymptotically oscillating with period
2pi/|k| and amplitude decaying as ρ(d−1)/2−α, which yields convergence only
for α > (d− 1)/2. In this case, by rescaling |k|ρ = η to obtain a dimensionless
integrand and denoting by F(η) its primitive which satisfies F(∞) = 0 and is
uniformly bounded, one obtains the asymptotic estimate
fα,k 6=0 ∼
L→∞ − F(|k|)(|k|L)d−α . (F.7)
In the limiting case α = d, one can similarly compute
fα,k 6=0 ∼
L→∞ − log|k|+ F˜(|k|)logL , (F.8)
where F˜ is the nonsingular (bounded) part of the primitive F. On the other
hand, for α 6 (d− 1)/2, by isolating the purely oscillatory terms and repeatedly
integrating by parts, we can obtain an expansion of the primitive of the form
fα,k6=0 ∼
1
(|k|L)d−α
(
c1(|k|L)
d−1
2 −α + c2(|k|L)
d−1
2 −α−1 + . . .
)
, (F.9)
with c1,2,... numerical constants. To sum up, the following estimates have been
established,
∣∣fα,k6=0∣∣ 6

const × 1
(|k|L)
d+1
2
for α 6 d− 1
2
,
const × 1
(|k|L)d−α
for
d− 1
2
< α < d,
const ×
∣∣ log|k|+ F˜(|k|)∣∣
logL
for α = d.
(F.10)
These bounds imply that for all fixed k 6= 0, the perturbing coupling fα,k is
vanishingly small in thermodynamic limit L→∞ whenever α 6 d.
For α > d, the function fα,k attains everywhere a finite limit as L → ∞.
However, it has a singular behavior for small wavevectors k due to the slow
decay of |r|−α. The leading terms are
fα,k ∼
k→0
1− c(α)|k|α−d − κ(α)|k|2. (F.11)
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In particular, for d < α < d+ 1 the function has a cusp. In long-range inter-
acting physical systems, where fα,k usually enters the dispersion relations of
quasiparticles, the cusp singularity is at the root of an unbounded maximal ve-
locity of propagation of long-wavelength excitations. However, for shorter-range
interactions with α > d+ 1, a finite maximal velocity appears, reproducing
the relativistic behavior characteristic of locally-interacting field theories. In
the limit α =∞, one finally recovers the familiar result with nearest-neighbor
interactions, i.e.,
f∞,k = 1
d
d∑
µ=1
cos(kµ). (F.12)
By numerically computing the function f for some values of α and d, one
can check all the properties derived above. In particular, the bounds (F.10) are
actually accurate. This is illustrated in Fig. F.1.
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Figure F.1: Plots of the function fα,k for d = 1. Top panel: fα,k is shown for several values of α,
for N = L = 400. One recognizes a function squeezed towards k = 0 (0 6 α 6 1), a finite function
with a cusp behavior for small k (1 < α < 2), and a cosine-like function (α 2). Middle panel:
fα,k is shown for α = 0.7 and increasing values of N = L. A qualitatively similar behavior occurs
for 0 6 α 6 1. Squeezing towards a delta function as L→∞ occurs with a speed N−(1−α) for
α < 1 and logN for α = 1. Bottom panel: a zoom of the plot in the middle panel is shown, for
larger values of N = L. The rescaled function in the vicinity of k = 0 appears to converge to a
finite limiting curve as L→∞. The blue solid line illustrates the bound obtained in Eq. (F.10).
Appendix G
Bloch oscillations
In this Appendix, we briefly review the exact solution of the one-dimensional
Wannier-Stark problem, and discuss its relevant generalizations needed in Part
II of this thesis.
Spectrum. — We are interested in the problem of a single quantum particle
hopping on a chain and subject to a linear potential. The Schrödinger equation
reads
jψj + κ(ψj+1 +ψj−1) = −i∂tψj, j ∈ Z. (G.1)
This problem emerges primarily in the context of electrons subject to a constant
electric field. In Chaps. 7 and 8, it models the dynamics of an isolated domain-
wall in a quantum Ising chain subject to a tilted magnetic field. (Actually, the
latter is equivalent to the former via the exact mapping presented in Sec. 7.2.3.)
See also Ref. [390] for a further experimental phenomenon described by this
model.
The static problem can be solved in Fourier space. The transformed wave-
function reads
ψ˜(k) =
∑
j
eikj√
2pi
ψj. (G.2)
We plug the ansatz ψj(t) = e−iEtψj into Eq. (G.1) and take its Fourier transform,
obtaining (
− i∂k + 2κ cosk
)
ψ˜(k) = Eψ˜(k). (G.3)
This differential equation can be solved with elementary methods. Upon trans-
forming back to the lattice representation, we find
ψj ∝
∫pi
−pi
dk
2pi
ei[(E−j)k−2κ sink] ≡ JE−j(2κ), (G.4)
where Jν is the standard Bessel function of order ν. This wavefunction is
normalizable only for integer values of E − j. Hence, the spectrum of the
Hamiltonian is an infinite equispaced ladder
En = n, n ∈ Z, (G.5)
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independent of κ. This could be deduced a priori from the transformation
properties of the Schrödinger equation under lattice translations. For the same
reason, the eigenfunctions
ψ
(n)
j ∝ Jn−j(2κ) (G.6)
can be obtained from a single one, e.g., ψ(0)j , by a rigid shift, i.e.,
ψ
(n)
j ≡ ψ(0)j−n. (G.7)
These Wannier-Stark orbitals are localized around their reference lattice site,
and their tails decay faster than exponentially outside the classically accessible
region |j−n| . 2κ (see below).
Time-evolution. — By virtue of the regular spacing of the spectrum, time-
evolution is strictly periodic in time. It can be obtained with a physically
insightful strategy. By means of a gauge transformation, we can trade the linear
electrostatic potential in Eq. (G.1) with a uniform, linear-in-time vector potential.
For this one-dimensional lattice problem, a vector potential corresponds to a
complex phase in the hopping amplitude κ→ κeit. In this gauge, the problem is
translation-invariant (though time-dependent), and hence it can be diagonalized
in Fourier space.
The gauge transformation above is implemented by the time-dependent
unitary transformation Vˆ(t)
ψj(t) =
[
Vˆ(t)ψ ′(t)
]
j
≡ e−itjψ ′j(t). (G.8)
This 2pi-periodic transformation eliminates the static linear potential in the
modified Hamiltonian H˜(t) = VˆHˆVˆ† + i ˙ˆVVˆ†, and changes κ→ κeit. In Fourier
space, the transformed Eq. (G.1) reads[
2κ cos(k− t)
]
ψ˜ ′(k, t) = −i∂tψ˜ ′(k, t). (G.9)
The time-evolved wavefunction ψj(t) can be found by solving the above elemen-
tary differential equation, taking the Fourier antitransform and going back to
the original gauge description. For the initial condition ψj(t = 0) = δj,n, we find
ψj(t) = e
itj
∫pi
−pi
dk
2pi
eik(j−n) ei4κ sin(t/2) cos(k−t/2)
≡ (−i)j−ne−it(j+n)/2 Jj−n
(
4κ sin(t/2)
)
(G.10)
where Jν is again the standard Bessel function of order ν. Time-evolution
consists in periodic oscillations (Bloch oscillations) around the initial position.
Longer-range hopping. — In Sec. 8.2, we have found that the effective dynamics
of domain-walls is dressed order by order in perturbation theory by processes
which conserve their number, i.e., hopping transitions. In particular, at n∗-th
order, there appear hopping processes of range up to n∗ — see, e.g., Eq. (8.4).
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The Schrödinger equation (G.1) with longer-range hopping terms can be solved
with the same steps. In the general case, one obtains a similar solution to Eq.
(G.4) in which sink in the exponent is replaced with a periodic function with
higher harmonics, i.e., the dispersion relation of the hopping particle in the
absence of the constant field. The energy spectrum is the same Wannier-Stark
ladder as in Eq. (G.5), whereas the eigenfunctions in Eq. (G.6) are modified, still
retaining their localized nature.
Semiclassical evolution. — Similarly to the effective problem in Sec. 2.1.1,
we embed the lattice j ∈ Z in a continuous space x ∈ R, and introduce the
conjugate operators
Qˆ 7→ x, Pˆ 7→ −i∂x. (G.11)
which satisfy [Qˆ, Pˆ] = i. the former describes the position of the particle along
the chain, and the latter represents its quasimomentum. The Hamiltonian of the
Wannier-Stark ladder can be expressed in terms of these variables as
Hˆ = Qˆ+ 2κ cos Pˆ. (G.12)
The Heisenberg equations of motion
d
dt
Qˆ = −2κ sin Pˆ,
d
dt
Pˆ = −1, (G.13)
can be solved in closed form:
Qˆ(t) = Qˆ(0) − 2κ
[
cos t cos
(
Pˆ(0)
)
+ sin t sin
(
Pˆ(0)
)]
, Pˆ(t) = Pˆ(0) − t.
(G.14)
The time-evolving expectation values of Qˆ and Pˆ can then be determined explic-
itly for any given initial state. In particular, we retrieve the exact properties of
2pi-periodicity (recall that Pˆ is an angular variable) and localization (|Qˆ(t)− Qˆ(0)|
is bounded for all times).
The dynamics attain a semiclassical limit when κ 1. In order to see this,
we define the rescaled variables
qˆ = Qˆ/κ 7→ ξ, pˆ = Pˆ 7→ −(i/κ)∂ξ, (G.15)
which satisfy [qˆ, pˆ
]
= i/κ. In terms of these variables, the Schrödinger equation
reads (
qˆ+ 2 cos pˆ
)
ψ = −(i/κ)∂tψ. (G.16)
Thus, one has a quantum problem with an effective Planck constant  heff = 1/κ.
Hard boundaries. — The solution to the Wannier-Stark problem in the presence
of a boundary (i.e., on a semi-infinite chain) plays a crucial role in the physics
discussed in Sec. 8.3, as it describes the two-domain-wall problem in the center-
of-mass frame. As discussed therein, the qualitative effect of the boundary
is to modify the orbitals that significantly overlap with it, i.e., those localized
at a distance d of the order of the Wannier-Stark localization length κ. In a
semiclassical picture, these are the trajectories that hit the hard wall, whereas
192
oscillations around distant positions from the wall are unaffected by its presence.
An exact solution to this generalized problem in terms of Bessel functions has
been found by H. C. Fogedby in Ref. [381].
Inhomogeneous ladders. — We finally discuss another generalization of the
Wannier-Stark ladder, namely a nonuniform field n 7→ V(n) in Eq. (G.1). Such
problem is relevant for confinement in systems with long-range interactions, as
detailed in Secs. 7.3 and 8.5.2, where for an exponent α of the algebraically-
decaying interactions in the range (1, 2), one has the scaling form
Vα(n) = n
2−α + (L−n)2−α − L2−α ≡ L2−α vα(n/L) (G.17)
for a finite open chain of L sites, i.e., 1 6 n 6 L [cf. Eq. (8.39)]. In this case, with
the same definitions of Qˆ and Pˆ as above, one has
Hˆ = V(Qˆ) + 2κ cos Pˆ. (G.18)
By virtue of the scaling of the potential with L, we can define the rescaled
variables
qˆ = Qˆ/L 7→ ξ, pˆ = Pˆ 7→ −(i/L)∂ξ, (G.19)
which satisfy [qˆ, pˆ
]
= i/L. In terms of these variables, the Schrödinger equation
reads (
L2−α v(qˆ) + 2κ cos pˆ
)
ψ = −i∂tψ. (G.20)
A semiclassical limit with an effective Planck constant  heff = 1/L is defined
for κ ∼ L2−α and by rescaling time by an extra factor Lα−1. These operations
reproduce the scaling laws in Eqs. (8.42).
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