Abstract To efficiently simulate the advection-diffusion processes along and across density surfaces, we need to deal with a diffusivity tensor containing off-diagonal elements (Redi, J Phys Oceanogr, 12:1154-1158 , 1982 . In the present paper, the Lagrangian model, in case of a space-varying diffusivity tensor, is developed. This random walk model is applied for two idealized test cases for which the analytical solutions are known. Results of the testing show that the Lagrangian approach provides accurate and effective solutions of advection-diffusion problems for general diffusivity tensor.
Introduction
Most numerical methods for simulating advection-diffusion processes can be split into three categories as follows:
Eulerian, Lagrangian, and mixed Eulerian-Lagrangian methods. In Eulerian methods, the transport equation is solved on a fixed spatial grid. The finite element method and finite difference method are primary examples of this class of solution methods. Eulerian methods that have been used for flow simulation were the earliest methods applied to transport modelling, and they are still used commonly today. These methods offer the advantages and convenience of a fixed grid, and they are also easy to implement. However, most Eulerian methods applied to problems with a high initial concentration gradient will lead to serious problems with mass conservation and positiveness (van Stijn et al. 1987; Yang et al. 1998) . The examples of the problems that involve sharp concentration front are advection-dominated problems, the problems with deltalike initial concentration, and the problems with general (nondiagonal) space-varying diffusivity tensor. For these problems that exist in many field situations, an Eulerian method is susceptible to excessive numerical dispersion and artificial oscillations (Zheng and Bennett 2002) . The effect of numerical dispersion is similar to physical dispersion but is caused by truncation error. When physical dispersion is small or negligible, numerical dispersion becomes a serious problem, leading to the smearing of concentration fronts that should have a sharp appearance (Zheng and Wang 1999) . Artificial oscillations are typical for some higher order methods designed to eliminate numerical dispersion and tend to become more severe as the concentration front becomes sharper. It should be noticed that most of the mentioned problems can be reduced by using a sufficiently fine spatial grid and a smaller time step; however, it will increase the computational time significantly.
The Lagrangian approach follows particles through space at every time step. The movement of a particle is modeled with a stochastic differential equation (SDE), which is consistent with the advection-diffusion equation. By simulating the positions of many particles, the advection-diffusion processes can be described. The solution obtained by the random walk method is always mass conservative. Moreover, because the concentration of the contaminant is connected with the density probability function of the underlying stochastic process, the solution is always nonnegative. It makes this approach very attractive for a number of applications (Thomson 1987; Kinzelbach 1988; Uffink 1988; Heemink 1990; Dimou and Adams 1993; Zimmermann et al. 2001; Sawford 2001; Proehl et al. 2005; Spivakovskaya et al. 2005) .
Lagrangian methods provide an accurate and efficient solution to advection-dominated problems by essentially eliminating the effects of numerical dispersion and artificial oscillations. The random walk method requires relatively little computer storage as compared with finite difference or finite element methods. However, the lack of a fixed grid or fixed coordinate in the Lagrangian method may lead to numerical instability and computational difficulties (Yeh 1990) . Another source of numerical error is the interpolation of flow variables in the arbitrary particle location that can lead to local mass balance error and solution anomalies (LaBolle et al. 1996) . The random walk solution may also not be smooth if the number of particles is not large enough. As a result, it is difficult to characterize the tailing concentration (Sun 1999) . The last problem can be reduced by increasing the number of particles; however, the solution can become too computationally expensive. This disadvantage can be easily compensated by the parallelization of the model. Because of the independence of each realization of the particle movement, the random walk models are extremely suitable for the parallelization. Using parallel processing, the computational time can be reduced significantly.
The Lagrangian approach can be an alternative to the Eulerian methods that involve the steep concentration profile. On the other hand, the Eulerian approach is more suitable for dispersion-dominated problems, for which it provides accurate solutions in reasonable time. The choice of methods depends on the problem under consideration. Sometimes, it is not easy to classify the problem and decide which method should be applied. The mixed Eulerian-Lagrangian methods attempt to combine the advantages of Lagrangian and Eulerian methods. For instance, in the case of a high initial concentration gradient, the Lagrangian approach can be applied to avoid the negativeness of the solution and the loss of mass, and then, the Eulerian method may be used. To eliminate numerical dispersion or artificial oscillations of the solution, the Lagrangian method is used to solve the advective term, and other terms are solved by Eulerian methods. The mixed Eulerian-Lagrangian methods are conceptually attractive and have been widely applied in field applications (Konikow and Bredehoeft 1978; Celia et al. 1990; Yeh 1990; Zhang et al. 1993; Zheng and Wang 1999) .
It is common knowledge that large-scale diffusion processes in the ocean occur mostly along isopycnal surfaces, i.e., surfaces of equal density. There is also some diapycnal diffusion. The latter is associated with a diffusion flux orthogonal to isopycnal surfaces. The diapycnal and isopycnal diffusion fluxes are commonly parameterized ă la Fourier Fick-a formulation involving a diffusion tensor that is not diagonal (Redi 1982) . As was seen by Beckers et al. (1998 Beckers et al. ( , 2000 , many Eulerian discretizations of the isopycnal diffusion term yield discrete operators that are not monotonic-a problem that is particularly annoying. The discrete version of the isopycnal mixing parameterization can produce spurious oscillations in the tracer fields, which disagrees with the well-known properties of diffusion operators . The Lagrangian method applied to simulate the transport processes along isopycnal surfaces should help avoid spurious oscillations and negative values.
In this paper, random walk schemes associated with nondiagonal diffusivity tensors, whose components vary in space, are established for multidimensional cases (Section 2). The essential theoretical underpinning may be found in Appendix A. These methods are applied for simulating the transport of a passive tracer along isopycnal surfaces (Section 3). The numerical solution is compared with the analytical solution for a linear problem. In Section 4, the random walk algorithm is tested for a onedimensional settling and diffusion model for which key properties of the solution can be derived. Finally, conclusions are drawn in Section 5.
Lagrangian model of multidimensional advection-diffusion
In an isolated domain of interest, the concentration of a passive tracer can be found from the following boundary value problem in ½0;
is domain of interest and Γ is its boundary)
Here, n denotes the outward unit vector to Γ , K is the diffusivity tensor that is symmetric and positive definite (e.g. Deleersnijder et al. (2001) ), function f ðxÞ represents the initial concentration, and d is the number of space dimensions. In practice, d ¼ 1; 2; 3 ; however, the present Lagrangian approach can be applied for any integer value of d . Further, we will assume that f ðxÞ ¼ δðx À x 0 Þ , where δ denotes the Dirac function. This problem can be also solved with the help of SDEs. The main idea of this approach is to consider the concentration function Cðt; xÞ as a transition density function and to interpret Eq. 1 as a Fokker-Planck equation, i.e., the deterministic partial differential equation with regard to transition density function. As a result, we can consider the corresponding system of SDEs
Here, X ðtÞ is the position vector of particles, dX ðtÞ ¼ X ðt þ dtÞ À X ðtÞ is a displacement of vector X , and K ¼ V V T , dW ðtÞ represents the white noise process. The density function pðt; xÞ of the stochastic process X is the solution of the partial differential equation (Eq. 1). For a detailed explanation of the link between SDEs and partial differential equations, see Appendix A.
In most cases, SDEs like Eq. 2 cannot be solved analytically but only numerically. The numerical solution may be obtained by using one of the numerical procedures, for instance, the Euler scheme (Eq. 48). From here on, we will use the notation X for the numerical approximation of the stochastic process X.
Random walk models simulate the movement of many particles with the help of the numerical solution of the system of SDEs (Eq. 2) and then, from the obtained sample, construct the probability density function using the methods of nonparametric statistics (see Fig. 1 ). The resulting function is the solution of the Fokker-Planck equation, which in our case, is the advection-diffusion equation (Eq. 1).
One should be careful when particles are close to the boundaries. Theoretically, the particle cannot cross the boundary; however, because of the discretizations of the stochastic system (Eq. 2), particles can occur outside the domain. To prevent this, we need to take a sufficiently small time step. This procedure is described in Stijnen (2002) . The original time step is halved, letting the particle travel two short time steps instead of a single big one. This process is repeated until the particle does not cross the boundary anymore. The result is that the particle trajectory bends along a certain boundary but never crosses it.
It is a common practice to calculate the averages over the grids in the space, i.e., by calculating the number of particles in a box (see, for instance, Riddle 1998) . The estimation of the concentration is then obtained by multiplying the number of particles in each box with their mass and dividing the total mass by the volume of the box. This estimator depends on the choice of the boxes: their sizes and the centers of the averaging intervals. This method is ideal if the volume average over such box is exactly what the modeler wants. However, for many cases, this method is not sufficiently accurate and requires much CPU time. On one hand, we cannot choose the number of boxes to be too large; otherwise, the concentration function becomes very irregular or noisy (having large variance). On the other hand, we cannot describe the concentration function in one box more precisely than a constant.
Another method that allows the reduction of the number of particles by an order of magnitude is called kernel estimator (Silverman 1986; Wand and Jones 1995) 
Here, N is a number of realizations of the stochastic process X ðtÞ , KðuÞ is a kernel function (any function that satisfies the condition R KðuÞdu ¼ 1 ), λ is a positive number, usually called bandwidth and X ðnÞ ðT Þ, n ¼ 1; . . . N is a sample from the approximation X of the process X. One can think of the kernel estimator as spreading of a "probability mass" of size 1=N associated with each data point about its neighborhood. Combining contributions from each data point means that in regions with many observations, the density has a relatively large value and is opposite in regions with only few observations. Usually the kernel function is chosen to be a probability density function that is symmetric about zero, for instance, the Gaussian
or Epanechnikov function
where
is the volume of the unit ddimensional sphere, and Γ ðxÞ is a Gamma function. This ensures that b pðt; xÞ is itself also a density. For example, to construct the kernel estimator shown on Fig. 1 , we used the one-dimensional Gaussian kernel. So far, we supposed that the probability density function b pðt; xÞ satisfies certain smoothing criteria. In particular, it may be easily shown (Wand and Jones 1995) that if the density b pðt; xÞ x ∈ IR is twice continuously differentiable, then
In practice, however, most densities are discontinuous. For the sake of simplicity, we consider a one-dimensional case. Suppose density pðt; xÞ is such that pðt; xÞ ¼ 0 , x= 2½0; 1. The continuous operation of the kernel estimator (Eq. 3) will not perform well at the discontinuities. In this case, the kernel estimator overspills the boundaries as it is shown on Fig. 2 . Moreover, the estimator (Eq. 3) is not consistent with the true value of the density function at and near the boundaries, and the equation (Eq. 6) is not valid anymore.
As the locations of the boundaries are usually known, the kernel estimator may be adapted to achieve better performance near the boundaries. One of the most natural and simplest way is to reinstate the "missing mass" by reflecting the estimate in the boundary (e.g., Silverman 1986) . The kernel function is reflected with regard to the boundary (see Fig. 3 ). In this way, we can achieve the consistency of the estimator; however, this method still results in a large bias. It is not difficult to show that for the kernel function KðuÞ with compact support on ½À1; 1 (for instance, the Epanechnikov function (Eq. 5) near the boundary x ¼ 0 , the following equation will be valid
where x ¼ αλ , 0 < α < 1 and ν α ðKÞ are parameters that depend on the kernel function KðuÞ and α. This formula may be found, for instance, in Jones (1993) . A variety of further modification is possible to achieve a smaller bias. One can think of these boundary modifications in terms of special "boundary kernels" that are different for every α . The example of the boundary kernel based on Epanechnikov function is
This boundary kernel was proposed by Müller (1991). Unfortunately, boundary kernels do not guarantee the positiveness of the numerical solution (see Fig. 4 ). Besides the described methods, there are many techniques of the kernel transformation in the boundary. An overview of boundary kernels was presented by Jones (1993). The problem of mass loss near the boundary may be easily avoided by using the box estimator. However, the box estimator is less efficient in interior points. Additional information about the advantages and disadvantages of the kernel estimator as compared with the box estimator for particle models can be found in de Haan (1999) . Furthermore, for one of the test problems, the two methods are compared, and it can be seen that the kernel estimator gives the better approximation than the box estimator.
The error of the estimator (Eq. 3) can be split into two parts as follows: the error because of the numerical approximation of the system (Eq. 2) and the error because of the kernel estimator. The first error depends on the choice of time step Δt (see Appendix A); whereas the second error depends on the number of particles. It is well known (Silverman 1986; Wand and Jones 1995) that the optimal bandwidth is given by
and the error because of the kernel estimator is of the following order
It should be noticed that it is inappropriate to choose a very small time step while the number of particles stays relatively small or opposite to start the numerical simulation for many particles, while the time step is big. It can be proven (Schoenmakers and Heemink 1997) that for the numerical scheme for the SDE of weak order β (see Appendix A) and for the kernel estimator, the following choice of parameters Δt and N
Δt ε
leads to an error smaller than ε with a minimum computational time.
3 Test problem 1: linear two-dimensional iso-and diapycnal diffusion problem First, we discuss the Lagrangian method described above for iso-and diapycnal diffusion problems that can be solved analytically. We consider a multidimensional model and suppose that the advective processes can be neglected, and the concentration Cðt; xÞ of a passive tracer obeys the following equation:
If homogeneity can be assumed along one horizontal coordinate, a two-dimensional problem is to be dealt with. For a large-scale ocean model, the formulation of the diffusion model resorts to two diffusivity coefficients, K i and K d , which are isopycnal and diapycnal diffusivities, respectively. In the principal axes, the diffusivity tensor reads
The first principal axis is parallel to the isopycnal direction, whereas the other is orthogonal to it. Let θ denote the angle between the horizontal and the isopycnal direction; in the horizontal-vertical coordinates ðx; zÞ , the diffusivity tensor is (Redi 1982; Beckers et al. 1998; Mathieu et al. 1999 )
The domain of interest is assumed to be infinite,
and the initial concentration is a Dirac impulse, i.e.,
It is useful to introduce dimensionless variables. The time and space coordinates are transformed as follows:
where T , L h , and L ν denote the appropriate time scale, horizontal length scale, and vertical length scale. It is convenient to define the latter in such a way that
The ratio of the vertical length scale to the horizontal one, i.e., the aspect ratio, is
The concentration is scaled as follows:
The equation to be solved now reads
The initial condition is
From here on, only dimensionless variable quantities will be dealt with. Therefore, for the sake of simplicity, the primes will be dropped.
The general form of the solution to the differential problem (Eqs. 18 and 20) is
It is readily seen that the determinant of K is equal to unity, i.e.,
whereas its inverse is simply
Then, the solution may be rewritten as follows:
In the ocean, the slope of the isopycnal surfaces and the aspect ratio are usually small-which is why Cox (1987) suggested a simplified version of the isopycnal diffusivity tensor. For numerical experiments, the following values can be used :
The random walk model (Eq. 2) can now be cast into the following form:
where K ¼ V V T and the matrix V is
To simulate the track of each particle, we use the Euler scheme (Eq. 48), i.e., The exact solution is shown in Fig. 5 , and the numerical solutions for the different numbers of particles are shown in Fig. 6 . In Table 1 , the results of the estimation of the concentration at the point are shown. For fixed number of particles N , we repeated the experiment several times to calculate the statistical error as follows:
where M is the number of experiments (in our case the value M ¼ 30 was taken), C ðmÞ , m ¼ 1; . . . ; M is the concentration obtained in the m th simulation, and
is the average value of concentration. The formula (Eq. 9) suggests that the rate of the convergence of ε statistical is supposed to be OðN À1=3 Þ . In Fig. 7 , it can be seen the statistical and the theoretical errors agree rather well with each other. It is clear that the statistical error has the same order of convergence as the theoretical error.
Test problem 2: settling and diffusion model
In the test case considered in the previous section, the area of interest is assumed to be infinite. However, in most applications, we have to deal with a bounded domain; that is the reason why it is important to test the random walk scheme for the model with space-varying diffusivity in the presence of boundaries. Therefore, we now consider a problem of settling and diffusion in a domain bounded by two boundaries (see Fig. 8 ). This model has been introduced and investigated in Deleersnijder et al. (2006a, b) . Two special cases for which the exact solution is known are considered.
Comparison with analytical solution
Firstly, we consider the case when the settling velocity w is zero. In this case, the concentration of the constituent under consideration can be derived from the following differential equation (0 t , 0 z h ):
where kðzÞ is the eddy diffusivity. The latter is positive and nonzero in the interval 0 < z < h . For the sake of generality, it is convenient to reformulate the problem above using dimensionless variables. The latter is defined to be
where k denotes the average over the domain of interest of the eddy diffusivity, i.e.,
From here on, only dimensionless quantities will be used. This is why we will drop the primes. Therefore, using dimensionless variables, the domain of interest and the problem to be solved may be rewritten as follows:
where the domain-averaged values of the eddy diffusivity must be equal to unity, i.e.,
For the purposes of the present study, it is convenient to consider that the eddy diffusivity does not depend on time, but further assuming that it is also independent of the vertical coordinate would be too strong an idealization (Burchard 
This choice is consistent with the diffusion processes in the upper mixed layer. The diffusivity profile kðzÞ tends to zero as the bottom of the mixed layer is approached, and the maximum of the diffusivity should not occur at the surface (Deleersnijder et al. 2006a) . It is clear that the diffusivity tensor (Eq. 32) satisfies these conditions. It can be shown that, in this case, the analytical solution can be obtained in the form of Cðt; zÞ ¼ 1þ
where P n ðzÞ denotes the n -th order Legendre polynomial. Figure 9 presents the analytical solution for the different moments of time obtained for z 0 ¼ 1=2. The random walk model (Eq. 2) in this case has the following form:
For the numerical solution (see Figs. 10 and 11), we apply the Euler scheme (Eq. 48), which, in this case, can be written in the following form (with time step Δt ¼ 3:10 À5 )
where i ¼ 0; . . . ; L À 1 , Δt ¼ t=L, and R i are mutually independent random variables with normal distribution with parameters N ð0; 1Þ. For this example, the kernel estimator (Eq. 3) with the Gaussian kernel (Eq. 4) was compared with the box-counting method. Figure 10 illustrates the results of the kernel estimator with the following choice of bandwidth:
where K is the standard deviation of the sample Z ðiÞ ; i ¼ 1; . . . ; N . The numerical solution shown in Fig. 11 was obtained as a result of the box-counting approach. The domain was divided into 50 intervals, so the size of each interval is 0:02 . It is clear that the solution obtained by using the kernel estimator is more accurate than by using the box-counting approach at least by one order of magnitude.
We calculated the concentration at the middle of the boundary layer and at the boundary (using the kernel Fig. 7 The comparison of the statistical error with the theoretical error in the case of the two-dimensional advection-diffusion problem (see Table 1 Table 2. In Tables 3 and 4 , one can see the concentration calculated at the boundary z ¼ 0 using the reflection method (Table 3) and the boundary kernel (Eq. 8; Table 4 ).
In Section 2, it was mentioned that the reflection of the kernel function near the boundary allows to achieve the consistency with the true value of the concentration but still has a large bias of order OðλÞ . It can be seen from Eq. 7 that the bias is proportional to the concentration gradient. When the concentration gradient at the boundary is high (for instance, for t ¼ 0:018 or t ¼ 0:036 ), one can see from Table 3 that the estimated concentration is larger than the true value of the concentration. For larger N , the optimal bandwidth λ ¼ OðN À1=5 Þ becomes smaller, and the numerical concentration converges to the true value.
An alternative to the reflection of the kernel is the boundary kernel. In this case, the average value of the concentration calculated by Eq. 8 is not affected by systematic errors. However, we cannot guarantee the positiveness of the solution anymore. Furthermore, the uncertainty of the numerical solution is higher near the boundary than at the interior point (see Table 4 ).
The residence time
If the settling velocity w is nonzero, the analytical solution cannot be obtained. However, the exact solution for the adjoint problem of finding the residence time θðz 0 Þ is known (Bolin and Rodhe 1973; Delhez et al. 2004; Deleersnijder et al. 2006a, b) . To obtain the residence time, θðz 0 Þ, a unit amount of tracer, is released at the initial time at a distance z 0 to the pycnocline. In other words, the initial condition reads Cð0; zÞ ¼ δðz À z 0 Þ: As it has been done in the previous examples, it is convenient to introduce dimensionless variables:
Finally, the Peclet number is defined to be and because only the dimensionless variables will be used from now on, we will drop all primes. Accordingly, the domain of the interest is now defined as 0 t and 0 z 1 . In Deleersnijder et al. (2006a) , it is shown that the residence time corresponding to the parabolic profile (Eq. 32; Fig. 12a ) is
where B 1Àz ð1 þ μ; 1 À μÞ is a generalized incomplete beta function, i.e.,
and μ ¼ Pe=6 . In this test problem, the random walk algorithm is given by
We release particles at the position z 0 and model their movement using a Euler scheme similar to Eq. 35. For each realization of the particle track, we calculate the residence time, that is, how much time the particle needs to leave the domain. By averaging the results, the average residence time can be obtained. The numerical results for N ¼ 10 Comparing the exact solution ( Fig. 12a ) with the numerical solutions ( Fig. 12b-d) , it is clear that the numerical solution for N ¼ 10 3 particles already provides a good approximation of the exact solution.
Conclusion
In this paper, the random walk model for the simulation of diffusion processes with space-varying diffusivity is introduced and analyzed. The kernel estimator is applied instead of the traditional box-counting method. It is shown that the kernel estimator allows to reduce the number of particles by one order of magnitude as compared with the box-counting method. This Lagrangian model is applied to several test problems, and results show that this random walk model may be a good alternative to commonly used Eulerian models, for instance, in the case of a spacevarying, nondiagonal diffusivity matrix. All variables are dimensionless. The kernel estimator was transformed near the boundary by reflection using the reflection technique based on the Epanechnikov kernel (see Section 2). Table 4 The exact and numerical concentration and the statistical error at the location z ¼ 0:0 (the boundary) 
The theory of SDEs has been developed to handle equations like Eq. 43 with a 'noise' term. One of the methods to define this equation in a proper way is to use the Brownian motion (Wiener process). The Brownian motion W ðtÞ , t 2 ½0; T is called the Gaussian stochastic process (it means that for any 0 t 1 ::: t k T , the random variable Z ¼ ðW ðt 1 Þ; W ðt 2 Þ; . . . ; W ðt k ÞÞ 2 IR k has a normal distribution (Oksendal 1985) with the following statistics: 
The equation (Eq. 45) is called SDE in Îto sense. This equation can be easily extended to a system of the SDEs (Arnold 1974; Oksendal 1985; Jazwinski 1970) :
where X 2 IR d is a d -dimensional stochastic process, a is a d -dimensional vector function and σ is d Â m -matrix function, and m -dimensional Brownian motion process W has the following statistics
where I m is m Â m identity matrix. Furthermore, we will assume that the functions a and σ are continuously differentiable, and the matrix b :¼ σσ T is of full rank for every ðt; xÞ 2 ½t ; T Â IR d . This particularly implies the existence and uniqueness of the solution of Eq. 46. Sometimes it is impossible to solve the SDE directly, but we can find the probability laws of the random variable X ðtÞ for any fixed moment of time t . In this case, we speak about the solution in the weak sense (Arnold 1974; Jazwinski 1970; Oksendal 1985) . Roughly speaking, for the strong solution, it is important to find the realization of the function X ðtÞ , and for the weak solution, it is important to determine only the probability law of the random variable X ðtÞ . Hereinafter, we will consider only weak solutions.
In a general case, it is impossible to find the analytical solution of the SDE (Eq. 46), and we have to use one of the numerical schemes. The simplest and most often used method is the Euler scheme (Kloeden and Platen 1992; Milstein and Tretyakov 2004) that is a one-step approximation method of following form: 
The Euler scheme converges with weak order β ¼ 1, which sometimes is not enough for the accurate numerical solution of Eq. 46. We can obtain a higher order accuracy from a one-step scheme by an extrapolation method. We introduce now the extrapolation method for the simulation of the functional stochastic process X based on the Euler approximation assuming that the function g and its derivatives are smooth. Finally, two results are combined to yield the approximation
In this way, we obtain from the first weak order β ¼ 1:0 Euler scheme a method of weak order β ¼ 2:0 . This method is the extension of the Romberg or Richardson method for partial differential equations, which was proposed by Talay and Tubaro (1991) .
The SDEs can be used for the solution of ordinary differential equations. For instance, the connection between the boundary value problem of parabolic type and the corresponding SDE is given by the Feynman-Kac formula (Oksendal 1985) . However, for the solution of the diffusion equation, we need only to consider the so-called Fokker-Planck equation.
Suppose that the transition density function pðt; x; s; yÞ is continuous with respect to t and s , and all first and second derivatives with respect to x and y exist and are continuous, then pðt; x; s; yÞ is the solution of the FokkerPlanck equation (0 t pðt; x; t; yÞ ¼ δðx À yÞ:
