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Abstract
In this paper the oscillation of all solutions of system of the form
y(t) +
n∑
i=1
Piy(t − τi) = 0,
where Pi ∈ Rm×m, τi ∈ R (i = 1,2, . . . , n), is studied. Necessary and sufficient conditions in terms
of the characteristic equation and explicit conditions in terms of the eigenvalues or the logarithmic
norms of the coefficient matrices are established.
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Recently there has been a lot of activity concerning the oscillation of delay difference
equation with continuous arguments. See, for example, [1,3,5–15]. In [16], sufficient con-
ditions are obtained for all solutions of the system
xi(t) − xi(t − σ) +
l∑
k=1
n∑
j=1
pijkxj (t − τk) = 0,
where pijk ∈ (−∞,∞), σ and τk ∈ (0,∞), i, j = 1,2, . . . , n, k = 1,2, . . . , l, to be oscil-
latory by comparing with the scalar delay difference equation, which may be the only one
paper for oscillation of system with continuous arguments in our known.
In this paper we are interesting in establishing necessary and sufficient conditions for
the oscillation of all solutions of the linear autonomous systems of difference equations
with continuous arguments
y(t) +
n∑
i=1
Piy(t − τi) = 0, (1)
where Pi ∈ Rm×m, τi ∈ R (i = 1,2, . . . , n), in terms of its characteristic equation. Then
by utilizing the result, we obtain some explicit conditions for oscillation in terms of the
eigenvalues or the logarithmic norms of the coefficient matrices P1,P2, . . . ,Pn.
For an m × m matrix P the logarithmic norm of P is denoted by µ(P ) and is defined
to be
µ(P ) = max
‖ξ‖=1
(P ξ, ξ),
where (,) is an inner product in Rm and ‖ξ‖ = (ξ, ξ)1/2.
Without loss of generality we can assume that deviating arguments τi (i = 1, . . . , n) in
Eq. (1) are positive because we can always translate the argument of a solution. So we set
τ1 > τ2 > · · · > τn > 0. (2)
By a solution y(t) = [y1(t), y2(t), . . . , ym(t)]T of Eq. (1) we mean a continuous func-
tion y ∈ C[[t0 − τ1,∞),Rm] which satisfies Eq. (1) for all t  t0 (t0  0). A solution y(t)
of Eq. (1) is said to be oscillatory if every component yi(t) of the solution has arbitrarily
large zeros. Otherwise the solution is called non-oscillatory.
This paper is motivated by [2] and [4, Chapter 5]. [4, Chapter 5] deals with the oscilla-
tion of the systems of differential equations and [2] deals with the oscillation of the systems
of difference equations.
The following four theorems are the results of oscillation about the scalar difference
equation and are useful in Sections 2 and 3.
Theorem A [6]. The following statements are equivalent.
(a) Every solution of the scalar difference equation
x(t) +
n∑
pix(t − τi) = 0, (3)
i=1
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(b) The characteristic equation
1 +
n∑
i=1
pie
−λτi = 0
of Eq. (3) has no real roots.
Theorem B [6]. Assume p,q > 0, σ > τ > 0. Then
qτσσ > pσ ττ (σ − τ)σ−τ
is a necessary and sufficient condition for the oscillation of all solutions of the scalar
equation
x(t) − px(t − τ) + qx(t − σ) = 0.
Theorem C [6]. Assume that p, τ, qi, σi ∈ (0,∞) and τ < σi for i = 1,2, . . . , n, and
n∑
i=1
qi
[
σ
σi
i
pσi τ τ (σi − τ)σi−τ
]1/τ
> 1.
Then every solution of the scalar difference equation
x(t) − px(t − τ) +
n∑
i=1
qix(t − σi) = 0
oscillates.
Theorem D. Assume that p1 > p2  0, σ1 > σ2 > τ > 0, p2(σ1 − σ2) < 1 and
(p1 − p2)τ σ σ11 > ττ (σ1 − τ)σ1−τ . (4)
Then every solution of the difference equation with positive and negative coefficients
x(t) − x(t − τ) + p1x(t − σ1) − p2x(t − σ2) = 0 (5)
oscillates.
Proof. For the sake of contradiction, let x(t) be an eventually positive solution of Eq. (5)
and
z(t) =
t∫
t−τ
x(s) ds − p2
t−σ2∫
t−σ1
x(s) ds. (6)
Then
z′(t) = −(p1 − p2)x(t − σ1) < 0. (7)
We claim z(t) > 0 eventually. Otherwise, z(t) < 0 eventually, then there exists a T and a
positive number l such that z(t) < −l < 0, for t  T . From (6), there exists ξ ∈ [t − τ, t]
such that
x(ξ)τ < −l + p2(σ1 − σ2) max x(s)−l + p2(σ1 − σ2) max x(s).
s∈[t−σ1,t−σ2] s∈[t−σ1,ξ ]
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positive. This contradiction proves that the claim is true.
Integrating (7) from t − τ to t , we have
z(t) − z(t − τ) + (p1 − p2)
t∫
t−τ
x(s − σ1) ds = 0.
By (6), the above equation reduces the inequality
z(t) − z(t − τ) + (p1 − p2)z(t − σ1) 0.
With Lemma 2 [16], we know that the equation
z(t) − z(t − τ) + (p1 − p2)z(t − σ1) = 0 (8)
has a positive solution eventually. But from Theorem B and (4), every solution of Eq. (8)
is oscillatory, a contradiction. The proof is complete. 
2. Necessary and sufficient conditions for oscillation
With Eq. (1) one associates its characteristic equation
det
(
I +
n∑
i=1
Pie
−λτi
)
= 0, (9)
where I is the m × m identity matrix.
Theorem 1. Assume that Pi ∈ Rm×m (i = 1,2, . . . , n) and (2) holds. The following state-
ments are equivalent.
(a) Every solution of Eq. (1) oscillates componentwise.
(b) The characteristic equation (9) has no real roots.
Proof. (a) ⇒ (b) If λ0 is a real root of Eq. (9) then there exists a non-zero vector ξ such
that (
I +
n∑
i=1
Pie
−λ0τi
)
ξ = 0.
Then clearly, y(t) = eλ0t ξ is a solution of Eq. (1) with at least one non-oscillatory compo-
nent.
(b) ⇒ (a) We will show, via the Laplace transform, that every solution of Eq. (1) os-
cillates if Eq. (9) has no real roots. We first show that for some K > 0, ‖y(t)‖ = O(eKt )
whenever y(t) is a solution of Eq. (1), so that the Laplace transform of y(t) exists.
Let y¯(r) := max0tr ‖y(t)‖. Then
(i) y¯(r) is increasing.
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(
∑n
i=1 ‖Pi‖)y¯(r − τn).
These two facts imply exponential growth of y¯(r) and hence of y(t).
Assume, for the sake of contradiction, that (b) holds and Eq. (1) has a non-oscillatory
solution y(t) = [y1(t), . . . , ym(t)]T . This means that at least one of the components of
y(t) is non-oscillatory. Without loss of generality we assume that the component y1(t) is
eventually positive. As Eq. (1) is autonomous, we may (and do) assume that y1(t) > 0 for
t > −τ1.
By the above proofs, we know that y(t) is of exponential order and so there exists µ ∈ R
such that the Laplace transform of y(t), Y(s) = ∫∞0 e−st y(t) dt , exists for Re s > µ. By
taking Laplace transforms of both sides of Eq. (1) we obtain
F(s)Y (s) = Φ(s), Re s > µ, (10)
where
F(s) = I +
n∑
i=1
Pie
−sτi (11)
and
Φ(s) = −
n∑
i=1
Pie
−sτi
0∫
−τi
e−st y(t) dt. (12)
By hypothesis, det[F(s)] = 0 for all s ∈ R. Moreover,
lim
s→∞
s∈R
(
det
[
F(s)
])= 1 (13)
and so
det
[
F(s)
]
> 0, for all s ∈ R. (14)
Let Y1(s) be the Laplace transform of the first component y1(t) of the solution y(t). Then,
by Cramer’s rule,
Y1(s) = det[D(s)]det[F(s)] , Re s > µ, (15)
where
D(s) =


Φ1(s) F12(s) · · · F1m(s)
...
...
. . .
...
Φm(s) Fm2(s) · · · Fmm(s)

 ,
Φi(s) is the ith component of vector Φ(s) and Fij (s) is the (i, j)th component of the
matrix F(s). Clearly, for all i, j = 1,2, . . . ,m the functions Φi(s) and Fij (s) are entire
and hence det[D(s)] and det[F(s)] are also entire functions.
Let σ0 be the abscissa of convergence of Y1(s), that is σ0 = inf{s ∈ R: Y1(s) exists}.
Since Y1(s) is the Laplace transform of a positive function, if σ0 > −∞ then Y1(s) must
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so (15) shows that Y1(s) can be analytically continued to a neighborhood of any real s. Thus
we must have σ0 = −∞ and (15) becomes
Y1(s) = det[D(s)]det[F(s)] , all s ∈ R. (16)
As y1(s) > 0, it follow that Y1(s) > 0 for all s ∈ R and, by (14) and (15), det[D(s)] > 0
for s ∈ R. Now one can see from the definition of D(s) and from (11) and (12) that there
are positive constants L,α, s0 such that
det
[
D(s)
]
 Le−αs, for s −s0. (17)
Also from (13), (14) and the fact det[F(s)] is polynomial in the variables e−sτ1, . . . , e−sτn ,
it follows that there exists a positive number l such that
det
[
F(s)
]
 l, for s ∈ R. (18)
From (16)–(18) it follows that
Y1(s) =
∞∫
0
e−st y1(t) dt 
∞∫
T
e−st y1(t) dt  e−sT
∞∫
T
y1(t) dt > 0
and so
0 <
∞∫
T
y1(t) dt 
L
l
es(T −α) → 0, as s → −∞.
This implies that y1(t) ≡ 0 for t  T , which is a contradiction. The proof is complete. 
3. Explicit conditions for oscillation
In this section, first we establish the following necessary and sufficient condition for the
oscillation of all solutions of the system
y(t) − y(t − τ) + Py(t − σ) = 0 (19)
in terms of the eigenvalues of the coefficient matrices P .
Theorem 2. Assume that P ∈ Rm×m and σ > τ > 0. Then every solution of Eq. (19)
oscillates (componentwise) if and only if P has no eigenvalues in the interval(
−∞,
(
τ τ
σ σ
(σ − τ)σ−τ
)1/τ ]
.
Proof. The characteristic equation of Eq. (19) is
det
[
(1 − e−λτ )I + Pe−λσ ]= 0, (20)
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det
[
eλσ (e−λτ − 1)I − P ]= 0.
Set
v(λ) = eλσ (e−λτ − 1).
Note that v is a continuous function on (−∞,∞),
max
λ∈(−∞,∞)
v(λ) =
(
τ τ
σ σ
(σ − τ)σ−τ
)1/τ
, lim
λ→∞v(λ) = −∞.
Thus the image of (−∞,∞) under v is (−∞, ( τ τ
σσ
(σ − τ)σ−τ )1/τ ]. Therefore Eq. (20) has
no real roots if and only if P has no eigenvalues in (−∞, ( τ τ
σσ
(σ − τ)σ−τ )1/τ ]. The proof
is complete. 
The following corollary is an immediate consequence of Theorem 2.
Corollary 1. Assume that P ∈ Rm×m and τ ∈ R. Then every solution of the system
y(t) + Py(t − τ) = 0
oscillates (componentwise) if and only if P has no eigenvalues in the interval (−∞,0].
Remark 1. The condition of Theorem 2 can be written as:
λ(P )
(
σσ
τ τ (σ − τ)σ−τ
)1/τ
> 1,
where λ(P ) stands for any real eigenvalues of P .
Remark 2. In the scalar case, that is when m = 1, the condition of Theorem 2 reduces to
p
(
σσ
τ τ (σ − τ)σ−τ
)1/τ
> 1,
which is the condition of Theorem B.
Next, we obtain sufficient conditions for the oscillation of all solution of the delay dif-
ference system
y(t) − y(t − τ) +
n∑
i=1
Piy(t − σi) = 0. (21)
The conditions are given explicitly in terms of logarithmic norm of the matrices Pi . We
need the following lemma which is interesting in its own right.
Lemma 1. Assume that P ∈ Rm×m and σi > τ > 0 (i = 1,2, . . . , n). Then every solution
of Eq. (21) oscillates (componentwise) provided that
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n∑
i=1
e−γ σiµ(−Pi) < 0 for γ > 0 or (22)
(ib) sup
γ>0
1
1 − e−γ τ
n∑
i=1
e−γ σiµ(−Pi) < 1 and
n∑
i=1
µ(−Pi) < 0, (23)
(ii) inf
γ<0
[
1
1 − e−γ τ
n∑
i=1
e−γ σiµ(−Pi)
]
> 1. (24)
Proof. Assume, for the sake of contradiction, that Eq. (21) has a non-oscillatory solution.
Then by Theorem 1, the characteristic equation of Eq. (21)
det
[
(1 − e−λτ )I +
n∑
i=1
Pie
−λσi
]
= 0
has a real root γ . Therefore, there exists a non-zero vector ξ ∈ Rm, with ‖ξ‖ = 1, such that[
(1 − e−γ τ )I +
n∑
i=1
Pie
−γ σi
]
ξ = 0.
Hence,
1 − e−γ τ =
n∑
i=1
e−γ σi (−Piξ, ξ)
and so
1 − e−γ τ 
n∑
i=1
e−γ σiµ(−Pi). (25)
It follows from (22) that (25) cannot hold. Therefore (23) holds.
Now if γ > 0, then from (25) we get
1 1
1 − e−γ τ
n∑
i=1
e−γ σiµ(−Pi)
and so
1 sup
γ>0
[
1
1 − e−γ τ
n∑
i=1
e−γ σiµ(−Pi)
]
,
which contradicts the first part of (23). Also if γ = 0, then from (25)
0
n∑
i=1
µ(−Pi)
which contradicts the second part of (23). Therefore γ < 0 and (25) yields
1 1
1 − e−γ τ
n∑
e−γ σiµ(−Pi).i=1
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1 inf
γ<0
[
1
1 − e−γ τ
n∑
i=1
e−γ σiµ(−Pi)
]
,
which contradicts (24) and the proof is complete. 
Theorem 3. Assume that P ∈ Rm×m and σi > τ > 0 (i = 1,2, . . . , n). Suppose that for
i = 1,2, . . . , n,
µ(−Pi) 0. (26)
Then every solution of Eq. (21) oscillates (componentwise) provided that one of the follow-
ing two conditions is satisfied:
(i)
n∑
i=1
(−µ(−Pi))
(
σ
σi
i
τ τ (σi − τ)σi−τ
)1/τ
> 1, (27)
(ii) n
[
n∏
i=1
(−µ(−Pi))
]1/n(
σσ
τ τ (σ − τ)σ−τ
)1/τ
> 1, σ = 1
n
n∑
i=1
σi. (28)
Proof. We employ Lemma 1. As µ(−Pi) 0, (22) is satisfied and so it suffices to show
that each of (27) and (28) implies (24). First, assume that (27) holds. We have
sup
γ<0
e−γ σi
1 − e−γ τ = −
(
σ
σi
i
τ τ (σi − τ)σi−τ
)1/τ
.
So we get for γ < 0,
1
1 − e−γ τ
n∑
i=1
e−γ σiµ(−Pi) = 1
e−γ τ − 1
n∑
i=1
e−γ σi
(−µ(−Pi))

n∑
i=1
(−µ(−Pi))
(
σ
σi
i
τ τ (σi − τ)σi−τ
)1/τ
,
so (24) holds.
Next, assume that (28) holds. Then by using the arithmetic mean–geometric mean in-
equality we see that for γ < 0,
1
1 − e−γ τ
n∑
i=1
e−γ σiµ(−Pi) = 1
e−γ τ − 1
n∑
i=1
e−γ σi
(−µ(−Pi))
 n
[
n∏
i=1
(−µ(−Pi)) e−γ σi
e−γ τ − 1
]1/n
= n
[
n∏
i=1
(−µ(−Pi))
]1/n
e−γ σ
e−γ τ − 1
 n
[
n∏
i=1
(−µ(−Pi))
]1/n(
σσ
τ τ (σ − τ)σ−τ
)1/τ
,
so (24) holds. The proof is complete. 
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ces in Eq. (21) are all non-positive. In the next theorem, we consider the case where one
logarithmic norm is non-positive and the other is non-negative.
Theorem 4. Assume that P1,P2 ∈ Rm×m and σ1, σ2, τ ∈ R+ are such that
−µ(−P1) > µ(P2) 0, σ1 > σ2 > τ > 0, µ(P2)(σ1 − σ2) < 1
and
−µ(−P1) − µ(P2) >
(
τ τ
σ
σ1
1
(σ1 − τ)σ1−τ
)1/τ
. (29)
Then every solution of the system
y(t) − y(t − τ) + P1y(t − σ1) − P2y(t − σ2) = 0
oscillates (componentwise).
Proof. We employ Theorem D. To do so, it suffices to show that (23) and (24) hold. Set
p1 = −µ(−P1) and p2 = µ(P2). (30)
Then in order to establish (23) and (24) we must prove, respectively,
sup
γ>0
1
1 − e−γ τ (−p1e
−γ σ1 + p2e−γ σ2) < 1 (31)
and
inf
γ<0
1
1 − e−γ τ (−p1e
−γ σ1 + p2e−γ σ2) > 1. (32)
Using (30), the hypothesis of theorem becomes
p1 − p2 >
(
τ τ
σ
σ1
1
(σ1 − τ)σ1−τ
)1/τ
.
Thus, by Theorem D, every solution of Eq. (5) oscillates. This implies that the characteris-
tic equation of Eq. (5)
F(γ ) = 1 − e−γ τ + p1e−γ σ1 − p2e−γ σ2
has no real roots. Since we find that F(0) = p1 − p2 > 0, so F(γ ) > 0, that is
1 − e−γ τ + p1e−γ σ1 − p2e−γ σ2 > 0. (33)
Therefore for γ > 0, we have
1
1 − e−γ τ (−p1e
−γ σ1 + p2e−γ σ2) < 1
and so
sup
1
1 − e−γ τ (−p1e
−γ σ1 + p2e−γ σ2) 1. (34)γ>0
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lim
γ→0+
1
1 − e−γ τ (−p1e
−γ σ1 + p2e−γ σ2) = −∞
and
lim
γ→∞
1
1 − e−γ τ (−p1e
−γ σ1 + p2e−γ σ2) = 0.
So (31) has been established.
Note that for γ < 0, (33) yields
1 <
1
1 − e−γ τ (−p1e
−γ σ1 + p2e−γ σ2).
So (32) is satisfied. The proof is complete. 
Remark 3. When m = 1, the condition (i) of Theorem 3 is the condition of Theorem C
and Theorem 4 is coincident with Theorem D.
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