It is important to disambiguate names among persons in many scenarios. In this work, we propose an unsupervised method Diting and a semi-supervised method Diting++ for author disambiguation. In Diting, we learn a low-dimensional vector to represent each paper in networks, which are formed by connecting papers with multiple types of relationship (such as co-author). During representation learning, we focus on maximizing the gap between positive edges and negative edges. Further, we propose a clustering algorithm which associates papers to their real-life authors. To make full use of the authorship information, which is easy to obtain from the authors' homepages, we design Diting++ to improve the performance for name disambiguation. Diting++ uses the authorship information listed on the authors' homepages to construct label networks and uses a network representation learning method to learn paper representations based on label networks and other networks. Further, Diting++ uses a semi-supervised clustering method to partition learned paper representations into disjoint groups. Each group belongs to a distinct author. By making use of the label information, the clustering method partitions papers written by the same author in the same group, whereas papers written by different authors locate in different groups. Through extensive experiments, we show that our methods are significantly better than the state-of-the-art author disambiguation methods.
a list of names, the number of documents, and the number of actual persons associated with the names. We can see that there are many ambiguous names, and the average number of documents written by one distinct author varies, from 1.1 to 77.0, which makes the ambiguous name problem more challenging.
In this work, we focus on author disambiguation that associates documents (e.g., web pages, papers) to different persons who share an identical name. Author disambiguation, also known as name disambiguation, entity resolution [1] , name identification, has long been viewed as a challenging problem by many scholars in many domains [2] , [3] . Researchers attempt to explore efficient methods to disambiguate ambiguous names. They collect ambiguous names and related information associated with the names. That information can help distinguish ambiguous names. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Albeit author disambiguation has received much attention from the research community, three significant challenges remain.
The first challenge is how to represent papers effectively and flexibly by making use of biographical information such as address and organization, and networking information such as collaboration and citation. Albeit researchers have proposed various feature construction methods [2] , most of them [4] , [5] use only user-defined heuristics to learn the graph properties from networking information. Moreover, as the online data are becoming more complex and dynamic, feature representation methods are required to be more flexible and extensible for scenarios such as the privacy-preserving scenario in which some information is not available.
The second challenge is how to determine the assignment of papers to its authors. Previously, researchers use supervised methods [6] or unsupervised methods [3] , [4] to address this challenge. However, the supervised methods require data labeling, and the unsupervised methods require manual input of the number of unique authors (denoted as K ) with an identical name. For example, [2] uses the Bayesian Information Criterion (BIC) to determine K . But this approach may underestimate the actual number [7] . Author disambiguation methods with little human labor are needed.
The third challenge is how to make use of the available information of ambiguous names to assist disambiguation. For some authors, their published papers are listed on their homepages, which can be used to assist the author disambiguation. With such information, we can identify the true authors of the papers in a more effective way. However, it is unclear how to effectively encode such label information and make use of it to improve the performance of author disambiguation.
To address the first two challenges, we propose Diting. 1 Diting uses a network representation learning 2 method which models the relationships between papers as a set of undirected graphs and learns paper representations from these networks jointly. Network representation learning can transform complex information into different paper relationships (the edges in networks), which are easy to be processed through network representation learning methods. And this method can make full use of the information regardless of its completeness, as networks formed based on relationships can be easily added or removed based on data availability. To learn representations effectively, for an ambiguous name, we build the networks among papers associated with the name, rather than a network consisting of all the articles. In Diting, each paper is treated as a vertex in a network, and we take into account the paper relationships such as co-author, co-title, co-summary, and co-organization. Further, we optimize the gap between positive and negative edges and coarsen networks to capture global structure information. The proposed method can learn better network properties for disambiguation than state-ofthe-art methods.
To address the second challenge, Diting uses an unsupervised clustering algorithm, which can adaptively determine the assignment of papers to its real-life authors. At the same time, our algorithm does not need to input the number of clusters (K ) manually. It can automatically determine the cluster numbers during the algorithm process. We conduct our clustering algorithm on paper representation vectors learned by the network embedding method. Then these papers will be divided into different parts, and the papers in the same part represent that they are written by the truly same author. Our algorithm chooses based on a density metric between the results of two clustering algorithms HDBSCAN [8] and affinity propagation clustering (AP) [9] .
To address the third challenge, we propose Diting++, which can make use of the label information to assist disambiguation. For the obtained authorship information (e.g., from authors' homepage), Diting++ constructs a co-label network. In the network, if two papers are written by the same unique author, there exists an edge between them. Otherwise, they are not connected. The co-label network models the authorship information. Diting++ encodes such information into paper representations by jointly learning embeddings on the co-label network and other networks constructed according to paper relationships. Further, besides encoding such information into the learned paper representations, we design a semi-supervised clustering method to partition papers into distinct groups by using the authorship information.
The contributions of this work are listed as follows.
• We propose a novel network representation learning method for author disambiguation, which models multiple types of paper relationships to paper representations.
• We propose an unsupervised clustering algorithm for author disambiguation, which does not require to input the number of authors sharing the same name.
• We improve the network representation learning method via incorporating label information to obtain better paper representations.
• We propose a semi-supervised clustering algorithm to partition papers according to constraints which model authorship information.
• We show through experiments that our methods Diting and Diting++ obtain better results than state-of-theart methods. The Marco-F1 score of Diting++ method obtained on three widely used datasets is at most 28.8% higher than others and is about 10.9% higher than the best alternative.
The rest of this work is organized as follows. Section II discusses related work, and Section III formulates the author disambiguation problem. Section IV describes our unsupervised approach Diting consisting of an unsupervised network representation learning procedure and an unsupervised clustering procedure. Section V depicts the semi-supervised approach Diting++, which improves the unsupervised approach by taking the label information into account. Section VI displays the experiment results compared with other state-of-the-art methods on three datasets. Section VII concludes this work.
II. RELATED WORK
In this section, we discuss related work regarding author disambiguation and network representation learning.
A. AUTHOR DISAMBIGUATION
Author disambiguation has received much attention from researchers. In general, the author disambiguation task consists of two parts: the feature construction part which prepares features for disambiguation and the assigning part which assigns papers to their real-life authors. Based on the information used for name disambiguation, there are mainly three genres of name disambiguation methods: supervisedbased, unsupervised-based, and active-learning-based.
For supervised-based approaches, Han et al. [6] learn a model for each name based on supervised data and then use the model to tell whether a paper is written by an author, thus determining the assignment of each paper. Supervised-based approaches require labeled data, so these methods are not widely adopted for name disambiguation.
For unsupervised-based approaches, [2] , [4] , [10] [11] [12] model the relationships among papers using various methods and then employ unsupervised clustering to partition and group all the papers. Then each disjoint set of papers is assigned to a distinct person. DISTINCT [10] uses neighborhood relationships and the random walk probability to measure object similarity and then uses an agglomerative hierarchical clustering algorithm to cluster objects into disjoint sets. Tang et al. [2] model the relationships between papers using Hidden Markov Random Field and then use Bayesian Information Criterion to determine the number of distinct authors. Finally, they use Xmeans and Kmeans to cluster papers. Zhang et al. 2016 [11] propose a Bayesian non-exhaustive classification method for the name disambiguation problem. Lin et al. [4] calculate metric confidences and use the most confident metric to cluster papers. Different from them, in this work, we use network representation learning to capture the relationships of papers.
For active-learning-based approaches, an initial name disambiguation result is calculated first, then pairs of objects which need human intervention are presented for labeling. Then the user inputs are used to guide clustering towards better name disambiguation results. For example, [7] models the name disambiguation problem using a pairwise factor graph (PFG) model and an active learning approach. Then it selects top pairs of documents that are most uncertain to improve the results. Zhang et al. [13] use user inputs as constraints to guide their name disambiguation method. Imran et al. [14] propose a distance-based proximity method and use hierarchical clustering to cluster papers. The activelearning-based methods require human intervention thus are not scalable. Different from these methods, our method Diting++ makes use of the existing labeled information (such as the authors' lists of publications labeled by themselves) without any additional intervention.
Our work uses a network representation learning technique to learn representation for each paper and uses a clustering technique to partition papers into disjoint parts. For the representation learning and clustering procedure, we use both unsupervised and semi-supervised methods.
B. NETWORK REPRESENTATION LEARNING
Network representation learning, also called network embedding, has attracted much interest of researchers [15] , [16] .
DeepWalk [17] performs random walks on a network and uses the word2vec [18] method to learn representations. LINE [19] models the first-and second-order proximity of nodes. GraRep [20] and [21] model node proximity via factorizing multiple high-order adjacent matrixes. Node2Vec [22] improves DeepWalk via combining depth-first and breadth-first search. MMDW [23] proposes the max-margin DeepWalk. Feng et al. [24] propose an approach to embed scale-free networks. Yang et al. [25] compute high-order matrixes via approximation. HARP [26] iteratively merges nodes into higher-level nodes and then uses the high-level representations as the initialization value. Graph-GAN [27] and ANE [28] learn graph representations through adversarial training. GCN [29] uses a variant of convolutional neural networks to learn the hidden layer representations. GAT [30] leverages masked self-attention layers to address the shortcoming in prior methods based on graph convolutions. GraphSage [31] presents an inductive framework that can learn representations for previously unseen nodes in the network. For heterogeneous networks, PTE [32] constructs word-word, word-document, and word-label networks and learns them jointly. PathSim [33] studies the similarity search in heterogeneous information networks. Mepapath2vec [34] learns graphs based on meta-path. Tu et al. [35] propose a method to learn hyper-graph. Different from all the above methods, we learn network representations through jointly analyzing multiple relationship networks to solve the author disambiguation problem.
This paper is an extension of our previous work [12] . In this work, besides considering more types of information, we construct a co-label network using the authorship information of papers to learn better representations for disambiguation. Further, we propose a semi-supervised clustering algorithm with the authorship information to obtain better disambiguation results.
III. PROBLEM FORMULATION
In this section, we formulate the author disambiguation problem by using the network representation learning and a clustering algorithm. We model the related information of papers for disambiguation by constructing multiple networks. Then we get the low-dimensional paper representations through network representation learning. Thus we can distinguish different persons sharing the same ambiguous name by dividing the learned paper representations into disjoint parts.
For an ambiguous name n, we denote the papers containing the name n as P n = {p n 1 , p n 2 , . . . , p n m }, where p n i is the ith paper in P n . There can be more or fewer paper properties depending on the availability of information. The properties of publications considered in this work are described in Table 2 . This information of papers can be obtained from online libraries, e.g., IEEE. For each ambiguous name n, we seek to distinguish the actual real-life persons who share the name n and assign true author label to each paper.
Then we construct our networks G = {G a , G t , G s , . . .} based on the name n and the papers in P n . We denote the network as G T = (V , E T ), in which E T represents the edge set, and V represents the vertex set in the network. The variable T means only vertices that have the T (co-author, co-title, etc.) type relationship can form an edge e ∈ E T in network G T .
In this work, we treat each paper p i ∈ P n as a vertex v i ∈ V in the network and use different relationships between papers to construct the edges in different networks. Then we use network embedding method to obtain paper representations via learning the low-dimensional latent representation vector for each vertex v i ∈ V in all the networks (each paper corresponds to one vertex). After the network embedding, we convert all vertices in the networks into low-dimensional vectors. It can be considered that these vectors significantly preserve the edge properties and connection relationships of the vertices. And then we use a clustering algorithm to divide the vertices (papers) into different groups according to the characteristics learned by the vectors. We reasonably regard the papers that are clustered into the same group are written by the same actual person.
IV. DITING: AN UNSUPERVISED AUTHOR DISAMBIGUATION APPROACH
The proposed method Diting in our paper consists of three parts: network construction, network representation learning, and a clustering algorithm. For papers in P n sharing the ambiguous name n, we construct networks based on P n and their relationships (Section IV-A). Then we use network representation learning to learn paper embeddings (Section IV-B). After the clustering procedure, all papers sharing the ambiguous name n in P n are partitioned into disjoint sets. Each set is viewed as all the papers written by a distinct author (Section IV-C). The overview of the Diting approach is depicted in Fig. 1 .
A. NETWORK CONSTRUCTION
Given all names N = {n 1 , n 2 , . . . , n m } and all papers P published by the authors in a dataset, we can construct a big network based on the whole P. However, the set P is often huge, then the set of vertices in the big network is large, which causes the network representation learning procedure to be ineffective. Therefore, we construct multiple paper-paper networks for each name n based on P n , instead of P. We show in Section VI-G that learning representations on P n is better than on P.
For name n, we create multiple networks connecting papers in P n based on different paper relationships, as specified in Section III. The following paragraphs will describe in detail the construction process of six types of network in our work: co-author, co-title, co-summary, co-venue, co-organization, and co-year. In these networks, V is the vertex set, and each vertex v i represents a paper p i .
The co-author network is G a = (V , E a ), where E a is the edge set. Given two papers p i and p j , and their authors, the edge weight w a ij between p i and p j is the number of overlapping authors of these two papers (not counting n). For example, if paper p i has authors A 1 , A 2 , A 3 , A 4 , and paper p j has authors A 1 , A 2 , A 3 , A 5 , and the name A 1 is the ambiguous name, then the overlapping authors for p i and p j are A 2 , A 3 . So the edge weight w a ij is 2. The authors may write their names in the abbreviation form. For example, ''Mark Twain'' may be written as ''M. Twain.'' Sometimes, the authors may write their names in a different order. For example, ''Frank Mueller'' may be written as ''Mueller Frank.'' A partially shortened name is also extraordinarily ordinary, like ''C. J. Lin'' and ''C. J. Lint.'' To deal with those problems, we adopt the method proposed in [5] to assist the calculation of w a ij . The intuition behind the co-author network is that, if two papers have many co-authors, the probability that the same person writes them is high. Even if they do not have a coauthor, but their neighboring papers have many co-authors, these two papers are likely to be written by the same person.
The co-title network G t = (V , E t ) models the relationship between paper titles. The word set used in the title of p i is denoted as t i (stop words are removed). We use NLTK [36] to transform each word in t i to its word origin (e.g., networking to network). Then, the edge weight w t ij between p i and p j is the number of words that overlap between t i and t j . That is, w t ij = |t i t j |. We use NTEE [37] to get title words' embeddings. If the similarity between two words' vectors is higher than a threshold, these two words are counted as the same.
The co-summary network G s = (V , E s ) models the relationship between paper summaries. For a paper p i , we use the method proposed in [4] to extract a fixed number of words from the abstract of p i as its summary s i . Then, w s ij is calculated in the same way as w t ij by using s i and s j . For the co-title and co-summary networks, we assume that if two papers have similar usage of words in their titles and summaries, they may be written by the same person.
The co-venue network G v = (V , E v ) models the relationship among paper venues (e.g., conference, journal). To deal with acronym and abbreviation, we collect about 20,000 venues' full names from the Internet and obtain the full name of each paper' venue. After that, we use the same procedure as the co-title network to calculate w v ij . For the co-venue network, if two papers are published in similar research areas, their authors may be the same one.
The co-organization network G o = (V , E o ) models the relationship among author affiliations. Given a paper p i , the word set used in the authors' organization name is denoted as o i . The weight w o ij measures the co-organization similarity and is calculated in the same way as w t ij by using o i and o j . For the co-organization network, if the two same-name authors are from the same organization, they may be the same person.
The co-year network G y = (V , E y ) models the relationship between the papers' publication date. If two papers are published in the same year, then we add an edge between them in the co-year network, and their weight w y ij is set to 1. Our method is flexible and extensible because a paper relationship can be added or removed easily as a network. For example, in a privacy-preserving context, only author and title information could be available, then two networks based on the two relationships can be created. As another example, if the citation relationships of papers are available, a citation network could be built.
There could be more ways to capture the relationships between papers. For example, a paper-word network could be created based on the abstract of papers. As another example, a network could be created among names and papers based on research topics. We plan to explore those networks in the future.
B. NETWORK REPRESENTATION LEARNING
Generally, a network representation learning problem is defined as: given a graph G = (V , E) wherein V represents the node set, and E represents the edge set, the aim is to find a function V → R l that maps each node to an l-dimensional (l |V |) vector which captures its structural properties. Given the six networks created in Section IV-A, the network embedding algorithm generates for each paper p i (v i ∈ V ) an l-dimensional vector d i ∈ R l through jointly learning on the networks. The basic idea is that vertices which are close in networks are similar to each other and should be encoded closely in R l . Because the goal of the embedding procedure is to obtain network representations which are useful for author disambiguation, we do not seek to reconstruct the whole network by minimizing the KL-divergent between the probability and weight of edges. Instead of using softmax function [17] , [22] to calculate the score (e.g., probability) of an edge, we define the score of an edge e ij connecting vertex v i and v j as follows (d i and d j are corresponding vectors):
(1) VOLUME 7, 2019 For e ij ∈ E, s(v i , v j ) is defined as the cosine similarity between the two vertices. As the networks in this work are undirected, the cosine similarity ensures that s(v i , v j ) = s(v j , v i ). Given a vertex k that is not connected to i, we denote the non-existing edge as ne ik and the set of all non-existing edges as NE. The score of ne ik is defined as the cosine similarity s(v i , v k ) between v i and v k . Then, we model the loss for (i, j, k) triple as:
We set = 0.01 to avoid the case of divided by zero. The probability can be viewed as the score gap between e ij and ne ik . The intuition for (2) is that the probability of preserving the score order between e ij and ne ik should be large to reflect the edge status. Assuming that all the probabilities of score orders are independent, we aim to maximize the objective function defined in (4) . For convenience, we transform (4) into (4) by minimizing the negative log objective
The calculation of the loss function L(i, j, k) requires sampling one existing edge e ij and one non-existing edge ne ik . When training, for each network with |E| edges, we sample T ×|E| triples. In Section VI-G, we evaluate the performance of different T values. For each (i, j, k) triple, we denote the existing edge e ij as positive edge and the non-existing edge ne ik as negative edge. Our sampling methods for positive and negative edges are described as follows.
• Positive sampling: the probability of sampling e ij is proportional to the edge weight w ij . The edge having a larger weight connecting the current node is more likely to be chosen as the positive sample.
• Negative sampling: for node i's non-neighbor nodes, the probability of sampling ne ik is proportional to the value of an exponential function e −s , where s = s(v i , v k ). Through negative sampling, the more similar between i and its non-connecting node k, the fewer sampling probability of the non-existing edge ne ik . An example of edge sampling is depicted in Fig. 2 . As in Fig. 2 , supposing vertex i is the current node, we aim to sample one positive edge and one negative edge for i. Vertices j 1 , j 2 , j 3 have existing edges with i, and e ij 2 has the largest weight among them. Vertices k 1 , k 2 , k 3 have non-existing edges with i, and k 3 is most dissimilar with i. According to the above sampling methods, the probability of sampling e ij 2 as the positive edge is the largest and the probability of sampling ne ik 3 as the negative edge is the largest. So we sample the triple (i, j 2 , k 3 ). Our sampling method is different from DeepWalk, which samples negative vertices according to their weights. We focus on keeping the vertices that are least likely to have connected edges away from each other as far as possible.
We denote the objective functions of the co-author, cotitle, co-venue, co-summary, co-organization, and co-year
respectively, and the negative edge set of them can be denoted as
y} are the weights of the corresponding networks. L 2 is the l 2 regulation of the learned parameters to avoid overfitting. For model training, we use stochastic gradient descent (SGD) to optimize the objective function.
To better capture the global properties of networks, we coarsen our networks to get the pre-trained vectors of all vertices. The procedure is depicted in Fig. 3 . We coarsen the network by merging low-degree vertices. We randomly select a low-degree vertex v i and merge it with its high-degree neighbor v j . For vertices having the same degree, vertices with a high-weight edge are preferred. During the process, the edge weights of vertices which are not involved in the merging remain unchanging. The merging procedure ends when the number of nodes is 1/3 of the original network.
This idea is inspired by [26] . Different from its edge collapsing, we coarsen nodes according to node degree instead of randomly, and [26] deals with only one network instead of multiple. We first coarsen the most important network (i.e., co-author), then other networks are coarsened in the same way. After that, the node representations in the coarsened networks are learned. Then, these representations are used as the initial value for the vertices in all the networks. Finally, network representation learning is performed on the original graphs to obtain the final representations. 
C. CLUSTERING ALGORITHM
In Diting, for each ambiguous name, the clustering algorithm divides the papers into non-overlapping clusters, and each cluster belongs to a distinct author. Thus we can distinguish the different persons sharing the same ambiguous name. To reduce the human labors regarding labeling the true authorship information, Diting adopts an unsupervised clustering method.
The problem of clustering papers in Diting has two special features. Firstly, the number of clusters before clustering is completely unknown to us. As shown in Table 1 , the number of publications per person is skewed. Some could publish more than 70 papers, while some publish several. This indicates that the size of cluster belonging to each author is skewed. For skewed clusters, the most well-known clustering algorithms are K-means [38] , AP [9] , and DBSCAN [39] . We do not adopt K-means in the unsupervised method Diting as it requires the input of the number of authors. Secondly, isolated papers, which actually represent different single authors, may be merged into one cluster. In the networks constructed by Diting, we find that there are many isolated paper nodes in the dataset. Therefore, compared to other agglomerative clustering methods, the agglomerative hierarchical clustering algorithm is more suitable for our problem. It first treats each paper as a cluster center, and then repeatedly merges the most similar clusters until convergence. Thus it can reduce the possibility of merging isolated papers into one cluster comparing to other agglomerative clustering methods such as DBSCAN.
In Diting, we combine two methods HDBSCAN [8] and AP to obtain our clustering results. HDBSCAN is an agglomerative hierarchical clustering algorithm. It creates hierarchical clusters and then condenses the small clusters to larger ones. Albeit HDBSCAN is better than DBSCAN in our scenario, we find that using HDBSCAN alone is not enough to partition papers well. HDBSCAN prefers to cluster data into a small number of clusters, as it condenses clusters into larger ones. Thus a person with a small publication number may be merged with others. To address this problem, we use AP to cluster papers as well. AP initially treats all nodes as cluster centers and exchanges responsibility and availability messages between node pairs until convergence. AP tends to produce more clusters, which may treat a person as multiple persons via dividing a person's publications into multiple clusters. As the two methods (HDBSCAN and AP) both have advantages and disadvantages, we use the results of them together to mitigate their negative effects. For clustering results, we expect that the publications of the same person are closely clustered together, while the publications of others are far away. The SD index [40] matches our requirement and is defined as follows:
In the above formulas, d(c i , c j ) is the distance of two cluster centers c i and c j . M is the number of clusters. σ (c i ) and σ (D) are the variances of cluster c i and the whole dataset D. n i is the number of papers in cluster c i , and d(p j , c i ) is the distance between paper p j and the cluster center c i . The first term of SD evaluates how closely papers are together based on variance, and the second term measures the difference among distinct authors based on distances between clusters. We denote the SD value of the clustering results for HDBSCAN and AP as SD H and SD A , respectively. SD may lead to inferior performance when paper density varies. To mitigate this problem, for each paper p i , we obtain the top-k closest papers {p i 1 , . . . p i k }. The density µ i of p i is defined as k j=1 d(p i j , p i ). Given a density threshold m, we count the total number of times µ i < m as y d . If y d > n/2 (n is the number of papers), it indicates that the average paper density is high. In this case, if SD H ≤ SD A , then the result of HDBSCAN is used as the final clustering result. Otherwise, AP is used.
The unsupervised clustering algorithm procedure in this paper is depicted in Algorithm 1. 
V. DITING++: A SEMI-SUPERVISED AUTHOR DISAMBIGUATION APPROACH
It is common for researchers to maintain and organize their publication records online by posting them on some websites (e.g., university website). This publication information maintained by the authors can be utilized to assist the author disambiguation procedure. For example, given a set of papers P n associated with an ambiguous name n for disambiguation, we denote the true authors sharing the name n as t n 1 , t n 2 , . . . , t n i . If we can locate the homepage of a true author t n i , then we can quickly know that papers P t n i listed in the homepage are published by the author with high confidence, while the other papers P n − P t n i may not be published by the author. In the following section, we call this type of authorship information as label information.
By taking consideration of such authorship information, we design Diting++, a semi-supervised method to solve the disambiguation problem. The same as the Diting method, Diting++ consists of three parts: network construction, network representation learning, and a clustering algorithm. In addition to modeling other paper relationships in networks (Section IV-A), the network construction part in Diting++ also models the authorship information about papers (Section V-A). Then a network representation learning method is used to learn paper embeddings (Section V-B). Further, Diting++ introduces a semi-supervised clustering method to partition papers into disjoint sets (Section V-C). The overview of Diting++ is depicted in Fig. 4 . We first construct the multiple networks using different relationships between papers and then get the paper representation vectors by a network representation learning technique. At last, we devise a semi-supervised clustering method to distinguish different authors.
A. NETWORK CONSTRUCTION
Similar to Diting, Diting++ models the relationships among papers using networks. For each ambiguous name n, Diting++ builds networks for papers in P n . Besides modeling the six relationships (e.g., co-author, co-summary) as that of Diting, Diting++ models the true authorship information using a co-label network. We describe the construction process of the co-label network in the following paragraph.
The co-label network G l = (V , E l ) models the authorship information among papers in P n sharing with the ambiguous name n. V is the set of vertices, that is the set of all papers. E l is the edge set of G l . For two papers p i and p j associated with the name n, if their authors are the same person, an edge e ij is created between the two papers in the co-label network, and the edge weight w l ij is set to 1. Otherwise, the weight w l ij is set to 0. Compared to the networks constructed by other paper relationships, the label information is extracted from places with high credibilities, such as the author's homepage. Compared to other forms of paper relationships, the true authorship contains more information for disambiguation. Thus, with the introduction of the co-label network, Diting++ encodes into paper representations with more information for author disambiguation.
B. NETWORK REPRESENTATION LEARNING
The homepage information of authors may be located on many different websites, so there may be only part of the information that we can easily obtain, and there is also other information that we do not obtain. For these reasons, we choose the network representation learning to deal with such information. Our method can model the partial information as edges in the label network and encode this partial information as much as possible. In this section, we use network representation learning to obtain paper representations based on the multiple networks constructed in Section V-A and Section IV-A. For each paper p i (vertex v i in network), we generate the low-dimensional vector d i ∈ R l by maximizing the probability of existing edges appearing in the networks.
We call an existing edge between vertices v i and v j as a positive edge and a non-existing edge between vertices v i and v k as a negative edge. Similar to the other networks such as the co-author network, when learning representations on the co-label network G l , we aim to make sure that the score s(v i , v j ) of a positive edge e l ij is larger than the score s(v i , v k ) of a negative edge ne l ik . We formulate the objective function for the co-label network representation learning in (8) . In the formula, E l is the set of positive edges, and NE l is the set of negative edges in the co-label network.
To reduce the computation cost of representation learning, we use positive sampling and negative sampling techniques introduced in Section IV-B. To learn both the unsupervised features (such as co-author relationship) and the supervised feature (such as authorship information) jointly, Diting++ reformulates the objective function defined in (6) as (9) , which takes the labeled authorship information into account. The parameters w i , i ∈ {l, a, t, v, s, o, y} represent the weights of different networks. During training, we use stochastic gradient descent to optimize the objective function.
Diting uses an unsupervised clustering method (see Section IV-C) to group and partition the papers of an ambiguous name into disjoint sets. Each set of papers is viewed as all the publications of a distinct author. This method can identify authors without human labors and the actual number of authors sharing the name. However, the unsupervised clustering method does not take into account the fact that much information useful for disambiguation is easy to be obtained. In this section, Diting++ adopts a semi-supervised clustering algorithm by taking such ground-truth authorship information into account to improve the performance of paper clustering. Diting++ adopts a Kmeans-based semi-supervised clustering method to improve the results of the author disambiguation problem. In the following, we introduce two types of links used in Diting++ to assist the clustering method, and then we describe the clustering algorithm procedure in detail.
1) MUST AND CANNOT LINKS
Diting++ improves author disambiguation performance by using Must-Link and Cannot-Link constraints. Must-Link and Cannot-Link are collections of node pairs. In a given dataset P n , and p i , p j ∈ P n , if p i and p j are written by the same unique author, then we add (p i , p j ) into the Must-Link collection ML. If p i and p j are not written by the same true author, then we add (p i , p j ) into the Cannot-Link collection CL. For papers in dataset P n , if the labels of two papers are identical, this paper pair is in the Must-Link collection; otherwise, this pair is in the Cannot-Link collection.
We describe the construction of the Must-Link and Cannot-Link collections using an example shown in Fig. 5 . For an ambiguous name A (the true persons sharing with the name may be A 1 , A 2 , . . . , A i ) and all the papers p 1 , p 2 , p 3 associated with name A in the dataset, we get the authors, titles, summaries, and other information about papers. Moreover, we can locate the homepage of person A 1 , and the papers written by A 1 are listed on the homepage. By analyzing such information, we can construct the Must-Link collection ML and the Cannot-Link collection CL. From the homepage of A 1 , we find that p 1 and p 3 are truly written by the same person, so we add (p 1 , p 3 ) in ML. And we also know that p 2 is not written by A 1 , so we add (p 1 , p 2 ), (p 2 , p 3 ) in CL. Through these two constraints, we can make better use of the label information to improve our clustering procedure.
2) SEMI-SUPERVISED CLUSTERING FOR DISAMBIGUATION
In this section, we propose a semi-supervised clustering method by using the Must-Link and Cannot-Link constraints. Through the network representation learning proposed in Section V-B, the representation of each paper is learned. Then the semi-supervised clustering method aims to partition the learned representations into non-overlapping parts, each disjoint set of papers corresponds to a unique author.
Diting++ uses a Kmeans-based method to cluster papers. Firstly, it selects K papers in the dataset as cluster centers. The selection of papers as cluster centers is based on their distance to other cluster centers. Moreover, for any paper pair p i and p j , if they are written by the same author, that is (p i , p j ) ∈ ML, then at most one of the papers can be selected as cluster center. Secondly, during each iteration of the clustering algorithm, the papers are assigned to its closest cluster, which does not violate the Cannot-Link constraints. At the end of each iteration, the cluster centers are updated. The above iterations are repeated until convergence, and the clustering results are returned. The main flow of the algorithm is shown in Algorithm 2. In the following paragraphs, we describe the selection of cluster centers and the distance metric in detail.
Algorithm 2 The Semi-Supervised Clustering Algorithm in Diting++
Input: set of papers P n = {v i } N i=1 , set of Must-Link constraints ML = {(v i , v j )}, set of Cannot-Link constraints CL = {(v i , v j )}, number of clusters K Output: Disjoint K -partition of P n choose an initial center c 1 randomly from P n . repeat choose the next center c i+1 , selecting c i+1 = v ∈ P n where v is the paper having the maximum q(v , c i ) value. if ∃ j∈ (1,i) (c i+1 , c j ) ∈ ML then drop the selected cluster center v , choose another v which has the second maximum q(v , c i ). end until get a total of K cluster centers C = {c 1 , c 2 , . . . , c K }; repeat for each paper v i in P n do assign it to the closest cluster
for each cluster C i do update its center by averaging all of the papers that have been assigned to it. end until convergence; return the clustering results C = {C 1 , C 2 , . . . , C K } When selecting the cluster centers, we must ensure the Must-Link constraints are satisfied. Besides, Diting++ enhances the selection of cluster centers by using an improved KMeans++ algorithm.
The main process of selecting cluster centers by KMeans++ algorithm is to select a cluster center c 1 from the dataset P n randomly and then calculate the distance between c 1 and all the other vertices. The vertex having the largest distance with c 1 will be selected as the next cluster center. When the current cluster center is c i−1 , the probability for selecting v i as the next center is calculated as follows.
In the above formula, d(v i , c i−1 ) calculates the distance between vertex v i and the cluster center c i−1 . In Diting++, we use the cosine similarity as a measure of the distance between two paper vertices. The distance measurement method calculating the similarity between any two papers v i and v j is defined as (d i and d j are corresponding paper vectors):
However, the KMeans++ algorithm is not suitable for our disambiguation problem. In these datasets, there exist multiple isolated papers associated with an ambiguous name. This means the isolated papers which are not far enough from the center of a cluster are very likely to be merged into the cluster rather than forming a new cluster. For example, as shown in Fig. 6 , the black dots in the graph represent the real cluster centers. If we use the KMeans++ algorithm to select the cluster centers, supposing A is chosen as the first cluster center, then the algorithm will choose B as the second cluster center rather than E. Because the distance between A and B is larger than the distance between A and E. This may lead to the situation that the publications of a unique author are partitioned into two disjoint clusters.
Because of the above reason, we improve the selection of cluster centers by assigning more probability to select isolated papers as cluster centers. Diting++ uses the following formula to calculate the probability of v i to be selected as the next cluster center when the current cluster center is c i−1 . The measure of distance is the same as (11) .
The first term in (12) is to calculate the basic probability of selecting v i as the next cluster center among all the paper vertices. The second term is to increase the probability that isolated papers are selected as cluster centers, which can effectively avoid the situation that a big cluster is divided into multiple clusters. D v i j is the distance between v i and its jth closest node. We use the average distance of its top-5 closest neighbors to obtain a robust estimation. If v i is an isolated paper, its second term in (12) is larger than vertices that are not isolated, so the probability of selecting the isolated papers will be higher.
This clustering method is inspired by semi-supervised clustering methods such as COP-Kmeans [41] . However, different from COP-Kmeans, we propose a new distance metric (11) according to characteristics of the data, while COP-Kmeans uses Euclidean Distance. Besides, COP-KMeans chooses the K initial clustering centers randomly, while our clustering algorithm chooses the K initial centers according to (12) . On the other hand, our algorithm uses the must-link constraints in the center choosing process and uses the cannot-link constraints in the node assigning process, while COP-KMeans uses both constraints in the node assigning process.
VI. EXPERIMENTAL RESULTS
In this section, we compare our methods with other disambiguation methods and evaluate the impact of different network embedding methods and different clustering methods. We find that our unsupervised method Diting can obtain at least 5.7% better Marco-F1 result than the other author disambiguation methods, and our semi-supervised method Diting++ can obtain at least 10.9% better Marco-F1 result. Besides, Diting++ can obtain at least 10.9%, at best 23.3% better Macro-F1 result than other network embedding methods (e.g., node2vec, PTE) for disambiguation. In addition, the unsupervised clustering algorithm in Diting and the semi-supervised clustering algorithm in Diting++ can disambiguate papers better than other unsupervised and semi-supervised clustering methods respectively.
A. DATASETS AND EXPERIMENTAL SETUP
We conduct experiments on three datasets: Arnetminer, DBLP, and CiteSeerX, which are depicted in Table 3 . In these datasets, each ambiguous name is a distinct dataset where the disambiguation experiment is conducted. For these datasets, we augment the records of each paper with its abstract and authors' organization by fetching them from the IEEE and ACM repositories through web-crawling.
• Arnetminer 3 contains 110 names, 7022 papers, and 13.8 authors per name for disambiguation. In this dataset, each paper record consists of the following information: author list, title, publication year, authors' affiliation, and publication venue.
• DBLP 4 contains 679 names, 6478 papers, and 2.2 authors per name for disambiguation. In this dataset, each paper record consists: author list, title, venue, keyword, download link, and publication year. • CiteseerX 5 contains 14 names, 8453 papers, and 33.4 authors per name for disambiguation. In this dataset, each paper record consists of author list, title, and venue information of the papers. In our experiments, we set the representation dimension for all the methods as 40. And the learning rate is η = 0.02, the regularization coefficient is λ = 0.05. We obtain parameters w i in (6) and (9) through hyperparameter tuning in the experiments and find out the most appropriate parameter values which gain the highest Macro-F1 result. The parameter settings for other methods are the same as specified in their publications. In the experiments, we find that the co-year relationship has little effect on our result. Thus we do not use the co-year information for all the methods. We adopt the result using 10% Must-Link and Cannot-Link constraints as the final Macro-F1 for semi-supervised method Diting++, and we also conduct experiments on different percentages of the two constraints. All the experiments in this work are conducted at least five repetitions, and we calculate the average values of Macro-F1 for all methods.
B. PERFORMANCE MEASURES
In this section, we describe the performance measures used in this work. As Diting uses an unsupervised method to cluster papers, we use the precision and recall metrics which are used in unsupervised clustering settings. They are defined as follows.
For a dataset we conduct experiments on, our clustering algorithm aims to divide all papers P n associated with the ambiguous name n into disjoint parts, and the clustering result is denoted as C = {C 1 , C 2 , . . . , C r }. We get the clustering result that each cluster C i represents a set of papers written by the same author, but the actual paper distribution maybe not like this. We suppose the number of true distinct authors in P n is |A| (|A| may not equal to r). We denote n i as the number of papers in cluster C i , and n ij is the number of papers in cluster C i that are written by true author j. And j i is the true author id that contains the maximum number of papers in C i among all the true authors, i.e., n ij i = max |A| j=1 {n ij }. The precision of a cluster C i is the same as its purity.
{n ij } = n ij i n i And the recall of cluster C i is defined as:
where T j i is the set of papers written by true author j i and m j i = T j i is the number of papers in the set. And recall i measures the fraction of papers in partition T j i shared in common with cluster C i . The F1 is the harmonic mean of the precision and recall values for each cluster. The measure for cluster C i is therefore given as:
The Macro-F1 for clustering C is the mean of cluster-wise F1 i values:
The Macro-Precision for clustering C is the mean of cluster-wise prec i values:
The Macro-Recall for clustering C is the mean of cluster-wise recall i values:
C. COMPETING DISAMBIGUATION METHODS
We compare our methods Diting and Diting++ with several state-of-the-art disambiguation methods. The parameter setting for each method is the same as specified in their publications. The author disambiguation methods used for disambiguation are listed as follows.
• Khabsa et al. 2015 [42] design a pairwise profile similarity function and propose an improved-DBSCAN method to cluster papers. This method first calculates the neighborhood density of each record in the training set. Then for new records, the Euclidean distance is used to calculate their neighborhood densities. If the neighborhood is sparse, the new record is assigned to the new class. Otherwise, it is classified as an existing class of the neighborhood containing the new record.
• Qian et al. 2015 [43] use hierarchical agglomerative clustering to cluster papers. This method uses the number of occurrences of each attribute to calculate the class conditional probability of each existing class, assuming that all attributes are independent. The result of the calculation is then compared to a defined threshold to determine whether to assign the newly added record to the current class or a new class.
• Zhang et al. 2016 [11] use a Bayesian non-exhaustive classification framework for name disambiguation. This method classifies the incoming sequentially observed stream records into existing classes and emerges classes by using one sweep Gibbs sampler. This model is mainly for solving online name disambiguation task, and the result of name disambiguation has not been greatly improved.
• Zhang and Hasan 2017 [3] use the PTE method to learn paper representations and a hierarchical agglomerative clustering to cluster them. Zhang's main intuition is that neighboring nodes in a graph should have more similar vector representations in the embedding space than non-neighboring nodes. According to three different relation networks, this method maps each node to a low-dimensional vector and then clusters them.
The upper part of Table 4 shows the results of comparing Diting and Diting++ with other disambiguation methods. We find that our methods significantly outperform all the other methods. For some ambiguous names in Arnetminer dataset, we list the Marco-F1 results of different methods in Table 5 . We find that our Diting method gets the best result most of the time, and the PTE method gets the best result some times.
D. COMPARING NETWORK EMBEDDING METHODS
We evaluate the performance of different network embedding methods (listed below). For comparison, we use the same network construction method and clustering algorithm. As some methods, like DeepWalk, LINE, and Node2Vec, are designed for a single network rather than multiple networks, we use these methods to learn a vector from a network sequentially for each vertex, and then all the obtained vectors of the vertex are concatenated together as the final representation.
• DeepWalk [17] is a random-walk based method for homogeneous networks. DeepWalk uses local information obtained from truncated random walks to learn latent representations by treating walks as the equivalent of sentences. For each vertex, truncated random walks starting from the vertex are used to obtain the contextual information.
• LINE [19] is a method which models the first-order and second-order proximities. In the first-order, it learns simulations over immediate neighbors of nodes. In the second-order, it learns 2-hop information from the source nodes.
• Node2Vec [22] is a broader abstraction of DeepWalk. It adds a biased random walk strategy, which can be either DFS or BFS. These two modes of travel focus on the structural information and the importance of neighborhood nodes respectively. Node2vec has two hyperparameters p and q, which can be adjusted for different networks.
• PTE [32] can obtain the representations for heterogeneous networks. PTE uses networks of Word-Word, Word-Document, and Word-Label to build a heterogeneous network. The loss function of the three networks is superimposed, which is very similar to LINE.
• CANE [44] adds a mutual attention mechanism to fuse the structural information and text information of the node so that the context information of the node can be considered, and it has different representations when interacting with different nodes.
• Hin2Vec [45] aims to learn vector representations of heterogeneous networks. In HIN2Vec, for multiple predictive tasks, each task corresponds to a meta-path. This multi-task learning method can embed different relationships and network structures into node vectors.
As shown in Table 4 , Diting and Diting++ outperform all the other disambiguation methods and network embedding methods. For all the three datasets, our unsupervised method Diting is 3.9% to 21.1% better than all the others, and the semi-supervised method Diting++ is 11.6% to 28.8% better. PTE and Hin2Vec obtain the second-and third-best performance due to their ability to encode multiple networks directly while the other methods (DeepWalk, LINE, Node2Vec, and CANE) cannot. Our methods perform better than PTE and Hin2Vec because we focus on the gap between positive and negative edges, which is suitable for disambiguation task, and our methods capture global graph properties via learning on coarsened networks. 
E. COMPARING UNSUPERVISED CLUSTERING METHODS
We evaluate the performance of different unsupervised clustering algorithms together with our unsupervised method Diting and semi-supervised method Diting++. For each algorithm, we use the same parameters of them across the whole experiments. The clustering algorithms used for comparison, which do not require the input of the number of clusters (the number of authors K for each ambiguous name), are HDBSCAN, AP, MeanShift, and Xmeans.
• HDBSCAN [8] : an algorithm which performs DBSCAN over epsilon values and integrates the results to find a cluster that gives the best stability over epsilon.
• AP [9] : an algorithm that uses density clustering. The basic idea is to treat all data points as potential cluster centers. The data points are connected to form a network (similarity matrix), and then the cluster center of each sample is calculated by passing messages through each side of the network.
• MeanShift [46] : an algorithm which uses kernel density estimation. It works by updating centroid candidates to the mean of the points within an area.
• Xmeans [47] : an algorithm based on Kmeans. It iteratively determines K by using the Bayesian Information Criterion. Fig. 7 summarizes the comparison results. The semisupervised method Diting++ performs significantly better than all the other unsupervised methods. As for the unsupervised methods, for all the three datasets, our Diting method consistently outperforms MeanShift and Xmeans, and can always obtain a better result between HDBSCAN and AP by using the method proposed in Section IV-C. The Marco-F1 of Diting is about 1.2% to 4.5% better than the second-best unsupervised method (HDBSCAN).
F. COMPARING SEMI-SUPERVISED CLUSTERING METHODS
We also evaluate the performance of different semi-supervised clustering algorithms for disambiguation together with our unsupervised method Diting and semi-supervised method Diting++. For each algorithm, we use the same parameters in the experiments. The semi-supervised clustering algorithms used for comparison, which require the input of the number of clusters, are PCK-Means, COP-KMeans, MK-Means, RCA-KMeans, and MPCK-Means.
• PCK-Means [48] utilizes constraints for seeding the initial clusters and directs the cluster assignments to respect the constraints without doing any metric learning.
• COP-KMeans [41] proposes the Must-Link and Cannot-Link constraints in the Kmeans algorithm. It returns a partition of the instances in the dataset that satisfies all specified constraints.
• MK-Means [49] has a metric learning component and does not utilize constraints for initialization. A single metric parameterized by a diagonal matrix is used for all clusters.
• RCA-KMeans [50] is accomplished by using sideinformation in the form of equivalence relations. Equivalence relations provide them with small groups of data points that are known to be similar.
• MPCK-Means [51] involves both seeding and metric learning in the unified framework. A single metric parameterized by a diagonal matrix is used for all clusters.
We only display the results of the Arnetminer and Cite-seerX datasets, as the characteristic of DBLP dataset is similar. Fig. 8 and Fig. 9 summarize the comparison results. If there is no constraint or the percentage of constraints is very small, the unsupervised method Diting proposed in our paper is superior to all the other semi-supervised clustering algorithms, including our semi-supervised method Diting++. However, as the percentage increases, the advantages of semi-supervised algorithms reveal. For all the semi-supervised algorithms, the Macro-F1 increases rapidly with the increase of the constraints and finally reaches 100%. And most of the times, the Macro-F1 result of Diting++ is higher than all the other methods. In conclusion, the proposed semi-supervised algorithm in Diting++ outperforms existing semi-supervised clustering algorithms for author disambiguation problem. 
G. ALTERNATIVES AND SENSITIVITY RESULTS
In this section, we evaluate some alternatives that are discussed in the previous sections in our work. And we also conduct experiments to analyze the sensitivity results. The results are all shown in Fig. 10 , which displays the experiment results on Arnetminer dataset.
Firstly, in our experiments, when learning representations, for a network with |E| edges, T × |E| triples are sampled. We evaluate the impact of T by varying it from 1 to 4. As we can see from the figure that T does not impact the performance significantly.
Secondly, for each ambiguous name, we create networks based on papers whose author list contains the name. An alternative way is to create a big network based on all the papers in a dataset. The results of the comparison are shown in Fig. 10 with the legend All network representing the Macro-F1 result by using the big network and the legend Diting and Diting++ representing the results by using our networks. The Marco-F1 for Diting and Diting++ are about 12% and 18.9% better than the All network. Compared to the networks constructed in our work, there are more edges in the big network consisting of all papers, which suggests more information. However, most of the edges in the big network are not relevant to the ambiguous name. In other words, they are better treated as negative edges than positive edges.
Thirdly, in section IV-B, we use graph coarsening to mainly learn the global network structure and get the pre-trained representations for all vertices in our networks. As shown in Fig. 10 , compared with the non-coarsen networks, our Diting method gains about 1% better Marco-F1 result and Diting++ gains about 7.9% better result.
VII. CONCLUSION
In this work, we propose an unsupervised method Diting to solve the author disambiguation problem. We first use the network representation learning to get paper vectors through jointly learning the multiple types of networks constructed by different relationships of papers, and then design the clustering algorithm to participate them into distinct parts to distinguish the ambiguous authors. Further, we also propose a semi-supervised method Diting++ to improve the result by taking account of the authorship information of papers. Our method can learn heterogeneous relationships (e.g., co-author, title similarity) between papers and can be easily adapted to many other scenarios. Through extensive experiments, we show that our methods can significantly outperform other state-of-the-art methods.
