Abstract. We establish, for 1 < p < ∞, higher order S p -differentiability results of the function ϕ : t ∈ R → f (A + tK) − f (A) for selfadjoint operators A and K on a separable Hilbert space H with K element of the Schatten class S p (H) and f n-times differentiable on R. We prove that if either A and f (n) are bounded or f (i) , 1 ≤ i ≤ n are bounded, ϕ is n-times differentiable on R in the S p -norm with bounded nth derivative. If f ∈ C n (R) with bounded f (n) , we prove that ϕ is n-times continuously differentiable on R. We give explicit formulas for the derivatives of ϕ, in terms of multiple operator integrals. As for application, we establish a formula and S p -estimates for operator Taylor remainders for a more extensive class of functions. These results are the nth order analogue of the results of [13] . They also extend the results of [5] from S 2 (H) to S p (H) and the results of [14] from n-times continuously differentiable functions to n-times differentiable functions f .
Introduction
Let H be a separable Hilbert space and let, for any 1 < p < ∞, S p (H) be the Schatten class of order p on H. Let A be a (possibly unbounded) selfadjoint operator on H and let K = K * ∈ S p (H). Let f : R → C be a Lipschitz function. We let ϕ to be the function defined on R by ϕ : t ∈ R → f (A + tK) − f (A) ∈ S p (H).
In this paper, we prove higher order S p -differentiability results for ϕ in the case of n-times differentiable functions f with bounded (possibly discontinuous) nth derivative.
The study of differentiabily of ϕ was initiated in [8] where it was shown that if A and K are bounded selfadjoint operators and f ∈ C 2 (R), ϕ is differentiable in the operator norm with ϕ ′ (t) = Γ A+tK,A+tK (f [1] ) (K), t ∈ R, where Γ A+tK,A+tK (f [1] ) is a double operator integral associated with f [1] , the divided difference of first order of f . See Section 2 for more details. This result was extended in [4] and later in [16] where it is proved that this result holds true for any f in the Besov space B 1 ∞,1 (R) and any selfadjoint operator A. Note that the conditions f ∈ C 1 (R) and A bounded are not sufficient to ensure the differentiability of ϕ in the operator norm, see [11] . However, in the case K ∈ S p (H), 1 < p < ∞, it is shown in [13] that if f is differentiable on R with bounded derivative, then ϕ is S p -differentiable on R.
The question of higher order differentiability of ϕ was studied in [20] . Under certain assumptions on f , ϕ is n-times differentiable for the operator norm and the derivatives of ϕ are represented as multiple operator integrals. This result was extended in [17] to any f in the intersection B 1 ∞,1 (R) ∩ B n ∞,1 (R) of Besov classes. In [1] , higher order differentiability of ϕ is established in the symmetric operator ideal norm when f is in the Wiener space W n+1 (R). In the special case p = 2, it is proved that if f ∈ C n (R) has bounded derivatives f (i) , 1 ≤ i ≤ n, ϕ is n-times continuously S 2 -differentiable on R, see [5] . For other values of 1 < p < ∞, it is shown in [14] that if f ∈ C n (R) has bounded derivatives, then ϕ is n-times S p -differentiable. Moreover, for 1 ≤ p < ∞, [14, Theorem 4.1] shows that for functions in B 1 ∞,1 (R) ∩ B n ∞,1 (R), ϕ is n-times S p -continuously differentiable. Our main result is the following. Let 1 < p < ∞, n ∈ N and let K = K * ∈ S p (H). We prove that if f is n-times differentiable on R with bounded (possibly discontinuous) nth derivative f (n) , then for any bounded selfadjoint operator A, ϕ is n-times differentiable on R and for any 1 ≤ k ≤ n,
This representation of ϕ (k) has been obtained for smaller classes of functions, see for instance [1, 5, 17, 20] . In the case when A is unbounded, we prove that if f is n-times differentiable on R and has bounded derivatives f (i) , 1 ≤ i ≤ n, then so does ϕ. Namely, we show that ϕ is n-times S p -differentiable on R with bounded derivatives ϕ (j) , 1 ≤ j ≤ n, and that Formula (1) holds. This is nth order analogue of [13, Theorem 7.13] . It significantly improves the previous results on higher order differentiabily of operator functions in Schatten norms.
With Formula (1), we deduce a representation of Taylor remainders
as a multiple operator integral and deduce an S p -estimate, which generalizes the estimate obtained in [14] .
To obtain these results, we will establish important properties of multiple operator integrals. We choose the construction of operator integrals developed in [6] . For any selfadjoint operators A 1 , . . . , A n and any bounded Borel function φ on R n , the multiple operator integral Γ A 1 ,...,An (φ) is a continuous (n − 1)-linear mapping defined on the product of n − 1 copies of S 2 (H) and valued in S 2 (H). We obtain a continuous operator
H)) for some positive and finite measures λ A i , 1 ≤ i ≤ n. The advantage of this construction is the property of w * -continuity of Γ A 1 ,A 2 ,...,An . It allows to reduce some computations to functions with separated variables, for which certain equations are straightforward to establish. In Section 2.2, we extend a result on the S p -boundedness of multiple operator integrals associated to divided differences. Our main result will be proved by induction on n. To do so, we will first establish an important higher order perturbation formula allowing to express a difference of operator integrals associated to f [n−1] as a multiple operator integral associated to f [n] . This formula will be fundamental to prove the existence of the nth derivative of ϕ (n) if ϕ (n−1) is known, as well as the representation of the derivatives of ϕ as a multiple operator integral.
Then, by the use of the lemmas proved in Section 3.2, our proof will rest on the approximation of the operator K, allowing to simplify the expression of the multiple operator integrals involved.
We use the following notations. We let (S p (H)) sa (respectively (B(H) sa ) to be the subspace of S p (H) (respectively B(H)) consisting of selfadjoint operators. We let Bor(R) to be the space of bounded Borel functions from R into C. For any m ∈ N, we let C b (R m ) to be space of continuous and bounded functions on R m and C 0 (R m ) to be the subspace of C b (R m ) of continuous functions on R m vanishing at infinity. For any n ≥ 1, we let C n (R) to be the space of n-times continuously differentiable functions from R to C. Finally, we let D n (R, S p (H)) (respectively C n (R, S p (H))) to be the space of n-times differentiable (respectively continuously differentiable) functions φ : R → S p (H) with derivatives denoted by
Multiple operator integration
In this section, we recall the definition of multiple operator integrals that we will use throughout the paper and give important properties that will be key to prove our main results.
2.1.
Multiple operator integrals associated to selfadjoint operators. The following definition of multiple operator integration was developed in [6] . It is based on the construction of [15] . Several other constructions exist, see e.g. [1, 3, 8, 17, 19] . The first advantage of this approach is that it allows us to integrate any bounded Borel function, in particular certain discontinuous ones, as it will be the case in this paper. The second advantage is the property of w * -continuity, which allows to simplify many computations. Let n ∈ N, n ≥ 1 and let E 1 , . . . , E n , E be Banach spaces. We denote by B n (E 1 × · · · × E n , E) the space of n-linear continuous mappings from E 1 × · · · × E n into E, that is, the space of n-linear mappings T :
T (e 1 , . . . , e n ) < ∞.
In the case when E 1 = · · · = E n = E, we will simply denote B n (E 1 × · · · × E n , E) by B n (E). Let A be a (possibly unbounded) selfadjoint operator in H. Denote its spectrum by σ(A) and its measure spectral by E A . Let λ A be a scalar-valued spectral measure for A, that is, a positive finite measure on the Borel subsets of σ(A) such that λ A and E A have the same sets of measure zero. We refer to [7, Section 15] and [6, Section 2.1] for more details. For any bounded Borel function f : R → C, we define f (A) ∈ B(H) by
and this operator only depends on the class of f in L ∞ (λ A ). Moreover, according to [7, Theorem 15 .10], we obtain a w * -continuous * -representation
Let n ∈ N, n ≥ 2 and let A 1 , A 2 , . . . , A n be selfadjoint operators in H with scalar-valued spectral measures λ A 1 , . . . , λ An . We let
to be the unique linear map such that for any f i ∈ L ∞ (λ A i ), i = 1, . . . , n and for any X 1 , . . . , X n−1 ∈ S 2 (H),
Note that B n−1 (S 2 (H)) is a dual space, see [6, 
is called a multiple operator integral associated to A 1 , A 2 , . . . , A n and φ.
The w * -continuity of Γ
where
, this mapping has a (necessarily) unique extension
which justifies the notation.
In the case when α 1 = · · · = α n−1 = α, we will simply write Γ
By multilinearity of multiple operator integrals, it is easy to see that there exists a constant C > 0 depending only on n,
The following result will be used to prove the S p -boundedness of certain multiple operator integrals as well as to establish identities.
and for any
By w * -continuity of multiple operator integrals and the assumptions of the Lemma we have
This inequality holds true for any finite-rank operator Y on H with Y α ′ ≤ 1, hence
This implies that Γ
Similarly, write
. By Remark 2.2, there exists a constant C > 0 depending only on n, C ′ , X 1 α 1 , . . . , X n−1 α n−1 such that, for any k ≥ 1,
By the first part of the proof, there exists k 0 ∈ N such that for any k ≥ k 0 ,
Hence, by (3), (4) and (5) we have, for any k ≥ k 0 ,
The next three lemmas give various algebraic properties of multiple operator integrals which will be used in Section 2.2 and Section 3.3. The proofs of the following results are quite similar: we first prove them in the case p = 2 for which the w * -continuity of multiple operator integrals allows to reduce the computations to elementary tensors of functions, and then deduce the general case 1 ≤ p < ∞ by approximating the operators in
and for all K 1 , . . . , K n−1 ∈ S p (H) we have
Proof. Assume that p = 2. We first prove the result when φ 1 = f 1 ⊗· · ·⊗f n and φ 2 = g j ⊗g j+1 where for any 1
In this case,
which proves the result for such φ 1 and φ 2 . Note that this formula is bilinear in (φ 1 , φ 2 ), hence the result holds true whenever
) be two nets converging to φ 1 and φ 2 , respectively for the w * -topology of
. Fix s ∈ S and assume first that
By the previous computation, we have, for any t ∈ T ,
where φ 2,t is defined as in (6) . By the w * -continuity of Γ A j ,A j+1 , we get that the right-hand side of (8) converges, in the w * -topology of S 2 (H), to
For the left-hand side of (8), we show that (
By Fubini's theorem, we have the inequality
which is in turn equal to
This shows that (φ 1,s φ 2,t ) t∈T w * -converges to φ 1,s φ 2 . By w * -continuity of multiple operator integrals, we have, taking the limit in the weak topology of S 2 (H) in (8),
Note that, by linearity, this equality holds true whenever
* -converges to φ 1 φ 2 we have, by taking the limit in the weak topology of
Assume now that 1 ≤ p < ∞ and let
Since for all 1 ≤ i ≤ n − 1, K i ∈ S 2 (H), equality (7) holds and we deduce the inequality
and that inequalities (10) and (11) hold true for any K 1 , . . . , K n−1 ∈ S p (H). Finally, to prove equality (7) in the case when
, using inequalities (10) and (11).
Proof. Assume first that p = 2. In the case when φ 1 and φ 2 are elementary tensors, it is straightforward to check the identity (12) . In the general case, we let (
For any s ∈ S and any t ∈ T , we have
Hence by taking the limit on t ∈ T and then on s ∈ S in (13), we get (12) .
H). Then equality (12) holds and by assumption, there exist
which shows that Γ A 1 ,...,An (φ) ∈ B n−1 (S p (H)). Finally, we deduce (12) by approximation like in the proof of Lemma 2.4.
Proof. We only prove (i), in the case when n ≥ 3. The case n = 2 and the second and third claims can be proved similarly. Assume that 2 ≤ j ≤ n − 1. We first assume that p = 2.
By linearity, this formula holds true whenever
For any s ∈ S, we define φ s as in (14) . Then, it is easy to see that ( φ s ) s∈S converges to φ for the w * -topology of L ∞ (λ A 1 × · · · × λ An ). We conclude using the w * -continuity of multiple operator integral like in the proof of Lemma 2.4.
In the case when 1 ≤ p < ∞, we argue as in the end of the proof of Lemma 2.4. Details are left to the reader.
2.2.
Higher order perturbation formula. In this section, we first extend an important result on boundedness of mutiple operator integrals asssociated to divided differences f [n] in the case when f is n-times differentiable with bounded nth derivative f (n) . This will justify that all the operators appearing in the sequel are well-defined. Secondly, we will prove a higher order perturbation formula for differences of multiple operator integrals.
Let us recall the definition of the divided differences. Let f : R → C be differentiable. The divided difference of the first order f [1] : R 2 → C is defined by
If n ≥ 2 and f is n-times differentiable on R, the divided difference of the nth order
for all x 0 , . . . , x n ∈ R, where ∂ i stands for the partial derivative with respect to the i-th
is a bounded Borel function on R n+1 and if in addition
is symmetric under permutation of its arguments. Therefore, for all 1 ≤ i ≤ n and for all x 0 , . . . , x n ∈ R,
Let n ∈ N, n ≥ 1. For a bounded Borel function g on R, we define, for any x 0 , . . . , x n ∈ R,
s j and λ n is the Lebesgue measure on R n . Let f be n-times differentiable on R with f (n) bounded. Then we have
This follows e.g. from [9, Formula (7.12)].
In the sequel, we will work with selfadjoint operators A 1 , A 2 , . . . , A n , n ∈ N, n ≥ 2. If ψ : R n → C is a bounded Borel function, letψ be the class of the restriction
and there exists c p,n > 0 depending only on p and n such that for any X 1 , . . . , X n ∈ S np (H),
The proof is given in the case when A 1 = · · · = A n+1 but the arguments from the proof of [14, Theorem 2.2] allow to extend the result in the case when A 1 , . . . , A n+1 are distinct.
By Lebesgue's dominated convergence theorem, ϕ n,g k is pointwise convergent to ϕ n,f (n) on R n+1 . Moreover, we have
Hence, using Lebesgue's dominated convergence theorem again, we get that (ϕ n,
. By Lemma 2.3 and (18) we deduce that
∞ , from which we deduce inequality (16) . Inequality (17) follows from the fact that . pn ≤ . p . Let 1 < p < ∞. Let A, K be selfadjoint operators in H with K ∈ S p (H). A Lipschitz function f : R → C is operator-Lipschitz on S p (H) according to [18, Theorem 1] and hence f (A + K) − f (A) ∈ S p (H). Moreover, we have the formula
see for instance [10, Theorem 7.4 ]. We will prove a higher order counterpart of this result, which will allow us to express differences of multiple operator integrals of the form
as a multiple operator integral associated to f [n] , provided that f (n−1) and f (n) are bounded and B − A ∈ S p (H).
In order to prove Proposition 2.8 below, we will need the following fact. Let B be a selfadjoint operator in H. By a well-known result of Weyl-Von Neumann (see [7, Theorem 38 .1]), there exist an operator X ∈ S p (H), (b n ) n ⊂ R and a Hilbertian basis (e n ) n of H such that
b n e n , · e n + X.
For any i ≥ 1, we let P i to be the orthogonal projection onto Span {e l , 1 ≤ l ≤ i} . P i is a finite rank projection and (P i ) i converges strongly to the identity on H. Moreover, we have
which converges to 0 in S p (H) because X ∈ S p (H). A similar statement holds for unitary operators, and even for normal operators, see [2] .
Note that the following result was proved in [14, Lemma 3.10] in the case when f (n) is continuous, whose proof consists in approximating f [n] in the particular case p = 2, and then deducing the result for 1 < p < ∞ from this case. The formula in the general case below is new. Its proof rests on algebraic properties of divided differences and multiple operator integrals.
Let f be n-times differentiable on R such that f (n−1) and f (n) are bounded. Then, for any K 1 , . . . , K n−1 ∈ S p (H) and any 1 ≤ j ≤ n we have
Proof. Let 1 ≤ j ≤ n. First note that we have the following equality: for any (x 0 , . . . ,
, and for any (x 0 , . . . , x n ) ∈ R n+1 ,
where φ 2 was defined in (6) .
where 
Let (P i ) k be an increasing sequence of finite rank projections converging strongly to the identity and such that
As explained before the statement of the Proposition, such sequence exists. We apply equality (21) to X = P i and we obtain, for any i ≥ 1,
Note that for any K ∈ S p (H), KP i → K and
as i goes to ∞. By continuity of multiple operator integrals stated in Theorem 2.7, this implies that the right-hand side of (23) converges in S p (H) to
Using the identity
we have, by (22) , that
in S p (H), as i goes to ∞. Hence, the left-hand side of (23) converges in S p (H) to
and we proved that
Finally, note that (p k (B)) k≥1 and (p k (A)) k≥1 converge strongly to the identity as k goes to
, as k goes to ∞. By assumption, B − A ∈ S p (H) so we have p k (B)(B − A)p k (A) → B − A as k goes to ∞. Hence, taking the limit on k in (24) concludes the proof in the case when 2 ≤ j ≤ n − 1.
In the case when j = 1, the right-hand side of (21) is replaced by
and when j = n, the right-hand side is replaced by
We then apply the same reasonning as before to obtain the result.
Remark 2.9. In the latter, we used the projections p k to approximate the (possibly) unbounded operators A and B by bounded operators. In the case when A and B are bounded selfadjoint operators (without any assumption on the difference B − A), the latter proof shows that we have, for any 2 ≤ j ≤ n − 1 and any X ∈ S p (H),
When j = 1, we have
and when j = n, we have
3.1. Statements of the main results. In this subsection, we state our main results on S p -differentiability of functions of operators.
The following generalizes the analogous result of [14, Theorem 3.7 (ii)] from n-times continuously differentiable f to n-times differentiable functions f , with a proof of a completely different nature. It is also the nth order analogue of [13, 7.13 ].
Theorem 3.1. Let 1 < p < ∞, let A and K be bounded selfadjoint operators in H with K ∈ S p (H). Let n ∈ N, n ≥ 1 and let f be n-times differentiable on R such that f (n) is bounded. Consider the function
Then the function ϕ belongs to D n (R, S p (H)) and for every integer 1 ≤ k ≤ n,
In particular, for any 1 ≤ k ≤ n − 1, ϕ (k) is bounded on any bounded interval of R and ϕ
is bounded on R.
We have the same result for unbounded operators, provided that the derivatives of f are bounded, to ensure the boundedness of multiple operator integrals. Theorem 3.2. Let 1 < p < ∞, A and K be selfadjoint operators in H with K ∈ S p (H). Let n ∈ N, n ≥ 1 and let f be n-times differentiable on R such that f (i) is bounded for all 1 ≤ i ≤ n. Consider the function
Then ϕ belongs to D n (R, S p (H)) and for every integer 1 ≤ k ≤ n, ϕ (k) is bounded on R and given by
The following allows to express operator Taylor remainders as multiple operator integrals and deduce an S p -estimate in the case when f has a bounded nth derivative. It generalizes [14, Theorem 3.8] where such representation and estimate were obtained for n-times continuously differentiable functions f . Proposition 3.3. Let 1 < p < ∞, n ∈ N, n ≥ 2, A and K be selfadjoint operators in H with K ∈ S np (H). Let f be n-times differentiable on R such that f (n) is bounded. Assume that either A is bounded or f (i) is bounded for all 1 ≤ i ≤ n. Denote
and we have the inequality
Finally, the result stated below is the S p -analogue of [5, Theorem 4.1] . Note that [14, Theorem 3.7 (ii)] establishes the existence of the nth derivative of ϕ under the assumptions of Proposition 3.4. We prove here that ϕ is actually n-times continuously differentiable. Proposition 3.4. Let 1 < p < ∞, let A and K be selfadjoint operators in H with K ∈ S p (H). Let n ∈ N and f ∈ C n (R). Assume that either A is bounded or f (i) is bounded for all 1 ≤ i ≤ n. Consider the function
Then ϕ belongs to C n (R, S p (H)) and for every integer 1 ≤ k ≤ n and t ∈ R,
3.2. Auxiliary lemmas. In this subsection, we will prove important technical lemmas that will be used in Section 3.3.
Lemma 3.5. Let 1 < p < ∞, n ∈ N, n ≥ 1. Let A ∈ B(H) be a selfadjoint operator and let Z 1 , . . . , Z n ∈ S p (H) be such that A and Z i commute, for every 1 ≤ i ≤ n. Let f be n-times differentiable on R such that f (n) is bounded. Then
Proof. In this proof, we will use the notation introduced before the statement of Theorem 2.7. For any k ≥ 1, we let ψ k := ϕ n,g k to be the function defined as in the proof of Theorem 2.7. For any bounded Borel function g, we letg to be the function defined on R byg k (x) = g(x, . . . , x), x ∈ R. Let us prove first that for any k ≥ 1,
A is bounded so σ(A) ⊂ R is bounded and by definition,
where φ k is the class in L ∞ (λ A ×· · ·×λ A ) of the restriction of ψ k to σ(A) n+1 . g k is continuous on the compact I = conv(σ(A)) so there exists a sequence (P k j ) j≥1 of polynomial functions converging uniformly to g k on I. For any j ≥ 1, define Q k j = ϕ n,P k j . It is easy to see that (Q k j ) j≥1 converges uniformly to ψ k on σ(A) n+1 . According to (15) , 
By linearity, this implies that for any j ≥ 1,
For any j ≥ 1, we let v and by Theorem 2.7, there exists a constant c p,n such that
Note that (Q k j ) j≥1 converges uniformly toφ k on σ(A). Hence,Q k j (A) converges toψ k (A) in B(H) so that the right-hand side of (30) converges in S p (H) toψ k (A)Z 1 . . . Z n . By taking the limit on j in (30) we get
Recall that, from the proof of Theorem 2.7, the sequence (
On the other hand, (ψ k ) k≥1 is bounded and is pointwise convergent tof
g. the proof of [5, Proposition
3.1])
. This implies that the right-hand side of (31) converges in
We conclude the proof by taking the limit on k in (31), in the weak topology of S p (H).
From now on, we will adopt the following notation: if X is an operator on H, then for any integer k, we denote by (X) k the tuple consisting of k copies of X.
Then we have, for any t ∈ R,
In particular, ψ is continuous in 0.
Proof. We have the following decomposition
For any 1 ≤ k ≤ j, we have, by Proposition 2.8,
from which we deduce (32).
For the continuity of ψ in 0, note that by Theorem 2.7 there exists a constant c p,n > 0 such that
which converges to 0 as t goes to 0.
Lemma 3.7. Let 1 < p < ∞, n ∈ N, n ≥ 2. Let A be a selfadjoint operator in H and f be n-times differentiable on R such that f (n) is bounded. Assume that either A is bounded or f (n−1) is bounded. Let X 0 ⊂ (S p (H)) sa be a dense subset. Assume that for any K 0 ∈ X 0 , the map ψ 0 : t ∈ R → S p (H) defined by
is differentiable in 0 with
Then ψ is differentiable in 0 and
Proof. Let K ∈ S p (H) selfadjoint and show that ψ is differentiable in 0 with
Let ǫ > 0 and choose K 0 ∈ X 0 such that K − K 0 p ≤ ǫ. By assumption, ψ 0 is differentiable in 0 and ψ
Hence, there exists µ > 0 such that for any |t| < µ,
By Lemma 3.6 we havẽ
). By Remark 2.2 and Theorem 2.7, there exists a constant α > 0 depending only on p, n, f (n) ∞ and K p such that for any 1 ≤ k ≤ n and any t ∈ R,
so that we have the estimate ψ ǫ (t) ≤ nαǫ. By the estimate (33) and triangle inequality, we deduce that for any |t| < µ,
By Lemma 3.6 we have
Hence, by Remark 2.2 and Theorem 2.7, there exists a constant β > 0 depending only on p, n, f
Let also γ > 0 be a constant depending only on p, n, f
Finally, by triangle inequality and noting that ψ(0) =ψ(0) we have, by (35), (34) and (36),
for any |t| < µ. This concludes the proof.
Lemma 3.8. Let 1 < p < ∞, let A ∈ B(H) be a selfadjoint operator on H and let K = K * ∈ S p (H). Let n ≥ 2 and let f be n-times differentiable on R such that f (n) is bounded. Let ν : R → (B(H)) sa be such that ν(0) = A and ν is S p -differentiable in 0 with ν
Ifψ is differentiable in 0, then ψ is also differentiable in 0 and ψ
Proof. Let ǫ > 0. By assumption, there exists µ 1 > 0 such that for any |t| < µ 1 ,
Moreover, ν(0) = A and ν ′ (0) = K in S p (H), so there exists µ 2 > 0 such that for any
We have, by Proposition 2.8,
Hence, by Remark 2.2 and Theorem 2.7, there exists a constant α > 0 depending only on p, n, f
∞ and K p such that, for any t ∈ R,
Finally, by (37) and (38) and by triangle inequality we have, noting that ψ(0) =ψ(0),
for any |t| < min(µ 1 , µ 2 ), which proves the claim.
The following lemma will allow us to reduce the question of differentiability of ϕ defined in (26) for an unbounded operator A to the question of differentiability for a bounded operator.
Lemma 3.9. Let 1 < p < ∞, A, K, Y be selfadjoint operators in H with K bounded and Y ∈ S p (H). Let n ∈ N, n ≥ 1 and let f be n-times differentiable on R with f (n) bounded. Let m ≥ 1 be an integer. We let
Proof. We first assume that Y ∈ S 2 (H). Note that the projection E m commutes with A+K m so that for any g ∈ C b (R) we have, by [13, (7.25) ],
From this equality, we easily deduce that for any By approximation, this implies that (40) holds true whenever φ belongs to the uniform closure of C b (R) ⊗ · · · ⊗ C b (R), which contains in particular C 0 (R n+1 ). Assume now that φ ∈ C b (R n+1 ). Let (g k ) k≥1 be a sequence of functions in C 0 (R) satisfying the following two properties:
For any k ≥ 1, φg k ∈ C 0 (R n+1 ), so the latter implies that
By Lebesgue's dominated convergence theorem, the properties satisfied by the sequence
Hence, by the w * -continuity of multiple operator integrals, we obtain, by taking the limit on k in (41), For any k ≥ 1, let φ k = ϕ n,g k as defined in the proof of Theorem 2.7. Then (ϕ n,g k ) k≥1 ⊂ C b (R n+1 ) and the sequence w * -converges to
Hence, φ k satisfies (42) for any k ≥ 1 and by the w * -continuity of multiple operator integrals, we get that φ satisfies (39).
In the case 1 < p < ∞, we approximate Y ∈ S p (H) by a sequence (Y j ) j≥1 of elements of S 2 (H) ∩ S p (H) and then pass to the limit in the equality
as j → ∞, using the estimate in Theorem 2.7 and the fact that (
3.3. Proofs of the main results. We now turn to the proof of the main results of this paper, stated in Subsection 3.1.
Proof of Theorem 3.1. The assumptions on f ensure, by [13, Theorem 7.13] , that ϕ is differentiable on R and that for any t ∈ R,
Assume now that ϕ is (n − 1)-times differentiable on R with
We have to show that the function
is differentiable and that for any t ∈ R,
It is clear that we only have to prove the differentiability in 0, from which we can deduce the differentiabily on R. In this case, by Lemma 3.7, it is sufficient to prove the differentiability for K belonging to a dense subset of (S p (H)) sa . By [13, Proposition 6.2] , the subspace X 0 defined by
Let ν(t) = e −itY (A+tZ)e itY . We have ν(0) = A and ν is S p -differentiable in 0 with ν ′ (0) = K. Hence, by Lemma 3.8, to prove the latter, it is equivalent to prove thatψ :
is differentiable in 0 withψ
C. COINE
For 1 ≤ k ≤ n and any t = 0, let
, t ∈ R, we deduce that if one of those limits exists, so does the second one and we have lim
Note that
In fact, more generally, for any t ∈ R, for any g ∈ Bor(R n+1 ) such that Γ (ν(t)) n−k+1 ,(A) k (g) ∈ B n (S p ) and any X ∈ S p (H), we have
Indeed, when g is an element of Bor(R) ⊗ · · · ⊗ Bor(R), this equality is a consequence of the fact that for any h ∈ Bor(R), h(e −itY (A + tZ)e itY ) = e −itY h(A + tZ)e itY . Hence, if p = 2, the general case follows from the w * -continuity of multiple operator integrals. If 1 < p < ∞, we approximate X ∈ S p (H) by elements of S 2 (H) ∩ S p (H). Details are left to the reader. Now, when t goes to 0,
we have that if one of those limits exists, so does the second one and then
Assume first that n − k + 2 ≤ j ≤ n. Since A and Z are bounded operators, we have, by Remark 2.9,
with a simple modification in the case j = n. By Lemma 3.6 the latter converges, as t goes to 0, to
. . , K n−1 ). Assume now that j = n − k + 1. In this case, by Remark 2.9,
. . K n−1 p ZY p and the same reasoning as for the case n − k + 2 ≤ j ≤ n show that
. . , K n−1 ). Finally, assume that 1 ≤ j ≤ n − k. By Remark 2.9, 
. . , K n−1 ) in S p (H) as t goes to 0. Hence, we proved that
This proves that ϕ ∈ D n (R, S p (H)) and that for any 1 ≤ k ≤ n, ϕ (k) is given by (25). Finally, let I ⊂ R be a bounded interval and let 1 ≤ i ≤ n − 1. We let J ⊂ R to be a bounded interval such that, for any t ∈ I, σ(A+tK) ⊂ J. There exists f i ∈ C i (R) compactly supported such that f i = f on J. Then for any t ∈ I,
is bounded on R, ϕ (i) is bounded on I by Theorem 2.7. Similarly, since f (n) is bounded on R, ϕ (n) is bounded on R.
We now turn to the proof of Theorem 3.2.
Proof of Theorem 3.2. By [13, Theorem 7.18] , ϕ is differentiable on R and for any t ∈ R, ϕ ′ (t) = Γ A+tK,A+tK (f [1] ) (K). Assume now that ϕ is (n − 1)-times differentiable on R with ϕ (n−1) (t) (n − 1)! = Γ A+tK,...,A+tK (f [n−1] ) (K, . . . , K).
We will prove that the function ψ : t ∈ R → Γ A+tK,...,A+tK (f This proves that ϕ ∈ D n (R, S p (H)) and that the derivatives of ϕ are given by (27). Finally, the boundedness of the derivatives follows from Theorem 2.7. Hence, to prove the result, it suffices to prove that for any k ≥ 1 and any X ∈ S p (H) n , ϕ n k,X is continuous in 0.
Fix k ≥ 1 and let g = g k . We will prove the continuity of ϕ n k,X in 0 by induction on n. For n = 1, we have, for any (x 0 , x 1 ) ∈ R 2 with x 0 = x 1 , f [1] (x 0 , x 1 )g(x 0 )g(x 1 ) = g(x 1 )(gf )(x 0 ) − (gf )(x 1 )g(x 0 ) x 0 − x 1 = g(x 1 )(gf )(x 0 ) − g(x 1 )(gf )(x 1 ) x 0 − x 1 + (gf )(x 1 )g(x 1 ) − (gf )(x 1 )g(x 0 ) x 0 − x 1 = g(x 1 )(gf ) [1] (x 0 , x 1 ) − (gf )(x 1 )g [1] (x 0 , x 1 ).
By continuity, this equality holds true for any x 0 , x 1 ∈ R. Hence, by Lemma 2.4, we have, for any t ∈ R and any X ∈ S p (H), ϕ 1 k,X (t) = Γ A+tK,A+tK ((gf ) [1] ) (Xg(A + tK)) − Γ A+tK,A+tK (g [1] ) (X(gf )(A + tK)).
As explained in the first part of the proof, the mappings t ∈ R → Xg(A + tK) ∈ S p (H) and t ∈ R → X(gf )(A + tK) ∈ S p (H) are continuous in 0. Note that g ′ , (gf ) ′ ∈ C 0 (R) so that, by continuity of the map defined in (44) and the uniform boundedness of the mappings Γ A+tK,A+tK ((gf ) [1] ), Γ A+tK,A+tK (g [1] ), t ∈ R, we get that lim t→0 ϕ 1 k,X (t) = Γ A,A ((gf ) [1] ) (Xg(A)) − Γ A,A (g [1] ) (X(gf )(A)) = ϕ For n = 2, first note that the computations made in (45) give f [1] (x 0 , x 1 )g(x 0 ) = (gf ) [1] (x 0 , x 1 ) − f (x 1 )g [1] (x 0 , x 1 ) so that
(gf ) [1] (x 0 , x 2 ) − f (x 2 )g [1] (x 0 , x 2 ) − (gf ) [1] (x 1 , x 2 ) + f (x 2 )g [1] (x 1 , x 2 ) x 0 − x 1 − g [1] (x 0 , x 1 )f [1] (x 1 , x 2 ) = (gf ) [2] (x 0 , x 1 , x 2 ) − f (x 2 )g [2] (x 0 , x 1 , x 2 ) − g [1] (x 0 , x 1 )f [1] (x 1 , x 2 ), which shows (46) for n = 2. Assume now that we have (46) at the order n and show that it still holds true at the order n + 1. We have 
