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Abstract
How to represent a graph in memory is a fundamental data-structuring problem. In the usual
representations, a graph is stored by representing explicitly all vertices and all edges. The names
(labels) assigned to vertices are used only to encode the edges and reveal nothing about the
structure of the graph itself and hence are a \waste" of space. In this context, we present a
general framework for labeling any graph so that adjacency between any two given vertices can
be tested in constant time. The labeling scheme assigns to each vertex x a O((x) log2 n) bit label,
where n is the number of vertices and (x) is x’s degree. The adjacency test can be performed in
seven steps and the scheme can be computed in polynomial time. The proposed graph encoding
positively demonstrates its superiority over the usual representations, i.e. adjacency matrix and
adjacency list representations, which require O(n log n) bit label per vertex and constant time
adjacency test, and O((x) log n) bit label per vertex and O(log (x)) steps to test adjacency,
respectively. Additionally, the labeling scheme is implicit, that is: no pointers are used. ? 2001
Elsevier Science B.V. All rights reserved.
1. Introduction
The representation of graphs has received much attention since the very beginning of
the study of computer science theory [4,5,34,12,37,21,30,38]. What is generally required
is a \good" and ecient representation: good for the performance of algorithms running
on it, and ecient both in terms of the space to store the data and the computational
time needed to derive the representation.
In this context, we present a general framework for encoding any graph and testing
adjacency in a constant number of steps. In particular, the problem considered in this
paper can be stated as follows. Let G = (V; E) be any graph, with n = jN j, label the
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vertices such that, given the names of two vertices, we can determine adjacency in
O(1) steps. The representation proposed is implicit (that is: no pointers are used); it
assigns to each vertex x a O((x) log2 n) bit label, where (x) is x’s degree; it allows
to test adjacency in seven steps, and can be computed in O(n2) time, where  is the
maximum degree of a vertex in G.
Implicit representations are widely accepted as good representations since implicit
data structures lend themselves to a sequential storage scheme which requires no point-
ers, thus providing for a compact way to store data with no waste of space for pointers
[25,10,24,27]. Also, the algorithms are easier to implement and are often more ecient.
Additionally, the representation we propose satises the \locality" property, that is,
data are stored on a per-node basis, thus providing for an ecient representation for
distributed computation [26] and secondary memory storage [39].
1.1. Related work
Several authors worked on this subject. Breuer [4] and Breuer and Folkman [5]
considered the problem of labeling vertices such that adjacency would be determined
by the Hamming distance of the labels. Their scheme is very restricted and for general
graphs the length of the labels can be O(n log n). In [21], Kannan et al. dened the
family of nite graphs having a k-labeling scheme, that is, graphs which admit a
labeling function f which assigns to each vertex labels no more than k log n bits, so
that, given the labels of two vertices, one can test if they are adjacent in time linear
in the size of the label. However, only restricted classes of graphs admit a k-labeling
scheme: trees, graphs with bounded arboricity, intersection graphs, and c-decomposable
graphs [14]. Also, the class of bounded treewidth can be included in the above list of
eciently representable classes of graphs, since they can be encoded with O(b log n)
bit labels, where b is the treewidth (see [35]). Finally, from the combinatorial results
provided in [32,33] it is possible to prove that lattices admit a O(
p
n)-labeling scheme.
Turan [34] considered the problem of representing a planar graph as succinctly as
possible. In particular, he described a representation of unlabeled planar graphs which
is optimal within a constant factor and an asymptotically optimal encoding of labeled
planar graphs. However, the representation is global and not on a per-node basis, and
does not support a constant adjacency test. In [20], Itai and Rodeh compared the
information theoretic lower bound with the adjacency lists method for representing
graphs. However, they did not consider the eciency of testing adjacency.
In [16], the authors investigated the complexity of testing properties on graphs when
the input is given by a polylogarithmically sized circuit computing the adjacency ma-
trix. They show that no \nontrivial" problem could be found which can be solved in
polynomial time. Notice that, using such encoding scheme, not all graphs are neces-
sarily representable. Papadimitriou and Yannakakis [28] extended the results in [16]
presenting a general technique for deriving lower bounds for the complexity of prop-
erties of succinctly representable graphs. In particular, they show that under the same
representation, graph properties that are ordinarily NP-complete become complete for
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non-deterministic exponential time. In [3,2,23], the authors closed some gaps between
upper and lower bounds for the complexity.
The graph representation problem has also been studied in a dierent context, i.e.
for routing messages in a distributed network. In [30,36,37,11{14,17] the problem
considered is how to store routing information at the vertices of a distributed network
so as to compute near-optimal routes. Again, the problem is optimally solved only for
restricted class of graphs, as trees, rings, complete graphs, planar st-graphs, interval
graphs, or for specic network topologies as hypercube and meshes. Several authors
[29,9,6] worked on upper and lower bounds on the total number of bits necessary and
sucient to store routing information. Peleg and Upfal [29] demonstrated a trade-o
between the eciency of a routing scheme and its space requirements. Specically,
they proved that any routing scheme for general n-vertex networks that achieve a
stretch factor k>1 (i.e., the maximum ratio between the length of a route computed
by the scheme and that of a shortest path connecting the same pair of vertices) must
use a total of 
(n1+1=(2k+4)) bits of routing information in the network. Fraigniaud and
Gavoille [9] show that for stretch factors k < 2 there are routing schemes that require
a total of 
(n2) bits to be stored. This bound is further improved by Gavoille and
Perennes [18], who proved that for each d6n there are shortest path-routing schemes
requiring a total 
(n2 logd) bits to be stored in the worst case for some graphs with
maximal degree d.
In [6], the authors proved that (n2) bits are necessary and sucient for shortest path
routing on Kolmogorov random graphs [22]. Kolmogorov random graphs constitute a
fraction of 1−1=nc of all graphs on n nodes, where c> 0 is an arbitrary xed constant.
1.2. Our results
In this paper, we propose a k-step-labeling scheme based on a set of k mutually
composable labeling functions, each one evaluable in one step. In order to test adja-
cency, the k functions are evaluated sequentially, thus adjacency can be tested in k
steps.
In this scenario, we obtain the following result: a 7-step-labeling scheme for general
graph. The scheme assigns O((x) log2 n) bit labels to each vertex x, where (x) is the
degree of x.
The total bit requirement is O(m log2 n) for the representation of the whole graph,
where m is the number of edges. This estimate is higher than the information theo-
retic lower bound [20], by a factor of log n. On the other hand, the adjacency test
can be performed in seven steps, only. For all graphs with m<n2 log n, the proposed
encoding positively demonstrates its superiority over the adjacency matrix representa-
tion. Additionally, dierently from hash tables [15,8,7] the labeling scheme functions
can be evaluated by a pointer machine.
The proof strategy proceeds as follows: (i) the adjacency test problem for a general
graph is reduced to an equivalent problem on a general bipartite graph (Section 6); (ii)
the same problem for a general bipartite graph is reduced to an equivalent problem for
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a collection of bounded degree bipartite graphs (Section 5); (iii) the problem for a
bounded degree bipartite graph is then reduced to an equivalent problem for a collection
of bipartite graphs such that the degree of the lower vertices is bounded by log n
(log-graph) (Section 4) which we show to be eciently representable in Section 3.
The technique used in this paper is based on the one described in [31] for general
undirected graphs and in [33,32] for lattices and here improved to obtain an almost
optimal space requirement.
Without loss of generality, we will prove all theorems under the assumption that
G = (V; E) is connected. In the case of non-connected graphs, all results can be ap-
plied to each connected component without any change in the complexity bounds
(see [1]).
2. Preliminaries
In this section, we describe the notation used and recall some basic denitions. More
denitions on graphs can be found in textbooks as [19].
We denote a graph by G=(V; E), where V is the vertex set, with n= jV j, and E is
the edge set, with m= jEj. Given a vertex x, the set of vertices adjacent to x is dened
as adj(x) = fy 2 V j(x; y) 2 Eg. The degree of a vertex x is (x) = jadj(x)j. For any
set of vertices X V , the set of vertices adjacent to X is dened as adj(X ) = fy 2
V j(x; y) 2 E ^ x 2 X g.
K = (A [ B; E) denotes a bipartite graph, where A is the set of the upper vertices,
B is the set of the lower vertices, and EA  B is the set of non-directed edges.
Moreover, we assume na = jAj, nb = jBj, n= na + nb, and m= jEj.
Given a bipartite K = (A [ B; E) and a set C such that either C A or C B, the
subgraph induced by C, denoted K=C , is the subgraph induced by the set of vertices
fC[adj(C)jg. More precisely, if C A then K=C=(C[adj(C); E0); where E0=f(x; y) 2
Ejx 2 C and y 2 adj(C)g; if C B then K=C = (adj(C)[C; E0), where E0 = f(x; y) 2
Ejx 2 adj(c) and y 2 Cg. Let x 2 adj(C). We denote =C(x) the degree of x in the
subgraph K=C .
A bipartite graph K = (A [ B; E) is a bounded bipartite graph if there exist two
positive integer values a and b such that: (i) for any x 2 A then a=26(x)6a,
and (ii) for any x 2 B, b=26(x)6b. A bipartite graph is one-side bounded if only
one of the above two conditions (ii) and (iii) holds.
Given a graph G=(V; E); L= ff1 : : : fkg is a k-step-labeling scheme for G, if and
only if fi is a partial function computable in one step and such that a composition
between fi and fi−1 can be dened, for 26i6k, and the composition is well dened.
Denition 2.1. Given a graph G = (V; E) and two vertices x and y, a k-step-labeling
scheme L for G is valid i
y 2 adj(x), (fk  fk−1      f1(x; y) = y) or (fk  fk−1      f1(y; x) = x):
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Fig. 1. Example graph.
Fig. 2. A valid 3-step-labeling scheme for the example graph in Fig. 1.
The space requirement of a k-step-labeling scheme is the length of the labels of the
vertices allowing to compute functions fi in 1-step.
Example. Fig. 2 denes the partial functions f1; f2, and f3 of a valid 3-step-labeling
scheme for the graph depicted in Fig. 1, where the symbol () represents any vertex
in the set fa; b; c; d; e; fg. The presence of the edge (d; f) can be tested evaluating
f3  f2  f1(d; f) = f3  f2(d; f; 2) = f3(d; f; 3) = f.
3. Basic labeling scheme
As described in Section 1, the strategy we propose reduces the adjacency problem
for general graphs to an equivalent problem for bipartite graphs (see Section 6). In
this section, we present a 2-step valid labeling scheme for general bipartite graphs and
establish a bound on the length of the labels which is proportional to the maximum
degree of the lower vertices. Unfortunately, this bound is unsatisfactory in the general
case since vertices could receive n log n bit labels in the worst case (i.e., when the
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Fig. 3. Example of a tree labeling function: L(a) =L(g) =L(l) = 1, L(b) =L(d) =L(f) =L(i) = 2,
L(c) =L(e) = 3, L(h) = 4. The size of the tree labeling function is 4.
maximum degree of the lower vertices is proportional to the number of the upper
vertices). To overcome this problem in Section 5 we describe a bipartite decomposition
into a collection of bipartite graphs (log-graphs) having the degree of the lower vertices
bounded by log n (see Denition 4.1).
First we need some more denitions.
Denition 3.1. Let K = (A [ B; E) be a bipartite graph. Two vertices x1; x2 2 B, with
x1 6= x2, are independent if fadj(x1) \ adj(x2)g= ;.
Denition 3.2. Let K = (A [ B; E) be a bipartite graph. A tree labeling function is a
labeling function L : x 2 B 7! c 2 N such that, given x1; x2 2 B then L(x1)=L(x2)=c
i x1 and x2 are independent vertices. The size of the tree labeling function L is
jfc : 9x 2 B ^L(x) = cgj.
In other words, function L labels each lower vertex such that two vertices receive
the same label if and only if they are independent (see Fig. 3).
The following lemma allows to bound the size of a tree labeling function L in
terms of the maximum degrees of the upper and lower vertices.
Lemma 3.1. Let K=(A[B; E) be a bipartite graph and a and b two positive integer
values such that for any x 2 A; a=26(x)6a and for any x 2 B; (x)6b. There
exists a tree-labeling function of size O(ab).
Proof. Let na=jAj, nb=jBj, and p be the size of the tree labeling function. Consider the
following greedy strategy. Choose any vertex x 2 B and set L(x) = 1. Set L(y) = 1
for any other vertex y 2 B such y is independent of all vertices x whose label is
already set to 1, until there are no other independent vertices. The choice criteria is
not relevant. Values i, for 26i6p, are assigned in a similar way choosing vertices
not already labeled until all vertices in B are considered.
When label i is assigned to a vertex x at most (x)(a− 1) cannot receive the same
label. Hence, the number ti of vertices with label equal to i satises the following
M. Talamo, P. Vocca /Discrete Applied Mathematics 108 (2001) 193{210 199
inequality:
tiX
j=1
(xj)a>nb 8xj 2 B s:t L(xj) = i: (1)
Hence,
tiX
j=1
(xj)>
nb
a
8xj 2 B s:t L(xj) = i: (2)
Since the labeling process ends when all the edges have been considered, we have
p
nb
a
6m6naa (3)
that is, p6na2a=nb. The proof follows observing that, by hypothesis, nb>naa=2b.
It is interesting to note that the above bound is tight [33]. The next theorem presents
a valid 2-step labeling scheme based on a tree labeling function.
Theorem 3.2. Let K = (A [ B; E) be a bipartite graph and a and b two positive
integer values such that for any x 2 A; a=26(x)6a and for any x 2 B; (x)6b.
There exists a valid 2-step labeling scheme that assigns to any vertex x 2 A a
O(ab log n) bit label and can be computed in O(ma) time.
Proof. Let L1 be a tree labeling function for K as dened in Lemma 3.1. We dene
a labeling function L2 : (x; i) 2 AN 7! B. L2(x; i) assigns to each vertex x 2 A and
to each i 2 jIm(L1)j, the unique vertex y 2 B with label i adjacent to x.
The labeling scheme is composed of the following two functions:
f1 : (x; y) 2 A B 7! (x;L1(y)) 2 AN;
f2 : (x; i) 2 AN 7!L2(x; i) = y 2 B:
It is easy to verify that y 2 adj(x), f2  f1(x; y) = y. In order to compute f1 and
f2 in one step each, it suces to assign to each lower vertex y the label L1(y), and
to each upper vertex x a table adjx such that adjx[i] stores L2(x; i). The size of adjx
is equal to the size of the tree labeling function L1.
By Lemma 3.1, the labels of the vertices x 2 A require O(ab log n) bits. Finally,
for the time complexity, observe that we can assign a label to a vertex x 2 B with
(x)a operations.
Notice that the class of bipartite graphs considered in Theorem 3.2 corresponds to
the class of one-side bounded bipartite graphs dened in Section 2. Nevertheless, since
it is always possible to nd the values a and b satisfying the conditions of Theorem
3.2, the proposed labeling scheme is valid for general bipartite graphs. Unfortunately,
in this case the length of the labels assigned to upper vertices can be as large as
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(x)n log n, and hence, it is not competitive with classical representations, unless the
degree of the lower vertices is bounded by a constant value.
4. Bipartite decomposition into log-graphs
In this section, we show how to decompose a general bipartite graph into a collection
of special bipartite graphs, called log-graphs (see Denition 4.1). Informally speaking,
log-graphs are bipartite graphs such that the maximum degree of lower vertices is
bounded by dlog ne.
First we give a set of technical lemmas already described in [33] for regular bipartite
graphs, and presented here again in a more general setting.
Lemma 4.1. Given a bipartite graph K = (A[ B; E). Let a and b be the maximum
degree of the upper and lower vertices; respectively. A set A0A exists such that the
following two conditions hold:
(i) jA0j= dna=(4e + 1)be;
(ii) for any x 2 adj(A0); =A0(x)6dlog nmaxe; where nmax = maxfna; nbg.
Proof. The proof proceeds by incrementally constructing a set A0 satisfying the state-
ment of lemma. Hereafter, h denotes the maximum degree of the lower vertices in K=A0
and k the size of A0. We will show that the construction of A0 ends for h6dlog nmaxe−1
and k = dna=(4e + 1)be.
For any i>0 we dene a collection of sets A(i) as follows:
A(0) = ;;
A(i) = A(i − 1) [ fxig;
where xi 2 A − A(i − 1) is a vertex belonging to a set Sh(i) to be dened later. We
claim that A0 = A(k) is the set required.
For each set A(i) consider the bipartite K=A(i). With reference to K=A(i), for 16j6i
we dene the following sets:
Cj(i) = fx 2 adj(A(i)) : =A(i)(x) = j and =A(i−1)(x) = j − 1g; (4)
CTj (i) = fx 2 adj(A(i)) : =A(i)(x) = jg; (5)
Out(CTj (i)) = f(x; y) 2 E : y 2 CTj (i) and x 2 A− A(i)g: (6)
Loosely speaking, set Cj(i) is the set of vertices in adj(A(i)) having degree j in
K=A(i) only after the addition of xi to the set A(i − 1); CTj (i) is the set of all vertices
in adj(A(i)) of degree j with respect to K=A(i); nally, Out(CTj (i)) is the set of edges
leaving vertices in CTj (i) towards vertices in A− A(i) (see Fig. 4).
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Fig. 4. A(4) = f1; 2; 3; 4g, C2(4) = f13g, CT2 (4) = f11; 12; 13g, and Out(C2(4)) = f(5; 12); (6; 13)g.
Sets Sh(i) to which xi belongs are, for j = h, the sub-collection of Sj(i) dened
recursively as follows:
S1(i) = A− A(i − 1) for i>1;
Sj(i) =
8>><
>>:
fx 2 Sj−1(i) : jCTj−1(i − 1) \ adj(x)j
6tjOut(CTj−1(i − 1))j=jSj−1(i)jg for 26j6i;
Si(i) for j> i;
where t > 1 is a parameter to be dened later (see Claim 1). Set Sj(i) contains all
vertices x 2 Sj−1(i) such that the number of vertices in Cj(i) obtained by adding
x to A(i) is not more than t times the average computed over all jCj(i)j values for
x 2 Sj−1(i). In other words, Sj(i) selects those vertices of Sj−1(i) that do not increase
the degree of the lower vertices of degree j − 1 in K=A(i−1) more than t times the
average.
The proof of lemma proceeds in two steps. In the rst step (see Claim 1), we
prove that the construction of sets A(i) always halts nding at least one xi, that is
the selection process operated by the construction of sets Sj(i) is not too restrictive
and Sh(i) contains at least one element, for a sucient number of iterations and for
a suitable value of the parameter t. In the second step (see Claim 2), we show that
for k = dna=(4e + 1)be and h = dlog nmaxe + 1, K=A(k) satises conditions (i) and
(ii) of the statement of lemma, which, in terms of the notation above introduced, is
equivalent to showing that the inequality jCTh (k)j< 1 holds, that is that after choosing
k = dna=(4e + 1)be vertices, the maximum degree of the lower vertices in K=A(k) is
bounded by h= dlog nmaxe.
Claim 1. jSh(i)j>1; for any t>h and 16i6na − 1.
Proof. The proof proceeds by showing that
jSh(i)j>jSh−1(i)j

1− 1
t

: (7)
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Solving the recurrence (7) with the initial condition jS1(i)j= na − i + 1, we obtain
jSh(i)j>(na − i + 1)

1− 1
t
h−1
(8)
hence, the proof follows by choosing t>h and 16i6na − 1.
Let us dene
 =
jOut(CTh−1(i − 1))j
jSh−1(i)j ; (9)
and Sh(i)=Sh−1(i)−Sh(i). Hence, for any x 2 Sh(i), jCTh−1(i−1)\adj(x)j>t. Since,
by denitionX
x2 Sh(i)
jCTh−1(i − 1) \ adj(x)j+
X
x2Sh(i)
jCTh−1(i − 1) \ adj(x)j= jOut(CTh−1(i − 1))j;
we have,
tj Sh(i)j6jOut(CTh−1(i − 1))j: (10)
Recurrence (7) derives from (9) and (10).
Claim 2. For k = dna=(4e + 1)be and h= dlog nmaxe+ 1, jCTh (k)j< 1.
Proof. First observe that, by denition (see (5)), we have
CTj (k)
k[
i=j
Cj(i) =
kX
i=j
jCTj−1(i − 1) \ adj(xi)j for j>2:
Since xi 2 Sh(i), we have
jCTj (k)j6
kX
i=j
tjOut(CTj−1(i − 1))j
jSj−1(i)j : (11)
Moreover, by hypothesis
jOut(CTj−1(i − 1))j< jCTj−1(i − 1)jb:
Hence, the following recurrence holds:
jCT1 (i)j6ia for i>1;
jCTj (i)j<
iX
p=j
tbjCTj−1(p− 1)j=jSj−1(p)j for j>i>2 (12)
From (8) and using basic algebra, the evaluation of recurrence (12) for j = h and
i = k, is given by:
jCTh (k)j<

tb
(na − k)(1− 1=t)(h−2)=2
h−1 a
h!
kh: (13)
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If t = h> 2 (see Claim 1) then
1− 1
t
(h−1)(h−2)=2
>e3=2
hence, (13) can be rewritten as follows:
jCTh (k)j<

ebk
na − k
h−1 ka
e3=2
: (14)
For k = dna=(4e + 1)be< dna=(4eb + 1)e and observing that a6nb, we have
jCTh (k)j<
nanb
e3=24h−1
: (15)
Hence, for h>dlog nmaxe, jCTh (k)j< 1.
The proof of lemma follows from Claims 1 and 2.
Denition 4.1. Given a bipartite K =(A[B; E), we dene a special set any set A0A
satisfying condition (ii) in the statement of Lemma 4.1. A log-graph is K=A0 .
Our target is to decompose a given graph into a collection of log-graphs so as
to eciently encode each log-graph by applying Theorem 3.2. The following results
permit to evaluate the maximum number of log-graphs into which a given bipartite
graph can be decomposed.
Lemma 4.2. Let K = (A [ B; E) be a bipartite graph. There exists a subset of A of
size at least dna=2e that can be partitioned into a collection of at most 2(4e + 1)b
special sets; where b is the maximum degree of the lower vertices.
Proof. Let us denote by fA1; : : : ; Asg the collection of special sets. Ai, for all 16i6s,
is obtained by applying Lemma 4.1 to bipartite K
=(A−
Si−1
j=0
Aj)
, where A0 = ;, untilPs
i=0 jAij>dna=2e. The lemma derives by showing that jAij>dna=2(4e + 1)be, for
16i6s.
The proof proceeds by induction. The base case easily follows by Lemma 4.1 applied
to K . Further, applying Lemma 4.1 to K
=(A−
Ss−1
j=0
Aj)
and observing that
Ps−1
i=0 jAij< dna=2e,
we have jAsj>dna=2(4e + 1)be.
An immediate consequence is represented by the following corollary.
Corollary 4.3. Let K = (A [ B; E) be a bipartite graph. The set of vertices A can be
partitioned into a sequence of at most 2(4e+1)b log na special sets; where b is the
maximum degree of vertices in B.
Before ending this section we evaluate the time needed to construct the log-graph
decomposition. This result will be used to derive the time complexity to compute the
overall labeling scheme.
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Fig. 5. Procedure SpecialSet.
Lemma 4.4. Let K = (A [ B; E) be a bipartite graph. A special set decomposition
requires O(n2aa)-time.
Proof. The proof refers to the algorithm depicted in Fig. 5. The algorithm uses the
following data structure. A table Xp[1; : : : ; t], where t=dlog nmaxe, is associated to each
xp 2 A. At each iteration step i, Xp[j] stores the number of vertices in B−adj(A(i−1))
which will become of degree j in K=A(i) if xp will be chosen as a vertex belonging to
A(i). Additionally, there is a nb-array P which stores for each vertex y 2 B its degree
with respect to K=A(i).
Let A= fAig be the special sets collection obtained repeatedly applying Procedure
SpecialSet to the bipartite K = (A [ B; E). To choose a vertex, we visit all upper
vertices until we nd a vertex x whose X array satises the conditions for x to belong
to set Sh(i). Hence, the time complexity of Step 7 is O(na log nmax), where dlog nmaxe is
the size of table Xp. Each execution of Step 10 requires O(naa) steps. Hence, the time
complexity to compute a special set Ai is O(jAijnaa) since, in our case, > dlog nmaxe,
the time complexity to compute A, is O(n2aa).
5. Labeling scheme for general bipartite graphs and general graphs
In this section, we describe the sequence of decomposition steps which reduces a
general bipartite graph into a collection of tractable bipartite graphs and we give the
labeling functions required to reconstruct the original graph. The two basic decompo-
sition steps are: the decomposition into log-graphs described in Section 4, and the one
into independent sets which allows to derive an ecient tree-labeling function (see
Section 3 and Theorem 3.2). In order to be able to positively apply these two decom-
positions to a general bipartite graph we need two further intermediate decomposition
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steps which transform a general graph into a collection of one-side bounded bipartite
graphs (see Section 2 for the denition). The rst one is required for bounding the
degree of the lower vertices before the decomposition into log-graphs is executed. In
fact, the number of log-graphs into which a general bipartite graph can be decomposed
is proportional to the maximum degree of the lower vertices. The second one is nec-
essary for bounding the degree of the upper vertices since the size of the tree-labeling
function is proportional to both the maximum degree of the upper and lower vertices
(being the latter already bounded by dlog ne).
The following theorem formalizes the above outlined decomposition strategy.
Theorem 5.1. Let K =(A[B; E) be a bipartite graph; where jA[Bj= n and jEj=m.
There exists a 7-step-labeling scheme that assigns to a vertex x a O((x) log2 n) bit
label and can be computed in O(n2a) time; where a is the maximum degree of the
upper vertices.
Proof. Let a and b be the maximum degrees of the upper and lower vertices, re-
spectively. We dene the following four decomposition steps:
1. Partition the set B into sets Bi, for 16i6dlog be+ 1, such that Bi = fx 2 B : 2i−1
6(x)62ig. To reconstruct the original graph the following labeling function can
be dened:
(a) L1 : x 2 B 7! i 2 f1; : : : ; dlog beg is a labeling function of the lower vertices
that assigns to each vertex x 2 B an integer value i representing the unique
set Bi to which x belongs. L1 can be represented using a O(nb log n) bit table
BoundDw, which stores for each vertex the corresponding index i.
2. With reference to K=Bi , dene a partition of the set adj(Bi) in at most d2(4e +
1)2i log nae special sets fAi;jg (see Corollary 4.3). To each special set corresponds
a log-graph K=Ai; j . To reconstruct the original graph the following labeling function
can be dened:
(b) L2 : x 2 A  i 2 f1; : : : ; dlog beg 7! j 2 f1; : : : ; d2(4e + 1)2i log naeg is a
labeling function of the upper vertices such that L2(x; i) = j if and only if x 2
Ai;j: L2 can be represented using for each x 2 A an O(log b log n) bit table
LogGraph such that LogGraph[x; i] = j if and only if x belongs to the special
set Ai;j with respect to Bi. Hence, the overall space occupancy of LogGraph is
O(na log b log n) bits.
3. With reference to K=Ai; j , dene a partition of the set Ai;j in sets fAi;j; kg, for 16k
6dlog ae+1, such that Ai;j; k = fx 2 Ai;j : 2k−16(x)62kg. Each set Ai;j; k induces
a one-side bipartite graph K=Ai; j; k such that the maximum degrees are: 2
k for the
upper vertices and dlog ne for the lower vertices. To reconstruct the original graph
the following labeling function can be dened:
(c) L3 : x 2 A  j 2 f1; : : : ; d2(4e + 1)2i log naeg 7! k 2 f1; : : : ; dlog ae + 1g is a
labeling function of the upper vertices such that L3(x;L2(x; i))=k if and only if
x 2 Ai;j; k .L3 can be represented using for each x 2 A an O(log b log n) bit table
BoundUp, such that BoundUp[x; i] = k if x belongs to Ai;j; k with respect to Bi
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and the special set Ai;j. Again, the overall space required is O(na log b log n)
bits.
4. Finally, we apply Theorem 3.2 to the bipartite K=Ai; j; k , and we partition the set
adj(Ai;j; k) into sets fBi;j; k; lg, for 16l62kdlog ne, such that x; y 2 Bi;j; k; l if and
only if they receive the same label according to the tree-labeling function of K=Ai; j; k .
To reconstruct the original graph the following labeling functions can be dened:
(d) L4 : x 2 B j 2 f1; : : : ; d2(4e+ 1)2i log naeg  k 2 f1; : : : ; dlog ae+ 1g 7! l 2
f1; : : : ; 2kdlog neg is a tree-labeling function of K=Ai; j; k , that is, L4(x; j; k) = l if
and only if x receives label l. L4 can be represented using two sets of arrays.
The rst set Tree1 stores for each vertex x 2 B and for each log-graph K=Ai; j
a reference to an array Tree2 which contains the labels according to the tree
labeling functions applied to the bipartite graph K=Ai; j; k . Tree1[x; j] is empty if
x 2 Bi is not adjacent to any vertex in Ai;j. Thus, the bit requirement for table
Tree1 is
O
 X
Bi
X
x2Bi
d2(4e + 1)2i log nae log n
!
=O
 X
Bi
X
x2Bi
(x) log na log n
!
=O(m log2 n):
For each x 2 Bi and each special set Ai;j, if x is adjacent to at least one vertex in
Ai;j, Tree2x; j[k] contains the label of x with respect to the tree-labeling function
of K=Ai; j; k . Since 2
i−16(x)62i, at most 2i tables Tree2x; j are dened, each one
of size dlog ae+1. Hence, the total number of bits required by all arrays Tree2
is
O
 X
Bi
X
x2Bi
2idlog ae log n
!
=O
 X
Bi
X
x2Bi
(x) log a log n
!
=O(m log2 n):
(e) L5 : x 2 A  i 2 f1; : : : ; dlog be + 1g  l 2 f1; : : : ; 2kdlog neg 7! y 2 B is a
labeling function of the upper vertices such that L5(x; i; l) = y if and only if x
is adjacent to the unique vertex y with label l, with respect to the tree labeling
function applied to K=Ai; j; k . L5 can be represented with two sets of arrays: Adj1
and Adj2. For each vertex x 2 Ai;j; k , Adj1 is an O(log blog n) bit table which
stores for each Bi a reference to an array Adj2. Adj2x; i, for x 2 Ai;j; k , is a
O(2k log2 n) bit table such that Adj2x; i[l] stores the unique vertex y with label l
in K=Ai; j; k . Observing that if x 2 Ai;j; k , then 2k−16=Bi(x)62k , the total storage
complexity for all tables relative to x in terms of number of bits is given by
O
 X
Bi
(2k log2 n) = O
 X
Bi
2=Bi(x) log
2 n
!
=O((x) log2 n) :
Hence, the overall space complexity for all x 2 A is O(m log2 n).
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The 7-step valid-labeling scheme easily follows from the denition of the following
functions:
f1 : (x; y) 2 A B 7! (x; y;L1(y)) 2 A BN;
f2 : (x; y;L1(y)) 7! (x; y;L1(y);L2(x; i)) 2 A BN2;
f3 : (x; y;L1(y);L2(x; i)) 7! (x; y;L1(y);L2(x; i);L3(x; j)) 2 A BN3;
f4 : (x; y;L1(y);L2(x; i);L3(x; j)) 7! (x; y;L1(y);L2(x; i);L3(x; j);
Tree1[x;L2(x; i)]) 2 A BN4;
f5 : (x; y;L1(y);L2(x; i);L3(x; j);Tree1[x;L2(x; i)]) 7! (x; y;L1(y);
L2(x; i);L3(x; j);L4(y; j; k)) 2 A BN4;
f6 : (x; y;L1(y);L2(x; i);L3(x; j);L4(y; j; k)) 7!
(x; y;L1(y);L2(x; i);L3(x; j);L4(y; j; k);Adj1[x; i]) 2 A BN5;
f7 : (x; y;L1(y);L2(x; i);L3(x; j);L4(y; j; k);Adj1[x; i]) 7!
L5(x; i; l) = y 2 B:
It is easy to verify that f5  f4  f3  f2  f1(x; y) = y if and only if y is adjacent
to x. By Lemma 4.1, Corollary 4.3, and Theorem 3.2, the labeling functions assign to
each vertex x a O((x) log2 n) bit label, as required.
The time complexity to compute the data structure follows from Theorem 3.2 and
Lemma 4.4 and observing that the two partitions in sets Bi and Ai;j; k can be computed
in O(n).
6. From general graphs to bipartite graphs
In this section, we describe the reduction of the adjacency problem from general
graphs to bipartite graphs.
Theorem 6.1. The problem of testing adjacency in a general graph can be reduced
in time linear in number of edges to an equivalent problem for a bipartite graph.
Proof. Given a graph G = (V; E) consider the bipartite K = (A [ B; E0) dened as
follows: A = B = V; E0 = f(x; y)jx 2 A and y 2 B and (x; y) 2 Eg. It is trivial to see
that testing the existence of the edge (x; y) in G is equivalent to testing the existence
of the edge (x; y) in K where x 2 A and y 2 B.
From Theorem 6.1, the extension to general graphs is now straightforward.
Theorem 6.2. Let G=(V; E) be a graph. There is a 7-step valid-labeling scheme that
assigns to each vertex x a O((x) log2 n) bit label and can be computed in O(n2)
time; where  is the maximum degree of vertices.
In this representation a vertex x gets both labels of both copies in the bipartite.
Nevertheless, the labels length still remains O((x) log2 n). Additionally, an edge is
represented twice, once as (x; y), with x 2 A and y 2 B, and once as (y; x), with
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y 2 A and x 2 B. We could avoid this redundancy by increasing the number of steps
required to test adjacency.
7. Conclusions and open problems
In this paper, a 7-step labeling scheme for an almost optimal implicit graph represen-
tation has been presented. The adjacency test can be performed in 7 steps, evaluating
seven mutually composable functions, each one computable in Step 1. The labeling
functions assign a O((x) log2 n) bit label to each vertex x, where (x) is the degree
of x.
The proposed scheme compares favorably with the usual representations. Compared
with the adjacency list representation, the amount of space on a per-node basis is worst
by a log n factor. On the other hand, the adjacency test can be performed in 7 steps
only instead of log (x) steps. Hence, in many application elds (e.g. distributed com-
putation [26] and secondary memory storage [39]) our approach represents a substantial
improvement.
The representation of the adjacency list associated to each node with a hash table has
the drawback that, for each adjacency test performed, may be required the evaluation of
computationally complex functions [15,8,7]. Hence, numerically robust implementations
are required. With our technique, each adjacency test requires a constant number of
table accesses only, and the addresses to be accessed are computed with only a constant
number of additions. Thus, our data structure can be implemented on a pointer machine
and a Word RAM. A natural direction for further work is to improve the bound on the
length of the labels. Another interesting research direction, is to apply our approach
for coping with secondary memory management problems. In fact, as said before, the
\locality" property of the data storage and the limited number of accesses to secondary
memory for testing adjacency are important features for designing ecient solutions to
external memory graph problems.
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