Abstract: A software tool developed in Matlab for short-term load forecasting (STLF) is presented. Different forecasting methods such as artificial neural networks, multiple linear regression, curve fitting have been integrated into a stand-alone application with a graphical user interface. Real power consumption data have been used. They have been provided by the branches of the distribution system operator from the Southern-Western part of the Romanian Power System. This paper is an extended variant of [4] a .
Paper [13] is one of the papers that are dealing with dynamic neural networks, in order to predict the daily power consumption. These networks are able to adaptively learn de patterns from historical data. They are capable to tackle the high non-linear degree between input and output data.
The introduction is presented within the 1st section of the paper. The 2nd one focuses on describing the applied models. The software-tool is briefly presented within the 3rd one. The case study and the results are largely discussed within the 4th section. Finally, the 5th one synthesizes the conclusions.
Models used
Several models have been implemented within the developed software tool.
Multiple linear regression model
Regression methods are used to model the relationship between load consumption and other factors such as weather, day type, stochastic influences such as average loads and customer class [23] .
The following data have been used within the current model: previous day, type of the day (working day or weekend), previous day same hour load and previous 24 hour average load.
The following stages have been tackled:
• generate predictors (previousDayHour, pre24HourAverLoad, day, dayweek);
• forming validation input data (vpreviousdayHour, vpre24HourAverLoad, vday, dayweek);
• create regression coefficients (b, bint, r);
• validate the regression coefficients (evaluating the input data) -calculate the mean absolute percent error (MAPE) and plot actual load vs. predicted load;
• use the regression coefficients to forecast one day ahead -calculate MAPE and plot actual load vs. forecasted load.
• use the regression coefficients to forecast one day ahead -calculate MAPE and plot actual load vs. forecasted load
The time factors include the time of the day of the week, and the day hour. There are important differences in load between weekdays and weekends. The load on different weekdays also can behave differently.
Curve fitting model
From the Fourier library models, fourier8 has been used. Multiple regression has been used to obtain an average estimate. 
The neural network model
Several papers propose the use of NN for complex problems like STLF, which are highly non-linear. The main advantages of NN are that it can learn to gain on any nonlinear function from a large number of data.
To identify the assumed relation between the future load and the earlier load data a multilayer perceptron (MLP) network with a single hidden layer is used. MLP is one of the most well-known NN architectures for prediction algorithms, and is popular because of its flexibility in assuming shapes of complex patterns. The introduction of hidden layer(s) makes it possible for the network to exhibit non-linear behavior. For calculation of hidden layer neurons does not exist any specific formula. Researchers have observed that too few hidden layer neurons can cause the network to not learn the convergence and too many hidden layers can cause the network to memorize the scheme rather than forecasting [2] , [17] .
The NN is trained using historical data and use back propagation (BP) method. BP is widely applied for STLF because of its ability to study and remember the relation between inputs and outputs as well as to approach any types of function. For training, the network uses the default BP training algorithm, Levenberg-Marquardt. This is the fastest method in the toolbox for training moderate-sized feed-forward neural networks. The overall design of NN is presented in Figure 2 . For the current paper the NN architecture has the following configuration: one output (load), six inputs: load on previous day at same hour, load on previous week at same hour, month, day, day of the week (there are important differences in load between weekdays and weekends).
Software tool
A software tool has been developed in Matlab environment for STLF. Of course, there are commercial software packages. Their main disadvantage is that they are a black box, offering no modeling transparency and they are more difficult to modify.
Data are retrieved from Microsoft Excel files. For different loads, the influence of different factors is not the same: temperature could have a major influence for residential loads, but may 942 V. Chis, C.Barbulescu, S. Kilyeni, S. Dzitac have little impact on some industrial loads. In this case the temperature has not been taken into account. Future power demand is estimated based on the historical load data.
The developed software allows a quick graphical comparative analysis: Actual Load versus Load Forecasting. The MAPE is used as a performance criterion.
where y i , p i − actual and forecasted load of i hour; N − the forecasting horizon This application was developed using the Matlab GUI Tool-box and implements different models. The models developed have been integrated into a stand-alone application with a graphical user interface.
Starting from the idea that the interface design activity should be centered on the user, it was intended to meet the recommended requirements for such interfaces: friendly, intuitive, easy-touse, extensible but also consistent. Radio buttons have been used to select the model (Figure 3 ). Depending on data, one may be better than another. The developed software allows comparing different models automatically. Figure 4 contain the known load curves for the 2004-2013 period, for the most significant summer day. Table 2 and Figure 5 are presenting the load curves for the 2014-2016 period. They are going to be used in order to validate the forecast based on previously presented load curves (Table 1) . 944 V. Chis, C.Barbulescu, S. Kilyeni, S. Dzitac • the load curves are crossing each other (thus, their shape is different), meaning that they are slightly correlated (on horizontally);
• an ascending consumed power trend is highlighted for the 2011-2013 period (with few deviations);
• load curves' correlation degree is reduced (time evolution and daily shape).
The results applying different methods are subjected to:
• forecasted values;
• differences from the known values (relative deviation in %);
• relative square deviation;
• performance index for each forecasted year (2014) (2015) (2016) . It is computed as the sum of relative square deviations for the 24 hourly values.
These results are presented in Tables 3 -5 The performance indices have been gathered in Table 4 . The forecast errors are presented in Table 7 .
Comparative analysis of the results leads to the following conclusions: 946 V. Chis, C.Barbulescu, S. Kilyeni, S. Dzitac • classical forecasting methods (CF, MLR) are inadequate. The global performance index (Table 6 ) sustains this fact;
• ANN method: the best case is recorded for the 2015 year (Table 6 : performance index • the forecast errors are ranging between 4.7 % and 8.8 % in case of ANN based method. Values of 18 %, respectively 13 % have been obtained in case of CF, respectively MLR.
The load curves for a period of 10 years (2004-2013) are presented in Table 8 , for the most significant summer day. These ones are corresponding to the entire network assembly of the considered distribution network operator. These data are going to be used in order to perform the forecast for 2014-2016 period.
The same information is graphically presented in Figure 9 . The load curves for 3 years period are presented in Table 9 and Figure 10 . These ones are used in order to validate the performed forecast.
The trend is unclear for the 2004-2013 period. There are several increasing periods, alternating with decreasing ones, during a relatively short set of values. The load curves are not crossing each other. This means that they are characterized by a high correlation degree.
The 2014-2016 period is also characterized by an unclear evolution. The load curves correlation degree during a day is relatively good, taking into consideration their shape. Thus, it is envisaged that the ANN based forecasting methods could lead to better results. 948 V. Chis, C.Barbulescu, S. Kilyeni, S. Dzitac The same forecasting methods have been applied (as the ones presented in Tables 2-5 ). The Table 10 . The same results are graphically presented in Figures 11-13 . The performance indices are synthesized in Table 11 . The conventional forecasting methods (CF and MLR) are totally inadequate (Table 11 , global performance indices values). Among them, the MLR provides more accurate results.
Comparing the yearly performance indices for the ANN based results it is highlighting that the 2016 year the best situation is recorded (around 59). The worst one is recorded for the 2014 950 V. Chis, C.Barbulescu, S. Kilyeni, S. Dzitac The maximum forecast errors are presented in Table 12 .
Based on the results presented in Table 12 , acceptable values have been obtained for ANN based forecasting method (bellow 5 % errors). In case of CF and MLR forecasting based methods, they are ranging towards 17 % respectively 8 %.
The considered distribution system operator is divided into a number of 4 distribution branches. A comparison between the obtained values is performed in the following. Only the results corresponding to the ANN and MLR based forecasting methods have been considered. The specific performance indices have been synthesized in Table 13 . These indices have been obtained by dividing the performance index with 24 (3 years x 24 hours = 72).
The distribution system operator entire network assembly is ranking on the 1 st place. It is a logic result: the errors are attenuating through summation, due to the opposite signs. It closely 952 V. Chis, C.Barbulescu, S. Kilyeni, S. Dzitac followed up by Distribution Branch TM and, at a considered distance, by Distribution Branch AR and Distribution Branch HD. Distribution Branch CS is ranking on the last place.
The Distribution Branch TM is ranking on the 1 st place, if the MLR based results are discussed. The entire network assembly is following up. The Distribution Branches AR and HD are the next ones. The Distribution Network CS is also ranking on the last place. The 1 st two places have been changed comparing with the ANN based hierarchy. The ANN specific indices High values for the specific performance index highlight the presence of possible wrong load consumption data (discrepancy is recorded). An acceptable situation could be obtained if they are eliminated (corrected).
The maximum forecast errors are presented in Table 14 . The provided conclusions, regarding the quality of the results are sustained. The ones provided by the ANNs are the most acceptable ones. Among the conventional methods, the MLR based ones are the most suitable.
Conclusion
Accurate load forecasts are critical for distribution planning, for utilities. The quality of the forecast methods depends on the available historical data as well as on the knowledge about the main influence parameters on the energy consumption. Different forecasting methodologies have been integrated into a stand-alone application with a graphical user interface. The authors have applied these methodologies to obtain hourly load forecasts (for next 24 hours). A good performance and reasonable prediction accuracy was achieved for NN model.
The historical data preprocessing could be improved in order to obtain better results. The developed software tool deals with real data; it leads to accurate consumed power forecasts. The conclusion is sustained through comparison performed with real monitored data for the same period.
The results are practically confirming the performed comments corresponding to the 2004-2013, respectively 2014-2016 periods.
Classical forecasting methods are not recommended to be applied. But, in case of MLR method a slight advantage is highlighted. Smallest forecasting errors have been obtained in case of ANN based method.
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