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Figure 1: Block diagram of experimental setup for personal authentication using hand images. 
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Abstract 
This paper investigates the performance of a bimodal 
biometric system using fusion of shape and texture. We 
propose several new hand-shape features that can be 
used to represent the hand shape and improve the 
performance for hand-shape based user authentication.
We also demonstrate the usefulness of Discrete Cosine 
Transform (DCT) coefficients for palmprint 
authentication. The score level fusion of hand shape and 
palmprint features using product rule achieves best 
performance as compared to Max or Sum rule. The two 
hand shapes of an individual are anatomically similar. 
However, the palmprint information from the two hands 
can be combined to further improve performance and is 
investigated in this paper. Our experimental results on the 
database of 100 users achieve promising results and 
therefore confirm the usefulness of proposed method.    
1. Introduction 
The Primary objective of any biometric authentication 
system is to achieve higher performance while utilizing 
most of the discriminant features. The fingerprint, 
palmprint and hand shape can be simultaneously extracted 
from a typical hand image. However the nature of features 
(minutiae) traditionally employed for the fingerprint 
matching requires a high resolution fingerprint image 
which is several times higher than those required for 
palmprint or hand-shape. The hand images of such high 
resolution will require complex imaging setup, higher 
memory for storage and retrieval, and large computational 
power for online verification. However the acquisition of 
hand images that can deliver palmprint and hand-shape 
information is easy and has been demonstrated in [1]. In 
the context of recent work in [1] and the current 
popularity of multimodal system, this assertion that 
palmprint could offer improved performance while 
integrating with hand-shape, deserves careful evaluation. 
The experiments reported in this paper are aimed at; (i) 
improving the performance of hand-shape authentication 
by exploring new features, (ii) investigating the palmprint 
authentication in frequency domain using popular DCT 
coefficients, (iii) examining the performance of simple 
fusion strategies, and (iv) investigating the performance 
improvement when the palmprint images from both the 
hands are combined.  
The block diagram of the hand-based authentication 
system is shown in Figure 1. The hand images acquired 
from the digital camera are used to extract two distinct 
images: (i) binary image depicting hand-shape and (ii) 
gray-level region of interest (ROI) depicting palmprint 
texture. The method of extracting these two images is 
similar as reported in earlier study [1]. Each of the 
extracted binary hand-shape images is further processed 
with morphological operations to remove any isolated 
small blobs or holes. The details of features extracted 
from hand-shape and palmprint images are in following 
two sections. 
2. Hand-Shape Matching 
Hand-shape representation requires effective and 
perceptually important features based on geometrical 
information or geometry plus interior content. Shape is an 
important visual feature and has been used to describe and 
retrieve the image content [2],[4]. There are several 
properties, i.e. perimeter, solidity, extent, eccentricity, 
position of centroid relative to shape boundary, convex 
area, that have been used to characterize and describe a 
shape. The definition and details of these features can be 
found in [3]-[4]. Thus a hand-shape can be better 
described by 23 features; 4 finger length, 8 finger width, 
palm-width, palm-length, hand-area, and hand-length (as 
detailed in [1]) and seven shape measures described 
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Figure 4: Combining right and left palmprint matching 
scores with those from hand-shape. 
earlier. The distance between feature vector from an 
unknown hand-shape f and that from the known class j is 
computed from the Euclidean norm ( .  ), i.e.,
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The performance improvement due to the usage of 23 
features, as compared to 16 features in [1], can be 
observed from Figure 2. The palmprint matching score is 
consolidated with the distance measure ),(
j
ffh  and this 
is discussed in section 4. 
Figure 2: Comparative receiver operating characteristics 
for the two cases to ascertain the performance.
3. Palmprint Matching 
The palmprint matching using texture-based [5], line-
based, [6], and appearance based methods [7] have been 
proposed literature. The Discrete Cosine Transform 
(DCT) has become one of the most successful transforms 
in image processing for the purpose of data compression, 
feature extraction, and recognition. The computational 
efficiency of the statistically sub-optimal transform is very 
high due to the various kind of fast algorithms [8] 
developed. However the significance of DCT for 
palmprint images is yet to be investigated. The DCT that 
maps a P × Q spatial image block ),( qpI to its values in 
frequency domain can be defined as follows: 
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The palmprint image is divided into overlapping blocks of 
P × Q pixels size and the DCT coefficients, i.e. ),( yxΩ ,
for each of these blocks is computed. Several of these 
DCT coefficients have values close to zero and can be 
discarded. In this work, all of the block DCT coefficients 
except those shown in Figure 3 are discarded. The feature 
vector from palmprint image is formed by computing 
standard deviation of these significant DCT coefficients in 
each of these overlapping blocks.  
Figure 3: Mask used to compute significant DCT 
coefficients from each of the 324 blocks. 
The cosine similarity measure is used to compute the 
distance between the feature vector f and that from 
unknown class j;
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While matching the unknown feature vector 
j
f  with the 
ones from the training samples, the maximum of similarity 
measure is assigned as the final matching distance. 
4. Fusion Strategies 
The score level fusion that can consolidate the matching 
scores from multiple evidences has shown [10]-[11] to 
offer radical increase in performance and has been the 
focus of our experiments. We investigated the 
performance of Sum, Max, and Product rules on the 
matching scores from the palmprint and hand-shape. It 
was observed that the performance of these three fusion 
strategies gives different results. Therefore judicious 
combination of matching scores has been investigated to 
achieve the performance improvement. The palmprint 
matching scores from the two hands can be used to further 
enhance the performance at score level. Thus the 
palmprint matching scores from the two hands, i.e. left 
and right hand, are consolidated by using Sum rule. These 
consolidated matching scores are further combined with 
those from the hand-shape using Product rule, as shown in 
the Figure 4 [9]. Thus in two distinct scenarios, i.e. users 
are asked to present one or two hands, we employ two 
separate fusion strategies to achieve the performance 
improvement. 
5. Experiments and Results 
In order to examine the goals of our experiments the 
image database from 100 users was employed. The image 
acquisition setup using a digital  camera was  employed to 
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Figure 5: The distribution of genuine and imposter 
matching scores from the hand-shape and palmprints.
collect 10 images per user. These hand images were 
collected during an average period of three month, as the 
goal of experiments was to investigate the fusion of 
biometric modalities instead of their stability with time. 
The preprocessing described in earlier study [1] was used 
to obtain palmprint and hand-shape images. The size of 
each of the segmented gray-level image was 300 × 300 
pixels. Each of these images was divided into 16 × 16 
pixels with an overlapping of 6 pixels. The feature vector 
of size 1 × 23 from hand-shape and 1 × 324 from the 
palmprint was used to evaluate the performance. We 
employed five image samples from every user for training 
and the rest five images for the testing.  
Figure 5 shows the genuine and imposter distribution 
of test data from the hand-shape and both of the 
palmprints. The hand-shape was only extracted from the 
left hand images and the fusion results with left palmprint 
are displayed in Figure 6. The receiver operating 
characteristics (ROC) shows that the product rule 
achieves best performance as compared to those from 
Sum or Max rule. The individual ROC for hand-shape, 
left and right palmprint is shown in Figure 7. In order to 
ascertain the comparative performance, the combined 
ROC from hand-shape, left and right palmprint, using 
fusion scheme in Figure 4, is also shown. Thus the 
performance improvement due to the usage of right 
palmprint with the left palmprint and hand-shape can be 
visualized from Figure 7. The quantitative performance 
corresponding to each of the case in Figure 7 is shown in 
Table 1. The parameters of total minimum error, along 
with their respective decision threshold and Equal Error 
Rate (EER) are displayed in this Table. The performance 
score from each of these cases can also be ascertained by 
objective function J [11]; 
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Figure 6: The comparative ROC for the hand-shape and 
left palmprint using three fusion rules. 
deviation of genuine and impostor distributions 
respectively. The genuine and imposter distributions for 
each of the cases in Figure 7 are displayed in Figure 8, 
and their corresponding performance indices, i.e. J , is 
displayed in Table 1. The significant reduction in error 
rates, i.e. total minimum error, as compared to those 
achieved by hand-shape or palmprint alone can be 
observed from the entries in Table 1.
Figure 7: The comparative ROC from the hand-shape and 
palmprints in the experiments 
6. Summary and Conclusions 
Our experimental results in Figure 2 suggested the 
usefulness of shape properties, e.g. perimeter, extent, 
solidity, centroid, investigated for the hand-shape 
authentication. Similarly our approach for palmprint 
matching using DCT coefficients has also shown 
promising results. This investigation is useful as the DCT 
coefficients can be directly obtained from the camera 
hardware using commercially    available DCT chips that 
can perform fast and efficient DCT transforms. The 
fusion of palmprint and hand-shape matching scores has 
been useful to achieve higher performance, which is also 
the conclusion from earlier study [1]. However, using
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Figure 8: The scaled cumulative distribution of genuine and imposter scores, respectively from left palmprint; right
palmprint; hand-shape; fusion of hand-shape and left palmprint; fusion of both palmprints and hand-shape.      
Table 1: Performance Indices for Individual Modalities and Fusion from Matching Scores.
Modalities Total Minimum Error  
 FAR FRR Threshold EER J
Hand-Shape 1.57 6.60 0.0806 5.00 2.55
Palmprint – L 0.89 10.0 0.0129 6.00 2.48
Palmprint –R 2.94 9.40 0.0423 7.10 3.45
Hand Shape + Palmprint – L 0.43 0.60 0.0284 0.60 4.88
Hand Shape + Palmprint – (L+R) 0.32 0.60 0.0477 0.60 6.18
more promising features, matching criterion, and more 
rigorous assurance from the simple fusion strategies, we 
obtained better results than in earlier study. More 
importantly, the fusion strategy employed in Figure 4 can 
also be used in the fusion of other biometric modalities to 
achieve higher performance. 
The hand-shape information from the two hands of a 
healthy individual is anatomically similar. Despite the 
similarity of major principal lines in the two palmprint of 
an individual, the detailed palmprint texture from an 
individual are different, and thus the palmprint 
information from the other hand can also be used to 
enhance the confidence in authentication. Therefore this 
paper has also investigated the performance enhancement 
(Table 1) with the integration of palmprint information 
from the both hands and the hand-shape. However, the 
performance enhancement using the palmprint information 
from other hand may not be justifiable due to the increase 
in the user inconvenience and the cost of the system. The 
integration of fingerprint features from the same hand, 
along with palmprint and hand-shape features, can 
certainly offer better alternative and such a system is 
suggested for future work.
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