2足歩行ロボットの視覚誘導を行うための平坦部の連続推定 by 黒崎 保亮
修士論文要旨(2010年度)
2足歩行ロボットの視覚誘導を行うための平坦部の連続推定
Continuous Estimation of Planar Region for Visual Navigation
of the Biped Walking Robot
電気電子情報通信工学専攻 黒崎　保亮
Yasusuke Kurosaki
1. はじめに
近年，介護支援や危険区域での作業支援など，多くの
場面で移動ロボットが普及され始めている．人間の生活
する環境など多くの障害物存在する環境の中で，移動
ロボットが目的地へ到達するためには障害物を回避する
必要がある．この技術は移動ロボットの中で重要な技術
の1つであり，多くの手法が提案されている[2][6]．その
中に，ステレオカメラを用い，平坦部を抽出する方法が
提案されている[1][2][3]．具体的な方法は，ステレオ画
像の片方の画像を2次元射影変換し，射影変換した画像
とステレオ画像のもう一方の画像との重なり具合から，
平坦か否かを判断する．文献[1][2]では，射影変換行列
を算出する際，前時刻の射影変換行列を利用している．
この手法では射影変換行列の初期値が必要になり，文献
[1]では，事前にシミュレーション行い初期値を決定して
いる．事前の準備が必要なため，効率的が良くないと考
えられる．そのため，本研究では，平坦部の抽出方法の
概念はこの手法を利用するが，更新された画像のみから
障害物を抽出し，事前の準備が不要な手法を提案する．
まず，射影変換行列の算出に必要な4組以上の対応点を
オプティカルフロー推定を用いて抽出する．次に，情報
量を減らすために施される2値化処理において，閾値を
標準偏差から自動算出する手法を提案する．そして，2
足歩行ロボットにステレオカメラを搭載し，平坦部抽出
実験，障害物回避実験を行い，提案する手法の有効性を
確かめる．
2. 実験機器
本節では実験で使用する2足歩行ロボットとステレオ
カメラについて述べる．2足歩行ロボットはZMP社製
のe-nuvo WALK2.5を使用する．e-nuvoに搭載するス
テレオカメラは，ViewPlus社製のMiniBeeを使用する．
MiniBeeをFig.1(c)に示し，e-nuvoにMiniBeeを搭載し
Fig.1 MiniBeeとe-nuvo
た様子をFig.1(a)(b)に示す．MiniBeeは4個のCMOSカ
メラから構成され，インターフェースがUSB2.0である
4眼ステレオカメラである．外側の2個と内側の2個で特
性が異なっている．本研究では，焦点距離f = 2:5mm
の内側のペアを使用した．
3. 平面抽出方法
本節では，ステレオ画像から平面を抽出する処理の概
要を述べる．この処理は基本的に文献[3]に提案されて
いる処理で，Fig.2に示すようなステレオ画像間では次
式が成り立つことを利用している．この関係を射影変換
と言い，H3£3を射影変換行列と呼ぶ．
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Fig.2 ステレオカメラの構造
Fig.3が全体の流れである．まず，対応点探索の精度
を上げるため，左右の画像をLoGフィルタに通す．次に，
LoGフィルタを通した画像から特徴点を抽出し，オプ
1
Fig.3 平面投影ステレオ法
ティカルフロー推定を用いて，特徴点の対応点を抽出す
る．対応点抽出後，次式で表わされる逆投影誤差Eを最
小とする射影変換行列の各要素を算出する．
E =
X
i

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射影変換行列算出後，特徴点を抽出した画像に射影変
換を施し，もう一方の画像と差分処理を行う．同期して
撮像されたステレオ画像の場合，対応する画素の輝度
値は近いと考えられるため，平坦部の輝度値が小さくな
り，障害物領域の輝度値は大きくなる．そのため，閾値
を0付近で設定し2値化処理を施すことで障害物領域が
抽出される．
4. オプティカルフロー推定による対応点抽出
Fig.4 動画像とステレオカメラのオプティカルフロー
本節では，対応点を抽出するために施すオプティカ
ルフロー推定について述べる．オプティカルフロー推
定は，本来，動画像処理で移動物体の見掛け上の速度
を求めるために利用される手法である．一方，2枚の画
像の対応点を探索する事にも利用されている[4]．動画
像処理で行われるオプティカルフロー推定は，時系列
上で連続している画像に対して，輝度値が類似してい
る画素を探索し，画素間の差を移動ベクトルとして抽
出する(Fig.4(a))．一方，対応点探索でのオプティカル
フロー推定は，2枚の画像に対して，動画像の時と同様
に，片方の画像の特徴点と類似している画素をもう一方
の画像から見つけ，対応している画素の座標を抽出する
(Fig.4(b))．本研究では，更新されるステレオ画像に対
して，オプティカルフロー推定の手法の中のピラミッド
型LucasKanade法[4]を用い対応点の抽出を行う．
5. 射影変換行列の算出
本節では，オプティカルフロー推定によって抽出され
た対応点から射影変換行列の算出方法を述べる．射影変
換行列は要素が9個あるため，9次方程式を立てる事で
算出するできる．ここで，要素の1個を1に固定する事
によって，8次方程式のみで算出できるようになる．式
(1)から対応点1組によって2つの方程式を立てる事がで
きるので，対応点が4組以上あると要素を求める事がで
きる．対応点が4組の場合，要素は一意に決まるが，4組
以上の場合，前述したように，逆投影誤差が最小となる
ように各要素を求める．対応点を4組で行うと，対応点
が適切に取れていないと適切な射影変換行列を算出でき
ないため，本研究では特徴点を100組選び射影変換行列
を求める．逆投影誤差が最小となる要素の算出方法につ
いて述べる．射影変換行列の要素と対応点を式(3)(4)に
示すような行列で定義する．
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逆投影誤差Eが最小となる要素は，jjBAjjが最小とな
るAを求めればよい[5]．その行列Aは最小二乗法により
求める事ができ，BTBの最小の固有値に対する固有ベ
クトルが，逆投影誤差が最小となり射影変換行列となる．
6. 閾値の算出
本節では2値化処理で必要な閾値の決定方法について
述べます．文献[1][2]では，差分画像の平坦部領域の輝
度値が0近くになるため閾値を0近くで固定して行われて
いる．しかし，光の影響などの影響によって，閾値が固
定では正確な2値処理が行われない事を確認できた．そ
のため，画像が更新されるたびに閾値を変更する必要が
あると考えた．本研究では，閾値を統計学でばらつきの
尺度として用いられる標準偏差から式(5)のように算出
する．
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Hは全画素から射影変換でデータを失った画素を引い
た画素数で，p(i,j)は差分画像の各画素の輝度値を示す．
式(5)の第1式は輝度値の平均値を表し，第2式は標準偏
差を表している．そして，平均値と標準偏差を用いて，
第3式から閾値を求める．但し射影変換でデータが失っ
た画素を除き，第3式のnは正の整数とする．
7. 平坦部抽出実験
本節では，2足歩行ロボットに実行させるモーション
を決定するための画像処理について述べる．まず，提案
した手法について述べる．その次に，抽出結果を述べ性
能を評価する．
7¢1 画像処理の流れ
平坦部の抽出手法の概略は，Fig.3に示している．こ
こでは，画像更新された後の画像処理の流れをすべて
Fig.5示す．まず，左右の画像の輝度差を少なくするため
に，カラー画像をヒストグラム平滑化を行い，濃淡画像
に変換し，特徴点の対応付けの精度を上げるためにLoG
フィルタを通す．そして，片方の画像(画像a)から特徴
点を抽出し，オプティカルフロー推定を用いて特徴点の
対応付けを行う．対応点探索後，4節で述べた手法で射
影変換行列を算出し，画像aに射影変換を施す(画像a1)．
そして，画像a1と画像bの差分画像を求め，5節で述べた
手法で2値化処理を行う．但し，式(5)において，n = 3
とした．
Fig.5 画像処理の流れ
7¢2 抽出結果
前節で述べた手法を基に，静止画像で平坦部抽出実験
を行った．画像データが多くなるため，ここでは原画像，
LoG画像，射影変換画像，差分画像，2値画像をFig.6に
示す．Fig.6(c)を見ると，ほとんど同じ方向に同じ長さ
のフローベクトルが抽出され，対応点が抽出されている
事が分かる．差分画像Fig.6(e)を見ると，障害物の領域
の濃度値が大きい事が確認できる．そして，2値画像を
見ると，障害物が抽出されている事が確認でき，提案す
る手法が有効に機能する事が確認できた．処理の過程で
算出された射影変換行列を式(6)，平均値・標準偏差・閾
値をTable.1に示す．
H =
0@ 0:875982 0:020543 31:527855¡0:012859 0:927076 13:617003
¡0:000167 0:000033 1:000000
1A (6)
Table 1 閾値
平均値 標準偏差 閾値
25 39 103
Fig.6 処理で得られた画像
8. 障害物の回避実験
本節では，提案する手法で平坦部を抽出し，2足歩
行ロボットの障害物の回避実験について述べる．画像
データから回避動作を行う方法は，Fig.7に示すように，
Fig.6(f)(640£ 480)の2値画像の中央部(440£ 280)から
判断する．中央部に一定以上の障害物が抽出されると，
2足歩行ロボットに対して横移動するような命令を送る．
本研究では，障害物が1000[pixel]以上抽出されると，右
に移動するようにした．全体の処理の流れをFig.8に示
すが，画像処理の流れはFig.5に示す通りである．
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Fig.7 2値画像の中央領域
Fig.8 e-nuvoの歩行制御の流れ
実験の様子をFig.10に示す．障害物は，2足歩行ロボッ
トスタート地点から60[mm]の所にある．2足歩行ロボッ
トは，直進中に紙コップを障害物と認識した時点で直進
動作から右移動動作へ移行する．そして，障害物の領域
が小さくなると，右移動から直進動作へ移行する．命令
を決定した画像，つまり，2値画像の中央部分をFig.9に
示す．Fig.9は，Fig.10の各地点で得られた画像で，その
画像を基に処理を施し，モーションを決定する．Fig.9
の各画像の白い領域の画素数が1000[pixel]以上あると障
害物として認識し，モーションを右移動と決定する．
Fig.9とFig.10を評価すると、Fig.9(4)(5)の障害物の領
域が大きくなっている．そのため，横移動動作の命令が
送られ，Fig.10(5)(6)に示すように右へ移動している事
が分かる．そして，Fig.9の障害物の面積が小さくなり，
そして，Fig.10(7)に示すように直進動作が行われてい
る事が分かる．そして，2足歩行ロボットが動作開始か
ら障害物を回避するまでの軌道をFig.11に示す．
9. まとめ
移動ロボットを視覚誘導するための平坦部抽出方法と
して，ステレオカメラの差分画像を用いる方法に対し
て既存の方法と異なるアプローチを行った．まず，射影
変換行列を求める過程で必要な対応点探索において，動
Fig.9 障害物領域
Fig.10 障害物回避
Fig.11 2足歩行ロボットの軌道と座標系
画像処理で用いられるオプティカルフロー推定を利用し
た．次に，情報量を減らすために施される2値化処理に
おいて，統計学で用いられる標準偏差を用いて，画像が
更新される度に閾値を算出した．そして，実際に2足歩
行ロボットを実装し，提案する手法が有効であるかを確
認した．今後の課題としては，回避動作を増やす事と，
増えた回避動作の選択方法などがあげられる．
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