Abstract-In this paper, a novel cluster-based approach for maximizing the energy efficiency of wireless small cell networks is proposed. A dynamic mechanism is proposed to group locallycoupled small cell base stations (SBSs) into clusters based on location and traffic load. Within each formed cluster, SBSs coordinate their transmission parameters to minimize a cost function which captures the tradeoffs between energy efficiency and flow level performance, while satisfying their users' quality-of-service requirements. Due to the lack of inter-cluster communications, clusters compete with one another in order to improve the overall network's energy efficiency. This inter-cluster competition is formulated as a noncooperative game between clusters that seek to minimize their respective cost functions. To solve this game, a distributed learning algorithm is proposed using which clusters autonomously choose their optimal transmission strategies based on local information. It is shown that the proposed algorithm converges to a stationary mixed-strategy distribution which constitutes an epsilon-coarse correlated equilibrium for the studied game. Simulation results show that the proposed approach yields significant performance gains reaching up to 36% of reduced energy expenditures and up to 41% of reduced fractional transfer time compared to conventional approaches.
I. INTRODUCTION
In the past decade, wireless services have evolved from traditional voice and text messaging to advanced applications such as video streaming, multimedia file sharing, and social networking [1] . Such bandwidth-intensive applications increase the load of existing wireless cellular systems and potentially lead to an increased energy consumption [2] - [4] . The deployment of low-cost and high-capacity small cells over existing cellular networks has been introduced as a promising solution to offload the macro cellular traffic to small cell networks [5] . However, a systematic deployment of small cells may cause severe inter-cell interference and can increase the network's overall energy consumption. Thus, it is important to analyze and address the inter-cell interference in wireless small This research was supported by the Finnish Funding Agency for Technology and Innovation (TEKES), Nokia, Anite, and Huawei Technologies, the SHARING project under the Finland grant 128010, and the U.S. National Science Foundation (NSF) under Grants CNS-1460333, CNS-1460316, and CNS-1513697.
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The authors would like to thank Dr. Kimmo Hiltunen, Ericsson, Finland, for his valuable comments which helped to improve the quality of this work. cell networks [6] . In this respect, the development of energyefficient resource management mechanisms for wireless small cell networks has become a major research challenge in recent years [2] - [4] , [7] - [10] .
Existing literature has studied energy efficiency enhancements of small cells under various scenarios. In [2] , an optimal deployment strategy is proposed for a two-tier network based on power minimization subject to a target spectral efficiency. The work in [3] introduces a stochastic programing approach to minimize energy consumption by optimizing small cell base station (SBS) locations. In [4] , a greedy algorithm for turning base stations (BSs) on or off is proposed to improve the tradeoff between energy efficiency and traffic delay. A probabilistic sleep-wake mechanism is presented in [7] to optimize energy efficiency of relays in conventional cellular networks. In [8] , a new approach to find the optimal cell size and sleep/wake state is studied focusing on energy consumption. A random ON/OFF strategy for data networks is proposed in [9] for energy reduction by analyzing the distributions of delay tolerant and intolerant users. Although these interesting works enable notable energy reductions in small cell networks, they do not provide thorough analytical studies on the convergence and the optimality of the solution obtained from the proposed algorithms. In addition, some of practical problems of small cells such as the selfish behavior of BSs, the inefficient BS switching between ON and OFF, the underutilized radio spectrum as well as the potential undesirable outages at BSs are not taken into account [8] , [9] , [11] .
One promising solution to overcome these challenges is to enable the BSs to coordinate their transmission. In this regard, different types of BS clustering methods [12] - [16] and cluster based coordination mechanisms [17] - [19] have been recently proposed. In [17] , a clustering-based resource allocation and interference management scheme is proposed for femtocells based on exhaustive search. The authors in [18] introduce an inter-cluster interference coordination technique to improve the sum rate of a femtocell network. In [19] , a threshold based BS sleep algorithm is proposed to improve the energy efficiency of cellular networks by using a Delaunay triangulation graph. Although these studies take advantage of clustering, they are based on heuristics with no convergence proofs and in which BS clustering is static and does not capture network dynamics such as variation of BS spatio-temporal loads or user arrivals and departures.
The main contribution of this paper is to propose a new cluster-based ON/OFF strategy that allows SBSs to dynamically switch ON and OFF, depending on the current, slowly varying traffic load, user requirements, and network topology.
In small cell networks, performing dynamic approaches for switching BSs ON and OFF may require the knowledge of the entire network to operate effectively which incurs significant overhead. Therefore, coordination mechanisms with minimum overhead are needed to group BSs into clusters within which BSs can smartly and locally coordinate their transmissions. Unlike previous studies [17] - [19] , we investigate not only location-based clustering methods, but we also consider the effects of BS capabilities to dynamically handle traffic, and further compare the performance of centralized and decentralized clustering solutions. Moreover, we propose a novel interand intra-cluster implicit coordination mechanism for dynamically switching ON/OFF BSs while striking a balance between throughput and energy consumption. In the proposed approach, each cluster of BSs aims at minimizing a cost function which captures the individual energy consumption and the flow level performance in terms of the fractional time required to transfer their traffic load. Since clusters compete among each other, we cast the problem as a noncooperative game among clusters of BSs. To solve this game, we propose a distributed algorithm using notions from regret learning, in which clusters implicitly coordinate their transmissions without information exchange [20] , [21] . Furthermore, we prove that the proposed algorithm converges to a stationary distribution which results in an ǫ-coarse correlated equilibrium in the noncooperative game, and the optimality of the solution is analyzed. Finally, simulation results show that the proposed approach improves the energy efficiency and reduces the overall network traffic significantly as compared to conventional approaches.
The rest of the paper is organized as follows. The system model is presented in Section II and the problem formulation and cluster-based coordination are provided in Section II-B. The proposed game theoretical approach for the decentralized BS ON/OFF mechanism and the convergence and optimality analysis of the solution are discussed in Section IV. Section V provides simulation results and, finally, conclusions are drawn in Section VI.
Notation: The regular symbols represent the scalars while the boldface symbols are used for vectors. x denotes the Euclidean norm of the vector x. The sets are denoted by upper case calligraphic symbols. |X | and ∆(X ) represent the cardinality and the set of all probability distributions of the finite set X , respectively. The function ½ X (x) denotes the indicator function defined as ½ X (x) = 1 if x ∈ X and ½ X (x) = 0 if x / ∈ X , and x + = max(x, 0) defines the selection of the largest non-negative component of (x, 0). Let E π f (x) be the expected value of the function f (·) of random vector x over a probability distribution π. Furthermore, R, Z + , 1 and 0 represent the set of real numbers, the set of non-negative integers, vector of all ones, and vector of all zeros, respectively.
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model
Consider the downlink of a wireless small cell network whose BSs B = {1, . . . , B} which includes macro BSs (MBSs) and SBSs. We assume that BSs are uniformly distributed over a two-dimensional network layout and we let x be the vector of two-dimensional coordinates with respect to the origin. Let L b be the coverage area of BS b such that any given user equipment (UE) at a given location x is served by
We assume that UEs connected to BS b are heterogeneous in nature such that each UE has a different QoS requirement based on its individual packet arrival rate. In this respect, let η b (x) and R b (x) be the traffic influx rate and the data rate of any UE at location x ∈ L b which follows an M/M/1 queue. The fraction of time BS b needs to serve the traffic η b (x) from BS b to location x is defined as,
Consequently, the fractional transfer time of BS b is given by [22] :
Here, the fractional transfer time ρ b represents the fractional time required for a BS to deliver its requested traffic. Moreover, the average number of flows at BS b is given by
and it is proportional to the expected delay at BS b [23, pp. 169], [22] . Thus, the parameter ρ b which indicates the flow level behavior in terms of fractional time can be referred to as time load or simply load, hereinafter [4] , [11] , [22] . For any BS, a successful transmission implies that the BS delivers the traffic to its respective UEs, i.e. ρ b ∈ (0, 1) for any b ∈ B. Therefore, the effective transmission power P power to operate its radio frequency components and baseband unit in addition to the effective transmission power P Work b [24] . From an energy efficiency perspective, some BSs might have an incentive to switch OFF. This allows to reduce the power consumption of the baseband units by a fraction q b < 1 by turning OFF the radio frequency components [25] , [26] . However, during the OFF state, BSs need to sense the UEs in their vicinity and thus, have non-zero energy consumption ensured by q b > 0. Let I b be the transmission indicator of BS b such that I b = 1 indicates the ON state while I b = 0 reflects the OFF state. Thus, the power consumption of BS b can be given by:
where ϑ b (< 1) captures the efficiency of the power amplifier unit and losses in the main supply and cooling units of BS b [24] . We note that, with this model, we are able to capture not only the power consumption due to the actual transmission, but also the variations in the power consumption which are required to maintain the BS in either ON or OFF modes. For the downlink transmission, the channels between BSs and UEs are modeled as additive white Gaussian noise (AWGN) channels with noise variance N 0 [27] . We assume that all BSs transmit on the same frequency spectrum (i.e., cochannel deployment). Thus, the data rate of a UE at location x ∈ L b which is served by BS b ∈ B is given by:
where ω is the bandwidth and h b ′ (x) is the channel gain between BS b ′ and UE at x. We assume that each BS uses orthogonal resource blocks in the time domain to serve its UEs, and there is no central controller available in the system to coordinate the transmission power and RB allocation among BSs.
B. Problem Formulation
Our objective is to improve the energy saving of the network while minimizing the time loads of all the BSs during their downlink transmission. The downlink transmission consists of three phases: 1) all the UEs determine the BSs to which they wish to connect, 2) the decentralized transmission power and ON/OFF state selection of BSs in each cluster is performed, and 3) the data transmission and acquiring the knowledge on the network based on limited information -cluster-based distributed learning -take place.
1) User association: Classical UE association mechanisms are often based on the maximum received signal strength (RSS) or signal to interference and noise ratio (SINR) [28] . However, these criteria are oblivious to the time load (and thus, the expected number of flows and delays) which may lead to overloading BSs yielding lower spectral efficiencies. Thus, a smarter mechanism in which BSs advertise their current load to all UEs within their coverage area is needed [4] , [22] .
At time instant t, each BS b advertises its estimated load ρ b (t) via a broadcast control message. Considering both the received signal strength and load at time t, UE at location x selects BS b(x, t), where x ∈ L b(x,t) , as follows:
Here, P
is the received signal power at UE in location x from BS b at time t. The impact of the load is determined by the coefficient n ≥ 0. The classical reference signal strength indicator (RSSI)-based UE association is a special case of (11) where n = 0. For n > 0, the BS load affects the UE association alongside the received signal power. According to (5) , from the UE perspective, each UE selects a BS assuming it is the most suitable one. However, the BS might have a preference of switching OFF by offloading its traffic to one of its neighbor. Thus, the actual serving BS might be different from the BS chosen by the UE. Hereinafter, we refer to UE's choice as the anchor BS.
Since the BSs need to estimate their load beforehand, the estimation must accurately reflect the actual load. Here, we use the notion of moving time-average load estimationρ b (t) = x∈L bρ b (x, t)dx at time t based on history as follows: (6) whereρ b (x, t) is the moving time-average load estimation at location x, ν(t) is the learning rate of the load estimation
Pref . Leveraging different time-scales, we assume that ν(t) is selected such that the load estimation procedure (6) is much slower than the UE association process given in (5).
2) Decentralized transmit power and ON/OFF state selection:
Once the UE association is done, the BSs need to optimize their transmissions. The configuration of the entire network is defined by the transmit powers and the ON/OFF states of all BSs. This configuration is captured by a transmission power vector P = (P 1 , . . . , P |B| ) and an ON/OFF state indicator vector I = (I 1 , . . . , I |B| ). Therefore, we use the tuple (P , I) to represent the network configuration.
For a given network configuration (P , I), BS b consumes P < 0. Therefore, from the perspective of uncoordinated BSs that are oblivious to the choices made by the rest of the network, each individual BS will conclude that a load reduction is viable only with an increased energy consumption. Hence, there is a tradeoff between load and energy consumption reduction. Here, for each BS b ∈ B, we define a cost function that captures both energy consumption and load, as follows:
where the coefficients λ and µ are weight parameters that indicate the impact of energy and load on the cost, and P Max b is the maximum transmit power of BS b. The objective is to minimize the total network-wide cost ∀b∈B Υ b (P , I).
Whenever a given BS switches OFF, it should maintain service to its UEs via a re-association process. For a proper re-association, BSs need to coordinate with the rest of the network which requires a centralized controller. Such a centralized approach involves large information exchange within the network incurring large delays. Endowing individual BSs or sets of well-chosen and locally-coupled BSs with decision making capabilities is crucial. Therefore, clustering is leveraged to group locally-coupled BSs in terms of mutual interference and load together. Allowing coordination per cluster enables efficient UE load balancing with limited information exchange. Furthermore, intra-cluster coordination is carried out for joint load balancing and interference management.
In view of the above, we consider that all BSs are grouped into sets of judiciously-chosen clusters C = {C 1 , . . . , C |C| }. Here, a given cluster C i ∈ C consists of a set of BSs which can coordinate with one another. The clustering mechanism is discussed in Section III in details. For each cluster C i ∈ C, the per-cluster cost Υ Ci is the aggregated cost of each cluster member, Υ Ci (P , I) = ∀b∈Ci Υ b (P , I). Thus, the minimization of the network cost is given by the following optimization problem:
subject to
Here, constraints (8b) and (8c) ensure that any BS is part of only one cluster. Solving (8) involves BS clustering, UE association, and transmission power optimization.
3) Data transmission and inter-cluster distributed learning: Due to the absence of a central controller, the clusters need to determine the network configuration (P , I) based on their limited knowledge. Using the knowledge of the cluster members, clusters need to implicitly coordinate and learn their transmission powers and ON/OFF states, and find the best network configuration which solves (8) . As shown in Section IV, the cost minimization problem can be posed as a noncooperative game that allows to minimize the costs of each cluster.
III. CLUSTER FORMATION AND INTRA-CLUSTER COORDINATION
Solving (8) requires an efficient BS clustering and intracluster coordination mechanism. For clustering, we map the system into a weighted graph G = (B, E). Here, the set B represents the BSs while the set E represents the links between locally-coupled BSs.
A. Similarity Matrix-Based Clustering
The key step in clustering is to identify similarities between BSs to group BSs with similar characteristics. This will allow to perform coordination between BSs with little signaling overhead. While many similarity features can be used, two important ones include the locations of BSs and their loads. The BS locations define the capability of coordination among nearby BSs while the BS loads reflect mutual interference and the willingness of cooperation. Next, we examine a number of techniques to calculate similarities between BSs based on location and load. a) Neighborhood based on BS adjacency and static Gaussian similarity: Consider the graph G = (B, E). The set of edges E indicates the adjacency between nodes. We use a parameter e bb ′ to characterize the presence of a link between nodes b and b
′ when e bb ′ = 1. Let y b be the coordinates of the vertex (or BS) b ∈ B in the Euclidean space. The neighborhood of node b is defined by the adjacency of the nodes in its ε dneighborhood:
The links between the vertices are weighted based on their similarities. The radial basis function kernel known as the Gaussian similarity, is a popular kernel function used for location based classifications in machine learning [29] - [31] .
Thus, the Gaussian similarity is based on the distance between BSs b and b ′ calculated as follows:
where σ d controls the impact of neighborhood size 2 . Furthermore, the distance-based similarity matrix S d is formed using s 
′ has the capability of handling additional traffic and thus, is capable to cooperate with b. Based on these observations, the weight of the link between b and b ′ should be (i) positive and (ii) increasing with the load difference. Therefore, a dissimilarity metric is used for the time load instead of similarity. Thus, a modified version of (10) is used to calculate load-based similarity between BSs b and b ′ as follows:
where σ l controls the range of the similarity 3 . The value of s In order to preserve the characteristics of similarities, the joint similarity S with s bb ′ as the (b, b ′ )-th element is formulated as follows:
where 0 ≤ θ ≤ 1 controls the impact of the distance and the load similarities on the joint similarity. Here, cooperation is possible only if a physical link between nodes exists 4 , i.e. ∀θ ∈ [0, 1], e bb ′ = 0 =⇒ s bb ′ = 0.
Theorem 1:
The joint similarity S formulated in (12) simplifies to a Gaussian similarity, and thus, all the properties of the Gaussian similarity hold for S.
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where ı = √ −1 and σ is an arbitrary constant. Using the above mapping,
Thus, s bb ′ follows the relation of Gaussian similarity and thus, S satisfies the properties of Gaussian similarity matrix. Note that as S follows the form of a Gaussian similarity, the location and the load of any BS can be mapped into a 3-dimensional (3D) coordinates. Therefore, any clustering method which uses the joint similarity of distance and load can be interpreted as a distance-based clustering in a 3D space.
B. Clustering
Once the similarities S of the graph G = (B, E) are formed, BS clustering is performed. There are many clustering mechanisms available in the literature [12] - [16] . Given the knowledge of the entire similarity matrix, any of these clustering methods can be applied. However, the main challenge is the need to obtain the full similarity matrix of the entire network. In essence, clustering methods can be categorized into two subgroups: centralized and decentralized clustering. Centralized clustering requires the knowledge of the entire similarity matrix, based on which, a central controller performs the clustering process. Decentralized clustering methods depend on the information gathered from neighbors and decision making is done per node.
With this in mind, we focus on three clustering methods: i) k-mean clustering, ii) spectral clustering, and iii) peer-to-peer searched-based clustering. The main intention is to identify the performance gains due to the capability of exploiting nodes' physical locations (spectral clustering over k-mean clustering), and the capability of the decentralization (peerto-peer search-based clustering over spectral clustering and kmean clustering). We assume that each method yields a set of clusters C = {C 1 , . . . , C |C| } where cluster C i ∈ C consists of a set of BSs who cooperate with each other. [12] : The objective of k-mean clustering is to partition the set of nodes into |C| = k clusters in which each node belongs to the cluster with the nearest mean distance. This is commonly used for nodes distributed in a physical space (an area or a volume). Formally speaking, k-mean clustering is given by,
1) k-mean clustering
where ζ b represents the coordinates of node b ∈ B and ζ Ci = 1 |Ci| ∀b∈Ci ζ b is the center of the cluster C i . As per Theorem 1, using the mapping between the location y b and the load ρ b of BS b into a 3D vector ζ b , solving (15) yields BS clusters based on joint similarity. However, this clustering algorithm requires the knowledge of all the locations and loads of BSs and thus, it is categorized as a centralized clustering method.
2) Spectral clustering [13] : Unlike k-mean clustering, spectral clustering method exploits the connectivity and the compactness, thus, the geometry of the node distribution in a graph. The graph Laplacian matrix is formed as L = D − S where D is the diagonal matrix with the b-th diagonal element given as
For a given cluster size |C|, the concatenation of the smallest |C| eigenvectors of L can be used to evaluate the modified k-dimensional coordinates ψ 1 , . . . , ψ |B| . Then, k-mean clustering is applied on ψ 1 , . . . , ψ |B| to produce the clusters C.
The number of clusters k is closely related to the eigenvalues of L and is given by [13] ;
where ς i is the i-th smallest eigenvalue of L. When nodes are distributed as k groups, the first k eigenvalues become small while the (k + 1)-th eigenvalue becomes relatively large. As the node distribution follows more likely a uniform distribution, the difference between consecutive eigenvalues becomes constant. In such cases, when the area of interest is large, nodes will be isolated from each other and thus, k will become large. If the area is small, all the nodes are close to each other, and thus, will be grouped into a single cluster, i.e. k = 1. Due to fact that the spectral clustering algorithm requires full knowledge of S, it is also a centralized clustering mechanism.
3) Peer-to-peer search-based clustering: The location based decentralized clustering method for a multi-agent network is presented in [15] . Here, each agent in the system searches other similar agents in a peer-to-peer (P2P) fashion. The knowledge over the neighborhood is sufficient to form the clusters, and the size of any cluster is limited by a predefined parameter (|C| Max ), i.e. |C i | ≤ |C| Max for any C i ∈ |C|. Modifying the parameters of the algorithm in [15] including both location and load information, we leverage the P2P-search based (P2P-SB) clustering technique for BSs.
C. Coordination
Clustering BSs serves three main purposes: (i) reducing the signaling overhead required for coordination among BSs compared to a system with a centralized controller, (ii) reducing intra-cluster interference among locally coupled BSs, and (iii) efficiently offloading UEs to ON-BSs from BSs which need to switch OFF. As intra-cluster coordination fulfills the above requirements, the number of switched-OFF BSs is expected to increase compared to the case without clusters and coordination.
Once clusters are formed, the lightly loaded BS within the cluster is selected as the cluster head 5 . The function of a cluster head is to coordinate the transmissions between the cluster members. Consequently, the entire traffic load of the cluster is distributed between its members in which orthogonal resource allocation helps to mitigate intra-cluster interference. As the BSs within a cluster have the ability to coordinate, the entire cluster can be seen as a single super BS serving all UEs within its vicinity as illustrated in Fig. 1 .
By enabling such re-association of UEs between BSs within a given cluster, BSs can efficiently be switched OFF while ensuring users' QoS. The actual load of each BS is unknown before the downlink transmission takes place. Therefore, UE offloading within the cluster is carried out with the objective of minimizing the estimated load in a given cluster. This can eventually reduce the number of UEs served with low rates. Let M Ci be the set of UEs whose anchor BSs belong to cluster C i . Here, we focus on a discrete coverage area by redefining L b as the collection of circular regions with negligible radii around the UEs associated with BS b. Thus, the integration forms of ρ b andρ b can be modeled as a summation over the set of UEs. Let z Ci bm ∈ {0, 1} be an indicator which defines the connectivity between UE m ∈ M Ci and BS b ∈ C i , such that z Ci bm = 1 if UE m is served by BS b and, z Ci bm = 0 otherwise 6 . Thus, the scheduling problem within cluster C i ∈ C can be written as follows:
Ci consists of all z Ci bm indicators for all UEs m ∈ M Ci and b ∈ C i . The constraints ensure that any UE is served by a single cluster member. This is a mixed-integer linear program (MILP) and thus, an NP-hard problem. Nevertheless, relaxing the integer constraint (17c) yields a linear program which can be easily solved. Therefore, the relaxed problem is given by:
Ci is the relaxed optimization variable of z Ci . A suboptimal solution for (17) , (z Ci ) ⋆ , is obtained as follows:
5 Partitioning the macrocell area and selecting the BSs located at the center of each partition and assigning them as cluster heads is another option. 6 Note that z
Therefore, the BS load ρ b is a linear combination of z 
D. Modeling the Overhead Costs Due to Intra-cluster Coordination
The signaling overhead due to intra-cluster coordination is a significant factor for a fair comparison between clustered and non-clustered approaches. However, most of the existing works [17] , [18] , [32] , [33] , and [34] simply ignore the intracluster signaling overhead while some studies such as [35] and [36] point out that signaling overhead depends on the cluster size in terms of both the number of members and the area within which the cluster is located. However, those works do not provide any concrete model of overhead. Motivated by the above facts, we model the signaling overhead cost due to intracluster coordination as an increment of power consumption δP and it is calculated by,
where the parameter χ defines the sensitivity of the power increment to neighborhood size and range. Clearly, the isolated BSs (when either
do not suffer from signaling overhead due to intra-cluster coordination. For a clustered BS, the total overhead cost is the summation of overheads due to the individual communications with each member of the cluster. Assuming all the BSs in a cluster are treated equally yields an equal individual overhead and, thus, the total overhead will be varying linearly with the size of the neighborhood. As the range of neighborhood ε d increases, there is a higher chance to increase the cluster size and, consequently, the signaling overhead. . Moreover, the above choice allows us to explicitly include the cost of intra-cluster coordination in our original objective and thus, optimize the transmission parameters accordingly.
IV. SELF-ORGANIZING INTER-CLUSTER SWITCHING ON/OFF MECHANISM
Given the formation of clusters, our next goal is to develop a self-organizing mechanism for solving (8) in which each cluster of BSs adjusts its transmission parameters based on local information. To do so, we use a regret-based learning approach [20] , [37] .
A. Game Formulation
In the proposed approach, clusters need to autonomously select their transmission configurations to minimize their cost functions. However, the cell coverage and the achievable throughput of BSs depend not only on the action of their own cluster, but also on the choices of neighboring clusters due to interference. In this regard, we formulate a noncooperative game G = C, {A Ci } Ci∈C , {u Ci } Ci∈C in which the set of clusters C is the set of players. Each player C i ∈ C has a set A Ci = a Ci,1 , . . . , a Ci,|AC i | of actions where an action of cluster C i , a Ci , is composed of the configurations of all its cluster members, i.e. a Ci (P b1 , I b1 , . . . ,
where a Ci is the action of cluster C i and a −Ci ∈ A −Ci are the actions of the other clusters.
Let π Ci (t) = π Ci,1 (t), . . . , π Ci,|AC i | (t) be a probability distribution using which cluster C i selects a given action from A Ci at time instant t. Here, π Ci,j (t) = Pr a Ci (t) = a Ci,j is the cluster C i 's mixed strategy where a Ci (t) is the action of player C i at time t. When cluster C i plays action a Ci (t), it observes its utility feedback 7 u Ci t; a Ci (t) based on which it minimizes its regret associated to action a Ci (t). Subsequently, player C i estimates its utilitŷ u Ci (t) = û Ci,1 (t), . . . ,û Ci,|AC i | (t) and regretr Ci (t) = r Ci,1 (t), . . . ,r Ci,|AC i | (t) for each action assuming it has played the same action during all previous time slots 1, . . . , t− 1. At each time t, player C i updates its mixed strategy probability distribution π Ci in which the actions with higher regrets are exploited while exploring the actions with low regrets. Such behavior is captured by the Boltzmann-Gibbs (BG) distribution G Ci = (G Ci,1 , . . . , G Ci,|AC i | ) with G Ci :r → ∆(A Ci ) which is calculated as follows:
where κ > 0 is a temperature parameter which balances between exploration and exploitation. At each time t, all the estimations for any player C i ∈ C,û Ci (t),r Ci (t) and π Ci (t), 7 Since the action played by the cluster C i at time t is already defined as a C i (t), we use u C i (t) instead of u C i t; a C i (t) for the sake of notation simplicity. The system utility u t; a(t) = ∀C i ∈C u C i t; a C i (t) is simply written as u(t) = ∀C i ∈C u C i (t).
are updated as follows;
with the learning rates satisfying lim t→∞
ε(t) = 0, and lim t→∞ t n=1 ξ(n) = +∞ and lim t→∞ t n=1 ξ 2 (n) < +∞ for all ξ = {τ, ι, ε}. Our choice of the learning rates follows the format of 1/t φ with exponent φ ∈ (0.5, 1).
To solve the game, we propose a novel learning algorithm that proceeds as follows. At the beginning of each time instant t, the clusters select their actions (a Ci ) based on their mixedstrategy probabilities (π Ci ), i.e. for all C i ∈ C,
where f : π Ci → a C,i ∈ A Ci is the mapping from probability distribution to an action. Depending on the actions, all BSs advertise their loads (ρ b ) and UEs select their anchor BSs. Based on the estimated loads and actions, UE scheduling within clusters takes place. All the clusters of BSs carry out the transmission based on the actions a(t) = a 1 (t), . . . , a |C| (t) and calculate the utilities u Ci (t) for all C i ∈ C. Each cluster individually updates its utility and regret estimations û Ci (t),r Ci (t) along with the mixed strategy probabilities π Ci (t) while all the BSs update their load estimationsρ(t).
With the updated load estimations, the clusters are updated for each time interval N . The entire operation of the proposed method is illustrated in Fig. 2 and the proposed algorithm is summarized in Algorithm 1.
Gather distance and load information
Calculate similarities using S d , S l and (12) Cluster formation using a method in Section III-B Action selection (22) Load advertising and anchor BS selection: (5) Per cluster UE scheduling: (16)- (18) Calculate
using (21) Update load estimations: (6) Clustering Intra-cluster coordination
Inter-cluster coordination Initialization u C (t),r C (t) and π C (t) for t = 0 Next, we invoke the Gibbs-Markov equivalence to show that the system following (21)- (23) is a Gibbs Field with steadystate distribution.
Theorem 2: Let a(t) = a 1 (t), . . . , a |C| (t) ∈ A be the collection of actions played by all the clusters based on their mixed strategy probabilities, where A = Ci∈C A Ci . Let π(t) = π 1 (t), . . . , π |A| (t) with π j (t) = Pr a(t) = a j , ∀a j ∈ A, be the action selection probability of the system. Under Algorithm 1, as t → +∞, π(t) converges to a stationary distribution Π = (Π a , ∀a ∈ A) with,
whereΓ a is the ensemble average of the action a's regret estimation as t → +∞. Proof: Let U Ci and U = ∀Ci∈C U Ci be the ensemble averages of the utilities of cluster C i and the system, respectively. As t → ∞, for the cluster C i ∈ C, the ensemble averages of utility estimation, regret estimation and mixedstrategy probability becomeÛ Ci ,Γ Ci =Û Ci − U Ci 1, and Π Ci,j = G Ci,j (Γ Ci ) for j ∈ A Ci as per (22), respectively. Since ∀Ci∈CΓ Ci,aC i = ∀Ci∈C (Û Ci,aC i − U Ci ) =Û a − U = Γ a for any action a ∈ A,Γ = (Γ a , ∀a ∈ A) is the ensemble average of the regret estimations for the entire system. Due to the fact that an action a of the system is composed by the set of actions (a Ci,ji , ∀C i ∈ C) per each cluster, the probability of selecting a is ∀Ci∈C Π Ci,ji = ∀Ci∈C G Ci,ji (Γ Ci ) which can be simplified to Π a in (24) .
Following the notation in [38, Chapter 7] , we define a Gibbs field with a set of cliques C, configuration space of V = ∀Ci∈C V Ci with a finite size, set of finite potentials {Γ Ci (v i ), ∀v i ∈ V Ci } ∀Ci∈C , and probability distribution
and Γ(v) = ∀Ci∈CΓ Ci (v i ) with v = (v 1 , . . . , v |C| ). Suppose the configuration v(t) at time t changes to the configuration v(t + 1) at time t + 1 according to Π(t). Along with the properties we have introduced, the evolution of the configurations in the above Gibbs field is equivalent to a Markov chain [38, Chapter 7, Theorem 2.1]. Since the configuration space V is finite at any given time t, the evolution of configurations follows a time-inhomogeneous Markov chain. Note that Π(t) ≻ 0 due to the fact that the potentials are finite. Henceforth, all configurations have self-loops with positive probability and thus, the Markov chain is aperiodic. Furthermore, Π(t) being a positive vector implies that Pr v(t + 1) = v ′′ |v(t) = v ′ > 0 for any v ′ , v ′′ ∈ V. Thus, it verifies that the process can start from configuration v ′ and ends in configuration v ′′ with a positive probability in which the irreducible and positive recurrence properties are held. Since the time-inhomogeneous Markov chain is aperiodic, irreducible and positive recurrent, as t → ∞ its transition probability Π converges to a stationary distribution [38, Chapter 3, Theorem 3.1] .
It is shown that the transition probability of the above Gibbs field is equivalent to the action selection probability provided by Algorithm 1. Since the transition probability converges to a stationary distribution, we can claim that Π given in (24) becomes a stationary distribution as well.
Note that the convergence to a stationary distribution is affected by the dynamically changing clusters. Dynamic changes in clustering are based on load estimation (locations are fixed) and mixed strategy probabilities depend on the utility and regret estimations. Therefore, minimizing the fluctuations in estimations helps to achieve the stationary distribution. This is achieved by i) defining the cost as a separable function, ii) avoiding fully connected graph with properly selected ε d , σ d and σ l ensures physically-separated clusters and thus, prevents radical changes to the mixed strategy probabilities, and iii) introducing time-scale separation for clustering and power optimization. The separable cost function allows the cost calculation to be unchanged through the entire network.
Algorithm 1 Dynamic Clustering and BS Switching ON/OFF
1: Input:û C (t),r C (t) and π C (t) for t = 0 and ∀C ∈ C, andρ(t) 2: while true do 3: t → t + 1 Intra-cluster operations: 4: Action selection: a Ci (t) = f π Ci (t − 1) , (23) 5:
Load advertisingρ(t) and anchor BS selection: (5) 6:
Per cluster UE scheduling: (17)- (19) Inter-cluster operations: 7: Calculations: ρ Ci (t), Υ Ci ρ(t) , u Ci ρ(t) 8: Update utility and regret estimations, and probability: 9:û Ci (t + 1),r Ci (t + 1), π Ci (t + 1), (22) 10:
Update load estimations: (6) 11:
Update clusters C.
13:
end if 14: end while Further, we restrict clusters to remain unchanged for a time interval of N (≫ 1) allowing (22) to yield stable estimations. The changes in clusters diminish as the load estimations become stable. Henceforth, the system yields a stationary distribution and form stable clusters.
B. Optimality of The Solution
Theorem 2 shows that for a fixed κ, the mixed strategy probabilities converge to the stationary distribution Π. In this section we analyze the effect of BG temperature parameter κ on the optimality of the solution at the convergence of Algorithm 1. Thus, we use Π (κ) in order to denote the dependency of κ on Π. First, we show that as κ approaches infinity, the solution of Algorithm 1 converges to the solution of (8) .
where A ⋆ is the set of global optimal solutions to (8) .
Theorem 3 states that for any finite κ, since Π a ′ ≥ 0 for all a ′ / ∈ A ⋆ , a non-optimal action can be selected with nonzero probability. Therefore, for finite κ, we cannot ensure that Algorithm 1 leads to pick optimal actions under the stationary distribution. However, the optimality of the solution increases with κ as given in the following theorem.
Theorem 4: For any optimal action a ∈ A ⋆ , the probability of selecting the optimal solution with Π (κ) a , monotonically increases with κ.
Proof: Let us study the first derivative of (24):
is the regret estimations for the system. SinceΓ a ≥Γ a ′ for any a ∈ A ⋆ and for all a ′ ∈ A, Γ a > E Π (κ) Γ a is true and thus,
> 0 is held, i.e. the probability of choosing the optimal action monotonically increases with κ.
From Theorem 3 and Theorem 4, we can observe that the choice of κ affects the optimality as the solution of Algorithm 1 converges to the stationary distribution. Finally, we prove that selecting large κ not only increases probability of choosing the optimal action, but also increases the expected utility of the system as given in the theorem below.
Theorem 5: Once the solution of Algorithm 1 converges to Π (κ) , the expected value of the system utility E Π (κ) Û a monotonically increases with κ.
Proof: Consider the first derivative of the expected regrets:
Here,
SinceΓ is monotonically increasing withÛ due to linear dependency, ∂ ∂κ E Π (κ) Û a > 0 is held as well. Based on the above theorems, the choice of a large κ ensures the close global optimality. However, further increasing κ always improves the result and thus, κ needs to be bounded above for practical implementations. Following Theorem 5, Corollary 1 states that we can determine κ which satisfies a given threshold.
Corollary 1: For any given thresholdŪ < E Π (∞) Û a , there exists a finite κ such thatŪ
This result follows directly from Theorem 5.
C. Convergence to An Equilibrium
The results of the stationary distribution, the optimality of the solution, and its dependency on the BG temperature κ are used to study the equilibrium of the game. The stationary distribution Π defines the sequence of actions which the players are going to select. If players have no intention to deviate from such a sequence based on their interest on improving the utilities, the game is considered to be in an ǫ-coarse correlated equilibrium (CCE) [20] , [37] .
Definition 1: (ǫ-coarse correlated equilibrium): The mixed strategy probability Π = (Π a , ∀a ∈ A) is an ǫ-CCE if,
C and ∀a ′ Ci ∈ A Ci , where:
Π (aC i ,a−C i ) being the marginal probability distribution with respect to the action a Ci . Here, the players do not deviate from the mixed-strategy as long as the increment of the payoff is below ǫ. Finally, the convergence of the proposed algorithm to an ǫ-CCE is given by the following theorem:
Theorem 6: Algorithm 1 converges to a stationary mixed strategy probability distribution Π (κ) which constitutes an ǫ-CCE for the game G = C, {A Ci } Ci∈C , {u Ci } Ci∈C .
Proof: For the notation simplicity any action a ∈ A is denoted as a (α, β) with α ∈ A Ci and β ∈ A −Ci for any given C i ∈ C. Using a simplified notation, the left hand side (LHS) of the ǫ-CCE condition can be reformulated as follows:
First, consider the scenario where κ → ∞. Therefore, the mixed strategy probability of action (α, β) ∈ A, Π (α,β) = Π (∞) (α,β) is either 0 or 1/|A ⋆ | according to Theorem 3 and thus,
does not ensure an ǫ-CCE with ǫ = 0, i.e. LHS> 0. This yields that U Ci,(α ′ ,β) > U Ci,(α ′′ ,β) for some (α ′′ , β) ∈ A ⋆ and α ′ ∈ A Ci . Since the regret Γ Ci,(α ′ ,β) monotonically increases with U Ci,(α ′ ,β) , the result is a higher regret for action (α ′ , β) over the actions (α ′′ , β) ∈ A ⋆ , i.e. Γ Ci,(α ′ ,β) > Γ Ci,(α ′′ ,β) . However, according to Theorem 3, it can occur only when (α ′ , β) ∈ A ⋆ and (α ′′ , β) / ∈ A ⋆ . This contradicts the former definition of the optimal set of solutions. Therefore, the assumption LHS > 0 with Π (∞) does not hold, and
converges to an ǫ-CCE with ǫ = 0. Theorem 5 states that the expected utility with any finite κ is lower than with κ → ∞. Suppose the difference between expected utilities for a given finite and infinite κ values is no greater than a positive value ǫ in which
Furthermore, the maximum expected utility with Π
(α,β) for any α ′ ∈ A C with Π (κ) . Combining above results the LHS is remodeled as (26) . Since LHS ≤ 0 is held as discussed before, the result is LHS + ǫ ≤ ǫ and thus, Π (κ) becomes an ǫ-CCE as per Definition 1.
D. Practical aspects of the choice of κ
Based on the above discussion regarding the optimality and convergence, it can be seen that the choice of κ should be large to ensure optimality. However, note that the optimality is only relevant when the algorithm converges to the steady state and the utilities and regrets are calculated in terms of their ensemble averages. Before achieving convergence, the learning algorithm needs sufficient time to explore all the actions in order to make accurate estimations on the ensemble averages.
Consider a large κ and the initial step t = 1 with an arbitrary action j 0 ∈ A Ci that has been played by the player C i . Since no other action has been played so far except j 0 , the estimations of the utility and the regret for action j 0 will be dominant, i.e.û Ci,j0 (1) >û Ci,j (1) andr Ci,j0 (1) >r Ci,j (1) for all j ∈ A Ci \ {j 0 }. According to (21) , as a result of using a large κ, exp κr Ci,j0 (1) ≫ exp κr Ci,j (1) results in G Ci,j0 r Ci (1) ≈ 1 while G Ci,j r Ci (1) ≈ 0 for all j ∈ A Ci \ {j 0 }. Since the learning rate ε Ci (1) = 1, the mixed strategy probability for t = 2 becomes deterministic as π Ci,j (2) = 1 if j = j 0 and π Ci,j (2) = 0 if j = j 0 . Thus, the choice of the player C i 's action remains unchanged, hereinafter. Although this exhibits a fast convergence, the learning algorithm does not get the opportunity to explore the remaining actions and make an accurate estimation on the ensemble averages thus yielding an inaccurate steady state distribution.
In contrast, the choice of a small κ will yield exp κr Ci,j (1) ≈ exp κr Ci,j ′ (1) and G Ci,j r Ci (1) ≈ 1 |AC i | for any j, j ′ ∈ A Ci . Thus, the mixed strategy probability remains as a (almost) uniform distribution based on the updating procedure given in (22) . Here, the learning algorithm explores all the actions indefinitely without exploiting actions with higher regrets which eventually converges to a stationary distribution with a low performance. Therefore, from a practical implementation point of view, the choice of κ needs to be sufficiently small for the algorithm to explore the action space and sufficiently large to improve the optimality of the solution once it converges to a stationary distribution.
V. SIMULATION RESULTS
For our simulations, we consider a single macrocell underlaid with an arbitrary number of SBSs and UEs uniformly distributed over the area. All the BSs share the entire spectrum and thus, suffer from co-channel interference. We conduct multiple simulations for various practical configurations and the presented results are averaged a large number of independent runs. The parameters used for the simulations are summarized in Table I . The proposed cluster-based coordination and learning based ON/OFF mechanisms are compared with the conventional network operation referred to hereinafter as "classical approach" in which BSs always transmit. For further comparisons, we consider a random BS ON/OFF switching with equal probability and finally an uncoordinated learning based ON/OFF mechanism without forming clusters. These are referred to as "random ON/OFF" and "learning without clusters". As we consider three different clustering techniques, k-mean clustering, spectral clustering and P2P-BS clustering, they are referred to as "learning with k-mean clustering", "learning with spectral clustering", and "learning with P2P-BS clustering" hereinafter, respectively. For all these three clustering methods, the clusters remain unchanged for an interval of N = 100.
A. Performance of Proposed Mechanisms Based on Network Cost
Fig . 3 shows the changes in the average cost per BS as the number of UEs varies. As the number of UEs increases, the BS energy consumption and load increase and thus, the average cost increases. However, Fig. 3 shows that the proposed learning approaches reduce the average cost by balancing between the energy consumption and the load. The reduction of average cost in learning without clusters, learning with kmean clustering, learning with spectral clustering, and learning with P2P-BS clustering compared to the classical scenario are 60.2%, 60.5%, 59.8%, and 60.6%, respectively. Although the random ON/OFF approach manages to reduce the cost by 31.3% compared to the classical scenario, the cost reduction is not as high as compared to the learning approaches. The random ON/OFF behavior leads to overloading the switched-ON BSs and thus, the energy saving of switched-OFF BSs is insignificant due to the increased load due to the traffic and the energy consumption of overloaded BSs. As the number of UEs increases, BSs have lesser opportunities to switch-OFF while satisfying the UEs' QoS and thus, the behavior becomes closer to the classical approach.
In Fig. 3 , we can see that for small network sizes, the cluster-based approaches consume more energy than the learning approach without clustering. This is due to the fact that, for such networks, only a small number of BSs needs to be switched-ON and, thus, the cluster-based approaches would require extra energy of δP Base b for coordination. In contrast, for highly-loaded networks, as seen in Fig. 3 , clustering allows to better offload traffic and, subsequently, improve the overall energy efficiency. Moreover, for highly-loaded networks, the spectral clustering approach reduces the cost compared to all three clustering mechanisms. Although P2P-SB clustering is a decentralized clustering method, the cost reduction of learning with P2P-SB is higher than the centralized kmean clustering for highly loaded networks, in which P2P-SB clustering exploits connectivity and compactness of nodes in the graph G = (B, E) similar to the centralized spectral clustering method. In this respect, Fig. 3 shows that spectral clustering yields, respectively, up to 48%, 46%, 26%, 15%, and 12% of cost reduction, relative to the classical approach, random ON/OFF, learning without clusters, learning with kmean clustering, and learning with P2P-SB clustering, for a network with 65 UEs.
B. Reductions of Energy Consumption and Time Load
In Fig. 4a , we show the CDF of the BSs' energy consumption for 10 SBSs and 50 UEs. Fig. 4a illustrates that the random ON/OFF approach achieves the highest energy consumption. This is due to the fact that the switching OFF of some random BSs overloads the switched-ON BSs which causes a higher energy consumption. The increased energy consumption is not compensated by the energy saving of switched-OFF BSs and thus, a higher average energy consumption per BS can be observed. Moreover, we can see that for both classical and random ON/OFF approaches, the fraction of BSs having a high energy consumption is much higher than in cases with learning. Indeed, the proposed learning method allows lightly-loaded BSs to offload their traffic and switch OFF, thus yielding significant energy reductions. Coordination between clusters allows more BSs to switch OFF and, thus, as shown in Fig. 4a , the proposed learning approaches with clustering yield larger number of BSs consuming less energy. The average energy consumption reductions of learning without clusters approach is 11% compared to the classical approach. With cluster-based coordination, for k-mean clustering, spectral clustering, and P2P-SB clustering, the average energy consumptions is further reduced by 18%, 30%, and 25%, respectively, compared to the learning without clusters.
In Fig. 4b , we show the CDF of the BSs' load for 10 SBSs and 50 UEs. Here, the random ON/OFF method exhibits a large number of BSs with low load. Similar to the CDF of BSs' energy consumption, Fig. 4b shows that the proposed learning and the dynamic clustering yield a higher number of switched-OFF BSs. However, we can see that the average load of learning without clusters is increased by 5% compared to the classical approach. This increased load is due to the selfish behavior of BSs in learning without clusters approach. This is due to the fact that these BSs offload their traffic without coordination with the neighboring BSs, and thus, inefficient offloading causes an increased load on average. With the cluster-based coordination, the traffic offloading among BSs become more efficient. Thus, k-mean clustering, spectral clustering and P2P-BS clustering methods yield, respectively, 34%, 48%, and 55% of average load reductions compared to the classical approach. Furthermore, Fig. 4b illustrates that the proposed ON/OFF mechanism allows about 45% of BSs in learning without clusters approach to switch OFF. With the cluster-based coordination, traffic offloading becomes more efficient and thus, the number of switched-OFF BSs are further increased by 12% − 20% compared to the scenario without clusters. Fig. 5a shows the effect on the network cost as a function of the similarity. The range of neighborhood (ε d ) defines the capability of having a physical link for the communication between BSs. When θ = 1, the similarity only depends on the distance between BSs. Thus, clustering becomes static and does not consider the BSs' loads. As ε d increases, similarities between BSs located far from each other increases from zero to a positive quantity, and thus, larger clusters are formed with the distance-based similarity. Since these BSs may not be able to share the traffic with one another, these large clusters become inefficient and result in increased network cost. For θ = 1/2, as the knowledge of the load is combined with the distance similarity, clusters are formed with more locallycoupled BSs. Therefore, the joint clustering results in better performance with increasing neighborhood width. However, communication within a larger neighborhood requires more resources (cable costs and higher transmission losses for wired backhaul networks while higher transmission power and larger spectrum for over-the-air backhaul networks). Therefore, further expanding the neighborhood increases the cost of the BSs which can be seen for ε d ≤ 200 m. Clustering with only loadbased similarity, θ = 0, displays similar behavior as the joint similarity. The main reason is that the load-based similarity uses (9) to determine the existence of edges. Therefore, the limitation based on the distance implicitly appears in the load-based similarity as well. Thus, the use of θ = 0 produces clusters with BSs which have sufficient capacity to support each others resulting in reduced cost compared to the clustering based on distance similarity only. Fig. 5b shows the average number of clusters and the average cluster sizes for the graphs with distance-based, loadbased and joint similarities. As the range of neighborhood (ε d ) increases, the non-zero weighted edges in G = (B, E) increases. Therefore, clustering based on distance similarity allows to group more BSs together thus, yielding a smaller number of clusters with large cluster size. As the cluster size increases, the traffic in a cluster increases resulting increased loads in cluster members which directly impact the network cost. As shown in Fig. 5b , for θ < 1, up to ε d < 175 m, the network cost is reduced by forming large clusters. However, for ε d > 175 m, increased traffic in a cluster affects the loadbased similarity and thus, forming large clusters is avoided. Fig. 6 shows the average cost per BS for learning without clusters and learning with spectral clustering for different choices of the sensitivity parameter χ in (20) . The sensitivity parameter χ models how sensitive the clusters' power consumption is with respect to the overhead of their intra-cluster coordination. The choices of these parameters are such that i) χ = 0 will lead to an overhead free (unrealistic) scenario, ii) χ = 3 × 10 −3 implies δP , for ε d = 250 m and the average cluster size at the above neighborhood range. Since learning without clusters has no effect on this sensitivity due to the absence of clusters and intra-cluster coordination, the average cost remains unchanged for different choices of χ. For learning with spectral clustering, as χ increases, clusters need higher power consumption for their intra-cluster coordination and thus, the average cost per BS is increased. According to (20) , intra-cluster coordination cost is independent of the number of UEs, and Fig. 6 shows that the changes in χ have the same effects on both systems with 30 UEs and 60 UEs. It can be noted that the benefit of clustering to reduce the average cost increases with the number of UEs compared to learning without clustering method, as explained under Fig. 3 .
C. Impact of Similarity and Range of Neighborhood
D. Impact of Sensitivity χ on Clustering Cost
VI. CONCLUSIONS
In this paper, we have proposed a dynamic cluster-based ON/OFF mechanism for small cell base stations. Clustering allows clustered base stations to coordinate their transmission while the clusters compete with one another to reduce a percluster cost based on their energy consumption and time load due to their traffic. In this regard we have formulated the per-cluster cost minimization problem as a noncooperative game among clusters. To solve the game, we have proposed a distributed algorithm and an intra-cluster coordination method using which base stations choose their transmission modes with minimum overhead. Our proposed clustering method uses information on both the locations of BSs and their capability of handling the traffic and dynamically form the clusters in order to improve the overall performance. For clustering, both centralized and decentralized clustering techniques are introduced and the performances are compared. Simulation results have shown significant gains in energy expenditure and load reduction compared to the conventional transmission techniques. Moreover, the results provide an insight of when and how to reap the benefits from the cluster-based coordination in small cell networks. His main research interests are in radio resource management, heterogeneous networks, game theory and machine learning in 5G networks and beyond. He has co-authored one book and published more than 100 research papers in international conferences, journals and book chapters. 
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