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1. Introduction
Non-self-adjoint spectral problems have more and more applications. For example, interesting non-classical wavelets
can be obtained from eigenfunctions and associated functions for non-self-adjoint spectral problems. Thus, such problems
are receiving more andmore attention, especially the discreteness of the spectrum and the completeness of eigenfunctions.
The non-self-adjointness of spectral problems can be caused by one or more of the following factors: the non-linear
dependence of the problems on the spectral parameter, the non-symmetry of the differential expressions used, and the
non-self-adjointness of the boundary conditions (BCs) involved. Next, we recall some results in these categories.
Non-self-adjoint spectral problems associatedwith differential operators having only a discrete spectrum and depending
polynomially on the spectral parameter have been considered by Gohberg and Krein [1] and by Keldysh [2]. They studied
the spectrum and principal functions of such problems and showed the completeness of the principal functions in the
corresponding Hilbert function spaces.
Non-self-adjoint differential operators whose spectrum may have a continuous part have been investigated by
Glazman [3], Sims [4], Marchenko [5] and Race [6]. They obtained some important results concerning the spectrum and
principal functions of such operators generated by the differential expression
l(y) = −y′′(x)+ q(x)y(x) x ∈ [0,+∞) (1.1)
together with J-self-adjoint BCs, where q(x) is a complex-valued function, also see [7]. Some results of Glazman and Sims
have been extended to the even high order case by Race [8], Kamimura [9] and Wang [10,11].
Regular non-self-adjoint differential operators generated by symmetric differential expressions together with non-self-
adjoint BCs have been investigated by Naimark in [12]. The one singular end point case has been considered by Guseinov
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and Tuncay [13]. They studied the characteristic determinant associated with the Sturm–Liouville differential expression
l(y) in Weyl’s limit-circle (LC) case and with a real-valued potential q(x) together with separated BCs
cosαy(0)+ sinαy′(0) = 0,
[y, u](∞)+ (h1 + ih2)[y, v](∞) = 0, (1.2)
and obtained the completeness of the system of eigenfunctions and associated functions of (1.1) with BCs (1.2) for h2 ≥ 0,
where h1, h2 are real numbers, u and v are certain maximal domain functions, and [y, u](x) is the Lagrange bracket of y and
u. Bairamov and Krall [14] had similar results for the Sturm–Liouville differential expression
l(y) = −(p(x)y′(x))′ + q(x)y(x) x ∈ [0,+∞) (1.3)
in Weyl’s limit-circle (LC) case with a real-valued functions p(x) > 0 and q(x), together with separated BCs
h0y(0)+ y′(0) = 0,
cosα[y, u](∞)+ sinα[y, v](∞) = 0, (1.4)
where h0 is some complex number and ℑh0 > 0, where ℑh denotes the imaginary part of h, andℜh denotes the real part of
h. Wang andWu studied the Sturm–Liouville differential expression (1.3) in Weyl’s limit-circle (LC) case with a real-valued
function p(x) > 0 and q(x), together with separated BCs
h1y(0)+ h2y′(0) = 0,
h3[y, u](∞)+ h4[y, v](∞) = 0 (1.5)
in [15], where h1, h2, h3, h4 are some complex numbers, and obtained some generalized results. The completeness of
the system of eigenfunctions and associated functions is proved for the two singular end point case by Allahverdiev and
Canoglu [16] using self-adjoint dilations of dissipative operators and the characteristic function.
In this paper, we generalize the results of [16,14,13,15]. More precisely, we study non-self-adjoint operators generated
by the Sturm–Liouville differential expression
l(y) := [−(py′)′ + qy]/w, x ∈ (a, b) (1.6)
inWeyl’s LC case togetherwith non-self-adjoint BCs, where−∞ ≤ a < b ≤ +∞, 1/p, q andw are real-valued functions on
(a, b)which are integrable on each finite segment [c, d] ⊂ (a, b), p, w > 0 almost everywhere on (a, b), and the BCs can be
either separated or coupled. We first determine all the non-self-adjoint BCs yielding dissipative operators, see Theorem 2.3.
Then, the completeness is proved, see Theorem 2.7.
After having finished this paper, we noticed the recent paper [17]. Compared to the results in [17], our description of the
dissipative BCs is more explicit, and our proof of the completeness is more direct.
This paper is organized as follows. In Section 2, we introduce our notation and state the main results of this paper. The
determination of all the dissipative BCs is achieved in Section 3. In Section 4, we review the characteristic function and the
characteristic determinant. The completeness of eigenfunctions and associated function is studied in Section 5.
2. Notation and main results
For anym, n ∈ N , we useMm,n(C) to denote the vector space ofm by n complex matrices. When a capital Greek or Latin
letter other than Y stands for a matrix, the entries of the matrix will be denoted by the corresponding lower case letter with
two indices. Let GL(2, C) be the set of invertible complex matrices in dimension 2.
Throughout this paper, we suppose that the differential expressions l(y) defined by (1.6) are inWeyl’s LC case, i.e., all the
solutions of the differential equation
− (py′)′ + qy = λwy, x ∈ (a, b) (2.1)
are in the weighted Hilbert space L2w((a, b), C)with weightw. Let
Dmax = {f ∈ L2w((a, b), C); f , pf ′ ∈ ACloc((a, b), C), l(y) ∈ L2w((a, b), C)} (2.2)
be the domain of l(y). Here, ACloc((a, b), C) stands for the set of complex-valued functions on (a, b) that are absolutely
continuous on each finite segment [c, d] ⊂ (a, b). Then, for any y, z ∈ Dmax, their Lagrange bracket
[y, z](x) = y(x)(pz ′)(x)− (py′)(x)z(x) (2.3)
has finite limits at both a and b, and hence [y, z] is continuous on [a, b].
Two real-valued functions f and g in Dmax are said to form a boundary condition basis if
[f , g](a) = [f , g](b) = 1. (2.4)
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Fix a point c ∈ (a, b), then a particular choice of BC basis consists of θ(·, 0) and τ(·, 0), where for each λ ∈ C, θ(·, λ) and
τ(·, λ) are the solutions of (2.1) satisfying the initial conditions
θ(c, λ) = 1, (pθ)′(c, λ) = 0, τ (c, λ) = 0, (pτ)′(c, λ) = 1. (2.5)
This is because for any λ ∈ R, [θ(·, λ), τ (·, λ)] = 1 on [a, b]. If (2.1) is regular at a, i.e., 1/p, q, w ∈ L((a, a′), R) for some
a′ ∈ (a, b), then a can also be chosen to be as c . There is a similar statement about b.
In this paper, we study the differential operators L generated by the differential expression (1.6) and boundary conditions
of the form
a11[y, f ](a)+ a12[y, g](a)+ b11[y, f ](b)+ b12[y, g](b) = 0,
a21[y, f ](a)+ a22[y, g](a)+ b21[y, f ](b)+ b22[y, g](b) = 0, (2.6)
where the coefficient matrix
a11 a12 b11 b12
a21 a22 b21 b22

(2.7)
of (2.6) belongs to M∗2,4(C), and has rank 2. In other words, given BC (2.6), the operator L is the restriction of l(y) to the
subspace of Dmax consisting of all the functions in Dmax satisfying (2.6):
Ly = l(y) = [−(py′)′ + qy]/w, y ∈ D(L). (2.8)
The BC (2.6) is said to be degenerate if either the left or the right half of its coefficient matrix (2.7) equals zero.
Definition 2.1 ([1, p. 175]). A operator T acting in a complexHilbert spaceH andhaving domainD(T ), is said to be dissipative
if ℑ(Ty, y) ≥ 0 for all y ∈ D(T ).
Remark 2.2. If T is self-adjoint, i.e., T = T ∗, then for any y ∈ D(T ) = D(T ∗),
(Ty, y) = (y, T ∗y) = (y, Ty) = (Ty, y), (2.9)
and hence ℑ(Ty, y) = 0. Therefore, self-adjoint operators are dissipative.
The first main result of this paper is the following explicit characterization of all dissipative BCs, i.e., all BCs making the
operator L dissipative.
Theorem 2.3. The Sturm–Liouville operator L generated by the differential expression (1.6) and a boundary condition (2.6) is
dissipative if and only if up to a GL(2, C) factor on the left, the coefficient matrix of (2.6) has one of the following four forms:
1 a12 0 b12
0 a22 −1 b22

, (2.10)
where a12, a22, b12 and b22 satisfy
ℑ(a12 + b22) ≥ 0, 4ℑa12ℑb22 ≥ |a22 − b12|2; (2.11)
1 a12 b11 0
0 a22 b21 −1

, (2.12)
where a12, a22, b11 and b21 satisfy
ℑ(a12 − b21) ≥ 0, −4ℑa12ℑb21 ≥ |a22 + b11|2; (2.13)
a11 1 0 b12
a21 0 −1 b22

, (2.14)
where a11, a21, b12 and b22 satisfy
ℑ(a11 − b22) ≤ 0, −4ℑa11ℑb22 ≥ |a21 + b12|2; (2.15)
and 
a11 1 b11 0
a21 0 b21 −1

, (2.16)
where a11, a21, b11 and b21 satisfy
ℑ(a11 − b21) ≤ 0, 4ℑa11ℑb21 ≥ |a21 − b11|2. (2.17)
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Proof. See Section 3. 
It is interesting to examine the dissipation of separated BCs. Herewe only do this for a typical class of them and the others
can be discussed similarly.
Corollary 2.4. When the coefficient matrix of (2.6) can be written in the form
1 a12 0 0
0 0 −1 b22

, (2.18)
the operator L is dissipative if and only if ℑa12 ≥ 0 and ℑb22 ≥ 0.
Proof. By Theorem 2.3, in this case L is dissipative if and only if
ℑ(a12 + b22) ≥ 0, ℑa12ℑb22 ≥ 0, (2.19)
which is equivalent to ℑa12 ≥ 0 and ℑb22 ≥ 0. 
Remark 2.5. Direct calculations yield that when the coefficient matrix of (2.6) can be written in the form (2.10), (2.6) is
self-adjoint if and only if
ℑa12 = ℑb22 = a22 − b12 = 0. (2.20)
There are similar statements about the forms in (2.12), (2.14) and (2.16). So, a generic dissipative BC is non-self-adjoint.
Remark 2.6. Assume that the differential expression (1.6) is regular, i.e., 1/p, q andw are actually integrable on the whole
interval (a, b). Then, by Naimark’s Patching Lemma (see Chapter V, Section 17.3, Lemma 2 in [12]), there are real-valued
functions f , g ∈ Dmax such that
f (a) = f (b) = 0, (pf ′)(a) = (pf ′)(b) = 1, (2.21)
g(a) = g(b) = −1, (pg ′)(a) = (pg ′)(b) = 0, (2.22)
and hence they form a BC basis. Then, (2.6) takes the more commonly seen form
a11y(a)+ a12(py′)(a)+ b11y(b)+ b12(py′)(b) = 0,
a21y(a)+ a22(py′)(a)+ b21y(b)+ b22(py′)(b) = 0. (2.23)
So, in the regular case, even when the BCs are given in the regular BC form (2.23), the conclusions of Theorem 2.3,
Corollary 2.4 and Remark 2.5 are still true. There are similar statements for the cases where only one of the two end points
is regular.
The geometry of the space of self-adjoint BCs has been investigated [18] and is the basis for studying the spectrum (see
also [19,20]). Thus, it is natural to undertake the same task for the space of dissipative BCs. We plan to pursue this in further
publications.
Recall that a complex number λ0 is called an eigenvalue of an operator T if there exists a non-zero element y0 ∈ D(T )
such that Ty0 = λ0y0; in this case, y0 is called an eigenfunction of T for λ0. The eigenfunction for λ0 spans a subspace of
D(T ), called the eigenspace for λ0 and the geometric multiplicity of λ0 is the dimension of its eigenspace.
A non-zero element y ∈ D(T ) is called a root function of T for a complex number λ0 if (T − λ0I)ny = 0 for some n ∈ N .
In this case, λ0 must be an eigenvalue. The root functions for λ0 span a linear subspace of D(T ), called the root lineal for λ0;
and the algebraic multiplicity of λ0 is the dimension of its root lineal. The algebraic multiplicity of any eigenvalue of L is finite
(see Chapter 1, Section 2 in [12]). If an element y ∈ D(T ) is not an eigenfunction for λ0, then it is a root function for λ0 if and
only if there is a k ∈ N such that y0 is an eigenfunction for λ0 provided we set yk = y and yj−1 = Tyj − λ0yj for j = k, . . . , 1.
A root function is called an associated function if it is not an eigenfunction.
In general, the system of eigenfunctions and associated functions of L is not complete in L2w((a, b), C). For example, if
(2.6) is degenerate, then L does have any eigenvalues, and hence the system is empty.
The other main result of this paper is the following theorem claiming the completeness when L is dissipative.
Theorem 2.7. If the Sturm–Liouville operator L generated by the differential expression (1.6) and a boundary (2.6) is dissipative,
then its system of eigenfunctions and associated functions is complete in the Hilbert space L2w((a, b), C).
Proof. See Section 5. 
Combining Theorem 2.7 and Corollary 2.4, we immediately obtain the following consequence.
Corollary 2.8. If the coefficient matrix of (2.6) can be written in the form in (2.18)withℑa12 ≥ 0 andℑb22 ≥ 0, then the system
of eigenfunctions and associated functions of L is complete in L2w((a, b), C).
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To end this section, we make the following comments.
Remark 2.9. An operator T is said to have a definite imaginary if either ℑ(Ty, y) ≥ 0 for all y ∈ D(T ) or ℑ(Ty, y) ≤ 0 for all
y ∈ D(T ), i.e., if either T or−T is dissipative. Actually, the conclusion of Theorem 2.7 is true for all Sturm–Liouville operators
L, generated by (1.6) and BCs (2.6), with definite imaginaries. Moreover, from the proof of Theorem 2.3 in Section 3 we can
see that if L has a definite imaginary, then (2.10), (2.12), (2.14) and (2.16); when the coefficientmatrix has the form specified
by (2.10), L has a definite imaginary if and only if the second inequality in (2.11) is satisfied; when the coefficient matrix has
the form given in (2.12), L has a definite imaginary if and only if the second inequality in (2.13) is fulfilled; etc.
3. Dissipative operators
In this section, we prove Theorem 2.3 and present two additional results about dissipative operators.
As mentioned in Section 2, a BC is a system of two linearly independent homogeneous algebraic equations on
[y, f ](a), [y, g](a), [y, f ](b) and [y, g](b) with a coefficient matrix in M∗2,4(C); hence equivalent algebraic systems give the
same BC. Two algebraic systems are equivalent if and only if their coefficient matrices differ by a GL(2, C) factor on the left
(corresponding to row operations on coefficient matrices, of course); in this case, we say that the two coefficient matrices
are equivalent.
Write the coefficient matrix of (2.6) as (C |D), where C,D ∈ M2,2(C). Then it is equivalent to
1 0 b11 b12
0 1 b21 b22

(3.1)
for some b11, b12, b21, b22 ∈ C if and only if det C ≠ 0, to a matrix of form given by (2.10) if and only if
det

c11 d11
c21 d21

≠ 0 (3.2)
. . . , to
a11 a12 −1 0
a21 a22 0 −1

(3.3)
for some a11, a12, a21, a22 ∈ C if and only if detD ≠ 0. Therefore, the coefficientmatrix of each BC is equivalent to amatrix in
one of the forms given by (3.1), (2.10), (2.12), (2.14), (2.16) and (3.3); and the degenerate BCs are the only BCswith coefficient
matrices not equivalent to matrices in any of the forms given by (2.10), (2.12), (2.14) and (2.16).
The proof of Theorem 2.3 will need the following result about the Lagrange bracket.
Lemma 3.1. If h and k are real-valued functions in Dmax, then for any two elements y and z of Dmax,
[y, z][h, k] = [y, h][z, k] − [z, h][y, k] x ∈ [a, b]. (3.4)
Proof. Direct calculations verify the equality on (a, b), while the equality at the end points is obtained by taking limits. 
Now, we are ready to prove Theorem 2.3.
Proof of Theorem 2.3. Let y ∈ D(L). By Green’s formula,
2iℑ(Ly, y) = (Ly, y)− (y, Ly) = [y, y](b)− [y, y](a). (3.5)
Then, applying (3.5) and (2.4),
2iℑ(Ly, y) = [y, f ](b)[y, g](b)− [y, f ](b)[y, g](b)− [y, f ](a)[y, g](a)+ [y, f ](a)[y, g](a). (3.6)
If the coefficient matrix of (2.6) is equivalent to the matrix in (2.10), then
[y, f ](a) = −a12[y, g](a)− b12[y, g](b), [y, f ](b) = a22[y, g](a)+ b22[y, g](b), (3.7)
and hence
2ℑ(Ly, y) = ([y, g](a), [y, g](b))

r c
c s
[y, g](a)
[y, g](b)

(3.8)
where
r = 2ℑa12, c = i(a22 − b12), s = 2ℑb22. (3.9)
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Note that the 2 by 2 matrix in (3.9) is Hermitian. The eigenvalues of the Hermitian matrix are
r + s±(r − s)2 + 4|c|2
2
. (3.10)
and they are both non-negative if and only if
r + s ≥ 0, rs ≥ |c|2; (3.11)
i.e., if and only if (2.11) is true. Since in this case [y, g](a) and [y, g](b) can be arbitrary by Naimark’s Patching Lemma,
ℑ(Ly, y) ≥ 0 for all y ∈ D(L) if and only if (2.11) is satisfied. 
Similarly, L is not dissipative when (2.6) is degenerate, and we prove the dissipation conditions for the situations where
the coefficient matrix of (2.6) is equivalent to one of the matrices in (2.12), (2.14) and (2.16). Since the coefficient matrix of
each non-degenerate BC is equivalent to a matrix in one of the forms given by (2.10), (2.12), (2.14) and (2.16), the proof is
finished.
Remark 3.2. Actually, when the coefficient matrix of (2.6) is equivalent to (I|B) for some B ∈ M2,2(C), the operator L is
dissipative if and only if
ℑ(b11b21 + b12b22) ≤ 0, 4ℑ(b11b21)ℑ(b12b22) ≥ |1− b11b22 + b12b21|2 (3.12)
When the coefficient matrix of (2.6) is equivalent to (A| − I) for some A ∈ M2,2(C), the operator L is dissipative if and only if
ℑ(a11a21 + a12a22) ≥ 0, 4ℑ(a11a21)ℑ(a12a22) ≥ |a11a22 + a12a21 − 1|2. (3.13)
Now, we discuss general dissipative operators.
Theorem 3.3. Let T be an invertible operator. Then,−T is dissipative if and only if the inverse operator T−1 of T is dissipative.
Proof. Assume that−T is dissipative. Then, for all y ∈ D(T ),
ℑ(y, Ty) = −ℑ(Ty, y) = ℑ(−Ty, y) ≥ 0. (3.14)
Hence, for any z ∈ D(T−1),
ℑ(T−1z, z) = ℑ(T−1z, T (T−1z)) ≥ 0, (3.15)
since T−1z ∈ D(T ). Hence T−1 is dissipative. 
For a densely defined operator T , we can always introduce two operators
Tℑ := (T − T ∗)/2i, Tℜ := (T + T ∗)/2. (3.16)
Their domains are D(T ) ∩ D(T ∗). So, if D(T ) ⊆ D(T ∗), then T = Tℜ + iTℑ, and the dissipation of T is equivalent to the
non-negativeness of its imaginary component Tℑ; if D(T ) ⊇ D(T ∗), then T ∗ = Tℜ − iTℑ; and if T is a bounded operator on
H , then Tℜ and Tℑ are self-adjoint. Note that when D(T )∩D(T ∗) is dense, Tℜ and Tℑ are not self-adjoint in general, since the
domains of their adjoint may be different from D(T ) ∩ D(T ∗).
Since Tℑ is discussed here, next we prove a related result for later use.
Lemma 3.4. Assume that a densely defined operator T is invertible and has a dense range. If E and F are linear complements of
{y ∈ D(T ) ∩ D(T ∗); Ty = T ∗y} (3.17)
in D(T ) and D(T ∗), respectively, then the range of (T−1)ℑ is contained in E ⊕ F .
Proof. Since the range R(T ) of T is dense, T ∗ is also invertible. From (T ∗)−1 = (T−1)∗, we obtain that
(T−1)ℑ = (T−1 − (T ∗)−1)/2i. (3.18)
Let C denote the subspace given by (3.17). Then, D(T ) = C ⊕ E and D(T ∗) = C ⊕ F . Hence, D(T−1) = R(T ) = T (C)⊕ T (E)
and D((T ∗)−1) = R(T ∗) = T (C)⊕ T ∗(F). So, D(T−1) ∩ D((T ∗)−1) = T (C)⊕ (T (E) ∩ T ∗(F)). From (3.18), we then see that
for any y ∈ T (C), (T−1ℑ )(y) = 0; and for all y ∈ T (E) ∩ T ∗(F), (T−1ℑ )(y) ∈ E ⊕ F . Therefore, our claim is true. 
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4. Characteristic function and characteristic determinant
In this section, to prepare for the proof of Theorem 2.7, we review Green’s function and use it to study the inverse L. We
also recall some basics about the characteristic determinant of nuclear operators.
The algebraic system (2.6) using a general BC basis can always be rewritten into a similar system using the particular BC
basis consisting of u := θ(·, 0) and v := τ(·, 0). So, from now on we will give BCs only in terms of u and v, i.e., we will only
use the form
U1(y) := a11[y, u](a)+ a12[y, v](a)+ b11[y, u](b)+ b12[y, v](b) = 0
U2(y) := a21[y, u](a)+ a22[y, v](a)+ b21[y, u](b)+ b22[y, v](b) = 0 (4.1)
of the BCs.
For each λ ∈ C , the function θ(·, λ) and τ(·, λ) form a fundamental system of solutions of (2.1), and hence determine the
eigenvalues of L. Moreover, using u and v we can rewrite (2.1) as a regular first order system and hence obtain properties of
θ and τ . More precisely, we have the following results.
Lemma 4.1. For all x ∈ [a, b],
φ11 := [θ(·, λ), u](x), φ12 := [τ(·, λ), u](x), (4.2)
φ21 := [θ(·, λ), v](x), φ22 := [τ(·, λ), v](x) (4.3)
are entire functions of λ with growth order ≤ 1 and minimal type: for any i, j = 1, 2 and ε > 0, there exists a finite constant
Ci,j,ε such that
|φi,j| ≤ Ci,j,εeε|λ| ∀λ ∈ C . (4.4)
Denote by (A2×2|B2×2) the coefficient matrix of (4.1), and set Φ = (φij)2×2. Then, a complex number is an eigenvalue of L if and
only if it is a zero of the entire function
∆(λ) :=
U1(θ(·, λ)) U1(τ (·, λ))U2(θ(·, λ)) U2(τ (·, λ))
 = det(AΦ(a, λ)+ BΦ(b, λ)). (4.5)
Proof. For a simple proof of the first claim, see Lemma 1.1 in [21]. The second claim can be verified using the uniqueness of
linear initial value problems on [y, u] and [y, v]. 
The function ∆(λ) is called the characteristic function of L. Note that when the algebraic system (4.1) is replaced by an
equivalent one,∆(λ) differs by a nonzero constant factor. When∆(λ) ≠ 0: the analytic multiplicity of an eigenvalue λ0 is
the order of λ0 as a zero of ∆(λ); it is known that the algebraic multiplicity of any eigenvalue of L is equal to the analytic
multiplicity of the eigenvalue (see Chapter 1, Section 2 in [12]). Concerning∆(λ), we have the following direct consequence
of the first claim of Lemma 4.1.
Corollary 4.2. The entire function∆(λ) is also of growth order ≤ 1 andminimal tape: for any ε > 0, there exists a finite constant
Cε such that
|∆(λ)| ≤ Cεeε|λ| ∀λ ∈ C . (4.6)
and hence
lim sup
λ→∞
ln |∆(λ)|
|λ| ≤ 0. (4.7)
From (4.6) we can deduce the following properties of the zeros of ∆(λ).
Lemma 4.3. Assume that ∆(λ) ≠ 0. If we denote by λj a sequence of all zeros of ∆(λ), counting analytic multiplicity, then
(1) limit
lim
r →∞

|λj|≤r
1
λj
; (4.8)
exists and is finite
(2) the number n(r) of zeros λj lying in the disk |λ| ≤ r has limit
lim
r →∞
n(r)
r
= 0; (4.9)
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(3) when∆(0) ≠ 0, then
∆(λ) = ∆(0) lim
r →∞

|λj|≤r

1− λ
λj

, ∀λ ∈ C . (4.10)
Proof. See [22]. 
It is possible that ∆ ≡ 0, i.e., every complex number is an eigenvalue of L. However, this does not happen when L is
dissipative, i.e., we have the following result.
Lemma 4.4. If L is dissipative, then the eigenvalues of L form a discrete subset of C.
Proof. First, consider the case where the coefficient matrix of (4.1) is given by (2.10). Then, from the second inequality in
(2.11) we obtain that
4ℑa12ℑb22 + 2ℜa22ℜb12 − 2ℑa22ℑb12 ≥ (ℜa22)2 + (ℜb12)2 + (ℑa22)2 + (ℑb12)2
≥ −2ℜa22ℜb12 + 2ℑa22ℑb12, (4.11)
and hence
ℜa22ℜb12 − ℑa22ℑb12 + ℑa12ℑb22 ≥ 0. (4.12)
Let r be a square root of the above left hand side, and set
(ψi,j(λ))2×2 = Φi,j(b, λ)Φi,j(a, λ)−1. (4.13)
Then, direct calculations yield that
∆(λ) = a22 + b12 + a12ψ(λ)− ψ12(λ)+ (a22b12 − a12b22)ψ21(λ)+ b22ψ22(λ)
= a22 + b12 − 2r +∆1(λ)+ i∆2(λ), (4.14)
where
∆1(λ) = 2r + (ℜa12)ψ11(λ)− ψ12(λ)+ (r2 −ℜa12ℜb22)ψ12(λ)+ (ℜb22)ψ22(λ), (4.15)
∆2(λ) = (ℑa12)ψ11(λ)+ cψ21(λ)+ (ℑb22)ψ22(λ), (4.16)
with
c = ℜa22ℑb12 + ℑa22ℜb12 −ℜa12ℑb22 − ℑa12ℜb22 ∈ R. (4.17)
Since∆1(λ) is the characteristic function of the self-adjoint BC with coefficient matrix
1 ℜa12 0 r
0 r −1 ℜb22

, (4.18)
it is not constant onR. Thus, from (4.14) and the reality of∆2(λ) onRwededuce that∆(λ) is also not constant onR. Therefore,
∆(λ) ≠ 0. 
Similarly, we prove the claim for the other cases.
From now on, we assume that L is dissipative. By the above lemma, replacing q by q + sw for some constant s ∈ R if
necessary, we may suppose that zero is not an eigenvalue of L (i.e., KerL = {0}). Thus, the inverse operator L−1 of L exists.
To find an explicit formula for L−1, we use Green’s function (see [12]). Let
G(x, ξ) = 1
∆(0)
 u(x) v(x) g(x, ξ)U1(u) U1(v) U1(g(·, ξ))U2(u) U2(v) U2(g(·, ξ))
 , (4.19)
where
g(x, ξ) = 1
2

u(x)v(ξ)− u(ξ)v(x) if a < ξ ≤ x < b,
u(ξ)v(x)− u(x)v(ξ) if a < x ≤ ξ < b. (4.20)
Then,  b
a
 b
a
|G(x, ξ)|2w(x)dxw(ξ)dξ < +∞, (4.21)
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and hence the integral operator B defined by
Bf =
 b
a
G(·, ξ)y(ξ)w(ξ)dξ ∀y ∈ L2w((a, b), C), (4.22)
is a Hilbert–Schmidt operator. Hence B is compact but non-self-adjoint in general. It is easy to verify that B is the inverse of
L : B = L−1. Thus, 0 is not in the spectrum σ(L) of L, and the root lineals of B coincide with those of L. Therefore, concerning
the essential spectrum σe(L)we have that
σe(L) = {1/λ; λ ∈ σe(B) \ {0}} = ∅, (4.23)
and the completeness in L2w((a, b), C) of the system of eigenfunctions and associated functions of L is equivalent to the
completeness of the system of B.
For a compact operator K (acting on the whole space H), we denote by v(K) ∈ N ∪ {∞} the sum of the algebraic
multiplicities of all non-zero eigenvalues of K , and by {µ(K)}v(K)j=1 a sequence of all non-zero eigenvalues of K counting
algebraic multiplicity and with non-increasing modulus. Recall that if K is a nuclear operator, then
v(K)
j=1 |µj(K)| < +∞;
and if K is a Hilbert–Schmidt operator, then
v(K)
j=1 |µj(K)|2 < +∞.
When K is a nuclear operator, the product
det(I − µK) =
v(K)
j=1
(1− µµj(K)) (4.24)
converges uniformly on every compact subset of C and hence determines an entire function of the variable µ, called the
characteristic determinant of K and denoted by DK (µ).
For a Hilbert–Schmidt operator K , the product
v(K)
j=1
(1− µµj(K))eµµj(K) (4.25)
also converges uniformly on every compact subset of C and hence defines an entire function of µ, called the regularized
characteristic determinant of K and denoted byDK (µ).
Let S and T be bounded operators such that S − T is a nuclear operator. If 1/µ ∉ σ(T ), i.e., the operator I − µT has a
bounded inverse defined on the whole space H , then
(I − µS)(I − µT )−1 = I − µ(S − T )(I − µT )−1 (4.26)
with µ(S − T )(I − µT )−1 being also a nuclear operator. Consequently, the determinant
DS/T (µ) = det[(I − µS)(I − µT )−1] (4.27)
makes sense and is called the determinant of the perturbation of T by K = S − T .
Lemma 4.5 ([1, p. 172]). Let S and T be Hilbert–Schmidt operators such that their difference S − T is a nuclear operator. If
1/µ ∉ σ(T ), then
DS/T (µ) =
DS(µ)DT (µ) eµtr(T−S), (4.28)
where, for a nuclear operator K , trK denotes the trace of K .
Lemma 4.6 ([1, p. 177]). If S and T are bounded dissipative operators such that S − T is a nuclear operator, then for any
θ0 ∈ (0, π/2), the limit
lim
ρ →+∞
ln |DS/T (ρeiθ )|
ρ
= 0 (4.29)
converges uniformly in θ on the interval (π/2− θ0, π/2+ θ0).
5. Completeness of eigenfunctions
In this section, we give a proof of Theorem 2.7. One of the main ideas of the proof is the following result.
Lemma 5.1 ([1, p. 227]). Let T be a compact dissipative operator on H such that trTℑ < +∞. Then, the system of root functions
of T is complete in H if and only if
v(K)
j=1
ℑµj(T ) = trTℑ. (5.1)
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We now return to the integral operator B defined by (4.22), the inverse of L. Set B = B1 + iB2 with B1 = Bℜ and B2 = Bℑ. By
the discussions of Section 4, B and B1 are Hilbert–Schmidt operators, and B1 is self-adjoint. It seems to us that the following
result has not appeared in the literature.
Lemma 5.2. The operator B1 is the inverse of the Sturm–Liouville operator generated by the differential expression (1.3) and a
unique boundary condition.
Of course, the BC used for the inverse of B1 is self-adjoint. Note that this result is true in general, i.e., we only assume that
B is the inverse of L.
Proof. It can be verified by straightforward, even though lengthy, calculations. 
Now, we are really to prove Theorem 2.7.
Proof of Theorem 2.7. Note that −B is dissipative by Theorem 3.3. Moreover, since Ly = L∗y for all minimal domain
functions y and D(L) are only complex two dimensional extensions of the minimal domain, B2 is a finite rank operator
by Lemma 3.4. Thus, from Lemma 4.5 we obtain that for any µ such that 1/µ ∉ σ(−B),
D−B1/−B(µ) =
D−B1(µ)D−B(µ) eµtr(B1−B) =
D−B1(µ)D−B(µ) e−iµtrB2 . (5.2)
Set m = v(B), and let ({1/λj})mj=1 be the eigenvalues of B. Then, {λj}mj=1 are the eigenvalues of L. Denote by ∆−L the
characteristic function of−L, then we have that
D−B(µ) = m
j=1

1+ µ
λj

e−µ/λj = ∆−L(µ)
∆−L(0)
exp

−µ
m
j=1
1
λj

. (5.3)
Since the algebraicmultiplicity of each−λj equals its analyticmultiplicity (see Chapter 1, Section 2 in [20]). Let {1/rj}+∞j=1 ⊂ R
be the eigenvalues of the self-adjoint operator B1, then,
D−B1(µ) = m
j=1

1+ µ
rj

e−µ/rj , (5.4)
and hence
D−B1/−B(µ) =
+∞
j=1
(1+ µ/rj)e−µ/rj
m
j=1
(1+ µ/λj)e−µ/λj
e−iµtrB2 . (5.5)
Note that ℑλj ≥ 0 for each j since L is dissipative. So, for any t > 0, we have that −it ∉ σ(L) and hence 1/(it) ∉ σ(−B).
Putting µ = it with t > 0 in (5.5), noting that the rj are all real and passing to the modulus, we get that
1
t
ln |D−B1/−B(it)| =
1
t
ln
+∞
j=1

1+ it
rj
− 1t ln
 m
j=1

1+ it
λj
+ trB2 − m
j=1
ℑ 1
λj
. (5.6)
By virtue of Lemmas 4.6, 5.2 and 4.1, one has that
lim
t →+∞
1
t
|D−B1/(−B)(it)| = 0 (5.7)
and
lim sup
t →+∞
1
t
ln
+∞
j=1

1+ it
rj
 ≤ 0, lim supt →+∞ 1t ln
 m
j=1

1+ it
λj
 ≤ 0. (5.8)
Since ℑλj ≥ 0 for each j, we have the following estimates: for any t < 0 and each j,1+ itλj
2 ≥ 1+ tℑλj|λj|2
2
≥ 1,
1+ itrj
2 = 1+ t2|rj|2 ≥ 1, (5.9)
which imply that
ln
+∞
j=1

1+ it
rj
 ≥ 0, ln
 m
j=1

1+ it
λj
 ≥ 0. (5.10)
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From (5.5) and (5.6) one then deduces that
lim sup
t →+∞
1
t
ln
+∞
j=1

1+ it
rj
 = lim supt →+∞ 1t ln
 m
j=1

1+ it
λj
 = 0. (5.11)
Now, taking the limit t → +∞ in (5.6) and making use of (5.7) and (5.11), we get that
m
j=1
ℑ 1
λj
= trB2. (5.12)
Therefore, by Lemma5.1, the systemof eigenfunctions and associated functions of−B is complete in L2w((a, b), C), and hence
the same is true for L. 
As a direct consequence of Theorem 2.7, we have the following fact.
Corollary 5.3. If L is dissipative, then it has infinitely many eigenvalues.
Proof. Since each root lineal of L is finite dimensional, the completeness in L2w((a, b), C) of the system of eigenfunctions and
associated functions of L implies that L has infinitely many eigenvalues. 
Finally, we mention that the above proof of Theorem 2.7 actually yields the following general result.
Theorem 5.4. If T is a compact dissipative operator on H such that trTℑ ≤ +∞,
lim sup
t →+∞
1
t
ln
v(T )
j=1
(1− itµj(T ))
 ≤ 0, (5.13)
lim sup
t →+∞
1
t
ln

v(Tℜ)
j=1
(1− itµj(Tℜ))
 ≤ 0, (5.14)
then
v(K)
j=1
ℑµj(T ) = trTℑ. (5.15)
and hence the system of root functions of T is complete in H.
Acknowledgments
We are grateful to the anonymous referees of this paper, whose suggestions helped improve the presentation of this
paper.
References
[1] I.C. Gohberg, M.G. Krein, Introduction to the Theory of Linear Non-Self-Adjoint Operator, in: Transl. Math. Monographs, vol. 18, American Math. Soc.,
Providence, RI, 1969.
[2] M.V. Keldysh, On the completeness of the eigenfunctions of some classes of non self-adjoint linear operators, Soviet Math. Dokl. 77 (1951) 11–14.
[3] I.M. Glazman, Direct Methods of Qualitative Spectral Analysis of Singular Differential Operator, Israel Program for Scientific Translations, Jerusalem,
1965.
[4] A.R. Sims, Secondary conditions for linear differential operators of the second order, J. Math. Mech. 6 (1957) 247–285.
[5] V.A. Naimarko, Expansion in eigenfunctions of non self-adjoint singular second order differential operators, Amer. Math. Soc. Transl. Ser. 225 (1963)
77–130.
[6] D. Race, On the location of the essential spectra and regularity fields of complex Sturm–Liouville operators, Proc. Roy. Soc. Edinburgh Sect. A 85 (1980)
1–14.
[7] Z. Wang, J. Sun, The qualitative analysis of the spectrum of J-self-adjoint differential operators, Adv. Math. (China) 30 (2001) 405–413.
[8] D. Race, On the essential spectra of linear 2n-th order differential operators with complex coefficients, Proc. Roy. Soc. Edinburgh Sect. A 92 (1982)
65–74.
[9] Y. Kamimura, A criterion for the complete continuity of a 2n-th order differential operator with complex coefficients, Proc. Roy. Soc. Edinburgh Sect.
A 116 (1990) 161–176.
[10] Z. Wang, On the location of the essential spectra of complex Euler differential operators, J. Inn. Mong. Univ. 29 (1998) 24–30.
[11] Z. Wang, The spectrum of 2n-th order differential operators with complex coefficients, Acta Math. Sinica 43 (2000) 789–796.
[12] M.A. Naimark, Linear Differential Operators, Ungar, New York, 1968.
[13] G.Sh. Guseinov, H. Tuncay, The determinants of perturbation connected with a dissipative Sturm–Liouville operators, J. Math. Anal. Appl. 194 (1995)
39–49.
[14] E. Bairamov, A.M. Krall, Dissipative operators generated by the Sturm–Liouville differential expression in theWeyl limit circle case, J. Math. Anal. Appl.
254 (2001) 178–190.
[15] Z. Wang, The completeness of eigenfunctions of perturbation connected with Sturm–Liuville operators, J. Syst. Sci. Complex. 19 (2006) 527–537.
12 Z. Wang, H. Wu / J. Math. Anal. Appl. 394 (2012) 1–12
[16] B.P. Allahverdiev, A. Canoglu, Spectral analysis of dissipative Schrödinger operators, Proc. Roy. Soc. Edinburgh Sect. A 127 (1997) 1113–1121.
[17] B.P. Allahverdiev, Dissipative Sturm–Liouville operators with non-separated boundary conditions, Monatsh. Math. 140 (2003) 1–17.
[18] Q. Kong, H. Wu, A. Zettl, Geometric aspects of Sturm–Liouville problem, I. Structures on spaces of boundary conditions, Proc. Roy. Soc. Edinburgh Sect.
A 130 (2000) 561–589.
[19] K. Haertzen, Q. Kong, H. Wu, A. Zettl, Geometric aspects of Sturm–Liouville problems, space of boundary conditions for left-definiteness, Trans. Amer.
Math. Soc. 356 (2004) 135–157.
[20] W. Peng,M. Racovitan, H.Wu, Geometric aspects of Sturm–Liouville problems, V. Natural loops of boundary conditions formonotonicity of eigenvalues
and their applications, J. Spectral Math. Appl. (2006) 59–80.
[21] M.G. Gasymov, G.Sh. Guseinov, Some uniqueness theorems on inverse of spectral analysis for Sturm–Liouville operators in the Weyl’s limit-circle
case, Differ. Uravn. 25 (1989) 588–599.
[22] M.G. Krein, On the indeterminant case the Sturm–Liouville boundary problems in the interval (0,+∞), Izv. Akad. Nuak SSSR Ser. Mat. 16 (1952)
293–324.
