In LOTOS, a system is specified as a behaviour expression describing the externally observable behaviour of the system in terms of possible sequences of interactions between the system and its environment. The desired control flow and data flow that must be established by a possible implementation of the system are specified in the behaviour expression as implicit enumarations of allowed sequences of interaction identifiers and relationships among interaction parameters, respectively.
Introduction

LOTOS (Language Of Temporal Ordering Specification) is a standard formal
description technique developed within ISO for specifying, among others, distributed concurrent information processing systems [2, 13, 15] . This language adopts most of its concepts from Milner's CCS [17] and Hoare's CSP [11] . It is based on process algebraic methods and uses the model of labelled transition systems as underlying semantics.
A system is specified in LOTOS as a behaviour expression describing the externally observable behaviour of the system in terms of possible sequences of interactions that the system exchanges with its environment. Each interaction can be viewed as an interaction identifier followed by a list of interaction parameters. Information is transferred to and from the system by means of these parameters. The implicit enumaration of possible interaction sequences of a system in a behaviour expression is in fact a description of the desired control flow and data flow that must be established by any implementation of the system. The control flow is described basically by the possible sequences of interaction identifiers, whereas the data flow is described by the relationships among the interaction parameters associated with the different interaction identifiers. In this paper it is demonstrated that the explicit identification of the desired flow of data within the allowed control flow expressed in a system specification in LOTOS supports static data flow analysis [6] based validation activities, namely, data flow anomaly detection and data flow oriented test selection.
A data flow anomaly (i.e. a variable which is defined but is not subsequently referenced) in a given specification may be considered as a symptom of possible errors (e.g. design omissions). The detection of data flow anomalies in a system specification should be an integral part of validation activities performed at this early stage of the development process, since corrective actions for specification errors that are not detected until implementation and (conformance) testing can be very costly.
Data flow oriented test selection has been promoted for testing the data flow aspects of a system implementation [7, 14, 18, 20] for conformance to its specification [23, 24] .
The tests constructed from a system specification by data flow oriented test selection methods are considered complementary to those that are obtained by control flow oriented test selection methods, which concentrate on testing the conformance of control flow aspects of a system implementation. Although various control flow oriented test selection methods have been proposed for LOTOS [3, 4, 5, 8, 25] , the applicability of (static) data flow analysis based validation techniques to system specifications in LOTOS has not been investigated.
Both data flow anomaly detection and data flow oriented test selection are based on the identification of the flow of data, that is the associations between definitions (i.e.
defining occurrences [13] ) of variables and uses (i.e. applied occurrences [13] ) of variables, within the allowed control flow expressed in a system specification. In order to establish the associations between definitions and uses of variables in a system specification in LOTOS, occurrences of variables must be classified as definitions or uses and the relative position of these definitions and uses must be determined. The information required for both data flow anomaly detection and data flow oriented test selection is then made explicit by the proposed model, i.e. the flowgraph representation of a system specification in LOTOS.
The work presented in this paper has been stimulated to a large extent by traditional data flow analysis based software validation methods [6, 10, 12, 19, 26] . These methods were originally intended for programs written in procedural programming languages. Their applicability to concurrent programming languages which embody synchronization and communication constructs presents considerable challenges [21, 22] handled by the rules proposed in this paper for the construction of a flowgraph representation of a system specification in LOTOS.
The rest of the paper is organized as follows. Section 2 discusses the data flow analysis of LOTOS specifications, defines the rules for constructing a flowgraph from a LOTOS specification, and presents the classification of the variable occurrences in a flowgraph as definitions and uses. As an example, section 3 gives the flowgraph representation of an alternating bit protocol specification in LOTOS. Section 4 discusses the application of the static data flow analysis based validation activities: data flow anomaly detection and data flow oriented test selection. Finally, section 5 contains the concluding remarks.
Data Flow Analysis of LOTOS Specifications
LOTOS specifications which are considered in this paper do not contain: • recursive process instantiations with non-identical gate relabelling;
• recursive process instantiations which are not tail recursive 1 ;
• generalized parallel constructs (par expressions);
• generalized choice constructs (sum expressions) over gates.
These assumptions do not necessarily restrict in practice the applicability of data flow analysis to LOTOS. First of all, in order to obtain a recursive process instantiation with identical gate relabelling one can fall back on dynamic expansion; the corresponding process definition can be unfolded by repeated process instantiations until the actual gates are found to be identical to the formal gates. As a list of a finite number of gates only has a finite number of permutations, the expansion will end after a finite number of steps.
Secondly, the assumption that recursive process instantiations should be tail recursive is due to the common problem of representing non-tail recursion in a graph. This kind of recursion can always be avoided in the attempted definition of a process behaviour. Finally, the two generalized constructs mentioned above are only short-hands for other LOTOS expressions which are handled by the mapping of a behaviour expression to a flowgraph, as defined in the next section.
Mapping a Behaviour Expression to a Flowgraph
The flowgraph of a LOTOS specification is defined as the flowgraph of the behaviour part of the specification. Informally, the transformation of a behaviour expression B into the flowgraph
G(B) is such that:
• an o-node represents an observable action in B;
• an i-node represents an internal action in B;
1 In LOTOS a recursive process instantiation is not tail recursive if it occurs just before the enable or disable operator.
• a p-node represents a process instantiation in B;
• a c-node represents a nullary, unary (except for the action prefix), or binary constructor in B; • an s-node represents a synchronization with value passing in B;
• an r-edge represents static control flow in B;
• an e-edge represents dynamic control flow caused by enabling in B;
• an s-edge represents dynamic control flow caused by a synchronization with value passing in B; are the edges as present in the abstract syntax tree of B [13] , whereas the e-edges and sedges reflect dynamic aspects of B [13] . The edges in E may have predicates associated with them. This is due to the fact that predicates affect both control flow and data flow and should therefore be incorporated in the flowgraph.
In this study, the definition of the flowgraph mapping is by recursion over LOTOS behaviour expressions, i.e. the flowgraph of a compound behaviour is defined in terms of the flowgraphs of its components. Therefore, it is understood that the former is not defined if any of the latter is not defined. To facilitate the mapping of a behaviour expression into a flowgraph, a single node in each flowgraph is identified as the entry node. The concept of entry node makes it possible to define the mapping in terms of separate rules for different syntactic LOTOS constructs. Each rule thus describes how the flowgraph of the LOTOS construct under consideration is built and defines a unique entry node for it. The formal definition of the flowgraph mapping G: B → < N, E > is given below, and is attended by the following notational conventions:
• L stands for the universe of (labels of) observable actions;
• B (as well as B 1 , B 2 , or B p ) stands for a LOTOS behaviour expression;
• i stands for the internal action;
• δ stands for the successful termination action;
• α(B) ⊆ L stands for the set of observable actions in B, i.e. the alphabet of B; 
Inaction
The expression stop represents the completely inactive behaviour.
R1
G(stop) consists of a c-node with label stop. This node is also the entry node of
G(stop).
Successful termination
The behaviour expression exit(E 1 ,...,E k ) can perform the special, succesful termination action δ, and may thereby offer values E 1 ,...,E k .
R2
G(exit(E 1 ,...,E k )), where k≥0, consists of a c-node with label exit. This node is also the entry node of G(exit(E 1 ,...,E k )).
Action prefix
The behaviour expression ad 1 
, where k≥0, is constructed as follows:
• create a c-node with label >> and with an outgoing r-edge to the entry node of
G(B 1 ) and an outgoing r-edge to the entry node of G(B 2 ). This c-node is the entry node of G(B
• add an e-edge from all c-nodes in G(B 1 ) with label exit to the entry node of G(B 2 ), and replace these c-nodes by i-nodes with label i exit .
Hiding
Hiding can transform some observable actions in a behaviour expression into internal actions, thereby making them unavailable for further synchronization. 
Process instantiation and relabelling
A process instantiation P[a 1 ,...,a l ](E 1 ,...,E k ) refers to a process definition that must exist somewhere in the specification. A process definition packages behaviour just as a procedure packages statements in a conventional programming language. It may define fixed behaviour, or it may define a variety of behaviours according to parameters. Also, a process definition may instantiate itself in which case the instantiation is said to be recursive.
in which every o-node with label a' j (1≤j≤l) has been assigned a new label a j . Accordingly, G(B) and
are two different graphs if there is at least one j such that a j ≠ a' j .
R8
Let "process P[a' 1 ,...,a' l ](x 1 ,...,x k ) := B p endproc" be a process definition, where k≥0 and l≥0, then
is constructed as follows:
is not a recursive instantiation, then create a p-node with label P and with an outgoing r-edge to the entry node of G(
The p-node with label P is the entry node for corresponding to an infinite number of applications of rule R8. As a result, the flowgraph of the behaviour defined by the process causing the recursion is undefined, and thus the flowgraph of the instantiation itself is undefined.
Parallel composition
The behaviour expression B Table 1 ). from n 2 and an outgoing s-edge to n 1 .
In the above rule case i) covers the situation where there is value passing from B 1 to B 2 , and case ii) handles value passing in the opposite direction. Note that rule R9 excludes interactions via the succesful termination action δ since no value passing is involved.
In the proposed analysis it can only be concluded that an interaction may cause value passing. The absence of the actual values of the interaction parameters makes it generally impossible to determine statically whether synchronization will really occur.
Therefore, it is important to note that due to the static nature of the analysis, the s-nodes in a flowgraph represent potential interactions, which are derived according to R9 from the potential interactions implied in a behaviour expression. As an example, consider the following LOTOS description of a two-slot buffer: 
Guarded behaviour
A guard associated with a behaviour imposes a condition on the progress of that behaviour.
R10 G([P]→B)
is constructed by creating a c-node with label guard and with an outgoing r-edge to the entry node of G(B); P is associated with this r-edge. The cnode is the entry node for G([P]→B).
Local definition
A "let" construct allows the replacement of complex value expressions in a behaviour expression by variables. k>0) is constructed by creating a c-node with label let and with an outgoing r-edge to the entry node of G(B). The c-node is the entry node for G(let
Generalized choice
A "choice" construct (also: "summation") can be used to range over a possibly infinite set of values. 
Classification of Variables
Before variable occurrences are classified as defs and uses, the variables must be examined with respect to the scope of their declaration. A variable in LOTOS has local significance, i.e. the variable is unique only within a particular part of the specification which is defined by the scope of the declaration of the variable. Therefore, the same identifier can be used for several variables which serve different purposes. Renaming of such variables in the specification is necessary to avoid global conflicts that might arise in the flowgraph. After the variable renaming, the variable occurrences in the specification, occurring either as part of a syntactic element associated with a node in the flowgraph, or in a guard or selection predicate associated with an edge in the flowgraph, can be classified as definitions or uses. A definition (or def) of a variable x at node n (denoted by (d x ) n ) is an occurrence of x by which it takes a value, and a use of a variable x at node n (denoted by (u x ) n ) or on edge (n, m) (denoted by (u x ) (n,m) ) is an occurrence of x by which its value is referenced. In LOTOS, a def or a use of a variable is then interpreted as a variable occurrence in an 'identifier-declaration' or a 'value-expression', respectively [13] . As in [20] , a use of a variable is further classified as a computational use (c-use, denoted by (c x ) n ) or a predicate use (p-use, denoted by (p x ) (n,m) ). A use of a variable in LOTOS is a puse if the variable occurs in a guard or selection predicate, otherwise it is a c-use.
The following convention is used to identify defs, c-uses, and p-uses in the flowgraph G(B) of behaviour expression B:
a.
An o-node or i-node with label a, representing an action ad 1 It should be noted that j) complements a) for o-nodes and i-nodes. It also complements i) because i) covers value passing whereas j) covers the other two interaction types, i.e. value generation and value matching.
As an example, consider once more the LOTOS description of a two-slot buffer given in Section 2.1. Although at first it may look like there is only one variable involved, two different variables should be distinguished due to the two instantiations of the Cell process. One of the variables is renamed to avoid scope conflicts. The classification of the variable occurrences in the LOTOS description of the two-slot buffer is given in Fig. 1 .b.
A Complete Example
In the appendix, a LOTOS specification of the alternating bit protocol (ABP) is
given [1] . This protocol supports a reliable, uni-directional data transfer service between two users, the AB source and the AB sink. It uses an unreliable medium to send and receive AB PDUs and acknowledgements. In order to ensure that data is delivered in the correct order, the AB PDUs and acknowledgements carry a sequence number. The sequence numbers are calculated modulo 2, i.e. they alternate between 0 and 1.
The ABP specification is used as an example to illustrate the mapping from a LOTOS specification to a flowgraph and the classification of variables in a flowgraph.
The Flowgraph of the ABP
The flowgraph obtained by applying the mapping in section 2.1 to the ABP specification in the appendix is given in Fig. 2 . For ease of presentation, the s-nodes and sedges of this graph are not shown in Fig. 2 but listed in Table 2 . Table 2 . s-nodes and s-edges in the flowgraph of the example ABP (see Fig.2 ). 
s-nodes
Definitions and Uses of Variables in the ABP
Each variable occurrence in the ABP specification must be classified as a def, c-use, or p-use, and allocated to the nodes and edges in the flowgraph of the specification. In order to avoid global conflicts, variables with the same name but with a different scope are first renamed uniquely. The result of this renaming is shown in Table 3 
Data Flow Analysis Based Validation Activities
The flowgraph representation of a given specification is intended for two main purposes, viz. data flow anomaly detection and data flow oriented test selection. By identifying definitions and uses of variables, the flowgraph representation of a specification provides the capability of detecting data flow anomalies which may indicate possible errors in the specification. Furthermore, by exposing the required information for establishing the associations between each use of a variable and those defs of variables which influence that use, the flowgraph representation provides the capability of applying data flow oriented test selection criteria to the specification. This results in the systematic selection of a set of test paths which can be used for validating data flow aspects of possible implementations for conformance to the specification.
Data Flow Anomaly Detection
The identification of definitions and uses of variables in a LOTOS specification facilitates data flow anomaly detection. A data flow anomaly is an abnormal pattern of actions on a variable during execution, abnormal in the sense that common expectations of how variables are to be used in the execution are violated. The occurrence of a data flow anomaly in a specification may be an indication of the existence of a specification error.
Common errors such as misspelling, confusion among identifiers, and incorrect parameter usage often produce such anomalies. The detection of data flow anomalies can thus be used for detecting errors and for upgrading the quality of a specification, particularly of large and complex specifications.
Three important types of data flow anomalies can be distinguished, based on the classification of variable occurrences as definitions and uses [6] :
• using (c-use or p-use) a variable which is not defined before,
• redefining a variable before it is used, and
• defining a variable without subsequent use.
Anomalies of the first type, i.e. referencing undefined variables, would be static semantics errors in LOTOS. They can be detected prior to the static data flow analysis by a LOTOS static semantics analyzer [16] . Thus, only static semantically correct LOTOS specifications are considered to be mapped into a flowgraph representation. The second anomaly, A particular data flow anomaly of interest is in the ABP specification given in the appendix. This data flow anomaly is related to the variable 'ack' in line number 80. The variable is defined but never used (see Table 5 ). In fact, the analysis of this anomaly leads Clearly, the behaviour illustrated is incorrect; the message with sequence number 1 is lost and not retransmitted. This is due to the fact that the sequence number of the acknowledgement is not checked. In terms of definitions and uses the def of 'ack' now has two corresponding p-uses.
Data-flow Oriented Test Selection
The flowgraph representation of a behaviour expression facilitates the application of data flow oriented test selection criteria to the corresponding LOTOS specification by exposing the required information for establishing the associations between a def of a variable and those uses of variables that are influenced by that def. Several data flow oriented test selection criteria have been proposed for software testing purposes, among which the well-known ones are the all-uses [7, 20] , all-du-paths [7, 20] , required k-tuples [18] , and context coverage [14] criteria. All of these criteria aim at selecting a set of paths that covers all occurrences of particular associations between definitions and uses in a given flowgraph representation of a system. A particular collection of test data should then cause the execution of an implementation under test along the selected set of paths, which allows testing the conformance of the data flow aspects of the implementation with respect to the intended system. The problem of how to select test data from the system's input domain is left outside the scope of this paper. The interested reader may refer to [7] .
Each of the above criteria can be adapted for the flowgraph representation of a LOTOS specification. In this paper, only the adaptation of the all-uses criterion [20] is discussed. This requires revisiting some terminology [20] .
A path (n 1 , n 2 , ..., n m ) in a flowgraph G(N, E) is a finite sequence of two or more nodes in N, such that for all i,
subpath of path (n 1 , ..., n m ) if there exists a δ, 0 ≤ δ ≤ m-k, such that for all j, 1 ≤ j ≤ k, i j = n j+δ . A path P 1 is covered by a path P 2 if P 1 is a subpath of P 2 .
A path (n 1 , n 2 , ..., n m-1 , n m ) is a def-clear path with respect to (wrt) a variable x from node n 1 to node n m , or from node n 1 to edge (n m-1 , n m ), if either m = 2 or m > 2 and there are no defs of x at nodes n 2 to n m-1 . The def of a variable x at a node i, (d x ) i , and the use of x at a node j or on an edge (j,k), (u x ) j or (u x ) (j,k) respectively, form a def-use pair
, if there exists a def-clear path wrt x from node i to node j or edge (j,k). For example, the def of the variable ok in i-node 59 and the p-use of ok on r-edge (61,62) form a du-pair ((d ok ) 59 ,(u ok ) (61, 62) ). All du-pairs of the ABP specification in the appendix are given in Table 5 . Note that reference is still made to the erroneous ABP specification. This suffices for illustration purposes, although it is common practice to first eliminate any specification errors before applying a test selection criterion.
Let P be a set of paths for the flowgraph of a given behaviour expression, then a
) is covered by P if a def-clear path wrt x from node i to node j (or edge (j,k)) is a subpath of a path in P. Formally, a set of paths P satisfies the all-uses criterion in the flowgraph of a given behaviour expression if each du-pair in the flowgraph is covered by P. A set of test paths satisfying the all-uses criterion for the example ABP is given in Table 6 . By identifying definitions and uses of variables, the flowgraph representation of a specification provides the capability of detecting data flow anomalies which may indicate possible errors in the specification. For the ABP specification in the appendix we have
shown that the analysis of such an anomaly can indeed lead to the detection of a serious error. It is important to detect specification errors at this early stage of the development process, since corrective actions for specification errors that are not detected until implementation and testing can be extremely costly.
By exposing the relative location of definitions and uses of variables within the allowed control flow in a specification, the corresponding flowgraph representation provides the capability of establishing the associations between each use of a variable and those defs of variables which influence that use, and subsequently facilitates the application of data flow oriented test selection criteria to the specification. We have shown the application of the all-uses criterion to select a set of test paths for testing the data flow aspects of an implementation of a given LOTOS specification.
The test paths selected to satisfy a particular test selection criterion within the flowgraph of a LOTOS specification correspond to particular traces of actions, which can be obtained from the flowgraph by extracting the labels of the o-nodes and i-nodes in these paths. However, some of the resulting traces may not be executable because of the existence of synchronization requirements. The traces must be embedded in executable action sequences, i.e. the test sequences, in which these requirements are fulfilled.
Moreover, some of the originating test paths may not at all be feasible due to predicates on these paths which can never be satisfied. Unfortunately, the static nature of the analysis provides insufficient means to anticipate accurately the dynamic evolution of a system behaviour, a price which is in fact paid by any method relying on static information only [20] . It is, therefore, not always possible to algorithmically determine if a test path is feasible and/or if a corresponding trace of actions is executable. Yet, in an attempt to cope with the question of feasibility and executability, two approaches that are naturally based on the dynamic semantics of LOTOS are worth to consider. One of these approaches is the adaptation of the method employed in [7] which interactively selects a set of executable test paths. The other approach is to take into account a goal-oriented operational semantics for LOTOS [9] in an inference system to direct the derivation of executable test sequences. sequence(makepdu(msg,n)) = n; ofsort datamsg datamessage(makepdu(msg,n)) = msg ofsort Bool is-equal(n,m) = n eq m;
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is-not-equal(n,m) = n ne m; endtype (* mess *) 
