









Doc. dr. sc. Vesna Luzˇar-Stiffler
Zagreb, srpanj 2019.










Zahvaljujem se svojoj obitelji, roditeljima te svim prijateljima na podrsˇci za vrijeme cijelog




1 Credit scoring: kreditno bodovanje 3
1.1 Povijest kreditnog bodovanja . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Modeli kreditnog bodovanja . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Metode za izgradnju kreditnih kartica 9
2.1 Statisticˇke metode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Nestatisticˇke metode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3 Generalizirani linearni modeli 13
3.1 Procesi u prilagodbi modela . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2 Komponente generaliziranih linearnih modela . . . . . . . . . . . . . . . . . 16
3.3 Modeli s binarnim odgovorima . . . . . . . . . . . . . . . . . . . . . . . . . 18
4 Monte-Carlo simulacija 23
4.1 Opis problema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.2 Ulazni podaci . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.3 Rezultati . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29




Ako je upravljanje financijskim institucijama moguc´e poistovijetiti s upravljanjem rizicima u
financijskim institucijama tada se zbog prirode bankarskog poslovanja mozˇe rec´i kako uprav-
ljanje kreditinim rizikom predstavlja najznacˇajniju aktivnost u upravljanju bankama. Razvo-
jem modernih financijskih trzˇisˇta banke sve vec´u pozornost pridaju kontroli rizicˇnosti njihovog
poslovanja, ali josˇ uvijek sredisˇnje mjesto u sustavu upravljanja rizicima pripada kreditnome
riziku. Ovaj polozˇaj dodatno naglasˇavaju domac´i i medunarodni regulatorni propisi koji od
banaka zahtijevaju konstantno usavrsˇavanje i razvijanje razlicˇitih modela za procjenu i uprav-
ljanje rizikom. Modeli koje banke koriste polaze od klasicˇne kreditne analize koja se temelji
na subjektivnoj procjeni pa sve do kvantitativnih modela.
Kreditno bodovanje je statisticˇka analiza koju obavljaju zajmodavci i financijske institucije
za pristup kreditnoj sposobnosti osobe, tj. zajmoprimca. Zajmodavci koriste kreditno bodova-
nje, izmedu ostalog, da odlucˇe hoc´e li produzˇiti ili odbiti kredit. Sustav ocjenjivanja kreditnog
rejtinga Fair Isaac Corporation, poznat kao FICO score, najrasˇireniji je sustav bodovanja u
financijskoj industriji. Kreditini rezultati po FICO rezultatu mogu poprimiti rezultate od 300
do 850. Zajmodavci koriste ocjenu kreditnog bodovanja u odredivanju cijena na temelju ri-
zika pri cˇemu se uvjeti zajma ukljucˇujuc´i kamatnu stopu ponudenu zajmoprimcima temelje
na vjerojatnosti otplate. Opc´enito, sˇto je bolja kreditna ocjena osobe, to je bolja stopa koju
financijska institucija nudi pojedincu. Kao tradicionalni pristup analizi kreditnog rizika, ocje-
njivanje kreditnog bodovanja je najucˇinkovitije za male tvrtke i pojedince. Slicˇan koncept,
kreditni rejting, ne treba mijesˇati s bodovanjem kredita. Kreditni rejting primjenjuje se na
tvrtke, drzˇavna tijela, drzˇavne obveznice i vrijednosne papire tih subjekata, kao i na vrijed-
nosne papire osigurane imovinom.
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SADRZˇAJ 2
Postoji 5 glavnih cˇimbenika koji se procjenjuju pri izracˇunu kreditnog rezultata:
1. povijest plac´anja
2. ukupni iznos dugovanja
3. duljina kreditne povijesti
4. vrste kredita
5. novi kredit
U ovom diplomskom radu koristiti c´emo simulirane podatke uporabom Monte Carlo eks-
perimenta. Monte Carlo eksperiment predstavlja sˇiroku skupinu racˇunalnih algoritama koji
se oslanjaju na ponavljanje slucˇajnog uzorkovanja za dobivanje numericˇkih rezultata. Njihova
osnovna ideja je da se uz pomoc´ slucˇajnih dogadaja rjesˇavaju problemi koji mogu biti determi-
nisticˇki. Oni se cˇesto koriste u fizicˇkim i matematicˇkim problemima, te su najkorisniji kada je
tesˇko ili nemoguc´e koristiti druge pristupe. Monte Carlo metode primjenjuju se uglavnom u tri
razlicˇite klase problem: optimizacija, numericˇke integracija i generiranje izvoda iz distribucije
vjerojatnosti.
Glavni cilj rada je istrazˇiti utjecaj broja podataka, tipa distribucije i jacˇine povezanosti
prediktorskih varijabli na mjere pogresˇke predvidanja. Mjere pogresˇke predvidanja koje smo
proucˇavali su: Somers’Delta, c statistika, stvarna pozitivna stopa (osjetljivost), stvarna ne-
gativna stopa (specificˇnost) i stopa pogresˇne klasifikacije. Binomna logisticˇka regresija je,
uz stabla odlucˇivanja i neuralne mrezˇe, jedan od kljucˇnih metoda za predvidanje rizika i
najucˇestalije korisˇtenih. Kroz ovaj rad objasniti c´emo korisˇtenje binomne logisticˇke regre-
sije pri predvidanju rizika kao i ostale statisticˇke i nestatisticˇke metode koje se mogu koristiti.
Poglavlje 1
Credit scoring: kreditno bodovanje
Kreditno bodovanje je skup modela odluka te njihovih temeljnih tehnika koje pomazˇu zajmo-
davcima u odobravanju potrosˇacˇkih kredita. Te tehnike se koriste pri odlucˇivanju tko c´e dobiti
kredit, koliko c´e kredita dobiti te koje c´e operativne strategije povec´ati profitabilnost zajmo-
davaca. Zajmodavac mora donijeti dvije vrste odluka. Prvo, treba li odobriti kredit novom
podnositelju zahtjeva i drugo, kako se nositi s postojec´im podnositeljima zahtjeva, ukljucˇujuc´i
i to trebali povec´ati svoja kreditna ogranicˇenja. Tehnike koje pomazˇu u donosˇenju prve odluke
nazivaju se ’credit scoring’(kreditno bodovanje), dok se tehnike koje pomazˇu drugoj vrsti od-
luka nazivaju ’behavioral scoring’(bodovanje ponasˇanja).
Kreditno bodovanje je jedna od najuspjesˇnijih aplikacija modeliranja za statisticˇka i opera-
tivna istrazˇivanja u financijama i bankarstvu. Cilj kreditnog bodovanja je predvidjeti rizik od
nemoguc´nosti povratka zajma. U ovom poglavlju pricˇati c´emo o povijesti kreditnog bodovanja
te o izgradnji prvih modela kreditnog bodovanja.
1.1 Povijest kreditnog bodovanja
Ocjenjivanje kreditne sposobnosti bilo je kljucˇno za rast potrosˇacˇkih kredita u posljednjih 50-
60 godina. Bez tocˇnog i automatskog alata za procjenu rizika zajmodavci potrosˇacˇkih kredita
ne bi mogli prosˇiriti svoje kreditne knjige na nacˇin na koji jesu. Kreditno bodovanje bilo je
jedno od prvih razvijenih alata za upravljanje financijskim rizicima. Njegova uporaba od strane
trgovaca na malo (’retailers’) u SAD-u i ’mail-order’ tvrtki u 1950-ima podudara se s ranim
primjenama analize portfelja za upravljanje i diversifikaciju rizika svojstvenih investicijskim
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portfeljima. Takoder, mozˇe se rec´i da je kreditno bodavanje pretecˇa rudarenju podataka (’data
mining’) jer je to bio jedan od prvih alata za korisˇtenje podataka o ponasˇanju potrosˇacˇa. U
stvari, uobicˇajene tehnike koje se koriste kod rudarenja podataka - segmentacija, modeliranje
sklonosti i klasteriranje, takoder su tehnike koje su korisˇtene sa znacˇajnim uspjehom i u ocjeni
kreditnog bodovanja.
No, krenimo od pocˇetka, tijekom 1930-tih neke ’mail-order’ tvrtke uvele su numericˇke sus-
tave ocjenjivanja kako bi pokusˇale prevladati nedosljednosti u odlucˇivanju o zajmovima medu
kreditinim analiticˇarima. Pocˇetkom drugog svjetskog rata dosˇlo je do nestasˇice kreditnih ana-
liticˇara zbog povojacˇenja te su stoga firme imale napisana pravila o odobravanju zajmova.
Zaslugu za pokretanje koncepta kreditnog bodovanja daje se Davidu Durandu. Njegova stu-
dija objavljena 1941. godine od strane Nacionalnog biroa za ekonomska istrazˇivanja ispitala
je oko 7200 izvjesˇc´a o dobrim i losˇim zajmovima od strane 37 tvrtki. Koristec´i hi-kvadrat
test, Durand je identificirao varijable koje se znacˇajno razlikuju izmedu dobrih i losˇih zajmova
i razvio ’indeks ucˇinkovitosti’ osmisˇljen kako bi pokazao koliko je varijabla bila ucˇinkovita
u razlikovanju dobrih od losˇih rizika medu zajmoprimcima. Zatim je koristio diskriminantnu
funkciju kako bi razvio modele kreditnog bodovanja.
Durandov rad u pocˇetku nije shvac´en pretjerano ozbiljno te se tradicionalna kreditna pro-
cjena oslanjala na ’osjec´aj’ i procjenu karaktera potencijalnog zajmoprimca, sposobnosti po-
vrata zajma te kolaterala, tj. sigurnosti. To je znacˇilo da potencijalni zajmoprimac nije pristu-
pio banci ili drugoj ustanovi sve dok vec´ nekoliko godina nije sˇtedio ili koristio njene druge us-
luge. Ovaj proces je bio spor i nekonzistentan, a ponuda kredita je bila mala jer bi potencijalni
zajmoprimac imao takav odnos sa samo jednim zajmodavcem. Ekstreman rast obrocˇnih zaj-
mova u poslijeratnom razdoblju daleko je nadmasˇio sposobnost industrije da zaposli obucˇeno
osoblje koje c´e pregledati sve podnositelje zahtjeva za kredit. Konsolidacija u industriji ucˇinila
je ekonomicˇnijim razviti sustave ocjenjivanja, a tome je pridonijelo sˇto su racˇunala postala
dostupna za mukotrpne izracˇune potrebne za razvoj sustava kreditnog bodovanja. Tako su se
ekonomski pritisci i racˇunalna tehnologija spojili tijekom kasnih 1960-ih i ranih 1970-ih, sˇto je
rezultiralo razvijanjem sustava kreditnog bodovanja koji se temelji na empirijskim metodama
vrednovanja i koji su postupno prihvac´eni. Prvo savjetovalisˇte koje se time bavilo osnovali su
Bill Fair i Earl Isaac pocˇetkom 1950-tih.
Tijekom 1980-ih u Velikoj Britaniji dogodile su se mnoge promjene u kreditnom okruzˇenju.
Neke od tih promjena bile su sljedec´e:
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• banke su znatno promijenile svoj trzˇisˇni polozˇaj i pocˇele plasirati svoje proizvode. To je
znacˇilo da su morali prodavati proizvode kupcima, ne samo onima koje jedva poznaju,
vec´ i onima koje su namamili
• pojavio se velik rast u kreditnim karticama. Ovlasˇtenja za prodaju ovog proizvoda
znacˇila su da mora postojati mehanizam za vrlo brzo donosˇenje odluke o posudivanju.
Takoder, obujam zahtjeva bio je takav da kreditni analiticˇari ne bi imali vremena ili
moguc´nosti da intervjuiraju sve podnositelje zahtjeva
• fokus na potrosˇacˇko kreditiranje. Prethodno su se banke gotovo iskljucˇivo fokusirale
na velike kreditne i korporativne klijente i cilj im je obicˇno bio izbjec´i bilo kakve gu-
bitke. Medutim, banke su pocˇele shvac´ati da cilj potrosˇacˇkog kreditiranja ne bi trebao
biti izbjegavanje gubitaka, vec´ da se maksimizira profit preuzimanjem male kontroli-
rane razine losˇih dugova i tako prosˇiriti potrosˇacˇku kreditnu knjigu. To je i i dalje bio
vrijednosno manjinski udio, ali postajao je znacˇajniji.
Sistemi kreditnog bodovanja bazirani su na ucˇincima prethodnih klijenata koji koriste istu us-
lugu kao i procjenjivani. Ocjenjivanje kreditnog bodovanja ne procjenjuje kreditnu sposobnost
pojedinaca, vec´ rizik povezan s grupama ljudi. Dakle, mozˇete upasti u skupinu ’losˇeg rizika’,
iako savjesno plac´ate. Takav nacˇin procjene je pogadao potrosˇacˇe jer su promatrani hladno i
neosobno.
Dogadaj koji je osigurao potpuno prihvac´anje kreditnog bodovanja je donosˇenje Zakona
o jednakim kreditnim moguc´nostima (Equal Credit Opportunity Acts) i njegovih izmjena i
dopuna u SAD-u 1975. i 1976. godine. To je zabranilo diskriminaciju u odobravanju kredita,
tj. korisˇtenje varijabli kao sˇto su rasa, boja kozˇe, spol, vjera, bracˇno stanje i slicˇno osim
ako je diskriminacija ’empirijski izvedena i statisticˇki valjana’. Odobriti dizajnerima sistema
kreditnog bodovanja da razmotre sve zabranjene varijable i ukljucˇe ih ako su statisticˇki valjani.
Tako bi zˇena koja je bila odbijena jer je radila sa skrac´enim radnim vremenom bila ocijenjena
zajedno s drugim zˇenama koje rade s nepunim radnim vremenom. Neizravna diskriminacija
bi bila prigusˇena, a vjerovnici bi odobravali visˇe kredita zˇenama u vlastitom ekonomskom
interesu.
Dva najpouzdanija alata danasˇnjih kreditnih analiticˇara logisticˇka regresija i linearno pro-
gramiranje pocˇinju se koristit 1980-tih godina. U novije vrijeme naglasak je na promjeni
ciljeva s minimiziranja moguc´nosti da kupac nec´e moc´i vratiti odredeni proizvod na to da se
promatra kako tvrtka mozˇe maksimizirati dobit koju mozˇe ostvariti od tog klijenta.
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1.2 Modeli kreditnog bodovanja
Uzet c´emo jedan konkretan jednostavan primjer [1]. Pretpostavimo da imamo karticu s cˇetiri
varijable: stambeni status, dob, svrhu kredita i vrijednost presuda zˇupanijskih sudova. (county
court judgements)
stambeni status —dob
vlasnik 36 18-25 22
podstanar 10 26-35 25
zˇivi s roditeljima 14 36-43 34
drugo navedeno 20 44-52 39
nema odgovora 16 53+ 49
svrha kredita —vrijednost CCj-a
novi auto 41 $0 32
rabljeni auto 33 $1 - $299 17
preuredivanje doma 36 $300 - $599 9
godisˇnji odmor 19 $600 - $1199 -2
ostalo 25 $1200+ -17
20-godisˇnjak koji zˇivi s roditeljima i zˇeli posuditi novac za rabljeni auto te nema nikak-
vih presuda po ovom sistemu ostvariti c´e 101 (14+22+33+32) bod. 55-godisˇnjak koji po-
sjeduje kuc´u, ima $250 presuda i zˇeli posuditi novac za kc´erino vjencˇanje ostvariti c´e 127
(36+49+25+17) bodova. Prilikom uspostavljanja sustava bodovanja potrebno je odrediti koja
je prolazna ocjena, tj. prag. Pretpostavimo da je u gornjem primjeru oznaka za prolaz 100 bo-
dova. Dakle, svaki klijent koji ima 100 ili visˇe bodova dobiva preporuku za odobrenje zajma
bez obzira na odgovor na cˇetiri pitanja. Prema tome, ocjenjivanje omoguc´uje kompromis tako
da se slabost jednog faktora mozˇe nadoknaditi snagom drugih faktora. Neki zajmodavci pone-
kad umjesto jednog mogu staviti visˇe pragova. Visoki prag za definiranje najboljih kandidata
kojima bi se mogao ponuditi nadogradeni proizvod, drugi prag za standardni proizvod po nizˇoj
kamatnoj stopi, trec´i prag za standardni proizvod po standardnoj cijeni i cˇetvrti niski prag za
umanjeni proizvod.
Ranije smo uveli pojam savjetovalisˇta o kreditnom bodovanju. Usluge koje oni mogu
pruzˇiti zajmodavcu jest prac´enje u vidu monitoringa i trackinga. Monitoring sustava bodova-
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nja je skup aktivnosti koje su ukljucˇene u ispitivanje trenutne serije aplikacija i novih racˇuna te
procjenu koliko su bliske nekim mjerilima, dok tracking ukljucˇuje prac´enje grupa racˇuna kako
bi se vidjelo kako se izvode i jesu li predvidanja sustava bodovanja ispunjena.
Iz pregleda razlicˇitih pristupa kako bi se formulirali ciljevi za odabir kreditnog modela,
cˇini se da postoji nekoliko kljucˇnih elemenata za odluku o odobravanju kredita koja ima vazˇne
implikacije za izradu modela kreditnog bodovanja.
Prvo, odluka o odobravanju kredita je zapravo visˇeperiodni problem koji mozˇe ovisno o vr-
stama ukljucˇenih kredita imati dvije dimenzije. U kontekstu Bierman-Hausmanovog modela,
odobravanje kredita u jednom periodu je samo dio odnosa s klijentima koji se protezˇe kroz
mnogo perioda. Odluka o odobravanju kredita utjecˇe na vrijednost odnosa s tim klijentom
kako tijekom razdoblja kredita, tako i tijekom cijelog trajanja odnosa s klijentom. Sasvim je
jasno da je pruzˇanje kredita povezano s pruzˇanjem drugih financijskih i nefinancijskih usluga
od strane vjerovnika u razdobljima koja su vec´a od trajanja samog zajma. Odluka o kreditu
je doista visˇeperiodna odluka tijekom koje zajam generira tijek prihoda sve dok se zajam ne
isplati u cijelosti ili prestane izvrsˇavati obvezu. Stoga se vrijednost zajma odreduje ne samo
prema tome je li zajam plac´en u cijelosti, vec´ i u slucˇaju neispunjavanja obveza, po duzˇini
trajanja, trosˇkovima naplate i ostvarivoj vrijednosti kolaterala. U takvim okolnostima cˇak i
ako je 100 posto sigurno da zajam ne mozˇe biti isplac´en u cijelosti ipak mozˇe biti vrijedno
odobravanja zajma ako je vazˇec´ dovoljno dugo. To je osobito istinito ako su trosˇkovi naplate
niski, a kolateral ima dovoljnu vrijednost oporavka.
Drugo, postoji potreba za razmatranjem trosˇkova prikupljanja informacija u formulira-
nju sheme odobravanja kredita. U onoj mjeri u kojoj su informacije o dosadasˇnjoj kreditnoj
uspjesˇnosti relevantne za procjenu buduc´ih kreditnih rezultata, postoji potreba za vaganjem
izmedu vrijednosti prikupljanja dodatnih informacija i velicˇine trosˇkova prije odlucˇivanja kada
je prikladno vrijeme za donosˇenje kreditne odluke.
Trec´e, vec´ina modela kreditne politike izricˇito ili implicitno razmatra pretpostavku da po-
tencijalni vjerovnik procjenjuje rizicˇnost zajmoprimca u smislu ili vjerojatnosti neispunjavanja
obveza ili oportunitetnih trosˇkova pri odlucˇivanju o tome hoc´e li odobriti zajam ili ne.
Konacˇno, u visˇeperiodnim modelima s visˇe odluka mozˇe postojati potreba za ponovnom pro-
cjenom ocˇekivanih vjerojatnosti neispunjavanja obveza tijekom vremena na temelju uspjesˇnosti
klijenta.
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Opc´enito, razvijeni modeli kreditnog bodovanja usredotocˇili su se na dvije kategorije kre-
dita:
- potrosˇacˇke kredite, ukljucˇujuc´i kreditne kartice za otplatu na rate
- komercijalne zajmove, ukljucˇujuc´i zajmove na odredeno vrijeme, redovne komercijalne
i industrijske zajmove te zajmove manjinama i malim poduzec´ima.
Tipicˇan pristup je kategorizirati uzorke kredita u dvije medusobno iskljucˇive skupine - ’dobre
zajmove’ koji su oni koji c´e biti plac´eni ili su tekuc´i i ’losˇe zajmove’ koji su sporo plac´eni, de-
linkventni ili u kasˇnjenju. Obicˇno je diskriminativna funkcija procijenjena iz skupa zajmova
koji su vec´ odobreni. Tada se formulira pravilo klasifikacije koje je dizajnirano za razliko-
vanje izmedu skupina dobrih i losˇih zajmova umanjujuc´i ukupnu stopu pogresˇke ili trosˇkove
pogresˇne klasifikacije.
Vec´ina prvotnih modela pati od statisticˇkih problema koji mogu utjecati na pouzdanost
procjena vjerojatnosti neplac´anja. Mogu se kategorizirati u sedam razlicˇitih vrsta:
1. krsˇenje pretpostavke o temeljnim distribucijama varijabli
2. korisˇtenje linearnih diskriminativnih funkcija umjesto kvadratnih funkcija kada su grupne
disperzije nejednake
3. neprikladna interpretacija uloge pojedinih varijabli u analizi
4. redukcije dimenzionalnosti
5. problemi u definiranju grupa
6. korisˇtenje neprikladnih a priori vjerojatnosti i / ili trosˇkovi pogresˇne klasifikacije
7. problemi u procjeni stope klasifikacijske pogresˇke za procjenu uspjesˇnosti modela
Poglavlje 2
Metode za izgradnju kreditnih kartica
U ovom poglavlju uvesti c´emo statisticˇke i nestatisticˇke metode za izgradnju kreditnih bodo-
vanja i odluku da li pozajmiti kredit ili ne.
2.1 Statisticˇke metode
Statisticˇke metode su daleko najcˇesˇc´e metode za izgradnju kreditnih ocjena. Njihova prednost
je ta sˇto nam dopusˇtaju koristiti znanja o svojstvima procjenitelja uzoraka i alatima pouzdanih
intervala te testiranje hipoteza u kontekstu kreditnog bodovanja. Stoga je moguc´e komentirati
snagu ocjene rezultata i relativnu vazˇnost razlicˇitih karakteristika koje su sadrzˇane u ocjenama.
Ove statisticˇke tehnike omoguc´uju nam da identificiramo i uklonimo nevazˇne karakteristike.
U pocˇetku, metode su se temeljile na diskriminativnim metodama koje je predlozˇio Fi-
sher (1936.) za opc´e probleme klasifikacije. To je vodilo ka linearnim ocjenama baziranim
na Fisherovoj linearnoj diskriminativnoj funkciji. Pretpostavke koje su bile potrebne kako bi
se osiguralo da je to najbolji nacˇin za razlikovanje dobrih i losˇih potencijalnih kupaca bile su
iznimno restriktivne i ocˇigledno se nisu odrzˇavale u praksi. Fisherov pristup se mogao proma-
trati kao oblik linearne regresije, a to je dovelo do istrazˇivanja drugih oblika regresije koje su
imale manje restriktivne pretpostavke kako bi se zajamcˇila njihova optimalnost, ali i zadrzˇala
linearnost u pravilima ocjenivanja.
Daleko najuspjesˇnija od njih je logisticˇka regresija koja je i fokus ovog diplomskog rada, a po-
sebno dihotomna, tj. binomna logisticˇka regresija. Osim binomne logisticˇke regresije o kojoj
c´emo nesˇto visˇe kasnije imamo i nominalnu logisticˇku regresiju gdje je zavisna varijabla, tj.
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varijabla odgovora kategorijska sa tri ili visˇe moguc´a ishoda. Takoder, koristi se i ordinalna
logisticˇka regresija u slucˇaju ako varijabla odgovora sadrzˇi tri ili visˇe kategorija koje imaju pri-
rodan redoslijed, kao sˇto su izrazito neslaganje, neslaganje, neutralnost, suglasnost i potpuna
suglasnost.
Uz logisticˇku regresiju, veliku primjenu imaju i stabla odlucˇivanja, tj. rekurzivni algoritam
particioniranja. Skup podataka A prvo se podijeli u dva podskupa tako da su gledajuc´i uzorak
prethodnih podnositelja zahtjeva, ta dva nova podskupa daleko visˇe homogena u riziku neis-
punjavanja obveza podnositelja zahtjeva od izvornog skupa. Svaki od ovih skupova se zatim
ponovno dijeli na dva da bi proizveo josˇ homogenije podskupove. Proces se zaustavlja kada
podskupovi zadovoljavaju zahtjeve da budu terminalni cˇvorovi stabla. Svaki terminalni cˇvor
je tada klasificiran kao cˇlan dobrih klijenata AG ili losˇih AB i cijela procedura se mozˇe graficˇki
prikazati pomoc´u stabla.
Tri odluke cˇine proceduru klasifikacijskog stabla:
• pravilo podjele - koje pravilo treba koristiti za podjelu skupa u dva podskupa
• pravilo zaustavljanja - kako odlucˇiti da je skup terminalni cˇvor
• kako podijeliti terminalne cˇvorove u dobre i losˇe kategorije
Definicija 1. Prosjecˇan gubitak D je dug nevrac´enog zajma nastao pogresˇnim klasificiranjem
losˇeg klijenta kao dobrog.
Prosjecˇan izgubljena dobit L je izgubljeni profit nastao pogresˇnim klasificiranjem dobrog kli-
jenta kao losˇeg.
Za odlucˇiti jeli terminalni cˇvor pripada dobroj ili losˇoj kategoriji potrebno je minimizirati
trosˇak pogresˇnog klasificiranja. Terminalni cˇvor je ’dobar’ ako omjer ’dobrih’ i ’losˇih’ u
uzorku tog cˇvora premasˇuje DL .
Najjednostavnija pravila podjele su ona koja gledaju samo jedan korak naprijed od promatra-
nog mjesta podjele. To se cˇini tako da pronalazimo najbolje podjele za svaku karakteristiku
imajuc´i odredenu mjeru koliko je neka podjela dobra. Tada odlucˇujemo koja je karakteristika
najbolja s obzirom na podjelu pod odredenom mjerom. Najcˇesˇc´a mjera za odabir karakteris-
tike je Kolmogorov-Smirnovljeva statistika, ali cˇesto se koriste i:
osnovni indeks necˇistoc´e, Ginijev indeks, indeks entropije i pola sume kvadrata.
U ovu skupinu statisticˇkih metoda ulazi i neparametarski pristup temeljem na najblizˇim
susjedima. Ideja je odabrati metriku u prostoru podataka aplikacije kako bi se izmjerilo koliko
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su udaljena dva kandidata. Zatim s uzorkom prosˇlih podnositelja zahtjeva kao reprezentativ-
nim standardom, novi se podnositelj klasificira kao ’dobar’ ili ’losˇ’ ovisno o omjerima ’dobrih’
i ’losˇih’ medu k najblizˇim podnositeljima zahtjeva iz reprezentativnog uzorka- najblizˇim su-
sjedima novog kandidata
Definicija 2. Neka je X , ∅ neprazan skup i d : X × X → R preslikavanje sa Kartezijevog
produkta d : X × X u skup realnih brojeva R za koje vrijedi:
1. d(a, b) ≥ 0, ∀a, b ∈ X (pozitivnost)
2. d(a, b) = 0⇔ a = b (strogost)
3. d(a, b) = d(b, a), ∀a, b ∈ X (simetricˇnost)
4. d(a, c) ≤ d(a, b) + d(b, c), ∀a, b, c ∈ X (nejednakost trokuta)
Tri parametra potrebna za korisˇtenje ovog pristupa su metrika, velicˇina skupa najblizˇih
susjeda k te koji udio najblizˇih susjeda bi trebao biti ’dobar’ da podnositelj zahtjeva bude
klasificiran kao dobar.
Novi podnositelj zahtjeva se mozˇe klasicifirati kao dobar samo ako je najmanje DD+L najblizˇih
susjeda klasificirano kao dobar.
Henley i Hand (1996) su se koncetrirali na metriku koja je je mjesˇavina Euklidske metrike
i udaljenosti u smjeru koji najbolje razdvaja ’dobre’ i ’losˇe’. Smjer se dobije iz Fisherove
linearne diskriminativne funkcije, a metrika koji su koristili izgleda ovako:
d(x1, x2) = {(x1 − x2)T (I + Dw·wT )(x1 − x2)} 12 (2.1)
,gdje je I identiteta, a w p-dimenzionalni vektor koji definira smjer.
2.2 Nestatisticˇke metode
Do 1980-ih godina jedini su pristupi bili statisticˇki, ali je tada shvac´eno da se pronalazˇenje line-
arne funkcije za karakteristike koje najbolje razlikuju skupine mogu modelirati kao problem
linearnog programiranja. Pristup linearnog programiranja mjeri koliko je dobra prilagodba
uzimajuc´i zbroj apsolutnih pogresˇaka ili maksimalnu pogresˇku.
Zajmodavac treba donijeti odluku tako da podijeli skup svih kombinacija vrijednosti A s vri-
jednostima u skupu X = (X1, X2, . . . , Xp) u 2 podskupa AG- odgovori ’dobrih’ kandidata i AB-
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odgovori ’losˇih’ kandidata. Pretpostavimo da imamo uzorak od n prijasˇnjih aplikanata i pret-
postavimo da je prvih nG ’dobrih’, a ostalih nB i = nG + 1, . . . , nG + nB ’losˇih’. Pretpostavimo
da i-ti aplikant ima karakteristike (xi1, xi2, . . . , xip) ∈ X. Zˇelimo odabrati pondere (w1, . . . ,wp)
tako da ponderirana suma w1X1 + w2X2 + · · · + wpXp bude povrh granicˇne vrijednosti c za
’dobre’ aplikante i ispod granicˇne vrijednosti za ’losˇe’ aplikante. Tada linerani program koji
minimizira zbroj apsolutnih gresˇaka izgleda ovako:
min a1 + a2 + · · · + anG+nB
t.d w1xi1 + w2xi2 + · · · + wpxip ≥ c − ai, 1 ≤ i ≤ nG,
w1xi1 + w2xi2 + · · · + wpxip ≤ c + ai, nG + 1 ≤ i ≤ nG + nB,
ai ≥ 0 1 ≤ i ≤ nG + nB.
(2.2)
Slicˇno izgleda i linearni program koji minimizira maksimalnu pogresˇku.
Modeli linearnog programiranja minimiziraju zbroj odstupanja u kreditnoj ocjeni onih koji
su pogresˇno klasificirani. Medutim, prakticˇniji kriterij bi bio minimiziranje broja pogresˇnih
klasifikacija ili ukupnog trosˇka pogresˇnog klasificiranja D i L. Izgradnja modela je slicˇna kao i
kod lineranog programiranja samo sˇto c´e neke varijable biti cijeli brojevi. Ova tehnika se zove
cjelobrojno programiranje.
Osamdesetih godina iznenada je do izrazˇaja dosˇla druga varijanta pristupa klasifikaciji pro-
blema temeljenih na umjetnoj inteligenciji. Neuronske mrezˇe su nacˇini modeliranja procesa
odlucˇivanja slicˇno nacˇinu na koji stanice u mozgu koriste neurone da se aktiviraju i tako us-
postavljaju mehanizme ucˇenja. Sustav procesnih jednica su povezane zajedno, od kojih svaka
odasˇilje izlazni signal kada primi ulazne signale. Sustav pokusˇava iz ovih podataka naucˇiti
kako reproducirati odnos izmedu ulaznih i izlaznih signala podesˇavanjem nacˇina na koji svaka
procesna jedinica povezuje svoj izlazni signal s odgovarajuc´im ulaznim signalom. Ako se
ulazni signali smatraju karakteristikama kupca, a izlazni signal je da li je kreditna izvedba
dobra ili losˇa, tada mozˇemo ovaj pristup upotrijebiti u kreditnom bodovanju. Gore opisani
postupak opisuje jednostruku neuralnu mrezˇu, dok josˇ postoje i visˇestruke neuralne mrezˇe.
Visˇeslojni perceptron sastoji se od ulaznog sloja signala, izlaznog sloja izlaznih signala i mno-
gobrojnih slojeva neurona izmedu nazvanih skriveni slojevi. Izlazni signali iz svakog neurona
u skrivenom sloju imaju pondere glavnih karakteristika i postaju ulazi za neurone u sljedec´em
skrivenom sloju i analogno tako do izlaznog sloja. Najcˇesˇc´e korisˇtena metoda za izracˇun vek-
tora tezˇina je algoritam povratnog sˇirenja (back-propagation algorithm).
Poglavlje 3
Generalizirani linearni modeli
U ovom poglavlju poblizˇe c´emo opisati generalizirane linearne modele (Vidi [4]), procese u
izradi modela te na kraju samu logisticˇku regresiju koju c´mo koristiti u eksperimentu. Gene-
ralizirani linerani modeli ukljucˇuju posebne slucˇajeve kao sˇto su linearna regresija, ANOVA
(analiza varijance), logit modeli (binomna logisticˇka regresija), probit modeli, log-linear mo-
deli i slicˇni.
Uzmimo jedan vrlo jednostavan model linearne regresije
y = α + βx
gdje su varijable y i x povezane ravnom linijom parametrima α i β. Varijabla y naziva se
i zavisna varijabla, a varijabla x nezavisna varijabla. Cilj nam je zamijeniti podatke y sa
prilagodenim vrijednostima µˆ izvedenih iz modela. Ove prilagodene vrijednosti su izabrane
da bi minimizirali kriterije mjere nepodudarnosti ko sˇto je suma kvadrata
∑
i(yi − µˆi)2.
Koristec´i onoliko parametara kao sˇto ih je promatranom modelu mozˇemo napraviti savrsˇeni
fit, ali pri tome nismo smanjili slozˇenost modela. Stoga je jednostavnost, tj. sˇkrtost parame-
tara pozˇeljna znacˇajka svakog modela. Ne ukljucˇujemo parametre koji su nam neznacˇajni. Ne
samo sˇto ’sˇkrti’ model omoguc´uje istrazˇivacˇu ili analiticˇaru podataka da razmisli o svojiim
podacima, vec´ onaj koji je u biti ispravan daje bolja predvidanja od onoga koji ukljucˇuje ne-
potrebne dodatne parametre.
Vazˇno svojstvo modela je i njegov opseg (scope), tj. raspon uvjeta nad kojima model daje
dobra predvidanja. Tesˇko je formalizirati opseg, ali ga je lako prepoznati, a intuitivno je jasno
da su opseg i sˇtedljivost donekle povezani. I opseg i sˇtedljivost su povezani s invarijantnosti
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parametara, tj. s vrijednostima parametara koji se ili ne mijenjaju s promjenom nekih vanjskih
uvjeta ili koji se mijenjaju na predvidiv nacˇin.
3.1 Procesi u prilagodbi modela
Razlikujemo 3 procesa u prilagodbi modela.
Prvi proces je odabir modela (model selection). Pri odabiru modela potrebno je zadovoljiti
dvije pretpostavke.
Prva je pretpostavka da su podaci medusobno neovisni. Kao posljedica toga, izricˇito su is-
kljucˇeni podaci koji pokazuju autokorelacije vremenskih serija i prostornih procesa. Ova
pretpostavka neovisnosti karakteristicˇna je za linearne modele klasicˇne regresijske analize i
prenosi se bez modifikacija na sˇiru klasu generaliziranih linearnih modela.
Druga pretpostavka je da u modelu imamo samo jednu varijablu za pogresˇku.
Izbor skale za analizu vazˇan je aspekt odabira modela. Uobicˇajeni izbor je izmedu analize
Y , tj. izvorne skale i logY . U klasicˇnoj linearnoj regresijskoj analizi dobra skala bi trebala kom-
binirati konstantost varijance, priblizˇnu normalnost pogresˇaka i aditivnost sustavnih ucˇinaka.
Nema razloga unaprijed vjerovati da takva skala postoji, i nije tesˇko zamisliti slucˇajeve u
kojima to ne postoji. Primjerice, u analizi diskretnih podataka gdje su gresˇke dobro aprok-
simirane Poissonovom distribucijom, sustavni ucˇinci su cˇesto multiplikativni. Ovdje Y
1
2 daje
priblizˇnu konstantnost varijance, Y
2
3 bolje aproksimira priblizˇnu simetriju ili normalnost, a
logY daje aditivnost sustavnih ucˇinaka. Ocˇito, niti jedna skala nec´e istovremeno proizvoditi
sva zˇeljena svojstva.
Uvodenjem generaliziranih linearnih modela problemi skaliranja uvelike se smanjuju. Nor-
malnost i postojanost varijance visˇe nisu potrebni iako je nacˇin na koji varijanca ovisi o sred-
njoj vrijednosti mora biti poznat. Aditivnost ucˇinaka, iako je josˇ uvijek vazˇna komponenta
svih generaliziranih linearnih modela, mozˇe se specificirati transformirana ljestvica ako je po-
trebno.
Najvec´i problem u odabiru modela je izbor x-varijabli koje c´e biti ukljucˇene u model. Ako




x j βˆ j
Potrebno je pronac´i ravnotezˇu izmedu poboljsˇavanja fita promatranih podataka dodavanjem
termina modelu i obicˇno nepozˇeljnog povec´anja slozˇenosti zbog dodavanja dodatnog termina.
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Drugi proces je procjena parametara (parameter estimation). Procjena se odvija defini-
ranjem mjere ispravnosti prilagodbe (goodness of fit), tj. mjere nepodudarnosti izmedu pro-
matranih podataka i prilagodenih vrijednosti koje model generira. Procjene parametara su
vrijednosti koje minimiziraju kriterij ispravnosti prilagodbe. Ako je f (y; θ) funkcija gustoc´e
ili funkcija distribucije vjerojatnosti za observaciju y s obzirom na parametar θ, tada je log
vjerojatnost iskazana kao funkcija parametra srednje vrijednosti µ = E(Y):
l(µ; y) = log f (y; θ) (3.1)





gdje je µ = (µ1, . . . , µn).
Postoje prednosti u korisˇtenju funkcije gustoc´e kao kriterij ispravnosti prilagodbe, ali ne u
obliku log vjerojatnosti l(µ; y), vec´ u obliku posebne linearne funkcije
D∗(y;µ) = 2l(y; y) − 2l(µ; y) (3.2)
koju zovemo umanjena devijacija (scaled deviance). l(y; y) je najvec´a vjerojatnost koja se
mozˇe postic´i za tocˇno uklapanje gdje su prilagodene vrijednosti jednake promatranim poda-
cima. Jer l(y; y) nije ovisna o parametrima tada maksimiziranje l(µ; y), tj. jednadzˇbe 3.1 je
ekvivalentno minimiziranju umanjene devijacije D∗(y;µ), tj. jednadzˇbe 3.2 u odnosu na µ,
ovisno o ogranicˇenjima koja namec´e model.
Za normalne linearne regresijske modele s poznatom varijancom σ2 imamo:










pa je log vjerojatnost:
l(µ; y) = −1
2









Osim toga, iz poznatog faktora σ2, devijacija u ovom slucˇaju je identicˇna rezidualnoj sumi
kvadrata, a minimalna devijacija najmanjem kvadratu.
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Trec´i proces je predvidanje buduc´ih vrijednosti (prediction of future values). Predvidanje
se bavi tvrdnjama o vjerojatnim vrijednostima nespoznatih dogadaja, a ne nuzˇno onima u
buduc´nosti. Primjerice, nakon analize ucˇestalosti srcˇanih oboljenja na nacionalnoj razini, po-
dataka koji se kategoriziraju po regijama i dobnim skupinama, tipicˇno pitanje bi bilo sˇto ako
bi odredeni grad imao istu dobnu strukturu kao zemlja u cjelini? Bili bile iste predvidene vri-
jednosti?
Ovdje se rijecˇ kalibracija cˇesto koristi za razlikovanje inverznih problema predvidanja od
uobicˇajenijeg tipa u kojima je odgovor fiksan i od nas se trazˇi da pronademo koje su vrijednosti
za x najvjerojatnije.
3.2 Komponente generaliziranih linearnih modela
Generalizirani linearni modeli su nastali kao nastavak klasicˇnih linearnih modela. Sastoji se
od slucˇajne i sustavne komponente. Slucˇajna varijabla Y je vektor zapazˇanja velicˇine n cˇije su
vrijednosti neovisno distribuirane sa srednjom vrijednosti µ. Sustavni dio modela je specifika-
cija vektora µ u smislu nepoznatih parametara β1, . . . , βp. U slucˇaju obicˇnih linearnih modela,




x j β j, (3.4)
gdje su β1, . . . , βp parametri cˇije su vrijednosti obicˇno nepoznate i moraju se procijeniti iz
danih podataka. Ako oznacˇimo s i indeks opazˇanja tada se sustavni dio modela mozˇe zapisati:
E(Yi) = µi =
p∑
j=1
xi j β j, i = 1, . . . , n (3.5)
Matricˇno to mozˇemo zapisati kao µ = Xβ gdje je µ dimenzije n × 1, X dimenzije n × p i β
dimenzije p × 1.
Prelaskom s klasicˇnih na generalizirane modele, model prosˇirujemo na tri komponenete:
1. slucˇajna komponenta: Y se neovisno normalno distribuira s E(Y) = µ i konstantnom
varijancom σ2.




x j β j
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3. veza izmedu slucˇajne i sustavne komponente:
µ = η
Ako to zapisˇemo kao ηi = g(µi) onda g(·) zovemo funkcija povezivanja.
U ovoj formulaciji, klasicˇni linearni modeli imaju normalnu (ili Gaussovu) raspodjelu u kom-
ponenti 1 i funkciju identiteta za vezu u komponenti 3. Generalizirani linearni modeli dopusˇtaju
dva prosˇirenja; prvo, raspodjela u komponenti 1 mozˇe doc´i iz eksponencijalne obitelji koja nije
normalna i drugo funkcija veze u komponenti 3 mozˇe biti bilo koja monotona diferencijabilna
funkcija.
Pretpostavimo da svaka komponenta od Y ima distribuciju iz familije eksponencijalnih
funkcija:






za neke funkcije a(·), b(·) i c(·).
Tada za normalnu distribuciju iz 3.3 i 3.6 imamo da je
θ = µ, φ = σ2
te
a(φ) = φ, b(θ) =
θ2
2






















E(Y) = µ = b′(θ) i var(Y) = b′′(θ) a(φ)
.
Parametar θ zovemo kanonski parametar, dok φ zovemo parametar disperzije.
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Funkcija povezivanja povezuje linearni prediktor η s ocˇekivanom vrijednosti µ varijable y.
Za binomnu distribuciju imamo da je 0 < µ < 1 i veza bi trebala zadovoljiti uvjet da mapira
interval (0,1) na skup R. Tri najpoznatije funkcije povezivanja su:
1. logit - η = log µ1−µ
2. probit - η = Φ−1(µ), gdje je Φ(·) normalna kumulativna funkcija distribucije
3. komplemenatarna log-log - η = log{− log(1 − µ)}
od kojih je nama najzanimljivija prva jer c´emo se njome baviti u ovom diplomskom radu.
3.3 Modeli s binarnim odgovorima
Sada c´emo obratiti pozornost na regresijske modele za dihotomne podatke, ukljucˇujuc´i lo-
gisticˇku regresiju i probit analizu. Ovi modeli su prikladni kada odgovor poprima samo jednu
od dvije moguc´e vrijednosti koje predstavljaju uspjeh i neuspjeh.
Definicija 3. Pretpostavimo da za svaku pojedinacˇnu ili eksperimentalnu jedinicu odgovor Yi
mozˇe poprimiti samo jednu od dvije moguc´e vrijednosti 0 i 1. Oznacˇimo s
P(Yi = 0) = 1 − pii, P(Yi = 1) = pii
vjerojatnosti za neuspjeh i uspjeh.
Definicija 4. Neka je yi realizacija slucˇajne varijable Yi gdje je
yi =
1 , uspjeh0 , inacˇe
Distribuciju Yi nazivamo Bernoullijeva distribucija s parametrom pii i mozˇe se zapisati kao
P{Yi = yi} = piyii (1 − pii)1−yi
Takoder, lako se pokazˇe da su srednja vrijednost i varijanca od Yi jednaki:
E(Yi) = µi = pii, Var(Yi) = σ2i = pii(1 − pii) (3.9)
Imajmo na umu da srednja vrijednost i varijanca ovise o temeljnoj vjerojatnosti pii. Svaki
cˇimbenik koji utjecˇe na vjerojatnost nec´e mijenjati samo srednju vrijednost, vec´ i varijancu
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opazˇanja. To sugerira da linearni model koji dopusˇta prediktorima da utjecˇu na srednju vri-
jednost, ali pretpostavlja da je varijanca konstantna nec´e biti prikladan za analizu binarnih
podataka.
S prakticˇne tocˇke gledisˇta vazˇno je napomenuti da ako su prediktori diskretni faktori te
rezultati neovisni, tada mozˇemo koristiti Bernoullijevu razdiobu za pojedinacˇne podatke nula-
jedan ili binomnu razdiobu za grupirane podatke koji se sastoje od broja uspjeha u svakoj
skupini. Ta dva pristupa su ekvivalentna u smislu da vode do iste funkcije vjerojatnosti i
stoga iste procjene parametara i standardne pogresˇke. Rad s grupiranim podacima kada je
to moguc´e ima dodatnu prednost da je ovisno o velicˇini grupa moguc´e testirati ispravnost
prilagodbe modela.
Sljedec´i korak u definiranju modela za nasˇe podatke odnosi se na strukturu. Zˇeljeli bismo





xi j β j (3.10)
gdje 3.10 proizlazi iz 3.5 i 3.9. Model 3.10 se naziva model linearne vjerojatnosti. Ovaj model
se cˇesto procjenjuje iz pojedinacˇnih podataka pomoc´u metode najmanjih kvadrata.
Jedan od problema s ovim modelom je da vjerojatnost pii na lijevoj strani mora biti izmedu
nule i jedan, ali linearni prediktor xβ na desnoj strani mozˇe poprimiti bilo koju vrijednost na
R tako da nema jamstava da c´e predvidene vrijednosti biti u ispravnom rasponu osim ako se
ne nametnu neka ogranicˇenja na koeficijente. Jednostavno rjesˇenje ovog problema je transfor-
mirati vjerojatnost da bi uklonili ogranicˇenja domene i modelirati transformaciju kao linearnu
funkciju kovarijata. To radimo u dva koraka.
Prvo prelazimo s vjerojatnosti pii na omjer uspjeha i neuspjeha
om jeri =
pii
1 − pii (3.11)
Ako je vjerojatnost vrlo mala,kazˇe se da su izgledi dugacˇki. U nekim kontekstima jezik omjera
vjerojatnosti je prirodniji od jezika vjerojatnosti.
Drugo, uzimamo logiratam omjera koji se josˇ naziva i logit:
ηi = logit(pii) = log
pii
1 − pii (3.12)
sˇto ima ucˇinak uklanjanja ogranicˇenja, tj. kada vjerojatnost ide prema nuli, omjer vjerojatnosti
takoder ide prema nuli, a logit prema −∞. S druge strane, kada vjerojatnost i omjer idu prema
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Slika 3.1: Logit transformacija [5]
1, logit ide prema +∞. Dakle, logit preslikava interval (0,1) na R. Imajte na umu da ako je
vjerojatnost 12 , omjer je jednak i logit je nula. Kao sˇto mozˇemo vidjeti na Slici 3.1 negativni
logovi predstavljaju vjerojatnosti ispod jedne polovine, dok pozitivni logovi odgovaraju vjero-
jatnostima iznad jedne polovine.
Iz jednadzˇbe 3.12 lako dobijemo




Sada smo u moguc´nosti definirati model logisticˇke regresije uz pretpostavku da logit vjerojat-
nosti pii slijedi linearni model, a ne sama vjerojatnost.
Pretpostavimo da imamo k neovisnih opazˇanja y1, . . . , yk i i-to opazˇanje se mozˇe tretirati
kao realizacija slucˇajne varijable Yi. Pretpostavimo da Yi ima Bernoullijevu distribuciju, tj.
da se radi o modelu dihotomne logisticˇke regresije. To znacˇi da sistemska struktura modela
izgleda
logit(pii) = xTi β (3.14)
gdje je xi vektor kovarijata, tj. neovisnih varijabli, a β vektor regresijskih koeficijenata. Re-
gresijski koeficijenti β mogu se tumacˇiti duzˇ iste linije imajuc´i na umu da je lijeva strana logit,
a ne prosjek. Dakle, koeficijenti β j predstavljaju promjenu u logit vjerojatnosti povezanu s
promjenom jedinice u j-tom prediktoru drzˇec´i sve ostale prediktore konstantnim.
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Eksponenciranjem jednadzˇbe 3.14 dobijemo da je omjer za i-tu jedinicu dan s
pii
1 − pii = exp (x
T
i β) (3.15)
Ovaj izraz definira multiplikativni model za omjere. Na primjer, ako bismo promijenili j-ti
prediktor za jednu jedinicu, dok bi sve ostale varijable bile konstantne, pomnozˇili bismo omjer
vjerojatnosti s exp β j. Dakle, eksponirani koeficijent exp β j predstavlja omjer vjerojatnosti.
Rjesˇavanje vjerojatnosti pii u logit modelu jednadzˇbe 3.14 daje slozˇeniji model
pii =
exp (xTi β)
1 + exp (xTi β)
(3.16)
Na desnoj strani jednakosti je nelinearna funkcija prediktora i ne postoji jednostavan nacˇin da
se izrazi ucˇinak povec´anja prediktora za jednu jedinicu na vjerojatnost dok su ostale varijable
konstantne. Priblizˇan odgovor mozˇemo dobiti uzimajuc´i derivaciju s obzirom na x j sˇto naravno
ima smisla samo za neprekidne prediktore. Koristec´i kvocijentno pravilo dobivamo
dpii
dxi j
= β j pii (1 − pii)
Dakle, ucˇinak j-tog prediktora na vjerojatnost pii ovisi o koeficijentu β j i vrijednosti vjerojat-
nosti. Analiticˇari ponekad procjenjuju pii na srednju vrijednost uzorka te tada rezultat aproksi-
mira ucˇinak kovarijate u blizini srednje vrijednosti ovisne varijable.
Pretpostavimo sada da se ispitivane jedinice mogu klasificirati prema faktorima interesa
u k skupina na takav nacˇin da svi pojedinci u istoj skupini imaju identicˇne vrijednosti svim
prediktorskim varijablama. Neka ni oznacˇava broj opazˇanja u skupini i, a yi oznacˇava broj
jedinica koje imaju atribut interesa u skupini i. yi je realizacija slucˇajne varijable Yi koja
poprima vrijednosti 0, 1, . . . , ni. Ako su promatranja ni u svakoj skupini neovisna, a svi imaju
istu vjerojatnost pii, tada Yi ima binomnu distribuciju Yi ∼ B(ni, pii). Tada je







i (1 − pii)ni−yi (3.17)
Funkcija vjerojatnosti za n neovisnih binomnih opazˇanja je umnozˇak funkcija gustoc´e danih
jednadzˇbom 3.17. Logaritmirajuc´i dobivamo da log vjerojatnost je
logL(β) =
∑
{yi log(pii) + (ni − yi) log(1 − pii)} (3.18)
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gdje pii ovisi o kovarijatama xi i vektoru β kroz logit transformaciju jednadzˇbe 3.14.
S obzriom na trenutnu procjenu parametra βˆ, racˇunamo linearni prediktor ηˆ = xTi βˆ i prilagodene
vrijednosti µˆ = logit−1(ηˆ). S ovim vrijednostima izracˇunavamo radno ovisnu varijablu z, koja
ima elemente
zi = ηˆi +
yi − µˆi
µˆi(ni − µˆi) (3.19)
Zatim regresiramo z na kovarijatama koje izracˇunavaju novu tezˇinsku procjenu najmanjih kva-
drata
βˆ = (XT WX)−1XT Wz (3.20)




Procjena parametra β koristi se za dobivanje poboljsˇanih prilagodenih vrijednosti i postupak
se ponavlja do konvergencije. Prikladne pocˇetne vrijednosti mogu se dobiti primjenom veze
na podatke. Da bismo izbjegli probleme s brojevima 0 ili ni, empirijske logove racˇunamo
dodajuc´i 12 i brojniku i nazivniku.
zi = log
yi + 1/2
ni − yi + 1/2
i zatim regresirati ovu kolicˇinu na xi da bi se dobila pocˇetna procjena β. Varijanca krajnjeg β
parametra na velikom uzorku je
var(βˆ) = (XT WX)−1
gdje je W matrica tezˇina u zadnjoj iteraciji.
Poglavlje 4
Monte-Carlo simulacija
Monte-Carlo metode su stohasticˇke (deterministicˇke) simulacijske metode i algoritmi koji
pomoc´u slucˇajnih ili kvazislucˇajnih brojeva i velikog broja izracˇuna i ponavljanja predvidaju
ponasˇanje slozˇenih matematicˇkih sistema koji su previsˇe komplicirani za analiticˇko rjesˇavanje.
Monte Carlo metode uglavnom se koriste u tri klase problema: optimizacija, numericˇka inte-
gracija i generiranje izvoda iz distribucije vjerojatnosti.
Monte Carlo metode variraju, ali imaju tendenciju slijediti odredene obrasce:
1. Definiranje domene moguc´ih ulaza
2. Slucˇajno generiranje ulaza iz vjerojatnosne distribucije po domeni
3. Izvedba deterministicˇkog izracˇuna na ulazima
4. Dobivanje rezultata
Upotreba Monte Carlo metoda zahtijeva velike kolicˇine slucˇajnih brojeva i upravo je nji-
hova uporaba potaknula razvoj generatora pseudoslucˇajnih brojeva, koji su bili daleko brzˇi od
tablica slucˇajnih brojeva koji su se ranije koristili za statisticˇko uzorkovanje. [8]
4.1 Opis problema
Cilj simulacije je analiza raznih statisticˇkih mjera koji predstavljaju pogresˇke predikcije rizika
s obzirom na razne ulazne parametre.
U ovom odjeljku podrobnije c´emo opisati statisticˇke mjere pogresˇke koje c´emo kasnije koris-
titi za izvesti zakljucˇak iz njih. Usporedivati c´emo pet mjera pogresˇke predvidanja s obzirom
23
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na ulazne podatke, a to su Somersov D, c statistika, osjetljivost (’Sensitivity’), specificˇnost
(’Specificity’) te stopa pogresˇne klasifikacije (’Misclassification rate’).
Da bi jasnije mogli obrazlozˇiti ove statistike prvo moramo uvesti podjelu na parove.
S obzirom da koristimo binomnu logisticˇku regresiju svaki uzorak c´emo podijeliti na podsku-
pove gdje je y = 0 i y = 1. Nakon toga c´emo uzimati sve moguc´e kombinacije parova iz ta dva
razlicˇita podskupa i usporedivati prediktorske varijable.
Definicija 5. Kazˇemo da je par saglasan (’concordant’) ako vrijedi xi < x j i yi < y j, tj. xi > x j
i yi > y j
Kazˇemo da je par proturjecˇan (’discordant’) ako vrijedi xi < x j i yi > y j, tj. xi > x j i yi < y j
Slika 4.1: Primjer dobivanja saglasnih i proturjecˇnih parova
Definicija 6. ROC krivulja (’Receiver operating characteristic’) je jedan od nacˇina usporedbe
dijagnosticˇkih testova. Na grafu se prikazuje stvarna pozitivna stopa (TPR) naspram lazˇnoj
pozitivnoj stopi (FPR).
Graf s ROC krivuljom prikazuje:
• odnos izmedu osjetljivosti (TPR) i specificˇnosti (1-FPR) - obrnuto proporcionalni
• tocˇnost ispitivanja - sˇto je krivulja blizˇa gornjem lijevom kutu, test je tocˇniji. Isto tako,
sˇto je krivulja blizˇa dijagonali, test je manje tocˇan
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• omjer vjerojatnosti - daje derivat na bilo kojoj odredenoj tocˇki
Tocˇnost ispitivanja takoder je prikazana kao povrsˇina ispod krivulje (AUC - ’area under the
curve’). Sˇto je vec´e podrucˇje ispod krivulje, tocˇniji je test.
Slika 4.2: ROC krivulja
Na ovih 5 mjera pogresˇke predvidanja c´emo bazirati nasˇe rezultate i zakljucˇke:
Somersov D - skrac´eno od Somersov Delta, prima vrijednosti od -1 do 1, a dobiven je
oduzimanjem broja saglasnih s brojem proturjecˇnih parova podijeljen s ukupnim projem pa-
rova. Na slici 4.1 to je broj dobiven oduzimanjem postotka saglasnih s postotkom proturjecˇnih
parova.
c statistika - slicˇno kao i Somersov D, a na slici 4.1 mozˇemo vidjeti da se racˇuna zbraja-
njem postotka saglasnih sa jednom polovinom postotka jednakih od ukupnog broja parova.
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C statistika poprima vrijednosti od 0.5 (najlosˇiji model) do 1 (najbolji model), a mozˇe se pro-
cijeniti i kao povrsˇina ispod ROC krivulje, tj. AUC vrijednost (’area under the curve)
Osjetljivost - naziva se i stvarna pozitivna stopa (’true positive rate’), mjeri udio stvarnih
pozitivnih koji su ispravno identificirani kao takvi.
Specificˇnost - naziva se i stvarna negativna stopa (’true negative rate’), mjeri udio stvarnih
negativnih koji su ispravno identificirani kao takvi.
Stopa pogresˇne klasifikacije - kao sˇto sam naziv govori mjeri udio pogresˇno klasificiranih
pozitivnih i negativnih u cijelom uzorku.
Slika 4.3: Racˇunanje osjetljivosti i specificˇnosti
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Za stvarnu negativnu i pozitivnu stopu poprimaju se vrijednosti od 0 do 100 te sˇto su vri-
jednosti blizˇe 100 tada model ima vec´u prediktivnu sposobnost. Za svaki test obicˇno postoji
kompromis izmedu mjera, npr. u sigurnosti zracˇne luke skeneri mogu biti postavljeni tako da
pokrec´u alarme na niskorizicˇnim predmetima kao sˇto su kopcˇe pojasa i kljucˇevi (niska spe-
cificˇnost) kako bi se povec´ala vjerojatnost identificiranja opasnih objekata i smanjila opasnost
od nestalih objekata koji predstavljaju prijetnju (visoka osjetljivost). Za stopu pogresˇne klasi-
fikacije se takoder postizˇu vrijednosti od 0 do 100, a sˇto su nizˇe vrijednosti vec´a je prediktivna
sposobnost.
4.2 Ulazni podaci
Rezultate c´emo usporedivati s obzirom na varijacije u broju prediktorskih varijabli, distribuciji
prediktorskih varijabli, korelaciji medu njima i velicˇini uzorka. Svaku simulaciju ulaznih po-
dataka c´emo ponavljati 500 puta kako bi mogli donijeti valjane zakljucˇke. Ulazni podaci koje
smo koristili su:
1. VELICˇINA UZORKA - 50, 100, 500
2. BROJ PREDIKTORSKIH VARIJABLI - jedna, dvije
3. DISTRIBUCIJA - Normalna (0,1), Gamma (1,1) i Gamma (3,1)
4. KORELACIJA IZMEDU PREDIKTORSKIH VARIJABLI - 0, 0.25, 0.50, 0.75, 0.95
Kod modela s dvije prediktorske varijable, obje varijable imaju istu distribuciju, dok smo
korelaciju naravno koristili samo za modele s dvije prediktorske varijable.
Oznacˇimo sa ρ koeficijent korelacije, tada x1 i x2 dobivamo ovako:
Slika 4.4: Korisˇtenje koeficijenta korelacije
tj.
x1n = x1 x2n = ρx1 +
√
1 − ρ2x2
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Definicija 7. Slucˇajna varijabla X ima normalnu distribuciju ako je njena funkcija gustoc´e






2σ2 i oznacˇavamo s X ∼ N(µ, σ2)
µ predstavlja srednju vrijednost, tj. ocˇekivanu vrijednost E(X), a σ standardnu devija-
ciju. Mi c´emo u ovom MC eksperimentu koristiti standardnu normalnu raspodjelu N(0,1) sa
ocˇekivanjem µ = 0. [3]
Definicija 8. Slucˇajna varijabla X ima Gamma distribuciju ako je njena funkcija gustoc´e
vjerojatnosti: f (x) = β
k xk−1e−βx
Γ(k) i oznacˇavamo s X ∼ Γ(k, β) gdje k predstavlja parametar oblika
(’shape parameter’), a β ’rate parameter’ ili inverzni ’scale parameter’ jer vrijedi β = 1
θ
. [7]






1. ∀α > 1 Γ(α) = (α − 1)Γ(α − 1) (rekurzija)
2. ∀n ∈ N Γ(n) = (n − 1)! (poopc´enje faktorijela)
3. Γ(12 ) =
√
pi
U ovom radu za ulazne podatke smo koristili troparametarsku Gamma distribuciju s rate pa-
rametrom β = 1, a za parametar oblika k smo uzeli k = 1 i k = 3. Trec´i parametar se naziva
parametar pomaka (’threshold’ ili ’shift’ parameter), a za njega smo uzeli vrijednost -k jer
je za Gamma distribuciju ocˇekivanje E(X) = k
β
= k za β = 1. To smo uradili kako bi nam
ocˇekivanja bila ista za sve korisˇtene distribucije posˇto je za standardnu normalnu distribuciju
E(X) = 0.
Slika 4.5: Simulacija slucˇajnih varijabli u slucˇaju gamma distribucije
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Slika 4.6: Graf troparametarske gamma distribucije s parametrom pomaka -k
4.3 Rezultati
U ovom odjeljku prikazati c´emo rezultate i interpretirati ih s grafovima. Podijeliti c´emo re-
zultate na jednoparametarske i dvoparametarske odnosno na modele s jednom prediktorskom
varijablom i dvije prediktorske varijable.
Jednoparametarski modeli
Slika 4.7: Simuliranje y-a [6]
Za jednoparametarske modele izabrali smo proizvoljnu for-
mulu
η = −1 + 2x
pa iz 3.13 dobivamo µ kojeg koristimo za simulaciju y-a
preko Bernoullijeve distribucije.
Na grafovima sa slika 4.10 i 4.11 vidimo da najbolju prediktivnost ima model koji ko-
risti gamma distribuciju sa parametrom oblika k=3. Vidimo takoder da prediktivnost ne ovisi
previsˇe o velicˇini uzorka iako su vrijednosti neznatno vec´e kako se povec´ava uzorak.
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Slika 4.8: Aritmeticˇke sredine za mjere pogresˇke jednoparametarskih modela
Slika 4.9: Stopa pogresˇne klasifikacije
Najvec´i postotak pogresˇne klasifikacije ri-
zika u jednoparametarskom modelu imamo s
normalnom distribucijom i to oko 20 posto,
dok gamma distribucija s k=3 ima najmanje i to
oko 14 posto. Takoder povec´avanjem velicˇine
uzorka se smanjuje pogresˇna klasifikacija.
Na grafovima sa slika 4.12 i 4.13 vidimo
da je za jednoparametarski model osjetljivost
puno nizˇa od specificˇnosti. Osjetljivost pred-
stavlja sposobnost testa da ispravno klasificira
pojedinca kao rizicˇnog. Takoder tu model s
distribucijom Gamma (3,1) ima najbolju pre-
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Slika 4.10: Somersov D Slika 4.11: c statistika
diktivnu sposobnost. S druge strane specificˇnost je visoka za obje gamma distribucije, a nesˇto
malo vec´e za Gamma (1,1) i ona predstavlja sposobnost testa da ispravno klasificira pojedinca
kao nerizicˇnog.
Slika 4.12: Osjetljivost Slika 4.13: Specificˇnost
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Dvoparametarski modeli
Za dvoparametarske modele osim sˇto imamo dvije prediktorske varijable imamo i dodatan pa-
rametar u korelaciji izmedu prediktorskih varijabli ρ. Ovdje smo izabrali proizvoljnu formulu
η = −1 + 3x1 − 3x2
pa je ocˇekivana vrijednost η = −1 jednaka i za jednoparametarske i dvoparametarske modele.
Podatke c´emo prikazivati posebno za svaku distribuciju, ali prije toga c´emo usporediti rezultate
iz dvoparametarskih modela u kojem je ρ = 0 s rezultatima iz jednoparametarskih modela.
Slika 4.14: Osjetljivost za ρ = 0 Slika 4.15: Specificˇnost za ρ = 0
Usporedimo li sliku 4.14 sa slikom 4.12 mozˇemo vidjeti da su distribucije slicˇno rangirane
kao i za jednoparametarske modele, ali su mnogo vec´e vrijednosti za dvoparametarske modele
pa nam se samim time namec´e zakljucˇak da je prediktivna sposobnost bolja za modele s visˇe
prediktorskih varijabli.
Slicˇno kao i za osjetljivost, Somersov D i c statistika takoder imaju znatno vec´e vrijed-
nosti za dvoparametarski model sa ρ = 0 nego jednoparametarski model, a takoder gamma
distribucija s parametrom oblika k=3 ima najbolju prediktivnu sposobnost, dok gamma s k=1
najlosˇiju. Usporedbu rezultata se mozˇe napraviti i iz tablica na slikama 4.8 i 4.16. Za stopu
pogresˇne klasifikacije rizika su se takoder poboljsˇale vrijednosti za dvoparametarski model,
ali usporedbom slika 4.18 i 4.9 mozˇemo uocˇiti da varijable s normalnom distribucijom imaju
bolju prediktivnu sposobnost od Gamma(1,1) u dvoparametarskom modelu, dok je u jednopa-
rametarskom modelu bilo obrnuto.
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Slika 4.16: Rezultati dvoparametarskih modela za ρ = 0
Slika 4.17: Somersov D za ρ = 0 Slika 4.18: pogresˇne klasifikacije za ρ = 0
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Dvoparametarski modeli s normalnom distribucijom
U ovom pododjeljku prikazali smo statisticˇke rezultate za normalno distribuirane varijable
ovisno o velicˇini uzorka na X osi i korelacije izmedu varijabli na Y osi.
Slika 4.19: Statisticˇki rezultati za normalno distribuirane varijable
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Slika 4.20: Somersov D Slika 4.21: c statistika
Slika 4.22: Osjetljivost Slika 4.23: Specificˇnost
Iz grafova na slikama 4.20, 4.21 i 4.22 jasno vidimo da se prediktivna sposobnost modela
smanjuje kako se povec´ava korelacija izmedu prediktorskih varijabli, a pogotovo jako niske
vrijednosti su za ρ = 0.95. Kod specificˇnosti se dogada mala iznimka za ρ = 0.95 te zbog jako
velike korelacije dolazi do rasta ’true negative ratea’.
Stopa pogresˇne klasifikacije (slika 4.24) je zadovoljavajuc´a za ρ = 0 i ρ = 0.25, dok su za
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Slika 4.24: Stopa pogresˇne klasifikacije
ostale korelacijske vrijednosti, a posebno za ρ = 0.75 i ρ = 0.95 prilicˇno velike, losˇije cˇak i od
jednoparametarskih modela. Gledajuc´i ove grafove namec´e se zakljucˇak da korelacija izmedu
prediktorskih varijabli uvelike utjecˇe na rezultate i prediktivnu sposobnost modela.
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Dvoparametarski model s gamma distribucijom (k=1)
U ovom pododjeljku prikazali smo statisticˇke rezultate za gamma distribuirane varijable s
parametrom oblika k=1 u ovisnosti o velicˇini uzorka na X osi i korelaciji izmedu varijabli
na Y osi. Slicˇno kao i za normalno distribuirane varijable, sˇto je vec´a koreliranost izmedu
Slika 4.25: Statisticˇki rezultati za gamma distribuirane varijable (k=1)
prediktorskih varijabli rezultati su losˇiji. Povec´avanjem uzorka vrijednosti Somersov D i c
su boljom aproksimacijom u neznatnom padu, dok se stopa pogresˇne klasifikacije poboljsˇava.
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Same vrijednosti su losˇije nego kod normalno distribuiranih varijabli te su modeli s ovom
distribucijom najlosˇiji.
Slika 4.26: Somersov D Slika 4.27: Stopa pogresˇne klasifikacije
Slika 4.28: Osjetljivost Slika 4.29: Specificˇnost
POGLAVLJE 4. MONTE-CARLO SIMULACIJA 39
Dvoparametarski model s gamma distribucijom (k=3)
U ovom pododjeljku prikazali smo statisticˇke rezultate za gamma distribuirane varijable s pa-
rametrom oblika k=3 u ovisnosti o velicˇini uzorka na X osi i korelaciji izmedu varijabli na
Y osi. Kao i za prethodne distribucije vidimo da su rezultati najbolji za neovisne varijable, a
Slika 4.30: Statisticˇki rezultati za gamma distribuirane varijable (k=3)
pritom vidimo da varijable s ovom distribucijom imaju najbolju prediktivnu sposobnost. Na
slikama 4.31 - 4.34 mozˇemo vidjeti grafove za statisticˇke rezultate.
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Slika 4.31: Somersov D Slika 4.32: Stopa pogresˇne klasifikacije
Slika 4.33: Osjetljivost Slika 4.34: Specificˇnost
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Analiza rezultata za n=500
Primjetili smo da se vec´ina rezultata znatno ne mijenja povec´avanjem velicˇine uzorka. Zato
smo u ovom pododjeljku fiksirali velicˇinu uzorka na n = 500 te na taj nacˇin graficˇki prikazali
kretanje statisticˇkih rezultata promjenom korelacija i distribucija prediktorskih varijabli. Na
iduc´im grafovima se jasno vidi regres mjera pogresˇke predvidanja povec´avanjem korelacije
izmedu varijabli.
Slika 4.35: Statisticˇki rezultati za n=500
Iz tablice na slici 4.35 mozˇemo vidjeti da je najbolji prediktivni model gdje su varijable
neovisno distribuirane Gamma (3,1) distribucijom.
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Slika 4.36: Somersov D Slika 4.37: Stopa pogresˇne klasifikacije
Slika 4.38: Osjetljivost Slika 4.39: Specificˇnost
Kako bi sˇto zornije prikazali odnos izmedu rezultata kod nekoreliranih i visokokoreliranih
varijabli. na slikama 4.40 i 4.41 usporediti c´emo njihove ROC krivulje (vidi definicija 6). Na
ovim slikama vidimo da je ROC krivulja prirodnijeg i oblijeg oblika za ρ = 0 te je povrsˇina
ispod krivulje (c statistika) vec´a i iznosi 0.9273, dok je za ρ = 0.95 prilicˇno mrsˇava te je
povrsˇina ispod krivulje manja i iznosi 0.6489. To nam pokazuje da je model sa ρ = 0 bolji.
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Slika 4.40: ROC krivulja za ρ = 0
Slika 4.41: ROC krivulja za ρ = 0.95
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4.4 Zakljucˇak i ogranicˇenja simulacije
Uzevsˇi u obzir statisticˇke rezultate za mjere pogresˇke predvidanja u ovisnosti o varijacijama
ulaznih podataka mozˇemo zakljucˇiti:
1. VELICˇINA UZORKA - u ovoj simulaciji velicˇina uzorka se nije pokazala presudnom
iako su stasticˇki pokazatelji bili bolji i vjerodostojniji kako se velicˇina uzorka povec´avala,
no ne u tolikoj mjeri koliko se moglo ocˇekivati prije pocˇetka simulacije. To nas pak do-
vodi do nove diskusije kolika je velicˇina uzorka dovoljna da bi se rezultati mogli smatrati
reprezentativnima za donijeti neke zakljucˇke, a opet da velicˇina uzorka ne bude nepo-
trebno prevelika usporavajuc´i tako brzinu izvodenja programa.
2. BROJ PREDIKTORSKIH VARIJABLI - u ovom radu proucˇavali smo samo modele s
jednom i dvije prediktorske varijable te su rezultati i tocˇnost modela puno bolji za dvopa-
rametarske modele. Za neke povrsˇne zakljucˇke i odnose izmedu distribucija prediktorski
varijabli zbog manjka vremena i brzine izvodenja jednoparametarski modeli bi takoder
posluzˇili svrsi, ali za izvodenje nekih vec´ih zakljucˇaka potrebni su modeli s visˇe predik-
torskih varijabli. Ovdje bi takoder mogli diskutirati o modelima s 3 i visˇe prediktorskih
varijabli, ali bi takav algoritam bio preslozˇen i brzina izvodenja bi bila preduga.
3. - DISTRIBUCIJA - u vec´ini modela koje smo proucˇavali, modeli s prediktorskim varija-
blama koje su bile distribuirane gamma distribucijom s parametrom oblika k=3 su imali
najbolju prediktivnu sposobnost, dok kod modela gdje su varijable distribuirane gamma
distribucijom s k=1 su imali najlosˇiju. Iz toga zakljucˇujemo da su gamma distribucije s
velikim k bolje za predvidanje rizika. Takoder smatramo da bi za dublju analizu trebalo
testirati i neke druge distribucije kako bi se donijeli valjaniji zakljucˇci.
4. KORELACIJA IZMEDU PREDIKTORSKIH VARIJABLI - varijacije u korelacijama
izmedu prediktorskih varijabli najvisˇe su uzrokovala tocˇnost modela. Modeli u kojima
su prediktorske varijable bile neovisne, tj. modeli u kojima je ρ = 0 su imali najbolju
prediktivnu sposobnost i mjere pogresˇke predvidanja rizika su imale najbolje statisticˇke
rezultate. Povec´avanjem korelacije izmedu prediktorskih varijabli statisticˇki rezultati su
znatno losˇiji i modeli imaju neprihatljivu prediktivnu sposobnost. Najbolja ilustracija za
pokazati tu tvrdnju je na slikama 4.40 i 4.41 gdje su prikazane ROC krivulje za ρ = 0
i ρ = 0.95. Upravo povrsˇina ispod ROC krivulje koja predstavlja c statistiku je jedan
od bitnijih statisticˇkih pokazatelja koje smo proucˇavali te je na prvoj slici za ρ = 0 ta
povrsˇina znatno vec´a.
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Slika 4.42: Podjela na nezavisne podatke za razvoj,validaciju i ocjenjivanje modela [2]
Najvec´e ogranicˇenje ove simulacije je sˇto su sve statistike procjenjivane na istim podacima
na kojima su procjenjivani parametri modela. Te su procjene pristrane (previsˇe ’optimisticˇne’)
jer bi procjene pogresˇaka na nezavisnim podacima bile odvec´ ’pesimisticˇne’. Za procjenu
pogresˇaka na nezavisnim podacima potrebno je bilo particioniranje podataka, tj. podjela po-
dataka na 3 podskupa. Prvi dio su trening podaci, tj. podaci za razvoj modela i aproksimi-
ranje funkcije. Drugi dio podataka bi se trebao odnositi na validaciju modela, tj. usporedbu
ponasˇanja razlicˇitih aproksimacija sa ciljem odabira najboljeg modela. Trec´i dio podataka bi
se trebao odnositi na ocjenjivanje modela, tj. nakon odabira zavrsˇnog modela, procjenjuje se
pogresˇka predikcije na novim nezavisnim podacima. Uobicˇajeno je da su podaci podijeljeni u
omjeru 50/25/25, ali u pravilu omjeri mogu biti i drugacˇiji.
U stvarnim primjenama ovih modela u procjenama rizika, osim na nezavisnim testnim po-
dacima pogresˇke predikcije se mogu procjenjivati i primjenom krosvalidacije. Proces krosva-
lidacije se odvija tako da se podaci podijele na N podjednakih dijelove i za svaki k = 1, . . . ,N
se izbaci k-ti dio podataka te se racˇunaju pogresˇke predikcije na prilagodenom modelu bez
k-tog dijela. Poslije toga se svih N procjena pogresˇke predikcije zdruzˇi i iz toga se donose
zakljucˇci o valjanosti modela.
Zbog fokusiranja na specificˇne i drugacˇije definirane ciljeve rada te zbog vremenskih i
ostalih ogranicˇenja vezanih uz slozˇenost algoritama i brzinu izvodenja simulacije takav nacˇin
podjele podataka nije pokriven u ovom radu.
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Sazˇetak
U ovom diplomskom radu cilj je bio analizirati mjere pogresˇke predikcije rizika u bankama
i kreditnim institucijama. Za dobivanje rezultata koristili smo metodu binomne logisticˇke
regresije. U prvom dijelu diplomskog rada opisana je povijest kreditnog bodovanja, statisticˇke
i nestatisticˇke metode koje se mogu koristiti za predikciju rizika te opc´enito o generaliziranim
linearnim modelima i logisticˇkoj regresiji. U drugom dijelu diplomskog rada opisan je Monte
Carlo eksperiment pomoc´u kojeg smo ispitali mjere pogresˇke predvidanja rizika pri raznim
uvjetima kao sˇto su distribucija prediktorskih varijabli, broj prediktorskih varijabli, velicˇina
uzorka i korelacija izmedu varijabli.
Rezultati su pokazali da su najbolji modeli Gamma distribucije s vec´im parametrom oblika
k te da korelacija jako utjecˇe na statisticˇke modele. Modeli u kojem su varijable neovisne te
modeli s visˇe prediktorski varijabli su pokazali bolju prediktivnu sposobnost.
Summary
In this thesis, the aim was to analyze risk measures in banks and credit institutions. We used
the binomial logistic regression method to obtain results. The first part of the thesis deals
with the history of credit scoring, statistical and nonstatistical methods that can be used for
risk prediction and about generalized linear models and logistic regression in general. In the
second part of the thesis, we have described the Monte Carlo experiment by which we tested
risk estimation measures at various perspectives such as probability distribution of predictor
variables, number of predictor variables, sample size, and correlation between variables.
The results showed that the best models are when predictor variables have Gamma distribution
with the greater shape parameter k and that the correlation strongly influences the statistical
models. Models in which variables are independent and models with more predictor variables
have shown better predictive capability.
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