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RELATIVE ASYMPTOTICS OF ORTHOGONAL
POLYNOMIALS FOR PERTURBED MEASURES
E.B. SAFF AND N. STYLIANOPOULOS
Abstract. We survey and present some new results that are related
to the behavior of orthogonal polynomials in the plane under small per-
turbations of the measure of orthogonality. More precisely, we intro-
duce the notion of a polynomially small (PS) perturbation of a mea-
sure. Namely, if µ0 ≥ µ1 and {pn(µj , z)}∞n=0, j = 0, 1, are the associated
orthonormal polynomial sequences, then µ0 a PS perturbation of µ1
if ‖pn(µ1, ·)‖L2(µ0−µ1) → 0, as n → ∞. In such a case we establish
relative asymptotic results for the two sequences of orthonormal poly-
nomials. We also provide results dealing with the behaviour of the zeros
of PS perturbations of area orthogonal (Bergman) polynomials.
1. Introduction
Let µ0 and µ1 be two finite Borel measures having compact and infinite
supports Sj := supp(µj) in the complex plane C, with µ0 ≥ µ1. Then there
exists a measure µ2 such that
µ0 := µ1 + µ2, (1.1)
and we denote the support of µ2 by S2 := supp(µ2). We shall regard µ0 as
a perturbation of µ1 and investigate when such a perturbation is “small” in
the sense of Definition 1.1 below.
The three measures yield three Lebesgue spaces L2(µj), j = 0, 1, 2, with
respective inner products
〈f, g〉µj :=
∫
f(z)g(z)dµj(z)
and norms
‖f‖L2(µj) :=
√
〈f, f〉µj .
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Let {pn(µj , z)}∞n=0, j = 0, 1, denote the sequence of orthonormal polyno-
mials associated with µj ; that is, the unique sequence of the form
pn(µj , z) = γn(µj)z
n + · · · , γn(µj) > 0, n = 0, 1, 2, . . . , (1.2)
satisfying 〈pm(µj , ·), pn(µj , ·)〉µj = δm,n.
The corresponding monic polynomials pn(µj , z)/γn(µj), can be equiva-
lently defined by the extremal property∥∥∥∥ 1γn(µj)pn(µj , ·)
∥∥∥∥
L2(µj)
:= min
zn+··· ‖z
n + · · · ‖L2(µj). (1.3)
A related extremal problem leads to the sequence {λn(µj , z)}∞n=0 of the
so-called Christoffel functions associated with the measure µj . These are
defined, for any z ∈ C, by
λn(µj , z) := inf{‖P‖2L2(µj), P ∈ Pn with P (z) = 1}, (1.4)
where Pn stands for the space of complex polynomials of degree up to n.
Using the Cauchy-Schwarz inequality it is easy to verify (see, e.g., [33, Sec-
tion 3]) that
1
λn(µj , z)
=
n∑
k=0
|pk(µj , z)|2, z ∈ C. (1.5)
Clearly, λn(µj , z) is the reciprocal of the diagonal of the kernel polynomial
Kn(µj , z, ζ) :=
n∑
k=0
pk(µj , ζ)pk(µj , z). (1.6)
Since µ0 ≥ µ1, the following inequality is an immediate consequence of (1.4)
λn(µ1, z) ≤ λn(µ0, z), n = 0, 1, . . . . (1.7)
Definition 1.1. With the µj’s as in (1.1), we say that µ0 is a polynomially
small (PS) perturbation of µ1 provided that µ2 is not the zero measure
and
lim
n→∞ ‖pn(µ1, ·)‖L2(µ2) = 0. (1.8)
The next result emphasizes the fact that µ0 being a PS perturbation of
µ1 implies strong constraints on the relative position of the support of µ2.
Its proof will be given in Section 4.
We denote by Ω the unbounded component of C \ S1 and by Pc(S1) the
polynomial convex hull of S1, i.e. Pc(S1) := C\Ω. We use cap(E) to denote
the (logarithmic) capacity of a compact set E.
Proposition 1.2. If µ0 is a PS perturbation of µ1, then S2 ⊂ Pc(S1); hence,
S0 ⊂ Pc(S1) and cap(S0) = cap(S1).
31.1. Some examples. Below we provide a list of µ0 = µ1 + µ2, where µ0
is a PS perturbation of µ1.
Throughout the paper we use A|E to denote the area measure on a
bounded set E and s|Γ to denote the arclength measure on a rectifiable
curve Γ.
(i) Let G be a bounded Jordan domain (or the union of finitely many
bounded Jordan domains with pairwise disjoint closures) and let B
be a compact subset of G. Take µ1 = A|G\B, µ2 = w(z)A|B and
µ0 = µ1 + µ2, where w(z) is integrable on B. Then Lemma 2.2 of
[22] implies the PS property.
(ii) Let Γ be a closed piecewise analytic Jordan curve without cusps and
let B be a compact subset in the interior of Γ. Take µ1 = s|Γ,
µ2 = w(z)A|B, where w(z) is integrable on B. Then, µ0 = µ1 + µ2
is a PS perturbation of µ1. (See Theorem 2.1 of [13].)
(iii) Here we assume µ1 is in the Szego˝ class on the unit circle; i.e., the
absolutely continuous part w(θ) of µ1 with respect to arclength on
the unit circle |z| = 1 satisfies the condition ∫ 2pi0 log(w(θ))dθ > −∞,
and we let µ2 be a finite measure supported on a compact set inside
the unit circle. Then µ0 = µ1 +µ2 is a PS perturbation of µ1 thanks
to Corollary 2.4.10 of [26]. (We remark that [11] contains a related
result for the case of purely absolutely continuous measures.)
(vi) Let Γ be a piecewise analytic Jordan curve without cusps, let G
denote its interior and let µ1 = A|G. If the exterior angle at z ∈ Γ
is less than pi/2, then limn→∞ pn(µ1, z) = 0; see [30, Theorem 1.3],
and therefore µ0 = µ1 + tδz, t > 0, where δz is the Dirac measure
at z, is a PS perturbation of µ1. On the other hand, if the exterior
angle at z is pi, then |pn(µ1, z)| ≥ Cn1/2, for some positive constant
C and infinitely many n; see [35, p. 1097], and thus µ0 is not a PS
perturbation of µ1,
In all the above examples that establish that µ0 is a PS perturbation of
µ1, the polynomials pn(µ1, z) go to zero uniformly on the support of µ2.
The following proposition provides a class of examples of PS perturbations
where this uniform convergence (and in fact pointwise convergence) to zero
does not hold uniformly in S1. Its proof will be given in Section 4.
We say that a Jordan curve Γ is C(p, α)-smooth if Γ has an arclength
parametrization γ that is p-times differentiable and its p-th derivative be-
longs to the class Lip α, 0 < α < 1.
Proposition 1.3. Let G be a bounded Jordan domain with boundary Γ in
the class C(2, α), α > 1/2. If µ1 = s|Γ is the arclength measure on Γ and
µ2 = A|G is the area measure on G, then µ0 = µ1 + µ2 is a PS perturbation
of µ1.
We remark that under the assumption of the proposition, the inequality
|pn(µ1, z)| ≤ c 1
np+α
, (1.9)
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for some positive constant c, holds locally uniformly inside Γ; see [31, The-
orem 2.4]. We also note that for the special case of analytic curves Γ,
Proposition 1.3 follows from [24, Corollary 2.5].
The paper is organised follows: In Section 2 we state the main results
along with some essential lemmas. Section 3 is devoted to the behaviour of
the zeros of certain PS perturbations of Bergman polynomials on the union
of Jordan regions. In Section 4 we provide the proofs of our main results.
2. Main results on PS perturbations
The main purpose of the paper is to show that the following two associated
pairs of sequences {γn(µ0), γn(µ1)}, {pn(µ0, z), pn(µ1, z)}, have compara-
ble asymptotics when the measure µ0 is a polynomially small perturbation
of µ1. Furthermore, under a somewhat stronger condition we show that the
two Christoffel sequences {λn(µ0, z), λn(µ1, z)}, likewise have comparable
asymptotics. The proofs of our results are given in Section 4.
We use Co(E) to denote the convex hull of a set E and note that Co(S1) =
Co(S0); see Proposition 1.2.
Theorem 2.1. ∗ If the measure µ0 is a PS perturbation of the measure µ1,
then the following hold:
(i)
lim
n→∞ γn(µ1)/γn(µ0) = 1;
(ii)
lim
n→∞ ‖pn(µ1, ·)− pn(µ0, ·)‖L2(µ0) = 0;
(iii) uniformly on compact subsets of C\Co(S0) (and for z ∈ Ω, provided
pn(µ0, ·) does not vanish in Co(S0) ∩ Ω for large n ∈ N),
lim
n→∞ pn(µ1, z)/pn(µ0, z) = 1;
Furthermore, if
∞∑
j=0
‖pj(µ1, ·)‖2L2(µ2) <∞, (2.1)
then
lim
n→∞λn(µ0, z)/λn(µ1, z) = 1, (2.2)
uniformly on compact subsets of Ω.
The appearance of pn(µ0, z) in the denominator of assertion (iii) causes no
difficulties, since by a classical result of Feje´r all the zeros of the orthonormal
polynomials stay within the convex hull of the support of the measure of
orthogonality see, e.g., [16].
Theorem 2.1 was motivated by the following example.
∗This theorem, along with Example 2.2, was presented by the second author at the
CMFT 2013 conference, held in Shantou, China, in June 2013.
5Figure 1. Plots of the zeros of pn(µ0, z), for n = 40, 60
and 80 (above) and pn(µ1, z), for n = 40, 60 and 80 (below),
related to Example 2.2.
Example 2.2. Consider the case G = G1 ∪ G2, where G1 denotes the
canonical pentagon with corners at the five roots of unity and G2 denotes
the disk with center at 3.5 and radius 2/3 and let B be the closed disk inside
the pentagon with center at 1/2 and radius 1/4. Then, take µ1 = A|G\B =
A|G − A|B and µ2 = 2A|B, so that µ0 = A|G + A|B is a PS perturbation of
µ1, by an application of Lemma 2.2 in [22].
In Figure 1 we plot the zeros of pn(µ0, z) and of pn(µ1, z), for n = 40, 60
and 80. The close resemblance of the zeros in the two plots suggested that
the behaviour of the associated orthonormal polynomial sequence outside G
should be essentially the same, which is indeed what Theorem 2.1 asserts.
On the other hand, we wish to emphasize that, in general, the zeros of or-
thogonal polynomials for PS perturbations of a measure µ1 need not have
the same limit behaviour as the zeros of the orthogonal polynomials gener-
ated by µ1; see Proposition 3.2 and Figure 3 below. However, the balayage
of their limit measures must be the same; see Theorem 3.1.
The constructions of the orthonormal polynomials utilized for the plots
in this paper were performed by applying the Arnoldi variant of the Gram-
Schmidt method; see e.g. [29, Section 7.4]. All the computations were
carried out on a MacBook Pro using Maple.
Essential to the proof of Theorem 2.1 is the following simple lemma, which
is of independent interest.
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Lemma 2.3. Let µ0 and µ1 be two measures having compact and infinite
support in C, with µ0 ≥ µ1. Then for all n ∈ N ∪ {0},
γn(µ1)
γn(µ0)
= 1 + βn, (2.3)
where βn is non-negative and satisfies
1(
1− ‖pn(µ0, ·)‖2L2(µ2)
)1/2 − 1 ≤ βn ≤ (1 + ‖pn(µ1, ·)‖2L2(µ2))1/2 − 1. (2.4)
Furthermore,
‖pn(µ0, ·)‖L2(µ2) ≤ ‖pn(µ1, ·)‖L2(µ2) (2.5)
and
‖pn(µ0, ·)− pn(µ1, ·)‖2L2(µ1) ≤ 2βn. (2.6)
Finally, for any z ∈ C \ Co(S1),∣∣∣∣pn(µ0, z)pn(µ1, z) − 1
∣∣∣∣ ≤√2βn [1 + diam(S1)dist(z,Co(S1))
]2
. (2.7)
If lim
n→∞ γn(µ1)
1/n = 1/ cap(S1), then µ1 belongs to the important class of
measures Reg investigated in [27]. Furthermore, if in a neighbourhood of
infinity
lim
n→∞
pn(µ1, z)
pn+1(µ1, z)
= f(z), (2.8)
for some analytic function f(z), then we say µ1 belongs to the class of
measures Ratio(f). The following result shows that both classes of measures
are invariant under PS perturbations.
Proposition 2.4. Let µ1 be in the class Reg, respectively Ratio(f). If µ0 is
a PS perturbation of µ1, then µ0 is in the class Reg, respectively Ratio(f).
We refer to [3], [7], [14], [18], [23] and [25], for a list of recent applications
of measures in the class Ratio(f), where Proposition 2.4 is expected to have
an impact; namely results concerning measures in the class Ratio(f) should
be easily extended to hold for PS perturbations of these measures.
As an illustration, we consider the infinite upper Hessenberg matrix Mµ0
associated with the orthonormal sequence {pn(µ0, z)}∞n=0; that is, Mµ0 :=
[bk,j ]
∞
k,j=1, where bk,j = 〈zpj(µ0, ·), pk(µ0, ·)〉µ0 ; see, e.g., [18] and [25]. Then,
the following result is an easy consequence of Theorem 2.1, Proposition 2.4
and [25, Corollary 1.4].
Proposition 2.5. Assume that µ1 ∈ Ratio(f) satisfies
lim inf
n→∞
γn(µ1)
γn+1(µ1)
> 0.
If µ0 is a PS perturbation of µ1, then the matrix Mµ0 is weakly asymptotically
Toeplitz; i.e. for all k ≥ −1, limn→∞ bn−k,n exists.
7In the following proposition we give an example where sharp rates of
convergence are obtained for the assertions (i), (ii) and (iii) of Theorem 2.1.
Proposition 2.6. Let K be a compact subset of the unit disk D and let
r := max{|z| : z ∈ K}. If µ1 := A|D\K and µ0 := A|D, then the following
hold:
(i)
γn(µ1)
γn(µ0)
=
γn(µ1)√
n+1
pi
= 1 +O
(
r2n
)
,
and the order O
(
r2n
)
is sharp;
(ii)
‖pn(µ1, ·)− pn(µ0, ·)‖L2(D) =
∥∥∥∥∥pn(µ1, ·)−
√
n+ 1
pi
zn
∥∥∥∥∥
L2(D)
= O (rn) ;
(iii)
pn(µ1, z)
pn(µ0, z)
=
pn(µ1, z)√
n+1
pi z
n
= 1 +O (rn) , |z| > 1;
(iv)
max
z∈D
∣∣∣∣∣pn(µ1, z)−
√
n+ 1
pi
zn
∣∣∣∣∣ = O (nrn) .
In the above, O depends on r only.
Next we state a proposition that is needed in establishing the last assertion
in Theorem 2.1. It is a generalisation of assertion (2.10) in [22] but we
provide a shorter proof.
Proposition 2.7. If K is a compact subset of Ω, then
∞∑
n=0
|pn(µ1, z)|2 =∞ (2.9)
or, equivalently,
lim
n→∞λn(µ1, z) = 0, (2.10)
uniformly for z ∈ K.
3. Zeros of PS perturbations of Bergman polynomials
Our goal in this section is to provide results concerning the asymptotic
behaviour of zeros of PS perturbations of Bergman polynomials. (By the
term Bergman polynomials we mean polynomials orthonormal with respect
to the area measure on bounded regions.)
To do this it will be convenient to use the notations introduced in [22]
regarding archipelaga with lakes. More precisely, let G :=
⋃m
j=1Gj be a
finite union of bounded Jordan domains Gj , j = 1, . . . ,m, in the complex
plane C, with pairwise disjoint closures, let K be a compact subset of G and
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Ω
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Figure 2. Archipelagos with lakes
consider the set G? obtained from G by removing K; i.e., G? := G \ K. Set
Γj := ∂Gj for the respective boundaries and let Γ := ∪mj=1Γj denote the
boundary of G. Let Ω denote the unbounded component of C \G?, so that
here Ω = C \G; see Figure 2. Note that Γ = ∂G = ∂Ω. We refer to G as an
archipelago and to G? as an archipelago with lakes.
In this case, µ0 = A|G and µ1 = A|G? , so that according to Lemma 2.2
in [22], µ0 is a PS perturbation of µ1. Further, from Lemma 3.2 in [6], µ0
belongs to the class of measures Reg and, in view of Theorem 2.1, so does
µ1.
Here, we will use the notation pn(G, z) and pn(G
?, z), in place of pn(µ0, z)
and pn(µ1, z), for the corresponding Bergman polynomials. Also, we will
use γn(G), γn(G
?), ‖ · ‖L2(G) and ‖ · ‖L2(G?), in the place of γn(µ0), γn(µ1),
‖ · ‖L2(µ0), and ‖ · ‖L2(µ1), respectively.
The main task of this section is to describe the asymptotic behaviour of
the zeros of the polynomials pn(G
?, z) under various assumptions on the
boundary Γj of each individual island Gj . The behaviour of the zeros of
pn(G, z) was investigated in [6].
Our main tool is the normalized counting measure νn for the zeros of a
the Bergman polynomial pn(G
?, z); that is,
νn :=
1
n
∑
pn(G?,z)=0
δz, (3.1)
where δz is the unit point mass (Dirac delta) at the point z. Note that, since
all the zeros of pn(G
?, z) lie in the convex hull of G, it follows from Helly’s
selection theorem that the sequence of measures {νn}∞n=1 has convergent
subsequences with limit measures supported on Co(G).
With E a compact set in the complex plane of positive capacity, we de-
note by µE the equilibrium measure (energy minimizing Borel probability
measure on E) for the logarithmic potential on E; see e.g., [15, Chapter 3]
and [21, Section I.1]. As is well-known, the support supp(µE) of µE lies on
the boundary of the unbounded component of C \ E.
Our first result is a consequence of the fact that A|G? is a measure in the
class Reg. Its proof is given in Section 4.
9Theorem 3.1. If µ is any weak-star limit measure of the sequence {νn}n∈N
in (3.1), then µ is a Borel probability measure supported on G and µb = µΓ,
where µb is the balayage of µ out of G onto ∂Ω. Similarly, the sequence of
balayaged counting measures converges to µE:
νbn
∗−→µΓ, n→∞, n ∈ N. (3.2)
By the weak-star convergence of a sequence of measures τn to a measure τ
we mean that, for any continuous f with compact support in C, there holds∫
fdτn →
∫
fdτ, as n→∞.
For properties of balayage see [21, Sect. II.4].
The next result illustrates that the zero behaviour of polynomials or-
thogonal with respect to a PS perturbation of a measure µ1 can have an
asymptotic limit that is different from that of the zeros of orthogonal poly-
nomials with respect to µ1. However, as Theorem 3.1 asserts, the balayage
onto the boundary of these two limiting distributions of zeros must be the
same.
Let G = D, the unit disk, and K := {z : |z − a| ≤ %}, |a| + % < 1, % >
0. In order to describe the zero behaviour of the sequence {pn(G?, z)}∞n=0,
G? = D \ K, we recall that there exists a unique pair of points z1 and z2
that are mutually inverse points with respect to the two circles T := ∂D and
{z : |z − a| = %}, that is
z1z2 = 1 and (z1 − a)(z2 − a) = %2. (3.3)
Let z1 denote the point that lies in K (z2 will then lie outside D). We prove
in Section 4 the following.
Proposition 3.2. † With the above notation, there exists a subsequence
N ⊂ N such that the normalized zero counting measures for pn(G?, z) satisfy
νn
∗−→µ|z1|, n→∞, n ∈ N , (3.4)
where µ|z1| denotes the normalized arclength measure on the circle |z| = |z1|.
Thus, no matter what the relative position of K, a weak limit of νn will
invariably be the arclength measure on a specific circle in D, always centered
at the origin.
By way of illustration, in Figure 3 we plot the zeros of pn(G
?, z), for
n = 120, 140 and 160, for a = 0.2, a = 0.4 and % = 0.25.
Below we need the notion of an inward-corner (IC) point. Following [19],
we say that a point z0 on the boundary Γj ofGj is an IC point if there exists a
circular sector of the form S := {z : 0 < |z−z0| < r, αpi < arg(z−z0) < βpi}
with β − α > 1 whose closure is contained in Gj except for z0.
†This result was presented by the first author at the 2011 conference“Computational
Complex Analysis and Approximation Theory” held in Protaras, Cyprus in honor of Nick
Papamichael.
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Figure 3. Plots of the zeros of pn(G
?, z), for n = 120, 140
and 160, related to Proposition 3.2, with a = 0.2 (left) a =
0.4 (right) and % = 0.25.
The following theorem is an immediate consequence of Corollary 2.2 in
[19]; cf. the proof of Theorem 3.1 in Section 4.
Theorem 3.3. With the notation above, assume that for each j = 1, . . . , l
the boundary Γj of Gj contains an IC point
‡. Then, with νn as in (3.1),
νn|V ∗−→µΓ|V , n→∞, n ∈ N, (3.5)
where V is an open set containing ⋃lj=1Gj, such that if l < m the distance
of V from ⋃mj=l+1Gj is positive.
The result of the theorem remains valid under the weaker condition that
the boundary Gj , for each j = 1, . . . , l, contains a non-convex type singular-
ity ; see [19] for details.
Theorem 3.3 is illustrated by the following example.
Example 3.4. Consider the case G = G1∪G2, where G1 is a circular sector
of opening angle 3pi/2 and radius 1 with center at the origin and G2 is the
disk with center at 3.5 and radius 2/3 and let K be the closed disk inside G1
with center at 1/2 and radius 1/4.
In Figure 4 we plot the zeros of pn(G
?, z), with G? = G \ K, for n =
120, 140 and 160. According to Theorem 3.3, νn|V ∗−→µΓ|V , as n → ∞,
through the whole sequence N, where V is some open neighbourhood of
G1. This, in particular, implies that every point of the boundary of G1
will attract zeros of pn(G
?, z), a fact which is corroborated by the position
of zeros in the plot. The obvious reluctance of the zeros to approach the
‡The ordering of Gj ’s is irrelevant here.
11
Figure 4. Plots of the zeros of pn(G
?, z), for n = 120, 140
and 160 related to Example 3.4.
reentrant corner of the sector can be accounted for by the fact that the
equilibrium measure at this corner has zero density.
We end this section by noting that there is a recent growing interest for
asymptotics of Bergman polynomials with weights supported on the unit
disk; see, e.g. [17], [9] and the references therein.
It is evident that much of our results above hold true if the Bergman poly-
nomials pn(G
?, z) are replaced by weighted Bergman polynomials, defined
by the inner product
〈f, g〉Gw :=
∫
G
f(z)g(z)w(z)dA(z),
for some reasonable weight function w ∈ L2(G). See, for example, the
book by Suetin [32, Chapter II] and the more recent results of Totik in [34,
Theorems 1.3 & 1.5]. Clearly, the polynomials {pn(G?, z)} correspond to
the characteristic function
w(z) =
{
0, if z ∈ K,
1, otherwise.
4. Proofs
This section contains the proofs of results in the preceding sections.
4.1. Proof of Proposition 1.2. We shall show that there are no points
of S2 in Ω = C \ Pc(S1). Then, since S0 = S1 ∪ S2 we have S0 ⊂
Pc(S1). Furthermore, strict inequality cannot hold for the capacities, since
cap(S2 ∩ Ω) = 0; thus cap(S1) = cap(S0).
To see that there are no points of S2 in Ω first observe that there cannot
be any isolated points of S2 in Ω, since at any such point, say z0, we would
have from (1.8),
0 = lim
n→∞
∫
|pn(µ1, z)|2dµ2(z) ≥ lim
n→∞ |pn(µ1, z0)|
2µ2({z0});
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but by a theorem of Ambroladze [1, Theorem 1], if gΩ(z,∞) denotes the
Green function with pole at infinity associated with Ω, then
lim sup
n→∞
|pn(µ1, z0)|1/n ≥ exp{gΩ(z0,∞)} > 1,
which yields a contradiction. (If the complement C \ Ω of Ω has capacity
zero, then gΩ(z,∞) ≡ ∞; see [28, Appendix V].)
Next, suppose that z0 ∈ S2∩Ω and z0 is an accumulation point of S2. Let
B(z0) ⊂ Ω be a closed disk centered at z0. By a result of Widom [37]; see
also [28, Theorem 2.1.1], there exists an integer L such that each pn(µ1, z)
has at most L zeros in B(z0). Let
qn(z) :=
∏
(z − ζ), ζ ∈ B(z0), pn(µ1, ζ) = 0,
and consider a subsequence N ⊂ N such that qn(z) converges locally uni-
formly in C to a monic polynomial Q(z) of degree at most L. By Corol-
lary 1.1.5 in [28]
lim inf
n→∞
∣∣∣∣pn(µ1, z)qn(z)
∣∣∣∣1/n ≥ exp{gΩ(z,∞)}, (4.1)
uniformly on B1(z0), where B1(z0) is a closed disk centered at z0 and con-
tained in B(z0). Then, there exists a constant % > 1 such that
0 = lim
n→∞
∫
|pn(µ1, z)|2dµ2(z) ≥ lim
n→∞
∫
B1(z0)
|pn(µ1, z)|2dµ2(z)
≥C%n lim
n→∞,n∈N
∫
B1(z0)
|qn(µ1, z)|2dµ2(z).
Hence,
0 = lim
n→∞,n∈N
∫
B1(z0)
|qn(µ1, z)|2dµ2(z) =
∫
B1(z0)
|Q(z)|2dµ2(z).
This yields a contradiction, since µ2 has infinitely many points of support
in B1(z0) where Q(z) must be zero. 
4.2. Proof of Proposition 1.3. Let {pn(z)}∞n=0 denote the associated se-
quence of orthonormal polynomials with respect to the arclength measure
on Γ and let Φ denote the conformal map from the exterior of Γ to the
exterior of the unit circle, normalized by Φ(∞) =∞ and Φ′(∞) > 0. Then,
from [31, Theorem 2.3] we have
pn(z) = Φ
n(z)
√
Φ′(z) [1 +O (1/n)] , (4.2)
uniformly for z ∈ Γ. Our assumption on Γ implies that Φ′ is finite and
non-vanishing on Γ and that Φ′′ is bounded on Γ; see e.g. [12, Sections
3.3–3.4].
Let z0 ∈ Γ be fixed. Then, from integration along Γ we have∫ z
z0
pn(ζ)dζ =
∫ z
z0
Φn(ζ)
Φ′(ζ)√
Φ′(ζ)
[1 +O (1/n)] dζ
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=
∫ z
z0
Φn(ζ)
Φ′(ζ)√
Φ′(ζ)
dζ +O (1/n) , z ∈ Γ.
Integrating by parts gives uniformly for z ∈ Γ,
Qn+1(z) :=
∫ z
z0
pn(ζ)dζ =
Φn+1(z)
n+ 1
1√
Φ′(z)
− Φ
n+1(z0)
n+ 1
1√
Φ′(z0)
+
1
2
∫ z
z0
Φn+1(ζ)
n+ 1
Φ′′(ζ)
[Φ′(ζ)]3/2
dζ +O (1/n) = O (1/n) . (4.3)
Now by using Green’s formula (see e.g. [5, p. 10]) and the Cauchy-Schwarz
inequality we have∫
G
|pn(z)|2dA(z) = 1
2i
∫
Γ
pn(z)Qn+1(z)dz ≤ 1
2
∫
Γ
|pn(z)||Qn+1(z)|ds
≤ 1
2
[∫
Γ
|pn(z)|2ds
]1/2 [∫
Γ
|Qn+1(z)|2ds
]1/2
and the required result follows from (4.3) because of the normality of the
polynomials pn. 
4.3. Proof of Lemma 2.3. We aim first at relating the leading coefficients
γn(µ0) and γn(µ1). To this end, we note that
γn(µ0) ≤ γn(µ1), n = 0, 1, . . . , (4.4)
which is a simple consequence of the minimal property (1.3).
The fact that βn ≥ 0 is evident from the inequality (4.4). To prove (2.4)
we note first the two obvious relations
‖pn(µ0, ·)‖2L2(µ1) = 1− ‖pn(µ0, ·)‖2L2(µ2) (4.5)
and
‖pn(µ1, ·)‖2L2(µ0) = 1 + ‖pn(µ1, ·)‖2L2(µ2). (4.6)
Since µ1 has infinite support, (4.5) shows that
‖pn(µ0, ·)‖L2(µ2) < 1.
Furthermore, from the Parseval identity we have
‖pn(µ1, ·)‖2L2(µ0) =
n∑
k=0
|〈pn(µ1, ·), pk(µ0, ·)〉µ0 |2
≥ |〈pn(µ1, ·), pn(µ0, ·)〉µ0 |2, (4.7)
and
‖pn(µ0, ·)‖2L2(µ1) =
n∑
k=0
|〈pn(µ0, ·), pk(µ1, ·)〉µ1 |2
≥ |〈pn(µ0, ·), pn(µ1, ·)〉µ1 |2. (4.8)
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The required upper and lower estimates in (2.4) then follow easily from
(4.5)–(4.8), because
〈pn(µ1, ·), pn(µ0, ·)〉µ0 =
γn(µ1)
γn(µ0)
,
〈pn(µ0, ·), pn(µ1, ·)〉µ1 =
γn(µ0)
γn(µ1)
.
(4.9)
Inequality (2.5) follows at once from (2.4).
Next we note the following two relations, which hold for all n ∈ N ∪ {0}:
‖pn(µ0, ·)− pn(µ1, ·)‖2L2(µ0) = ‖pn(µ1, ·)‖2L2(µ2) − 2βn (4.10)
and
‖pn(µ0, ·)− pn(µ1, ·)‖2L2(µ1) =
2βn
1 + βn
− ‖pn(µ0, ·)‖2L2(µ2). (4.11)
These can be readily seen by expanding ‖pn(µ0, ·) − pn(µ1, ·)‖2L2(µ0) and
‖pn(µ0, ·) − pn(µ1, ·)‖2L2(µ1), together with the definition of βn in (2.3) and
the four relations in (4.5), (4.6) and (4.9). Then, the inequality in (2.6) is
immediate from (4.11), because βn ≥ 0.
Finally, (2.7) follows from (2.6) by working as in obtaining (d) from (b)
in the proof of Theorem 2.1 in [22], because Co(S0) = Co(S1). 
4.4. Proof of Proposition 2.7. Let ζ ∈ K be fixed. By Runge’s theorem
there exists a sequence of polynomials qn(z) = qn(z; ζ) such that qn(z) con-
verges uniformly to zero on the boundary of Ω (and hence on S1) and also
converges to one on a sufficiently small closed disk D(ζ, ) ⊂ Ω centered at
ζ. But then it is immediate from the extremal property of Christoffel func-
tions that λn(µ1, z) → 0, uniformly on D(ζ, ). Since K is compact, it can
be covered by finitely many such disks, and the assertion of the proposition
follows. 
4.5. Proof of Theorem 2.1. Our reasoning is guided by the arguments
for Bergman polynomials in [22].
Assertions (i) and (ii) are immediate from Lemma 2.3 and (4.10).
Assertion (iii) for z ∈ C \ Co(S0) follows from (2.7), because Co(S0) =
Co(S1). The claim for z ∈ Ω follows from the corresponding result in C \
Co(S0) by using a standard normal family argument.
Next we consider the sequence of numbers
εm :=
∞∑
j=m
‖pj(µ1, ·)‖2L2(µ2), m ∈ N, (4.12)
which by the assumption in (2.1) tends to zero as m → ∞. In contrast,
from Proposition 2.7 it follows that for any given compact set K ⊂ Ω and
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positive integers M and m,
n∑
j=m
|pj(µ1, z)|2 > M, z ∈ K, (4.13)
for all sufficiently large n.
The next result provides an estimate for the relation between λn(µ0, z)
and λn(µ1, z) in terms of εm and the sum in (4.13).
Lemma 4.1. With the notation above, choose n > m sufficiently large so
that (4.13) holds. Then, for ζ ∈ K,
λn(µ1, z) ≤ λn(µ0, z) ≤ λn(µ1, z){1 +Dn(z)}, (4.14)
where
Dn(z) := εm +
(1 + εm)
M
m−1∑
j=0
|pj(µ1, z)|2. (4.15)
Proof. For z ∈ K consider the polynomial
Pn(t) :=
∑n
j=m pj(µ1, z)pj(µ1, t)∑n
j=m |pj(µ1, z)|2
. (4.16)
Since Pn(z) = 1, we have from the minimal property (1.4) of Christoffel
functions that
λn(µ0, z) ≤
∫
|Pn(t)|2dµ0(t). (4.17)
Furthermore, from the orthogonal expansion of Pn with respect to µ1, we
have ∫
|Pn(t)|2dµ1(t) = 1∑n
j=m |pj(µ1, z)|2
. (4.18)
By using the Cauchy-Schwarz inequality for the sum in (4.16) we get that∫
|Pn(t)|2dµ2(t) ≤ 1∑n
j=m |pj(µ1, z)|2
∫ n∑
j=m
|pj(µ1, t)|2dµ2(t)
and, therefore, we obtain from (4.12) that∫
|Pn(t)|2dµ2(t) ≤ εm∑n
j=m |pj(µ1, z)|2
. (4.19)
Now adding up (4.18) and (4.19) we conclude, in view of (4.17), that
λn(µ0, z) ≤ 1 + εm∑n
j=m |pj(µ1, z)|2
. (4.20)
The upper estimate in (4.14) then follows from (1.5), (4.19) and (4.13),
because
1∑n
j=m |pj(µ1, z)|2
=
1∑n
j=0 |pj(µ1, z)|2
[
1 +
∑m−1
j=0 |pj(µ1, z)|2∑n
j=m |pj(µ1, z)|2
]
.
The lower estimate in (4.14) is simply the comparison property (1.7). 
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Finally, assertion (2.2) of Theorem 2.1 follows at once from (4.14), because
εm can be made arbitrarily small and M can be chosen arbitrarily large. 
4.6. Proof of Proposition 2.4. When µ1 ∈ Reg, the result is evident from
Theorem 2.1(i), in view of Proposition 1.2. For µ1 ∈ Ratio(f), the result
follows at once from Theorem 2.1(iii), because outside Co(S0) = Co(S1),
pn(µ0, z)
pn+1(µ0, z)
=
pn(µ0, z)
pn(µ1, z)
pn(µ1, z)
pn+1(µ1, z)
pn+1(µ1, z)
pn+1(µ0, z)
;
see also the remark following the statement of Theorem 2.1. 
Below we use ‖ · ‖E to denote the uniform norm over a compact set E.
We recall that Ω denotes the unbounded component of C \ S1.
4.7. Proof of Proposition 2.6. Set K˜ := {z : |z| ≤ r}, G := D, G? := D\K
and consider G˜ := G \ K˜. Then it is easy to check that
pn(G, z) = γn(G)z
n and pn(G˜, z) = γn(G˜)z
n (4.21)
where
γn(G) =
√
n+ 1
pi
and γn(G˜) =
√
n+ 1
pi
(
1− r2n+2)−1/2 . (4.22)
Since G˜ ⊂ G? ⊂ G, it follows from the minimal property (1.3) that
γn(G) ≤ γn(G?) ≤ γn(G˜).
Hence, (4.22) implies
1 ≤ γn(G
?)
γn(G)
= 1 + βn,
with βn = O(r
2n), which yields (i). The sharpness claim is evident by letting
K˜ = K.
Next, by applying (2.6) we get
‖pn(G?, ·)− pn(G, ·)‖L2(G?) ≤ O(rn),
and (ii) follows because the norms ‖ · ‖L2(G) and ‖ · ‖L2(G?) are equivalent;
see, e.g., [22, p. 2447].
Part (iii) then follows from an application of (2.7).
Finally, the uniform estimate in part (iv) follows from the L2-estimate in
(ii) by using the inequality
‖Pn‖G ≤ Cn‖Pn‖L2(G),
which is valid for any polynomial Pn of degree at most n ∈ N, where the
constant C depends on G only; see [32, p. 38]. 
17
4.8. Proof of Theorem 3.1. As was noted in Section 3, A|G? belongs to
the class Reg. Thus, from [16] and [28, Theorems 3.2.1 & 3.2.3] we have
lim
n→∞ γn(G
?)1/n =
1
cap(G)
and lim
n→∞ ‖pn(G
?, ·)‖1/n
G
= 1, (4.23)
because cap(G) = cap(G) = cap(G?) and every point of Γ is regular for the
Dirichlet problem in Ω; see, e.g., [15, p. 92]. Hence {pn(G?, z)/γn(G?)}∞n=0
constitutes a sequence of asymptotically extremal monic polynomials on G
and the result follows from [8, Theorem 2.3]; see also [21, Theorem III.4.7]
and [19, Theorem 1.1] 
4.9. Proof of Proposition 3.2. Let L2a(D) denote the Bergman space of
functions analytic and square integrable in D. We shall need to work with
the Hilbert space L2#a (D) consisting of functions in L2a(D), but with inner
product
〈f, g〉L2(G?) :=
∫
G?
f(w)g(w)dA(w) (4.24)
and corresponding norm ‖ · ‖L2(G?). Since the two norms ‖ · ‖L2(D) and
‖ · ‖L2(G?) are equivalent; see, e.g., [22, p. 2447], it follows that the two spaces
L2a(D) and L
2#
a (D) contain exactly the same set of functions. Furthermore,
the polynomial sequence {pn(G?, ·)}∞n=0 forms a complete orthonormal sys-
tem in L2#a (D) and there exists a kernel function K?(·, ζ) ∈ L2a(D) with the
reproducing property, for all ζ ∈ D,
f(ζ) = 〈f,K?(·, ζ)〉L2(G?), ∀f ∈ L2a(D). (4.25)
Consequently, K?(z, ζ) is given in terms of the orthonormal polynomials in
L2#a (D) by
K?(z, ζ) =
∞∑
k=0
pk(G?, ζ)pk(G
?, z), (4.26)
where the series on the right hand side converges uniformly on compact
subsets of D× D.
The analytic continuation properties of the kernel K?(·, ζ), ζ ∈ D, across
the unit circle, play an essential role in our analysis. To this end, for an
analytic function f in D we define
ρ(f) := sup{R : f(z) has an analytic continuation to |z| < R}. (4.27)
Note that 1 ≤ R ≤ ∞.
With the notation above, it follows from (4.26), the equivalence of the
two norms ‖ · ‖L2(D) and ‖ · ‖L2(G?) and Walsh maximal convergence theory
(see [36, pp. 130–131]) that
lim sup
n→∞
|pn(G?, ζ)|1/n = 1
ρ(K?(·, ζ)) , ζ ∈ D. (4.28)
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(Note that (4.28) is an analogue of the Cauchy-Hadamard formula.) This
implies that the analytic continuation properties of the kernel K?(·, ζ) de-
termine the “lim sup”behaviour of the orthonormal polynomials pn(G
?, ζ),
for ζ ∈ D.
We denote by φ a conformal mapping
w = φ(z) = (z − z1)/(1− z/z2) (4.29)
of G? onto the annulus Ar := {w : r < |w| < 1}, where r is called the
conformal module of G?. Then, by [22, Lemma 3.2],
K?(z, ζ) = φ′(ζ)φ′(z)
∞∑
n=0
r2n
pi[1− r2nφ(ζ)φ(z)]2 , (4.30)
which is valid for any ζ ∈ D.
Therefore, by using the form of φ, we conclude that K?(z, ζ) is a meromor-
phic function with poles at z = z2 and at the points z = φ
−1
(
1/r2nφ(ζ)
)
,
n = 0, 1, 2, . . .. Since by symmetry we have φ−1
(
1/φ(ζ)
)
= 1/ζ, ζ ∈ D, it
follows easily that
ρ(K?(·, ζ)) =
{ 1
|ζ| , if |ζ| ≥ |z1|,
|z2|, if |ζ| < |z1|. (4.31)
The latter equation, in conjunction with (3.3) and (4.28), leads to
lim sup
n→∞
|pn(G?, ζ)|1/n =
{ |ζ|, if |ζ| ≥ |z1|,
|z1|, if |ζ| < |z1|. (4.32)
Consider now the sequence of monic polynomials
qn(z) :=
pn(G
?, z)
γn(G?)
= zn + · · · , n = 0, 1, . . . ,
and note that, in view of (4.23), we have
lim
n→∞ γn(G
?)1/n = 1,
where we made use of the fact that cap(D) = 1.
Now let E denote the closed disk |z| ≤ |z1| and set g(z) = z. Then, it
follows from (4.32) that
lim sup
n→∞
|qn(z)|1/n = |g(z)|, z ∈ ∂E. (4.33)
Furthermore, for any ζ in the interior of E, there exists a subsequence Nζ
of N such that
lim
n→∞ |qn(ζ)|
1/n = |z1|, n ∈ Nζ , (4.34)
Finally, we note that the equilibrium measure of E coincides with µ|z1|, the
normalized arclength measure of the circle |z| = |z1|. Since the logarithmic
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potential Uµ|z1|(z) of µ|z1| satisfies (see, e.g., [21, p. 45]):
Uµ|z1|(z) =
{
log 1|z1| , if z ∈ C \ E,
log 1|z| , if z ∈ E,
the result (3.4) then follows from (4.33)–(4.34) by an application of Lemma 4.3
in [9].

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