Though the field of spoken dialogue systems has developed quickly in the last decade, rapid design of dialogue strategies remains uneasy. Several app!'l ll lcl l es to the problem of automatic sttategy learning have been proposed and the use of Reinfon:ement Learning introduced by Levin and Pieraccini is becoming part of the slate of the art in this ara. However, the quality of the strategy learned by the system depends on the definition of the optimization criterion and on the accuracy of the environment model.
INTRODUCTION
In the last few years, research in the field of spoken dialogue systems has experienced increasing growth. The automation of dialogue strategy design is a leading domain of investigation, and the treatment of dialogne system design using the fonna lism of Markov Decision Process es (MOPs) and Reinforcement Learning (RL) was proposed by Pieracc ini and Levin [I] .
However, to obtain a fully automatic procedure, the learning agent needs either real interactions with a user through an automatic speech recognition (ASR) system, a large amount of coJ]lus data or a sequence of simulated interactions with a virtual user [2] . The latter option is widely preferred , since several thousand dialogues may be necessary to train even a simple system. Moreover, to automatically learn the optimal strategy within the framework of MOPs using RL algorithms, it is necessa ry to express the strategy design as an optimization problem and then to defme an optimization criterion. Such a criterion drives the design of the strategy and may be interpreted where Py is the transition probability.
The general MDP formalism can be described as follow: • It is the state of the system at time t. Each state is built so that it describes the information obtained thus far by the dialogue system. To avoid constraints linked to the Markov property, So may contain data about the system's history. There are two special states: 5(" So is the initial state of the system (at time to) and SF is the fm al state reached at t = T F
• is is the action perfonned by the system at time t. Actions are taken from the'rmite action set a = {a;}. Typically, iii are spoken utterances or database qucries. • ActIons are questions about each of the N fields. Each action requires an ASR system to get the answer from the user. There are N different actions in the action set A = {AI, . . . AN}.
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• An obvious strategy would be to ask questions about unfilled fields until all fields are complete. SUch a stnItegy is system-directed; the will of the user to participate actively to the dialogue is not taken into account. Hence this is a sub-optimal stnItegy.
SIMULATING THE ENVIRONMENT
As mentioned previously, training a system to fmd the optimal stnItegy of an MDP rcquinls a large amount of data. Several thousand dialogues are usually necessary to reach this goal. To avoid the eff ort of running tests with real users, Pieraccini et al [2] proposed the creation of a virtual user to interact with the learning system. We go a step further by adding a model of an imperfect ASR system in our simulated environment ( Figure I ).
Since dialogue systems are generally designed for voice-based consultation of databases, the virtual environment contains the database corresponding to the specific task to be learned. It also contains a virtual user and a reward building block in addition to the ASR system model.
Intention-based eommanil:ll tion
In the simulated environment, conumm ication takes place at the intention level rather than at the word sequence or speech signal level, as it would be in the real world. We regard an intention as the minimal unit of information that a dialogue participant can express independently. Intentions are closely related to concepts, speech acts Dr dialogue acts. For example, the sentence "rd like to buy a desktop computer" is based on the concept
It is unnecessary to model environmen t behavior at a lower level, because strategy optimization is a high level concept. 
Vser Model
In the real world, users display goal-clirected behavior and prefer mixed-initiative to system-directed dialogues in which straight answers are required by the system. Starting from these observations, we built a partially stochastic simulated user ( Figure 2 ) that anows mixed-initiative behavior and consistent confirmation sub-dialogues, with a main user-goal randomly defined for each dialogue session. [4] . Its distribution is composed of two distinct curves (as shown on Figure 3 ) respectively for good and bad recognition results. As those curves cover each other, it is unavoidable to reject some well-recognized utt erances as well as to accept few bad recognition results by defining a single CL threshold. Figure 3 represents a CL distribution output from a real ASR system, obtained using some of its training data (isolated words).
Thus these results are rather optimistic as the curves would be flatter in reality. Since the learning process is based on recognition performances fo r specific tasks relative to each other, absolute individual results are not so important.
In the complete simulated environment the ASR system model is connected to the user model, which transmits concept lists to it according to the goal template, the dialogue history and the last utterance of the system. When a concept list is received, the ASR system model splits it into individual concept elements, and performs the following algorithm: This algorithm may be iterated if we want to simulate the production of the N best recognized utterances. This is useful to generate natural confll1llB tion sub-dialogues for example, giving the user the choice between concepts ass ociated with similar confidence levels.
Reinforcement Signal
The reinforcement signal f, (or reward function) gives infonnation about the immediate cost of a system's action. In our case, at each tum, the system gets a reinforcement signal as the sum of several weighted terms :
with:
• Nt: set to 0 if St+l = SF, I otherwise.
• Ndba: Number of database accesses Npr: Number of presented data reinforcement signal) will result in a strategy that trades off the length of the session (as Nt is a punishment for not reaching the final state), the number of database acc esses, the amount of information transmitted to the user, the user's satisfaction and the confidence level over the entire session (ie, the likelihood of the dialogue). 
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S. RESULTS
After several thousand simulated dialogue sessions, the system adopts a station8l}' strategy, roughly described in figure 4 , which appears to be optimal (we have not shown confirmation processes in order to keep the figure readable). One can say that this strategy is simi lar to the one we would obtain without simulating ASR system's behavior and including confidence levels into the rein forcement signal. Nevertheless, we noticed significant differences mainly standing in the order in which constraining questions (ASK) occurs. Indeed, it appeared that only 4 arg values are generally necessary to obtain a satisfactol}' database qutl}' result. Without using the ASR system model, the dialogue manager would ask any of the four values of arg with the same probability. In order to increase the overall confidence level and to reduce the average length of a dialogue session (by avoiding useless confirmation sub-dialogues) our system asks questions about values that present bett er recognition results as numbers for example and prefers asking for a RAM size than a computer brand.
6, CONCLUSIONS
By introducing a simulated ASR system in the environment model of a reinforcement-learning agent, we managed to take into account the specificity of different recognition tasks in order to learn an optimal dialogue strategy. Such a model of an ASR system brings the simulated environment closer to reality. Following the same idea, we can imagine the introduction of a function of the ASR vocabul8l}' size in the reinforcement signal of such a learning system and thus generalize our approach of the ASR system model. Another improvement would be the introdlO.:tion of intention level confidence in the reinforcement signal instead of (or in addition to) word-level confidence. In this mann er, the learning agent would 11}' to maximize the likelihood of the dialogue at the semantic and pragmatic level and would normally lead to more consistent dialogues. Nevertheless, context tracking is strongly task.<Jependent and some generalization of techniques like centering [6J to build stochastic models like our ASR system model seems difficult.
