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We introduce the resource quantifier of weight of resource for convex quantum resource theories
of states with arbitrary resources. We show that it captures the advantage that a resourceful state
offers over all possible free states, in the operational task of exclusion of subchannels. Furthermore,
we introduce information-theoretic quantities related to exclusion and find a connection between
the weight of resource of a state, and the exclusion-type information of ensembles it can generate.
These results provide support to a recent conjecture made in the context of convex quantum resource
theories of measurements, about the existence of a weight-exclusion correspondence whenever there
is a robustness-discrimination one. The results found in this article apply to the resource theory
of entanglement, in which the weight of resource is known as the best-separable approximation
or Lewenstein-Sanpera decomposition, introduced in 1998. Consequently, the results found here
provide an operational interpretation to this 21 year-old entanglement quantifier.
I. INTRODUCTION
The framework ofQuantum Resource Theories (QRTs)
[1] has proven to be a powerful framework within quan-
tum information. The all-encompassing nature of QRTs
has led to the cross fertilisation of ideas amongst differ-
ent quantum phenomena: Inter-convertibility of states
with respect to a particular resource [2], general resource
distillation [3], impossibility (no-go) theorems [4], gen-
eral laws for inter-convertibility of resources [5], insights
into general probabilistic theories [6], amongst others [1].
Within the the language of QRTs, properties of differ-
ent objects deemed as resources can be addressed under
the same umbrella and therefore, results in a particular
QRT with a particular resource has led to insights into
different resources and QRTs of different objects.
There are QRTs addressing quantum objects like:
states [1], measurements [7–9], behaviours or boxes
[10, 11], steering assemblages [12], teleportation assem-
blages [13] and channels [14–16]. Properties of these ob-
jects that are deemed as resources include: entanglement
[17], nonlocality [18], steering [19], asymmetry [20], co-
herence [21], informativeness [22], projective simulability
[23], incompatibility [15, 18, 24, 25], teleportation [13],
superposition [26], purity [27], magic [28], nongaussian-
ity [29], nonmarkovianity [30–32], athermality [33], and
reference frames [34].
One of the main goals of QRTs is to define resource
quantifiers in order to properly quantify the amount of a
resource present in an object, as well as to devise oper-
ational tasks explicitly harnessing these resources. Two
prominent families of resource quantifiers are the geomet-
ric quantifiers known as: robustness-based [13, 17, 19–
21, 28, 35, 36] and weight-based [18, 37–41] quantifiers.
It has been proven that there is a general correspon-
dence between robustness-based resource quantifiers and
discrimination-based operational tasks amongst QRTs of
various objects [6, 22, 42]. Recently, it has also been
proven [43], for the QRT of measurement informative-
ness, that there exists a parallel quantifier-task corre-
spondence that connects the resource quantifier of weight
of informativeness with the operational task of state ex-
clusion, and it was conjectured that this holds true for
general resources and convex QRTs of different objects.
In this work we prove that this conjecture holds true
in the context of general convex QRTs of states with ar-
bitrary resources. Specifically, we consider the resource
quantifier of weight of resource and prove that it quan-
tifies the advantage that a resourceful state offers, when
compared to all possible free states, in the operational
task of subchannel exclusion. In particular, this result
holds true when considering the resource of entanglement
and therefore, provides an operational interpretation to
the weight of entanglement, which is better known as the
best separable approximation, or Lewenstein-Sanpera de-
composition, introduced in 1998 [38].
The results presented here nicely complement the
weight-exclusion correspondence found in [43] within the
QRT of measurement informativeness and therefore, sup-
port the conjecture made in the same article about the
existence of such a correspondence for convex QRTs of
arbitrary objects and arbitrary resources. Interestingly,
we will furthermore show that it is possible to extend the
full three-way correspondence found in [43], which now
links weight and exclusion to the so-called ‘excludible’
information. Explicitly, we prove that for convex QRTs
of states with arbitrary resources, the weight of resource
also quantifies the single-shot excludible information of
an appropriately defined ensemble of states.
2II. CONVEX QUANTUM RESOURCE
THEORIES OF STATES AND RESOURCE
QUANTIFIERS
We start by addressing convex QRTs of states with an
arbitrary resource.
Definition 1: (Convex QRT of states [1]) Consider
the set of quantum states in a Hilbert space of dimension
d. Consider a property of these states defining a closed
convex set which we will call the set of free states and
denote as F. We say a state ρ ∈ F is a free state, and
ρ /∈ F is a resourceful state.
There are numerous properties of quantum states con-
sidered as resources namely; entanglement, asymmetry,
coherence, amongst many others [1]. We now want to
quantify the amount of resource present in an state. We
define a weight-based quantifier for an arbitrary resource.
Definition 2: (Weight of resource) Consider a convex
QRT of states with an arbitrary resource. The weight of
resource of a state is given by:
WoR(ρ) = min
w≥0,
σ∈F,
ρG
{
w
∣∣∣ ρ = wρG + (1− w)σ} . (1)
This quantifies the minimal amount of a general state ρG
that has to be used to recover the state ρ.
This quantifier was originally introduced in [37] in the
context of nonlocality and independently rediscovered
later on in [38] within the context of entanglement. It
has been addressed under several different names such
as: part, content, cost and weight. In this work we use
the term weight in order to be consistent with recent lit-
erature. We now move on to operational tasks.
III. STATE EXCLUSION GAMES
The operational task of state exclusion was first explic-
itly defined in [44]. This task was implicitly introduced in
the treatment of the Pusey-Barrett-Rudolph (PBR) the-
orem [45], in which an ensemble of states allowing con-
clusive (or perfect) state exclusion was deemed to have
the property of Post-Peierls (PP) incompatibility [46], or
not-PP compatibility [47], or antidistinguishability [48].
The task of state exclusion has been explored under noisy
channels [47], from a communication complexity point of
view [49, 50], for pure states [51, 52], as well as perfect
state exclusion [53].
Game 1: (State exclusion [44]) A referee has a col-
lection of states {ρx}, x ∈ {1, ..., k}, and promises to
send a player one of these states ρx with probability p(x).
The goal is for the player to output a guess g ∈ {1, ..., k}
for a state that was not sent. That is, the player suc-
ceeds at the game if g 6= x and fails when g = x. A
given state exclusion game is fully specified by an ensem-
ble E = {ρx, p(x)}.
The operational task of state exclusion can then be
seen as being the opposite to the standard discrimination
task, in which the goal is to identify (discriminate), as
oppose to exclude. We now consider a quantum protocol
for a player to address this task.
Quantum protocol 1: We consider that the player
performs a quantum measurement M = {Ma}, Ma ≥ 0,
∀a,∑aMa = 1 with o outcomes and uses this to simulate
a measurement [22] N = {Nx} with k outcomes as Nx =∑
a q(x|a)Ma in order to output the guess of which state
to exclude. The probability of error following this strategy
is [44]:
PQerr(E ,M) = min
NM
∑
x
p(x)Tr[Nxρx], (2)
with the minimisation being performed over all POVMs
N that are simulable by M [22, 43].
Naturally, we are interested in minimising this proba-
bility of error by implementing an optimal POVM. If we
consider a binary ensemble, we have that a QSE game
is equivalent to a quantum state discrimination (QSD)
game and therefore we have PQSEerr (E ,M) = PQSDerr (E ,M).
Having this, we can then use the Holevo-Helstrom theo-
rem [54–56] to address state exclusion games with binary
ensembles.
Lemma 1: (Holevo-Helstrom for state exclusion) The
minimum probability of error over all possible POVMs
in a state exclusion game with a binary ensemble E =
{ρx, p(x)} x ∈ {0, 1} is given by:
min
M
PQerr(E ,M) =
1
2
(
1− ‖ρ˜0 − ρ˜1‖1
)
, (3)
with ρ˜x = p(x)ρx and the trace norm ‖X‖1 =
Tr(
√
X†X).
The proof of this Lemma is in Appendix A. This re-
sult then compares with the standard Holevo-Helstrom
theorem for binary QSD [54–56] which is usually stated
as the maximum probability of succeeding in a binary
QSD game being given by maxM P
QSD
succ (E ,M) = 12
(
1 +
‖ρ˜0 − ρ˜1‖1
)
. We have that for a binary ensemble, state
exclusion is precisely the opposite to state discrimination.
This however, does not scale when considering ensembles
with more than two states, since k-state exclusion games
can naturally be defined [44]. This Lemma is going to
prove useful when addressing one of our main results. We
now consider a variant of these state exclusion games.
IV. SUBCHANNEL EXCLUSION GAMES
In analogy to subchannel discrimination games [19, 42],
we now define subchannel exclusion games as follows.
Game 2: (Subchannel exclusion) The player sends a
quantum state ρ to the referee who has a collection of
subchannels Ψ = {Ψx}, x ∈ {1, ..., k}. The subchan-
nels Ψx are completely-positive (CP) trace-nonincreasing
linear maps such that Λ =
∑
xΨx forms a completely-
positive trace-preserving (CPTP) linear map. The ref-
eree promises to apply one of these subchannels on the
3state ρ and the transformed state is then sent back to the
player. The player then has access to the ensemble EΨ =
{ρx, p(x)} with p(x) = Tr[Ψx(ρ)], ρx = Ψx(ρ)/p(x). The
goal is for the player to output a guess g ∈ {1, ..., k} for
a subchannel that did not take place. That is, the player
succeeds at the game if g 6= x and fails when g = x.
This game can alternatively be seen as playing a
quantum state exclusion game with the ensemble EρΨ =
{ρx, p(x)}, in which the player has a certain level of con-
trol over the ensemble when proposing the state ρ. A
particular case of subchannel exclusion is channel exclu-
sion, in which Ψ = {Λx, p(x)} with {Λx} being CPTP
maps and p(x) a probability distribution. We now con-
sider a quantum protocol for the player to address this
game.
Quantum protocol 2: Consider a subchannel exclu-
sion game in which the player sends a state ρ to the ref-
eree who in turn, applies a subchannel from the collection
Ψ = {Ψx} with x ∈ {1, ..., k}. Having received the state
back, the player now performs a quantum measurement
M = {Ma} with o outcomes, and uses this to simulate
a measurement N = {Nx} with k outcomes to produce
a guess of which subchannel to exclude. The probability
of error in quantum subchannel exclusion following this
protocol is given by:
PQerr(Ψ,M, ρ) = min
NM
∑
x
Tr
[
NxΨx(ρ)
]
, (4)
with the minimisation being performed over all POVMs
N that are simulable by M [22, 43]. This game can alter-
natively be seen as playing quantum state exclusion with
the ensemble EρΨ = {ρx, p(x)} with p(x) = Tr[Ψx(ρ)],
ρx = Ψx(ρ)/p(x) and we indeed have P
Q
err(Ψ,M, ρ) =
PQerr(EρΨ,M) with the latter as in (2).
Similarly to state exclusion, we are interested in min-
imising this probability of error. We will be particularly
interested in the performance of a resourceful state com-
pared to the best free state when playing subchannel ex-
clusion games.
V. ALL RESOURCEFUL STATES ARE USEFUL
IN A SUBCHANNEL EXCLUSION GAME
It has already been proven that any resourceful state
is useful in a subchannel discrimination game [42]. This
result addresses a binary discrimination game, and since
we have already seen that PQSEerr (E ,M) = PQSDerr (E ,M)
the result then follows. However, since we are now inter-
ested in the probability of error, we will write this in the
context of state exclusion games as follows.
Result 1: For any resourceful state ρ /∈ F, there exists
a subchannel exclusion game Ψρ for which playing with
the state ρ generates fewer errors when compared with
any free state as:
min
M
PQerr(Ψ
ρ,M, ρ) < min
N
min
σ∈F
PQerr(Ψ
ρ,N, σ). (5)
In the right-hand side the error probability is minimised
over all possible free states and all measurements.
The proof of this result follows from the identification
that for binary subchannel games we have PQSEerr (E ,M) =
PQSDerr (E ,M) together with the exclusion version of the
Holevo-Helstrom theorem addressed in the previous sec-
tion. The full proof of this result is in Appendix B. This
result shows that every resourceful state is better that
any possible free state when playing a tailored subchan-
nel exclusion task, which turns out to always be binary.
We now address how to quantify the performance of a
resourceful state in subchannel exclusion games.
VI. WEIGHT AS THE ADVANTAGE IN
SUBCHANNEL EXCLUSION GAMES
We are now interested in quantifying the performance
of a resourceful state in comparison to all free states when
playing subchannel exclusion games.
Result 2: Consider a subchannel exclusion game in
which the player sends a quantum state ρ to the Ref-
eree, who in turns applies a subchannel from the ensem-
ble Ψ = {Ψx} with x ∈ {1, ..., k} before sending the state
back to the player. The player then implements a mea-
surement M = {Ma} to simulate N = {Nx} and produce
the outcome guess g ∈ {1, ..., k} representing the choice of
a subchannel to be excluded. Then, the quantum-classical
ratio of probability of error in subchannel exclusion is
lower bounded by a function involving the weight of re-
source (1). Furthermore, there exists a subchannel en-
semble Ψρ and a measurement Mρ for which the lower
bound is tight as follows:
1−WoR(ρ) = min
Ψ,M
PQerr(Ψ,M, ρ)
min
σ∈F
PQerr(Ψ,M, σ)
. (6)
The proof of this result is in Appendix C. We remark
that this result holds true for any property of a quantum
states that defines a closed convex subset and therefore, it
holds in particular for the weight of entanglement, a. k. a.
the best separable approximation or Lewenstein-Sanpera
decomposition [38], and for the weight of asymmetry [41].
We note here that in the game the quantum and clas-
sical players are required to use the same measurement
(6). In a different setting, we can alternatively ask for
the measurements to be chosen independently. We now
explore relaxing this measurement constraint.
VII. QUANTUM-CLASSICAL RATIO WITH
INDEPENDENT MEASUREMENTS
We now consider a scenario in which the quantum and
classical players implement independent measurements.
Result 3: Consider a state ρ and the optimal dual
variable Y ρ =
∑
yi |ei〉〈ei| from the dual formulation of
the weight of resource (see (C1)). If there exists a set
4of unitaries {Ux} satisfying i)
∑
x Ux|ej〉〈ej |U †x = 1, ∀j
and ii) UiσU
†
i = UjσU
†
j , ∀σ ∈ F, ∀i, j, then, the weight
of the resource quantifies the advantage of the resourceful
state ρ over all free states in subchannel exclusion with
independent measurements as:
1−WoR(ρ) = min
Ψ
min
M
PQerr(Ψ,M, ρ)
min
N
min
σ∈F
PQerr(Ψ,N, σ)
. (7)
The proof of this result is in Appendix D. An exam-
ple of a resource that satisfies the necessary conditions
of Result 3 is coherence [42]. This stronger thus holds
for this particular resource. We now address single-shot
information-theoretic quantities that are also related to
the weight of resource.
VIII. SINGLE-SHOT INFORMATION THEORY
We now introduce an exclusion-based quantity closely
related to the accessible information of an ensemble, and
show that it too relates to the weight of resource. We are
interested in the ability of an ensemble E = {ρx, p(x)} to
be useful for sending exclusion-type information, for ex-
ample, information of the form ‘do not cut the blue wire’
[43]. We assume that the ensemble E is an encoding of a
classical random variable X , such that ρx encodes x, the
value that should be avoided. A measurementM = {Mg}
will be made, in order to produce a new random variable
G (the measurement outcome). Using G, a prediction
for a value x′ 6= x can be made, with the optimal choice
being argming p(g|x), i.e. the least likely value of x given
the observed g, where p(g|x) = Tr[Mgρx]. The total error
probability is Perr(X |G) =
∑
x p(x)ming p(g|x) and the
associated entropy, which we call the exclusion entropy
is H−∞(X |G)E,M = − logPerr(X |G), which is the or-
der minus-infinity conditional Re´nyi entropy, and where
we have explicitly denoted the encoding-decoding depen-
dence upon E and M as a final subscript [57]. Without
access to the ensemble, the error probability would be
Perr(X) = minx p(x) (i.e. the best choice for x
′ is just
the least likely value of x), and the associated exclusion
entropy is H−∞(X)E = − logPerr(X). The reduction in
exclusion entropy leads to an mutual exclusion informa-
tion, I−∞(X : G)E,M = H−∞(X |G)−H−∞(X).
We now focus on ensembles which arise by probabilistic
ally applying channels onto a fixed quantum state. In
particular, we consider the ensemble of channels Ψ =
{Λx, p(x)}, where each Λx is a CPTP map. For a fixed
state ρ, this leads to an ensemble EΨρ = {Λx(ρ), p(x)}.
We will then compare all of the ensembles that can arise
from a state ρ, and the mutual exclusion information they
lead to, in comparison to the best free state. We find the
following result:
Result 4: The weight of resource of a quantum state
quantifies the maximum increase in mutual exclusion in-
formation as:
max
Ψ,M
{
I−∞(X : G)EΨρ ,M −maxσ∈F I−∞(X : G)EΨσ ,M
}
= − log
[
1−WoR(ρ)
]
, (8)
with the maximisation over all ensembles of channels and
all measurements.
The proof of this result is in Appendix E. This re-
sult therefore establishes, for the QRT of states with
arbitrary resources, a three-way correspondence between
weight-based resource quantifiers, exclusion-based tasks,
and single-shot information-theoretic quantities in the
form of mutual exclusion information. This supports
the conjecture made in [43], that whenever there is
a robustness-discrimination correspondence, there is a
weight-exclusion correspondence and furthermore, it ex-
tends the full three-way correspondence found in the con-
text of measurement informativeness [43]. For complete-
ness we also provide here a new result concerning the ro-
bustness of resource for arbitrary convex QRTs of states,
which was not included in a recent review [6].
Result 5: The robustness of resource of a quantum
state quantifies the maximum increase in mutual accessi-
ble information as:
max
Ψ,M
{
I+∞(X : G)EΨρ ,M −maxσ∈F I+∞(X : G)EΨσ ,M
}
= log
[
1 + RoR(ρ)
]
, (9)
with the maximisation over all ensembles of channels and
all measurements. Please see Appendix F for full defini-
tions.
The proof of this result is in Appendix F. This results
means that the three-way correspondence found in [43],
for the QRT of measurement informativeness, can indeed
be lifted from measurements to states.
IX. CONCLUSIONS
In this work we have proven, in the context of con-
vex QRTs of states, that weight-based resource quanti-
fiers for arbitrary resources capture the advantage that
a resourceful state has over all free states, in the op-
erational task of subchannel exclusion. As a corol-
lary of this result, we have shown that the best sepa-
rable approximation/Lewenstein-Sanpera decomposition
[38] quantifies the advantage that an entangled state has
over all separable states, in the task of subchannel ex-
clusion. To the best of our knowledge, this is the first
operational interpretation that has been given to this
entanglement quantifier. Going forward, it would be in-
teresting to derive a version of our result that allows for
independent measurements when comparing resourceful
and free states, as was done in [42] for the robustness of
entanglement.
5The results presented here also support the conjecture
made in [43] that, whenever there is an discrimination-
based operational task where a robustness-based resource
quantifier plays a relevant role, there is an exclusion-
based operational task where a weight-based resource
quantifier plays a relevant role as well. It would also be
interesting to address this conjecture for other objects,
such as steering assemblages or collections of incompat-
ible measurements. All of these considerations are in-
teresting in themselves, but we leave these for future re-
search.
Furthermore, and beyond the weight-exclusion corre-
spondence, we have provided a third connection to single-
shot information-theoretic quantities. In particular, we
have shown that the weight of resource of a state is also
closely related to an exclusion-version of the accessible
information of an ensemble of states, which itself origi-
nates from a fixed state.
The results presented in this work nicely fit within
the endeavour of linking resource quantifiers to oper-
ational tasks in general convex QRTs. One can go
even further and consider general probabilistic theories in
which the discrimination-robustness correspondence has
already been extended [6]. We believe that the results
presented in this work can be extended to this regime as
well, but we leave this for future research.
NOTE ADDED
During the development of this work we became aware
of a complementary work by R. Uola et. al. [58].
ACKNOWLEDGEMENTS
We would like to thank Noah Linden, Patryk Lipka-
Bartosik and Tom Purves for insightful discussions.
A.F.D acknowledges support from COLCIENCIAS 756-
2016. P.S. acknowledges support from a Royal Society
URF (UHQT).
[1] E. Chitambar and G. Gour,
Rev. Mod. Phys. 91, 025001 (2019).
[2] F. G. S. L. Branda˜o and G. Gour,
Phys. Rev. Lett. 115, 070503 (2015).
[3] B. Regula, K. Fang, X. Wang, and M. Gu, “One-
shot entanglement distillation beyond locc,” (2019),
arXiv:1906.01648.
[4] K. Fang and Z.-W. Liu, “No-go theorems for quantum
resource distillation,” (2019), arXiv:1909.02540.
[5] C. Sparaciari, L. del Rio, C. M. Scandolo, P. Faist, and
J. Oppenheim, “The first law of general quantum re-
source theories,” (2018), arXiv:1806.04937.
[6] R. Takagi and B. Regula, “General resource theo-
ries in quantum mechanics and beyond: operational
characterization via discrimination tasks,” (2019),
arXiv:1901.08127.
[7] M. Oszmaniec, L. Guerini, P. Wittek, and A. Ac´ın,
Phys. Rev. Lett. 119, 190501 (2017).
[8] M. Oszmaniec and T. Biswas, Quantum 3, 133 (2019).
[9] T. Guff, N. A. McMahon, Y. R. Sanders, and
A. Gilchrist, “A resource theory of quantum measure-
ments,” (2019), arXiv:1902.08490.
[10] J. I. de Vicente, Journal of Physics A: Mathematical and Theoretical 47, 424017 (2014).
[11] B. Amaral, “Resource theory of contextuality,” (2019),
arXiv:1904.04182.
[12] R. Gallego and L. Aolita,
Phys. Rev. X 5, 041008 (2015).
[13] I. Sˇupic´, P. Skrzypczyk, and D. Cavalcanti,
Phys. Rev. A 99, 032334 (2019).
[14] T. Theurer, D. Egloff, L. Zhang, and M. B. Plenio,
Phys. Rev. Lett. 122, 190405 (2019).
[15] Z.-W. Liu and A. Winter, “Resource theories of quan-
tum channels and the universal role of resource erasure,”
(2019), arXiv:1904.04201.
[16] Y. Liu and X. Yuan, “Operational resource theory of
quantum channels,” (2019), arXiv:1904.02680.
[17] G. Vidal and R. Tarrach, Phys. Rev. A 59, 141 (1999).
[18] D. Cavalcanti and P. Skrzypczyk,
Phys. Rev. A 93, 052112 (2016).
[19] M. Piani and J. Watrous,
Phys. Rev. Lett. 114, 060404 (2015).
[20] M. Piani, M. Cianciaruso, T. R. Bromley,
C. Napoli, N. Johnston, and G. Adesso,
Phys. Rev. A 93, 042107 (2016).
[21] C. Napoli, T. R. Bromley, M. Cianciaruso,
M. Piani, N. Johnston, and G. Adesso,
Phys. Rev. Lett. 116, 150502 (2016).
[22] P. Skrzypczyk and N. Linden,
Phys. Rev. Lett. 122, 140403 (2019).
[23] L. Guerini, J. Bavaresco, M. T. Cunha, and A. Ac´ın,
Journal of Mathematical Physics 58, 092102 (2017).
[24] R. Uola, T. Kraft, J. Shang, X.-D. Yu, and O. Gu¨hne,
Phys. Rev. Lett. 122, 130404 (2019).
[25] C. Carmeli, T. Heinosaari, T. Miyadera, and A. Toigo,
“Witnessing incompatibility of quantum channels,”
(2019), arXiv:1906.10904.
[26] T. Theurer, N. Killoran, D. Egloff, and M. B. Plenio,
Phys. Rev. Lett. 119, 230401 (2017).
[27] A. Streltsov, H. Kampermann, S. Wlk, M. Gessner, and
D. Bruß, New Journal of Physics 20, 053058 (2018).
[28] M. Howard and E. Campbell,
Phys. Rev. Lett. 118, 090501 (2017).
[29] R. Takagi and Q. Zhuang,
Phys. Rev. A 97, 062337 (2018).
[30] S. Bhattacharya, B. Bhattacharya, and A. S. Majumdar,
“Convex resource theory of non-markovianity,” (2018),
arXiv:1803.06881.
[31] E. Wakakuwa, “Operational resource theory of non-
markovianity,” (2017), arXiv:1709.07248.
[32] N. Anand and T. A. Brun, “Quantifying non-
markovianity: a quantum resource-theoretic approach,”
(2019), arXiv:1903.03880.
6[33] N. Ng and M. P. Woods, “Resource theory of quantum
thermodynamics: Thermal operations and second laws,”
(2018), arXiv:1805.09564.
[34] G. Gour and R. W. Spekkens,
New Journal of Physics 10, 033023 (2008).
[35] M. Steiner, Phys. Rev. A 67, 054305 (2003).
[36] P. Lipka-Bartosik and P. Skrzypczyk, “The opera-
tional advantages provided by non-classical teleporta-
tion,” (2019), arXiv:1908.05107.
[37] A. C. Elitzur, S. Popescu, and D. Rohrlich,
Physics Letters A 162, 25 (1992).
[38] M. Lewenstein and A. Sanpera,
Phys. Rev. Lett. 80, 2261 (1998).
[39] P. Skrzypczyk, M. Navascue´s, and D. Cavalcanti,
Phys. Rev. Lett. 112, 180404 (2014).
[40] M. F. Pusey, J. Opt. Soc. Am. B 32, A56 (2015).
[41] K. Bu, N. Anand, and U. Singh,
Phys. Rev. A 97, 032342 (2018).
[42] R. Takagi, B. Regula, K. Bu, Z.-W. Liu, and G. Adesso,
Phys. Rev. Lett. 122, 140402 (2019).
[43] A. F. Ducuara and P. Skrzypczyk, “Weight of informa-
tiveness, state exclusion games and excludible informa-
tion,” (2019), https://arxiv.org/abs/1908.10347.
[44] S. Bandyopadhyay, R. Jain, J. Oppenheim, and C. Perry,
Phys. Rev. A 89, 022336 (2014).
[45] M. F. Pusey, J. Barrett, and T. Rudolph,
Nature Physics 8, 475 (2012).
[46] C. M. Caves, C. A. Fuchs, and R. Schack,
Phys. Rev. A 66, 062111 (2002).
[47] A. F. Ducuara, C. E. Susa, and J. H. Reina,
Journal of Physics A: Mathematical and Theoretical 50, 265302 (2017).
[48] M. Leifer, Quanta 3, 67 (2014).
[49] C. Perry, R. Jain, and J. Oppenheim,
Phys. Rev. Lett. 115, 030504 (2015).
[50] Z.-W. Liu, C. Perry, Y. Zhu, D. E. Koh, and S. Aaronson,
Phys. Rev. A 93, 012347 (2016).
[51] T. Heinosaari and O. Kerppo,
Journal of Physics A: Mathematical and Theoretical 51, 365303 (2018).
[52] T. Heinosaari and O. Kerppo,
Journal of Physics A: Mathematical and Theoretical 52, 395301 (2019).
[53] A. Molina, Quantum 3, 117 (2019).
[54] A. Holevo, Journal of Multivariate Analysis 3, 337 (1973).
[55] C. W. Helstrom, Quantum Detection and Estimation
Theory (Academic Press, New York, 1976).
[56] H. Yuen, R. Kennedy, and M. Lax,
IEEE Transactions on Information Theory 21, 125 (1975).
[57] G. Gour, M. P. Mller, V. Narasimhachar,
R. W. Spekkens, and N. Y. Halpern,
Physics Reports 583, 1 (2015), the resource theory
of informational nonequilibrium in thermodynamics.
[58] R. Uola, T. Bullock, T. Kraft, J.-P. Pellonpa¨a¨,
and N. Brunner, “Characterising the quantumness
of devices through worst case scenarios,” (2019),
arXiv:1909.XXXXX.
[59] R. Edwards, Functional Analysis: Theory and Applications ,
Dover books on mathematics (Dover Pub., 1995).
[60] L. Guerini, J. Bavaresco, M. T. Cunha, and A. Ac´ın,
Journal of Mathematical Physics 58, 092102 (2017).
APPENDICES
Appendix A: Proof of Lemma 1
Lemma 1: (Holevo-Helstrom for state exclusion) The
minimum probability of error in binary state exclusion
over all possible POVMs for a given binary ensemble E =
{ρx, p(x)} x ∈ {0, 1} is given by:
min
M
PQerr(E ,M) =
1
2
(
1− ‖ρ˜0 − ρ˜1‖1
)
, (A1)
with ρ˜x = p(x)ρ and the trace norm ‖X‖1 = Tr(
√
X†X)
or Schatten p = 1-norm.
Proof. In a binary state exclusion game we have
to exclude from a binary ensemble of states E =
{ρ0, ρ1, p(0), p(1)} with p(0)+p(1) = 1 by using a general
POVM M = {M0,M1}, M0,M1 ≥ 0, M0+M1 = 1. The
probability of error is then (2):
PQerr(E ,M) = Tr(M0ρ˜0) + Tr(M1ρ˜1),
with ρ˜ = p(x)ρ. We now define a matrix T as M0 =
1−T
2
and therefore it satisfies −1 ≤ T ≤ 1. We have:
PQerr(E ,M) = Tr
[(
1− T
2
)
ρ˜0
]
+Tr
[(
1+ T
2
)
ρ˜1
]
.
Reorganising we get:
PQerr(E ,M) =
1
2
(
1 + Tr
[
T (ρ˜1 − ρ˜0)
])
.
Minimising over POVMs is equivalent to minimising over
matrices T and then:
min
M
PQerr(E ,M) =
1
2
(
1 + min
−1≤T≤1
Tr
[
T (ρ˜1 − ρ˜0)
])
,
=
1
2
(
1− max
−1≤T≤1
Tr
[
T (ρ˜0 − ρ˜1)
])
.
The last term is the trace norm in disguise and therefore
we get the statement in (A1).
Appendix B: Proof of Result 1
Result 1: For any resourceful state ρ /∈ F, there exists
a subchannel exclusion game Ψρ for which playing with
the state ρ generates fewer errors when compared with
any free state as:
min
M
PQerr(Ψ
ρ,M, ρ) < min
N
min
σ∈F
PQerr(Ψ
ρ,N, σ). (B1)
In the right-hand side the error probability is minimised
over all possible free states and all measurements.
7Proof. We are going to consider a binary subchannel ex-
clusion game Ψ = {Ψ+,Ψ−}. The probability of error
in this binary subchannel exclusion problem is given by
the exclusion (as opposed to the discrimination) version
of the Holevo-Helstrom theorem which we derived in Ap-
pendix A (A1) so we have:
min
M
PQerr(Ψ,M, ρ)
min
N
min
σ∈F
PQerr(Ψ,N, σ)
=
1− ‖(Ψ+ −Ψ−)(ρ)‖1
1− ‖(Ψ+ −Ψ−)(σ∗)‖1
, (B2)
with σ∗ the optimal free state. If we manage to construct
subchannels such that:∥∥(Ψ+ −Ψ−)(σ∗)∥∥
1
≤ ∥∥(Ψ+ −Ψ−)(ρ)∥∥
1
, (B3)
then the statement follows. Let us see how this can be
done. Given any ρ /∈ F and by the hyperplane separation
theorem (or Hahn-Banach separation theorem) [59] we
have that there exists a bounded self-adjoint operator
W ρ such that: i) Tr(W ρρ) < 0 and ii) Tr(W ρσ) ≥ 0,
∀σ ∈ F. We now construct the operatorXρ = 1− Wρ‖Wρ‖
∞
which is now satisfying the properties i) 0 ≤ Xρ, ii) 0 ≤
Tr(Xρσ) ≤ 1, ∀σ ∈ F and iii) 1 < Tr(Xρρ) and so we
have the inequality:
0 ≤ Tr(Xρσ) ≤ 1 < Tr(Xρρ), ∀σ ∈ F. (B4)
With this operator Xρ we now construct an appropriate
binary subchannel ensemble Ψρ =
{
Λρ
+
2 ,
Λρ
−
2
}
as follows:
Λρ±(η) =
(
1
2
± Tr(X
ρη)
2 ‖Xρ‖∞
)
|0〉〈0|+
+
(
1
2
∓ Tr(X
ρη)
2 ‖Xρ‖∞
)
|1〉〈1| . (B5)
We can check that these operators are trace-preserving
and therefore the subchannel game is well-defined. Now
because of the way that the subchannels have been con-
structed we obtain:∥∥(Λρ+ − Λρ−)(η)∥∥1 = 2Tr(Xρη)‖Xρ‖∞ , ∀η.
We now for any σ ∈ F we have:
∥∥(Λρ+ − Λρ−)(σ)∥∥1 = 2Tr(Xρσ)‖Xρ‖∞ ,
≤ 2Tr(X
ρρ)
‖Xρ‖∞
=
∥∥(Λρ+ − Λρ−)(ρ)∥∥1 .
The inequality follows from (B4). We then obtain that
the denominator in (B2) is less than the numerator and
so we obtain the claim in (B1).
Appendix C: Proof of Result 2
In order to prove Result 2 we need the following
Lemma.
Lemma 2: The weight of resource of a state ρ (1) can
be written as the optimisation problem:
WoR(ρ) = max
Y
Tr[(−Y )ρ] + 1, (C1)
s.t. Y ≥ 0, (C2)
Tr[Y σ] ≥ 1, ∀σ ∈ F. (C3)
This is the dual SDP formulation of the weight of re-
source.
We are now ready to address the proof of Result 2.
Result 2: Consider a subchannel exclusion game in
which the player sends a quantum state ρ to the Ref-
eree, who in turns applies a subchannel from the ensem-
ble Ψ = {Ψx} with x ∈ {1, ..., k} before sending the state
back to the player. The player then implements a mea-
surement M = {Ma} to simulate N = {Nx} and produce
the outcome guess g ∈ {1, ..., k} representing the choice of
a subchannel to be excluded. Then, the quantum-classical
ratio of probability of error in subchannel exclusion is
lower bounded by a function involving the weight of re-
source (1). Furthermore, there exists a subchannel en-
semble Ψρ and a measurement Mρ for which the lower
bound is tight as follows:
1−WoR(ρ) = min
Ψ,M
PQerr(Ψ,M, ρ)
min
σ∈F
PQerr(Ψ,M, σ)
. (C4)
Proof. Let us start by proving that for a given ρ, 1 −
WoR(ρ) places a lower bound to the quantum-classical
ratio in any subchannel exclusion game, that this, for any
tuple (M,Ψ). Given ρ and any tuple (Ψ,M) we have:
PQerr(Ψ,M, ρ) =
= min
NM
∑
x
Tr[NxΨx(ρ)],
≥
[
1−WoR(ρ)
]
min
NM
∑
x
Tr[NxΨx(σ
∗)],
≥
[
1−WoR(ρ)
]
min
σ∈F
min
NM
∑
x
Tr[NxΨx(σ)],
=
[
1−WoR(ρ)
]
min
σ∈F
PQerr(Ψ,M, σ). (C5)
In the first inequality we used (1) from which we get
ρ ≥ [1 − WoR(ρ)]σ∗ and since Ψx are linear maps we
have Ψx(ρ) ≥ [1 − WoR(ρ)]Ψx(σ∗), ∀x. In the sec-
ond inequality we allow ourselves to minimise over all
free states. We now address how to achieve the lower
bound. Consider a given ρ and let us construct an ap-
propriate subchannel exclusion game Ψρ = {Ψρx} and
an appropriate measurement Mρ = {Mρx} achieving the
lower bound. Let us start by considering the optimal
matrix coming out of the Dual SDP formulation of the
weight of resource (C1) as Y ρ. By spectral decompo-
sition we have Y ρ =
∑d
i=1 yi |ei〉〈ei| with yi ∈ R and
{|ei〉} an orthonormal basis. We now consider a set of
8unitary matrices {Ux}, x ∈ {1, ..., d} satisfying the prop-
erty
∑
x UxejU
†
x = 1, ∀j, ej = |ej〉〈ej |. This can be done
by defining, for instance, Uy =
∑d
x=1 |ex+y〉 〈ex|. We now
define a subchannel game Ψρ = {Ψρx} and a measurement
M
ρ = {Mρx} as:
Ψρx(.) =
1
d
Ux(.)U
†
x, (C6)
Mρx =
1
Tr(Y ρ)
UxY
ρU †x. (C7)
One can check that the subchannels and the measure-
ment are well defined. We can now check that the prob-
ability of error in subchannel exclusion for a state η is
given by:
PQerr(Ψ
ρ,Mρ, η) =
Tr(Y ρη)
Tr(Y ρ)
, ∀η.
The quantum-classical ratio then satisfies:
PQerr(Ψ
ρ,Mρ, ρ)
minσ∈F P
Q
err(Ψρ,Mρ, σ)
=
Tr(Y ρρ)
Tr(Y ρσ∗)
,
≤ Tr(Y ρρ), (C8)
= 1−WoR(ρ). (C9)
The inequality follows because of (C3) and the last equal-
ity because of (C1). The inequality C9 together with
(C5) leads to:
PQerr(Ψ
ρ,Mρ, ρ)
minσ∈F P
Q
err(Ψρ,Mρ, σ)
= 1−WoR(ρ).
Therefore, for any given ρ we can find both a subchannel
exclusion game Ψρ = {Ψρx} and a measurement Mρ =
{Mρx}, given by (C6) and (C7) respectively, such that
the the quantum-classical ratio achieves the lower bound
and therefore obtaining the claim in (C4).
Appendix D: Proof of Result 3
In order to prove Result 3 we need the following theo-
rem, which is Theorem 1 in [44].
Theorem: (Necessary and sufficient conditions for
optimality in state exclusion [44]) Consider a state ex-
clusion game defined by the ensemble E = {ρx, p(x)}.
We now consider a measurement M = {Mx}, and the
operator:
N =
∑
x
ρ˜xMx. (D1)
The measurement M = {Mx} is an optimal measurement
for playing quantum state exclusion with the ensemble
E = {ρx, p(x)} if and only if the operator N satisfies the
following two conditions:
i)N † = N, (D2)
ii) ρ˜x −N ≥ 0, ∀x, (D3)
with ρ˜ = p(x)ρx.
We now are ready to address Result 3.
Result 3: Consider a state ρ and its associated ma-
trix from (C1) written in spectral decomposition as Y ρ =∑
yi |ei〉〈ei|. If there exist a set of unitaries {Ux} satis-
fying the two conditions:∑
x
UxejU
†
x = 1, ∀j, (D4)
UiσU
†
i = UjσU
†
j , ∀σ ∈ F, ∀i, j. (D5)
Then, the weight of the resource quantifies the advantage
of the resourceful state ρ over all free states in quantum
subchannel exclusion games with independent measure-
ments as:
1−WoR(ρ) = min
Ψ
min
M
PQerr(Ψ,M, ρ)
min
N
min
σ∈F
PQerr(Ψ,N, σ)
, (D6)
with the probability of error in subchannel exclusion (4)
and the weight of resource (1).
The proof of this result uses similar techniques to the
discrimination case in [6]. The subtlety lies in that we
now need to check the necessary and sufficient conditions
for quantum state exclusion [44], as opposed to those for
quantum state discrimination [6]. We explicitly write
down the proof for completeness.
Proof. The lower bound can be proven similarly as in Re-
sult 2, so we only address here how to achieve the lower
bound. Similarly to Result 2, we need to define an opti-
mal subchannel game and a measurement. We are going
to define them similarly to Result 2 and we will see that
this measurement turns out to be optimal when consid-
ering separable states, meaning that conditions (D2) and
(D3) are satisfied. We now define the subchannels and
measurement as:
Ψρx(.) =
1
d
Ux(.)U
†
x, (D7)
Mρx =
1
Tr(Y ρ)
UxY
ρU †x, (D8)
with {Ux} as described in the statement of Result 3.
Checking that they satisfy optimality condition 1 (D2)
when considering free states σ. We now look at the sub-
channel exclusion game as a state exclusion game with
Eσ∗Ψρ =
{
1
d
, σx
}
with σx = Uxσ
∗U †x, σ
∗ being the optimal
free state. We note that the assumption (D5) translates
now to σi = σj ∀i, j. We now want to argue that the
measurement in (D8) is optimal for this state exclusion
game. We now calculate the operator N and check the
first optimality condition (D2). We have that:
Mi
(
1
d
σi − 1
d
σj
)
Mj = 0 ∀i, j.
because the quantity inside the parenthesis is always zero.
These conditions imply that N † = N as desired, let us
9see this. The previous is equivalent to:
1
d
Miσ
iMj =
1
d
Miσ
jMj, ∀i, j.
Adding over j we have:
1
d
Miσ
i =
1
d
Mi
∑
j
σjMj .
Adding now over i we have:
N † =
∑
i
Miσ
i 1
d
=
∑
j
1
d
σjMj = N.
Therefore we have that the optimality condition (D4) is
satisfied. We take into account that M − i and ρ are
positive operators so the are self-adjoint. We now check
the second optimality condition (D3). We have:
ρ˜x −N = 1
d
σx −
∑
y
1
d
σyMy,
=
1
d
σx
(
1−
∑
y
My
)
= 0 ≥ 0, ∀x.
In the second line we have used that σx = σy, ∀x, y which
is the assumption (D5). Therefore the measurement (D8)
is an optimal measurement for quantum state exclusion
and we obtain the statement in (D6).
Appendix E: Proof of Result 4
Result 4: The weight of resource of a quantum state
quantifies the maximum increase in mutual exclusion in-
formation as:
max
Ψ,M
{
I−∞(X : G)EΨρ ,M −maxσ∈F I−∞(X : G)EΨσ ,M
}
= − log
[
1−WoR(ρ)
]
, (E1)
with the maximisation over all ensembles of channels and
all measurements.
Proof. The minus-infinity mutual information between
classical random variables XΨ and GM is given by:
Iρ−∞(XΨ : GM) = H
ρ
−∞(XΨ|GM)−H−∞(XΨ),
with H−∞(XΨ) = − log[minx p(x)], Hρ−∞(XΨ|GM) =
− log∑g minx p(g, x), p(g, x) = p(g|x)p(x). Us-
ing p(g|x) = Tr[MgΛx(ρ)] then Hρ−∞(XΨ|GM) =
− log∑g minx Tr[MgΨx(ρ)]. Considering fg(x) =
Tr[MgΨx(ρ)] and using:
min
x
fg(x) = min
{p(x|g)}
∑
x
p(x|g)fg(x),
we have:
Hρ−∞(XΨ|GM)
= − log
∑
g
min
{p(x|g)}
∑
x
p(x|g)fg(x), (E2)
= − log
∑
g
min
{p(x|g)}
∑
x
p(x|g)Tr[MgΨx(ρ)],
= − log min
{p(x|g)}
∑
x
Tr
[(∑
g
p(x|g)Mg
)
Ψx(ρ)
]
,
= − log min
N≺M
∑
x
Tr[NxΨx(ρ)],
= − logPQerr(Ψ,M, ρ). (E3)
where we have the minimisation over all measurements
N being simulable by M [43, 60]. We now have:
Iρ−∞(XΨ|GM)−max
σ∈F
Iσ−∞(XΨ|GM) =
= Hρ−∞(XΨ|GM)− max
σ∈F(H)
Hσ−∞(XΨ|GM),
= − log
[
PQerr(EρΨ,M)
]
−max
σ∈F
− log
[
PQerr(EσΨ,M)
]
,
= − log
[
PQerr(EρΨ,M)
]
+min
σ∈F
log
[
PQerr(EσΨ,M)
]
,
= −
{
log
[
PQerr(EρΨ,M)
]
−min
σ∈F
log
[
PQerr(EσΨ,M)
]}
,
= − log
{
PQerr(Ψ,M, ρ)
minσ∈F P
Q
err(Ψ,M, σ),
}
.
We now maximise over all games Ψ and all measurements
M and get:
max
Ψ,M
{
Iρ−∞(XΨ|GM)−max
σ∈F
Iσ−∞(XΨ|GM)
}
,
= max
Ψ,M
− log
{
PQerr(Ψ,M, ρ)
minσ∈F P
Q
err(Ψ,M, σ),
}
,
= −min
Ψ,M
log
{
PQerr(Ψ,M, ρ)
minσ∈F P
Q
err(Ψ,M, σ),
}
,
= − log
[
1−WoR(ρ)
]
.
In the last line we used Result 2.
Appendix F: Proof of Result 5
To prove Result 5 we need to introduce the resource
quantifier of robustness of a resource as follows.
Definition: (Generalised robustness of resource [42])
Consider a convex QRT of states with an arbitrary re-
source. The robustness of resource of a state is given by:
RoR(ρ) =
min
r ≥ 0
σ ∈ F
ρG
{
w
∣∣∣∣ ρ+ rρG = (1 + r)σ
}
. (F1)
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This quantifies the minimum amount of a general state
ρG that has to be added to ρ such that we get a free state
σ.
We also need the following theorem.
Theorem: ([42]) Consider a subchannel discrimina-
tion game in which the Player sends a state ρ to the Ref-
eree who in turn applies a subchannel from Ψ = {Ψx}
with x ∈ {1, ..., k}, before sending it back to the Player.
The Player is being asked to produce an outcome guess in-
dex g ∈ {1, ..., k} representing the choice of a subchannel
to be identified. The Player implements a measurement
M = {Ma} and simulates the measurement N = {Nx}
with k outcomes [22, 43]. The quantum-classical ratio
of probability of success in state discrimination is upper
bounded by a function involving the robustness of resource
(F1) and furthermore, that for fixed state ρ, there exists
an ensemble of subchannels Ψρ and a measurement Mρ
in which the upper bound is tight as follows:
max
Ψ,M
PQsucc(Ψ,M, ρ)
max
σ∈F
PQsucc(Ψ,M, σ)
= 1 + RoR(ρ), (F2)
with RoR the robustness of resource (F1), and the prob-
ability of success in quantum subchannel discrimination
[42].
The proof of this theorem can be found in [42]. We are
now ready to prove Result 5. The proof of this result is
similar to that of Result 4, but we reproduce it here for
completeness.
Result 5: The robustness of resource of a quantum
state quantifies the maximum increase in mutual accessi-
ble information as:
max
Ψ,M
{
I+∞(X : G)EΨρ ,M −maxσ∈F I+∞(X : G)EΨσ ,M
}
= log
[
1 + RoR(ρ)
]
, (F3)
with the maximisation over all ensembles of channels and
all measurements.
Proof. The plus-infinity mutual information between
classical random variables XΨ and GM is given by:
Iρ+∞(XΨ : GM) = H+∞(XΨ)−Hρ+∞(XΨ|GM),
with H+∞(XΨ) = − log[maxx p(x)], Hρ+∞(XΨ|GM) =
− log∑gmaxx p(g, x) with p(g, x) = p(g|x)p(x). We
have p(g|x) = Tr[MgΛx(ρ)] and then Hρ+∞(XΨ|GM) =
− log∑gmaxx Tr[MgΨx(ρ)]. Considering fg(x) =
Tr[MgΨx(ρ)] and using:
max
x
fg(x) = max
{p(x|g)}
∑
x
p(x|g)fg(x),
we have:
H+∞(XΨ|GM)
= − log
∑
g
max
{p(x|g)}
∑
x
p(x|g)fg(x),
= − log
∑
g
max
{p(x|g)}
∑
x
p(x|g)Tr[MgΨx(ρ)],
= − log max
{p(x|g)}
∑
x
Tr
[(∑
g
p(x|g)Mg
)
Ψx(ρ)
]
,
= − logmax
N≺M
∑
x
Tr[NxΨx(ρ)],
= − logPQsucc(Ψ,M, ρ), (F4)
where we have the maximisation over all measurements
N being simulable by M [43, 60]. Considering now the
quantity of interest we get:
Iρ+∞(XΨ : GM)−max
σ∈F
Iσ+∞(XΨ : GM)
= −Hρ+∞(XΨ|GM)−max
σ∈F
−Hσ+∞(XΨ|GM),
= log
[
PQsucc(Ψ,M, ρ)
]
−max
σ∈F
log
[
PQsucc(Ψ,M, σ)
]
,
= log
{
PQsucc(Ψ,M, ρ)
maxσ∈F P
Q
succ(Ψ,M, σ)
}
.
Now entering with the maximisation over game settings,
measurements and using (F2) we obtain the claim in
(F3).
