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The many faces of the stochastic zeta function
Benedek Valko´ and Ba´lint Vira´g
Abstract
We introduce a framework to study the random entire function ζβ whose zeros
are given by the Sineβ process, the bulk limit of beta ensembles. We present several
equivalent characterizations, including an explicit power series representation built
from Brownian motion.
We study related distributions using stochastic differential equations. Our func-
tion is a uniform limit of characteristic polynomials in the circular beta ensemble; we
give upper bounds on the rate of convergence. Most of our results are new even for
classical values of β.
We provide explicit moment formulas for ζ and its variants, and we show that
the Borodin-Strahov moment formulas hold for all β both in the limit and for circular
beta ensembles. We show a uniqueness theorem for ζ in the Cartwright class, and
deduce some product identities between conjugate values of β. The proofs rely on the
structure of the Sineβ operator to express ζ in terms of a regularized determinant.
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2
1 Introduction
The goal of this paper is to study a central object in random matrix theory: the large n
limit of characteristic polynomials. These limits are expected to be universal; here we
study the universality class of general beta ensembles in the bulk.
Relatively little is known about this limit, while the limit of the eigenvalues, the Sineβ
process, has been more extensively studied. For β = 2, Chhaibi, Najnudel and Nikhekg-
bali [8] introduced the random entire function
ζ2(z) = lim
r→∞
∏
λ∈Sine2, |λ|<r
(1− z/λ),
and studied its properties using the special determinantal structure of this case. Our goal
is to deepen the understanding of this function and its general β versions by introducing
a set of new tools. Among others, we give an explicit Taylor series expansion given in
terms of Brownian motion.
The Cartwright class of entire functions is defined by the growth conditions |f(z)| ≤
c1+|z| and
∫
R
log+ |f(x)|/(1 + x2) dx < ∞. It can be thought of as an infinite-dimensional
version of the class of polynomials.
Let b1, b2 be independent copies of two-sided standard Brownian motion, let yu =
eb2−u/2, let q be an independent Cauchy random variable with density 1/(π(1 + x2)). Let
A0 ≡ 1,B0 ≡ 0, and define, recursively,
Bn,u = yu
∫ u
−∞
β
8
eβs/4An−1,s/ys ds,
An,u =
∫ u
−∞
β
8
eβs/4 Bn−1,s ds−
∫ u
−∞
Bn,s db1.
(1)
Theorem 1 (The stochastic zeta function). There exists a unique probability measure on the
Cartwright class of entire functions f with f(0) = 1, f(R) ⊂ R, so that the law of zeros is given
by the Sineβ process.
The corresponding random entire function, the stochastic zeta function ζβ has several ex-
plicit representations. As a power series with infinite radius of convergence,
ζβ(z) =
∞∑
n=0
(An,0 − qBn,0)zn. (2)
As the principal value infinite product
ζβ(z) = lim
r→∞
∏
λ∈Sineβ , |λ|<r
(1− z/λ).
3
As ζβ = [1,−q]H0, where Hu(z) is the unique analytic solution of the system of stochastic differ-
ential equations
dH =
(
0 −db1
0 db2
)
H− z β
8
eβu/4JH du, u ∈ R, lim
u→−∞
sup
z<1
∣∣∣Hu(z)−
(
1
0
)∣∣∣ = 0. (3)
The claims of Theorem 1 are proved in Propositions 58, 47, 43 and in Section 7.1, see
equation (161). Most of the underlying theory is developed in Sections 2-5 of this paper.
The name, stochastic zeta function, is motivated by [8], and their analogue of the
Montgomery conjecture about the Riemann zeta function ζ.
Conjecture 2 (Chhaibi, Najnudel and Nikhegbali [8]). For ω uniform on [0, 1] as ν →∞, the
following distributional convergence of random analytic functions holds:
ζ
(
1
2
+ ieνω + iz/ν
)
ζ
(
1
2
+ ieνω
) d−→ ζ2(z).
Properties of ζ have been conjectured based on ζ2, see Sodin [28]. The function ζ2
is the limit of characteristic polynomials, see [8] and Chhaibi, Hovhannisyan, Najnudel,
Nikeghbali, and Rodgers [7]. We show that ζβ is the limit in the case of circular beta
ensembles, Section 4.4, with an explicit rate of convergence.
Theorem 3. There is a coupling of the characteristic polynomials
pn(z) = det(I − zU−1β ) =
n∏
i=1
(1− z/λi)
of the circular beta ensemble, ζβ, and a random C so that for all z ∈ C, n > 1 we have
|pn(eiz/n)e−iz/2 − ζβ(z)| ≤
(
e
|z| log3 n√
n − 1
)
C |z|
2+1. (4)
The starting point of our analysis is the general framework of Dirac differential oper-
ators τ , see Section 2. In this setting, we introduce the secular function, the analogue of
the characteristic polynomial. We apply this theory to the Sineβ operator introduced in
[32] and its conjugate τ β , see Section 4. The eigenvalues of these operators are given by
the Sineβ process.
For trace class τ−1, a natural choice for the secular function would be det(I − τ−1z).
However, the eigenvalues of τ β are given by the stationary process Sineβ, so their inverses
are not summable. In this case the regularized determinant det2 can be used. For trace
class operators, the ordinary and regularized determinant are related by
det(I − τ−1z) = det2(I − τ−1z)ez tr τ−1,
4
which motivates the following theorem. We consider the integral operator r τ β, a conju-
gate of the inverse of the Sineβ operator. Interestingly enough, the integral trace t r τ β can
be defined as the diagonal integral of the kernel, see (24), and it agrees with the principal
value trace (71) defined as
lim
r→∞
∑
|λk|≤r
1
λk
.
The principal value trace has Cauchy distribution, a general phenomenon for translation-
invariant processes, see Theorem 60 and Aizenman and Warzel [2].
Theorem 4.
ζβ(z) = det2(I − z r τ β)ezt r τβ . (5)
The equivalence to (2) is proved in Proposition 47. In fact, we will use (5) as the
definition of the secular function ζ for general Dirac operators, see Definition 35. Char-
acterizations similar to Theorem 1 hold in this setting, see Section 2.
The Sineβ operator is built from hyperbolic Brownian motion, which allows us to
provide additional characterizations of ζβ via a system of stochastic differential equations
(3). We use this characterization to compute expectations of quantities related to ζβ. As an
application, we verify a conjecture of Borodin and Strahov [4] in this setting, see Section
8.4.
Theorem 5. For all β > 0 we have
E
k∏
j=1
ζβ(zj)
ζβ(wj)
=

e
i
∑k
j=1
zj−wj
2 if ℑwj < 0 for all j,
e−i
∑k
j=1
zj−wj
2 if ℑwj > 0 for all j.
(6)
In Theorem 69 we show that the corresponding moment formulas also hold for circu-
lar beta ensembles. In fact, Theorem 69 applies in greater generality: for all models with
independent, rotationally invariant Verblunsky coefficients. This includes well-studied
random Schro¨dinger models for which few exact formulas are known, see Simon [26],
Section 12.6.
Because of the Cauchy variable in the normalization (2), ζβ itself does not to have a
first moment. A better choice for moments is the function ζˆβ(z) = (1 + q
2)−1/2ζβ(z), with
q as in (2). We have
Eζˆβ(z) =
2
π
cos(z/2), β > 0, z ∈ R,
see (171). We show that the moments of ζˆβ on the real line exist below 1 +
β
2
, which is
likely optimal. We have the following explicit formula for the second moment in terms of
5
the generalized cosine integral:
Eζˆβ(z)
2 = 1
2
+ 2
β
∫ 1
0
t−4/β−1(1− cos(zt))dt, β > 2, z ∈ R,
see (173). More generally, the moments satisfy an explicit system of ordinary differential
equations, see Section 8. The equations are similar to those obtained by Killip and Ryck-
man [17] for the circular beta ensemble. Their scaling is different from the one appearing
in the distributional convergence of characteristic polynomials.
The law of the function ζβ can be represented as the stationary distribution of a system
of diffusions, Proposition 44. Surprisingly, the first degree Taylor coefficient B1,0 satisfies
the stationary stochastic differential equation appearing in Dufresne’s identity. Its distri-
bution can be computed explicitly:
B1,0 d= β
4G
,
where G has Gamma distribution with rate 1 and shape parameter 1 + β
2
, see Remark
46. Similarly, the higher order coefficients Bn,0,An,0 satisfy closed systems of stochastic
differential equations. They can be converted to partial differential equations for the joint
densities. For given n, the joint density p(x, y) of B1,0,A1,0 . . . ,Bn,0,An,0 satisfies the fol-
lowing partial differential equation:
n∑
k=1
1
2
(∂2xk + ∂
2
yk
)(x2kp)− β8∂xk ((yk−1 − 2kxk)p)− β8∂yk ((xk−1 − 2kyk)p) = 0,
where x0 = 0, y0 = 1, see Proposition 49.
Especially interesting is the function
B(z) =
∞∑
n=0
Bn,0zn.
built from the coefficients Bn,0. In [33] we show that the zero distribution of B is the
Palm measure of the Sineβ process: the process conditioned to have a point at zero. In
particular, the intensity of zeros of B is given by the two-point correlations of Sineβ.
The uniqueness of ζβ within the Cartwright class and results of Forrester [11] imply
simple product identities connecting various β-s. Let k ≥ 2 an integer. There exists a
coupling of k copies ζ2k,1, . . . , ζ2k,k of ζ2k so that
ζ2/k(z)
d
=
k∏
j=1
ζ2k,j(z/k),
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see Corollary 59. The way ζβ is the secular function of the Sineβ operator has analogues
for more classical differential operators. The sine function and versions of the Bessel
functions appear as secular functions. We illustrate the development of ζβ with a series of
concrete, classical examples, see Examples 6, 7, 11, 12, 24, 25, and 30.
Many of our results rely on understanding the so called de Branges structure function
E(z) =
∞∑
n=0
(An,0 − iBn,0)zn = [1,−i] · H0(z)
an analogue of orthogonal polynomials on the unit circle in the infinite-dimensional set-
ting. For Dirac operators based on discrete circular ensembles, E is a linear combination
of orthogonal polynomials, see Proposition 32, (83). The entire function E belongs to the
so-called Po´lya class, and all of its zeros are in the upper half plane. In de Branges [9]
such functions are used to define Hilbert spaces of entire functions, the starting point of
the theory of canonical systems. For us, A, B, ζβ and ζˆβ can be expressed in terms of E
and q, and the moment formulas are simplest for the function E . In particular, as shown
in Proposition 65, for xj ∈ R we have
E
k∏
j=1
E(xj) =
k∏
j=1
eixj/2, k < 1 + β
2
.
2 Secular functions of Dirac operators
Our approach is to understand the function ζβ as the “characteristic polynomial” of an
“infinite matrix”. More precisely, it is the secular function of a randomDirac operator. We
first introduce such secular functions for a general class of deterministic Dirac operators.
2.1 A class of Dirac operators
Let σ > 0 and R : (0, σ] → R2×2 be a function taking values in nonnegative definite
matrices. In this paper, aDirac operator is defined as
τu = R−1Ju′, J =
(
0 −1
1 0
)
, (7)
acting on some subset of functions of the form u : (0, σ]→ R2.
We assume the following about R.
Assumption 1. R(t) is positive definite for all t ∈ (0, σ], ‖R‖, ‖R−1‖ are locally bounded
on (0, σ]. Moreover, detR(t) = 1/4 for all t ∈ (0, σ].
7
The assumption detR = 1/4 can be replaced by themore general condition
∫ σ
0
detR(s) ds <
∞. This setting is equivalent to ours up to a time change.
Assumption 2. There is a nonzero vector u0 ∈ R2 so that with u⊥0 = Ju0 we have∫ σ
0
∥∥ut0R∥∥ ds <∞,
∫ σ
0
∫ t
0
u
t
0R(s)u0 (u
⊥
0 )
tR(t)u⊥0 dsdt <∞. (8)
The function R can be parametrized as
R =
X tX
2 detX
, X =
(
1 −x
0 y
)
, y > 0, x ∈ R, (9)
where X is defined as the unique multiple of the square root of R of the above form. We
refer to the group of matrices of such form as the affine group. We record the matrix
identities
yX−1J = JX t, yJX−1 = X tJ, R−1J = 2X−1JX, 2JR = X−1JX, (10)
that hold in this setting.
Let AC be the set of absolutely continuous functions. Define L2R = L
2
R[0, σ] as the space
with norm defined by
‖f‖2R =
∫ σ
0
f t(s)R(s)f(s) ds. (11)
Fix nonzero u0, u1 ∈ R2. From this point on, we will consider τ as the Dirac operator with
the domain
domτ = {v ∈ L2R ∩ AC : τv ∈ L2R, lim
s↓0
v(s)t J u0 = 0, v(σ)
t J u1 = 0}. (12)
We will also use the notation
τ = Dir(X·, u0, u1). (13)
We will often have the following.
Assumption 3.
u
t
0Ju1 = 1. (14)
In most of the paper, we will use special cases of u0, u1 satisfying Assumption 3,
namely
u0 =
(
1
0
)
, u1 =
(−q
−1
)
, q ∈ R, (15)
which we call q-boundary conditions.
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2.2 The inverse of a Dirac operator
Under Assumptions 1-3, the operator τ has an inverse. τ−1 is an integral operator on
L2R[0, σ] with kernel
K(s, t) =
(
u0u
t
11(s < t) + u1u
t
01(s ≥ t)
)
,
and by Theorem 9 of [32] it is Hilbert-Schmidt. Hence τ has a pure point spectrum. The
eigenvalues are real, nonzero and have multiplicity one. We label the eigenvalues in an
increasing order by λk, k ∈ Z so that λ−1 < 0 < λ0.
Let Y = X/
√
detX . The conjugate operator Y τY −1 is self-adjoint on {v : Y v ∈ domτ}
with the same spectrum as τ . We denote (Y τY −1)−1 by r τ . This is an integral operator
acting on L2[0, σ]with kernel
K
r τ (s, t) =
1
2
a(s)c(t)t1(s < t) + 1
2
c(s)a(t)t1(s ≥ t), (16)
where
a =
Xu0√
detX
, c =
Xu1√
detX
. (17)
The first integral condition of Assumption 2 is equivalent to the following pair of bounds:∫ σ
0
‖a(s)‖2ds <∞,
∫ σ
0
∣∣a(s)tc(s)∣∣ ds <∞. (18)
With the q-boundary conditions (15) we have
a(s) =
1√
y(s)
(
1
0
)
, c(s) =
1√
y(s)
(
x(s)− q
−y(s)
)
,
and the pair of bounds in (18) is equivalent to∫ σ
0
1 + |x(s)|
y(s)
ds <∞. (19)
For q-boundary conditions, the second integral bound in Assumption 2 is given by∫ σ
0
∫ t
0
x2(t) + y2(t)
y(s)y(t)
ds dt <∞. (20)
We introduce two simple examples.
Example 6 (Deterministic Sine operator). The simplest example is the operator
τ : u→ 2J d
dt
u
on (0, σ]. In that case R(s) = 1
2
I , x(s) = 0, and y(s) = 1. Set
u0 = [1, 0]
t, u1 = [−q,−1]t, with q = cot(θ/2).
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Then we have a(s) = [1, 0]t, and c(s) = [−q,−1]t. The eigenvalues of τ are given by
λk =
2πk−θ
σ
, k ∈ Z, and the eigenfunction corresponding to λk is[
cos( s(2kπ−θ)
2σ
),− sin( s(2kπ−θ)
2σ
)
]t
.
Example 7 (Deterministic Bessel operator). Assume α > 0, and set x(s) = 0 and y(s) =
s−α. Then we have
R(s) =
(
sα 0
0 s−α
)
, τu = 2
(
s−α 0
0 sα
)
J
d
dt
u.
The vector u0 = [1, 0]
t satisfies the integral conditions (8), we set the other boundary
condition as u1 = [0,−1]t.
Then a(s) = [sα, 0]t and c(s) = [0, s−α]t. Let Jp be the Bessel function of the first kind
with parameter p. Then the eigenvalues of τ are given by ±2γk
σ
, k ≥ 1, where γk are the
positive zeros of Jα−1
2
(·). The eigenfunction corresponding to eigenvalue λ is given by
u(s) =
(
λs
4
) 1−α
2 Γ(α+1
2
)
[
Jα−1
2
(
sλ
2
)
,−sαJα+1
2
(
sλ
2
)]t
. (21)
Note that allowing α = 0 would give us Example 6.
2.3 Definition of the secular function ζτ
Our goal is to define the analogue of the characteristic polynomial for the operator τ . This
will be an entire function ζτ whose zeros are the eigenvalues of τ and can be considered
to be a version of det(I−z τ−1). We will call ζτ the secular function of τ . The term secular
function has been used in the past for the characteristic polynomial.
For a Hilbert-Schmidt operator Awith eigenvalues νk the regularized determinant
det2(I − zA) =
∏
k
(1− z νk)ez νk . (22)
is an entire function in z that vanishes exactly at the eigenvalues, see [27], Chapter 9. The
product is uniformly convergent on compact subsets of C. WhenA is also trace class, then
det(I − zA) =
∏
k
(1− z νk)
is a well defined entire function and the product is absolutely convergent, see [27], Chap-
ter 3. Moreover, one has
det(I − zA) = det2(I − zA)e−zTrA. (23)
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Our operator τ−1 or, equivalently r τ , is not a trace class operator, but the integral
trace
tτ =
∫ σ
0
TrK
r τ (s, s)ds =
1
2
∫ σ
0
a(s)tc(s)ds (24)
is finite by Assumption 2. Under the q-boundary conditions (15) we have
tτ =
∫ σ
0
x(s)− q
2y(s)
ds.
Note that if an integral operator with kernel of the form (16) is trace class, its trace is
equal to its integral trace.
By analogy with formula (23), since r τ is Hilbert-Schmidt, we define
Definition 8 (Secular function). Assume that τ satisfies Assumptions 1-3. Then the secu-
lar function is defined as
ζτ (z) = e
−ztτdet2(I − z r τ ) (25)
= e−
z
2
∫ σ
0 a(s)
tc(s)ds
∏
k
(1− z/ λk)ez/λk , (26)
where a and c are defined in (17). The infinite product is uniformly convergent on com-
pact sets of z.
The eigenvalues of r τ are 1
λk
. The infinite product
∏
k(1− zλk ) is not necessarily abso-
lutely convergent, so det(I − zr τ)might not be defined. In Section 2.7 we show that with
some additional assumptions, ζ is equal to the principal value product
lim
r→∞
∏
|λk|≤r
(1− z/λk).
In the rest of the section we discuss other representations for ζ : an explicit Taylor
expansion and a representation by an ordinary differential equation.
2.4 The Taylor expansion of ζ
Wewill work towards a more explicit expression for ζτ in terms ofX, u1, u2. The following
proposition gives the Taylor expansion of ζ with explicit coefficients.
Proposition 9. Let τ satisfy Assumptions 1-3. Then the secular function ζτ (25) has the following
Taylor expansion with infinite radius of convergence:
ζτ (z) = 1 +
∞∑
n=1
rnz
n, rn = −
∫∫∫
0<s1<s2<···<sn≤σ
u
t
0R(s1)JR(s2)J · · ·R(sn)u1ds1 . . . dsn. (27)
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The coefficient rn can be bounded as
|rn| ≤
(∫ σ
0
|ut0R(s)u1|ds+
∫ σ
0
∫ t
0
u
t
0R(s)u0u
t
1R(t)u1dsdt
)n
. (28)
We start with a statement about the Fredholm expansion of regularized determinants
of Hilbert-Schmidt integral operators with a finite diagonal integral.
Lemma 10. Suppose that G is a bounded interval on R, k : G2 → R is a measurable function
with
∫∫
G2
|k(s, t)|2dsdt < ∞ and ∫
G
|k(s, s)|ds < ∞. Let Af(s) = ∫
G
k(s, t)f(s)ds be the
Hilbert-Schmidt integral operator acting on real valued L2(G) functions. Then
det2(I + zA)e
z
∫
G k(s,s)ds = 1 +
∞∑
n=1
zn
n!
∫
Gn
det [k(ti, tj)]
n
i,j=1 dt1 . . . dtn, (29)
where the n-variable integrals on the right are all finite and the series converges on C.
Moreover, we also have the bound∫
Gn
∣∣∣det [k(ti, tj)]ni,j=1∣∣∣ dt1 . . . dtn ≤ n!
(∫
G
|k(s, s)|ds+ ‖A‖2
)n
(30)
Note that we do not require k to be continuous near the diagonal.
Proof. Since A is a Hilbert-Schmidt integral operator, the classical theory, see [14], [27],
implies that
det2(I + zA) = 1 +
∞∑
n=2
zn
n!
∫
Gn
det [k(ti, tj)1(i 6= j)]ni,j=1 dt1 . . . dtn, (31)
with the series on the right converging for all z ∈ C. In particular we also have that∫
Gn
det [k(ti, tj)1(i 6= j)]ni,j=1 dt1 . . . dtn <∞, for n ≥ 2. (32)
Note that for any n ≥ 1, and t1, . . . , tn ∈ Gwe have
det[k(ti, tj)]
n
i,j=1 =
∑
B⊂{1,...,n}
|B|≥2
det [k(ti, tj)1(i 6= j)]i,j∈B
∏
ℓ/∈B
1≤ℓ≤n
k(tℓ, tℓ). (33)
This identity follows by expanding the determinant on the left and collecting the terms
based on the number of fixed points in the permutations. Integrating the quantity (33) on
Gn we get
n∑
ℓ=2
(
n
ℓ
)∫
Gℓ
det [k(ti, tj)1(i 6= j)]i,j≤ℓ dt1 . . . dtℓ
(∫
G
k(t, t)dt
)n−ℓ
. (34)
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This expression is finite by (32), and the assumption
∫
G
|k(s, s)|ds < ∞. The claim (29)
follows after multiplying the Taylor expansions of the entire functions det2(I + zA) and
ez
∫
G
k(s,s)ds.
To prove the bound (30) we first show that for ℓ ≥ 1 one has∫
Gn
|k(t1, t2)k(t2, t3) · · · k(tℓ, t1)|dt1 . . . dtℓ ≤
(∫
G
|k(s, s)|ds+ ‖A‖2
)ℓ
. (35)
For ℓ = 1 this follows from the assumption. Define B by
Bf(x) =
∫
G
|k(x, y)|f(y)dy.
For ℓ ≥ 2 the integral operator Bℓ is trace class, and its trace is equal to the left side of
(35). Moreover, Tr (Bℓ) ≤ Tr (B2)ℓ/2 = ‖A‖ℓ2. This shows (35) for ℓ ≥ 2. The bound (30)
follows by expanding the determinant det [k(ti, tj)]
n
i,j=1, and applying (35) the the cycles
of the permutation π in
∫
Gn
∏n
i=1 |k(si, sπ(i))|ds1 . . . dsn.
Proof of Proposition 9. We start by adapting Lemma 10 to integral operators with matrix
valued kernels. We can embed the space of R2-valued L2(0, σ] functions into the space of
real valued L2(0, 2σ] functions using the following invertible isometry:
g = [g1, g2]
t, J g(t) =

g1(s), 0 < s ≤ σg2(s− σ), σ < s ≤ 2σ. (36)
If B is a Hilbert-Schmidt integral operator acting on R2-valued functions on (0, σ] with
kernel K =
(
K11 K12
K21 K22
)
then A = JBJ −1 is a Hilbert-Schmidt integral operator acting
on scalar functions on (0, 2σ], and the integral kernel is
k(s, t) = K1+1(s≥σ),1+1(t≥σ)(s, t). (37)
We have
∫ σ
0
‖K(s, t)‖22ds dt =
∫ 2σ
0
|k(s, t)|2ds dt and ∫ 2σ
0
k(s, s)ds =
∫ σ
0
TrK(s, s)ds. Assum-
ing that both of these integrals are finite we may apply Lemma 10 to the integral operator
A. Since the spectrum of A is the same as the spectrum of B, we have det2(I − zB) =
det2(I − zA) and hence
det2(I − zB)e−z
∫ σ
0
TrK(s,s) = 1 +
∞∑
n=1
(−1)n z
n
n!
∫
(0,2σ]n
det [k(ti, tj)]
n
i,j=1 dt1 . . . dtn. (38)
From (37) we have∫
(0,2σ]n
det [k(ti, tj)]
n
i,j=1 dt1 . . . dtn =
2∑
i1=1
· · ·
2∑
in=1
∫
(0,σ]n
det(Kia,ib(sa, sb))
n
a,b=1ds1 . . . dsn,
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Now set B = r τ . From (16) we get that the entries Kij of the matrix valued kernel are
given by
Ki,j(s, t) =
1
2
(ai(s)cj(t)1(s < t) + ci(s)aj(t)1(t ≤ s)) . (39)
Note that K(s, t)t = K(t, s) and thus Ki,j(s, t) = Kj,i(t, s). Because of this we have
1
n!
2∑
i1=1
· · ·
2∑
in=1
∫
(0,σ]n
det(Kij ,iℓ(sj, sℓ))
n
j,ℓ=1ds1 . . . dsn
=
2∑
i1=1
· · ·
2∑
in=1
∫∫∫
0<s1<···<sn≤σ
det(Kij ,iℓ(sj, sℓ))
n
j,ℓ=1ds1 . . . dsn.
Fix i1, . . . , in ∈ {1, 2} and 0 < s1 < . . . sn ≤ σ. Introduce the temporary notation
pk = aik(sk), qk = cik(sk),
then by (39) we have 2Kij ,iℓ(sj, sℓ) = pmin(j,ℓ) · qmax(j,ℓ). For example, for n = 3 we have
(2Kij ,iℓ(sj , sℓ))
n
j,ℓ=1 =


p1q1 p1q2 p1q3
p1q2 p2q2 p2q3
p1q3 p2q3 p3q3

 .
We show that
det(pmin(j,ℓ) · qmax(j,ℓ))nj,ℓ=1 = p1qn
n−1∏
j=1
(pj+1qj − pjqj+1). (40)
Subtract row n− 1 times qn/qn−1 from row n. Then the last row becomes
[0, . . . , 0, pnqn − pn−1q2n/qn−1].
The identity (40) now follows by induction.
Note that pj+1qj − pjqj+1 = [pj , qj]J [pj+1, qj+1]t, hence, with vik(sk) = [pk, qk]t we have
det(pmin(j,ℓ) · qmax(j,ℓ))nj,ℓ=1 =
[
vi1(s1)vi1(s1)
tJvi2(s2)vi2(s2)
tJ · · · vin(sn)vin(sn)tJ
]
1,1
. (41)
Note that
v1(s)v1(s)
t + v2(s)v2(s)
t = 2U tR(s)U, U = [u0, u1].
Summing (41) for all choices of i1, . . . , in gives
2n
[
U tR(s1)UJU
tR(s2)UJ · · ·U tR(sn)UJ
]
1,1
= −(−2)nut0R(s1)JR(s2)J . . . R(sn)u1.
In the last step we used UJU t = −J , which is equivalent to the assumption (14).
The statement of the proposition now follows from (38).
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Example 11 (Deterministic Sine operator, continued). Consider τ from Example 6. The
eigenvalues are 2πk−θ
σ
, k ∈ Z, and a(s)tc(s) = −q = − cot(θ/2). Definition (25) gives
ζ(z) = e
σz
2
cot(θ/2)
∏
k
(
1− σz
2πk−θ
)
e
σz
2πk−θ .
It is an exercise in complex analysis to show that
ζ(z) =
sin
(
θ+σz
2
)
sin(θ/2)
. (42)
This also follows from the power series representation of Proposition 9:
ζ(z) = 1 +
∞∑
n=1
rnz
n, rn = −2−n
∫∫∫
0<s1<···<sn≤σ
u
t
0J
n−1
u1ds1 . . . dsn.
Using J2k+1 = (−1)kJ and J2k = (−1)kI we get
r2k+1 =
(σ/2)2k+1
(2k + 1)!
(−1)kq, r2k = (σ/2)
2k
(2k)!
(−1)k
which give the series expansion of ζ , and proves (42).
Example 12 (Deterministic Bessel operator, continued). For τ from Example 7 the defini-
tion (25) gives
ζ(z) =
∞∏
k=1
(
1− σ2z2
4γ2k
)
, (43)
where γk is the kth root of Jα−1
2
. The infinite product representation of the Bessel function,
see 9.5.10 in [1] gives
ζ(z) = Γ(α+1
2
)
(
σz
4
)−α−1
2 Jα−1
2
(
σz
2
)
= 0F1
(
; α+1
2
;−σ2z2
16
)
, (44)
where 0F1(; a;w) =
∑∞
k=0
Γ(a)
k!Γ(a+k)
wk is the confluent hypergeometric function.
The series representation given by Proposition 9 gives the coefficients
r2n+1 = 0, r2n = (−1)n2−2n
∫∫∫
0<s1<···<s2n≤σ
sα1 s
α
3 ···sα2n−1
sα2 s
α
4 ···sα2n ds1 . . . ds2n.
The multiple integral evaluates to
r2n = (−1)n2−4n
σ2nΓ(α+1
2
)
n!Γ(α+1
2
+ n)
,
which agrees with (44) and the series expansion of 0F1.
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2.5 ODE representation for ζ
The function ζ can also be characterized using the solution of a vector-valued ODE, this
is the statement of our next proposition.
Proposition 13. Suppose that R and u0 satisfy Assumptions 1 and 2. There is a unique vector-
valued function H : (0, σ]× C → C2 so that for every z ∈ C the function H(·, z) is the solution
of the ordinary differential equation
J
d
dt
H(t, z) = zR(t)H(t, z), t ∈ (0, σ], lim
t→0
H(t, z) = u0. (45)
For any t ∈ (0, σ] the function H(t, z) satisfies ‖H(t, z)‖ > 0, and its two coordinates are entire
functions of z mapping the reals to the reals.
Moreover for any u1 with u
t
0Ju1 = 1 the corresponding ζτ (z) satisfies
ζτ (z) = H(σ, z)
tJu1. (46)
We prove Proposition 13 in two parts. Proposition 18 shows that there is at most
one function H satisfying the conditions, while Proposition 19 provides a power series
solution.
Remark 14. Our proof is self-contained and relies on the Taylor series expansion of ζ in
Proposition 9. This proposition is a version of standard results in de Branges’ theory of
Hilbert spaces of analytic functions adapted to our setting. For example, Theorem 41 of
de Branges [9] is a version of the existence and uniqueness part of Proposition 13 with
slightly different assumptions. The proof of that theorem relies on a deep understanding
of de Branges’ theory.
Remark 15. The function H can be considered as the solution of the eigenvalue equation
τH = zH with initial condition H(0, z) = u0. The expression H(σ, z)
tJu1 gives a linear
transform of H(σ, z) which is zero exactly when H(σ, z) ‖ u1, and it is equal to 1 at z = 0.
Remark 16. TheODE in (45) is linear, and byAssumption 1 the function ‖R(s)‖ is bounded
for any compact subset of (0, σ]. Hence for any 0 < a < b ≤ σ, z ∈ C and v ∈ C2 the ODE
J
d
dt
G(t, z) = zR(t)G(t, z), G(a, z) = v, (47)
has a unique solution in [a, b] by the standard theory of ordinary differential equations,
and the solution is analytic in z for any given t ∈ [a, b]. This holds also if we assume that
the initial condition v = v(z) is an analytic function of z.
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Under the additional assumption
∫ σ
0
‖R(s)‖ds < ∞ this extends to the a = 0 case.
Hence in this case existence and uniqueness of H(t, z) in Proposition 13 follows immedi-
ately. If ‖R(t)‖ is bounded on (0, σ] as opposed to just locally bounded, then ∫ σ
0
‖R(s)‖ds <
∞. Our assumptions allow ‖R(t)‖ to blow up near zero, and most of our applications
have this property.
Remark 17. Gesztesy and Makarov [13] give an explicit formula for the modified Fred-
holm determinant of a Hilbert-Schmidt integral operator with a semi-separable kernel
M(s, t) = f1(s)g1(t)1(s < t) + f2(s)g2(t)1(t ≤ s)
on an interval (a, b), assuming that the matrix valued functions f1, g1, f2, g2 are all in the
appropriate L2 spaces.
Note that K
r τ is a semi-separable kernel by (16), and in the case when
∫ σ
0
‖R(s)‖ds <
∞ the vector valued functions a(·) and c(·) are both in L2(0, σ]. Hence in this case the
results of [13] apply, and it can be checked that the derived formula leads to (46) again.
Proposition 18 (Uniqueness ofH). Suppose that for a given z ∈ C the functionsH1(t, z), H2(t, z)
both satisfy (45). Then H1(t, z) = H2(t, z). Moreover, ‖H1(t, z)‖ > 0 for all t, z.
Proof. From (45) we get for t ∈ (0, σ]
d
dt
(
H2(t, z)
tJH1(t, z)
)
= 0,
so H2(t, z)
tJH1(t, z) is constant in t. Since limt→0Hk(t, z) = u0 for k = 1, 2, we see that this
constant has to be ut0Ju0 = 0. The identity H2(t, z)
tJH1(t, z) = 0 implies that H2(t, z) ‖
H1(t, z) for all t ∈ (0, σ].
By Remark 16 he equation (45) is linear, so if Hk(t0, z) = (0, 0)
t for a particular t0 ∈
(0, σ] then Hk(t, z) = (0, 0)
t would hold for all t ∈ (0, σ], which would contradict the
behavior at t → 0. Hence ‖Hk(t, z)‖ cannot be zero. Since H2(t, z) ‖ H1(t, z) for all
t ∈ (0, σ], it follows that there exists a function f(t, z) so that H2(t, z) = f(t, z)H1(t, z),
f(t, z) 6= 0 for t ∈ (0, σ].
Using the linearity of (45) again we see that f(t, z) must be a constant in t. But the
initial condition in (45) then implies that f(t, z) = 1 andH1 = H2.
Proposition 19 (A power series solution). For t ∈ (0, σ], z ∈ C define H(t, z) using the
following series expansion:
H(t, z)t =
∞∑
n=0
dn(t)z
n, d0(t) = u
t
0
dn(t) =
∫∫∫
0<s1<s2<···<sn≤t
u
t
0R(s1)JR(s2)J · · ·R(sn)Jds1 . . . dsn, n ≥ 1. (48)
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The series converges for all z ∈ C. For any t ∈ (0, σ] the two coordinates of the function H(t, z)
are entire functions of z mapping the reals to the reals. The functionH(t, z) satisfies (45) and (46).
Proof. Let u be any vector not parallel to u0. Then a = u
t
0Ju 6= 0. Set u1 = u/a so that
u
t
0Ju1 = 1. Set rn = dnJu1. Proposition 9 shows that the series
1 +
∞∑
n=1
rnz
n =
1
a
∞∑
n=0
dn(t)Juz
n
converges everywhere. Using two linearly independent u-s we see that H is well-defined
and its two coordinates are analytic in z. Since the coefficients dn are real vectors, the
coordinates of H map reals to reals for any t ∈ (0, σ].
Proposition 9 also shows that the identity (46) holds. The only thing left is to show
that H satisfies the ODE (45) for all z ∈ C.
By estimate (28) of Proposition 9 we have
|dn(t)Ju1| ≤ r(t)n, r(t) =
∫ t
0
|u0R(s)u1| ds+
∫ σ
0
∫ t
0
u
t
0R(s)u0u
t
1R(t)u1dsdt. (49)
By Assumption 2, the function r(t) is finite, non-decreasing and limt↓0 r(t) = 0. This
implies the bound ‖dn(t)‖ ≤ cr(t)n for a finite c > 0 for all n ≥ 1, from which we get
limt↓0H(t, z) = u0 for all z ∈ C.
From (48) it follows that for n ≥ 1 and 0 ≤ t1 < t2 ≤ σ we have
dn(t2)− dn(t1) =
∫ t2
t1
dn−1(s)R(s)Jds.
Now assume t1 > 0, then R is uniformly bounded in [t1, t2]. Multiplying both sides by z
n
and summing over n we get that both sides are absolutely convergent for |z| < r−1(t2).
Thus when this inequality holds, we have
H(t2, z)
t −H(t1, z)t =
∫ t2
t1
zH(t, z)tR(t)J ds.
Since J−1 = J t = −J , the fundamental theorem of calculus gives that the differential
equation (45) holds for z ∈ C, t ∈ (0, σ]with |z| < r(t)−1.
It suffices to show that H(t, z) satisfies the ODE for |z| ≤ b, t ∈ (0, σ] for any fixed
b > 0. Given b > 0, pick t0 so that b < r(t0)
−1. ThenH(t, z) is a solution in (0, t0] for |z| ≤ b.
For all |z| ≤ b let G(t, z) be the solution of the ordinary differential equation (45) on
[t0, σ] with initial condition H(t0, z). By Remark 16 for t0 ≤ t ≤ σ, the function G(t, z) is
analytic in z. Moreover, G(t, z) = H(t, z) when |z| < r−1(σ), since H(t, z) also solves (45)
there, and it agrees with G(t, z) when t = t0, |z| ≤ r−1(σ) ≤ b. Thus for t ∈ [t0, σ] the
analytic functions G(t, z) and H(t, z)must agree for all |z| ≤ b, which implies that H(t, z)
solves the ODE for |z| ≤ b, t ∈ (0, σ].
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The next proposition provides a way to approximate H with the solutions of more
regular ODE systems for which the uniqueness of the solution is immediate.
Proposition 20 (Regular approximation of H). Let 0 < ε < σ, z ∈ C and let Hε(t, z) be the
solution of the ODE
J
d
dt
Hε(t, z) = zR(t)Hε(t, z), t ∈ [ε, σ], Hε(ε, z) = u0. (50)
Extend the definition of Hε(t, z) for t ∈ (0, ε) with Hε(t, z) = u0.
Then as ε→ 0 we have Hε(·, z)→ H(·, z) uniformly on compact subsets of (0, σ]× C.
Proof. By Remark 16 the differential equation (50) has a unique solution.
Moreover, for any u1 with u
t
0Ju1 = 1 and ε ≤ t ≤ σ by Proposition 13 the function
Hε(t, z)
tJu1 is the secular function of τ ε,t,u1 , which is τ restricted to [ε, t] with boundary
condition u0 at ε and u1 at t.
Note that r τ ε,t,u1 is the integral operator with kernel given in (16), but restricted to
[ε, t]× [ε, t]. In other words, we have
Hε(t, z)
tJu1 = det2(I − z r τ ε,t,u1)e−
z
2
∫ t
ε a(s)
tc(s)ds. (51)
For 0 < t ≤ σ we denote by τ t,u1 the version of τ on (0, t]with boundary conditions u0, u1.
This operator satisfies Assumptions 1 and 2, and Proposition 13 shows that
H(t, z)tJu1 = det2(I − z r τ t,u1)e−
z
2
∫ t
0 a(s)
tc(s)ds. (52)
Note that the Hilbert-Schmidt norm of r τ t,u1 is uniformly bounded in t as
‖r τ t,u1‖2 ≤ ‖r τ‖2 <∞.
By the triangle inequality we have
∣∣(H(t, z)−Hε(t, z)t)Ju1∣∣ ≤ |det2(I − z r τ ε,t,u1)− det2(I − z r τ t,u1)| e− z2 ∫ tε a(s)tc(s)ds
+ |det2(I − z r τ t,u1)| e−
z
2
∫ t
0 a(s)
tc(s)ds
∣∣∣e− z2 ∫ ε0 a(s)tc(s)ds − 1∣∣∣ . (53)
If κ1, κ2 are Hilbert-Schmidt operators on the same domain then
|det2(I − zκ1)− det2(I − zκ2)| ≤ |z| · ‖κ1 − κ2‖2 exp(c|z|2(‖κ1‖22 + ‖κ2‖22) + c) (54)
with an absolute constant c, see Theorem 9.2(c) in [27]. In particular, using this for κ2 = 0
we get the bound
|det2(I − zκ1)− 1| ≤ |z| · ‖κ1‖2 exp(c|z|2‖κ1‖22 + c). (55)
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This implies that the det2 part of the second term on the right of (53) is uniformly bounded
in compact sets of t, z. Since
∫ σ
0
|a(s)tc(s)| ds < ∞ by assumption, the entire term con-
verges to 0 as ε→ 0 uniformly.
We will show that the same holds for the other term in (53).
Extend the domain of the integral operator r τε,t,u1 to (0, t]
2 by setting the kernel equal
to the constant 0 matrix on (0, t]2 \ (ε, t]2. We use the temporary notation κε for the new
integral operator. The spectrum of κε is given by the spectrum of r τε,t,u1 and the value 0
with infinite multiplicity. This means that
det2(I − zκε) = det2(I − z r τε,t,u1).
Hence
|det2(I − z r τε,t,u1)− det2(I − z r τt,u1)| = |det2(I − z κε)− det2(I − z r τt,u1)| . (56)
Since r τt,u1 is Hilbert-Schmidt and its kernel agrees with that of r τε,t,u1 on [ε, t]
2 we have
lim
ε→0
‖r τt,u1 − κε‖2 = 0 (57)
By (54) and (57) the term on the right of (56) converges to 0 as ε → 0 uniformly for t, z in
a compact set.
Collecting all of our estimates, and recalling that
∫ σ
0
|a(s)tc(s)| ds <∞ by assumption,
we get that for a given u1 with u
t
0Ju1 = 1 we have
lim
ε→0
Hε(t, z)Ju1 = H(t, z)Ju1,
and the convergence is uniform on compact sets of t, z. This statement is true for any
u1 6 ‖ u0, which implies the proposition.
The bounds (54, 55) together with the definition (25) of ζ and the triangle inequality
gives the following.
Proposition 21 (Continuity of τ 7→ ζτ ). Let τ 1, τ 2 be two Dirac operators on (0, σ] satisfying
our assumptions. Denote by ζi, r i, ti the secular function, resolvent and integral trace of τ i. Let
‖ · ‖ denote the Hilbert-Schmidt norm. Then there is a universal constant a > 1 so that for all
z ∈ C
|ζ1(z)− ζ2(z)| ≤
(
e|z||t1−t2| − 1 + |z|∥∥r 1 − r 2∥∥)a|z|2(‖r 1‖2+‖r 2‖2)+|z|(|t1|+|t2|)+1. (58)
Proposition 21 provides a sufficient condition for the convergence of secular func-
tions. It shows that if we have a sequence of Dirac operators on (0, σ] for which the
resolvents converge in Hilbert-Schmidt norm, and the integral traces converge, then the
secular functions converge uniformly on compacts of C.
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2.6 The structure function E and the functions A,B
From this point we will assume that we are in the case of q-boundary conditions (15).
Consider the unique vector-valued function H described in Proposition 13. Set
A(t, z) := [1, 0]H(t, z), B(t, z) := [0, 1]H(t, z), (59)
E(t, z) := [1,−i]H(t, z) = A(t, z)− iB(t, z). (60)
For t fixed, z 7→ E(t, z) is called the structure function in the context of de Branges’ theory
of Hilbert spaces of analytic functions.
Lemma 22. The entire functions A(t, z), B(t, z) are real for real z, and have only real zeros. If the
entire function E(t, z) has zeros then they are in the open upper half plane. Moreover,
E(t, 0) = 1, A¯(t, z) = A(t, z¯), B¯(t, z) = B(t, z¯), (61)
|E(t, z)| ≤ |E(t, z¯)|, ℑz > 0. (62)
Proof. Proposition 13 implies that E(t, z) is an entire function of z for any t. The vector
valued function H(t, z) is not equal to [0, 0]t for any t, z, and it takes values from R2 for
z ∈ R. Hence E is nonzero for real z, and A and B are real for z ∈ R. The statements
of (61) follow from H(t, 0) = u0 = [1, 0]
t and the reflection principle. Since for every
r ∈ R the function A + rB is a secular function, it only has real zeros. Moreover, B =
limr→∞(A+ rB)/r has only real zeros by Hurwitz’s theorem.
From (45) we get
−i d
dt
H(t, z)tJH(t, z) = 2ℑzH(t, z)tR(t)H(t, z).
We also have
−2iH(t, z)tJH(t, z) = |E(t, z¯)|2 − |E(t, z)|2.
Since detR(t) = 1
4
and the entries of R(t) are real, one can check that R(t) + i
2
J is nonneg-
ative definite, which implies that for ℑz > 0 we have
d
dt
(|E(t, z¯)|2 − |E(t, z)|2) ≥ ℑz (|E(t, z¯)|2 − |E(t, z)|2) ,
which shows (62).
Finally, we note that if E(t, z) = 0 for ℑz < 0 then (62) would imply E(t, z) = E(t, z¯) =
0 and A(t, z) = B(t, z) = 0. By Proposition 13 this is not possible, hence E(t, z) = 0 can
only hold for ℑz > 0.
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For the interested reader, the following proposition summarizes additional properties
of H and the structure function E. The proofs can be found in de Branges [9] with some
required exercises. We will not use these results in the present paper.
Proposition 23. (i) The function H(t, z) is in L2R for any fixed z ∈ C. In particular, if λ ∈ C
is an eigenvalue of τ then the corresponding eigenfunction is H(·, λ).
(ii) The function |E(t, x− iy)| is non-decreasing in y for y ≥ 0.
(iii) The structure function E = A − iB satisfies the following bound with all derivatives with
respect to z:
log |E(t, z)| ≤ ℜzA′(t, 0) + ℑzB′(0) + 1
2
(A′(t, 0)−A′′(t, 0) +B′(t, 0))2 |z|2. (63)
Example 24 (Deterministic Sine operator, part 3). Let us return to Example 6 with bound-
ary conditions u0 = [1, 0]
t, u1 = [− cot(θ/2),−1]t. The solution of (45) is given by
H(t, z) = [cos(tz/2),− sin(tz/2)]t . (64)
Proposition 13 gives
ζ(z) = H(σ, z)Ju1 = cot(σ/2) sin(σz/2) + cos(σz/2)
which agrees with the expression in (42). Note also that
A(t, z) = cos( tz
2
), B(t, z) = − sin( tz
2
), E(t, z) = e
itz
2 .
Example 25 (Deterministic Bessel operator, part 3). Now consider Example 7 with bound-
ary conditions u0 = [1, 0]
t, u1 = [0,−1]t. Then the solution of (45) is given by
H(t, z) =
(
zt
4
) 1−α
2 Γ(α+1
2
)
[
Jα−1
2
(
zt
2
)
,−tαJα+1
2
(
zt
2
)]t
. (65)
Proposition 13 leads to the expression (44). We also have
A(t, z) =
(
zt
4
) 1−α
2 Γ(α+1
2
)Jα−1
2
(
zt
2
)
, B(t, z) = − ( zt
4
) 1−α
2 Γ(α+1
2
)tαJα+1
2
(
zt
2
)
E(t, z) =
(
zt
4
) 1−α
2 Γ(α+1
2
)
(
Jα−1
2
(
zt
2
)
+ itαJα+1
2
(
zt
2
))
.
2.7 Infinite product representation
An entire function f is of finite exponential type if there exists c > 1 so that
|f(z)| ≤ c1+|z|, for all z ∈ C (66)
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If, in addition, the integral condition∫ ∞
−∞
log+ |f(x)|
1 + x2
dx <∞. (67)
holds, then we say that f is of Cartwright class. In this section we study ζτ when it falls
in the Cartwright class. The role of the Cartwright class of functions in the world of Dirac
operators is similar to the role of polynomials in the world of matrices.
When the secular function ζτ is of Cartwright class, it can be represented as a principal
value product.
Proposition 26 (Principle value product). Under Assumptions 1-3, when the secular function
ζ = ζτ is of Cartwright class, we have
ζ(z) = lim
r→∞
∏
|λk|<r
(1− z/λk) (68)
where the convergence is uniform on compact sets of z ∈ C. In particular for x ∈ R,
|ζ(x+ iy)| is increasing in y ≥ 0. (69)
Moreover, the following three quantities are finite and equal:
lim sup
|z|→∞
log |ζ(z)|
|z| = lim supy→∞
log |ζ(iy)|
y
= lim
|k|→∞
πk
λk
. (70)
We also have
lim
r→∞
∑
|λk|<r
λ−1k =
1
2
∫ σ
0
a(s)tc(s)ds. (71)
The final statement of the proposition shows that even though the operator r τ might
not be trace class, the integral trace
∫ σ
0
trK
r τ (s, s)ds is equal to the principal value sum of
λ−1k .
Proof. According to Theorem 11 of Section V.4.4 in Levin [20] for an entire function ζ of
exponential type with (67)
ζ(z) = czmeibz lim
r→∞
∏
|λk|<r
(1− z
λk
), (72)
where b is real,m is a non-negative integer, and λk, k = 1, 2, . . . are the nonzero zeros of ζ .
We apply this to the secular function ζ . Since ζ(0) = 1, we see thatm = 0 and c = 1. Since
ζ maps reals to the reals and has real zeros it follows that b = 0. This completes the proof
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of (68) for pointwise convergence. Claim (69) holds factor-by-factor and is preserved in
the limit.
Recall t = 1
2
∫ σ
0
a(s)tc(s)ds, (24). By the definition (26) of ζ , we have
etzζ(z) = lim
r→∞
ez
∑
|λk|<r 1/λk
∏
|λk|<r
(1− z/λk), (73)
and the convergence is uniform on compacts in z. Choosing a z ∈ C with z 6= 0, ζ(z) 6= 0
now implies (71). As a consequence,
e−tz = lim
r→∞
e−z
∑
|λk|<r 1/λk
uniformly on compacts. Multiplying this by (73) we get that the convergence in (68) is
uniform on compacts.
To prove (70) we use further results from Levin’s books [20, 21]. The relevant theorems
can be difficult to find because this is a simple case of a general theory.
Theorem 11 (2) of Section V.4.4, [20] shows that the limit on the right of (70) exists and
equals dh/2, where dh is the length of the indicator diagram of ζ . The indicator diagram
is a convex set given by a simple geometric transform of the exponential growth rate
function (called indicator function)
h(θ) = lim sup
r→∞
log |ζ(eiθr)|/r, (74)
see equation (1.64) for the definition of h and Section I.19 for a description of the trans-
form. Theorem V.7 identifies h(θ) = k| sin θ| for some k. By Section I.19 [20] we have
dh = 2k. Taking θ = π/2 in (74) gives the second equality of (70), and the ≥ part of the
first equality is clear.
Since h is continuous, Theorem 2 of Section 8 on page 56 of [21] shows that for every
ε > 0 there is r0 so that for all z = re
iθ with r ≥ r0 we have |ζ(z)| ≤ er(h(θ)+ε), which shows
the ≤ part of the first equality in (70).
The secular function ζτ can also be defined as follows. This is analogous to the def-
inition of the characteristic polynomial through its zeros. The proof of the proposition
follows the argument in pages 156-157 of Chapter III of Levin, [20].
Proposition 27. Suppose that τ satisfies Assumptions 1-3, and for some 0 < ρ and ε < 1 the
ordered sequence of eigenvalues λn satisfies
|λn − ρn|n−ε → 0 as |n| → ∞. (75)
Assume further that ζτ satisfies the integral condition (67). Then ζτ is of exponential type, and
hence it is of Cartwright class.
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Proof. Let tr =
∑
|λk|≤r
1
λk
, by assumption (75) the limit t = limr→∞ tr exists. Then we can
write
ζτ (z) = e
(tr−t)z
∏
|λk|≤r
(1− z
λk
)
∏
|λk|>r
(1− z
λk
)ez/λk ,
where both products are well defined. There is an absolute constant c > 0 so that for any
u ∈ C we have the bounds
log |1− u| ≤ log(1 + |u|), log |(1− u)eu| ≤ c |u|
2
1 + |u| .
Hence
log |ζτ (z)| ≤ |tr − t||z|+
∑
|λk|≤r
log(1 +
|z|
|λk|) +
∑
|λk|>r
c
|z/λk|2
1 + |z/λk| .
Introduce n(t) = |{k : |λk| ≤ t}| , by our assumptions there are finite positive constants
c, δ so that n(t) ≤ ρt + c for t > 0, n(δ) = 0.We set r = |z|. Then∑
|λk|≤r
log(1 +
|z|
|λk|) =
∫ r
0
log(1 +
r
t
)dn(t) = r
∫ r
0
n(t)
t(t+ r)
dt+ n(r) log(2)
≤
∫ r
δ
n(t)
t
dt+ n(t) log(2).
Similarly,
∑
|λk|>r
|z/λk|2
1 + |z/λk| =
∫ ∞
r
r2
t(r + t)
dn(t) =
∫ ∞
r
r2(r + 2t)
t2(r + t)2
n(t)dt− 1
2
n(r) ≤ 3r2
∫ ∞
r∨δ
n(t)
t3
dt.
From these boundswe get log |ζ(z)| ≤ c0+c1|z|+c2 log(1+|z|),which implies the statement
of the lemma.
The following folklore proposition implies that when ζτ is of Cartwright class, it is
determined by its zeroes in this class.
Proposition 28. Assume that f, g are of Cartwright class, and have the same zeros with multi-
plicities. Assume further that f(0) = g(0) 6= 0, and f, g map reals to reals. Then f = g.
Proof. The function h = log(f/g) is an entire function with at most linear growth, so by
Liouville’s theorem it is linear with h(0) = 0. Since h(R) ⊂ R, we have h(z) = rz for real r.
Since h(x)+ ≤ log+ |f |+ log+ |g|, the function h+(x)/(x2 +1) is integrable by the condition
(67). Hence r = 0.
Proposition 29. Suppose that the assumptions of Proposition 27 hold. Let N : R → R be the
counting function of the zeros of ζτ with N(0) = 0. Then for z /∈ R we have
ζ ′
τ
(z)
ζτ (z)
=
∫ ∞
−∞
1
(z − λ)2 (λ/ρ−N(λ))dλ+ sign(ℑz)πi/ρ. (76)
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Proof. The partial products converge uniformly on compacts in the upper/lower half
plane. Because of that, the log-derivatives of the partial products converge as well:
ζ ′(z)
ζ(z)
= lim
r→∞
∑
|λk|≤r
1
z − λk (77)
For a fixed r, integration by parts gives
∑
|λk|≤r
1
z − λk = −
∫ r
−r
1
(z − λ)2N(λ)dλ+
1
z − rN(r)−
1
z + r
N(−r).
With a compensation term, the right hand side can be written as∫ r
−r
1
(z − λ)2 (λ/ρ−N(λ))dλ−
∫ r
−r
1
(z − λ)2 ·
λ
ρ
dλ
+
(
1
z − r (N(r)− r/ρ)−
1
z + r
(N(−r) + r/ρ)
)
+
r/ρ
z − r +
r/ρ
z + r
.
The terms in the second line vanish as r → ∞ since |N(λ) − λ/ρ| = O(λ1−ε). The first
term converges to the first term of our formula, which is absolutely integrable. The claim
about the second term follows by residue calculus with a contour integral over a radius r
semicircle Cr in the closed upper half plane:
lim
r→∞
∫ r
−r
λ
ρ(z − λ)2dλ = limr→∞
∫
Cr
(
1
(z − λ)2 −
1
(z + λ)2
)
λ
2ρ
dλ =
sign(ℑz)πi
ρ
.
Example 30 (Deterministic Sine and Bessel operators, part 4). Returning to τ from Ex-
ample 6 we see that ζ(z) = sin(σz+θ
2
)/ sin( θ
2
) is of Cartwright class with zeros λk =
2πk−θ
σ
.
Proposition 26 leads to the following well-known identities:
sin(σz+θ
2
)
sin( θ
2
)
= lim
r→∞
∏
|k|≤r
(
1− σz
2πk − θ
)
, − cot(θ/2) = lim
r→∞
∑
|k|≤r
2
2πk − θ .
For τ from Example 7 the well-known asymptotics of the Bessel function show that ζτ
given in (44) is of Cartwright class. Since the zero set of ζτ is symmetric about 0, the
identity (68) is equivalent to (43) (which follows from the definition), and (71) becomes
trivial.
Proposition 31. Suppose that τ satisfies Assumptions 1-3, and fix t ∈ (0, σ]. If the function
function B(z) = [0, 1]H(t, z) is of Cartwright class, then it has the product representation
B(z) = −z
∫ t
0
1
2ys
ds lim
r→∞
∏
0<|λk|<r
(
1− z
λk
)
, (78)
where λk, k ∈ Z are the ordered sequence of zeros of B(z) with λ0 = 0.
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Proof. By Proposition 19 we have B(0) = 0 and
B′(0) = [0, 1]
∫ 1
0
J tR(s)u0ds = −
∫ t
0
1
2ys
ds.
Since B is of Cartwright class by assumption, it has the product representation (72). By
Lemma 22 B(z) is real for z ∈ R, and it has real zeros. Since ys > 0 we have B′(0) < 0.
From these it follows that c = B′(0), m = 1, b = 0 in the product representation (72),
which is the statement of the proposition.
3 Characteristic polynomials of unitary matrices
Section 5 of [31] provides a connection between discrete measures on the circle and Dirac
operators. Here we explain how this connection ties orthogonal polynomials to the struc-
ture function, and the characteristic polynomial to the secular function.
Let µ be a probability measure whose support is exactly n points eiλj , 1 ≤ j ≤ n on the
unit circle centered at zero in C, and assume µ({1}) = 0. The characteristic polynomial of
µ, normalized at 1, is be defined as
p(z) = pµ(z) =
n∏
j=1
z − eiλj
1 − eiλj . (79)
For k ≤ n, the kth orthogonal polynomial ψk(z) normalized at 1, is defined as the unique
polynomial with ψk(1) = 1 of degree k that is orthogonal to 1, . . . , z
k−1 in L2(µ). With this
definition, p = ψn. Let [ψk] be the main coefficient of ψk, and for 0 ≤ k ≤ n− 1 let γk ∈ C,
wk, vk ∈ R be so that
2γk
1− γk = wk − ivk = −
2ψk+1(0)
[ψk]
.
The γk are called the modified, or deformed, Verblunsky coefficients of the measure µ
introduced by Bourgade, Najnudel and Rouault [5]. They satisfy |γk| < 1, for 0 ≤ k ≤
n− 2, and |γn−1| = 1.
Let x0 = 0, y0 = 1, and define recursively
xk+1 = xk + vkyk, yk+1 = yk(1 + wk). (80)
Note that yk > 0 for 1 ≤ k ≤ n− 1 and yn = 0.
The next proposition shows how the orthogonal polynomials ψk can be expressed us-
ing a Dirac operator built from the path x⌊nt⌋ + iy⌊nt⌋, t ∈ [0, 1].
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Proposition 32. Set x(t) + iy(t) = x⌊nt⌋ + iy⌊nt⌋ for t ∈ [0, 1]. Let
τ = R−1
(
0 −1
1 0
)
d
dt
, R =
X tX
2 detX
, X =
(
1 −x
0 y
)
, (81)
with boundary conditions u0 = [1, 0]
t, u1 = [−x(1),−1]t.For (t, z) ∈ [0, 1]× C let H(t, z) ∈ C2
be the unique solution of
τH = zH, H(0, z) = [1, 0]t. (82)
(i) The orthogonal polynomials ψk, 0 ≤ k ≤ n satisfy
ψk(e
iz/n) = eizk/(2n) [1,−(xk + iyk)]H(k/n, z). (83)
In particular the normalized characteristic polynomial satisfies
p(eiz/n) = ψn(e
iz/n) = eiz/2 [1,−xn]H(1, z)
(ii) The secular function of τ is ζτ (z) = p(e
iz/n)e−iz/2.
(iii) The spectrum of τ is given by the set {nλk +2πnj : 1 ≤ k ≤ n, j ∈ Z} see also Proposition
17 from [31].
(iv) We have
ζτ (z) =
n∏
j=1
sin(λj/2− z/(2n))
sin(λj/2)
.
Note that ‖R−1‖ is bounded on [0, 1], hence the solution of (82) is indeed unique.
Proof. Let ψ∗k(u) = u
kψk(1/u¯) be the reversed polynomials. These polynomials satisfy the
modified Szego˝ recursion, see [31] and also [5]:
(
ψk+1
ψ∗k+1
)
= Ak
(
u 0
0 1
)(
ψk
ψ∗k
)
,
(
ψ0
ψ∗0
)
=
(
1
1
)
, 0 ≤ k ≤ n− 1, (84)
with
Ak =
(
1
1−γk −
γk
1−γk
− γ¯k
1−γ¯k
1
1−γ¯k
)
=
(
1 0
0 1
)
+
1
2
(
wk − ivk −wk + ivk
−wk − ivk wk + ivk
)
.
With U =
(
1 −i
1 i
)
and the notation Y X = X−1Y X we have
AUk =
(
1 −vk
0 1 + wk
)
, 0 ≤ k ≤ n− 1, (85)
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and we set
X0 := I, Xk := A
U
k−1 · · ·AU0 =
(
1 −xk
0 yk
)
, 1 ≤ k ≤ n. (86)
With u = eiz/n let
Hk(z) = e
− izk
2n X−1k U
−1
(
ψk(u)
ψ∗k(u)
)
, 0 ≤ k ≤ n− 1. (87)
The functions Hk satisfy the recursion
Hk+1 = X
−1
k
(
e
iz
2n 0
0 e
−iz
2n
)U
XkHk, H0 =
(
1
0
)
, 0 ≤ k ≤ n− 1. (88)
Define H(t, z) for 0 ≤ t ≤ 1 as follows:
H( k
n
, z) = Hk(z), k = 0, 1, . . . , n− 1,
H(t, z) = X−1k
(
e
iz
2
(t−k/n)) 0
0 e
−iz
2
(t−k/n)
)U
XkHk, t ∈ (k/n, (k + 1)/n].
The function H(t, z) is continuous in t and analytic in z. For t in t ∈ [k/n, (k + 1)/n]
differentiating in twe get
H ′ =
z
2
X−1k
(
i 0
0 −i
)U
XkH =
z
2
(
0 1
−1 0
)Xk
H = z
(
0 1
−1 0
)
RtH, (89)
where we used (81) and (10). This means that H is the unique solution of (82), and (87)
implies (i) for 0 ≤ k ≤ n− 1. From (84)-(89) and the fact that yn = 0 it follows that(
ψn
ψ∗n
)
= e
iz
2 UXnH(1, z) = e
iz
2
(
1 −xn
1 −xn
)
H(1, z).
This implies (i) for k = n. The operator τ with u0 = [1, 0]
t, u1 = [−xn,−1]t satisfies
Assumptions 1 and 2, hence by Proposition 13 we have (ii). Since the eigenvalues of τ are
the zeros of ζτ , we get (iii). Finally, (iv) follows from the identity
eiz/n − eiλ
1− eiλ = e
iz/2n sin(λ/2− z/(2n))
sin(λ/2)
.
4 The stochastic zeta function
The Sineβ operator was introduced in [31]. It is a Dirac operator on [0, 1)→ R2 functions
built from standard hyperbolic Brownian motion. In [31] it was shown that its spectrum
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is given by the bulk scaling limit of the Gaussian and circular beta ensembles. In [32] it
was shown that the operator can be derived as the limit Dirac operators constructed from
finite circular beta ensembles.
Recall the definition of the Sineβ operator from Theorem 25 of [31].
Definition 33. Let Ξu, u ≥ 0 be standard hyperbolic Brownian motion in H = {z ∈ C :
ℑz > 0} with Ξ0 = i. Let Ξ∞ = limu→∞ Ξu be the a.s. limit of Ξ. Then Sineβ is the Dirac
operator built from the path Ξ− 4
β
log(1−t), t ∈ [0, 1) with boundary conditions u0 = [1, 0]t,
u1 = [−Ξ∞,−1].
We will study a conjugate of this operator that fits into our framework.
4.1 τ β and the stochastic zeta function
Let b1, b2 be independent copies of two-sided Brownian motion on R, and set
yu = e
b2(u)−u/2, xu =

−
∫ 0
u
eb2(s)−
s
2db1, u ≤ 0,∫ u
0
eb2(s)−
s
2db1 u ≥ 0.
(90)
Note that xu + iyu, u ∈ R is an almost surely continuous process in H.
Remark 34. The process
Xu =
(
1 −xu
0 yu
)
, u ∈ R, (91)
is two-sided Brownian motion in the affine group of matrices of the form(
1 −x
0 y
)
x, y ∈ R, y > 0. (92)
The increments XuX
−1
s are stationary and independent over disjoint time intervals (s, u).
In particular, y is two-sided geometric Brownian motion. Moreover, xu + iyu, u ≥ 0 is
standard hyperbolic Brownian motion in H started from i, while x−u + iy−u, u ≥ 0 is the
same process conditioned to converge to∞.
Consider the time-change
u(t) = 4
β
log t. (93)
Let q be a standard Cauchy distributed random variable independent of b1, b2. We con-
sider the random Dirac operator built from Xu(t), t ∈ (0, 1] with q-boundary conditions
(15) and its secular function.
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Definition 35. Let u0 = [1, 0]
t, u1 = [−q,−1]t, and set
τ β = Dir(Xu(·), u0, u1), ζβ = ζτβ .
We call ζβ the stochastic zeta function.
To see that ζβ is well defined, we need to check Assumptions 1 and 2, this will be
done in Section 4.3 below. To motivate the definition we first show the τ β is orthogonal
equivalent to the Sineβ operator.
4.2 The Sineβ operator is orthogonal equivalent to τ β
Our goal is to show that Sineβ and τ β are orthogonal equivalent operators. To do this we
first review how aDirac operator behaves under simple transformations of its parameters.
Then we discuss the relationship between affine and hyperbolic Brownian motion and
their time reversal.
We consider three transformations. The time reversal transformation ρ maps a func-
tion from (0, 1] to any space to a function from [0, 1) by reversing its time ρf(t) = f(1− t).
The transformation from the affine group (92) to itself
ι : X 7→ SXS, S = S−1 =
(
1 0
0 −1
)
(94)
simply reverses the sign of the (1, 2) entry of X . This is just the reflection z → −z¯ for the
corresponding element of H. It is an automorphism of the group. Finally, given a 2 × 2
orthogonal matrix Q of determinant 1, the corresponding linear fractional transformation
Q maps z ∈ H to the ratio of entries of Q[z, 1]t. If we identify the matrix (92) with the
complex number x + iy, then Q acts on the affine group. Further, it acts on paths in the
affine group pointwise.
The proof of the following lemma is just straightforward arrow chasing and simple
calculation, so we omit it.
Lemma 36. GivenX and boundary conditions u0, u1 ∈ R∪{∞}, we have the following identities.
ρ−1Dir(X, u0, u1)ρ = −Dir(ρX, u1, u0),
S Dir(X, u0, u1)S = −Dir(ιX,−u0,−u1),
QDir(X, u0, u1)Q
−1 = Dir(QX,Qu0,Qu1).
In particular, the operator Dir(X, u0, u1) is orthogonally equivalent to the operators Dir(QX,Qu0,Qu1)
and Dir(ριX,−u1,−u0) in the respective L2 spaces, and they have the same integral traces (24)
as well.
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Lemma 37. Let X be two-sided affine Brownian motion defined via (90)-(91), and let q an inde-
pendent standard Cauchy random variable. The orthogonal matrix
Q =
1√
q2 + 1
(
q 1
−1 q
)
.
corresponds to a fractional linear transformation Q that maps q to∞. Then
u 7→ QX−u, u ≥ 0
is hyperbolic Brownian motion started from i, and ιQX−u has the same law. Moreover, as u→∞
the hyperbolic Brownian motions (QX)−u, (ιQX)−u converge to the boundary pointsQ(∞), and
−Q(∞), respectively.
Proof. The transformation Q is a hyperbolic rotation of H about the point i, mapping q to
∞ when extended to H¯.
The first claim follows from the well-known disintegration theorem about hyperbolic
Brownian motion into two independent pieces, Proposition X.3.1 in [12]. The first is the
boundary point that it converges to. This has Cauchy distribution. The second is the
process rotated to converge to∞, which has the same distribution as hyperbolic Brownian
motion conditioned to converge to∞.
The second claim follows from the fact that the law of hyperbolic Brownian motion is
invariant under the reflection z 7→ −z¯. X−u,u ≥ 0 is hyperbolic Brownian motion condi-
tioned to converge to∞, and the limit points follow the transformations, demonstrating
the last two claims.
Proposition 38. Let τ β be as in Definition 35 and let Q and the corresponding fractional linear
transformationQ be defined as in Lemma 37. Then the operator ρ−1(SQ)τ β(SQ)−1ρ is orthogonal
equivalent to τ β and it has the same distribution as the Sineβ operator defined in Definition 33.
In particular, its eigenvalues agree with those of τ β and have the law of the Sineβ process.
Proof. By Lemma 36 the operator ρ−1(SQ)τ β(SQ)−1ρ is given by
Dir(ριQ(Xu(·)),∞,−Q(∞)). (95)
By Lemma 37, (ιQX)−u, u ≥ 0 is standard hyperbolic Brownian motion. Hence
ριQ(Xu(·)) d= ρΞ−u(·) = Ξ− 4
β
log(1−·).
where Ξ is standard hyperbolic Brownian motion.
32
4.3 The stochastic zeta function and its approximations
The operator τ β has approximate versions that will be useful in the sequel. They are
defined in terms of the increment
Xνu = XuX
−1
ν , u ≥ ν (96)
of the process X on the interval [ν, 0] with ν < 0. We have
Xνu =
(
1 −xνu
0 yνu
)
, xνu =
xu − xν
yν
, yνu =
yu
yν
. (97)
We set
τ β,ν = Dir(X
ν
u(·),∞, q), ζβ,ν = ζτβ,ν .
Note that the operator τβ,ν acts on R
2-valued functions on the interval [t(ν), 1], where
t(u) = e4u/β (98)
is the inverse of the time-change function u (93).
By convention, the ν = −∞ case will refer to the undecorated τ β. The finite-ν oper-
ators and the corresponding stochastic zeta functions are better behaved than τ β and ζβ.
See, for example Section 8.
Proposition 39. Almost surely the operator τ β,ν satisfies Assumptions 1-3 for all ν ∈ [−∞, 0).
In particular, ζβ,ν , ν ∈ [−∞, 0) are well-defined entire functions with probability one.
Proof. Since xu + iyu, u ∈ R is a continuous process in H with probability one, this is
also true for xν + iyν for all ν ∈ (−∞, 0). The continuity of x + iy and xν + iyν implies
Assumption 1. Assumption 3 is satisfied as we are using q-boundary conditions (15).
For ν ∈ (−∞, 0) Assumption 2 follows from the fact that xνu(·) + iyνu(·) is continuous
on the compact interval [e4ν/β , 1] with probability one. Hence we only need to verify the
assumption for ν = −∞. For this we need to check (19) and (20) on the interval (0, 1]
using the process xu(·) + iyu(·). We will show that for a given ε > 0 there is a random
constant C > 0 so that for all u ∈ (−∞, 0] we have
C−1e−ε|u| ≤ yueu/2 ≤ Ceε|u|, |xue−u/2| ≤ Ceε|u|. (99)
From these the integral bounds of (19) and (20) follow almost surely for xu(·) + iyu(·).
The first bound in (99) follows from the definition (90) and the law of iterated log-
arithm for Brownian motion, see Theorem 72 in the appendix. From (90) it follows that
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x−u, u ≥ 0 has the same distribution as a Brownianmotion run with the time u→
∫ 0
−u y
2
sds.
Using the first bound of (99) with the law of iterated logarithm again we obtain the bound
on x in (99).
Remark 40. We defined τ β from Xu(·), t ∈ (0, 1]. The same argument as in the proof of
Proposition 39 shows that for any fixed σ > 1 the operator defined from Xu(·), t ∈ (0, σ]
also satisfies Assumptions 1-3, and the same holds for the operators defined fromXνu(·), t ∈
(t(ν), σ].
4.4 Convergence of random characteristic polynomials
The size n circular beta ensemble is a random vector of unit length complex numbers with
joint density proportional to ∏
1≤j<k≤n
|zj − zk|β.
on {|z| = 1}n. For β = 2 this has the same distribution as the eigenvalues of a Haar
distributed unitary n × n matrix. For general β, there are explicit five-diagonal unitary
matrices Uβ of CMV type [6] with this eigenvalue distribution, see Killip and Nenciu [16].
We denote by
pn(z) = pβ,n(z) =
n∏
j=1
z − zj
1 − zj (100)
the normalized characteristic polynomial of the size n circular beta ensemble, see (79).
The next theorem shows that the stochastic zeta function ζβ is the limit of the charac-
teristic polynomials of the circular beta ensembles. This restates Theorem 3.
Theorem 41. Fix β > 0. There exists a coupling of the random polynomials pβ,n and the stochastic
zeta function ζβ together with a random variable C so that for all z ∈ C and all n > 1
|pn(eiz/n)e−iz/2 − ζβ(z)| ≤
(
e
|z| log3 n√
n − 1
)
C |z|
2+1. (101)
Proof. Recall the definition of the modified Verblunsky coefficients of a discrete measure
supported on n points on the unit circle from Section 3.
Consider the following random discrete measure σn,β: the support of the measure is
given by a size n circular beta ensemble z1, . . . , zn, and the vector of weights (σn,β(z1), . . . , σn,β(zn))
is independent and has Dirichlet distribution with parameter (β/2, . . . , β/2).
Bourgade, Najnudel and Rouault [5] – building on the work of Killip and Nenciu in
[16] – showed that the modified Verblunsky coefficients corresponding to σn,β are inde-
pendent of each other, and identified their marginal distributions.
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The construction given in Proposition 32 defines a Dirac operator Circβ,n correspond-
ing to σn,β acting on functions [0, 1]→ R2, with eigenvalues given by nΛn,β + 2πnZwhere
eiΛn,β is a size n circular beta ensemble. By Proposition 32 the secular function of the
Circβ,n operator is given by ζn(z) = pn(e
iz/n)e−iz/2.
In [32] it was shown that there is a coupling of the Circβ,n operators for n ≥ 1 and the
Sineβ operator so that
‖r Sineβ − r Circβ,n‖2HS ≤
log6 n
n
(102)
holds for all n ≥ N with a random variable N . In this coupling the operators all share
the same starting and end conditions u0 = [1, 0]
t and u1 = [−q,−1]t, where q is Cauchy
distributed.
We will use Proposition 21 to estimate |ζn(z) − ζβ(z)|. To apply the proposition to
operators satisfying Assumptions 1-3 we first need to conjugate Circβ,n, Sineβ with the
transformations appearing in Proposition 38. However, Lemma 36 shows that this conju-
gation does not change the Hilbert-Schmidt norm of the resolvent and the integral trace,
hence we can estimate the appropriate quantities directly for Circβ,n, Sineβ.
By (102) and since ‖r Sineβ‖ <∞, there is a random C0 with
‖r Sineβ − r Circβ,n‖HS ≤ C0 log
3 n√
n
, ‖r Sineβ‖HS, ‖r Circβ,n‖HS ≤ C0 (103)
for all n > 1. We need similar bounds for the integral traces of r Sineβ and r Circβ,n,
denoted by tβ and tn, respectively. The tools developed in [32] to prove (102) also imply
|tβ − tn| ≤ log
3 n√
n
(104)
for n ≥ N1, see Proposition 42 below. Since tβ is a.s. finite, this implies the existence of a
random C1 with
|tβ − tn| ≤ C1 log
3 n√
n
, |tβ|, |tn| ≤ C1 (105)
for all n > 1. The bound (101) now follows from (103), (105) and Proposition 21.
Proposition 42. In the coupling of [32] the bound (104) holds for n ≥ N1 random.
Proof. Let Bn(t) ∈ H, t ∈ [0, 1] denote the path corresponding to Circβ,n built from the
randommodified Verblunsky coefficients according to (80). Let B(t) ∈ H, t ∈ [0, 1) denote
the time-changed hyperbolic Brownian motion in the construction of Sineβ , see Defini-
tion 33. In [32] the coupling of the Circβ,n, Sineβ operators is constructed in a way that
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the processes Bn,B are close to each other in the hyperbolic metric. More precisely, Propo-
sition 13 of [32] states that there is a randomN0 so that for all n ≥ N0 we have the uniform
bounds
dH(Bn(t),B(t)) ≤ log
3−1/8 n√
(1− t)n, 0 ≤ t ≤ Tn = 1−
1
n
log6 n, (106)
dH(Bn(Tn),B(t)) ≤144
β
(log log n)2, Tn ≤ t < 1. (107)
Here dH denotes the hyperbolic distance.
Proposition 15 of [32] gives a way to estimate the effect of a truncation on the Hilbert-
Schmidt norm of an integral operator constructed from a path that converges to a bound-
ary point of the hyperbolic plane. Lemma 21 of [32] shows that B satisfies the conditions
of Proposition 15 of [32].
Proposition 16 of [32] gives an estimate on the Hilbert-Schmidt norm of the differ-
ence of two integral operators where the paths from which they are constructed are close
enough. The bound (102) is proved by putting together the results of Propositions 13, 14,
15 and 16 of [32]. To get the estimate (104) we can use some of the intermediate steps in
these propositions. We need to estimate∣∣∣∣
∫ 1
0
(an(s)
tcn(s)− a(s)tc(s))ds
∣∣∣∣ ,
where an, cn, a, c are the vector-valued functions (17) defined for Circβ,n and Sineβ. By
the triangle inequality it is enough to bound the following three integrals:
∫ Tn
0
|an(s)tcn(s)− a(s)tc(s)|ds,
∫ 1
Tn
∣∣an(s)tcn(s)∣∣ ds,
∫ 1
Tn
∣∣a(s)tc(s)∣∣ ds. (108)
The proofs of Propositions 14, 15, and Lemma 21 of [32] imply the following bounds on
a, c:
|a(s)| ≤ C(1− s) 1β−ε, |c(s)| ≤ C(1− s)− 1β−ε, s ∈ [0, 1), (109)
with ε > 0 arbitrarily small, and C = Cε a finite random variable.
The arguments in the proof of Proposition 16 of [32] imply the bounds
|a(s)− an(s)|
|a(s)| ,
|c(s)− cn(s)|
|c(s)| ≤ 2 sinh(
1
2
dH(Bn(s),B(s))), 0 ≤ s < 1,
|an(s)− an(t)|
|an(s)| ,
|cn(s)− cn(t)|
|cn(s)| ≤ 2 sinh(
1
2
dH(Bn(s),Bn(t))), 0 ≤ s < t < 1.
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The coupling bounds (106) and (107) give
|a(s)− an(s)|
|a(s)| ,
|c(s)− cn(s)|
|c(s)| ≤ c
log3−1/8 n√
(1− s)n, 0 ≤ s ≤ Tn,
|an(Tn)− an(t)|
|an(Tn)| ,
|cn(Tn)− cn(t)|
|cn(Tn)| ≤ e
c(log logn)2 , Tn < t < 1,
for all n ≥ N0. Together with (109) these bounds are sufficient to estimate all three terms
in (108) with a repeated use of the triangle inequality. Taking ε small enough in (109)
leads to the bound (104).
5 SDE characterization of ζβ
Proposition 13 gives an ordinary differential equation description of ζβ. In this section we
obtain a description using stochastic differential equations.
5.1 Stochastic differential equation description of ζβ
Let X be defined as in (91), and u = u(t) as in (93). We set
Rt = −1
2
JX−1u JXu, (110)
according to (9) and (10). Proposition 13 states that for every z ∈ C there is a unique
vector-valued solution H : (0, 1]× C→ C2 of the ordinary differential equation
R−1J
d
dt
H = zH, t ∈ (0, 1], lim
t→0
H(t, z) = [1, 0]t (111)
and
ζβ(z) = −H(1, z)tJ [q, 1] = [1,−q]H(1, z). (112)
We consider two approximations of H . The first one, Hε, for 0 < ε < 1 is the ap-
proximation introduced in Proposition 20. This is the unique solution of the differential
equation (111) on [ε, 1]with initial condition Hε(ε, z) = [1, 0]
t.
The second approximation is constructed from the process Xν for ν < 0, introduced
in (96). Recall the definition of t(·) from (98), and define
R
t(ν)
t = −
1
2
J(Xνu)
−1JXνu . (113)
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Now define the functions H t(ν) as the unique solutions of the differential equation
(Rt(ν))−1J
d
dt
H = zH, t ∈ [t(ν), 1], H t(ν)(t(ν), z) = [1, 0]t. (114)
Note that we have ζβ,ν = [1,−q]H t(ν)(1, z).
The two approximations are connected via the identity
H t(ν)(t, z) = XνHε(t, z), t ∈ [t(ν), 1], ε = t(ν). (115)
Define
Hu(z) = XuH(t(u), z), Hνu(z) = XνuH t(ν)(t(u), z). (116)
The process H also describes ζβ, since H0 = H(1, ·), and so
ζβ = [1,−q]H0. (117)
Proposition 43. Consider the independent copies of two-sided Browninan motion b1, b2 from (90),
and let Fu be the σ-field generated by the increments bk(u)− bk(s), s < u, k = 1, 2.
The processes Xν , Hν and H are all adapted to the filtration Fu, u ∈ R, and they satisfy the
stochastic differential equations
dXν =
(
0 −db1
0 db2
)
Xν , u > ν, (118)
dH =
(
0 −db1
0 db2
)
H− z β
8
eβu/4JH du, u ∈ R. (119)
The processesHν satisfy the equation (119) on [ν,∞).
The processesH,Hν can also be determined as follows. Hν is the unique strong solution of the
SDE family (119) on [ν,∞) with boundary conditionHνν = [1, 0]t. Moreover, a.s. as ν → −∞ we
have Hν → H uniformly on compacts of R× C.
Proof. Xνu is Fu-measurable by the definitions (91) and (96). Itoˆ’s formula shows that it
satisfies (118).
Note that for u < 0, Xu is not Fu-measurable, in fact it is independent of Fu as it
is built from b1(s), b2(s), s ∈ [u, 0]. This issue already arises with two-sided Brownian
motion: b1(u), b2(u) are not Fu-measurable either for u < 0. It is not a priori clear thatH is
F -adapted, because it is defined in terms of X . However, Hν in (116) is defined in terms
of Xν (see also (114)), so it is F -adapted. The definition and Itoˆ’s formula implies that it
satisfies the SDE (119) with the stated boundary conditions.
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By (115) we have
Hνu(z) = XνuH t(ν)(t(u), z) = XuHε(t(u), z)
where Hε solves (111) on [t(ν), 1] with Hε(t(ν), z) = [1, 0]
t. Proposition 20 now implies
that as ν → −∞, we have Hν → H uniformly on compact subsets of R× C. In particular,
this shows that H is F -adapted. Itoˆ’s formula implies thatH satisfies (119).
Note that H andH t(ν) are defined on (0, 1] and [t(ν), 1], respectively, so H,Hν are only
defined on (−∞, 0] and [ν, 0] a priori. However, by Remark 40 we can extend the defini-
tions for (−∞, u(σ)], ν, u(σ)] for any σ > 1, which allows us to extend the definitions to R
and (ν,∞), respectively.
Equation (119) and Itoˆ’s formula implies the following.
Proposition 44. Consider H defined in (116). The random function
(u, z) 7→ Hu(ze−βu/4) (120)
is stationary under u-shifts. In particular, for each u ∈ R the random analytic function z →
Hu(ze−βu/4) has the same distribution as z →H0(z).
5.2 The Taylor expansion ofH and ζβ
Proposition 43 gives a characterisation ofH as the uniform on compacts limit of strong so-
lutions (119) on [ν,∞)with ν → −∞with an initial condition [1, 0]t. In Corollary 48 below
we show that H is the unique strong solution of (119) under some additional conditions.
The main ingredient for this characterisation is the analysis of the Taylor expansion of H
in the variable z.
Let
H = [A,B]t, (121)
and recall from (117) that ζβ = [1,−q]H = A − qB, where H,A,B are evaluated at time
u = 0. Let An,s,Bn,s be the Taylor coefficients of A, B at z = 0 and time s. Then
ζβ(z) =
∞∑
n=0
(An,0 − qBn,0)zn.
Surprisingly, any initial sequence of B1,A1,B2, . . . has a closed SDE description! More-
over, the SDEs can be explicitly solved.
To describe the solution we first introduce a sequence of processes in Proposition 45,
show that they are well-defined, and provide a.s. growth bounds. Proposition 47 below
shows that the introduced processes are actually the Taylor coefficients An,Bn.
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Proposition 45. Let b1, b2 be independent copies of two-sided Brownian motion on R, and set
yu = e
b2−u/2 as in (90). The recursive system A0 ≡ 1, B0 ≡ 0, and
Bn = yu
∫ u
−∞
β
8
eβs/4An−1,s y−1s ds,
An =
∫ u
−∞
β
8
eβs/4Bn−1,s ds− Bn,s db1. (122)
is well-defined for u ≤ 0. Moreover, given a < 1/4 and β0 ∈ (0, 1] there is a random constant C,
so that for all β ≥ β0 a.s. for all n ≥ 0 and u ≤ 0 we have
|An,u|, |Bn,u| ≤ C
n
n!
eaβnu. (123)
By the scaling properties of the processes Ak, Bk, Proposition 45 extends to arbitrary
u ∈ R, and (123) holds for u ≤ u0 with C depending on u0.
Remark 46 (Dufresne’s identity for B1). We have
B1(0) =
β
8
∫ 0
−∞
e−b2(s)+(
β
4
+ 1
2
)sds
d
=
β
2
∫ ∞
0
e2(bs−(
β
2
+1)s)ds
d
=
β
4G
,
where G has Gamma distribution with rate 1 and shape parameter 1 + β
2
. The last step
follows from Dufresne’s identity [10].
Proof of Proposition 45. We first show by induction that An, Bn are well-defined. Set a <
1/4 and β0 > 0. Set ε = min(1, (1− a)β0/8) so that
−aβ + β/4− ε ≥ ε, (124)
for β ≥ β0. For n ≥ 1 define A¯n = supu≤0 |An|/eaβnu, and define B¯n similarly. In addition,
set B¯εn = supu≤0 |Bn|/e(aβn+ε)u; we set these quantities to∞ if the corresponding An, Bn is
not well-defined.
Brownian motion is sublinear, so for each ε > 0 there is a random variable Cε so that
C−1ε e
εu ≤ euy2u ≤ Cεe−εu, u ≤ 0. (125)
If A¯n−1 <∞ then
|Bn,u| ≤ Cεe−(1+ε)/2u
∫ u
−∞
β
8
e(β/4+1/2−ε/2)s|An−1,s|ds
so we conclude that
B¯n ≤ B¯εn ≤
β
8
CεA¯n−1
a(n− 1)β + β/4 ≤
CεA¯n−1
8an
. (126)
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The first term in the definition (122) of An for u ≤ 0 can be bounded as∣∣∣ ∫ u
−∞
β
8
eβs/4Bn−1,s ds
∣∣∣ ≤ A¯n,1e(a+β/4)u, A¯n,1 := βB¯n−1
8a+ 2β
. (127)
By Proposition 73 there is a random variable Zn with rate 1 exponential tails (187) so that∣∣∣ ∫ u
−∞
Bn,udb1
∣∣∣ ≤ 2B¯εn√
a′
ea
′u (Zn + log(1 + 2a′|u|) + |log a′|+ log(1 + 2| log B¯εn|))
with a′ = a′n = anβ + ε. This and (127) implies that A¯n ≤ A¯n.1 + A¯n,2 with
A¯n,2 =
2B¯εn√
a′
(
Zn + |log a′|+ log(1 + 2|log B¯εn|) + sup
u≤0
eεu log(1 + 2a′|u|)
)
.
We conclude that all A¯n, B¯n are finite and so all An, Bn are well defined.
The tail bound P (Zn > y) < ce
−y and the Borel-Cantelli lemma shows that
Z := sup
n≥1
(Zn − 2 logn) <∞. (128)
Recall the definition of Cε ≥ 1 from (125), and define
C =
C2ε
16a2
+ 108
(
Z + log(1 + 1
ε
) +
1
aβ0
)2
.
We will show by induction that A¯n, B¯n ≤ Cn/n!, which is equivalent to (123). This holds
for n = 0 since C ≥ 1. Assuming the bounds for n− 1 by (126) we get
B¯n ≤ B¯εn ≤
Cn−1Cε
n!8a
≤ C
n−1/2
n!
. (129)
This is stronger than the hypothesis for Bn, but we need extra room to bound An. Next,
A¯n,1 =
1
2
B¯n−1
4a/β + 1
≤ C
n−1
2(n− 1)!(4a/β0 + 1) ≤
Cn−1
2(n− 1)! .
For A¯n,2, change variables u→ εu and use log(1 + ab) ≤ log(1 + a) + log(1 + b) to get(
sup
u≤0
eεu log(1 + 2a′|u|)
)
− log(1 + a′)− log(1 + 1
ε
) ≤ sup
u≤0
eu log(1− 2u) ≤ 1.
Use log(1 + x) ≤ 1 + |log x|, (128) and (129) to get
A¯n,2 ≤ 2C
n−1/2
n!
√
a′
(
2 + Z + log(1 + 1
ε
) + 2 logn+ 2|log a′|+ log(1 + 2| log(Cn−1/2/n!)|)
)
.
Finally, use |log x|x−1/2 ≤ 1 + x−1 and log (1 + 2 ∣∣log(xn−1/2/n!)∣∣) ≤ 4x1/4n1/2 to get
n!A¯n,2
2Cn−1/2
≤ 2 + Z + log(1 +
1
ε
)√
aβ
+
4√
aβ
+ 2 +
2√
anβ
+
4C1/4√
aβ
≤ C
1/2
4
.
Thus A¯n ≤ Cn/n!, closing the induction.
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Proposition 47. Consider the Taylor coefficient processes An,u,Bn,u at z = 0 for the A,B with
H = [A,B]t. They satisfy the following system of stochastic differential equations:
B0 ≡ 0, A0 ≡ 1,
dBn = Bndb2 − β8 eβu/4An−1du,
dAn = −Bndb1 + β8 eβu/4Bn−1du. (130)
For any k, the equations for the first k elements of the sequence B0,A0,B1,A1, . . . form an au-
tonomous system. In fact, An,Bn, n ≥ 0 is the unique solution of this system so that for n ≥ 1
{|Bn,u|, u ≤ 0} is a tight family and An,u → 0 in probability as u → −∞. Moreover, An = An
and Bn = Bn, as defined in (122).
Proof. Since the SDE system (119) depends analytically on its parameter z, Itoˆ’s formula
can be applied to get SDEs for derivatives in this parameter as well, see Protter [25] Sec-
tion V.7. Differentiate (119) n times in z and evaluate at z = 0 to get
dH(n) =
(
0 −db1
0 db2
)
H(n) − nβe
βu/4
8
JH(n−1) du.
By definition, H(n)u = H(n)u (0) = n![An,u,Bn,u]t. This shows that An,Bn satisfy (130).
Itoˆ’s formula shows that An, Bn from Proposition 45 solve the equations (130). Our
goal is to show that these are equal to An,Bn.
It follows from Proposition 44 that Hu(e−βu/4z) is time-stationary. As a consequence,
for n ≥ 1, Bn,ue−nβu/4 is also time-stationary, so {Bn,u, u ≤ 0} is tight. Similarly,An,ue−nβu/4
is tight, so An,u → 0 in probability as u → −∞. Using the definition of An, Bn we check
that Bn,ue
−nβu/4, An,ue−nβu/4 are time-stationary, hence {Bn,0, u ≤ 0} is tight, and An,u → 0
in probability as u→ −∞.
So it suffices to show that solutions with the stated tightness and convergence condi-
tions are unique. Consider two such solutions, played by An, Bn and An,Bn here.
We show first that Y = B1 − B1 ≡ 0. Indeed, we have dY = Y db2, so Y = Cy for
some random constant C with y as in (90). But Y is tight and y is not, so C = 0. Now
let Z = A1 − A1. Then dZ = 0, so Z is constant. But Zu → 0 in probability, so Z = 0.
Repeating this argument inductively for each n gives uniqueness.
Corollary 48. Almost surely, for all (u, z) ∈ R− × C we have
‖Hu(z)− [1, 0]t‖ ≤ eCau|z| − 1, (131)
for some fixed a = aβ ≥ 1 and a random constant C > 0. In particular, we have Hu → [1, 0]t
a.s. as u→ −∞ uniformly on compact subsets of C.
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Conversely, H defined in (116) is the unique solution of the system (119) consisting of entire
functions in z so that
sup
z∈D
|Hu(z)− [1, 0]t| → 0 (132)
in probability as u → ∞ for some open neighborhood D of 0. In particular, H is the unique
solution, consisting of entire functions, so that the entire function valued process t 7→ Hu(ze−βu/4)
is time-stationary.
Proof. The bound (131) follows from writing H = [A,B]t as a convergent power series in
z and the inequalities (123):
‖Hu(z)− [1, 0]t‖ ≤
∞∑
n=1
|Anzn|+ |Bnzn| ≤
∞∑
n=1
2
Cneβanu|z|n
n!
≤ e2Ceβau|z| − 1.
This also implies (132) for any bounded set D.
Now consider an entire function solution of (119) for which supz∈D |Hu − [1, 0]t| → 0
in probability. By Cauchy’s identity, the Taylor coefficients converge to those of [1, 0] in
probability, in particular each Bn is tight and each An → 0 in probability as u→ −∞. But
(119) implies that the Taylor coefficients satisfy (130), which has a unique solution with
these conditions. The Taylor coefficients determine H, so it is also unique.
For the last statement, time-stationarity implies (132) for any bounded set D.
5.3 Differential equations for the Taylor coefficient densities
By Proposition 44 the random function (u, z) 7→ Hu(ze−βu/4) is stationary under u-shifts.
In fact, as a function of u, this process is stationary and measurable with respect to the
filtration generated by the increments of b1, b2. This observation allows us to give a finite
closed system of partial differential equations for the joint density of the first finitelymany
Taylor coefficients.
Proposition 49. The stationary Taylor coefficients An = e
−nβu/4An, Bn = e−nβu/4Bn satisfy the
following system of stochastic differential equations:
B0 ≡ 0, A0 ≡ 1,
dBn = Bndb2 +
(
β
8
An−1 − βn
4
Bn
)
du,
dAn = −Bndb1 +
(
β
8
Bn−1 − nβ
4
An
)
du. (133)
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In particular, for a given n ≥ 1 the joint density pn(x1, y1, . . . , xn, yn) of B1, A1 . . . , Bn, An satis-
fies the following partial differential equation:
n∑
k=1
1
2
(∂2xk + ∂
2
yk
)(x2kpn)− β8∂xk ((yk−1 − 2kxk)pn)− β8∂yk ((xk−1 − 2kyk)pn) = 0. (134)
Here x0 = 0, y0 = 1, and xk ∈ (0,∞), yk ∈ R. The same PDE with the xn terms dropped is
satisfied by the joint density of B1, A1, . . . , Bn.
For n = 1 we get the following PDE for p = p1.
x2(pxx + pyy) +
β
2
ypy + ((
β
2
+ 4)x− β
4
)px + (β + 2)p = 0.
Proof. This follows from Itoˆ’s formula, Proposition 47 and Kolmogorov’s forward equa-
tion for Markov processes.
The distribution of B1 is given in Remark 46 by the Dufresne identity [10].
6 Moment and tail bounds
The goal of this section is to understand the tails of the structure function. The results
here will be used later to show analytic properties of ζβ, and to rigorously justify moment
computations based on SDEs.
The main tool is the phase function αλ,ν , which, essentially, counts eigenvalues. The
bounds will be uniform in the approximation parameter ν ∈ (−∞, 0). They imply similar
bounds for the limiting processes.
6.1 The structure function and the phase function
Recall the definition ofH = [A,B]t from (116), and introduce the processes
E = [1,−i] · H = A− iB,
E∗ = [1, i] · H = A+ iB.
Note that we have E0(z) = E(1, z) where E is the structure function defined in (60), we
will use the same name for the entire process E . The name originates in the theory of
canonical systems, and refers to an infinite-dimensional analogue of orthogonal polyno-
mials on the unit circle. Proposition 44 implies that for u ∈ R the function z → Eu(z) has
the same distribution as z → E(1, eβu/4z).
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From (117) we have
ζβ = A− qB = 1− iq
2
E + 1 + iq
2
E∗, (135)
where the processes are taken at time u = 0.
For a given ν ∈ (−∞, 0)we use Hν in the above definitions to obtain Eν and E∗ν .
The following is an immediate consequence of Proposition 43.
Corollary 50. Let ν ∈ [−∞, 0), and
fβ(u) =
β
4
e
β
4
u. (136)
The processes Eν, E∗ν satisfy the stochastic differential equations
dE = iz
2
fβEdu + E
∗ − E
2
(idb1 − db2),
dE∗ = −iz
2
fβE∗du+ E
∗ − E
2
(idb1 + db2). (137)
For any fixed time u the entire function z → Eν,u(z) has no zeros on the real line, and E∗ = E¯
there. For ℑz < 0, u ∈ R we have
|Eν,u(z)| ≥ |E∗ν,u(z)|. (138)
For ν 6= −∞, the processes Eν , E∗ν are the unique strong solutions of (137) on [ν,∞) with initial
condition Eν,0 = E∗ν,0 = 1. The processes E , E∗ can be obtained as uniformly on compact limits of
Eν , E∗ν as ν → −∞.
The inequality (138) follows from (62) of Lemma 22.
The real and imaginary parts of log Eν for ν ∈ [−∞, 0)will play an important role in the
upcoming analysis. Since Eν has no zeros on R and Eν(0) = 1, the branch of the logarithm
can be chosen as the unique continuous function which takes the value 0 at 0.
Corollary 51 (The phase function). For ν ∈ [−∞, 0) and λ ∈ R we can write 2 log Eν,u(λ) =
Lλ,ν(u) + iαλ,ν(u), where α,L ∈ R satisfy the stochastic differential equations
dα = λfβ du− ℜ
[
(e−iα − 1)(db1 + idb2)
]
= λfβ du+ 2 sin(α/2)dW1 (139)
dL = ℑ[(e−iα − 1)(db1 + idb2)] = 2 sin(α/2)dW2.
Here theWj defined above are independent copies of Brownian motion that depend on λ.
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For ν 6= −∞ the processes αλ,ν , Lλ,ν are the unique strong solutions of (139) with initial
conditions αλ,ν(ν) = Lλ,ν(ν) = 0. As ν → −∞ these processes converge a.s. uniformly on
compacts to αλ, Lλ.
For ν ∈ [−∞, 0), the eigenvalues of τ β,ν are of multiplicity one and are given by
Λ = {λ ∈ R : αλ,ν(0) = U mod 2π}, (140)
where U is a uniform random variable on [0, 2π], independent of b1, b2. Moreover, for λ > 0 we
have
|#(Λ ∩ [0, λ])− 1
2π
αλ,ν(0)| ≤ 1. (141)
Proof. Proposition 43 and Itoˆ’s formula implies the SDE characterization of α and L.
The eigenvalues of τ β,ν are given by the zero set of Aν,0 − qBν,0. By definition A = qB
if and only if α = 2ℑ log(A− iB) = 2ℑ log(q− i)mod 2π. Since q has Cauchy distribution,
2ℑ log(q − i) = −2 arccot q is uniform on [−π, π].
Note that α = 2ℑ logE(1, λ). By (45) this is nondecreasing in λ, a standard result in
oscillation theory. Since α equals 0 for λ = 0, equation (140) implies (141).
Note that α is the relative phase function introduced by Killip and Stoiciu [18], see also
[32] for the connection to the Brownian carousel [29].
6.2 Quadratic variation bounds for the process α
Our goal is to estimate the exponential moment of the quadratic variation of the phase
function αλ,ν introduced in Corollary 51. This will be needed for bounding moments of ζ .
In this section λ ∈ R, ν ∈ (−∞, 0) are fixed, and we often abbreviate α = αλ,ν .
Our first lemma controls the tails of the time when α could start collecting significant
quadratic variation.
Lemma 52 (Early behavior of α). For ε > 0 define the stopping time
τε = τε,λ,ν = inf{t ≤ 0 : sin2(α(t)/2) ≥ eεt}. (142)
For all β > 0, λ ∈ R and a < β(β+2)
8
there exists ε, c so that for all ν and all t ≤ 0 we have
P (τε < t) ≤ ceat.
Proof. Note that X = log(tan(αλ,ν/4)) satisfies
dX =
λβ
8
e
β
4
t coshX dt+
1
2
tanhX dt+ dB, X(ν) = −∞, (143)
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and sin2(α/2) = sech2(X) ≤ 4e2X . (This process is studied in detail in [30].) It suffices to
show a bound of the form
P (τX ≤ t) ≤ ceat for τX = τX,ε = inf{t ≤ 0 : X(t) ≥ εt}. (144)
Moreover, it suffices to show (144) for t ≤ k with a fixed k < 0, as the general case follows
by changing c accordingly.
Let k < 0, ε < θ < β
4
. The drift term for X in the region t ≤ k with X(t) ∈ [θt, εt],
satisfies
λβ
8
e
β
4
t coshX +
1
2
tanhX ≤ λβ
8
e(
β
4
−θ)k +
1
2
(2e2εk − 1) ≤ −q, (145)
where q < 1/2 can be made arbitrarily close to 1/2 for θ, λ fixed and appropriate choice of
k.
For the Brownian motion B drivingX in (143), let Y be B− (θ+ q)t reflected at 0. This
is the nonnegative process defined as
Y (t) = sup
u≤t
(B(t)−B(u)− (q + θ)(t− u)) .
We claim that
X(s) ≤ Y (s) + θs for s ≤ τX ∧ k. (146)
Clearly this holds if X(s) ≤ θs. Otherwise, since X starts at −∞, there is a maximal time
σ at most s so that X(σ) = θσ. By (145) for σ ≤ s ≤ τX ∧ k we have
X(s) = X(σ) +
∫ s
σ
λβ
8
e
β
4
u coshXu +
1
2
tanhXu du+B(s)−B(σ)
≤ θσ − q(s− σ) +B(s)− B(σ) ≤ Y (s) + θs.
The process Y is a stationary Markov process and Y (s) has exponential distribution with
rate 2(q + θ) see, for example [22]. Let τY be the first hitting time of the line (ε− θ)s by Y .
By (146) we have τY ≤ τX ∧ k.
Letm(s) = (ε− θ)s− 1. For t ≤ −1 we have
1(τY ≤ t)1(Y (s) > m(s) for all s ∈ [τY , τY + 1]) ≤
∫ t+1
−∞
1(Y (s) > m(s))ds.
By the strong Markov property, the conditional expectation of the left hand side given
FτY is at least r1(τY ≤ t) with
r = rθ−ε = P (B(u) > m(u) for all u ∈ [0, 1]) > 0,
47
where B is a standard Brownian motion. Taking expectations we get
rP (τY ≤ t) ≤
∫ t+1
−∞
P (Y (s) > m(s))ds
=
∫ t+1
−∞
e2(q+θ)((θ−ε)s+1)ds =
e2(q+θ)
2(q + θ)(θ − ε)e
2(q+θ)(θ−ε)(t+1).
By choosing q < 1/2, θ < β/4, and ε > 0 appropriately we can make the coefficient of t in
the exponent equal to a < β(β+2)
8
. Since τY ≤ τX ∧ k this gives the desired bound (144) on
t ≤ k, and the lemma follows.
The next lemma is about a generalized version of the process α. It controls the amount
of quadratic variation collected on a finite time interval.
Lemma 53 (Quadratic variation of α on a finite interval). For p ≥ 0 there is a constant cp so
that the following holds. Consider the SDE
dα = λ(t)dt + 2 sin(α/2)dW (147)
on [0, σ] with deterministic 0 < λ(t) ≤ ε and arbitrary initial condition. Then
E ep
∫ σ
0 sin
2(α(s)/2)ds ≤ (1 + 1
ε
)e((p−
√
p/2)++εcp)σ. (148)
Proof of Lemma 53. First assume p > 1/2. Set
Mt = exp
(∫ t
0
g(αs)ds− vt
)
(f(αt) + ε),
where
v = p−
√
p/2 + δ, g(α) = p sin2(α/2), f(α) = |sin(α/2)|
√
2p,
and δ = cpε. We will show that for an appropriate choice of cp the process Mt, t ∈ [0, σ] is
a supermartingale. If this holds then
EMσ ≤ EM0 = f(α0) + ε ≤ 1 + ε.
We also have
EMσ = E exp
(∫ σ
0
g(αs)ds− vσ
)
(f(ασ) + ε) ≥ e−vσεE exp
(∫ σ
0
p sin2(αs/2)ds
)
.
This gives
E exp
(∫ σ
0
p sin2(αs/2)ds
)
≤ 1
ε
e(p−
√
p/2+δ)σ(1 + ε),
which implies the statement of the lemma.
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A coupling argument, see e.g. Proposition 9 of [29], shows that if τk is the first hitting
time of 2πk, then α(t) > 2kπ for t > τk. This can be seen from the SDE (147): when α is a
multiple of 2π, then the noise term vanishes and the drift term is positive.
The function f is twice continuously differentiable apart from the set 2πZ. Itoˆ’s for-
mula applies to M between times τk, τk+1 and hence over the whole interval [0, σ]. Let
G = 2 sin2(α/2)∂2α be the generator of the process α from (147) with no drift. We get
dMt = e
∫ t
0 g(αs)ds−vt(Gf + (g(αt)− v)(f(α) + ε) + λ(t)f ′(αt))dt+ dW terms.
A nonnegative local supermartingale with constant initial condition is a supermartingale,
so it suffices to show that
Gf + (g − v)(f + ε) + λ(t)f ′ ≤ 0. (149)
Since (G + g)f = (p−√p/2)f , the inequality (149) reduces to(√
p/2− p cos2(α/2)
)
ε+ λ(t)f ′ ≤ δf + δε. (150)
We will show that for p > 1/2 with the appropriate choice of cp so that the following
holds: √
p/2− p cos2(α/2) + |f ′| ≤ cpf,
this implies (150). We have |f ′(α)| =√p/2| cos (α
2
) | ∣∣sin (α
2
)∣∣√2p−1, so it is enough to show
that the function(√
p/2− p cos2(α/2)
)
|sin(α/2)|−
√
2p +
√
p/2 |cos (α/2)| |sin (α/2)|−1
is bounded from above. By continuity, it suffices to check the behavior of this function
near α ∈ 2πZ, and since p > 1/2 we see that the function converges to −∞ there. The
statement of the lemma follows for p > 1/2.
For p ≤ 1/2, we use that for x ≥ 0, we have epx ≤ 1 ∨ e(1/2+δ)x to reduce to the p > 1/2
case.
We now combine the results in the previous lemmas and give a bound on the quadratic
variation of α.
Proposition 54 (Quadratic variation of α). If 0 < p < 1
2
(1 + β
2
)2 then
Eep
∫ 0
ν
sin2(αλ,ν/2)ds < cp,β(1 + |λ|)
4
β
p,
with a constant cp,β which does not depend on ν.
49
Proof of Proposition 54. Let ε > 0, k < 0, λ = 1. For t ≤ τ = τε as in (142) we have
sin2(αλ,ν/2) ≤ eεt, so ∫ 0
ν
sin2(α/2)ds ≤ 1
ε
+
∫ k
τ∧k
sin2(α/2)ds+ |k|.
Set ℓ(t) = 2 arcsin(eεt/2). By Lemma 53 for arbitrarily small δ > 0 if |k|, 1
ε
are large enough
then
Et,ℓ(t)e
p
∫ k
t sin
2(α/2)ds ≤ ce−((p−
√
p/2)++δ)t for all t ≤ k.
Here Et0,ℓ0 is the expectation for the process α satisfying (139) on [t0,∞) with initial con-
dition α(t0) = ℓ0. By the strong Markov property
Eep
∫ k
τ∧k sin
2(αλ/2)ds ≤ cEe−((p−
√
p/2)++δ)τ ,
where c does not depend on ν. Lemma 52 provides an upper bound on Ee−((p−
√
p/2)++δ)τ
if β(β+2)
8
> p−√p/2 and δ is small enough. Hence there is a constant cp,β so that for λ = 1
Eep
∫ 0
ν sin
2(αλ,ν/2)ds ≤ cp,β. (151)
Now let 0 < λ. Note that by the scaling properties of the drift term of the SDE (139)
we have
{αλ,ν(t), ν ≤ t ≤ 0} d= {α1,νλ(t+ 4β log λ), ν ≤ t ≤ 0}.
where νλ = ν +
4
β
log λ. This implies
Eep
∫ 0
ν sin
2(αλ,v/2)ds = Eep
∫ 4β log λ
νλ
sin2(α1,νλ/2)ds.
If 0 < λ < 1 then we have
Eep
∫ 4β log λ
νλ
sin2(α1,νλ/2)ds ≤ Eep
∫ 0
νλ
sin2(α1,νλ/2)ds,
and the statement follows from the λ = 1 case (151).
If 1 < λ < e−
β
4
ν then νλ < 0 and we have
Eep
∫ 4β log λ
νλ
sin2(α1,νλ/2)ds ≤ Eep( 4β log λ+
∫ 0
νλ
sin2(α1,νλ/2)ds) = λ
4
β
pEe
p(
∫ 0
νλ
sin2(α1,νλ/2)ds)
which yields the desired bound.
Finally, if 1 < e−
β
4
ν ≤ λ then ν ≥ − 4
β
log λ and we get
Eep
∫ 0
ν
sin2(α1,νλ/2)ds ≤ e−pν ≤ λ 4β p.
The λ < 0 case follows by symmetry.
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6.3 Moment bounds for E
We can use the quadratic variation bounds of the previous section to bound the moments
of E .
Theorem 55. For λ, γ ∈ R, ν ∈ [∞, 0) and |γ| < 1 + β
2
, we have
E[|Eν,0(λ)|γ] < c(1 + |λ|)2γ2/β, (152)
Ee
γ
4
|αλ,ν(0)−λ(1−eβν/4)| < c(1 + |λ|)γ2/β . (153)
Here c depends on β, γ, but not on ν. For all γ ∈ R with c depending on β only we have
E eγαλ,ν(0) ≤ 2ec|γ|(1+|λ|+(|γ|+log |λ|)+). (154)
Proof. First let ν 6= −∞. Recall 2 log E = L+ iα, where L, α satisfy (139). Thus we have
1
2
Lλ,ν,0 =
∫ 0
ν
2 sin(αλ,ν/2)dW2
d
= N ·
√∫ 0
ν
sin2(αλ,ν/2)ds,
sinceW2 is independent of α. HereN is a standard normal random variable independent
of α. This shows that
E|Eν,0(λ)|γ = EeγN·
√∫ 0
ν
sin2(αλν/2)ds = Ee
γ2
2
∫ 0
ν
sin2(αλ,ν/2)ds.
The bound (152) follows from Proposition 54.
Without loss of generality, we assume λ ≥ 0 for the rest of the proof.
M(t) = exp
(
γ
2
(
αλ,ν(t)− λe
β
4
t + λe
β
4
ν
)
− γ2
2
∫ t
ν
sin2(αλ,ν/2)ds
)
, t ≥ ν,
is a martingale and EM(0) = EM(ν) = 1. We have
E exp
(
γ
4
(αλ,ν(0)− λ+ λe
β
4
ν)
)
= E
[√
M(0) exp
(
γ2
4
∫ 0
ν
sin2(αλ,ν(s)/2)ds
)]
Since EM(0) = 1, Cauchy-Schwarz gives the upper bound
(
E exp
(
γ2
2
∫ 0
ν
sin2(αλ,ν(s)/2)
))1/2
.
This inequality applied with ±γ together with Proposition 54 yields (153).
To prove (154) we may assume γ > 0. A coupling argument, Proposition 9 of [29]
shows that for λ > 0 we have αλ,ν(t) > 0 for t > ν. Markov’s inequality implies
P (αλ,ν(t) ≥ 2π) ≤ λ
2π
(e
β
4
t − eβ4 ν) ≤ λeβ4 t. (155)
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Let k be a positive integer, and let τ be the hitting time of 2πk for αλ,ν . The strong Markov
property implies that given τ = ν1 the conditional distribution of αλ,ν(t− τ)− 2kπ, t ≥ ν1
is the same as that of αλ,ν1(t), t ≥ ν1. Hence from (155) we get
P
(
αλ,ν(t) ≥ 2π(k + 1)
∣∣ τ < t) ≤ λeβ4 t.
It follows that
P (αλ,ν(t) > 2πk) ≤
(
λe
β
4
t
)k
. (156)
By Cauchy-Schwarz for any ν < t0 < 0 we have
Eeγαλ,ν(0) ≤ (Ee2γαλ,ν(t0))1/2(Ee2γ(αλ,ν(0)−αλ,ν (t0)))1/2. (157)
From (156) we get
Ee2γαλ,ν(t0) =
∞∑
k=0
E[e2γαλ,ν(t0) 1(2kπ ≤ αλ,ν(t0) < 2(k + 1)π)]
≤
∞∑
k=0
e4γ(k+1)πP (αλ,ν(t0) ≥ 2kπ) ≤
∞∑
k=0
e4γ(k+1)πλke
β
4
kt0 .
If β
4
t0 ≤ −4γπ − log λ− 1, then we get the bound
E e2γαλ,ν (t0) ≤ 2e4γπ. (158)
We now use a variant of the martingale in the first part. For ν ≤ t0 ≤ 0 the process
M(t) = exp
(
4γ
(
αλ,ν(t)− αλ,ν(t0)− λ(e
β
4
t − eβ4 t0)
)
− 8γ
∫ t
t0
sin2(αλ,ν/2)ds
)
, t ≥ t0.
is a martingale with EM(0) = EM(t0) = 1. By Cauchy-Schwarz we have
Ee
2γ
(
αλ,ν(0)−αλ,ν(t0)−λ(1−e
β
4 t0)
)
= E[
√
M(0)e
4γ
∫ 0
t0
sin2(αλ,ν(s)/2)ds]
≤ (Ee8γ
∫ 0
t0
sin2(αλ,ν(s)/2)ds)1/2 ≤ e−4γt0 , (159)
where the last step uses the upper bound 1 on sin(·)2. Now set
t0 =


ν, if − 4γπ − log λ− 1 < β
4
ν,
− 4
β
(4γπ + log λ+ 1), if β
4
ν ≤ −4γπ − log λ− 1 < 0,
0, if 0 ≤ −4γπ − log λ− 1.
The estimates (157), (158) and (159) yield E eγαλ,ν(0) ≤ (2e4γπ)1/2 e−2γt0+γλ, and (154) fol-
lows.
The ν =∞ case of all three bounds follows from Fatou’s lemma.
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6.4 Precise growth of the number of zeros
The following corollary provides regularity bounds for the Sineβ process and its approxi-
mations. It is closely related to the work of Holcomb and Paquette [15], where the optimal
constant in front of the log is also determined. Bounds of this type that are less precise
can be derived from the variance bounds on the counting function in [19]. Such a bound
is explicitly given in [23].
Corollary 56 (Regularity of the Sineβ process). For ν ∈ [−∞, 0) let Nν(λ) be the counting
function of the eigenvalue process of the operator τ β,ν . Then almost surely, for all large enough |λ|
we have
|Nν(λ)− λ2π (1− e
β
4
ν)| < (1 + β−1) log |λ|.
Proof. We show the statement for λ → ∞, the λ → −∞ case follows by symmetry. By
(141) we have |Nν(λ)− 12παλ,ν(0)| ≤ 1. Using (153) with γ = 1 and λ ≥ 1 integer we get
P (|αλ,ν(0)− λ(1− e
β
4
ν)| ≥ 6(1 + β−1) log λ) ≤ Ee
1
4
|αλ,ν(0)−λ(1−e
β
4 ν)|
e
3
2
(1+β−1) log λ
≤ c(1 + λ)
1/β
λ3/2(1+β−1)
by the exponential Markov’s inequality. By the Borel-Cantelli lemma we get that
1
2π
|αλ,ν(0)− λ(1− e
β
4
ν)| ≤ 6
2π
(1 + β−1) log λ
if λ is a large enough integer. Since Nν(λ) is non-decreasing, the claim follows.
7 Analytic properties of ζβ
In this section we show that ζβ is of Cartwright class. This allows us to show that loga-
rithmic derivative has exponential moments off the real line.
7.1 Cartwright class, exponential type and uniqueness
Theorem 55 directly implies that the integral condition (67) needed for Cartwright class
is satisfied by ζβ.
Proposition 57. With ζ = ζβ,ν we have
E log+ |ζ(x)| ≤ cβ + 2β log+ |x| (160)
for all real x, and so
E
∫
log+ |ζ(x)|
1 + x2
dx <∞.
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Proof. On the real line, we have 2ζ = (E + E¯) − qi(E − E¯). Since log+ |a + b| ≤ log+ |a| +
log+ |b|+ 1, and log+ |a| ≤ log(1 + |a|), we get the bound
log+ |ζ | ≤ 3 + 4 log+ |E|+ log+ q ≤ 3 + 4 log(1 + |E|) + log+ q.
By Theorem 55, E|E(x)| ≤ c(1 + |x|)2/β . Since log+ of a Cauchy distribution has finite
expectation, and log is concave, Jensen’s inequality gives (160).
This shows the integral condition for Cartwright class. We have two proof that ζ is
of finite exponential type. First, it follows from the bounds (131) in Corollary (48). It
also follows from the regularity of zeros, Corollary 56 and Proposition 27. Hence ζ is of
Cartwright class.
Next, by Proposition 26 it satisfies
ζ(z) = lim
r→∞
∏
|λk|<r
(1− z/λk) (161)
In particular, ζ2 agrees with the random analytic function constructed in [8].
By Proposition 26 we also have
lim sup
x→∞
log |ζ(ix)|
x
= lim sup
|z|→∞
log |ζ(z)|
|z| = 1/2,
so ζβ has exponential type 1/2.
Finally, by Proposition 28 we have the following.
Proposition 58. The law of ζβ is the unique distribution on the Cartwright class, satisfying
ζβ(R) ⊂ R, ζβ(0) = 1, with zero distribution Sineβ of multiplicity one.
7.2 Product identities and Cauchy trace
The simple identity
2 sin(x) = −
k∏
j=1
2 sin((jπ + x)/k)
has the following analogue for ζβ.
Corollary 59. Let k ≥ 2 an integer. There exists a coupling of k copies ζ2k,1, . . . , ζ2k,k of ζ2k so
that
ζ2/k(z) =
k∏
j=1
ζ2k,j(z/k).
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Proof. Let λℓ be the ordered points of the Sine2/k process. Let K be a uniform random
element of {1, . . . , k}. Let Λj = {λℓ : ℓ = K + j mod k}. By a result of Forrester [11],
each Λj has the same distribution as k times a Sine2k process. The product formula (161)
applied to each Λj gives the analytic functions ζ2k,j(z/k). Their product is a Cartwright
function with zeros λj . By Proposition 58 it has the same law as ζ2/k.
By taking limits of Theorem 2.5.17 in [3], we see that the distribution of every second
point in the superposition of two independent Sine1 processes is a scaled Sine2 process. It
follows that given two independent copies of ζ1, there exists two dependent copies of ζ2
so that ζ1,1ζ1,2 = ζ2,1ζ2,2.
The next theorem identifies the distribution of the integral trace tβ for τ β .
Theorem 60. Consider the Sineβ process, and denote the points in the process with λk, k ∈ Z.
Then the principal value sum
lim
r→∞
∑
|λk|≤r
λ−1k
has Cauchy distribution with density 1/(2π(x2 + 1/4)).
Proof. This follows from Theorem 5.5 and the following Remark 2 of Aizenman and
Warzel [2]. By (77) the function ζ ′/ζ is of Herglotz-Pick class: it maps the upper half-
plane into itself. Moreover, ζ ′/ζ is almost surely continuous at 0. Since the intensity of the
Sineβ process is 1/(2π), and Sineβ has the same distribution as − Sineβ, the parameter of
the Cauchy distribution is 1/2.
7.3 Exponential moments of (log ζβ)
′
Theorem 55 and Proposition 57 imply uniform exponential moment bounds on the log
derivative of ζβ,ν away from the real line, this is the content of the following proposition.
Chhaibi, Najnudel and Nikhegbali [8] show such bounds in the β = 2 case, and the proof
below is inspired by their argument.
Proposition 61. Let K be a compact set in the upper or lower open half plane, and let ζ = ζβ,ν.
Then for ν ∈ [−∞, 0) with c depending on p, β and K, but not on ν we have
E sup
z∈K
exp
(
p
∣∣∣ ζ′(z)ζ(z) ∣∣∣ ) ≤ c. (162)
Proof. ζβ,ν is of Cartwright class by Proposition 57. Proposition 29 and Corollary (56)
implies
ζ ′(z)
ζ(z)
=
∫ ∞
−∞
1
(z − λ)2 (
λ
2π
(1− eβ4 ν)−N(λ))dλ∓ i(1− eνβ/4)/2.
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By (141), |N(λ)− 1
2π
αλ,ν(0)| ≤ 1. With f(λ) = |αλ,ν(0)− λ(1− eβ4 ν)|we have the bound
sup
z∈K
∣∣∣∣ζ ′(z)ζ(z)
∣∣∣∣ ≤
∫ ∞
−∞
f(λ)
d(λ,K)2
dλ+
π
d(R, K)
+ 1/2, (163)
where d is Euclidean distance.
Since d(λ,K)−2 decays like λ−2 as λ → ±∞, there exists a positive bounded function
gλ so that qλ = pg
−1
λ d(K, λ)
−2 is a probability density, and 0 < ε < gλ <
√
β/32 outside an
interval L = [−ℓ, ℓ]. Here ε, ℓ only depend on p andK. By Jensen’s inequality,
exp
∫ ∞
−∞
p
f(λ)
d(λ,K)2
dλ ≤
∫ ∞
−∞
ef(λ)gλqλdλ.
By Theorem 55 applied with γ =
√
β/2 < 1 + β/2 on Lc we have
Eef(λ)gλ < c
(1 + |λ|)1/2
1 + λ2
, E
∫
Lc
ef(λ)gλqλdλ ≤ c
1 + ℓ1/2
. (164)
Let c′ be the supremum of γλ. Then by (154) we get
E
∫
L
ef(λ)gλqλdλ ≤ ec1(1+ℓ+log(1+ℓ)) (165)
with c1 depending only on c
′, β, but not ν. The claim follows from the bounds (163), (164),
and (165).
7.4 Moments of ratios of ζβ are finite
The exponential moment bounds for the log derivative of ζβ in Proposition 61 can be used
to show that ratios have finite moments.
Proposition 62. Let wj ∈ C \ R, letK ⊂ Ck be compact and ζ = ζβ,ν. Then
sup
z∈K,ν
E
k∏
j=1
∣∣∣∣ ζ(zj)ζ(wj)
∣∣∣∣ <∞.
Proof. By Ho¨lder’s inequality and the reflection symmetry ζ(z¯) = ζ(z), it suffices to show
that supz∈K,ν E(|ζ(z)/ζ(w)|k) <∞ for ℑw > 0 and K in the closed upper half plane. Since
for real x, |ζ(x+ iy)| is increasing in y ≥ 0 by (69), we may further assume thatK is in the
open upper half plane. We write
ζ(z)k
ζ(w)k
= exp
(
k
∫
γ
ζ ′(v)
ζ(v)
dv
)
,
where γ is the oriented line segment connecting w and z. The claim follows from Propo-
sition 61 and Jensen’s inequality.
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Proposition 63. Fix w1, . . . , wn ∈ C \ R, and z2, . . . , zn ∈ C. Then
r(z1) = E
n∏
j=1
ζ(zj)
ζ(wj)
is an entire function.
Proof. Proposition 62 implies that for any closed contour γ of finite length
∫
γ
E
∣∣∣∣∣
n∏
j=1
ζ(zj)
ζ(wj)
∣∣∣∣∣ |dz1| <∞.
Fubini’s theorem gives
∫
γ
r(z1)dz1 = E
∫
γ
n∏
j=1
ζ(zj)
ζ(wj)
dz1 = 0,
since ζ is an entire function. Morera’s theorem completes the proof.
8 Moment formulas
Using the SDE (137) and the bounds in Section 6 we can set up equations for the expecta-
tions of certain functionals of E and ζ .
8.1 The function ζˆ
The function ζ = ζβ = A − qB does not have a first moment, since q has Cauchy distri-
bution and is independent of A and B. The following simple variant has some moments.
Let
ζˆ =
ζ√
1 + q2
=
UE + U¯E∗
2
, U =
1− iq√
1 + q2
. (166)
The first formula follows from (135). The random variable U is uniformly distributed
on the unit complex semicircle around 0 with positive real part, U¯ = 1/U , and U, E are
independent. When the k + ǫ-th absolute moment of E , E∗ exist, we have
Eζˆk =
1
2k
k∑
j=0
(
k
j
)
E[U2j−k]E[E j(E∗)k−j], E[Um] = sin(πm/2)
πm/2
.
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For real z and k < 1 + β/2 these moments exist by Theorem 55. Mixed moments can be
expressed similarly. Separating odd and even cases, we get
Eζˆ2ℓ =
(
2ℓ
ℓ
)
1
4ℓ
E[E ℓ(E∗)ℓ],
Eζˆ2ℓ+1 =
1
22ℓ+1π
2ℓ+1∑
j=0
(
2ℓ+ 1
j
)
(−1)1+j−ℓ
j − ℓ− 1/2E[E
j(E∗)2ℓ+1−j ].
(167)
These formulas motivate the study of the moments of the structure function E , which are
also interesting on their own right.
8.2 Joint moments of the structure function
Our methods give differential equations for the moments of products of the structure
function E . Fix z1 . . . , zn ∈ C, let η ∈ {−1, 1}k be an index set, and let
Eη =
k∏
j=1
ηj=1
E(zj)
k∏
j=1
ηj=−1
E∗(zj), z · η =
k∑
j=1
zjηj ,
with Eη,ν defined similarly using Eν , E∗ν . In this section we will omit the time parameter in
the notation.
For convenience of notation let σj be the operator that multiplies the jth coordinate
of η by −1, and let σjEη = Eσjη. For a fixed time u, (Eη, η ∈ {−1, 1}k) is a vector in C2k
indexed by η. Then σj is a permutation matrix acting on the vector space C
2k .
Consider the Brownian motion b1, b2 driving the SDE (137). Let b
ηj = ηjib1 − b2. For
k = 1 the equations (137) can be written as
dEη = izη1
2
fβEηdu+ σ1 − 1
2
Eηdbη1 .
The general k ≥ 1 case is described by the following proposition.
Proposition 64. Fix k ≥ 1 and consider the operator
Ξ =
k∑
j=1
ηj=1
(σj − 1)
k∑
ℓ=1
ηℓ=−1
(σℓ − 1),
This is a 2k × 2k matrix acting on C2k . Then we have
dEη,ν = 1
2
(
iz · ηfβ du+ Ξdt+
k∑
j=1
(σj − 1)dbηj
)
Eη,ν . (168)
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For ν ∈ (−∞, 0) the processes Eη,ν , η ∈ {−1, 1}k provide the unique strong solution of the
system (168) on [ν,∞) with initial condition 1 at time ν. The processes Eη can be obtained as the
a.s. uniform on compact limits of Eη,ν as ν → −∞.
Proof. The proof follows from Itoˆ’s formula applied to the product Eη. For a fixed ν ∈
(−∞, 0) the system (168) is a linear system, so it has a unique strong solution with a given
initial condition. Corollary 50 implies the last statement.
For any ν 6= ∞, the coefficients of the vector valued SDE (168) satisfy the Lipschitz
conditions required by the standard existence and uniqueness theorem for SDEs, Theo-
rem 5.2.1 in [24]. This implies that u→ ∫ u
ν
∑k
j=1(σj−1)Eη,νdbηj is an L2 martingale. Hence
for each u ∈ [ν,∞) the expected value
rη,ν(u) := EEη,ν(u)
is finite, and it satisfies the differential equation system
r′η,ν =
1
2
(iz · ηfβ + Ξ) rη,ν (169)
with initial condition rη,ν(ν) = 1. Here we extend the definition Ξrη = rΞη. Since the
time dependent coefficients in the linear system (169) are bounded on compacts, there is
a unique solution rη,ν(z), which is analytic in z.
For η = ±(1, . . . , 1), one of the sums in the expression for Ξ vanishes, so Ξ = 0. We get
r′ = 1
2
i z · ηfβr, and so
rη,ν = exp
(iz · η
2
(
e
βu
4 − eβν4
))
, η = ±(1, . . . , 1). (170)
In particular, in this case we have rη,ν(0) = exp
(
iz·η
2
(
1− eβν4
))
.
Proposition 65. Assume that 1 + β/2 > k, and let λ1, . . . , λk ∈ R. Then at time 0 we have
E
k∏
j=1
E(λj) =
k∏
j=1
eiλj/2.
Proof. With η = (1, . . . , 1)we have rη,ν(0)→
∏n
j=1 e
iλj/2 as ν → −∞.
By Theorem 55 there is a constant c, ε > 0 so that at time 0we have
E[|Eν(λ)|k+ε] < c(1 + |λ|)2(k+ε)2/β , λ ∈ R.
Ho¨lder’s inequality implies that
∏k
j=1 Eν(λj) are uniformly integrable as ν → −∞. Since∏k
j=1 Eν(λj) converges to
∏k
j=1 E(λj), the statement follows.
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With (167) we get
Eζˆ(λ) = 2
π
cos(λ/2), λ ∈ R. (171)
Now consider the case n = 2, z1 = z2 = λ ∈ R. From (170) we get
r(1,1),ν = r
−1
−(1,1),ν = exp
(
iλ
(
e
βu
4 − eβν4
))
.
Introduce
r∗ = r(1,−1),ν = r(−1,1),ν = E|Eν,u(λ)|2,
by (169) we have
r′∗ =
1
2
(σ1 − 1)(σ2 − 1)rθ,ν = − cos
(
λ
(
e
βu
4 − eβν4
))
+ r∗.
This ODE can be solved to give
r∗(u) = 1 + eu
∫ u
ν
e−s
(
1− cos
(
λ
(
e
βs
4 − eβν4
)))
ds. (172)
If β > 2 then as ν → −∞ this function converges to
1 + eu
∫ u
−∞
e−s
(
1− cos
(
λe
βs
4
))
ds.
By Theorem 58 if β > 2 then at time 0, E|Eν(λ)|2+ε < c(1 + |λ|2)2(2+ε)2/β with an absolute
constant c and ε > 0. By uniform integrability,
E[|E(λ)|2] = 1 +
∫ 0
−∞
e−s
(
1− cos
(
λe
βs
4
))
ds, λ ∈ R, β > 2.
With a time-change and (167) we get
2E[ζˆ(λ)2] = E[|E(λ)|2] = 1 + 4
β
∫ 1
0
t−4/β−1(1− cos(λt))dt. (173)
This can be written as a generalized hypergeometric function
1F2
(
− 2
β
;
1
2
, 1− 2
β
;−λ2/4
)
=
∞∑
k=0
(−2/β)k
(1/2)k(1− 2/β)k
(−λ2/4)k
k!
=
∞∑
k=0
(−1)kλ2k
(2k)!(1− β
2
k)
, (174)
with (x)k = x(x+ 1) · · · (x+ k − 1).
In the β = 2 case the integral (172) with u = 0 explodes as −λ2ν/2 as ν → −∞. More
precisely, we have
lim
ν→−∞
(
E[|Eν(λ)|2] + λ2ν/2
)
= 1− 3
2
λ2 +
∞∑
k=2
(−1)k+1
(k − 1)(2k)!λ
2k.
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With the cosine integral Ci x = − ∫∞
x
(cos t)/t ds and the Euler constant γ we can write this
as
λ2Ci |λ| − γλ2 − λ2 log |λ| − λ sinλ+ cosλ.
Now consider the more general case n = 2, z1 = λ1, z2 = λ2 with λj ∈ R. Using the
previous notation we have
r∗ = E [Eν(λ1)E∗ν (λ2)]
By (169) and (170) we get that r∗ satisfies the ODE
r′∗ =
1
2
i(λ1 − λ2)fβr∗ + 1
2
(r∗ + r¯∗)− cos
(
λ1+λ2
2
(
e
βu
4 − eβν4
))
.
Writing r∗ = 1 + eta+ ib with a, b ∈ R this leads to
a′ = −λ1−λ2
2
e−tfβ b+ e−t
(
1− cos
(
λ1+λ2
2
(
e
βu
4 − eβν4
)))
,
b′ = et λ1−λ2
2
fβ a +
λ1−λ2
2
fβ,
with a(ν) = b(ν) = 0. This ODE can be directly solved using the integrating factor method
to get a somewhat complicated integral expression in terms of Bessel functions. For β > 2
letting ν → −∞ we get the two point function E [E(λ1)E∗(λ2)].
8.3 Moments of ratios of the structure function
We consider expectations of products of functions E , E−1. Let
Gt = E
∗
t
Et , (175)
and for z1, . . . , zk, η ∈ {−1, 1}k fixed let
dEηt =
k∏
j=1
Eηjt (zj). (176)
For ν ∈ (−∞, 0) we define Gν,t, Eην,t similarly.
Itoˆ’s formula together with (137) gives
dEη = i
2
z · η fβEη dt+ 1
2
Eη
k∑
j=1
ηj(G(zj)− 1)(idb1 − db2). (177)
For ν ∈ (−∞, 0) the process Eην satisfies (177) with initial condition Eην,ν = 1.
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Proposition 66. Let z ∈ Ck, with ℑzj < 0 for all j, and let η ∈ {−1, 1}k. Then for−∞ < ν < u
we have
E Eην,u = exp
(
i
2
z · η (eβu/4 − eβν/4)
)
. (178)
Proof. By (138) of Corollary 50 we have |Gν,t(z)| ≤ 1 for ℑz < 0. Hence we can use Lemma
74 of the Appendix for the SDE (177) for Eην . With r(u) = EEην,u, ν < uwe get the equation
r(u) = 1 +
i
2
zη
∫ u
ν
fβ(s)r(s)ds.
Solving the corresponding ODE gives (178).
8.4 Borodin-Strahov moment formulas for ζ
Borodin and Strahov [4] compute
lim
n→∞
E
k∏
j=1
pn(zj/
√
n)
pn(wj/
√
n)
=

e
i
∑n
j=1
zj−wj
2 if ℑwj < 0, 1 ≤ j ≤ n,
e−i
∑n
j=1
zj−wj
2 if ℑwj > 0, 1 ≤ j ≤ n,
(179)
for the characteristic polynomial pn of the Gaussian beta ensemble for β = 1, 2, 4. The
answer does not depend on the value of β if β = 1, 2, 4. Borodin and Strahov [4] pose the
question whether this is true for all β > 0.
We will show that the analogous expectation does not depend on β for the stochastic
zeta function. In the next section we also show this for the circular beta ensemble.
Chhaibi, Najnudel and Nikhegbali [8] show the formula analogous to (179) for the
characteristic polynomial of Haar unitary matrices and for ζ2. Chhaibi, Hovhannisyan,
Najnudel, Nikeghbali, and Rodgers [7] show that the normalized characteristic polyno-
mial of the Gaussian unitary ensemble converges to ζ2.
We will need the following simple lemma.
Lemma 67. Suppose that aj, bj , cj, dj ∈ C, 1 ≤ j ≤ k. Let q be a Cauchy distributed random
variable. Then
E
k∏
j=1
aj + qbj
cj + qdj
=


∏k
j=1
aj+ibj
cj+idj
, if ℑ cj
dj
> 0 for all 1 ≤ j ≤ k,∏k
j=1
aj−ibj
cj−idj , if ℑ
cj
dj
< 0 for all 1 ≤ j ≤ k.
Proof. For the first case, set
r(x) =
k∏
j=1
aj + xbj
cj + xdj
.
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We compute ∫ ∞
∞
r(x)
π(1 + x2)
dx = lim
r→∞
∫
γr
r(z)
π(1 + z2)
dz,
where γr is the counterclockwise oriented curve constructed from the line segment [−r, r]
and the corresponding semicircle in the upper half plane. The function r(z)
π(1+z2)
has singu-
larities at ±i and − cj
dj
, and out of these only i is in the upper half plane. The residue of
r(z)
π(1+z2)
at z = i is exactly r(i)
2πi
. This proves the first case, the second follows by conjuga-
tion.
Next, we show that Borodin-Strahov conjecture holds for ζβ, Theorem 5 of the Intro-
duction.
Proof of Theorem 5. We first consider the first case, when ℑwj < 0. We first prove the
appropriate statement for the approximate versions of ζ . Let ν 6= −∞.
Recall that ζν(z) = Aν,0(z)− qBν,0(z) where q is a Cauchy distributed random variable
independent of A,B. By (138) of Corollary 50 we have
|Aν,u(z)− iBν,u(z)| ≥ |Aν,u(z) + iBν,u(z)|, for ℑz < 0,
which impliesℑAν,0(z)Bν,0(z) < 0. The product
∏k
j=1
∣∣∣ ζν(zj)ζν(wj)
∣∣∣ has finite expectation by Proposition
62. Since q is independent of A,B, Lemma 67 implies
E
[
k∏
j=1
ζν(zj)
ζν(wj)
∣∣A,B
]
=
k∏
j=1
Aν,0(zj)− iBν,0(zj)
Aν,0(wj)− iBν,0(wj) =
k∏
j=1
Eν,0(zj)
Eν,0(wj) , if ℑwj < 0 for all j,
and that the right hand side has finite expectation.
Assume first that we have ℑzj < 0,ℑwj < 0 for all j. Then by Proposition 66 we have
E
k∏
j=1
ζν(zj)
ζν(wj)
= E
k∏
j=1
Eν,0(zj)
Eν,0(wj) = exp
( i
2
n∑
k=1
(zk − wk)(1− eβν/4)
)
.
Proposition 62 shows that the products on the left are uniformly integrable as ν → −∞.
This implies the statement of the theorem in the case when ℑzj < 0,ℑwj < 0 for all j.
The expected value of the product of the ratios is an entire function in each zj variable
by Proposition 63. This extends the claim to zj ∈ C, and proves the first case of the
theorem. The second case follows by conjugation.
Remark 68. If one could evaluate the function
rβ,n(z1, . . . , zk, w1, . . . , wk) = E
k∏
j=1
ζ(zj)
ζ(wj)
(180)
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for all choices of zj , wj ∈ C then this would lead to the joint n-point correlation functions
of the Sineβ process. The n-point correlation function ρβ,n : R
n → Rwould be given as
ρβ,n(λ1, . . . , λn) =
[
∂n
∂z1 . . . ∂zn
∣∣∣
z=w
rβ,n(z1, . . . , zk, w1, . . . , wk)
]
w1=λ1,...,wn=λn
(181)
where [f(·)]x = limε→0+ 12πi(f(x− iε)− f(x+ iε)), see [4].
Theorem 5 and (181) give ρβ,1(λ) =
1
2π
, the intensity of the Sineβ process.
8.5 Borodin-Strahov moment formulas for the circular beta ensemble
Let β > 0 and let pn(z) be the characteristic polynomial of a size n circular beta ensemble
as in (100). The following theorem shows that the Borodin-Strahov moment formulas
hold for this model even before taking the limit.
Theorem 69 (Borodin-Strahov moment conjecture, circular beta case).
E
ℓ∏
j=1
pn(e
izj/n)e−izj/2
pn(eiwj/n)e−iwj/2
=

e
i
∑ℓ
j=1
zj−wj
2 if ℑwj < 0, 1 ≤ j ≤ ℓ,
e−i
∑ℓ
j=1
zj−wj
2 if ℑwj > 0, 1 ≤ j ≤ ℓ.
(182)
Proof. Consider the random discrete measure µn,β introduced in the proof of Theorem
41. The support of µn,β has circular beta distribution, and the weights are given by an
independent Dirichlet distribution with parameter (β/2, . . . , β/2).
Killip and Nenciu [16], see also [5], identify the joint distribution of the modified
Verblunsky coefficients γ0, . . . , γn−1 corresponding to µn,β. They show that γk are indepen-
dent and rotational invariant, and |γk|2 has Beta(1, β2 (n−k−1)) distribution. In particular,
γn−1 is uniform on {|z| = 1}.
We will use the notation introduced in Section 3. Define Ek(z), E∗k(z) for 0 ≤ k ≤ n,
z ∈ C as (Ek(z)
E∗k(z)
)
= e−
izk
2n
(
ψk(e
iz/n)
ψ∗k(eiz/n)
)
= UXkHk.
By (84) we have
(Ek+1
E∗k+1
)
= Ak
(
e
iz
2n 0
0 e
−iz
2n
)(Ek
E∗k
)
=
(
1
1−γk −
γk
1−γk
− γ¯k
1−γ¯k
1
1−γ¯k
)(
e
iz
2nEk
e−
iz
2nE∗k
)
,
which leads to
Ek+1(z)
Ek+1(w) = e
i(z−w)
2n
Ek(z)− γke− izn E∗k(z)
Ek(w)− γke− iwn E∗k(w)
. (183)
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If ℑw < 0 then |[1,−i]Hk(w)| ≥ |[1, i]Hk(w)| by (62), which implies |Ek(w)| ≥ |E∗k(w)| as
well.
Fix wj, zj ∈ C with 1 ≤ j ≤ ℓ, and assume that ℑwj < 0 for all j. The random variable
γk is independent of Ej, E∗j , j ≤ k, and it has rotationally invariant distribution. Hence
with Qk :=
∏ℓ
j=1
Ek(zj)
Ek(wj) we have
E
[Qk+1∣∣Qj , j ≤ k, |γk| = r] = e i2n ∑ℓj=1(zj−wj) 1
2π
∫ 2π
0
ℓ∏
j=1
Ek(zj)− reite−
izj
n E∗k(zj)
Ek(wj)− reite−
iwj
n E∗k(wj)
dt.
We have |Ek(wj)| ≥ |E∗k(wj)| from ℑwj < 0, and thus by Lemma 71 below we get
E
[Qk+1∣∣Qj , j ≤ k, |γk| = r] = e i2n ∑ℓj=1(zj−wj)Qk.
Taking expectations and using Q0 = 1we get EQn = e i2
∑ℓ
j=1(zj−wj). Since
Qn =
ℓ∏
j=1
En(zj)
En(wj) =
ℓ∏
j=1
ψn(e
izj/n)e−izj/2
ψn(eiwj/n)e−iwj/2
,
and ψn = pn, the first case of (182) follows. The second case follows after conjugation.
Remark 70. The same proof works for random measures supported on n points on the
unit circle, with Verblunsky coefficients γ0, . . . , γn−1 satisfying the following condition.
Given |γj|, 0 ≤ j ≤ n− 1 the arguments of γj are independent and uniformly distributed
on [0, 2π].
The following lemma is related to Lemma 67 through a Cayley transform.
Lemma 71. Suppose that aj , bj, cj , dj ∈ C with cj 6= 0 and |dj| < |cj|. Then
1
2π
∫ 2π
0
k∏
j=1
aj − eitbj
cj − eitdj dt =
k∏
j=1
aj
cj
.
Proof. We can rewrite the left hand side as a complex line integral on the unit circle as
1
2πi
∮
⊙
1
z
k∏
j=1
aj − zbj
cj − zdj dz.
The integrand has poles at 0 and at
cj
dj
, 1 ≤ j ≤ k. Because of our conditions the only pole
inside the unit circle is 0, and the residue is
∏
j
aj
cj
.
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A Law of iterated logarithm for Brownian integrals
Theorem 72. For every a > 2, b < 1/2 there is a constant c so that
P
(
sup
t>0
B(t)2/t− a log(1 + |log t|) > y
)
≤ ce−by for all y ≥ 0. (184)
This is an effective small and large-time version of the upper bound in the law of
iterated logarithm. By setting t = 1 inside the supwe get B(1)2, which shows that the rate
of the exponential decay cannot be more than 1/2. The lower bound 2 on the parameter a
is sharp by the usual law of iterated logarithm.
Proof. Let f, g : (−1,∞)→ R be non-decreasing functions and ε ∈ (0, 1). If f(t) > g(t) for
t ≥ 0 then f(s) ≥ g(s− ε) for s ∈ [t, t + ε]. Hence
1(f(t) ≥ g(t) for some t ≥ 0) ≤ 1
ε
∫ ∞
0
1(f(s) ≥ g(s− ε))ds. (185)
Let B¯t = max0≤s≤t |Bs|, and apply (185) to f(t) = B¯(et)2 and g(t) = et(y+a log(1+ t)). The
expectation of the resulting inequality bounds P (supt≥1B
2
t /t− a log(1 + log t) > y) above
as
P (B¯(et)2 ≥ g(t) for some t ≥ 0) ≤ 1
ε
∫ ∞
0
P (B¯(es)2 ≥ es−ε(y + a log(1 + s− ε))ds. (186)
Since max0≤r≤1B(r) is distributed as |B(1)|, union and Gaussian tail bounds yield
P (B¯(es)2 ≥ esx) = P (B¯(1)2 ≥ x) ≤ 2P (B(1)2 ≥ x) ≤ 2e−x/2.
Thus the right hand side of (186) is bounded above by
2
ε
∫ ∞
0
e−e
−ε(y+a log(1+s−ε))/2ds =
4(1− ε)1−e−εa/2e−e−εy/2
(ae−ε − 2)ε .
Tomake the last step valid and to get the required bound we need ae−ε > 2 and e−ε/2 > b,
so we choose ε < min(1, log(a/2), log(1/(2b)). Time inversion Bt → tB(1/t) gives the same
bound for the supremum for 0 < t ≤ 1, from which (184) follows.
We apply Theorem 72 to estimate the growth of Brownian integrals.
Proposition 73. Suppose that B is two-sided Brownian motion and xu, u ≤ 0 is adapted to the
filtration generated by its increments. Assume further that there is a random variable C and a
constant a > 0 so that |Xu| ≤ Ceau for u ≤ 0. Then
|
∫ u
−∞
XudB| ≤ 2C√
a
eau (Z + log(1 + 2a|u|) + |log a|+ log(1 + 2|logC|)) for all u ≤ 0,
so the left hand side is well defined. With an absolute constant c, the random variable Z satisfies
P (Z > y) ≤ ce−y, y ≥ 0. (187)
66
Proof. We have ∫ u
−∞
X2s ds ≤
∫ u
−∞
C2e2asds =
C2
2a
e2au <∞,
so the processMu =
∫ u
−∞XudB is well defined. Moreover,
[M ]u ≤ C
2
2a
e2au, for all u ≤ 0. (188)
By the Dubins-Schwarz theorem there is a Brownian motion W (x), x ≥ 0 so that Mu =
W ([M ]u). Let
Z = 1
3
sup
x>0
(W (x)2/x− 3 log(1 + |log x|)).
By Theorem 72 this random variable satisfies (187), and for u ≤ 0 we have
M2u ≤ 3[M ]uZ + 3[M ]u(1 + log(1 + |log[M ]u|)).
The function x(1 + log(1 + |log x|)) is increasing, so by (188) we also get
M2u ≤
3C2
2a
e2au
(
Z + 1 + log(1 + |log C
2
2a
e2au|)). (189)
For x, y > 0 we have |log(xy)| ≤ |log x| + |log y|, log(1 + x + y) ≤ log(1 + x) + log(1 + y),
and log(1 + x) ≤ x. Using these bounds repeatedly we get
log(1 + |log C
2
2a
e2au|) ≤ log(1 + 2|logC|+ |log 2a|+ 2a|u|)
≤ log(1 + 2a|u|) + log 2 + |log a|+ log(1 + 2|logC|).
Take square roots in (189) and use the inequality
√
1 + y ≤ 1 + y for y > 0. For q fixed,
Z + q satisfies the same tail bound as Z with a different c. This implies the claim.
B Moment bounds for an almost linear SDE
The following lemma is used when calculating moments of ratios of ζ .
Lemma 74. Consider the diffusion
dX = Y dt+ ZdW, (190)
with |Y | ≤ a|X|, |Z| ≤ b|X|, and a, b and E|X20 | finite. Then for any t ≥ 0
E|Xt|2 ≤ E|X0|2e(2a+2b2)t, EXt = EX0 +
∫ t
0
EYsds.
In particular, if Y = ηX for η ∈ C then EXt = EX0eηt.
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Proof. Let τc be the first time |Xt| ≥ c. By Itoˆ’s formula∫ τc∧s
0
d|X|2 =
∫ τc∧s
0
2ℜ(X¯ZdW ) + (2ℜXY¯ + 2|Z|2)dt.
In the interval [0, τc ∧ s] the quadratic variation is bounded, so
Mt = |Xt∧τc |2 −
∫ t∧τc
0
(2ℜXsY¯s + 2Z2s ) ds
is a martingale, and
E|X2t∧τc| = E
∫ t∧τc
0
(2ℜXsY¯s + 2Z2s ) ds ≤ (2a+ 2b2)E
∫ t∧τc
0
|X|2ds. (191)
Since ∫ t∧τc
0
|X|2ds =
∫ t
0
|X|21(s ≤ τc)ds ≤
∫ t
0
|X|2s∧τcds
we have E|X2t∧τc | ≤ E|X20 |e(2a+2b
2)t by Gronwall’s inequality. Fatou’s lemma gives
E|X2t | ≤ E|X20 |e(2a+2b
2)t
as well. From this we see that the quadratic variation of
∫ t
0
ZdW has finite expectation,
so it is a martingale. Thus we can take expectations in (190) which gives (191). The last
claim follows from solving the equation EXt = EX0 + η
∫ t
0
EXsds.
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