Abstract. A superconvergence error estimate for the gradient approximation of the second order elliptic problem in three dimensions is analyzed by using weak Galerkin finite element scheme on the uniform and non-uniform cubic partitions. Due to the loss of the symmetric property from two dimensions to three dimensions, this superconvergence result in three dimensions is not a trivial extension of the recent superconvergence result in two dimensions [22] from rectangular partitions to cubic partitions. The error estimate for the numerical gradient in the L 2 -norm arrives at a superconvergence order of O(h r )(1.5 ≤ r ≤ 2) when the lowest order weak Galerkin finite elements consisting of piecewise linear polynomials in the interior of the elements and piecewise constants on the faces of the elements are employed. A series of numerical experiments are illustrated to confirm the established superconvergence theory in three dimensions.
1. Introduction. Superconvergence is a phenomenon where the numerical solution converges to the exact solution at a rate faster than generally expected. Superconvergence has been widely used in post-processing techniques to yield a more accurate approximation [7] . Superconvergence has also been employed by the mesh refinement and adaptivity [48, 51] to yield a posterior error estimator [1, 4, 8, 52, 53] . There has been a variety of research work in superconvergence based on finite difference methods [9, 10] , finite element methods [2, 3, 4, 5, 39, 54, 55] , discontinuous Galerkin methods [6] , hybridized discontinuous Galerkin methods [25] , smoothed finite element methods [24] , and weak Galerkin finite element methods [11, 22, 23, 20, 34, 37] .
In this paper, we are concerned with new developments of superconvergence of weak Galerkin finite element method for second order elliptic boundary value problem (BVP) in three dimensions. To this end, we consider the second order elliptic problem in three dimensions: Find u = u(x, y, z) satisfying −∇ · (A∇u) =f, in Ω, u =g, on ∂Ω, (1.1) where Ω is an open bounded domain in R 3 with Lipschitz continuous boundary ∂Ω; f = f (x, y, z) ∈ H −1 (Ω) and g = g(x, y, z) ∈ H 1 2 (∂Ω) are given functions defined on Ω and the boundary ∂Ω, respectively. We assume that the diffusive coefficient tensor A = {a ij } 3×3 is uniformly bounded, symmetric, and positive definite in Ω.
The weak formulation of the second order elliptic model problem (1.1) using the usual integration by parts is as follows: Find u ∈ H 1 (Ω) satisfying u = g on ∂Ω, such that (1.2) (A∇u, ∇v) = (f, v), ∀v ∈ V, where V = {v ∈ H 1 (Ω) : v = 0 on ∂Ω}.
Superconvergence for the gradient of the finite element approximation for the second order elliptic boundary value problem has been an active research topic for many years [3, 13, 15, 16, 30, 33] . There have been various numerical methods for solving the second order elliptic equations (1.1), such as finite element methods, finite volume methods, and finite difference methods etc. We shall focus on a newly-developed numerical method named "weak Galerkin finite element method (WG-FEM)" which is a natural extension of the classical Galerkin finite element methods. WG-FEM has several advantages over the classical Galerkin finite element methods: (1) WG-FEM is flexible to use discontinuous functions with interior information and boundary information; (2) WG-FEM is flexible to use polygons in two dimensions or polyhedra in three dimensions in mesh generation; (3) WG-FEM is stable and preserves the physical properties. WG-FEM has been widely applied to solve various partial differential equations such as elliptic interface problem [26] , Maxwell's equations [43, 31, 27] , the Helmholtz equation [28] , wave equation [14] , Stokes equations [23, 49] , the divcurl system [44] , the biharmonic problem [45, 47] , the Cahn-Hilliard equation [36] , the singularly perturbed convection-diffusion-reaction problems [19] etc. Recently, the primal-dual weak Galerkin finite element method has been successfully developed to solve challenging problems such as the second order elliptic equation in non-divergence form [35] , the Fokker-Planck equation [40] and the elliptic cauchy problems [41, 42] .
Some superconvergence results were observed in the numerical experiments of WG-FEM method on uniform meshes for the gradient approximation for the elliptic equation in three dimensions (see ∇ d e h in Table 4 .11 [29] ) and the wave equation (see ∇ w (e h ) in Table II [14] ). The numerical results in [35] showed the superconvergence rate O(h 4 ) in the discrete L 2 -norm on uniform triangular partitions. Recently, the superconvergence theory based on WG scheme has been developed and analyzed on non-uniform rectangular partitions for the second order elliptic problem [22] and stokes equation [23] , respectively. In [37] , a superconvergence in L 2 -norm was proved between the L 2 projection of the exact solution and its numerical approximation. In [11] , the authors studied the H 1 -superconvergence of the WG-FEM method by L 2 projections introduced in [32] , and derived a superconvergence rate O(h 1.5 ) or better by using the lowest order weak Galerkin element approximations for the elliptic problem.
There are some superconvergence results in three-dimensions in the literature [2, 10, 12, 16, 17, 21, 56] . The difficulty in the analysis of superconvergence for problems in three-dimensions lies in the loss of orthogonality and/or symmetry compared with the analysis for problems in two dimensions. In this paper, we shall extend the superconvergence result in [22] for the second order elliptic problem (1.1) from two dimensions to three dimensions. This is a non-trivial extension of [22] in both the analysis and numerical experiments. The main difficulty in this paper compared with [22] lies in that the symmetric property for the rectangular partitions in two dimensions is not available for the cubic partition in three dimensions. The innovative contribution in this paper is to develop the superconvergence order O(h r )(1.5 ≤ r ≤ 2) for the numerical gradient for the second order problem in three dimensions.
The rest of this paper is organized as follows. In Section 2, we simply review the weak gradient operator as well as its discrete version. Section 3 is devoted to reviewing the WG-FEM finite element scheme for the second order elliptic problem (1.1) in three dimensions. A simplified WG-FEM scheme is derived in Section 4. The error equation for the simplified WG scheme is developed in Section 5. In Section 6, some technical results are provided which are useful in the analysis of the superconvergence of WG method. Superconvergence theory is established in Section 7. In Section 8, a variety of numerical experiments are demonstrated to verify the established superconvergence theory.
2. Weak Gradient and Discrete Weak Gradient. The classical gradient operator is the differential operator used in the weak formulation (1.2) of the second order elliptic model problem (1.1). In this section, we will briefly review the weak gradient operator as well as its discrete version which were first introduced in [37, 38] .
Let T be any polyhedral domain with boundary ∂T . Denote by v = {v 0 , v b } a weak function on T , where the first and second components v 0 and v b represent the information of v in the interior and on the boundary of T , respectively. Note that v b may not necessarily be related to the trace of v 0 on the boundary ∂T . However, it is feasible to take v b as the trace of v 0 on ∂T .
We introduce the space of the weak functions on T , denoted by W (T ); i.e.,
The weak gradient of v ∈ W (T ), denoted by ∇ w v, is defined as a linear functional in the dual space of [
where n is the unit outward normal direction to ∂T .
Denote by P r (T ) the set of polynomials on T with total degree no more than r. A discrete version of ∇ w v for any v ∈ W (T ), denoted by ∇ w,r,T v, is defined as the unique vector-valued polynomial in [P r (T )] 3 satisfying
3. Weak Galerkin Finite Element Scheme. Let T h be a polyhedral partition of the domain Ω ⊂ R 3 which is shape regular as specified in [38] . Denote by E h the set of all flat faces in T h , and E 0 h = E h \ ∂Ω the set of all interior flat faces. Denote by h T the size of the element T ∈ T h and h = max T ∈T h h T the mesh size of the partition T h .
Let k ≥ 1 be a given integer. We introduce the local discrete weak finite element space on each element T ∈ T h , denoted by V (T, k); i.e.,
Patching V (T, k) over all the elements T ∈ T h through a common value v b on the interior interface E 0 h gives rise to a global weak finite element space V h ; i.e.,
We further introduce the subspace of V h with vanishing boundary values, denoted by V 0 h ; i.e.,
For any v ∈ V h , denote by ∇ w v the discrete weak gradient ∇ w,k−1,T v computed by using (2.2) on each element T ; i.e.,
For simplicity of notation and without confusion, we shall use ∇ d to denote ∇ w,k−1 ; i.e.,
For any u = {u 0 , u b } and v = {v 0 , v b } in V h , we introduce the following two bilinear forms; i.e.,
where ρ > 0 is a parameter, and Q b is the usual L 2 projection operator from L 2 (F ) onto P k−1 (F ).
We are in a position to review the weak Galerkin finite element method for the second order elliptic model problem (1.1) based on the weak formulation (1.2) [37, 22] .
where Q b g is a suitably-chosen projection operator of the Dirichlet boundary data g onto the space of polynomials of degree k − 1.
The approximate boundary data Q b g may be chosen as
where ε b is a small perturbation of the L 2 projection Q b g. A special example of the perturbation term is given by ε b = 0 such that Q b g = Q b g. However, a nonzero perturbation ε b is necessary in the analysis of the superconvergence of the weak gradient approximation.
Note that the coefficient matrix of (3.1) is symmetric and positive definite for any ρ > 0. Thus, the system (3.1) is solvable.
Simplified Weak Galerkin Algorithm.
In what follows of this paper, we shall focus on the lowest order of WG finite element, i.e., k = 1. More precisely, the WG finite element u h is a piecewise linear polynomial in the interior and a piecewise constant on the boundary. The discrete weak gradient ∇ d u h is a piecewise vectorvalued constant.
A weak function v = {v 0 , v b } ∈ V h can be rewritten as
which, for simplicity of notation and without confusion, will be denoted by v = v 0 +v b . Denote by V 0 = {v 0 = {v 0 , 0} ∈ V h } the interior space, and V b = {v b = {0, v b } ∈ V h } the boundary space, respectively. It is easy to check that ∇ d v 0 = 0 from the definition of discrete weak gradient (2.2). Thus, the weak Galerkin algorithm (3.1) can be simplified as follows:
We introduce an extension operator S mapping v b ∈ P 0 (∂T ) to a function in
This implies
h in (4.1), and using (4.3), we obtain a simplified weak Galerkin finite element scheme.
5. Error Equations. In this section, we will derive an error equation for the simplified weak Galerkin finite element algorithm (4.4), which will play an important role in the analysis of the superconvergence error estimates in Section 7. For the convenience of analysis, we assume the coefficient tensor A in the model problem (1.1) is a piecewise matrix-valued constant with respect to the finite element partition T h . However, the results can be generalized to the variable coefficient tensor A without any difficulty, provided that the coefficient tensor A is piecewise smooth.
On each element T ∈ T h , denote by Q 0 and Q b the usual L 2 projection operators onto P 1 (T ) and P 0 (F ), respectively. Denote by Q h the usual L 2 projection opera-
3 . The L 2 projection operators Q b and Q h satisfy the commutative property [37, 22] : 
is a linear functional on V b .
Proof. The proof is similar to the proof of Lemma 5.1 in [22] , and therefore the details are omitted here.
6. Technical Estimates. We consider the second order elliptic model problem (1.1) on the unit cubic domain Ω = (0, 1)
3 . Let the domain Ω be partitioned into cubic elements as the Cartesian product of three partitions ∆ x , ∆ y and ∆ z on the unit interval (0, 1): 
′ , and n 6 = (0, 0, 1) ′ , respectively.
On the element T , denote by v bp the value of v b on the face F p , p = 1, . . . , 6. Using (2.2), we have
which gives
For any linear function ψ ∈ P 1 (T ), it is easy to see that Q b ψ = ψ(M p ) on each face F p . It thus follows from (4.2) that
Furthermore, there holds
Proof. From the definition of the extension function S(v b ), we have
Letting ψ = 1 in (6.2) gives
which leads to
Similarly, setting ψ = x − x c , ψ = y − y c , and ψ = z − z c in (6.2) yields
Therefore, (6.7) can be rewriten as follows
Similarly, we obtain
This completes the proof of the Lemma.
We now focus on the two terms on the right-hand side of the error equation (5.2), where the first term 
Hence, S(v b ) − v b has the same value along the flat faces F 1 and F 2 at the symmetric points (x i−1 , y, z) and (x i , y, z). Likewise, S(v b ) − v b has the same value along the flat faces F 3 and F 4 at the symmetric points (x, y j−1 , z) and (x, y j , z), and has the same value along the flat faces F 5 and F 6 at the symmetric points (x, y, z s−1 ) and (x, y, z s ), respectively. It thus follows that
Since S(v b ) − v b has the same value at the symmetric points (x i−1 , y, z) and (x i , y, z), this boundary function on the flat faces F 1 and F 2 can be extended to the cubic element T by assigning the value (S(v b ) − v b )(x i−1 , y, z) along each face parallel to the flat face F 1 (or F 2 ). Denote this extension by χ 1 ; i.e., (6.9)
Similarly, denote by χ 2 the extension function of
Likewise, we define
It follows from Lemma 6.1 and (6.1) that
where χ i (i = 1, 2, 3) are the extension functions defined in (6.9)-(6.11), and
∂z , respectively. The remainder term R 1 (T ) satisfies the following estimate
Proof. Using the definition of χ i in (6.9)-(6.11), (6.8) , and the usual integration by parts, we obtain
Since χ 1 is linear in both the y-direction and the z-direction, and is constant in the x-direction, we have
which, together with the usual integration by parts, gives
Similarly, there holds
where
Likewise, we have
Substituting the above three identities into (6.15) gives
where the remainder term R 1 (T ) is given by
Using the Cauchy-Schwarz inequality and (6.12), there holds
Each of the rest five terms in the remainder term R 1 (T ) in (6.16) can be estimated in a similar way. This completes the proof of the Lemma.
The following Lemma shall provide an estimate for the second term on the righthand side of the error equation (5.2).
Lemma 6.3. Under the assumptions of Lemma 6.2, there holds
17)
where A 1 = 1 6 and the remainder term R 2 (T ) satisfies
Here we define
Proof. Using (4.2), (6.9)-(6.11), Lemma 6.1, and (6.12), we have
udF is the average of u on the flat face F i . Using the Euler-MacLaurin formula gives
where E 1 (x) and E 3 (z) are the cubic polynomials in both the x-direction and the zdirection.
Similarly, we arrive at
where E 2 (y) is the cubic polynomial in the y-direction.
Substituting (6.21) -(6.22) into (6.20) and using (6.12), we have
where the remainder R 2 (T ) is given by
Similar to the proof of (6.14), it is easy to arrive at (6.18) . This completes the proof of the Lemma.
7. Superconvergence. In this section, we shall establish the superconvergence error estimates for the simplified weak Galerkin finite element scheme (4.4) for solving the three dimensional second order model problem (1.1) on the cubic partitions.
is the exact solution of the second order elliptic model problem (1.1) in three dimensions. Let u b ∈ V b be the weak Galerkin finite element solution arising from the simplified WG scheme (4.4) satisfying the boundary condition
where R 4 (v b ) is the remainder satisfying
Proof. It follows from (5.3), Lemma 6.2 and Lemma 6.3 that
Using the usual integration by parts yields
Similarly, we have
Likewise, there holds
Substituting the above identities into (7.3) gives rise to
where the remainder term R 3 (T ) is given by
From the definition of Q b and the usual integration by parts, we arrive at
(7.10)
Using (6.12) and (7.5)-(7.10), (7.4) can be rewritten as 11) where the remainder term R 4 (T ) is given by
Letting
Thus, (7.11) is rewritten as
where we use (4.2) on the last line. Substituting (7.12) into (5.2) we obtain
Letting e b = e b + h 2 w b , we arrive at
It is easy to see from the definition of w b that
from which, (7.2) is obtained in a similar way of the proof of (6.14). This completes the proof of the theorem.
For the second order elliptic problem (1.1) in three dimensions with the homogeneous Dirichlet boundary value, we have w b ∈ V 0 b . Letting v b = e b in (7.1) gives a superconvergence estimate
For the second order elliptic problem (1.1) in three dimensions with the nonhomogeneous Dirichlet boundary condition, we have
In order to obtain a superconvergence estimate, we enforce a computational solution u b satisfying the following condition:
The above boundary condition is able to be implemented if w b | ∂Ω is computable without any prior knowledge of the exact solution u. The following theorem and corollary assume that w b | ∂Ω is computable. 
It follows from (7.2), (7.14), (6.19 ) and the Cauchy-Schwarz inequality that
This completes the proof of the theorem.
We can see from (7.15 ) that the standard L 2 projection of Dirichlet data g is perturbed by
on boundary faces parallel to the flat face F 1 (or F 2 ),
on boundary faces parallel to the flat face F 3 (or F 4 ), and
on boundary faces parallel to the flat face F 5 (or F 6 ). For the Dirichlet boundary value problem with a diagonal diffusive tensor A = (a 11 , 0, 0; 0, a 22 , 0; 0, 0, a 33 ), the perturbation ε b is computable using the boundary data g and thus the mixed partial derivatives of u are not needed. The following superconvergence estimate is particularly for the second order elliptic problem in three dimensions with a diagonal diffusive tensor A.
is the exact solution of the model problem (1.1) in three dimensions with a diagonal diffusive tensor A = (a 11 , 0, 0; 0, a 22 , 0; 0, 0, a 33 ). Let u b ∈ V b be the weak Galerkin finite element solution arising from the scheme (4.4) with the boundary values specified as follows: on the boundary faces which are parallel to the flat face F 1 (or F 2 ), let
on the boundary faces which are parallel to the flat face F 3 (or F 4 ), let
and on the boundary faces which are parallel to the flat face F 5 (or F 6 ), let
There holds
Proof. Note that the perturbation ε b is of the order O(h 2 ). It follows from Theorem 7.2 that
which combined with the commutative property (5.1), yields
This completes the proof of the corollary.
For the model problem (1.1) in three dimensions with arbitrary diffusive coefficient A, the following superconvergence error estimate holds true. 
Proof. The proof is the similar to the proof of Theorem 6.7 in [22] , and therefore the details are omitted here. 
Proof. Using Theorem 7.1, Lemma 6.1 and the error equation (7.13) concludes the corollary. Details are omitted here due to page limitation.
Numerical Experiments.
In this section, a series of numerical tests will be demonstrated for the simplified WG algorithm (4.4) for solving the second order elliptic problem (1.1) in three dimensions to verify the superconvergence error estimates established in the precious sections.
The numerical tests are based on the lowest order (i.e., k = 1) of weak functions on the uniform and non-uniform cubic partitions of the unit cube Ω = (0, 1)
3 . More precisely, the local weak finite element space is given by
Let u be the exact solution of the model problem (1.1). The error function e h is given by e h = Q h u − u h = {e 0 , e b } where e 0 = Q 0 u − S(u b ) and e b = Q b u − u b . The error functions are measured in various norms as follows:
where M c is the center of the cubic element T .
Numerical experiments for constant diffusion tensor A. Test Case 1 (Homogeneous BVP)
In this set of tests, the diffusive coefficient tensor A is an identity matrix and the exact solution is u = sin(πx) sin(πy) sin(πz). This is a homogeneous boundary value problem on the domain Ω = (0, 1)
3 .
Tables 8.1 -8.4 illustrate the numerical results on the uniform and non-uniform cubic partitions with the stabilization parameters ρ = 6 and ρ = 1, respectively. These results show that the convergence rate for the error e b in H 1 -norm is of order O(h 2 ), which is consistent with the conclusion in Corollary 7.3. We also compute the convergence rates for the error functions in ||·|| 1,⋆ norm and · 1,1 norm which seem to be in the superconvergence order of O(h 2 ), although there are not any corresponding theories available in this paper.
It is interesting to see from Table 8.1 and Table 8 .3 that the numerical results corresponding to stabilization parameters ρ = 1 and ρ = 6 are very close to each other. Furthermore, we compute the numerical results for some other stabilization parameter ρ = 0.01, 0.1, 2, 5, and we found the numerical results are still very close to the results in Table 8 .1. Due to page limitation, we shall not demonstrate the numerical results for ρ = 0.01, 0.1, 2, 5 in this paper. Interested readers are welcome to draw their own conclusions for this phenomenon. Test Case 2 (Nonhomogeneous BVP) In this set of tests, the exact solution is u = cos(x) sin(y) cos(z) and the coefficient matrix A is an identity matrix. This is a non-homogeneous boundary value problem on the domain Ω = (0, 1)
In Tables 8.5 -8.6, we employ the perturbed L 2 projection defined in (7.17)-(7.19) Table 8 .3 Test Case 1: Convergence of the lowest order WG-FEM on the unit cubic domain with exact solution u = sin(πx) sin(πy) sin(πz), uniform cubic partitions, stabilization parameter ρ = 1. and stabilization parameter ρ = 1. The numerical results demonstrate that ∇ d e b 0 converges in the superconvergence order of O(h 2 ), which perfectly consists with Corollary 7.3. In Tables 8.7 -8.8, we use the usual L 2 projection (i.e., the perturbation term ε b = 0) and stabilization parameter ρ = 1. Table 8 .7 shows the convergence rate for ∇ d e b 0 is in a superconvergence order of O(h 2 ), which is in great consistency with Corollary 7.5, since the exact solution satisfies u xx = u yy = u zz , the coefficient matrix A is an identity matrix, and the partitions is uniform. Table 8 .8 shows that the superconvergence order in H 1 -norm for e b seems to be r = 1.8, which is higher than our theory r = 1.5 in Theorem 7.4. Tables 8. 5-8.8 show that a perturbed L 2 projection does provide a better numerical solution than the usual L 2 projection.
Tables 8.9 -8.11 show the numerical results for the stabilization parameter ρ = 6. Note that the perturbed L 2 projection defined in (7.17)-(7.19) turns to be the usual L 2 projection for the stabilization parameter ρ = 6 on the uniform partitions. Table  8 .9 shows the convergence rate for ∇ d e b 0 for the usual L 2 projection on the uniform partitions is in the supconvergence order of O(h 2 ) which is consistent with Corollary 7.3. In Table 8 .10, the perturbed L 2 projection on the non-uniform partitions is used and the numerical results show the superconvergence order for ∇ d e b 0 is O(h 2 ), which consists with Corollary 7.3. In Table 8 .11, the usual L 2 projection on nonuniform partitions is employed and it seems that the convergence rate for ∇ d e b 0 is in the order of O(h 1.95 ), which is higher than O(h 1.5 ) in Theorem 7.4.
Test Case 3 (Nonhomogeneous BVP)
In this group of numerical tests, the coefficient tensor A is an identity matrix, the stabilization parameter is ρ = 1, and the exact solution is u = cos(πx) cos(πy)exp(z). This is a nonhomogeneous boundary value problem.
Tables 8.12-8.13 compare the performance on uniform cubic partitions when the perturbed L 2 projection and the usual L 2 projection are used, respectively. Table 8 .12 presents the convergence order for ∇ d e b 0 is in the superconvergence order of O(h 1.7 ) Table 8 .4 Test Case 1: Convergence of the lowest order WG-FEM on the unit cubic domain with exact solution u = sin(πx) sin(πy) sin(πz), non-uniform cubic partitions, stabilization parameter ρ = 1, and h = max(|ex|, |ey|, |ez|). Table 8 .5 Test Case 2: Convergence of the lowest order WG-FEM on the unit cubic domain with exact solution u = cos(x) sin(y) cos(z), uniform cubic partitions, stabilization parameter ρ = 1, and perturbed L 2 projection of the Dirichlet boundary data g by (7.17)- (7.19) . Table 8 .6 Test Case 2: Convergence of the lowest order WG-FEM on the unit cubic domain with exact solution u = cos(x) sin(y) cos(z), non-uniform cubic partitions, stabilization parameter ρ = 1, h = max(|ex|, |ey|, |ez|), and perturbed L 2 projection of the Dirichlet boundary data g by (7.17)-(7.19). Table 8 .7 Test Case 2: Convergence of the lowest order WG-FEM on the unit cubic domain with exact solution u = cos(x) sin(y) cos(z), uniform cubic partitions, stabilization parameter ρ = 1, and L 2 projection of the Dirichlet boundary data g. Table 8 .8 Test Case 2: Convergence of the lowest order WG-FEM on the unit cubic domain with exact solution u = cos(x) sin(y) cos(z), non-uniform cubic partitions, stabilization parameter ρ = 1, h = max(|ex|, |ey|, |ez|), and L 2 projection of the Dirichlet boundary data g. Table 8 .9 Test Case 2: Convergence of the lowest order WG-FEM on the unit cubic domain with exact solution u = cos(x) sin(y) cos(z), uniform cubic partitions, stabilization parameter ρ = 6, and L 2 projection of the Dirichlet boundary data g. Table 8 .10 Test Case 2: Convergence of the lowest order WG-FEM on the unit cubic domain with exact solution u = cos(x) sin(y) cos(z), non-uniform cubic partitions, stabilization parameter ρ = 6, h = (|ex| 2 +|ey| 2 +|ez| 2 ) 1 2 , and perturbed L 2 projection of the Dirichlet boundary data g by (7.17)- (7.19) . Table 8 .14 is in good consistency with the theory O(h 2 ). The convergence order in Table 8 .15 seems to be in the order O(h 1.7 ), which outforms the theory O(h 1.5 ).
Test Case 4 (Nonhomogeneous BVP) In this test, the exact solution is u = sin(x) sin(y) sin(z), the diffusive tensor is A = , and the stabilization parameter is ρ = 1. The numerical results shown in Table 8 .16 are based on the nonuniform cubic partitions and the usual L 2 projection. The numerical performance in Table 8 .16 is in great consistency with Theorem 7.4.
Test Case 5 (Nonhomogeneous BVP)
This test is in the following configuration: (1) The coefficient tensor A is an identity matrix; (2) the stabilization parameter ρ = 1; (3) the exact solution is u = cos(πx) sin(πy) cos(πz). The non-uniform cubic partition is generated by perturbing the uniform N × N × N cubic partition with a random noise. More precisely, for any element Table 8 .17 demonstrates that the superconvergence order is much better than our theory for Table 8 .11 Test Case 2: Convergence of the lowest order WG-FEM on the unit cubic domain with exact solution u = cos(x) sin(y) cos(z), non-uniform cubic partitions, stabilization parameter ρ = 6, h = (|ex| 2 + |ey| 2 + |ez| 2 ) 1 2 , and L 2 projection of the Dirichlet boundary data g. Table 8 .12 Test Case 3: Convergence of the lowest order WG-FEM on the unit cubic domain with exact solution u = cos(πx) cos(πy)exp(z), uniform cubic partitions, stabilization parameter ρ = 1, and L 2 projection of the Dirichlet boundary data g. Table 8 .13 Test Case 3: Convergence of the lowest order WG-FEM on the unit cubic domain with exact solution u = cos(πx) cos(πy)exp(z), uniform cubic partitions, stabilization parameter ρ = 1, and perturbed L 2 projection of the Dirichlet boundary data g by (7.17)- (7.19) . Table 8 .14 Test Case 3: Convergence of the lowest order WG-FEM on the unit cubic domain with exact solution u = cos(πx) cos(πy)exp(z), non-uniform cubic partitions, stabilization parameter ρ = 1, h = max(|ex|, |ey|, |ez|), and perturbed L 2 projection of the Dirichlet boundary data g by (7.17)- (7.19) . Table 8 .15 Test Case 3: Convergence of the lowest order WG-FEM on the unit cubic domain with exact solution u = cos(πx) cos(πy)exp(z), non-uniform cubic partitions, stabilization parameter ρ = 1, h = max(|ex|, |ey|, |ez|), and L 2 projection of the Dirichlet boundary data g. Table 8 .16 Test Case 4: Convergence of the lowest order WG-FEM on the unit cubic domain with exact solution u = sin(x) sin(y) sin(z), non-uniform cubic partitions, stabilization parameter ρ = 1, h = max(|ex|, |ey|, |ez|), and L 2 projection of the Dirichlet boundary data g. The coefficient matrix is a 11 = 10, a 12 = 3, a 13 = 1, and a 22 = 2,a 23 = 1,a 33 = 2. the usual L 2 projection. Table 8 .18 shows that the superconvergence rate is in good consistency with the theory for the perturbed L 2 projection. Table 8 .17 Test Case 5: Convergence of the lowest order WG-FEM on the unit cubic domain (0, 1) 3 with exact solution u = cos(πx) sin(πy) cos(πz), non-uniform cubic partitions, the coefficient matrix is identity, stabilization parameter ρ = 1, and L 2 projection of the Dirichlet boundary data g. Table 8 .18 Test Case 5: Convergence of the lowest order WG-FEM on the unit cubic domain (0, 1) 3 with exact solution u = cos(πx) sin(πy) cos(πz), non-uniform cubic partitions, the coefficient matrix is identity, stabilization parameter ρ = 1, and perturbed L 2 projection of the Dirichlet boundary data g by (7.17)- (7.19) . Test Case 6 (Nonhomogeneous BVP) This test has the following configuration: (1) The coefficient tensor A is an identity matrix; (2) the stabilization parameter is ρ = 1; (3) the exact solution is u = cos(πx) sin(πy) cos(πz). The non-uniform cubic partitions is obtained in the same perturbation method as in Test Case 5. Table 8 , and Table 8 .19 Test Case 6: Convergence of the lowest order WG-FEM on the unit cubic domain (0, 1) 3 with exact solution u = cos(πx) sin(πy) cos(πz), non-uniform cubic partitions, stabilization parameter ρ = 1, and L 2 projection of the Dirichlet boundary data g. Table 8 .20 Test Case 6: Convergence of the lowest order WG-FEM on the unit cubic domain (0, 1) 3 with exact solution u = cos(πx) sin(πy) cos(πz), non-uniform cubic partitions, stabilization parameter ρ = 1, and perturbed L 2 projection of the Dirichlet boundary data g by (7.17)- (7.19) . Table 8 .21 for i = 1, 2. The stablization parameter is ρ = 1. Table 8 .22 presents that the convergence rate for ∇ d e b 0 is in the superconvergence order O(h 1.8 ) on the non-uniform partitions with the usual L 2 projection, which is better than the theory O(h 1.5 ). 8.3. Numerical experiments for variable diffusive tensor A. Test Case 8 (Nonhomogeneous BVP) We consider a nonhomogeneous boundary value problem with the exact solution u = sin(x) sin(y) sin(z). The coefficient tensor A is a Convergence of the lowest order WG-FEM on the unit cubic domain with exact solution u = sin(x) sin(y) sin(z), non-uniform cubic partitions, stabilization parameter ρ = 1, h = max(|ex|, |ey|, |ez|), and L 2 projection of the Dirichlet boundary data g. The coefficient matrix is a 11 = 1 + x 2 , a 12 = xy/4, a 13 = xz/4, a 22 = 1 + y 2 , a 23 = yz/4, and a 33 = 1 + z 2 . Test Case 9 (Reaction-diffusion equation) Consider the reaction-diffusion model:
−∆u + cu =f in Ω = (0, 1) 3 , u =g on ∂Ω,
where the reaction coefficient is c = 2. The stabilizer parameter is ρ = 1, and the exact solution is u = x(1 − x)y(1 − 2y)z(1 − 3z). The non-uniform cubic partitions and the usual L 2 projection are taken in the test. Table 8 .24 indicates that the convergence order for ∇ d e b 0 seems to be in a superconvergence order of O(h 1.7 ). It should be pointed out that the reaction-diffusion model is not the second order elliptic model for which the superconvergence theory is established in the paper. However, the numerical results demonstrate a good computational performance of the WG finite element method for the reaction-diffusion model. In summary, the superconvergence theory established in this paper is well verified by various numerical experiments. It is exciting that the convergence rate for ∇ d e b 0 is higher than the conclusion O(h 1.5 ) in Theorem 7.4 when the usual L 2 projection is taken. The numerical results show that the numerical solution related to the perturbed L 2 projection does perform better than the numerical solution related to the usual L 2 projection. Furthermore, the numerical solution for the reaction-diffusion equation shows a superconvergence error estimate by using the weak Galerkin scheme. Table 8 .24 Test Case 9: Convergence of the lowest order WG-FEM on the (0, 1) 3 with exact solution u = x(1 − x)y(1 − 2y)z(1 − 3z), non-uniform cubic partitions, stabilization parameter ρ = 1, h = max(|ex|, |ey|, |ez|), and L 2 projection of the boundary data g. Wang in NSF for his invaluable discussion and suggestion for this paper.
