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After demonstrating the existence of nontrivial information lossless parallel maps 
on one-dimensional iterative array configurations, algorithms are presented for deciding 
the injectivity or surjectivity of the global maps given their defining local maps. 
Whether or not these properties are independent of neighborhood interconnection 
patterns is also considered. 
I. INTRODUCTION 
The tessellation structure is a formal model intended to capture the concept of a 
regular array of identical finite-state machines uniformly interconnected in the sense 
that each machine can directly receive information by means of interconnecting wires 
from a finite number of neighboring machines where the spatial arrangement of these 
neighboring machines is the same relative to each machine in the array. Array 
configurations, i.e., the (infinite) patterns of states formed by the states of the machines 
in the array, are transformed by local maps acting simultaneously onall neighborhoods 
of all machines. The global map on the set of all array configurations determined by 
a fixed local map acting simultaneously on all neighborhoods is called a parallel map. 
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Such arrays have been applied in such diverse areas as pattern recognition, e.g., 
Unger [1, 2], Beyer [3], and Smith [4]; machine self-reproduction, e.g., von Neumann 
[5], Thatcher [6], Codd [7], and Arbib [8]; information retrieval, e.g., Lee [9]; and 
evolution theory, e.g., Barricelli [10, 11]. The study of the theoretical properties of 
such devices constitutes a branch of the theory of automata commonly referred to as 
"cellular" or "tessellation" automata see, e.g., Smith [12, 13], Yamada-Amoroso 
[14-16], and Burks [17]. Questions of injectivity and surjectivity of parallel maps have 
repeatedly been involved in such theoretical studies. For example, the only scope-three 
injective and surjective parallel maps on the subclass C F of all finite array configurations 
were used to obtain the pattern decomposition results of [16]. Questions of injectivity 
and surjectivity of parallel maps are intimately related to questions of the existence 
of Garden-of-Eden array configurations [18, 19] which in turn relates to a limitation 
in processing power of the parallel map. Even though the hypothesized existence 
of such maps have played an important role in the development of the theory of 
tessellation arrays, we had not seen a proof of the existence of nontrivial injective 
parallel maps. 
In this report we demonstrate he existence of nontrivial injective (i.e., information 
lossless, or one-to-one) parallel maps, which appear to be quite rare. We then present 
algorithms for deciding the injectivity or surjectivity (onto) of the parallel map 
determined by an arbitrary scope-n local map. Finally, we consider the question of 
whether or not these properties of parallel maps are functions of the local maps only, 
or are dependent on neighborhood structure as well ? 
Our results will be limited to one-dimensional rrays only. Although the techniques 
we employ are in principle extendable to arrays of higher dimension, it turns out that 
they are difficult to manage beyond dimension one. Generalizations of our results to 
higher dimensions will most likely require a different approach. An algebraic framework 
for tessellation structures being developed by Goldman [20] appears promising. 
II. PRELIMINARIES 
The set Z of integers will be used to name the cells (finite-state machines) of the 
one-dimensional rray. If A is a finite nonempty set (the set of states of each cell), 
then a mapping c : Z ~ A will be called an (array) configuration. C will denote the set 
of all configurations (with respect o Z and A). The image of i under c E C will be 
written c(i) and wilt be referred to as "the contents of cell i in configuration c." 
An n-tuple (il ,... , i,), n ~> 1, such that i~ < ij+l, 1 ~ j < n, called a neighborhood 
index, will be used to specify the immediate neighbors of any cell i. The neighbors 
of cell i are the cells i + i 1 , i + i 2 ..... i + i , .  
Given a one-dimensional rray over a set A and a neighborhood index (i 1 ..... i,~), 
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a mapping a : A n ~ A will be called a local map. Let a "global" map ~- : C --+ C be 
defined from local map cr as follows. 
r(c) = c' iff for any i ~ Z c'(i) = o(c(i + il), c(i + i2),..., c(i + in)). 
Such global maps defined in this way (from local maps) will be called parallel maps 
on the set of array configurations. Usually the symbol 0 is designated quiescent, and 
local maps are required to map neighborhood configurations consisting entirely of 
quiescent symbols to the quiescent symbol. Our results are independent of whether 
or not the quiescent symbol is considered. 
I I I .  SOME RESULTS CONCERNING INJECTIVE PARALLEL TRANSFORMATIONS 
Richardson [18] has recently shown that any injective parallel map ~- : C ~ C must 
also be surjective (onto), hence injectivity (one-to-one) and bijectivity (one-to-one 
and onto) are equivalent concepts with respect o parallel maps. 
A one-dimensional rray with a neighborhood index (i 1 ,..., in) where the integer 
components are consecutive, i.e., i~+ a = i t + 1, 1 <~ j < n, will be called a scope-n 
tessellation structure, and if A = {0, 1}, it is called a binary scope-n tessellation 
structure. A parallel map z will be called trivial if it can be defined from a local map 
of the form a : A --+ A, or equivalently, using a neighborhood structure with one 
component. It has been known for some time that there are no nontrivial injective 
parallel maps definable on binary scope-two or scope-three tessellation structures 
[16]. 
Patt [21] has shown that there are exactly four nontrivial injective parallel maps that 
will preserve quiescent neighborhoods for binary scope-four tessellation structures 
and exactly eight if no restrictions are considered (see appendix A). Note that there 
are 216 distinct parallel maps for such a structure. He has also proven (see [21]) that 
any local map a that defines an injective parallel map for any one-dimensional structure 
must have a "balanced" table in the sense that for any a, b ~ A, the set of all n-tuples 
(in A") mapped by a to a and the set of all n-tuples mapped by ~r to b have the same 
number of elements. That a balanced table is not a sufficient condition for the 
injectivity of the global map will be shown later (see Example 1). 
Let 1, 0 be any distinct elements of A, and let 1 k mean the k-tuple with each 
component al. For any m >/2  let ~m = 01 m0 and let ~ '  = 001m-10. It should be 
clear that for any fixed m ~ 2, a scope-(m + 2) tessellation structure with neighbor- 
hood structure ((--1), (0), (1) ..... (m)) can be defined to realize a parallel map ~" defined 
to have the following effect. I f  c ~ C contains ~m in any consecutive locations 
i + 1,..., i + m + 2, then c' = ~-(c), will contain ~m' in these locations, and vice versa. 
If  for any k ~ Z, c(k --  1), c(k),..., c(k + m) is not ~,, or am' , then c(k) = c'(k), a 
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defining r would be such that e(01"*0) = 0, e(001m-10) = l, and ~r(xix 2 "'" x~+2) = x~ 
otherwise. Since for any c c C, c = "r(r(c)) is injective. From these remarks one can 
easily complete the proof of the following. 
THEOREM 1. For any n >~ 3, there exist (nontrivial) injective parallel maps that can 
be defined for some scope-m tessellation structure, for some m > n, but not for any scope-n 
tessellation structure? 
It is known that for n = 2 or 3, there are scope-n parallel maps that are not equal to 
any composition of scope-(n - -  1) parallel maps. The question has been open for all 
n > 3. Each of the global maps for a scope-four tessellation structure defined from 
one of the local maps of Appendix A is an example of a scope-four map equal to no 
composition of scope-three parallel maps. This follows from the fact that no nontrivial 
injective scope-three parallel maps exist. 
IV. A DECISION PROCEDURE FOR GLOBAL SURJECTIVITY 
Given a local map cr : A s -+ A for a scope-n tessellation structure the question 
of whether or not the parallel map r : C ~ C, defined from e, is surjective can be 
determined by the following algorithm. Our algorithm will take the form of an attempt 
to construct a finite graph (a tree) each node of which will be a subset of all n-tuples 
in A n with equal images under e. If  the graph can be "completely" constructed, in a 
sense to be defined below, then r is surjective; otherwise, ~- is not surjective. 
The Construction Algorithm 
By inspection of the table for e, determine whether or not a symbol in A exists 
which is not the image of any n-tuple under e. I f  such a symbol exists, r defined from 
is not surjective; otherwise proceed. Select an element b E A and let the (unique) 
node at level 0 be the set of all n-tuples a i ".. as such that cr(a i "" as) = b. 
For each node N at level i, i ~ 0, construct for each aE  A, a node N ,  at level 
i + 1 as follows. If a i "-" a n is an element in the set corresponding to N, the set 
corresponding to N~ will consist of exactly those n-tuples az "" a n d, d E A, for which 
e(a2 "" as d) ---- a. A directed arc labeled a is then drawn from node N to node N a . 
If  for each a I -.. as in N there are no such elements d, then this node N ,  is not included 
in the graph and we say that node N is terminal in the graph. We will also say that 
symbol a made N terminal. 
x It might be remarked that if one does not distinguish behaviorally isomorphic structures, 
then any neighborhood can be reduced to size three. These ideas are discussed in detail in 
[15, 22]. 
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I f  during the construction process anumber of nodes appear at the same or different 
levels, all associated with the same subset of A n, then each will be a distinct node in 
the graph but only one, arbitrarily chosen, will be extended, i.e., only one will have 
directed arcs leaving it going to nodes at the next higher level. The equal set nodes 
not exended will be called frontier nodes. This construction process must eventually 
terminate since there is a bound on the number of possible subsets of A~. 
Before concluding the algorithm, we illustrate it with the following 
EXAMPLE i. For the binary scope-three tessellation structure ({0, I}, E 1, ((--2), 
(--1), (0)), T) consider the local map a : {0, 1} 3 -* {0, 1} defined by 
000 0 
001 0 
010 1 
011 0 
100 1 
101 1 
110 1 
111 0 
The graph for a is shown in Fig. 1. 
The conclusion of the algorithm is given in the following 
LEMMA 2. For an arbitrary tessellation structure, local map a determines a non- 
surjective parallel map iff the graph constructed above contains a terminal set. 
Proof. Suppose the node at level 0 contains the set of all n-tuples mapped by a to 
a ~ A, and suppose the graph contains a terminal node N made terminal by b E A, 
and suppose the finite sequence b 1 "-. bn of symbols "leads" from node N o at level 0 to 
node N by following directed arcs, i.e., there exists an arc labeled bI f rom N o to a node 
N1 at level 1, and an arc labeled b 2 from N t to a node N3 at level 2 ..... and an arc 
labeled bn from a node N,_ 1 to node N. From the construction process and since N is 
made terminal by b, it should be clear that any c ~ C with symbols ablb 3 ... b~b in any 
n + 2 consecutive locations can have no preimage under the parallel map r defined by 
a. Conversely, if r is nonsurjective, there exists a finite sequence ablb 2 ... bnb such that 
any configuration c containing this sequence in n + 2 consecutive locations can have 
no preimage under r. A detailed proof of this latter claim is given in [19]. Hence, in the 
graph, following arcs labeled consecutively bl... b~ from the node at level 0 must lead 
to a terminal node. 
PROPERTIES OF PARALLEL MAPS 453 
' i 
t~ 
g 
> 
M 
d ~ 
454 AMOROSO AND PATT 
EXAMPLE 2. 
defined by 
For a binary scope-four tessellation structure, consider local map a' 
0000 0 
0001 0 
0010 1 
0011 0 
0100 1 
0101 1 
0110 0 
0111 1 
1000 0 
1001 0 
1010 0 
1011 0 
1100 1 
1101 1 
1110 1 
1111 1 
The graph for a' is shown in Fig. 2. 
V. A DECISION PROCEDURE FOR GLOBAL INJECTIVITY 
Given a local map ~ : A n --+ A, an algorithm will now be described whereby the 
question of whether or not a defines an injective parallel map ~- : C -+ C for a one- 
dimensional scope-n tessellation structure can be answered. Our algorithm will be 
justified by the following result. 
LEMMA 3. For an arbitrary scope-n tessellation structure, suppose I A ]= h, 
parallel map ~ defined f rom local map a is injective, o~ 4: /3 are n-tuples such that 
~(~) = ~(/3), Cl , c 2 ~ C contain ~ and/3, respectively, in locations i --  n + 1,..., i for  
some i, and c17 and c2~" have the same symbols in all locations j , j  >~ i (i.e., 
(cx-r)j>~i = (c2-r)i>~i). Then for all p ~ i + k(~"-x), cl(p) = cz(p). Conversely, suppose 
for any ~ 4:/3 where ~(o 0 = ~(/3), and for any Cl , c 2 that contain ~ and/3, respectively, 
in locations i - -  n + 1,..., i for some i, (cl~')j~> i = (c2~-)j>~i implies ca(p) = c2( p) for all 
bikn-x'~ p >/ i  + .,~ j, then T is injective. 
Proof. Since we can assume a is balanced, there are k(~ "-I) possible sets containing 
two n-tuples {~,/3} such that ~ 4:/3 and a(~) = ~(/3). Suppose each consecutive n
locations between cell i - -  n + 1 and cell i + k(~ "-I) contain different n-tuples in c 1 
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OoO- 
2 
0 - - 0 - -  0 - -  
0 0 0 0  - - - -  
00- - - -  - - - -  
0 0 - - - - 0 - - 0 - -  
- - 0 0  - - 0 0  -- -- 
456 AMOROSO AND PATT 
and c a . Then there must exist j l  andj~. ,Jl < J2 ,  both in the above range, where the n 
consecutive ceils beginning with cell i - k  Jl contain in c 1 and c 2 distinct n-tuples ~' 
and/3' and the n consecutive cells beginning with cell i + j ,  contain in c I and c~ the same 
distinct n-tuples o~' and fl', perhaps in the reverse order. In either case this implies 
the existence of two different periodic configurations Cx' , c,' with the same image under 
r contradicting the assumed injectivity, q '  and c 2' would be of the form 
or  
! l ! 
~ " ' '0~ " ' '~  " ' "  
.../3, .../3, .. ./3 . . . .  
9 . . /3  . . . .  ~, . . . /3 ,  . . .  
Note that consecutive occurrences of o~' in the first case (c~',/3' in the second) may 
overlap with the same result holding. Hence, there must exist n consecutive locations 
i q- q,..., i -q- q q- n --  1 with the same contents in q and c 2 for some q, - -n  -q- 1 ~< 
q ~< k(g~-l). Suppose now there is a p >~ q such that Cl(p) ~ c2(p). Then the above 
argument can be repeated with p replacing i above. This would lead to the construction 
of two different configurations differing only for some locations between p and 
p -q- k(g ~-1) with the same image under ~-. This proves the first part of the lemma. 
For the converse, if T is not injective there are configurations c I 4: c~ with the same 
image under z. From c x , cz one can argue the existence of c~', c~ such that for some i, 
locations i -  n -k  1,..., i contain distinct n-tuples ~,/3 where a (a )= ~(/~) and 
c'~(r) :/= c~(r) for some r > i -[- k(g~-~). The argument is conceptually obvious and is 
omitted. 
The general algorithm will be presented concurrently with an example. 
Given an arbitrary local map ~r : A n ~ A for a scope-n tessellation structure with 
alphabet A of cardinality k we wish to determine whether or not parallel map 7 : C ~ C 
is injective. 
We can assume that a has a balanced table and that z has been shown to be surjective. 
For our running example we shall consider the binary scope-four tessellation structure 
and local map: 
0000 
0001 
0010 
0011 
0100 
0101 
0 
0 
1 
0 
1 
1 
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0110 0 
0111 1 
1000 0 
1001 0 
1010 0 
1011 0 
1100 1 
1101 1 
l l l0  1 
1111 1 
Step 1. Partition the n-tuple arguments for a into maximal classes with the same 
image under a. Since a is balanced, this will result in k classes each with k n-x members. 
a2 
a 3 
ekn I 
akn - I 
a 2 
I 
I 
P 
QI 
FIGURE 3 
a 
k n - I  2 
I 
(2 
n- I  
k -I  
3 
6 
8 
9 
I0 
fJ 
For our example we hove  
0 I 5 6 8 9 IO 
FIGURE 4 
4 
5 
7 
12 
~3 
[4 
15 
2 5 7 12 13 14 
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For our example, this yields: 
{0, 1 ,3 ,6 ,8 ,9 ,  10, 11} 
and 
{2, 4, 5, 7, 12, 13, 14, 15}, 
where we have used the decimal equivalents of the four-tuples considered as binary 
numerals. 
Step 2. For each of the k classes construct a sequent table as shown in Fig. 3. 
Note that ~,  ~2 ,..., ~ is an arbitrary ordering of the elements in a class. The 
sequent ables for the two classes in our example are shown in Fig. 4. 
Note that to each box there corresponds a unique two-element subset of some class, 
and conversely, to each two-element subset there corresponds a box. For each such 
two-element set {~, fl} of n-tuples, another two-element set {~', fl'} will be called a 
sequent set for the first set if the rightmost n --  1 symbols of ~ and fl agree, respectively, 
with the leftmost n --  1 symbols of ~' and fl' and a(~') = a(fl'). Note that ~' and fl' 
must be distinct to be considered a sequent set. 
Step 3. In each box, enter all sequent sets for the set corresponding to the box. 
I f  for some box there are none, enter an X instead and we say the box is crossed out. 
I f  for some box, corresponding say to {c~, fl}, there exists an n-tuple ~ such that the 
rightmost n --  1 symbols of a and fl are the same and agree with the leftmost n --  1 
symbols of y, then an @ is entered in the box. I f  some sequent set for {~, fl} is {~, fl} 
itself, then the algorithm terminates and we conclude that r is not injective; otherwise 
we proceed. 
At this point the sequent ables for our example are shown in Fig. 5. 
Step 4. Each table is reduced in the following way. If  {~, 3} is an entry in a box 
corresponding to {a, t3} and if the box corresponding to {~,, 3} has been crossed out, 
then put a cross through entry {~, 3} in box {~, fl}. I f  all entries in some box are crossed 
out then the box is considered crossed out. Iterate this process as far as possible. To  
illustrate, note that the box corresponding to {8, 10} is crossed out, therefore entry 
{8, I0} in the box {4, 5} is crossed out. Any box containing | is never considered 
crossed out. 
After the iteration process has ended for our example, the only boxes not crossed 
out are: 
2 4 5 7 0 6 
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2 - 12 7 -- 12 
2 -  13 7 - I~ 
o-,| o-3  0 -6  X 
I - -3  l - -6  
0 -3  ~ . /  3 -6  2 - -12  0 - -3  
1 -3  ~ 2 -7  2 - J3  I - 3 
2 - 4 4 - 7 4 -12  5-12 
2 - 5 5 --7 4 l l3  5"13 
0 -6  2 -7  ~ 7 -{2  0 -6  
I -6  3 -  6 /~- . .~  7 - - |3  I -- 6 
0 f 3 6 8 
2 -4  
2- -5  
2 - -7  4 - -7  
3 - -6  5 - -7  
9 I0 
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+ 
5 
7 
12 
13 
14 
2 
5 - I4  5 - t5  
8-10 9 - [0  
8-9  ~ is - f l  9-11  
~ 8-10 8-1 fO-II ~ 8-10 8-11 
9-10  9 - i l  (~) 9-10 9 - [ I  
4 -12  4. -,'3] 12-14 #3 -14 
4 ,5 7 12 13 14 
FlOURE 5 
Step  5. Assign a positive integer to each non-crossed-out box according to the 
following inductive rules: 
(1) A @ symbol is assigned weight 0. 
(2) If  the non-crossed-out entries in the box corresponding to {a,/3} have the 
weights w 1 , w 2 ..... wr then {~,/3} appearing as an entry in any box is assigned the 
weight ! + max{w1, w z , . . . ,  w~}, and the box {~,/3} is also assigned this positive 
integer. By these rules, either every non-crossed-out box is assigned a positive integer 
or there exist unassigned boxes. If  the latter, ~- is not injective. If  the former, proceed 
to Step 6. 
For our example, the non-crossed-out boxes are assigned the corresponding 
integers: 
2 1 1 1 1 2; 
hence, we proceed. 
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Step 6. Let {al,/31}, {a~,/3~},..., {ar 13r be the sets corresponding to the boxes 
that were assigned integers in the last step. If  there is an n-tuple whose rightmost 
n --  1 terms agree with the leftmost n --  1 terms of c~ and/3i, 1 ~< i ~< j, (equivalently, 
if one of the pairs above have the same n --  1 leftmost erms) then r is not injective; 
otherwise z is injective. This concludes our algorithm. 
For our example we have 
14xo = 11102 121o = 11002 
21o = O010z 41o = 01002 
1310 = 11012 1510 = 11112 
510 = 0101~ 710 = 01112 
810 = 10002 I0xo = 10102 
010 = 00002 610 = 01102 
and by inspection we conclude that r is injective. 
The correctness of our algorithm can be argued as follows. The first part of Lemma 3 
assures that if ~ is injective then any different n-tuples contained in the same locations 
(in the one-dlmensional rray) cannot each be extended to the right with equal images 
(for each neighborhood) without the extensions merging into the same n-tuple before 
the extensions have reached the bound given. This merging is assured if each non- 
crossed-out box is assigned some integer at step 5. (The integer is the length of the 
extension before merging must take place.) I f  after the merging has taken place all 
cells in each extension to the right must contain the same symbols from then on 
(for equal images), then the second part of Lemma 3 assures us that z will then be 
injective. This verification is the essence of step 6, which is ensuring that no n-tuple 
will "open" into distinct n-tuples that can come together again moving to the right 
(both paths with equal images). 
VI. CONCLUDING REMARKS 
Our algorithms were presented for tessellation structures of dimension one with 
contiguous neighborhood interconnections. Our restriction to such neighborhood 
structures loses no generality since any local map on any neighborhood structure is 
equivalent to another local map on a contiguous neighborhood structure. This remark 
is at once apparent from the following example: 
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Consider again the local map 
0000 0 
0001 0 
0010 1 
0011 0 
0100 1 
0101 1 
0110 0 
0111 1 
1000 0 
1001 0 
1010 0 
1011 0 
1100 1 
1101 1 
1110 1 
1111 1 
which as we saw in Section V defines a global bijection when the neighborhood is the 
contiguous tructure N1 = ((--3), (--2), (--I), (0)). Suppose we hold a fixed and 
change the neighborhood structure to N~ = ((--4), (--2), (--1), (0)). It can be easily 
verified that this change results in a different global map. Consider now the local map 
t 
00000 0 
00001 0 
00010 1 
000tl 0 
00100 1 
00101 1 
00110 0 
00111 I 
01000 0 
01001 0 
01010 1 
01011 0 
01100 1 
01101 1 
01110 0 
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01111 1 
10000 0 
10001 0 
I0010 0 
10011 0 
10100 1 
1010I I 
10110 1 
10111 1 
11000 0 
11001 0 
11010 0 
11011 0 
11100 I 
11101 1 
11110 1 
11111 1 
and contiguous neighborhood Na = ((--4), (--3), (--2), (--1), (0)). By inspection it 
should be clear that a' is independent of the second component from the left for N3 
and hence is in effect a acting on the noncontiguous neighborhood N 2 given above. 
A question that we raised earlier deserves ome attention. Is global injectivity or 
surjectivity afunction only of the local map, or is neighborhood structure adetermining 
factor as well ? That injectivity is indeed dependent on neighborhood structure can be 
proven as follows. For a with neighborhood N~, both c 1 and c~ indicated below are 
mapped to the same image: 
c 1 . . . .  00011110000 "'" 
c 2 . . . .  00001010000 "'" 
T(Cx) = *(C2) . . . .  00000111100"'" 
If one uses the algorithm for surjectivity on a' and neighborhood Na,  it will be seen 
that a and N 2 is not surjective. In fact, if the node at level 0 is the set of all n-tuples 
mapped by a' to 1, then sequence 0010111 will lead to a terminal node. 
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APPENDIX A: FOUR LOCAL MAPS WHICH DEFINE NONTRIVIAL GLOBAL 
INJECTIVE MAPS FOR BINARY ~COPE-FOuR TESSELLATION STRUCTURES 
~I G2 a3 
0000 0 0 0 
0001 0 0 0 
0010 l 1 I 
0011 0 1 1 
0100 1 1 0 
0101 1 0 0 
0110 0 0 1 
0111 1 1 1 
1000 0 0 0 
100l 0 0 1 
1010 0 1 1 
1011 0 1 0 
1100 1 0 0 
1t01 1 0 0 
1110 1 1 1 
1111 t 1 1 
O" 4 
0 
0 
0 
0 
1 
1 
1 
1 
0 
1 
0 
0 
1 
0 
1 
1 
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