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ABSTRACT 
For a nonnegative definite matrix V and a matrix X with the same number of 
rows, it is demonstrated how to obtain explicit matrices G such that the range 
~'(X:V) = ~'(V + XGGTX r) and V(V + XGGXXT)-v = V. © 1997 Elsevier Sci- 
ence Inc. 
Let  R mXn denote the set of real m x n matrices. The symbols A T, A-,  
A ÷, ~'(A), and J//(A) will stand for the transpose, any generalized inverse, the 
Moore-Penrose inverse, the range, and the null space, respectively, of A 
RmXn Given A ~ R mxn, the orthogonal projectors on ~(A)  and NA T) are 
PA = AA÷ and QA =Im -- PA, respectively. By (A: B) we denote the parti- 
tioned matrix composed from matrices A and B that have the same number 
of rows. 
Consider a general Gauss-Markov model {y, XI~, V} with model matrix X 
and dispersion matrix V. Both X and V can be deficient in rank. In the theory 
of unified least squares [cf. Rao (1971, 1972, 1973)] matrices of the type 
T = V + XUX r play an important role. Frequently it is assumed that U = 
GG r for some matrix G such that 
~a~(X: V) = ~a~(T). (1) 
In this case T is said to be a strong unified-least-squares matrix; cf. Baksalary 
(1985). 
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Mitra (1973) points out that if it is desired to use a matrix T with the 
property (1) also for testing a linear hypothesis, then T has in addition to be a 
generalized inverse of V. Furthermore, the author gives a numerical example 
to illustrate the computation of such a generalized inverse matrix. But explicit 
expressions are not known up to the present. 
Rao (1978) states that (V + XGGTXr) - is a generalized inverse of V, 
where G is a matrix of maximum rank such that VXG = 0. Unfortunately, in
general ~a~(V + XGGrX T) does not coincide with ~9~(X : V), as the following 
example shows: Let 
Then 
y) (100) 
X and V = 0 1 0 • 
0 0 0 
(1 Z) VX= 0 
0 
has full column rank, which means that G = 0 is the only solution to 
VXG = 0. Hence T = V + XGGTX r = V and VT-V = V, but obviously 
~a$'(X : V) # ~'(T). 
To obtain explicit matrices T = V + XGGrX T consider the follow- 
ing reasoning. Clearly, the condition (1) is satisfied if and only if 
rank(V : X) = rank(V : XG), which in view of Theorem 5 in Marsaglia and 
Styan (1974) is equivalent to 
rank(Q v X) = rank(Q v XG). (2) 
Furthermore, since Tr -v  = v is satisfied, VT-V = V is equivalent o 
xGGrXrT -V  = 0, which in turn is equivalent to 
n (xc) = {o} (3) 
from Theorem 10.1.8 in Rao and Mitra (1971). Using .,a~(V) =.d'(Qv) and 
applying Corollary 6.2 in Marsaglia and Styan (1974) shows that (3) is 
satisfied if and only if 
rank(Q v XG) = rank(XG). (4) 
Now, matrices G satisfying (2) and (4) simultaneously are easy to find. 
Consider for example the possible choices G = X+Qv and G = XrQv . 
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