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Résumé
Etant donné une transformation mesurable T d’un espace probabilisé (E, E , π)
dans lui-même préservant la mesure, et une partie B ∈ E , nous donnons une condi-
tion suffisante pour que l’orbite de π-presque tout point visite B : il suffit que B soit
accessible depuis π-presque tout point pour une chaîne de Markov de noyau K, où
K(·, ·) est une version régulière de la loi conditionnelle de X sachant T (X) lorsque
X est une variable aléatoire de loi π.
Nous appliquons ensuite ce fait général à la transformation de Lévy, qui à un
mouvement brownien W associe le mouvement brownien |W | −L où L est le temps
local en 0 de W . Cela nous permet de démontrer le théorème de Malric : l’orbite
de presque toute trajectoire visite tout ouvert non vide de l’espace de Wiener W =
C(R+,R) pour la topologie de la convergence uniforme sur les compacts.
Classification mathématique : 37A50,28D05,60J65.
Mots-clés : mouvement brownien, transformation de Lévy, densité des orbites,
récurrence, ergodicité.
Introduction
Soit W un mouvement brownien dans R issu de 0. Le temps local en 0 de W , défini
par la formule de Tanaka,
|Wt| =
∫ t
0
sgn(Ws) dWs + Lt
est aussi la densité en 0 du temps d’occupation : pour tout t ∈ R+,
Lt = lim
ǫ→0
1
2ǫ
∫ t
0
I[|Ws|≤ǫ] ds p.s.
On vérifie que la martingale locale Wˆ =
∫ ·
0 sgn(Ws) dWs est un mouvement brownien en
remarquant que pour tout t ∈ R+,
〈Wˆ , Wˆ 〉t =
∫ t
0
sgn(Ws)
2 ds = t p.s.
La transformation de Lévy est la transformation qui au mouvement brownien W associe
le mouvement brownien Wˆ .
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Plus précisément, soit W l’ensemble des trajectoires continues de R+ dans R, nulles
en 0. La transformation de Lévy associe à presque toute trajectoire w ∈W la trajectoire
T(w) = wˆ définie par
wˆ(t) = |w(t)| − l(t, w),
avec
l(t, w) = lim inf
ǫ→0
1
2ǫ
∫ t
0
I[|w(s)|≤ǫ] ds.
Lorsque l’application l(·, w) ainsi définie n’est pas continue, on peut poser par exemple
wˆ = 0 pour que la transformation de Lévy soit bien définie comme application de W
dans W, mais cela est sans importance.
La transformation de Lévy préserve la mesure de Wiener. Dans [7], D. Revuz et
M. Yor posent la question de savoir si elle est ergodique. Cette question difficile n’est
toujours pas résolue, mais des avancées ont été faites par M. Malric. Dans [1], Malric
démontre que pour presque toute trajectoire w ∈W, l’ensemble des zéros de w et de ses
images successives par la transformation de Lévy est dense dans R+.
Par la suite, Malric a démontré un résultat nettement plus difficile : pour presque
toute trajectoire w ∈ W, l’orbite de w sous l’action de la transformation de Lévy est
dense dansW, pour la topologie de la convergence uniforme sur les compacts. Ce résultat
s’approche de l’ergodicité et serait une conséquence de l’ergodicité si elle était démontrée.
Ce résultat fait l’objet de l’article [5] paru à ESAIM PS.
Entre 2007 et 2009, nous avons écrit une autre démonstration du théorème de Malric,
dans laquelle les preuves des résultats intermédiaires sont indépendantes les unes des
autres, et qui fait l’objet du présent article. Grâce au caractère très modulaire de notre
démonstration, nous avons mis en évidence un procédé d’approximation des trajectoires
facile à comprendre, dont les étapes sont résumées sur la figure 8. Même si le procédé
est clair sur le dessin, nous nous sommes attachés à écrire en détail les démonstrations
des résultats intermédiaires.
Le point de départ est une idée déjà sous-jacente dès les premières versions de l’article
de Malric [2, 3, 4]. Il nous a paru intéressant d’en dégager la généralité en établissant
dans la première partie un raffinement du théorème de récurrence de Poincaré et son
corollaire suivant.
Corollaire 3 (Condition suffisante de récurrence)
Soient T une transformation mesurable d’un espace probabilisé (E, E , π) dans lui-
même préservant la mesure.
Supposons que pour toute variable aléatoire X de loi π, la loi conditionnelle de X
sachant T (X) possède une version régulière K(·, ·).
Pour que l’orbite de π-presque tout point visite une infinité de fois une partie B ∈ E,
il suffit que B soit accessible depuis π-presque tout point pour une chaîne de Markov de
noyau K.
Remarquons que K est le noyau de transition de la chaîne de Markov stationnaire
indexée par −N obtenue en retournant la suite de variables aléatoires (T n(X))n∈N pour
une variable aléatoire X de loi π.
Dans le cas où T est la transformation de Lévy, l’évolution pas à pas de cette chaîne
de Markov est simple à décrire : partant d’une trajectoire w ∈ W, on lui retranche son
minimum courant w (défini par w(t) = min{w(s) ; s ∈ [0, t]}). Puis on multiplie les
excursions de la trajectoire positive w − w par des signes pris au hasard.
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D’après la condition suffisante de récurrence énoncée ci-dessus, il s’agit de démontrer
que si U est un ouvert non vide de W, la chaîne de Markov issue d’une trajectoire
typique de W visite U avec probabilité strictement positive. Concrètement, on montre
qu’on atteint U en un nombre fini d’étapes en imposant la valeur d’un nombre fini de
signes à chaque étape.
Cette méthode a déjà été utilisée par Malric avec une formulation différente, puisque
Malric utilise des « remontées de Lévy » tandis que nous raisonnons avec des chaînes
de Markov. Nous expliquons le lien entre ces notions à la section 9. Néanmoins notre
démonstration s’écarte nettement de celle de Malric dans la mise en œuvre de cette mé-
thode : à l’aide de la propriété de Markov, nous décomposons l’accessibilité des ouverts
en accessibilités successives plus faciles à montrer. La preuve de ces accessibilités inter-
médiaires utilise essentiellement trois idées nouvelles : l’introduction d’une topologie sur
W permettant le contrôle des zéros, l’utilisation de transformations sur les mouvements
browniens réfléchis, et l’exploitation de leur continuité presque partout. Voyons cela un
peu plus en détail.
Introduction d’une nouvelle topologie sur W. Tout d’abord, nous introduisons
une topologie plus fine que la topologie de la convergence uniforme sur les compacts
pour pouvoir contrôler les zéros des trajectoires et jouer librement avec les signes. Cette
topologie, que nous appelons topologie de la convergence uniforme sur les compacts avec
contrôle des zéros (CUCZ) est associée aux écarts dCUt et d
CZ
t définis ci-dessous. Pour
f, g ∈W, on note Z(f), Z(g) les ensembles des zéros de f et de g et Zt(f) = Z(f)∩ [0, t],
Zt(g) = Z(g) ∩ [0, t]. On pose alors
dCUt (f, g) = ||g − f ||[0,t] = max{|g(s) − f(s)| ; s ∈ [0, t]},
dCZt (f, g) = inf{δ > 0 : Zt−δ(f) ⊂ Z(g)+] − δ, δ[ et Zt−δ(g) ⊂ Z(f)+]− δ, δ[}.
Autrement dit, l’inégalité dCZt (f, g) < δ signifie que tout zéro de f antérieur à t− δ est
à distance inférieure à δ d’un zéro de g, et inversement.
Nous montrons que la topologie CUCZ possède une base dénombrable d’ouverts, de
la forme
Vt(f, ρ, δ) = {g ∈ V : d
CU (f, g) < ρ ; dCZ(f, g) < δ}.
avec f ∈W, t > 0, ρ > 0, δ > 0. Nous montrons que ces ouverts sont accessibles depuis
presque toute trajectoire de W, ce qui permet de démontrer le résultat suivant.
Théorème 1. (Densité des orbites pour la topologie CUCZ)
L’orbite de presque toute trajectoire sous l’action de la transformation de Lévy est
dense pour la topologie CUCZ et a fortiori pour la topologie de la convergence uniforme
sur les compacts.
Transformations sur les mouvements browniens réfléchis. En fait, nous tra-
vaillons davantage sur les mouvements browniens réfléchis que sur les mouvements brow-
niens.
Nous introduisons une action du groupe E = {−1, 1}Q
∗
+ sur W : (e, w) 7→ e · w.
L’action d’une famille de signes e ∈ E sur une trajectoire w ∈ W consiste, une fois les
excursions de w numérotées à l’aide des rationnels strictement positifs, à multiplier par
e(q) l’excursion numérotée par le rationnel q.
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Mais au lieu de travailler avec la « transformation inverse de Lévy »qui, à un mou-
vement brownien W et une famille ε de signes choisie au hasard indépendamment de W
associe le mouvement brownien ε · (W −W ), on regarde plutôt la transformation F qui,
à un mouvement brownien réfléchi R et une famille ε de signes choisie au hasard indé-
pendamment de R associe le mouvement brownien réfléchi F (ε,R) = ε ·R− ε ·R. Nous
montrons que l’accessibilité des ouverts de W par la transformation inverse de Lévy se
ramène à l’accessibilité des ouverts deW+ pour la topologie CUCZ par la transformation
F .
Nous utiliserons aussi la « transformation F après un instant a », notée Fa, qui
préserve les trajectoires jusqu’à leur premier zéro après a et agit comme F après cet
instant. La préservation par Fa du début des trajectoires (au moins sur l’intervalle [0, a])
est extrêmement utile et simplifie bien des démonstrations.
Utilisation de la continuité presque partout. Nous montrons que les transforma-
tions Fa sont continues presque partout de E ×W+ dans W+, lorsque E est muni de
la topologie produit et W+ de la topologie CUCZ. Cette propriété de continuité est très
utile puisqu’elle nous permet de remplacer certains arguments de nature probabiliste par
des arguments de nature topologique. Elle nous permet notamment de montrer que si
b ≥ a ≥ 0, l’accessibilité d’un ouvert de W+ par Fb entraîne son accessibilité par Fa et
son accessibilité par F (proposition 38).
Plan de l’article
Dans la première partie, nous démontrons des résultats généraux permettant de mon-
trer que les orbites sous l’action d’une transformation préservant une probabilité sur un
espace possédant une base dénombrable d’ouverts sont presque toutes denses.
Dans la deuxième partie, nous appliquons ce résultat à la transformation de Lévy en
introduisant la chaîne de Markov stationnaire sur W obtenue par inversion de la trans-
formation de Lévy. Nous introduisons aussi une chaîne de Markov stationnaire sur W+
associée à la transformation F décrite plus haut et admettant comme mesure invariante
la loi du mouvement brownien réfléchi. Nous verrons par la suite qu’il est plus commode
de travailler avec cette seconde chaîne de Markov.
Les trois parties suivantes sont consacrées à l’affutage des outils permettant de mon-
trer le théorème 1 (densité de presque toute orbite sous l’action de la transformation de
Lévy) :
– dans la troisième partie, nous introduisons la topologie de la convergence uniforme
avec contrôle des zéros. Nous montrons en particulier que les fonctions positives,
continues, affines par morceaux, nulles en 0 sont denses dans W+ pour cette topo-
logie. Pour montrer le théorème 1, nous sommes ramenés (grâce au corollaire 14)
à montrer que tout ouvert non vide de W+ est accessible depuis presque toute
trajectoire de W+ par la chaîne de Markov que nous avons construite sur W+.
– dans la quatrième partie, nous établissons des résultats de continuité presque par-
tout pour la topologie de la convergence uniforme avec contrôle des zéros, notam-
ment la continuité des transformations « F après a ».
– dans la cinquième partie, nous introduisons la notion d’accessibilité d’un ouvert ou
d’un « presque-ouvert »par les transformations « F après a ». Nous utilisons ces
résultats de continuité presque partout pour établir des propriétés de cette notion
qui nous seront très utiles, notamment le résultat de comparaison des accessibilités
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(proposition 41).
Dans les trois dernières parties, nous étudions l’accessibilité de certains ouverts depuis
presque toute trajectoire d’autres ouverts. Mises bout-à-bout, ces accessibilités consti-
tuent avec le corollaire 14 la preuve du théorème 1 :
– dans la sixième partie, nous montrons que tout voisinage de la trajectoire nulle
est accessible par F depuis presque toute trajectoire de W+. L’utilisation de la
transformation Fa au lieu de la transformation F permet donc de « remettre à
zéro »une trajectoire après son premier zéro après a en préservant la trajectoire
avant cet instant.
– dans la septième partie, nous montrons comment construire des excursions de hau-
teur voulue dans un intervalle de temps donné, et nous établissons le lemme du
vérin, qui permet de soulever une trajectoire d’une hauteur donnée sur un intervalle
donné.
– dans la huitième et dernière partie, nous utilisons le lemme de remise à zéro et
le lemme du vérin pour montrer comment approcher n’importe quelle fonction
positive, continue, affine par morceaux, nulle en 0, ce qui complète la preuve.
1 Résultats généraux
1.1 Récurrence et accessibilité
Soit T une transformation d’un espace probabilisé (E, E , π) dans lui-même préservant
la probabilité π.
Supposons que pour toute variable aléatoire X de loi π, la loi conditionnelle de X
sachant T (X) possède une version régulière K(·, ·).
Pour B ∈ E , notons :
– U(B) l’ensemble des x ∈ E tels que l’orbite de x sous l’action de T visite B,
U(B) =
⋃
k∈N
T−k(B) ;
– R(B) l’ensemble des x ∈ E tels que l’orbite de x sous l’action de T visite B une
infinité de fois,
R(B) = lim sup
k→+∞
T−k(B) ;
– A(B) l’ensemble des états depuis lesquels B est accessible pour une chaîne de
Markov de noyau K(·, ·),
A(B) = {x ∈ E : ∃n ∈ N : Kn(x,B) > 0}.
Le théorème de récurrence de Poincaré (voir [6]) affirme que B ⊂ R(B) π-presque
sûrement. Comme A(B) contient B, la proposition ci-dessous renforce ce résultat.
Proposition 2. (Lien entre récurrence et accessibilité)
Sous les hypothèses ci-dessus, la probabilité π est invariante pour le noyau K et
A(B) ⊂ U(B) = R(B) π-presque sûrement.
Démonstration. Soit (Xn)n∈N une chaîne de Markov de loi initiale π et de noyau de
transition K(·, ·).
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1. Montrons d’abord que pour tout n ∈ N∗, Xn a pour loi π et T n(Xn) = X0 presque
sûrement.
Soit Y une variable aléatoire de loi π. Alors T n(Y ), T n−1(Y ), . . . , T (Y ), Y ont pour
loi π et pour tout k ∈ [0, . . . , n− 1], on a l’égalité des lois conditionnelles
L
(
T k(Y )
∣∣T n(Y ), . . . , T k+1(Y )) = L(T k(Y )∣∣T k+1(Y )) = K(T k+1(Y ), ·).
Par conséquent, (T n(Y ), T n−1(Y ), . . . , Y ) a même loi que (X0,X1 . . . ,Xn). En particu-
lier, (X0,Xn) a même loi que (T n(Y ), Y ), ce qui entraîne le résultat annoncé.
2. L’égalité presque sûre U(B) = R(B) vient du fait que R(B) est l’intersection des
parties
Rn(B) =
⋃
k≥n
T−k(B) =
⋃
l∈N
T−(n+l)(B) = T−n(U(B))
qui sont emboîtées et de même probabilité.
3. Montrons l’inclusion presque sûre A(B) ⊂ U(B). Comme T n(Xn) = X0 presque
sûrement,
{X0 ∈ U(B)} ⊂ {Xn ∈ U(B)} p.s..
Mais ces événements ont même probabilité, puisque Xn a même loi que X0. Ils sont donc
égaux presque sûrement. En particulier,
{X0 ∈ U(B)} ⊃ {Xn ∈ B} p.s.,
d’où en conditionnant par rapport à X0 :
IU(B)(X0) ≥ P [Xn ∈ B|σ(X0)] = K
n(X0, B) p.s.
Ainsi,
IU(B)(X0) ≥ sup
n∈N
Kn(X0, B) p.s.,
ce qui montre le résultat annoncé. 
De la proposition précédente, on déduit immédiatement une condition suffisante de
récurrence pour une partie fixée.
Corollaire 3. (Condition suffisante de récurrence)
Soient T une transformation mesurable d’un espace probabilisé (E, E , π) dans lui-
même préservant la mesure.
Supposons que pour toute variable aléatoire X de loi π, la loi conditionnelle de X
sachant T (X) possède une version régulière K(·, ·).
Pour que l’orbite de π-presque tout point visite une infinité de fois une partie B ∈ E,
il suffit que B soit accessible depuis π-presque tout point par une chaîne de Markov de
noyau K.
Remarques
– Comme π est invariante pour le noyau K, on peut construire une chaîne de Markov
stationnaire indexée par Z de noyau K en munissant l’espace canonique SZ d’une
probabilité ad hoc. L’opérateur de décalage (xn)n∈Z 7→ (xn−1)n∈Z sur cet espace
est l’extension naturelle de (E, E , π, T ) : voir par exemple [6].
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– Les « mouvements browniens remontés »introduits par Malric dès la première ver-
sion [2] sont proches de cette chaîne de Markov. Le corollaire 3 ci-dessus joue dans
notre article le même rôle que la proposition 1 dans celui de Malric [2].
Lorsque E est un espace topologique possédant une base dénombrable d’ouverts, on
obtient une condition suffisante de densité des orbites.
Corollaire 4. (Condition suffisante de densité des orbites)
Soient E un espace topologique possédant une base dénombrable d’ouverts, E sa tribu
borélienne, π une probabilité sur (E, E) et T une transformation mesurable de (E, E , π)
dans lui-même préservant la mesure.
Supposons que pour toute variable aléatoire X de loi π, la loi conditionnelle de X
sachant T (X) possède une version régulière K(·, ·).
Pour que l’orbite de π-presque tout point soit dense dans E, il suffit que tout ouvert
de E soit accessible depuis π-presque tout point par une chaîne de Markov de noyau K.
1.2 Utilisation de la propriété de Markov
La propriété de Markov permet d’établir l’accessibilité d’une partie en décomposant
la démonstration en plusieurs étapes.
Lemme 5. (Accessibilités successives)
Soit K(·, ·) un noyau de transition sur (E, E) ayant comme probabilité invariante π.
Soient B0, B1, B2 ∈ E de mesure strictement positive pour π.
Si B2 est accessible depuis π-presque tout point de B1 et B1 est accessible depuis
π-presque tout point de B0, alors B2 est accessible depuis π-presque tout point de B0.
Démonstration. Pour tout probabilité µ sur E, notons Pµ la probabilité sur l’espace
canonique EN faisant du processus canonique (Xn)n∈N une chaîne de Markov de noyau
de transition K(·, ·) et de loi initiale µ. Notons τ1 et τ2 les temps d’atteinte de B1 et
B2. Pour i, j ∈ {0, 1, 2}, notons Ai,j = {x ∈ Bi : Px[τj < +∞] = 0}, Par hypothèse,
π(A0,1) = 0 et π(A1,2) = 0. Il s’agit de montrer que π(A0,2) = 0.
On commence par vérifier que la loi de Xτ1 sous P
π[·|τ1 < +∞] est absolument
continue par rapport à π. En effet, si A ∈ E vérifie π(A) = 0, alors
Pπ[Xτ1 ∈ A ; τ1 < +∞] ≤
∑
n∈N
Pπ[Xn ∈ A] =
∑
n∈N
π(A) = 0,
ce qui montre l’absolue continuité. En particulier, PXτ1 [τ2 < +∞] > 0 Pπ-presque
sûrement sur l’événement {τ1 < +∞} puisque Xτ1 est à valeurs dans B1.
Par ailleurs, par en utilisant la définition de A0,2 et la propriété de Markov au temps
τ1, on obtient
0 =
∫
A0,2
Px[τ1 ≤ τ2 < +∞] π(dx)
= Pπ[X0 ∈ A0,2 ; τ1 ≤ τ2 < +∞]
= Eπ
[
I[X0∈A0,2] I[τ1<+∞] P
Xτ1 [τ2 < +∞]
]
.
7
Comme PXτ1 [τ2 < +∞] > 0 Pπ-p.s. sur l’événement {τ1 < +∞}, on a ainsi
Pπ[X0 ∈ A0,2 ; τ1 < +∞] = 0.
Autrement dit, π(A0,2 \A0,1) = 0, d’où π(A0,2) = 0. 
2 Inversion de la transformation de Lévy
2.1 Rappels sur la transformation de Lévy
Soit W l’ensemble des trajectoires continues de R+ dans R, nulles en 0. On munit
W de la tribu W engendrée par les applications coordonnées et de la mesure de Wiener.
La tribu W est aussi la tribu borélienne pour la topologie de la convergence uniforme
sur les compacts. Pour tout w ∈W, on note w l’application de W définie par
w(t) = min{w(s) ; s ∈ [0, t]}.
La transformation de Lévy est une application mesurable de W dans W, préservant
la mesure de Wiener : si W est un mouvement brownien dans R issu de 0, son image
par la transformation de Lévy est le mouvement brownien
Wˆ =
∫ ·
0
sgn(Ws)dWs = |W | − L
où L est le temps local en 0 du mouvement brownien W , qu’on peut définir comme
densité de temps d’occupation :
Lt = lim inf
ǫ→0
1
2ǫ
∫ t
0
I[|Ws|≤ǫ] ds.
Pour appliquer les résultats de la première partie, il nous faut déterminer la loi de
W sachant Wˆ . L’égalité de processus Wˆ + L = |W | et le fait que le temps local L ne
croisse que sur l’ensemble des zéros de W entraîne l’égalité Lt = max{−Wˆs ; 0 ≤ s ≤ t}
pour tout t, d’où
|Wt| = Wˆt − Wˆ t avec Wˆ t = min{Wˆs ; 0 ≤ s ≤ t}.
Cette égalité montre que le mouvement brownien réfléchi |W | est une fonction mesurable
de Wˆ . Mais la définition de Wˆ montre que Wˆ est une fonction mesurable de |W |. Ces
processus engendrent donc la même tribu.
La transformation de Lévy perd donc de l’information, plus précisément les signes
des excursions de W . Nous allons montrer que ces signes sont indépendants et de loi
uniforme sur {−1, 1} conditionnellement à W . Mais pour donner un sens précis à cette
affirmation, nous devons numéroter les excursions.
2.2 Numérotation des excursions d’une trajectoire de W
Dans toute la suite, nous munirons l’ensemble Q∗+ des rationnels strictement positifs
d’un ordre tel que
– toute partie non vide de Q∗+ possède un premier élément ;
8
– avant tout élément de Q∗+, il n’y a qu’un nombre fini d’éléments.
Par exemple, on ordonne les rationnels suivant la somme du numérateur et du dénomi-
nateur puis, pour une somme fixée, par numérateurs croissants :
Q∗+ =
{1
1
;
1
2
;
2
1
;
1
3
;
3
1
;
1
4
;
2
3
;
3
2
;
4
1
;
1
5
;
5
1
; . . .
}
.
Si A est une partie non vide de Q∗+, nous noterons q(A) son premier élément.
Nous pouvons ainsi numéroter les excursions des trajectoires w ∈ W par des ra-
tionnels, en posant Qt(w) = q(Q∗+ ∩ It(w)) si w(t) 6= 0, où It(w) est l’intervalle ouvert
d’excursion enjambant t. On pose Qt(w) = 0 si w(t) = 0. Remarquons que tous les
rationnels ne servent pas dans la numérotation.
2.3 Action d’une famille de signes sur un trajectoire de W
On définit une action du groupe E = {−1, 1}Q
∗
+ sur W de la façon suivante : l’action
d’une famille de signes e ∈ E sur une trajectoire w est de multiplier chaque excursion de
w par e(q) où q est le « numéro de l’excursion ». Plus précisément, pour tout t ∈ R+,
(e · w)(t) = e(Qt(w))w(t),
avec la convention e(0) = 0. On remarque que la trajectoire e ·w ne dépend que de w et
des signes e(q) pour les rationnels q numérotant les excursions de w.
Cette action du groupe va nous servir à construire un mouvement brownien de valeur
absolue R donnée à l’aide d’une famille de signes de loi uniforme sur E, indépendante de
R. Ce résultat fait l’objet de la proposition 7 ci-dessous. Pour le démontrer, commençons
par établir un lemme simple.
Lemme 6. (Changement de signe d’une excursion)
Soit W un mouvement brownien dans R issu de 0. Soit q > 0 fixé. Le processus W ′
obtenu à partir de W en changeant le signe de l’excursion enjambant q est encore un
mouvement brownien.
Démonstration. Nous donnons une démonstration élémentaire qui ne repose pas sur la
théorie des excursions.
Par invariance d’échelle du mouvement brownien, on se ramène au cas où q = 1.
Notons ]g1, d1[ l’intervalle d’excursion enjambant 1.
Comme d1 est un zéro du mouvement brownien W et un temps d’arrêt pour sa
filtration naturelle FW , le processus Wd1+· est un mouvement brownien indépendant de
FWd1 . Par conséquent, le processus obtenu à partir de W en changeant le signe après
l’instant d1 est encore un mouvement brownien.
En appliquant ce résultat au mouvement brownien (tW1/t)t≥0, on voit également que
le processus obtenu à partir de W en changeant le signe avant l’instant g1 est encore un
mouvement brownien. Par composition, le processus obtenu en changeant les signes avant
g1 et après d1 est encore un mouvement brownien, et son opposé aussi. On en déduit que
le processus obtenu à partir de W en changeant le signe de l’excursion enjambant 1 est
encore un mouvement brownien. 
Proposition 7. (Action d’une famille de signes aléatoires sur un mouvement
brownien réfléchi indépendant)
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Soit R un mouvement brownien réfléchi. Soit ε une variable aléatoire à valeurs dans
E, indépendante de R et de loi uniforme sur E. Alors ε ·R est un mouvement brownien.
Démonstration. Soient W un mouvement brownien et η une variable aléatoire indépen-
dante de W et de loi uniforme sur E = {−1, 1}Q
∗
+ . Pour q ∈ Q∗+, notons Aq l’événement
« q numérote une excursion de |W | »(autrement dit, q est le premier rationnel de Iq(R),
l’intervalle d’excursion de R enjambant q) et posons
ξ(q) = sgn(Wq)IAq + η(q)IAcq .
La variable aléatoire ξ ainsi définie peut s’écrire sous la forme g(W,η) où g est une
fonction mesurable de W× E dans E.
Comme |W | est un mouvement brownien réfléchi et comme ξ · |W | = W , il suffit de
montrer que la variable aléatoire ξ est indépendante de |W | et de loi uniforme sur E.
Il s’agit donc de montrer que pour tout q ∈ Q∗+, la loi conditionnelle de ξ sachant |W |
est invariante par sq, où sq : E → E est la symétrie définie par sq(e)(q) = −e(q) et
sq(e)(q
′) = e(q′) pour q′ 6= q. Soit W ′ le mouvement brownien obtenu à partir de W en
changeant le signe de l’excursion enjambant q. Le résultat vient de l’égalité
sq(ξ) = g(W
′, η)IAq + g(W, sq(η))IAcq ,
du fait queW ′ a même valeur absolue queW et du fait que l’événement Aq est mesurable
par rapport à σ(|W |). 
Corollaire 8. (Loi de W connaissant Wˆ )
Soit W un mouvement brownien. Soit ε une variable aléatoire à valeurs dans E, indé-
pendante de Wˆ et de loi uniforme sur E. Alors (W, Wˆ ) a même loi que (ε ·(Wˆ −Wˆ ), Wˆ ).
Par conséquent, une version régulière de la loi de W sachant Wˆ est (K(w, ·))w∈W, où
K(w, ·) est la loi de ε · (w − w).
Démonstration. En appliquant la propriété précédente à R = |W | = Wˆ − Wˆ , on voit
que ε · |W | et un mouvement brownien. Donc (W, |W |) a même loi que (ε · |W |, |W |).
Comme Wˆ = |W | −L est une fonction de |W |, on en déduit que (W, Wˆ ) a même loi que
(ε · (Wˆ − Wˆ ), Wˆ ). 
2.4 Construction de deux chaînes de Markov, sur W et sur W+
Le corollaire précédent fournit un moyen simple de construire une chaîne de Mar-
kov sur W stationnaire pour le noyau K : on se donne un mouvement brownien W (0)
et une suite de variables aléatoires ε1, ε2, . . . indépendantes et de loi uniforme sur E,
indépendante de W . On pose
R(0) = W (0) −W (0),
W (1) = ε1 ·R
(0),
R(1) = W (1) −W (1),
W (2) = ε2 ·R
(1),
et ainsi de suite.
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Notons W+ la partie de W formée des trajectoires positives et posons
F (e, r) = e · r − e · r pour e ∈ E, r ∈W+.
La relation de récurrence R(n) = F (εn, R(n−1)) montre que la suite (R(n))n∈N est une
chaîne de Markov sur le sous-ensemble W+. Nous allons voir qu’il est plus commode de
travailler avec cette chaîne plutôt qu’avec la chaîne (W (n))n∈N.
2.5 Nécessité de contrôler les zéros
Pour f ∈W, t > 0 et h > 0, notons Vt(f, ρ) la boule de centre f et de rayon ρ pour
la norme de la convergence uniforme sur [0, t] :
Vt(f, ρ) = {g ∈ V : ||g − f ||[0,t] < ρ}.
Les boules Vt(f, ρ) pour f polynôme à coefficients rationnels, t ∈ N et ρ ∈ Q∗+ forment
une base dénombrable d’ouverts pour la topologie de la convergence uniforme sur les
compacts.
Pour montrer la densité presque sûre des orbites sous l’action de la transformation
de Lévy, il suffit d’après le corollaire 4 de montrer que pour tout f ∈W, t > 0 et h > 0,
il existe n ∈ N tel que Kn(W (0), Vt(f, h)) > 0 presque sûrement, autrement dit que,
sup
n∈N
P [W (n) ∈ Vt(f, ρ)|W
(0)] > 0 p.s.
Mais pour n ∈ N∗, R(n−1) = |W (n)| donc∣∣∣∣ R(n) − |f | ∣∣∣∣
[0,t]
≤
∣∣∣∣ W (n) − f ∣∣∣∣
[0,t]
.
Pour queW (n) soit proche de f pour la norme de la convergence uniforme sur [0, t], il est
donc nécessaire que R(n) soit proche de |f | pour la norme de la convergence uniforme sur
[0, t]. Mais le fait que R(n) soit proche de |f | ne garantit pas qu’on puisse rendre W (n)
proche de f par un choix convenable de la famille de signes εn. En effet, la trajectoire
W (n) = εn · R
(n) ne peut changer de signe qu’en un zéro de R(n). Si f possède un zéro
isolé z0 et change de signe en z0, il faut donc que R(n) possède un zéro proche de z0 pour
que W (n) puisse approcher f .
C’est pourquoi nous allons introduire une topologie prenant en compte la distance
entre les zéros.
3 Topologie de la convergence uniforme sur les compacts
avec contrôle des zéros
3.1 Construction d’écarts définissant la topologie
Pour f ∈W et t > 0 on note Z(f) = {s ∈ R+ : f(s) = 0} et Zt(f) = Z(f) ∩ [0, t].
Un écart naturel sur W permettant de s’assurer que les zéros de f sur [0, t] sont
proches de ceux de g et inversement, est la distance de Hausdorff entre Zt(f) et Zt(g) :
Dt(f, g) = dH(Zt(f), Zt(g))
= max{δ > 0 : Zt(f) ⊂ Zt(g) + [−δ, δ] et Zt(g) ⊂ Zt(f) + [−δ, δ]}
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Cet écart présente cependant l’inconvénient d’être sensible aux phénomènes de bord :
pour t > s > 0, Dt(f, g) > t− s lorsque f(t) = 0 et g ne s’annule pas sur [s, t], même si
g s’annule peu après t. On remédie à cet inconvénient en posant
dCZt (f, g) = inf{δ > 0 : Zt−δ(f) ⊂ Z(g)+] − δ, δ[ et Zt−δ(g) ⊂ Z(f)+]− δ, δ[}.
On remarque que l’inclusion Zt−δ(f) ⊂ Z(g)+] − δ, δ[ est d’autant plus facile à réaliser
que δ est grand, et que si elle est vérifiée pour un réel δ > 0, on peut trouver δ′ < δ pour
lequel elle est encore vérifiée. On a donc l’équivalence
dCZt (f, g) < δ ⇐⇒ Zt−δ(f) ⊂ Z(g)+]− δ, δ[ et Zt−δ(g) ⊂ Z(f)+]− δ, δ[.
Autrement dit, l’inégalité dCZt (f, g) < δ signifie que tout zéro de f antérieur à t− δ est à
distance inférieure à δ d’un zéro de g, et inversement. À l’aide de l’équivalence ci-dessus,
on vérifie facilement que la formule définit un écart sur W.
Notons dCUt associé à la norme de la convergence uniforme sur [0, t] : pour f, g ∈W,
dCUt (f, g) = ||f − g||[0,t] = max{|f(s)− g(s)| ; s ∈ [0, t]}.
Définition 9. (Topologie CUCZ sur W)
On appelle topologie de la convergence uniforme sur les compacts avec contrôle des
zéros la topologie associée aux écarts dCUt et d
CZ
t pour t ≥ 0.
Comme ces écarts sont croissants par rapport à t, les ouverts
Vt(f, ρ, δ) = {g ∈ V : d
CU
t (f, g) < ρ ; d
CZ
t (f, g) < δ}.
pour f ∈W fixé et t > 0, ρ > 0, δ > 0 forment une base de voisinages de f .
3.2 Propriétés de la topologie CUCZ
Grâce à la croissance des écarts dCUt et d
CZ
t par rapport à t, on voit que la topologie
CUCZ est métrisable. Nous allons voir que W est séparable pour cette topologie. Nous
allons même montrer un résultat plus précis.
Lemme 10. (Densité des fonctions continues affines par morceaux)
Les fonctions continues, nulles en 0, affines par morceaux, ayant des points de subdvi-
sion rationnels et prenant des valeurs rationnelles en ces points forment une partie dense
de W pour la topologie CUCZ.
Les fonctions continues, positives, nulles en 0, affines par morceaux, ayant des points
de subdvision rationnels et prenant des valeurs rationnelles en ces points forment une
partie dense de W+ pour la topologie CUCZ.
Démonstration. Soient f ∈ W et t > 0, ρ > 0, δ > 0. Quitte à réduire δ, on peut
supposer que
Osc[0,t](f, δ) := sup{|f(s1)− f(s2)| ; (s1, s2) ∈ [0, t]
2, |s1 − s2| ≤ δ} < ρ.
Choisissons un nombre fini de zéros de f sur [0, t], 0 = z0 < . . . < zm, tels que
Zt(f) ⊂
m⋃
k=0
]zk − δ, zk + δ[
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et construisons une subdivision 0 = t0 < . . . < tn = t de [0, t] en intervalles de longueur
≤ δ, contenant les instants z1 < . . . < zm. Soit g l’application obtenue en interpolant
linéairement f sur chaque intervalle de subdivision et constante égale à f(t) sur [t,+∞[.
On vérifie facilement que dCUt (f, g) < ρ grâce à l’inégalité Osc(f
∣∣
[0,t]
, δ) < ρ. Par ailleurs,
comme g s’annule en z0 < . . . < zm, on a
Zt−δ(f) ⊂ Zt(f) ⊂ Z(g)+]− δ, δ[.
Inversement, sur chaque intervalle de subdivision, g est affine et coïncide avec f aux
extrémités. Pour que g possède un zéro sur un intervalle de subdivision, il faut que f
possède aussi un zéro sur cet intervalle. Comme les intervalles de sudivision sont de
longueur ≤ δ, on a donc
Zt−δ(g) ⊂ Zt(g) ⊂ Z(f)+]− δ, δ[,
ce qui montre que dCZt (f, g) < δ. Ainsi g ∈ Vt(f, ρ, δ). De plus g est positive si f l’est.
Ces propriétés restent valables si l’on remplace les instants de subdivision t1 < . . . <
tn et les valeurs non nulles de g à ces instants par des rationnels proches. 
Corollaire 11. (Existence d’une base dénombrable d’ouverts)
La topologie CUCZ possède une base dénombrable d’ouverts et engendre la même
tribu que la topologie de la convergence uniforme sur les compacts.
Démonstration. Soit D une partie partie dénombrable dense de W. On vérifie facile-
ment que les ouverts Vt(f, ρ, δ) pour f ∈ D, t ∈ N∗, ρ ∈ Q∗+, δ ∈ Q
∗
+ forment une base
dénombrable d’ouverts.
Il reste à vérifier que ces ouverts sont des boréliens pour la topologie de la convergence
uniforme sur les compacts. Cela se voit en écrivant que dCZt (f, g) < δ si et seulement si
inf{|g(s)| ; s ∈ [0, t − δ] ; d(s, Z(f)) ≥ δ} > 0
et
∃δ′ ∈ Q∩]0, δ[, sup
z∈Zt−δ(f)
inf{|g(s)| ; s ∈ [z − δ′, z + δ′]} = 0,
et en remarquant que les bornes inférieures sur s et supérieure sur z ci-dessus se ramènent
par continuité à des bornes sur des ensembles dénombrables denses. 
Donnons un exemple d’ouvert utile pour la suite.
Lemme 12. (Exemple d’ouvert de la topologie CUCZ)
Pour b > a ≥ 0, l’ensemble des trajectoires de W possèdant au moins un zéro dans
]a, b[ est un ouvert de la topologie CUCZ.
Démonstration. En effet si f ∈W s’annule en z ∈]a, b[, alors toute application g ∈W
telle que dCZb (f, g) < min(z − a, b− z) possède au moins un zéro dans ]a, b[. 
3.3 Approximation d’une fonction à partir d’une approximation de sa
valeur absolue
Soient f ∈W. Le lemme ci-dessous montre que si une trajectoire r ∈W+ approche
|f | pour la topologie CUCZ, alors en imposant un nombre fini de signes de e ∈ E, on
obtient une trajectoire e · r approchant f .
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Lemme 13. (Comment approcher f à partir d’une approximation de |f |)
Soient f ∈W et t > 0, ρ > 0, δ > 0 tel que
Osc[0,t](f, δ) := sup{|f(s1)− f(s2)| ; s1, s2 ∈ [0, t] et |s1 − s2| ≤ δ} ≤ ρ.
Soit r ∈W+ ∩ Vt(|f |, ρ, δ). Alors :
1. Si s1 < s2 sont deux instants de [0, t] tels que f(s1) et f(s2) sont de signes opposés
et de valeurs absolues strictement plus grandes que ρ, alors r possède un zéro dans
]s1, s2[. Par conséquent, si I est un intervalle d’excursion de r, le signe de f est
constant sur {s ∈ I ∩ [0, t] : |f(s)| > ρ}.
2. Soit e ∈ E. Pour que ||e · r − f ||[0,t] < 5ρ, il suffit que pour tout I intervalle
d’excursion de r commencée avant t tel que supI∩[0,t] |r(s)| > 2ρ, e(q(I)) soit égal
au signe de f sur l’ensemble non vide {s ∈ I ∩ [0, t] : |f(s)| > ρ}.
Démonstration. Montrons les deux points.
1. Montrons le résultat par contraposition. Soient s1 < s2 deux instants de [0, t] tels
que f(s1) et f(s2) soient de signes opposés et de valeurs absolues strictement plus
grandes que ρ. D’après le théorème des valeurs intermédiaires, f possède au moins
un zéro z ∈]s1, s2[. Comme Osc[0,t](f, δ) ≤ ρ, on a s1+ δ ≤ z ≤ s2− δ ≤ t− δ. Mais
comme dCZt (|f |, r) < δ, la trajectoire r possède un zéro dans l’intervalle ]z−δ, z+δ[,
qui est inclus dans ]s1, s2[. Donc s1 et s2 appartiennent à des intervalles d’excursion
de r disjoints.
2. Supposons que e est choisi comme ci-dessus. Soit s ∈ [0, t]. De deux choses l’une :
– soit r(s) > 2ρ, et alors |f(s)| > 2ρ − ||f − r||[0,t] > ρ. Par conséquent, si q est
le rationnel numérotant l’excursion de r enjambant s, le signe e(q) est celui de
f(s), si bien que ∣∣(e · r)(s)− f(s)∣∣ = ∣∣r(s)− |f(s)|∣∣ < ρ.
– soit r(s) ≤ 2ρ, et alors |f(s)| ≤ 2ρ+ ||f − r||[0,t] < 3ρ, d’où∣∣(e · r)(s)− f(s)∣∣ ≤ r(s) + |f(s)| < 5ρ.
Dans tous les cas,
∣∣(e · r)(s)− f(s)∣∣ < 5ρ.

Corollaire 14. (Passage de la chaîne (Rn)n∈N à la chaîne (Wn)n∈N)
Pour montrer que l’orbite de preque toute trajectoire w ∈ W est dense W pour la
topologie CUCZ, il suffit de montrer que pour tout ouvert U de W+ pour la topologie
CUCZ,
sup
n∈N
P [R(n) ∈ U |R(0)] > 0 p.s.
Démonstration. En effet, grâce au corollaire 4 et à l’existence d’une base dénombrable
d’ouverts, il suffit de montrer que pour tout f ∈W+, t > 0, ρ > 0, δ > 0,
sup
n∈N
P [W (n) ∈ Vt(f, 5ρ, δ)|W
(0)] > 0 p.s.
Quitte à réduire δ, on peut supposer que Osc[0,t](f, δ) ≤ ρ.
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Soit n ∈ N. Alors W (n+1) = εn+1 · R(n). Notons I(R(n)) l’ensemble des intervalles
I d’excursion de R(n) commençant avant t tels que supI∩[0,t] |R
(n)(s)| > 2ρ. L’ensemble
aléatoire I(R(n)) est fini par continuité des trajectoires de R(n).
D’après le lemme précédent, pour que l’événement [W (n+1) ∈ Vt(f, 5ρ, δ)] soit réalisé,
il suffit que R(n) ∈ Vt(|f |, ρ, δ) et que pour tout I ∈ I(R(n)), εn+1(q(I)) soit égal au signe
de f sur {s ∈ I ∩ [0, t] : |f(s)| > ρ}. Comme εn+1 est indépendante de R(n) et suit la loi
uniforme sur {−1, 1}Q
∗
+ , on a donc
P [W (n+1) ∈ Vt(f, ρ, δ)|R
(n)] ≥ I[R(n) ∈ Vt(|f |, ρ, δ)]
(1
2
)Card I(R(n))
.
Par conséquent, si P [R(n) ∈ Vt(|f |, ρ, δ)|R(0) ] > 0 presque sûrement, alors
P [W (n+1) ∈ Vt(f, 5ρ, δ)|R
(0) ] > 0 presque sûrement.
On obtient ainsi le résultat voulu en remarquant que σ(R(0)) = σ(W (0)) puisque R(0) =
|W (1)| et W (0) = Ŵ (1) (voir les rappels du paragraphe 2.1). 
Un des intérêts de travailler avec la chaîne de Markov (R(n))n∈N plutôt qu’avec la
chaîne de Markov (W (n))n∈N est qu’il est possible de préserver, ou presque, le début des
trajectoires par un choix convenable des familles de signes.
En effet, la famille de signes 1 ∈ E, constante égale à 1, vérifie F (1, r) = r − r = r
pour tout r ∈ W+. La difficulté est qu’on ne peut imposer qu’un nombre fini de signes
dans les familles ε1, ε2, . . . pour avoir des probabilités strictement positives. Nous allons
donc utiliser le fait que F (e, r) est proche de r en norme uniforme sur un intervalle [0, t]
dès que e(q) = 1 pour tout rationnel q numérotant une excursion de r de hauteur ≥ η
commençant avant t, avec η > 0 petit.
Cela nous amène à établir des propriétés de continuité presque partout.
4 Résultats de continuité presque partout
Sauf mention explicite du contraire, on munira toujours E = {−1, 1}Q
∗
+ de la topo-
logie produit et W+ de la topologie induite par la topologie de la convergence uniforme
sur les compacts avec contrôle des zéros.
4.1 Continuité de l’action de E sur W
Dans ce paragraphe, nous allons montrer la continuité de l’application (e, w) 7→ e ·w
de E ×W dans W pour la topologie CUCZ pourvu qu’on se restreigne aux trajectoires
sans zéro rationnel.
Lemme 15. (Continuité de la numérotation des excursions)
Soit w0 ∈ W une trajectoire sans zéro rationnel autre que 0. Soit t > 0 tel que
w0(t) 6= 0. Il existe deux réels T > t et δ > 0 tels que pour tout w ∈W,
dCZT (w0, w) < δ ⇒ Qt(w) = Qt(w0).
Démonstration. Notons q0 = Qt(w0) et ]a, b[= It(w0) l’intervalle d’excursion de w0
enjambant t. Soit F l’ensemble (fini) des éléments de Q∗+ précédant q0 pour l’ordre
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introduit au début du paragraphe 3.2, y compris q0. Pour que Qt(w) = q0, il faut et il
suffit que q0 soit le seul élément de F dans It(w). Cela se produit dès que dCZb+δ(w0, w) < δ
où
δ = min
q∈F∪{t}
min(|q − a|, |q − b|).
En effet, l’inégalité dCZb+δ(w0, w) < δ assure que les bornes de l’intervalle d’excurion It(w)
sont dans ]a− δ, a + δ[ et ]b− δ, b+ δ[. 
Lemme 16. (Comparaison des modules de continuité de w et e · w)
Soient e ∈ E, w ∈W et t > 0. Pour tout δ > 0, notons
Osc[0,t](w, δ) = sup{|w(s1)− w(s2)| ; s1, s2 ∈ [0, t] et |s1 − s2| ≤ δ}.
Alors Osc[0,t](e · w, δ) ≤ 2 Osc[0,t](w, δ).
Démonstration. Il suffit de remarquer que |e · w| = |w| et d’utiliser les inégalités
Osc(|w|) ≤ Osc(w) ≤ Osc(w+) + Osc(w−) ≤ 2Osc(|w|)
dans lesquelles on a omis d’écrire l’intervalle [0, t] et la variable δ. 
Proposition 17. (Continuité de l’action de E sur W)
Si l’on munit E de la topologie produit et W de la topologie CUCZ, l’application
(e, w) 7→ e · w de E ×W dans W est continue en tout couple (e0, w0) où e0 ∈ E et
w0 ∈W est une trajectoire sans zéro rationnel.
Démonstration. Soient (en)n≥1 une suite convergant vers e0 pour la topologie produit
et (wn)n≥1 une suite convergant vers w0 pour la topologie CUCZ. Comme les trajectoires
en ·wn et wn ont les mêmes zéros, il suffit de montrer que la suite (en ·wn)n≥1 converge
uniformément sur les compacts.
Comme la suite (wn)n≥1 converge vers w0 uniformément sur tout segment [0, t], elle
est uniformément équicontinue sur [0, t]. D’après le lemme précédent, il en est de même
pour la suite (en · wn)n≥1. Il suffit donc de vérifier que (en · wn)(t) → (e0 · w0)(t) pour
t ≥ 0 fixé.
Si w0(t) = 0, alors on remarque simplement que |(en ·wn)(t)| = |wn(t)| → |w0(t)| = 0.
Si w0(t) 6= 0, on montre la convergence de (en(Qt(wn)))n≥1. Cette convergence dé-
coule de la convergence ponctuelle de (en)n≥1 et du fait que Qt(wn) = Qt(w0) à partir
d’un certain rang, grâce au lemme 15. 
4.2 Continuité de l’application w 7→ w − w de W dans W+
Pour w ∈W, on note N(w) l’ensemble des instants de records négatifs de w, qui est
aussi l’ensemble des zéros de w − w
N(w) = {t ∈ R+ : w(t) = w(t)} = Z(w − w).
Proposition 18. (Continuité de l’application w 7→ w −w de W dans W+)
Soit w0 ∈ W. Si pour tout z ∈ N(w0) et δ > 0, w0(z − δ) > w0(z + δ) avec la
convention w0(t) = 0 pour t < 0, alors l’application w 7→ w − w, de W muni de la
topologie de la convergence uniforme sur les compacts dans W+ muni de la topologie
CUCZ, est continue en w0.
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Démonstration. Soient w0 ∈W vérifiant les hypothèses et w ∈W. Notons r0 = w0−w0
et r = w − w. Soient t > 0, ρ > 0 et δ ∈]0, t[. Pour avoir r ∈ Vt(r0, ρ, δ), il suffit que
1. ||r − r0||[0,t] < ρ ;
2. Zt−δ(r) ⊂ Zt(r0) + ]− δ, δ[ ;
3. Zt−δ(r0) ⊂ Zt(r) + ]− δ, δ[.
Montrons que ces trois conditions sont vérifiées si ||w − w0||[0,t] est suffisament petit.
On commence par remarquer que ||w − w0||[0,t] ≤ ||w − w0||[0,t], d’où
||r − r0||[0,t] ≤ 2||w − w0||[0,t].
Donc la condition 1 est réalisée dès que ||w − w0||[0,t] < ρ/2.
Par continuité de r0 et compacité de K = {s ∈ [0, t] : d(s, Zt(r0)) ≥ δ}, la borne
α = inf{r0(s) ; s ∈ K} est atteinte et strictement positive. La condition 2 est réalisée dès
que ||w−w0||[0,t] < α/2 puisque cette inégalité entraîne ||r− r0||[0,t] < α, ce qui interdit
à r de s’annuler sur K.
Enfin, l’hypothèse faite sur w0, la continuité de w0 et compacité de Zt(r0), assurent
que la borne
β = inf{w0(z − δ) −w0(z + δ) ; z ∈ Zt(r0)}
est strictement positive. La condition 2 est réalisée dès que ||w −w0||[0,t] < β/2 puisque
cette inégalité entraîne, pour tout z ∈ Zt(r0),
w(z − δ) − w(z + δ) > w0(z − δ)− w0(z + δ) − β ≥ 0,
ce qui implique l’existence d’un record négatif de w, donc d’un zéro de r dans l’intervalle
]z − δ, z + δ[. 
Par composition, on obtient ainsi la continuité presque partout de F .
Proposition 19. (Continuité presque partout de F )
L’application F : (e, r) 7→ e · r − e · r de E ×W+ dans W+ est continue presque
partout pour Pε ⊗ PR où Pε est la loi uniforme sur E = {−1, 1}
Q∗+ et PR la loi du
mouvement brownien réfléchi.
4.3 Définition de la transformation F après un instant a ≥ 0
Pour pouvoir préserver le début des trajectoires, nous allons définir une transforma-
tion Fa de E×W+ dans W+ qui se comporte comme l’identité de W+ avant un instant
a ≥ 0 et comme F ensuite. Nous avons besoin d’introduire quelques notations.
Définition 20. (Familles hybrides de signes)
Pour t ≥ 0 et e1, e2 ∈ E = {−1, 1}
Q∗+ , on définit la famille hybride « e1 puis e2 à
l’instant t »notée e1
t
⌣e2 par
(e1
t
⌣e2)(q) = e1(t) si q ≤ t,
(e1
t
⌣e2)(q) = e2(t) si q > t.
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Définition 21. (Définition de Da et Fa)
Pour a ≥ 0 et w ∈ W, on note Da(w) = inf(Z(w) ∩ [a,∞[) le premier zéro de w
après l’instant a.
On définit la transformation « F après a »de E ×W+ dans W+ en posant
Fa(e, r) = F (1
Da(r)
⌣ e, r).
Autrement dit,
pour t ≤ Da(r), Fa(e, r)(t) = r(t),
pour t > Da(r), Fa(e, r)(t) = (e · r)(t)−min[Da(r),t](e · r).
On remarque que F0 = F puisque D0(r) = 0 pour tout r ∈ W+. Voyons quelques
propriétés immédiates de la transformation Fa.
Lemme 22. (Préservation de Da par Fa)
Quels que soient e ∈ E et r ∈W+, Da(Fa(e, r)) = Da(r).
Démonstration. Par construction, la trajectoire Fa(e, r) coïncide avec r sur [0,Da(r)],
donc Da(r) est le premier zéro de Fa(e, r) sur l’intervalle [a,+∞[. .
Nous allons voir que la transformation Fa dans laquelle les signes sont choisis au
hasard se comporte après l’instant Da comme la transformation F . Pour donner un sens
précis à cette affirmation, nous avons besoin d’introduire l’opérateur de translation θDa .
Définition 23. (Opérateur de translation θDa)
Pour tout r ∈W+ tel que Da(r) < +∞, on note θDa(r) la trajectoire de W+ définie
par
θDa(r)(t) = r(Da(r) + t) pour t ≥ 0.
Par récurrence du mouvement brownien réfléchi, l’opérateur θDa est défini PR-presque
partout et la propriété forte de Markov nous dit que θDa préserve la loi PR.
Lemme 24. (Lien entre F et Fa)
Soient r ∈ W+ tel que Da(r) < +∞ et ε une variable aléatoire de loi uniforme sur
E. Alors
θDa(Fa(ε, r)) a même loi que F (ε, θDa(r)).
Démonstration. Par définition de F , Fa et de θDa, on a pour tout t ≥ 0 :
F (ε, θDa(r))(t) = ε(Qt(θDa(r))) r(Da(r) + t),
et grâce au fait que Da(Fa(e, r)) = Da(r),
θDa(Fa(ε, r))(t) = ε(QDa(r)+t(r)) r(Da(r) + t).
Il suffit donc de montrer que
(ε(QDa(r)+t(r)))t≥0 a même loi que (ε(Qt(θDa(r))))t≥0.
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Soit s une permutation (déterministe) de Q+ telle que s(0) = 0 et telle que pour tout
rationnel numérotant une excursion de θDa(r), s(q) soit le rationnel numérotant l’excur-
sion correspondante de r. Par construction de s, on a donc QDa(r)+t(r) = s(Qt(θDa(r)))
pour tout t ≥ 0. Le résultat découle du fait que ε ◦ s a même loi que ε. 
Le résultat ci-dessous montre que la transformation Fa où les signes sont choisis au
hasard préserve la loi du mouvement brownien réfléchi.
Corollaire 25. (Effet de la transformation Fa)
Soient R un mouvement brownien réfléchi et ε une variable aléatoire indépendante
de R et de loi uniforme sur E = {−1, 1}Q
∗
+ . Alors
1. Le processus θDa(Fa(ε,R)) est indépendant de (Rt)0≤t≤Da(R) et a même loi que
F (ε, θDa(R)).
2. Le processus Fa(ε,R) est un mouvement brownien réfléchi qui coïncide avec R
jusqu’à l’instant Da(R).
Démonstration. D’après le lemme précédent et par indépendance de ε et de R,
L
(
θDa(Fa(ε,R))
∣∣R) = L(F (ε, θDa(R))∣∣R).
On en déduit, grâce à la propriété de Markov et à la préservation de la loi du mouvement
brownien réfléchi par F (ε, ·) et θDa,
L
(
θDa(Fa(ε,R))
∣∣(Rt)0≤t≤Da(R)) = L(F (ε, θDa(R))) = PR,
ce qui montre le point 1.
On en déduit le point 2 par la propriété de Markov en remarquant que le processus
Fa(ε,R) s’obtient en concaténant (Rt)0≤t≤Da(R) et θDa(Fa(ε,R)). 
4.4 Continuité presque partout de la transformation Fa
Nous allons montrer que Fa est continue presque partout sur E ×W+.
Lemme 26. (Continuité de Da et de θDa)
Soit w0 ∈ W+. Si l’instant a n’est pas le début d’une excursion de w0, l’application
Da : W+ → [0,+∞] est continue en w0. Si de plus Da(w0) < +∞, alors la fonction
θDa : W+ →W+ est continue en w0.
Démonstration. Pour montrer la continuité de Da, on distingue trois cas.
1. Cas où Da(w0) = a (autrement dit w0(a) = 0).
Soit b > a. Comme a n’est pas un début d’excursion de w0, w0 possède au moins
un zéro dans ]a, b[. L’ensemble Oa,b = {w ∈ W+ : w possède un zéro dans ]a, b[}
est donc un voisinage de w0 (grâce au lemme 12) et pour tout w ∈ Oa,b, on a
a ≤ Da(w) < b.
2. Cas où a < Da(w0) < +∞.
Notons d = Da(w0) et notons g le dernier zéro de w0 avant l’instant a. Alors
g < a < d. Soit δ ∈]0,min(a−g, d−a)]. Pour tout w ∈W tel que dCZd+δ(w0, w) < δ,
w possède un zéro dans ]d− δ, d+ δ[ mais n’en possède pas dans [g+ δ, d− δ], donc
d− δ < Da(w) < d+ δ.
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3. Cas où Da(w0) = +∞.
Notons g le dernier zéro de w0 avant l’instant a. Alors g < a. Soit t > a. Pour tout
w ∈ W tel que dCZt+a−g(w0, w) < a − g, w ne possède pas de zéro dans [a, t], donc
Da(w) > t.
Dans les trois cas, Da est continue en w0.
Pour montrer la continuité de θDa, on étend la topologie CUCZ à W˜ = C(R+,R)
en posant Z(w) = {t ∈ R+ : w(t) = 0} ∪ {0} pour tout w ∈ W puis en définissant les
écarts dCUt et d
CU
t comme sur W. Le fait de mettre systématiquement 0 dans Z(w) ne
change rien pour les trajectoires qui s’annulent en 0 mais permet d’éviter les problèmes
de bord en 0.
Sur l’ensemble des trajectoires w telles que a n’est pas un début d’excursion de w et
Da(w) < +∞, on écrit alors θDa comme la composée de l’application w 7→ (θDa(w), w) et
de (t, w) 7→ θt(w) = w(t+ ·). La première de ces applications est continue par continuité
de Da. La continuité de la seconde découle des inégalités suivantes pour 0 ≤ a ≤ b ≤ T ,
u, v ∈W et t > 0 :
dCUt (θa(u), θb(v)) ≤ d
CU
t (θa(u), θa(v)) + d
CU
t (θa(v), θb(v))
≤ dCUT+t(u, v) + Osc[0,T+t](v, b− a)
et
dCZt (θa(u), θb(v)) ≤ d
CZ
t (θa(u), θa(v)) + d
CZ
t (θa(v), θb(v))
≤ dCZT+t(u, v) + b− a.
D’où le résultat annoncé. .
Notons W+,a l’ensemble des trajectoires de W qui sont positives sur [0, a]. De la
continuité de Da et de la continuité de l’action de E sur W (proposition 17), on déduit
immédiatement le corollaire suivant.
Corollaire 27. (Continuité de l’action après Da de E sur W)
Soient e0 ∈ E et w0 ∈ W. Si l’instant a n’est pas le début d’une excursion de w0 et
Da(w0) /∈ Q, les applications
(e, r) 7→ 1
Da(r)
⌣ e de E ×W+ dans E,
(e, r) 7→ (1
Da(r)
⌣ e) · r de E ×W+ dans W+,a
sont continues en (e0, w0).
La proposition ci-dessous se démontre comme la proposition 18.
Proposition 28. (Continuité de l’application w 7→ w − w de W+,a dans W+)
Soit w0 ∈W+,a telle que pour tout z ∈ N(w0)∩[a,+∞[ et δ > 0, w0(z−δ) > w0(z+δ)
avec la convention w0(t) = 0 pour t < 0. L’application w 7→ w − w de W+,a muni de
la topologie de la convergence uniforme sur les compacts dans W+ muni de la topologie
CUCZ est continue en w0.
Par composition, on obtient finalement le continuité presque partout de Fa.
Proposition 29. (Continuité presque partout de Fa)
L’application
Fa : (e, r) 7→ (1
Da(r)
⌣ e) · r − (1
Da(r)
⌣ e) · r
de E ×W+ dans W+ est continue presque partout.
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5 Accessibilités d’ouverts
Dans toute cette partie, nous introduisons la notion d’accessibilité par Fa qui est un
outil essentiel de la démonstration.
On garde les notations introduites dans la partie 2.4. On notera PR la loi du mouve-
ment brownien réfléchi (qui est donc une probabilités sur W+) et Pε la loi uniforme sur
E = {−1, 1}Q
∗
+ .
Définition 30. (Accessibilité par Fa)
Soient a > 0, r ∈W+ et B une partie mesurable de W+. On dira que B est accessible
par Fa depuis r s’il existe n ∈ N tel que
P [Fa(εn, ·) ◦ · · · ◦ Fa(ε1, ·)(r) ∈ B] > 0.
Le corollaire 14 nous dit que pour démontrer le théorème 1, il suffit de vérifier que tout
ouvert non-vide de W+ est accessible par F0 = F depuis PR-presque toute trajectoire
r ∈W+ .
Nous allons démontrer que si b ≥ a ≥ 0, l’accessibilité d’un ouvert (ou même d’un
presque-ouvert, notion définie à la sous-section 5.2) par la transformation Fb entraîne
son accessibilité par Fa.
5.1 Conséquences de la continuité presque partout de Fa
Pour tout a ≥ 0 et tout borélien B deW+, notons Aa,1(B) l’ensemble des trajectoires
de W+ d’où l’on accède par Fa en un coup avec probabilité strictement positive :
Aa,1(B) = {r ∈W+ : P [Fa(ε1, r) ∈ B] > 0}.
Notons F−1a (B) l’image réciproque de B par Fa :
F−1a (B) = {(e, r) ∈ E ×W+ : Fa(e, r) ∈ B}.
Notons Oa,1(B) la projection de l’intérieur de F−1a (B) sur W+ :
Oa,1(B) = {r ∈W+ : ∃e ∈ E, (e, r) ∈
(
F−1a (B)
)◦
}.
Lemme 31. (Conséquence de la continuité de Fa)
Fixons a ≥ 0. Soit V un ouvert de W+ pour la topologie CUCZ. Alors Oa,1(V ) est
un ouvert contenu dans Aa,1(V ) et PR[Aa,1(V ) \Oa,1(V )] = 0.
Démonstration. Le fait que Oa,1(V ) soit un ouvert contenu dans Aa,1(V ) est immédiat.
En effet, si r0 ∈ Oa,1(V ), alors on peut choisir e0 ∈ E tel que (e0, r0) ∈
(
F−1a (V )
)◦
et :
– pour tout r dans un certain voisinage de r0, (e0, r) ∈
(
F−1a (V )
)◦
donc r ∈ Oa,1(V ) ;
– l’ensemble des e ∈ E tels que (e, r0) ∈ F−1a (V ) est un voisinage de e0, donc est de
mesure positive pour Pε.
Par ailleurs, notons
A = {(e, r) ∈ E × (Aa,1(V ) \Oa,1(V )) : Fa(e, r) ∈ V }.
Alors par définition de Oa,1(V ),
A ⊂ F−1a (V ) \
(
F−1a (V )
)◦
.
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Donc A est contenu dans l’ensemble des points de discontinuité de Fa. Comme Fa est
continue presque partout sur E ×W+, on a donc
0 = (Pε ⊗ PR)(A) =
∫
Aa,1(V )\Oa,1(V )
P [Fa(ε1, r) ∈ V ] PR(dr).
Mais P [Fa(ε, r) ∈ V ] > 0 pour tout r ∈ Aa,1(V ), donc PR[Aa,1(V ) \Oa,1(V )] = 0. 
Signalons quelques propriétés immédiates de l’application qui à un borélien B associe
le borélien Aa,1(B). Ces propriétés nous seront utiles par la suite.
Lemme 32. (Propriétés de Aa,1)
1. Pour toute suite (Bn)n∈N de boréliens de W,
Aa,1
( ⋃
n∈N
Bn
)
=
⋃
n∈N
Aa,1(Bn)
2. Si PR(B) = 0, alors PR(Aa,1(B)) = 0.
3. Si B1 ⊂ B2 PR-presque sûrement, alors Aa,1(B1) ⊂ Aa,1(B2) PR-presque sûrement.
Démonstration. Montrons les différents points
Le premier point découle immédiatement des inégalités
sup
n∈N
P [Fa(ε1, r) ∈ Bn] ≤ P [Fa(ε1, r) ∈
⋃
n∈N
Bn] ≤
∑
n∈N
P [Fa(ε1, r) ∈ Bn].
Le deuxième point vient du fait que Fa(ε1, R(0)) a même loi que R(0) (corollaire 25),
d’où ∫
W+
P [Fa(ε1, r) ∈ B] PR(dr) = P [Fa(ε1, R
(0)) ∈ B] = PR(B) = 0.
Donc P [Fa(ε1, r) ∈ B] = 0 pour PR-presque tout r ∈W+, c’est-à-dire PR(Aa,1(B)) = 0.
Le troisième point se déduit des deux premiers en remarquant que
Aa,1(B2) ∪Aa,1(B1 \B2) = Aa,1(B1 ∪B2) ⊃ Aa,1(B1)
et que PR(Aa,1(B1 \B2)) = 0. 
5.2 Ensembles presque ouverts dans W+
Nous introduisons ici une notion commode pour la suite.
Définition 33. (Parties presque ouvertes)
Soit V une partie de W+. On dit que V est presque ouvert dans W+ et que V est
un presqu’ouvert de W+ lorsque V \ V
◦ est négligeable pour PR. De façon équivalente,
un presqu’ouvert de W+ est la réunion d’un ouvert de W+ et d’un négligeable pour PR.
Autrement dit, V est presque ouvert dans W+ si PR-presque tout point de V est
intérieur à V . Voyons quelques propriétés des presque-ouverts.
Lemme 34. (Propriétés immédiates de stabilité des presque-ouverts)
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– Toute union dénombrable de presque-ouverts est un presque-ouvert.
– Toute intersection finie de presque-ouverts est un presque-ouvert.
– L’image réciproque d’un ouvert par une application continue presque partout de
W+ dans W+ est un presque-ouvert.
– L’image réciproque d’un presque-ouvert par une application continue presque par-
tout de W+ dans W+ et préservant la mesure PR est un presque-ouvert.
Proposition 35. (Autres propriétés de stabilité)
Soient V un presque-ouvert de W+ et a > 0. Les ensembles ci-dessous sont presque
ouverts.
– le translaté θ−1Da(V ) ;
– l’ensemble des trajectoires d’où l’on peut accéder à V par Fa en un coup :
Aa,1(V ) = {r ∈W+ : P [Fa(ε1, r) ∈ V ] > 0};
– l’ensemble des trajectoires d’où l’on peut accéder à V par Fa en n coups, avec
n ∈ N :
Aa,n(V ) = {r ∈W+ : P [Fa(εn, ·) ◦ · · · ◦ Fa(ε1, ·)(r) ∈ V ] > 0};
– le domaine d’accessibilité de V par Fa :
Aa(V ) =
⋃
n∈N
Aa,n(V ).
Démonstration. Le fait que θ−1Da(V ) est presque ouvert vient de ce que θDa est continue
presque partout sur W+ et préserve la mesure PR.
Par ailleurs, Aa,1(V ) est la réunion de Aa,1(V ◦), qui est presque-ouvert d’après le
lemme 31 (Conséquence de la continuité de Fa), et de Aa,1(V \ V ◦), qui est négligeable
d’après le lemme 32 (Propriétés de Aa,1). Donc Aa,1(V ) est presque ouvert.
Pour montrer que pour tout n ∈ N, Aa,n(V ) est presque ouvert, il suffit d’établir la
relation de récurrence Aa,n(V ) = Aa,1(Aa,n−1(V )) pour n ≥ 2. On établit cette égalité
en remarquant que pour tout r ∈W+,
P [Fa(εn, ·) ◦ · · · ◦ Fa(ε1, ·)(r) ∈ V ] =
∫
E
P [Fa(εn, ·) ◦ · · · ◦ Fa(ε2, ·)(Fa(e, r)) ∈ V ]Pε(de),
d’où
r ∈ Aa,n(V )⇐⇒ Pε{e ∈ E : Fa(e, r) ∈ Aa,n−1(V )} > 0⇐⇒ r ∈ Aa,1(Aa,n−1(V )),
ce qu’il fallait démontrer. 
Les presque-ouverts se prêtent bien à l’étude de leur accessibilité. Mais l’intérêt prin-
cipal des presque-ouverts apparaît dans les deux paragraphes suivants.
5.3 Comparaison des accessibilités pour différentes valeurs de a
Commençons par démontrer le lemme suivant.
Lemme 36. (Comparaison des accessibilites en un coup)
Soient b > a ≥ 0 et V un presque-ouvert de W+. Pour PR-presque tout r ∈W+,
P [Fb(ε, r) ∈ V ] > 0 =⇒ P [Fa(ε, r) ∈ V ] > 0.
Autrement dit, avec les notations du lemme 31, Ab,1(V ) ⊂ Aa,1(V ) presque sûrement.
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Démonstration. Grâce aux propriétés de Aa,1 (lemme 32, points 1 et 2), on peut se
contenter de montrer le résultat dans le cas où V est ouvert.
Fixons une trajectoire r ∈ W+ sans zéro isolé et sans zéro rationnel telle que
P [Fb(ε, r) ∈ V ] > 0. Notons dt = Dt(r) pour t ≥ 0. Nous allons démontrer que
P [Fa(ε, r) ∈ V | 1
db⌣ε] > 0 avec probabilité strictement positive.
Par indépendance des signes, la loi conditionnelle de ε sachant 1
db⌣ε admet la version
régulière donnée par
L(ε | 1
db⌣ε = e) = L(ε
db⌣e).
pour toute famille e de l’ensemble Edb = {e ∈ E : ∀q ≤ db, e(q) = 1}.
Par hypothèse, on a avec probabilité positive
F (1
db⌣ε, r) = Fb(ε, r) ∈ V,
et presque sûrement
lim inf
t→db+
(1
db⌣ε)(Qt(r)) = lim inf
t→db+
ε(Qt(r)) = −1.
grâce au fait que r possède une infinité d’excursions immédiatement après l’instant db.
Il suffit donc de montrer que si e ∈ Edb vérifie F (e, r) ∈ V et lim inft→db+ e(Qt(r)) =
−1, alors
P [Fa(ε, r) ∈ V | 1
db⌣ε = e] > 0,
autrement dit
P [Fa(ε
db⌣e, r) ∈ V ] > 0.
Soient ρ > 0 et δ > 0 tels que V∞(F (e, r), ρ, δ) ⊂ V , où l’on note
V∞(f, ρ, δ) = {g ∈ V : ||f −g||[0,∞[ < ρ ; Z(f) ⊂ Z(g)+]− δ, δ[ ; Z(g) ⊂ Z(f)+]− δ, δ[}.
Choisissons un instant t0 réalisant le minimum d’une excursion négative de e·r de hauteur
< ρ/4 contenue dans ]db, db + δ[.
Grâce aux hypothèses sur r, on peut choisir également des instants t1 > . . . > tn de
]da, db[, réalisant les maxima d’excursions de r, tels que r(tn) < . . . < r(t1) < r(t0) et
Z(r)∩]da, db[⊂
n⋃
i=1
]ti − δ, ti + δ[.
Notons q0 > . . . > qn les rationnels numérotant ces excursions. Soit C l’ensemble des
familles de signes f ∈ E telles que
f(q) = −1 si q ∈ {q0, . . . , qn},
f(q) = 1 si q /∈ {q0, . . . , qn} et q numérote une excursion de hauteur ≥ r(tn) avant t0,
f(q) = 1 si q /∈ {q0, . . . , qn} et q numérote une excursion de longueur ≥ δ avant db + δ.
L’appartenance à C ne dépend que d’un nombre fini de signes, donc l’événement {ε ∈ C}
est de probabilité strictement positive. Si ε ∈ C, on peut faire les observations suivantes.
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1. Pour tout rationnel q numérotant une excursion de hauteur ≥ ρ/4,
(1
da⌣ε
db⌣e)(q) = e(q).
Donc
||(1
da⌣ε
db⌣e) · r − e · r||[0,+∞[ < ρ/2
d’où
||Fa(ε
db⌣e, r)− F (e, r)||[0,+∞[ = ||F (1
da⌣ε
db⌣e, r)− F (e, r)||[0,+∞[ < ρ.
2. Les trajectoires Fa(ε, r) et F (e, r) coïncident avec r sur [0, da] donc ont les mêmes
zéros sur [0, da]. Par ailleurs, pour tout s ≥ t0,
(1
da⌣ε
db⌣e) · r(s) = min
[da,s]
(
(1
da⌣ε
db⌣e) · r
)
= min
[t0,s]
(e · r) = e · r(s),
donc Fa(ε
db⌣e, r) = F (1
da⌣ε
db⌣e, r) et F (e, r) ont aussi les mêmes zéros sur [t0,∞[
puisque leurs zéros sont les instants de records négatifs de (1
da⌣ε
db⌣e) · r et de e ·r.
3. Les instants tn < . . . < t0 sont des instants de records négatifs de (1
da⌣ε
db⌣e) · r
donc des zéros de Fa(ε
db⌣e, r) = F (1
da⌣ε
db⌣e, r). Comme F (e, r) coïncide avec r
sur [0, db] et comme db < t0 < db + δ,
Z
(
F (e, r)
)
∩ ]da, t0[ ⊂
(
Z(r) ∩ ]da, db[
)
∪ [db, t0[
⊂
n⋃
i=0
]ti − δ, ti + δ[.
⊂ Z
(
Fa(ε
db⌣e, r)
)
+ ]− δ, δ[.
Compte tenu du point 2, on a donc
Z
(
F (e, r)
)
⊂ Z
(
Fa(ε, r)
)
+ ]− δ, δ[.
4. Inversement, si s est un zéro de Fa(ε
db⌣e, r) dans ]da, t0[, alors :
– soit db ≤ s < t0 et alors 0 ≤ s− db < δ ;
– soit s < db ; comme s est dans une excursion négative de ε · r, cette excursion
est de longueur < δ puisque ε ∈ C.
Dans tous les cas, s est à distance < δ d’un zéro de r antérieur à db, donc d’un
zéro de F (e, r), ce qui compte tenu du point 2 montre l’inclusion
Z
(
Fa(ε
db⌣e, r)
)
⊂ Z
(
F (e, r)
)
+ ]− δ, δ[.
Sur l’événement de probabilité strictement positive {ε ∈ C}, on a ainsi
Fa(ε
db⌣e, r) ∈ V∞(F (e, r), ρ, δ) ⊂ V,
ce qui achève la démonstration. 
Signalons un corollaire intéressant bien qu’il ne soit pas utilisé dans la suite.
Corollaire 37. (Accessibilité en un coup d’un presque-ouvert depuis lui-même)
Sous les hypothèses du lemme 31, on a Aa,1(V ) ⊃ V presque sûrement.
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Démonstration. Grâce au lemme 32, il suffit de vérifier l’inclusion pour un ouvert de
la forme Vt(f, ρ, δ) puisque V peut s’écrire comme réunion dénombrable de tels ouverts.
Mais si V = Vt(f, ρ, δ) avec t > 0, ρ > 0, δ > 0, alors V est accessible en un coup par
Fmax(a,t) depuis tout w ∈ V puisque Fmax(a,t) préserve les trajectoires sur [0, t]. Donc V
est accessible en un coup par Fa depuis presque tout r ∈ V . 
Nous pouvons enfin démontrer la proposition ci-dessous, qui sera extrêmement utile
par la suite.
Proposition 38. (Comparaison des accessibilités)
Soient b ≥ a ≥ 0 et V un presque-ouvert de W+. Pour PR-presque tout r ∈ W+, si
V est accessible par Fb depuis r, alors V est accessible par Fa depuis r.
Démonstration. Montrons par récurrence que pour tout n ∈ N, Ab,n(V ) ⊂ Aa,n(V )
presque sûrement. Le résultat est trivial pour n = 0 et déjà établi pour n = 1 (lemme 36).
Une fois l’inclusion Ab,n(V ) ⊂ Aa,n(V ) presque sûrement établie pour un entier n ∈ N,
on écrit
Ab,n+1(V ) = Ab,1(Ab,n(V )) ⊂p.s.
Ab,1(Aa,n(V )) ⊂p.s.
Aa,1(Aa,n(V )) = Aa,n+1(V ),
grâce au fait que Ab,n(V ) et Aa,n(V ) sont des presque-ouverts et grâce au point 3 du
lemme 32. 
5.4 Boréliens stables par Fa
L’intérêt de la transformation Fa est de préserver les trajectoires jusqu’à l’instant
Da, ce qui nous amène à nous intéresser aux boréliens stables par Fa.
Définition 39. (Parties stables par Fa)
Soit a ≥ 0. On dit qu’une partie B de W+ est stable par Fa si pour tout e ∈ E et
r ∈ B, on a Fa(e, r) ∈ B.
Lemme 40. (Exemples de parties stables par Fa)
Est stable par Fa :
– tout borélien antérieur à Da dans la filtration naturelle canonique de W+ ;
– l’ouvert Oa,b = {w ∈W+ : w possède un zéro dans ]a, b[} pour b > a ;
– toute intersection de parties stables par Fa.
Démonstration. Montrons les deux premiers points.
Remarquons que Da est un temps d’arrêt pour la filtration naturelle F0 associée au
processus canonique sur W+. Si B ∈ F0Da et r ∈ B, alors pour tout e ∈ B, la trajectoire
Fa(e, r) coïncide avec r jusqu’à l’instant Da(r), donc Fa(e, r) ∈ B grâce au critère de
Galmarino (voir [7], chapitre I, exercice 4.21).
Montrons que pour b > a, Oa,b est stable par Fa. Soient r ∈ Oa,b et e ∈ E. Alors
Da(r) < b. De deux choses l’une :
– soit la trajectoire e · r reste positive ou nulle sur ]Da(r), b[. Dans ce cas e · r = r
sur ]Da(r), b[, d’où Fa(e, r) = r sur ]Da(r), b[, et même sur [0, b]. En particulier,
Fa(e, r) possède un zéro dans ]a, b[.
– soit la trajectoire e ·r prend des valeurs strictement négatives sur ]Da(r), b[ et alors
tout instant de record strictement négatif sur ]Da(r), b[ est un zéro de Fa(e, r).
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Dans tous les cas, Fa(e, r) ∈ Oa,b, ce qu’il fallait démontrer. 
L’intérêt de la notation de borélien stable par Fa apparaît dans la proposition ci-
dessous.
Proposition 41. (Accessibilités successives et intersection)
Soient b > a ≥ 0 et B0, B1, B2 des boréliens de W+ tels que
– B1 est accessible par Fa depuis presque toute trajectoire de B0 ;
– B1 est stable par Fb ;
– B2 est accessible par Fb depuis presque toute trajectoire de B1.
Alors B1∩B2 est accessible par Fb depuis presque tout r ∈ B1. Si de plus, B1 et B2 sont
presque ouverts, alors B1 ∩B2 est accessible par Fa depuis presque tout r ∈ B0.
Démonstration. Soit r ∈ B1. Comme B1 est stable par Fb, on a pour tout n ∈ N,
Fb(εn, ·) ◦ · · · ◦ Fb(ε1, ·)(r) ∈ B1 sûrement, d’où
P [Fb(εn, ·) ◦ · · · ◦ Fb(ε1, ·)(r) ∈ B1 ∩B2] = P [Fb(εn, ·) ◦ · · · ◦ Fb(ε1, ·)(r) ∈ B2].
Donc B1 ∩B2 est accessible par Fb depuis r puisque B2 l’est, ce qui montre la première
affirmation.
Si de plus B1 et B2 sont presque ouverts, alors B1 ∩B2 aussi, donc par comparaison
des accessibilités (proposition 38), B1 ∩ B2 est accessible par Fa depuis presque tout
r ∈ B1. Par accessibilités successives (proposition 5), B1 ∩ B2 est accessible par Fa
depuis presque tout r ∈ B0. 
5.5 Accessibilité et translation
Nous allons maintenant relier l’accessibilité d’un ouvert V par F à l’accessibilité d’un
translaté θ−1Da(V ) par Fa.
Lemme 42. (Translation et accessibilité)
Soient a ≥ 0, et V un presque-ouvert de W+. Il y a équivalence entre
1. V est accessible depuis presque toute trajectoire de W+.
2. θ−1Da(V ) est accessible par Fa depuis presque toute trajectoire de W+.
Démonstration. Soit r ∈ W+ telle que Da(r) < +∞. Une application répétée du
lemme 24 (Lien entre F et Fa) montre que pour tout n ∈N,
θDa ◦ Fa(εn, ·) ◦ · · · ◦ Fa(ε1, ·)(r) a même loi que F (εn, ·) ◦ · · · ◦ F (ε1, ·) ◦ θDa(r),
d’où,
P [Fa(εn, ·) ◦ · · · ◦ Fa(ε1, ·)(r) ∈ θ
−1
Da
(V )] = P [θDa ◦ Fa(εn, ·) ◦ · · · ◦ Fa(ε1, ·)(r) ∈ V ]
= P [F (εn, ·) ◦ · · · ◦ F (ε1, ·) ◦ θDa(r) ∈ V ],
Par conséquent, θ−1Da(V ) est accessible par Fa depuis r si et seulement si V est accessible
par Fa depuis θDa(r). Comme Da(r) < +∞ pour presque tout r ∈W+, on a donc
Aa(θ
−1
Da
(V )) = θ−1Da(A0(V )) p.s.
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Comme θDa préserve la loi PR, on a ainsi
PR[Aa(θ
−1
Da
(V ))] = PR(A0(V )),
ce qui entraîne l’équivalence annoncée. 
Voyons maintenant un exemple d’application de ce lemme et de la proposition 41, qui
anticipe sur les résultats qui vont être obtenus dans la section suivante : en utilisant le fait
que pour tout t > 0, ρ > 0 et δ > 0, l’ouvert Vt(0, ρ, δ) est accessible par F depuis presque
toute trajectoire de W+ (d’après la proposition 44), on obtient le résultat suivant qui
montre qu’on peut « remettre à zéro »une trajectoire après un instant Da en préservant
la trajectoire avant cet instant.
Proposition 43. (Remise à zéro après l’instant Da)
Soient a ≥ 0, B un borélien de W+ antérieur à Da et t > 0, ρ > 0 et δ > 0. Alors
le borélien B ∩ θ−1Da(Vt(0, ρ, δ)), égal à
{r ∈ B : Da(r) < +∞ ; ||r||[Da(r),Da(r)+t] < ρ ; max
s∈[Da(r),Da(r)+t−δ]
d(s, Zr) < δ)}
est accessible par Fa depuis presque toute trajectoire de B.
6 Approximation de la trajectoire nulle
Le but de cette partie est de montrer le résultat suivant.
Proposition 44. (Approximation de la trajectoire nulle en topologie CUCZ)
Soient t > 0, ρ > 0 et δ > 0. L’ouvert Vt(0, ρ, δ) est accessible depuis presque toute
trajectoire de l’ouvert W+.
La démonstration se fait en deux grandes étapes. La première consiste à approcher
zéro uniformément sur le segment [0, t], la seconde consiste à densifier les zéros sur
l’intervalle [0, t].
6.1 Approximation uniforme de la trajectoire nulle
Pour approcher la trajectoire nulle, l’idée est la suivante : notons −1 ∈ E la famille
de signes dans laquelle tous les signes valent −1. La transformation F (−1, ·), de W+
dans W+, associe à toute trajectoire r la trajectoire (−r) − (−r) = r − r. Nous allons
montrer que les images itérées de toute trajectoire par cette transformation convergent
uniformément sur les compacts vers la trajectoire nulle, puis utiliser des arguments de
continuité.
L’outil de la démonstration est le comptage du nombre d’oscillations de hauteur fixée.
Définition 45. (Amplitude d’une application d’un intervalle dans R)
Si f est une application d’un intervalle I dans R, on appelle amplitude de f sur I le
diamètre de f(I), c’est-à-dire la différence ampI f = supI f − infI f .
Définition 46. (Nombre d’oscillations de hauteur h)
Soit h > 0 fixé. Pour w ∈W, notons (Tn(w)) la suite d’instants définie par T0(w) = 0
et
Tn+1(w) = inf{t ≥ Tn(w) : amp[Tn(w),t] w ≥ h}.
28
Pour tout t ∈ R+, on appelle nombre d’oscillations de w hauteur h avant l’instant t
l’entier Nt(w, h) = sup{n ∈ N : Tn(w) ≤ t}.
Remarquons que par continuité de w, la suite (Tn(w)) est strictement croissante et
tend vers +∞, si bien que le nombre d’oscillations sur un segment (0, t] est fini.
Lemme 47. (Caractérisation de Nt(w, h))
Quels que soient w ∈W et h > 0, t ≥ 0 et n ∈ N,
Nt(w, h) ≥ n+ 1⇐⇒ sup
0=a0≤...≤an+1=t
min
0≤i≤n
amp[ai,ai+1] w ≥ h.
Démonstration. On remarque que l’amplitude de w sur chaque intervalle [ai, ai+1] dé-
pend continûment de a1, . . . , an, si bien que le sup pour 0 = a0 ≤ . . . ≤ an+1 = t est en
fait un maximum.
L’implication⇒ est évidente : si Nt(w, h) ≥ n+1, il suffit de prendre a1, . . . , an égaux
à T1(w), . . . , Tn(w). L’amplitude de w sur chaque intervalle [ai, ai+1] est supérieure ou
égale à h.
Réciproquement, supposons qu’il existe une subdivision 0 = a0 ≤ . . . ≤ an+1 = t
telle que l’amplitude de w sur chaque intervalle [ai, ai+1] soit supérieure ou égale à h.
Alors une récurrence immédiate montre que Ti(w) ≤ ai pour tout i ∈ [0 . . . n + 1]. En
particulier, Tn+1(w) ≤ t, d’où Nt(w, h) ≥ n+ 1. 
Corollaire 48. (Semi-continuité supérieure de Nt(w, h) par rapport à w)
Quels que soient h > 0, t ≥ 0 et n ∈ N, l’ensemble {w ∈ W : Nt(w, h) ≤ n} est un
ouvert pour la topologie de la convergence uniforme sur [0, t].
Démonstration. D’après le lemme précédent, pour tout w ∈W,
Nt(w, h) ≤ n⇐⇒ sup
0=a0≤...≤an+1=t
min
0≤i≤n
amp[ai,ai+1] w < h.
Il suffit de remarquer que pour tout segment [a, b] ⊂ [0, t] l’application w 7→ amp[a,b] w
est lipschitzienne de rapport 2, lorsque W est muni de la norme || · ||[0,t], et que cette
propriété est stable par passage aux bornes supérieure et inférieure. 
Nous allons maintenant nous intéresser à l’effet de la transformation F (−1, ·) sur le
nombre d’oscillations. Commençons par un lemme simple.
Lemme 49. (Effet de la transformation w 7→ w − w sur l’amplitude)
Pour tout w ∈ W et pour tout segment [a, b] ⊂ R+, l’amplitude de w − w sur [a, b]
est majorée par celle de w.
Démonstration. Il y a deux cas à considérer.
Si sup[a,b]w = w(b), alors pour tout t ∈ [a, b],
0 ≤ w(t)− w(t) ≤ w(b)− inf
[a,b]
w = sup
[a,b]
w − inf
[a,b]
w,
d’où amp[a,b](w − w) ≤ amp[a,b]w.
Si sup[a,b]w < w(b), alors w est constant sur [a, b], d’où amp[a,b](w−w) = amp[a,b]w.
Dans les deux cas, amp[a,b](w − w) ≤ amp[a,b]w. 
Ce lemme montre que le nombre d’oscillations de hauteur fixée de w−w avant t est
au plus égal à celui de w. Pour les trajectoires positives, on a un résultat meilleur.
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Proposition 50. (Réduction du nombre d’oscillations)
Fixons h > 0 et reprenons les notations de la définition 46. Alors pour tout r ∈W+
et n ≥ 1, Tn(r − r) ≥ Tn+1(r). Par conséquent, pour tout t ≥ 0,
Nt(r − r, h) ≤ max(Nt(r, h) − 1, 0).
Démonstration. L’inégalité Tn(r − r) ≥ Tn+1(r) se démontre par récurrence.
On commence par remarquer que pour tout r ∈ W+, et t ≥ 0, amp[0,t] r = r(t), si
bien que T1(r) est le temps d’atteinte du niveau h par r et par r. De même, T1(r − r)
est le temps d’atteinte du niveau h par r − r.
Pour montrer que T1(r − r) ≥ T2(r), il suffit donc de vérifier que si 0 ≤ t < T2(r),
alors r(t)− r(t) < h. Il y a trois cas à considérer :
– si 0 ≤ t < T1(r), alors 0 ≤ r(t) ≤ r(t) < h ;
– si t = T1(r), alors r(t) = r(t) = h ;
– si T1(r) < t < T2(r), alors r(t) = sup[T1(r),t] r et r(t) ≥ inf [T1(r),t] r, d’où par
différence r(t)− r(t) ≤ amp[T1(r),t] r < h.
Dans tous les cas r(t)− r(t) < h, ce qui montre que T1(r − r) ≥ T2(r).
Soit n ≥ 1 tel que Tn(r − r) ≥ Tn+1(r). Montrons que Tn+1(r − r) ≥ Tn+2(r). De
deux choses l’une :
– si Tn(r − r) ≥ Tn+2(r), il n’y a rien à montrer puisque Tn+1(r − r) ≥ Tn(r − r) ;
– si Tn(r−r) < Tn+2(r), on remarque que pour tout t tel que Tn+1(r) ≤ t < Tn+2(r),
amp[Tn(r−r),t] (r − r) ≤ amp[Tn(r−r),t] r ≤ amp[Tn+1(r),t] r < h.
Dans tous les cas, Tn+1(r − r) ≥ Tn+2(r), ce qui achève la récurrence. 
Corollaire 51. (Des ouverts en cascade)
Pour tout h > 0, t ≥ 0 et n ∈ N, l’ensemble Vt,n(h) = {r ∈ W+ : Nt(r, h) ≤ n} est
un ouvert de W+ pour la topologie de la convergence uniforme sur [0, t] et est accessible
par F en un coup depuis toute trajectoire de Vt,n+1(h).
Démonstration. Le fait que Vt,n(h) est ouvert découle immédiatement de la semi-conti-
nuité supérieure de Nt(w, h) par rapport à w (corollaire 48).
Soit r ∈ Vt,n+1(h). D’après la proposition, F (−1, r) ∈ Vt,n(h). Mais l’application
F (·, r) : e 7→ F (e, r) = e · r − e · r de E (muni de la topologie produit) dans W (muni
de la topologie de la convergence uniforme sur les compacts) est continue. L’ensemble
des e ∈ E tels que F (e, r) ∈ Vt,n(h) est donc un ouvert non vide de E, de probabilité
strictement positive pour Pε. 
Nous savons maintenant comment approcher la trajectoire nulle uniformément sur
un segment [0, t].
Proposition 52. (Approximation uniforme de la trajectoire nulle)
Tout voisinage de la trajectoire nulle pour la topologie de la convergence uniforme sur
les compacts est accessible depuis toute trajectoire de W+.
Démonstration. Comme les ouverts (Vt,n(h))n∈N recouvrent W+, le corollaire précé-
dent et le lemme 5 (Accessibilités successives) montrent que Vt,0(h) est accessible par F
depuis toute trajectoire de W+. Mais Vt,0(h) n’est autre que la trace sur W+ de la boule
de centre 0 et de rayon h pour la norme || · ||[0,t]. D’où le résultat.
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6.2 Approximation de la trajectoire nulle en topologie CUCZ
Le but de cette partie est de montrer que tout voisinage de la trajectoire nulle (pour
la topologie CUCZ) est accessible depuis presque toute trajectoire pour la chaîne de
Markov (R(n))n∈N. En utilisant l’accessibilité de tout voisinage de la trajectoire nulle
pour la topologie de la convergence uniforme et le lemme 5 (Accessibilités successives),
il nous suffit de montrer le résultat suivant.
Proposition 53. (Densification des zéros)
Soient t > 0, ρ > 0 et δ > 0. L’ouvert Vt(0, ρ, δ) est accessible depuis presque toute
trajectoire de l’ouvert Vt(0, ρ).
L’idée de la démonstration est la suivante : pour δ > 0 fixé, notons fδ la transforma-
tion de W+ dans W+ définie par
fδ(r) = F (1
g(r)
⌣ (−1), r),
où g(r) est le début de la première excursion de r de longueur ≥ δ et 1
g(r)
⌣ (−1) la famille
hybride de signes valant 1 jusqu’à l’instant g(r) et −1 après (voir définition 20).
La transformation fδ préserve le début de la trajectoire r jusqu’à l’instant g(r) et
agit ensuite comme la transformation F (−1, ·) introduite dans la précédente partie. On
vérifie facilement que pour tout r ∈ W+ et pour tout t ∈ R+, ||fδ(r)||[0,t] ≤ ||r||[0,t] et
g(fδ(r)) > g(r). Si r ne possède pas d’intervalle de constance, on montre que la suite
d’instants (g(fnδ (r)))n∈N tend vers +∞. Les images successives d’une trajectoire proche
de 0 en norme uniforme sur un segment [0, t] restent donc proches de 0 pour l’écart dCUt
et finissent donc par être à distance inférieure à δ/2 de 0 pour l’écart dCZt .
La démonstration comporte toutefois deux difficultés supplémentaires par rapport à
la précédente. D’une part, on maîtrise moins facilement le nombre d’itérations nécessaires
pour que la première excursion de longueur ≥ δ commence après un instant t fixé. D’autre
part, pour une trajectoire « typique »r0 ∈ W+, la trajectoire r1 = fδ(r0) possède de
nombreux maxima locaux de même hauteur (provenant de zéros de r0 entre lesquels
le maximum courant depuis g(r0) n’a pas varié), si bien que l’application F n’est pas
continue en (1
g(r1)
⌣ (−1), r1).
C’est pourquoi la démonstration que nous proposons passe par la construction d’une
suite (en)n≥1 de familles de signes telle que les trajectoires F (e′n, ·)◦· · ·◦F (e
′
1, ·)(r) soient
proches de fnδ (r) pour toute famille (e
′
n)n≥1 suffisamment proche de (en)n≥1.
Commençons par établir un lemme simple. Par commodité, nous notons Fe = F (e, ·)
l’application de W+ dans W+ obtenue à partir de F en fixant une famille de signes
e ∈ E.
Lemme 54. (Obtention d’une partie presque sûre stable presque tous les Fe)
Soit Λ une partie de W+ de probabilité 1 pour la loi du mouvement brownien réfléchi.
Alors la partie
Λ˜ = {r ∈W+ : ∀n ∈ N, pour presque tout e1, . . . , en ∈ E,Fen ◦ · · · ◦ Fe1(r) ∈ Λ}
est encore de probabilité 1 pour la loi du mouvement brownien réfléchi. De plus, si r ∈ Λ˜,
alors Fe(r) ∈ Λ˜ pour presque tout e ∈ E
31
Démonstration. Soient R un mouvement brownien réfléchi et (εn)n≥1 une suite de va-
riables aléatoires indépendantes et de loi uniforme sur E, indépendante de R. Comme
pour tout n ∈ N, la variable aléatoire Fεn ◦ · · · ◦ Fε1(R) a même loi que R, on a
1 = P [∀n ∈ N, Fεn ◦ · · · ◦Fε1(r) ∈ Λ] =
∫
W+
P [∀n ∈ N, Fεn ◦ · · · ◦Fε1(r) ∈ Λ] PR(dr),
d’où P [∀n ∈ N, Fεn ◦ · · · ◦ Fε1(r) ∈ Λ] = 1 pour PR-presque tout r ∈W+. 
Voyons maintenant la démonstration de la proposition 53.
Démonstration. Nous allons appliquer le lemme précédent à la partie Λ de W+ formée
des trajectoires r sans zéro isolé, sans intervalle de constance et telles que l’application
e 7→ Fe(r) est continue presque partout sur E.
Soit r0 ∈ Λ˜ vérifiant max[0,t] r0 < ρ. Nous allons montrer que Vt(0, ρ, δ) est accessible
depuis r0. La démonstration comporte trois étapes.
Première étape : on construit par récurrence une suite (en)n≥1 bien choisie.
Notons η = ρ − max[0,t] r0 > 0. Notons g0 le début de la première excursion de
longueur ≥ δ. Soient 0 = z0 < . . . < zd = g0 des zéros de r0 espacés de moins de δ.
Posons t0 = 0. Soit td+1 ∈]g0, g0 + δ[ un instant tel que r0(td+1) = max[g0,td+1] r0.
Comme r0 ∈ Λ, on peut choisir des petites excursions de r0 dont les maxima soient
réalisés en des instants t1 < . . . < td proches de z1 < . . . < zd, espacés de moins de δ,
tels que td + δ > zd = g0 et dont les hauteurs vérifient
r0(t1) < . . . < r0(td) < min(η, r0(td+1)).
Soit C(r0) ⊂ E l’ensemble des familles de signes telles que l’action e 7→ e · r0 affecte
– du signe + les excursions de hauteur ≥ η antérieures à g0 ;
– du signe – les excursions de hauteur ≥ η postérieures à g0 ;
– du signe – l’excursion commençant à g0 ;
– du signe – les excursions enjambant t1, . . . , td+1 ;
– du signe + les excursions antérieures à un instant ti et de hauteur > r(ti).
La partie C(r0) est un ouvert de E de probabilité strictement positive. On peut donc
choisir e1 ∈ C(r0) tel que F est continue en (e1, r0) et r1 := Fe1(r0) = e1 ·r0−e1 · r0 ∈ Λ˜.
Par construction, les instants t1 < . . . < td+1 sont des records négatifs de e1 · r0 et
donc des zéros de r1 ; par conséquent la première excursion de r1 de longueur ≥ δ débute
à un instant g1 > g0. Par ailleurs, r1 est majorée strictement par ρ sur [0, t]. En effet,
– si s ∈ [0, g0], (e1 · r0)(s) ≤ max r0([0, t]) et −e1 · r0(s) < η ;
– si s ∈ [g0, t], (e1 · r0)(s) < η et −e1 · r0(s) ≤ max r0([0, t]).
Dans tous les cas, r1(s) < max r0([0, t]) + η = ρ.
Comme r1 vérifie les mêmes hypothèses que f , on peut donc continuer la construction
en choisissant e2 ∈ C(r1) tel que F est continue en (e2, r1) et r2 := Fe2(r1) ∈ Λ˜, puis
e3 ∈ C(r2) tel que F est continue en (e3, r2) et r3 := Fe3(r2) ∈ Λ˜, etc...
Deuxième étape : on montre que le début de la première excursion de longueur ≥ δ
des trajectoires rn = Fen ◦ · · · ◦ Fe1(r) tend vers +∞.
Notons gn le début de la première excursion de rn de longueur ≥ δ. La suite croissante
(gn)n∈N possède une limite g∞. Montrons que g∞ = +∞.
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δ
Figure 6.2. — Passage de r0 à r1 = F (e1, r0).
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On raisonne par l’absurde en supposant que g∞ < +∞. Fixons alors m ∈ N tel que
gm > g∞−δ. Pour tout n ≥ m, en+1 ·rn est de signe constant sur [gn, gn+δ] et a fortiori
sur le sous-intervalle [gn+1, gm+ δ], négatif puisque gn+1 est un instant de record négatif
de en+1 · rn. Ce record dure au moins une durée δ puisque rn+1 ne s’annule pas entre
gn+1 et gn+1 + δ. Donc pour tout t ∈ [gn+1, gm + δ],
rn+1(t) = (en+1 · rn)(t)− (en+1 · rn)(t) = −rn(t) + rn(gn+1).
Cette égalité a deux conséquences : pour tout n ≥ m,
1. l’application rn+1 + rn est constante sur [gn+1, gm + δ] ;
2. pour tout t ∈ [gn+1, gm + δ], rn(t) ≤ rn(gn+1).
On en déduit par récurrence que pour tout n ≥ m et t ∈ [g∞, gm + δ],
rm(t) ≥ rm(gn) si n−m est pair
rm(t) ≤ rm(gn) si n−m est impair.
En faisant tendre n vers l’infini, on voit que cela entraîne que rm est constante (égale à
rm(g∞)) sur [g∞, gm + δ], ce qui contredit le fait que rm ∈ Λ˜.
Troisième étape : on utilise la continuité de F aux points (en, rn−1).
Les deux premières étapes montrent que rn ∈ Vt(0, ρ, δ) à partir d’un certain rang.
Mais pour tout n ∈ N l’application Gn : (e′n, . . . , e
′
1, r) 7→ Fe′n ◦ · · · ◦Fe′1(r) de E
n ×W+
est continue au point (en, . . . , e1, r0). Cela se montre par récurrence en remarquant que
c’est évident pour n = 0 et que pour tout n ≥ 1, Gn est la composée de
(e′n, . . . , e
′
1, r) 7→ (e
′
n, Gn−1(e
′
n−1, . . . , e
′
1, r))
et de F qui continue en (en, rn−1). Comme rn ∈ Vt(0, ρ, δ) pour n suffisamment grand,
Fe′n ◦ · · · ◦ Fe′1(r0) ∈ Vt(0, ρ, δ) pour tout (e
′
1, . . . , e
′
n) dans un certain voisinage de
(en, . . . , e1), ce qui montre que Vt(0, ρ, δ) est accessible depuis r0. 
7 Construction d’excursions de hauteur prescrite et lemme
du vérin
Dans cette partie nous montrons comment, à partir d’une trajectoire proche la trajec-
toire nulle en topologie CUCZ, construire une trajectoire ayant une excursion de hauteur
voulue localisée près d’un instant donné. De telles excursions sont l’outil permettant de
soulever la trajectoire brownienne d’une hauteur donnée entre deux instants donnés, ce
qui est l’objet du lemme du vérin. Dans toute la suite, nous noterons pour b > a ≥ 0,
Oa,b = {r ∈W+ : ∃t ∈]a, b[, r(t) = 0}
l’ensemble des trajectoires de W+ possédant au moins un zéro dans ]a, b[. Cet ensemble
est un ouvert de W+ d’après le lemme 12, stable par Fa d’après le lemme 40.
7.1 Préliminaires
Lemme 55. (Continuité des paramètres d’une excursion)
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Pour t > 0 et r ∈ W+, notons Gt(r), Dt(r), Ht(r) l’extrémité gauche, l’extrémité
droite et la hauteur de l’excursion de r enjambant t :
Gt(r) = sup(Z(r) ∩ [0, t]), Dt(r) = inf(Z(r)∩]t,+∞[),
Ht(r) = max{r(s) ; s ∈ [Gt(r),Dt(r)]}.
Les fonctionnelles Gt, Dt et Ht sont continues en toute trajectoire r0 ∈ W+ telle que
r0(t) > 0.
Plus généralement, si b ≥ a ≥ 0, les fonctionnelles qui à une trajectoire r ∈W+ asso-
cient son maximum sur les intervalles [Ga(r), Gb(r)], [Ga(r), b], [Ga(r),Db(r)], [a,Gb(r)],
etc... (avec la convention [c, d] = [d, c] si c > d) sont continues en toute trajectoire
r0 ∈W+ telle que r0(a) > 0 et r0(b) > 0.
Démonstration. Soit r0 ∈ W+ tels que r0(t) > 0. Notons g = Gt(r0), d = Dt(r0). Par
hypothèse g < t < d. Fixons δ > 0 tel que δ < min(t − g, d − t). Pour tout r ∈ W+
tel que dCZd+δ(r0, r) < δ, Gt(r) ∈]g − δ, g + δ[ et Dt(r) ∈]d − δ, d + δ[, ce qui montre la
continuité de Gt et Dt.
On en déduit les autres points par continuité de l’application (r, s, t) 7→ max[s,t] r de
W+ ×R
2
+ dans R+. 
Le lemme ci-dessous reprend un lemme similaire de l’article de Malric [3, 4].
Lemme 56. (Somme des hauteurs des excursions)
Soient b > a ≥ 0 fixés. Pour presque tout r ∈ Oa,b, la somme des hauteurs des
excursions de r commencées après a et achevées avant b est infinie.
Démonstration. Notons Nh(r) le nombre d’excursions de r de hauteur > h pendant
l’intervalle [a, b] et (Hn(r))n≥1 la suite des hauteurs rangées par ordre décroissant. Notons
Lt(r) le temps local de r en 0 à l’instant t. Alors pour presque tout r ∈ Oa,b,
hNh(r)→ Lb(r)− La(r) quand h→ 0 et Lb(r)− La(r) ∈ R
∗
+,
Par conséquent, pour presque tout r ∈ Oa,b, Hn(r)→ 0 quand n→ +∞ et
∑
n≥1
Hn(r) =
∫ ∞
0
Nh(r) dh = +∞.
ce qui montre le résultat annoncé. 
7.2 Obtention d’une trajectoire dont le maximum sur un segment dé-
passe une hauteur fixée.
Dans ce paragraphe et le suivant, nous montrons deux lemmes faisant intervenir les
excursions. La preuve de ces lemmes s’inspire de la démonstration de la densité à un
temps par Malric [2, 3, 4] en la simplifiant à l’aide des résultats vus sur l’accessibilité
des ouverts.
Lemme 57. (Obtention d’un maximum dépassant h)
Soient b > a ≥ 0 et h > 0. Alors l’ouvert {r ∈ Oa,b : max[Da(r),b] r > h} est accessible
par Fa depuis presque tout r ∈ Oa,b.
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Démonstration. Pour n ≥ 1 et t1 < . . . < tn rationnels de ]a, b[, notons Vt1,...,tn l’en-
semble des trajectoires r ∈ Oa,b ne s’annulant pas en t1, . . . , tn et telles que
a < Gt1(r) < Dt1(r) < ... < Gtn(r) < b
et
n−1∑
k=1
Htk(r) + max
[Gtn(r),Dtn (r)∧b]
r > h.
Notons Un la réunion des Vt1,...,tn pour t1 < . . . < tn rationnels de ]a, b[. Autrement dit,
Un est l’ensemble des trajectoires possédant n excursions commençant dans ]a, b[ dont
les intervalles fermés d’excursion sont disjoints et dont la somme des hauteurs dépasse
h, en ne comptant que la hauteur maximale avant b si la dernière excursion se termine
après l’instant b. En particulier, U1 = {r ∈ Oa,b : max[Da(r),b] r > h}.
D’après le lemme 55 , tous ces ensembles sont des presque-ouverts de W+. D’après
le lemme 56 et le fait que presque sûrement, les zéros ne sont pas isolés, Oa,b est presque
sûrement égal à la réunion des Un pour n ≥ 1. En effet, pour presque tout r ∈ Oa,b,
on peut choisir un nombre fini d’excursions de r complètement réalisées dans l’intervalle
]a, b[ et dont la somme des hauteurs dépasse h.
Il suffit donc de montrer que pour tout n ≥ 2, Un−1 est accessible par Fa depuis
toute trajectoire r ∈ Un. Pour ce faire, nous allons démontrer que si t1 < . . . < tn sont
des rationnels de ]a, b[, alors Un−1 est accessible par Ftn−2 (avec la convention t0 = a si
n = 2) depuis toute trajectoire de Vt1,...,tn .
Soient r ∈ Vt1,...,tn , e ∈ E et r˜ = Ftn−2(e, r). Alors r˜ ∈ Vn−1 dès que l’action de e
sur r affecte du signe + l’excursion enjambant tn et du signe − l’excursion enjambant
tn−1. En effet, r˜ a les mêmes excursions que r avant l’instant Dtn−2 , tandis que pour tout
s ∈ [Gtn(r),Dtn(r)],
r˜(s) = r(s)− min
[tn−2,s]
(e · r) ≥ r(s) +Htn−1(r) > 0,
donc [Gtn(r˜),Dtn (r˜)] ⊃ [Gtn(r),Dtn(r)] et
max
[Gtn(r˜),Dtn (r˜)∧b]
r˜ ≥ max
[Gtn(r),Dtn (r)∧b]
r˜ ≥ max
[Gtn(r),Dtn (r)∧b]
r +Htn−1(r).
Ainsi, r˜ ∈ Vt1,...,tn−2,tn . 
7.3 Obtention d’une trajectoire dont la plus grande excursion sur un
segment approche une hauteur fixée
Lemme 58. (Obtention d’une plus grande excursion de hauteur voulue)
Soient deux instants b > a ≥ 0, une hauteur h > 0, une précision ∆h ∈]0, h/2[ et un
réel δ > 0. Alors l’ensemble des trajectoires de Ob,b+δ telles que
max
[Gb(r),Db(r)]
r < max
[Da(r),Gb(r)]
r ∈ ]h−∆h, h[
est accessible par Fa depuis presque tout r ∈ Oa,b.
Autrement dit, de presque toute trajectoire de Oa,b, on peut accéder par Fa à une
trajectoire possédant un zéro entre b et b+ δ et, pendant l’intervalle ]a, b[, une excursion
complète de hauteur dans ]h−∆h, h[ qui réalise le maximum sur l’intervalle [Da,Db].
Démonstration. La démonstration de l’accessibilité se décompose en plusieurs étapes.
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Première étape : Obtention d’une trajectoire dont le maximum sur [Da, b] est < h,
et existence d’un nombre fini d’excursions dont la dernière réalise un record et dont la
somme des hauteurs approche h par défaut.
Par remise à zéro après l’instant Da, l’ensemble des trajectoires r ∈ Oa,b telles que
max[Da(r),b] r < ∆h est accessible par Fa depuis presque tout r ∈ Oa,b.
Pour n ≥ 1 et t1 < . . . < tn rationnels de ]a, b[, notons Vt1,...,tn l’ensemble des
trajectoires r ∈ Oa,b ne s’annulant pas en t1, . . . , tn et telles que
a < Gt1(r) < Dt1(r) < ... < Gtn(r) < Dtn(r) < b,
n∑
k=1
Htk(r) ∈ ]h−∆h, h[,
Htn(r) > max
[Da(r),Gtn (r)]
r.
Alors l’ensemble de trajectoires r ∈ Oa,b telles que max[Da(r),b] r < ∆h est presque
sûrement inclus dans la réunion des Vt1,...,tn pour n ≥ 1 et t1 < . . . < tn rationnels de
]a, b[. En effet, si r ∈ Oa,b et max[Da(r),b] r < ∆h, alors pour n bien choisi, la somme des
hauteurs de la plus haute excursion de r sur ]a, b[ et des n− 1 plus hautes excursions de
r sur ]a, b[ qui la précèdent est dans ]h − ∆h, h[, grâce au lemme 56 et au fait que les
hauteurs des excursions sont < ∆h.
Deuxième étape : Pour n ≥ 2 et t1 < . . . < tn rationnels de ]a, b[, Vt1,...,tn−2,tn
est accessible par Ftn−2 depuis presque toute trajectoire de Vt1,...,tn , avec la convention
t0 = a. Cette étape est illustrée par la figure 7.3
Comme Vt1,...,tn est antérieur à Dtn , le lemme 57 appliqué à l’intervalle [tn, b] et à la
hauteur Htn−1(r) montre que le presque-ouvert {r ∈ Vt1,...,tn : max[Dtn(r),b] r > Htn−1(r)}
est accessible par Ftn depuis presque toute trajectoire de Vt1,...,tn .
Il suffit donc de montrer que Vt1,...,tn−2,tn est accessible par Ftn−2 depuis presque toute
trajectoire de Vt1,...,tn telle que max[Dtn(r),b] r > Htn−1(r).
Soient r ∈ Vt1,...,tn telle que max[Dtn(r),b] r > Htn−1(r), e ∈ E et r˜ = Ftn−2(e, r).
Supposons que l’action de e sur r affecte
– du signe − l’excursion enjambant tn−1 ;
– du signe + l’excursion enjambant tn ;
– du signe − la première excursion de hauteur ≥ Htn−1(r) après l’instant Dtn(r).
– du signe + les autres excursions de hauteur ≥ Htn−1(r) entre Dtn−2(r) et Gtn(r).
Nous allons montrer que r˜ ∈ Vt1,...,tn−2,tn .
Notons g le dernier instant réalisant le maximum de l’excursion enjambant tn−1 et
d = min{t ≥ Dtn(r) : r(t) ≥ Htn−1(r)}. Alors tn−2 < g < Gtn(r) < Dtn(r) < d < b.
Pour tout t ∈ [Dtn−2(r), d], (e · r)t ≥ −Htn−1(r), avec égalité si et seulement si t ∈ {g, d}
et inégalité stricte si t ∈]g, d[. Donc [g, d] est un intervalle d’excursion de r˜.
De plus, pour tout t ∈ [g, d], r˜(t) = (e · r)(t) +Htn−1(r), et le maximum de e · r sur
[g, d] est atteint sur [Gtn(r),Dtn(r)] et vaut Htn(r). Donc Htn(r˜) = Htn(r) +Htn−1(r).
Comme r˜ coïncide avec r jusqu’à l’instant Dtn−2 et comme pour tout t ∈ [Dtn−2(r), g],
r˜(t) ≤ (e · r)t +Htn−1(r) < Htn(r) +Htn−1(r), on a ainsi r˜ ∈ Vt1,...,tn−2,tn .
Les deux premières étapes montrent que la réunion des Vt pour t rationnel de ]a, b[
est accessible par Fa depuis presque toute trajectoire de Oa,b. Une fois qu’on a obtenu
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une trajectoire appartenant à l’un des Vt, on souhaite obtenir une trajectoire qui en
outre s’annule entre b et b + δ et telle que l’excursion enjambant t réalise le maximum
sur [Da,Db]. Nous allons obtenir ce résultat par remise à zéro après l’instant Dt.
Troisième étape : Pour tout rationnel t ∈]a, b[, l’ensemble des trajectoires de Ob,b+δ
telles que max[Gb(r),Db(r)] r < max[Da(r),Gb(r)] r ∈]h−∆h, h[ est accessible par Fa depuis
presque toute trajectoire de Vt.
Soient t ∈]a, b[ et r ∈ Vt. Alors l’excursion enjambant t est entièrement contenue dans
l’intervalle ]a, b[, de hauteur Ht(r) ∈]h−∆h, h[ vérifiant Ht(r) > max[Da(r),Gt(r)] r.
Par remise à zéro après l’instant Dt, le presque-ouvert Vt ∩ θ
−1
Dt
(Vb−t+δ(0,Ht(r), δ))
est accessible par Ft donc par Fa depuis r. Les trajectoires de cet ensemble vérifient les
inégalités voulues. 
7.4 Lemme du vérin
Dans la suite, on s’intéresse à l’accessibilité d’ouverts de la forme
Ua,b(f, ρ, δ) = {r ∈ Oa,a+δ ∩Ob−δ,b : ||r − f ||[a,b] < ρ}
pour b > a ≥ 0, f ∈W+ telle que f(a) = f(b) = 0, ρ > 0 et 0 < δ < b− a.
Le lemme du vérin montre comment soulever une trajectoire brownienne d’une hau-
teur h sur un intervalle fixé.
Lemme 59. (Lemme du vérin)
Considérons des instants b > b′ > a′ > a ≥ 0, une hauteur h > 0 et une trajectoire
g ∈W+, nulle hors de [a
′, b′]. Définissons une trajectoire f ∈W+ par
f(t) =
∣∣∣∣∣∣∣∣∣∣∣
h×
t− a
a′ − a
si a ≤ t ≤ a′
g(t) + h si a′ ≤ t ≤ b′
h×
b− t
b− b′
si b′ ≤ t ≤ b
0 si t /∈ [a, b].
Soient ρ > ρ′ > 0 et δ > 0 vérifiant Osc(f, δ) < ρ′/4 et δ < min(a− a′, b′ − a′, b− b′).
Si l’ouvert Ua′,b′(g, ρ
′, δ) est accessible par Fa′ depuis presque tout r ∈ Oa′,a′+δ tel que
||r||[a′,Da′(r)] < ρ
′, alors l’ouvert Ua,b(f, ρ, δ) est accessible par Fa depuis presque tout
r ∈ Oa,a+δ tel que ||r||[a,Da(r)] < ρ.
Démonstration. On commence par remarquer que grâce aux hyptohèses faites sur δ,
a < a+ δ < a′ < b′ − δ < b′ < b− δ < b.
1. Démonstration dans le cas où h < ρ/2.
Fixons ∆h ∈]0, ρ− ρ′[ tel que ∆h < h/2 et notons
V0 = {r ∈ Oa,a+δ : ||r||[a,Da(r)] < ρ},
V1 = {r ∈ Oa′,a′+δ : ||r||[Ga′(r),Da′(r)] < ||r||[Da(r),Ga′(r)] ∈]h−∆h, h[},
V2 = {r ∈ Ob′−δ,b′ : ||r − g||[Da′ (r),Db′−δ(r)] < ρ
′},
V3 = {r ∈ Ob−δ,b : ||r||[Db′−δ(r),Db−δ(r)] < ρ
′/2},
V4 = {r ∈ Ob−δ,b : h < ||r||[Db−δ(r),b] < ρ/2}.
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Figure 7.3. — Passage de Vt1,...,tn à Vt1,...,tn−2,tn par Ftn−2 .
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Alors V0, V1, V2, V3, V4 sont des presque-ouverts (grâce au lemme 55) et :
– V1 est accessible par Fa depuis presque tout r ∈ V0, grâce au lemme 58 (obtention
d’une plus grande excursion de hauteur voulue) ;
– V2 est accessible par Fa′ depuis presque tout r ∈ V1, d’après l’hypothèse du lemme
et l’inclusion Ua′,b′(g, ρ′, δ) ⊂ V2 ;
– V3 est accessible par Fb′−δ depuis presque tout r ∈ V2, grâce au lemme 43 (on
remet la trajectoire à zéro après l’instant Db′−δ).
– V4 est accessible par Fb−δ depuis presque tout r ∈ V3, grâce au lemme 58 (obtention
d’une plus grande excursion de hauteur voulue) ;
Comme V0, V1, V2, V3, sont stables par Fa, Fa′ , Fb′−δ, Fb−δ respectivement, le presque-
ouvert V0 ∩ V1 ∩ V2 ∩ V3 ∩ V4 est accessible par Fa depuis presque tout r ∈ V0. Il
suffit donc de montrer que Ua,b(f, ρ, δ) est accessible par Fa depuis toute trajectoire de
V0 ∩ V1 ∩ V2 ∩ V3 ∩ V4.
Soient donc r ∈ V0 ∩ V1 ∩ V2 ∩ V3 ∩ V4, e ∈ E et r˜ = Fa(e, r). Nous allons montrer
que r˜ ∈ Ua,b(f, ρ, δ) dès que l’action de e sur r affecte
– du signe − la plus grande excursion sur [Da(r), Ga′(r)],
– du signe − l’excursion réalisant le maximum de r sur [Db−δ(r), b],
– du signe + les autres excursions de hauteur ≥ min(ρ− ρ′−∆h, ρ′)/2 avant Db(r).
Pour cela, notons h1 la hauteur de la plus grande excursion de r sur [Da(r), Ga′(r)] et
h2 le maximum de r sur [Db−δ(r), b]. Alors h−∆h < h1 < h < h2.
On a bien sûr r˜ ∈ Oa,a+δ puisque Da(r˜) = Da(r). Par ailleurs, r˜ ∈ Ob−δ,b puisque
d’après le choix des signes, l’instant réalisant le maximum de r sur [Db−δ(r), b] est un
instant de record négatif de e · r à partir de l’instant Da(r), et donc un zéro de r˜.
Il reste à montrer que pour tout t ∈ [a, b], |r˜(t)− f(t)| < ρ. On distingue quatre cas.
1. Si t ∈ [a,Da(r)], alors r˜(t) = r(t) < ρ puisque r ∈ V0, donc
|r˜(t)− f(t)| ≤ max(r˜(t), f(t)) ≤ max(r(t), h) < ρ.
2. Si t ∈ [Da(r),Da′(r)], alors
0 ≤ r˜(t) ≤ 2||r||[Da(r),Da′ (r)] < 2h < ρ car r ∈ V1,
0 ≤ f(t) ≤ h+Osc(f, δ) < ρ/2 + ρ′/4 < ρ,
donc
|r˜(t)− f(t)| ≤ max(r˜(t), f(t)) < ρ.
3. Si t ∈ [Da′(r), b′], alors |r(t)− g(t)| < ρ′. En effet, pour t ∈ [Da′(r),Db′−δ(r)] cela
vient du fait que r ∈ V2 ; pour t ∈ [Db′−δ(r), b′] cela vient du fait que r ∈ V3 et
Osc(g, δ) < ρ′/4 d’où 0 < r(t) < ρ′/2 et 0 < g(t) < ρ′/4. D’après le choix des
signes, on a donc
|r˜(t)− f(t)| = |(e · r)(t) + h1 − g(t)− h|
≤ |(e · r)(t)− r(t)|+ |r(t)− g(t)| + |h1 − h|
< (ρ− ρ′ −∆h) + ρ′ +∆h
= ρ.
4. Si t ∈ [b′, b], alors r(t) < ρ/2. En effet, pour t ∈ [b′,Db−δ(r)] cela vient du fait que
r ∈ V3 et de l’inégalité ρ′/2 < ρ/2 ; pour t ∈ [Db−δ(r), b] cela vient du fait que
r ∈ V4. Comme e · r est minoré par −ρ/2 sur [a,Db], on a donc
|r˜(t)− f(t)| ≤ max(r˜(t), f(t)) ≤ max(r(t) + ρ/2, h) < ρ.
Dans tous les cas, |r˜(t)− f(t)| < ρ, ce qui achève la preuve dans le cas où h < ρ/2.
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2. Démonstration dans le cas où h ≥ ρ/2.
Choisissons h′ ∈ [ρ/4, ρ/2[ et n ≥ 2 entier tels que h = nh′. Soient ρ0 = ρ′ et
ρ1, . . . , ρn tels que
max(ρ0, 2h
′) < ρ1 < . . . < ρn = ρ.
Soient
a = an < . . . < a0 = a
′.
b′ = b0 < . . . < bn = b.
les deux subdivisions régulières de [a, a′] et [b′, b] en n sous-intervalles. Pour k ∈ [0 . . . n],
notons fk la trajectoire définie par
fk(t) = [f(t)− (n− k)h
′]+
et Hk l’affirmation : « l’ouvert Uak,bk(fk, ρk, δ) est accessible par Fak depuis presque tout
r ∈ Oak ,ak+δ tel que ||r||[ak,Dak (r)] < ρk ». Par construction, fk est nulle en dehors de
[ak, bk]. Comme f0 = g et fn = f , il s’agit de démontrer que H0 ⇒Hn.
Il suffit de montrer que pour tout k ∈ [0 . . . n − 1], Hk ⇒ Hk+1. Pour cela, on
remarque que fk+1 se déduit de fk par levage de la hauteur h′ < η/2 sur l’intervalle
[ak, bk] et interpolation linéaire sur les intervalles [ak+1, ak] et [bk, bk+1]. Comme
Osc(fk, δ) ≤ Osc(f, δ) < ρ
′/4 < ρk/4,
bk − ak ≥ b
′ − a′ > δ, ak − ak+1 > δ et bk+1 − bk > δ compte tenu des inégalités
f(ak)− f(ak+1) = f(bk+1)− f(bk) = h
′ ≥ ρ/4 > Osc(f, δ),
il suffit d’appliquer le lemme du vérin dans le cas où il est déjà démontré. 
8 Approximation des fonctions continues affines par mor-
ceaux
Dans cette partie, nous allons voir comment approcher les trajectoires affines par
morceaux pour la topologie CUCZ. La démonstration, résumée par la figure 8 repose sur
les propositions 41 (Accessibilité successives et intersection) et 43 (Remise à zéro après
l’instant Da) et sur le lemme 59 (Lemme du vérin).
Le lemme suivant montre que pour approcher une trajectoire f entre deux de ses
zéros, il suffit de savoir approcher les morceaux obtenus en découpant f à un nombre
finis de zéros intermédiaires.
Pour b > a ≥ 0, f ∈W+ telle que f(a) = f(b) = 0, ρ > 0 et 0 < δ < b− a, on note
toujours
Ua,b(f, ρ, δ) = {r ∈ Oa,a+δ ∩Ob−δ,b : ||r − f ||[a,b] < ρ}.
Si a = z0 < . . . < zn = b et δ < min(z1 − z0, . . . , zn − zn−1), on note également
Uz0,...,zn(f, ρ, δ) =
n−1⋂
k=0
Uzk,zk+1(f, ρ, δ),
On remarque que cet ouvert est contenu dans Ua,b(f, ρ, δ).
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Lemme 60. (Concaténation d’un nombre fini de ponts)
Soit f ∈ W+. Soient a = z0 < . . . < zn = b des zéros de f . Soient ρ > 0 et δ > 0
tels que Osc(f |[a,b], δ) < ρ et δ < min(z1 − z0, . . . , zn − zn−1).
Supposons que pour tout k ∈ [0 . . . n − 1], l’ouvert Uzk,zk+1(f, ρ, δ) est accessible par
Fzk depuis presque toute trajectoire r ∈ Ozk ,zk+δ telle que ||r||[zk,Dzk(r)] < ρ.
Alors l’ouvert Uz0,...,zn(f, ρ, δ) est accessible par Fa depuis presque tout r ∈ Oa,a+δ tel
que ||r||[a,Da(r)] < ρ (et donc depuis presque tout r ∈W+ lorsque a = 0).
Démonstration. Le lemme se démontre par récurrence sur le nombre n de ponts.
Pour n = 1 il n’y a rien à montrer.
Soit n ≥ 2. Supposons la propriété établie pour n − 1 ponts. Soient f ∈ W+, a =
z0 < . . . < zn = b, ρ > 0 et δ > 0 comme dans l’énoncé. On remarque que
Uz0,...,zn(f, ρ, δ) = V1 ∩ V2 ∩ V3
où
V1 = Uz0,...,zn−2(f, ρ, δ) ∩ {r ∈ O[zn−2,zn−2+δ] ∩O[zn−1−δ,zn−1] : ||r||[zn−2,Dzn−1−δ(r)] < ρ},
V2 = {r ∈ Ozn−1,zn−1+δ : ||r||[Dzn−1−δ(r),Dzn−1 (r)] < ρ}
V3 = Uzn−1,zn(f, ρ, δ)
Le presque-ouvert V1 contient Uz0,...,zn−1(f, ρ, δ), donc par hypothèse de récurrence,
V1 est accessible par Fa depuis presque tout r ∈ Oa,a+δ tel que ||r||[a,Da(r)] < ρ. De plus,
V1 est stable par Fzn−1−δ.
Par remise à zéro après l’instant Dzn−1−δ, l’ouvert V2 est accessible par Fzn−1−δ depuis
presque toute trajectoire de O[zn−1−δ,zn−1]. De plus, V2 est stable par Fzn−1 .
Enfin, par hypothèse, l’ouvert V3 est accessible par Fzn−1 depuis presque toute trajec-
toire r ∈ Ozn−1,zn−1+δ telle que ||r||[zn−1,Dzn−1 (r)] < ρ et donc de presque toute trajectoire
de V1 ∩ V2.
Ainsi, Uz0,...,zn(f, ρ, δ) = V1 ∩ V2 ∩ V3 est accessible depuis presque tout r ∈ Oa,a+δ
tel que ||r||[a,Da(r)] < ρ. 
À l’aide du lemme précédent, du lemme de remise à zéro et du lemme du vérin, nous
allons démontrer l’accessibilité des ouverts de la forme Ua,b(f, ρ, δ).
Proposition 61. (Approximation d’un pont affine par morceaux)
Soient b > a ≥ 0, f ∈ W+ une trajectoire affine par morceaux sur [a, b] telle que
f(a) = f(b) = 0. Soient ρ > 0 et δ > 0. Alors l’ouvert Ua,b(f, ρ, δ) est accessible par Fa
depuis presque tout r ∈ Oa,a+δ tel que ||r||[a,Da(r)] < ρ.
Démonstration. Par hypothèse, on peut trouver une subdivision a = c0 < . . . < cn = b
tels que f ∈W+ soit affine sur chaque segment [ck−1, ck]. De plus, l’image réciproque de
tout réel par la restriction de f à [a, b] est une union finie de singletons et d’intervalles
de subdivision. Quitte à raffiner la subdivision, on peut donc supposer que pour tout
point c de subdivision, l’image réciproque de f(c) par f restreinte à [a, b] est formée
uniquement de points de subdivision et d’intervalles de subdivision. Nous dirons alors
que la subdivision de [a, b] est complète relativement à f .
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Quitte à réduire δ, on peut supposer de plus que δ < min(c1 − c0, . . . , cn − cn−1) et
que Osc(f |[a,b], δ) < ρ/4.
Sous ces restrictions, on effectue alors une récurrence sur le nombre n d’intervalles
pour une subdivision complète.
Remarquons d’abord que si ||f ||[a,b] < ρ, alors
{r ∈W+ : ||r||[a,b] < ρ} ⊂ {r ∈W+ : ||r − f ||[a,b] < ρ}
puisque ||r − f ||[a,b] ≤ max(||r||[a,b], ||f ||[a,b]) pour tout r ∈ W+. Dans ce cas, il suffit
d’appliquer le théorème de remise à zéro après l’instant Da.
1. Le cas où n = 1 rentre dans ce cas particulier puisque f est alors la fonction nulle.
2. Le cas où n = 2 est une application directe du lemme du vérin.
En effet, supposons que ||f ||[a,b] ≥ ρ (sans quoi il n’y a rien à montrer). Choisissons
un réel ρ′ tel que 4Osc(f |[a,b], δ) < ρ
′ < ρ et posons h = f(c1) − ρ′/2. Alors 0 < ρ′/2 <
ρ− ρ′/2 ≤ h < f(c1). Notons a′ < b′ les antécédents de h par f et g = (f − h)+.
Comme g est majorée par f(c1) − h = ρ′/2, l’ouvert Ua′,b′(g, ρ′, δ) est accessible
par Fa′ depuis presque tout r ∈ Oa′,a′+δ tel que ||r||[a′,Da′(r)] < ρ, d’après la remarque
préliminaire.
L’application f s’obtient à partir de g par levage de la hauteur h et par interpolation
linéaire sur [a, a′] et [b′, b]. Par ailleurs δ vérifie Osc(g|[a′,b′], δ) ≤ Osc(f |[a,b], δ) < ρ
′/4 et
δ < min(a′ − a, c1 − a
′, b′ − c1, b− b
′) puisque f(a′)− f(a) = f(b′)− f(b) = h > ρ′/4 et
f(c1)− f(a
′) = f(c1)− f(b
′) = ρ′/2 > ρ′/4.
Les hypothèses du lemme du vérin sont satisfaites, ce qui montre que Ua,b(f, ρ, δ) est
accessible par Fa depuis presque tout r ∈ Oa,a+δ tel que ||r||[a,Da(r)] < ρ.
3. Montrons la propriété pour n ≥ 3 en la supposant établie pour un nombre d’inter-
valles au plus égal à n − 1. Soit h = min{f(ck) ; 1 ≤ k ≤ n − 1}. On distingue deux
cas.
Soit h = 0. Dans ce cas, il existe m ∈ [1 . . . n− 1] tel que f(cm) = 0. Les subdivisions
a = c0 < . . . < cm = z et z = cm < . . . < cn = b sont complètes relativement à f .
Par hypothèse de récurrence, l’ouvert Ua,z(f, ρ, δ) est accessible par Fa depuis presque
tout r ∈ Oa,a+δ tel que ||r||[a,Da(r)] < ρ et l’ouvert Uz,b(f, ρ, δ) est accessible par Fz
depuis presque tout r ∈ Oz,z+δ tel que ||r||[z,Dz(r)] < ρ. D’après le lemme de concaténa-
tion de ponts, Ua,b(f, ρ, δ) est accessible par Fa depuis presque tout r ∈ Oa,a+δ tel que
||r||[a,Da(r)] < ρ.
Soit h > 0. Comme la subdivision a = c0 < . . . < cn = b de [a, b] est complète
relativement à f , on a nécessairement f(c1) = f(cn−1) = h. On pose a′ = c1, b′ = cn−1
et g = (f − h)+. La trajectoire g est affine par morceaux sur [a′, b′] et vérifie g(a′) =
g(b′) = 0. De plus, la subdivision a′ = c1 < . . . < cn−1 = b′ est complète relativement à
g et vérifie δ < min(c2 − c1, . . . , cn−1 − cn−2). Si l’on fixe ρ′ ∈]4Osc(f, δ), ρ[, on a alors
Osc(g|[a′,b′], δ) ≤ Osc(f |[a,b], δ) < ρ
′/4.
Par conséquent, on peut donc appliquer l’hypothèse de récurrence à g, ρ′, δ et à la
subdivision a′ = c1 < . . . < cn−1 = b′, ce qui montre que l’ouvert Ua′,b′(g, ρ′, δ) est
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accessible par Fc1 depuis presque tout r ∈ Oc1,c1+δ tel que ||r||[c1,Dc1 (r)] < ρ. Mais f
s’obtient à partir de g par levage de la hauteur h et par interpolation linéaire sur [a, a′]
et [b′, b]. Comme δ < min(a′ − a, b′ − a′, b − b′), on peut appliquer le lemme du vérin.
Ainsi, l’ouvert Ua,b(f, ρ, δ) est accessible par Fa depuis presque tout r ∈ Oa,a+δ tel que
||r||[a,Da(r)] < ρ. 
Proposition 62. (Approximation CUCZ d’une fonction affine par morceaux)
Soit f ∈W+, affine par morceaux. Pour tout t > 0, ρ > 0 et δ > 0, l’ouvert Vt(f, ρ, δ)
est accessible par F depuis presque toute trajectoire de W+.
Démonstration. Quitte à modifier f après l’instant t et à augmenter t, on peut se limiter
au cas où f(t) = 0. Quitte à réduire δ, on peut supposer que δ est strictement inférieur
à la longueur des excursions de f sur [0, t], puisque ces excursions sont en nombre fini.
On choisit alors un nombre fini de zéros de f , 0 = z0 < . . . < zn = t de telle sorte que
δ < min(z1− z0, . . . , zn− zn−1) et que tout zéro de f avant t soit à distance < δ d’un de
ces zéros.
Le résultat d’approximation des ponts appliqué à f sur chaque intervalle [zk, zk+1]
montre que l’ouvert Uzk,zk+1(f, ρ, δ) est accessible par Fzk depuis presque toute trajectoire
r ∈ Ozk ,zk+δ telle que ||r||[zk,Dzk (r)] < ρ.
Par concaténation d’un nombre fini de ponts, l’ouvert
Uz0,...,zn(f, ρ, δ) =
n−1⋂
k=0
Uzk,zk+1(f, ρ, δ),
est accessible par F0 depuis presque tout r ∈ W+. On termine en remarquant que
Uz0,...,zn(f, ρ, δ) est inclus dans Vt(f, ρ, δ). 
Cette proposition achève la démonstration du théorème 1 compte tenu de la proposi-
tion 14 (Passage de la chaîne (Rn)n∈N à la chaîne (Bn)n∈N) et de la densité des fonctions
continues, positives, nulles en 0 et affines par morceaux dans W+ (lemme 10).
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c0 c1 c2 c3 c4 c5 c6 c7 c8 c9
c4
c4
c3c2
c2
c5
c5
c5
c4c1
c1c0
c6 c7 c8
c8
c9
c9
c8
Vérin
Vérin et remise à zéro
Vérin et remise à zéro
Approximation de zéro
Fonction à approcher
Vérin sur [c2, c4] et
remise à zéro sur [c4, c5]
Figure 8. — Étapes de l’approximation d’une fonction continue affine par morceaux.
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9 Comparaison avec les outils de Malric
9.1 Parties atteignables
Nous avons utilisé dans cet article la notion d’accessibilité. Malric utilise dans [5]
une notion voisine, mais moins souple, dont nous adaptons la définition à toute trans-
formation mesurable T d’un espace probabilisé (E, E , π) dans lui-même préservant la
mesure.
Définition 63. (Atteignabilité) Une partie mesurable G ∈ E est dite atteignable si
pour tout η > 0, il existe n ∈ N et une probabilité ν sur (E, E) tels que :
1. ν est absolument continue par rapport à π.
2. T n(ν) = π.
3. ν(G) > 1− η.
La proposition 1 de [5], énoncée dans le cas de la transformation de Lévy, s’étend
sans difficulté au cas général : si G est atteignable, alors pour π-presque tout x ∈ E,
l’orbite {T n(x) ; n ∈ N} visite G.
Dans le cas où l’espace probabilisé (E, E) est un espace polonais muni de la tribu
borélienne, ce résultat peut être vu comme une conséquence de notre corollaire 3. En
effet, l’atteignabilité de G équivaut à une condition forte d’accessibilité que nous allons
définir.
Définition 64. (Accessibilité, accessibilité forte)
Soient X une variable aléatoire de loi π, définie sur un certain espace probabilisé
(Ω,A, P ) et K(·, ·) une version régulière de la loi conditionnelle de X sachant T (X).
– On dit que G est accessible depuis x ∈ E s’il existe n ∈ N tel que Kn(x,G) > 0.
– On dit que G est fortement accessible si supn∈N π{x ∈ G : K
n(x,G) > 0} = 1.
L’accessibilité de G depuis π-presque tout x ∈ E constitue l’hypothèse de notre
corollaire 3. Pour déduire de ce corollaire la proposition 1 de [5], il suffit de démontrer
les implications contenues dans la proposition ci-dessous.
Proposition 65. (Lien entre atteignabilité et accessibilité)
1. G est atteignable si et seulement si G est fortement accessible.
2. Si G est fortement accessible, alors G est accessible depuis π-presque tout x ∈ E.
Démonstration. Pour n ∈ N, notons An = {x ∈ E : Kn(x,G) > 0}. Le point 2 découle
immédiatement des inégalités
sup
n∈N
π(An) ≤ π(
⋃
n∈N
An) ≤ 1.
Montrons le point 1.
Supposons que G est fortement accessible et montrons que G est atteignable. Fixons
η > 0. Par hypothèse, on peut trouver n ∈ N tel que π(An) > 1 − η. Définissons un
noyau de transition L et une mesure ν sur (E, E) par
L(x,B) = Kn(x,B ∩G)/Kn(x,G) si x ∈ An,
L(x,B) = Kn(x,B) sinon,
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Alors pour π-presque tout x ∈ E, la probabilité L(x, ·) est absolument continue par
rapport à Kn(x, ·), qui est portée par (T n)−1({x}). De plus L(x,G) = 1 si x ∈ An,
L(x,G) = 0 sinon.
Soit ν la mesure sur (E, E) définie par
ν(B) =
∫
E
L(x,B) dπ(x).
Alors
1. Si ν(B) = 0, alors pour π-presque tout x ∈ E, L(x,B) = 0 d’où Kn(x,B) = 0, et
donc
π(B) =
∫
E
Kn(x,B) dπ(x) = 0.
Donc ν est absolument continue par rapport à π.
2. Comme pour π-presque tout x ∈ E, la mesure image de L(x, ·) par T n est δx, on
a T n(ν) = π.
3. Enfin, ν(G) = π(An) > 1− η.
Cela montre que G est atteignable.
Réciproquement, supposons que G est atteignable. Fixons η > 0. Choisissons n ∈ N
et ν vérifiant les points 1, 2 et 3 de la définition. Soient Y une variable aléatoire de loi
ν et Ln(·, ·) une version régulière de la loi conditionnelle de Y sachant T n(Y ). Alors
π[G ∩ (T n)−1(Acn)] = P [X ∈ G ; T
n(X) ∈ Acn] =
∫
Acn
Kn(x,G) dπ(x) = 0,
donc par absolue continuité,
0 = ν[G ∩ (T n)−1(Acn)] = P [Y ∈ G ; T
n(Y ) ∈ Acn] =
∫
Acn
Ln(x,G) dπ(x).
Donc Ln(x,G) = 0 pour π-presque tout x ∈ Acn. Par conséquent, pour π-presque tout
x ∈ E
IAn(x) ≥ I[Ln(x,G)>0] ≥ Ln(x,G),
d’où en intégrant par rapport à π,
π(An) ≥
∫
E
Ln(x,G) dπ(x) = P [Y ∈ G] > 1− η.
Comme η > 0 est arbitraire, on en déduit que G est fortement accessible. 
Remarque : avec les notations de la démonstration précédente, on a pour tout n ∈ N,
An ⊂ T
−1(An+1) π-presque sûrement, d’où π(An) ≤ π(T−1(An+1)) = π(An+1). La suite
(π(An))n∈N est donc croissante. Pour montrer cette inclusion presque sûre, on écrit
π(An \ T
−1(An+1)) = P [X ∈ An ; T (X) ∈ A
c
n+1] =
∫
Acn+1
K(x,An) dπ(x).
Mais pour tout x ∈ E, si K(x,An) > 0, alors
Kn+1(x,G) ≥
∫
An
K(x, dy)Kn(y,G) > 0
puisque Kn(y,G) > 0 pour tout y ∈ An, donc x ∈ An+1. Donc π(An \ T−1(An+1)) = 0.
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9.2 Remontées de Lévy et remontées partielles
Alors que nous utilisons des chaînes de Markov définies à l’aide de la transformation
inverse de Lévy, la définition de l’atteignabilité conduit Malric à introduire les remontées
de Lévy.
Lorsque U et V sont deux variables aléatoires à valeurs dans W, de loi absolument
continue par rapport à la mesure de Wiener, telles que T(V ) = U , Malric dit que V est
un remonté de Lévy de U . Une façon simple de construire un remonté de Lévy de U est
la suivante (proposition 3 de [5]) : retrancher à U son minimum courant, multiplier les
excursions hors de 0 du processus obtenu par les signes fournis par un jeu de pile ou face
indépendant dont on a modifié les signes pour ensemble fini (mais aléatoire) d’indices.
Étant donné un ouvert G de W et un mouvement brownien W , Malric cherche à
construire des remontés de Lévy successifs de sorte que, pour un entier n bien choisi, le
n-ième remonté tombe dans G avec probabilité proche de 1. Cette méthode semble plus
rigide que l’utilisation de notre corollaire 3 puisque le nombre n de remontées successives
est déterministe.
Malric contourne cette difficulté par l’introduction de la notion de remonté partiel
de Lévy : si U et V sont deux variables aléatoires à valeurs dans W, de loi absolument
continue par rapport à la mesure de Wiener, V est un remonté de partiel de Lévy de U
s’il existe un temps aléatoire T à valeurs dans [0,+∞] tels que
1. T est une fin d’excursion de U sur l’événement [0 < T < +∞].
2. U et V coïncident sur l’intervalle de temps [0, T ].
3. Pour t ≥ T , |Vt| = Ut −min{Us ; s ∈ [T, t]}.
Un résultat-clé de Malric (proposition 5 de [5]) affirme que toute suite finie de remon-
tés partiels successifs de Lévy peut être approchée uniformément par une suite de remon-
tés de Lévy. Ce résultat permet de s’affranchir de la contrainte du nombre déterministe
de remontées dans la définition de l’atteignabilité. Il permet aussi de préserver le début
des trajectoires. Il joue finalement le même rôle que notre proposition 38 (Comparaison
des accessibilités par Fa pour différentes valeurs de a), dans laquelle les transformations
Fa jouent le rôle des remontées partielles de Lévy.
Les autres différences marquantes, déjà notées dans l’introduction, sont que nous
travaillons avec des transformations sur les mouvements browniens réfléchis en utilisant
des propriétés de continuité dans la topologie de la convergence uniforme sur les compacts
avec contrôle des zéros.
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