Abstract. Given two (n + 1) × (n + 1)-matrices A and B over a commutative ring, and some k ∈ {0, 1, . . . , n}, we consider the
matrix W whose entries are (k + 1) × (k + 1)-minors of A multiplied by corresponding (k + 1) × (k + 1)-minors of B. Here we require the minors to use the last row and the last column (which is why we obtain an n k × n k -matrix, not a n + 1 k + 1 × n + 1 k + 1 -matrix). We prove that
Introduction
Let n and k be nonnegative integers, and let A = a i,j 1≤i≤n+1, 1≤j≤n+1 be an (n + 1) × (n + 1)-matrix over some commutative ring. Let P k be the set of all k-element subsets of {1, 2, . . . , n}. For any such subset K ∈ P k , let K+ denote the subset K ∪ {n + 1} of {1, 2, . . . , n + 1}. If U and V are two subsets of {1, 2, . . . , n + 1}, then sub V U A shall denote the |U| × |V|-submatrix of A containing only the entries a u,v with u ∈ U and v ∈ V. Let W A be the P k × P k -matrix 1 whose (I, J)-th entry (for all I ∈ P k and J ∈ P k ) is det sub J+ I+ A . (Thus, the entries of W A are all (k + 1) × (k + 1)-minors of A that use the last row and the last column.) A particular case of a celebrated result going back to Sylvester [Sylves51] (see [Prasol94, §2.7] or [Prasol15, Teorema 2.9.1] or [Mohr53] for modern proofs) then says that det (W A ) = a p n+1,n+1 · (det A) q , where p = n − 1 k and q = n − 1 k − 1 . Now, consider a second (n + 1) × (n + 1)-matrix B = b i,j 1≤i≤n+1, 1≤j≤n+1 over the same ring. Let W A,B (later to be just called W) be the P k × P k -matrix whose (I, J)-th entry (for all I ∈ P k and J ∈ P k ) is det sub
What can be said about det (W A,B ) ? In general, very little 2 . However, under some assumptions, it splits off factors. Namely, we shall show (Theorem 2.1) that det (W A,B ) is a multiple of det A if b n+1,n+1 = 0. We shall then conclude (Theorem 2.2) that if both a n+1,n+1 and b n+1,n+1 are 0, then det (W A,B ) is a multiple of (det A) (det B). In either case, the quotient (usually a much more complicated polynomial 3 ) remains mysterious; our proofs are indirect and reveal little about it. Our second result generalizes a curious property of n 2 × n 2 -determinants [GriOlv18, Theorem 10] that arose from the study of the n-body problem (see Example 2.4 for details).
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1 This means a matrix whose rows and columns are indexed by the k-element subsets of {1, 2, . . . , n}. If you pick a total order on the set P k , then you can view such a matrix as an n k × n k -matrix.
2 For example, if n = 3 and k = 2, then det (W A,B ) is an irreducible polynomial in the (altogether 2 (n + 1) 2 = 32) variables a i,j and b i,j with 110268 monomials. 3 again irreducible in the case when n = 3 and k = 2
The theorems
Let us first introduce the standing notations.
Let N = {0, 1, 2, . . .}. Let K be a commutative ring. If a and b are two elements of K, then we write a | b when b is a multiple of a (that is, b ∈ Ka). If m ∈ N, then [m] shall mean the set {1, 2, . . . , m}.
Fix k ∈ {0, 1, . . . , n}. Let P k be the set of all k-element subsets of [n] . This is a finite set; thus, any P k × P k -matrix (i.e., any matrix whose rows and columns are indexed by k-element subsets of [n]) has a well-defined determinant 4 . Such matrices appear frequently in classical determinant theory (see, e.g., the "k-th compound determinants" in [MuiMet60] 
.) When |I| = |J|, then the submatrix sub Theorem 2.1. Let A = a i,j 1≤i≤n+1, 1≤j≤n+1 ∈ K (n+1)×(n+1) and B = b i,j 1≤i≤n+1, 1≤j≤n+1 ∈ K (n+1)×(n+1) be such that b n+1,n+1 = 0. Let W be the P k × P k -matrix whose (I, J)-th entry (for all I ∈ P k and J ∈ P k ) is det sub
Example 2.3. For this example, set k = 1. Then, P k = P 1 = {{1} , {2} , . . . , {n}}. Thus, the map
[n] → P k , i → {i} is a bijection. Use this bijection to identify the elements 1, 2, . . . , n of [n] with the elements {1} , {2} , . . . , {n} of P k . Thus, the P k × P k -matrix W in Theorem 2.1 becomes the n × n-matrix
This is the matrix obtained from a i,j a n+1,n+1 − a i,n+1 a n+1,j 1≤i≤n, 1≤j≤n by multiplying the i-th row with −b i,n+1 for all i ∈ [n] and multiplying the j-th column with b n+1,j for all j ∈ [n]. Thus, the claim of Theorem 2.1 follows from the classical fact that det a i,j a n+1,n+1 − a i,n+1 a n+1,j 1≤i≤n, 1≤j≤n = a Example 2.4. For this example, set k = 2, and consider the situation of Theorem 2.1 again. Then, P k = P 2 = {{i, j} | 1 ≤ i < j ≤ n}. If {i, j} ∈ P 2 and {k, l} ∈ P 2 satisfy i < j and k < l, then the ({i, j} , {k, l})-th entry of W is det sub {k,l}+ {i,j}+
If we furthermore assume that a n+1,n+1 = 0, and a n+1,i = a i,n+1 = 1 for all i ∈ [n] , and
Hence, [GriOlv18, Theorem 10] can be obtained from Theorem 2.2 by setting k = 2 and A = C S and B = C T (and observing that the matrix W then equals to W S,T ).
The proofs
Our proofs of Theorem 2.1 and Theorem 2.2 will rely on some basic commutative algebra: the notion of a unique factorization domain ("UFD"); the concepts of coprime, prime and irreducible elements; the localization of a commutative ring at a multiplicative subset. This all appears in most textbooks on abstract algebra; for example, [Knapp16, Sections VIII.4 and VIII.10] is a good reference 5 .
The content of a polynomial p over a UFD is defined to be the greatest common divisor of the coefficients of p. For example, the polynomial 4x 2 + 6y 2 ∈ Z [x, y] has content gcd (4, 6) = 2. (Of course, in a general UFD, the greatest common divisor is defined only up to multiplication by a unit.) The following known facts are crucial to us: Proposition 3.1. A polynomial ring over Z in finitely many indeterminates is always a UFD.
Proof of Proposition 3.1. Proposition 3.4. Let U be a UFD. Let p, q ∈ U [x 1 , x 2 , . . . , x m ] be two polynomials over U. Assume that both p and q have content 1, and assume furthermore that p and q don't have any indeterminates in common (i.e., there is no i ∈ [m] such that deg x i p > 0 and deg x i q > 0). Then, p and q are coprime.
The next simple fact states that for any positive integer n, the determinant of the "generic n × n-matrix" (i.e., of the n × n-matrix whose n 2 entries are distinct indeterminates in a polynomial ring over Z) is irreducible as a polynomial over Z:
Corollary 3.5. Let n be a positive integer. Let G be the polynomial ring
2 . Let A ∈ G n×n be the n × n-matrix a i,j 1≤i≤n, 1≤j≤n . Then, the element det A of G is irreducible. An element a of a commutative ring A is said to be regular if every b ∈ A satisfying ab = 0 must satisfy b = 0. (Regular elements are also known as non-zerodivisors.) In a polynomial ring, each indeterminate is regular; hence, each monomial (without coefficient) is regular (since any product of two regular elements is regular). The following fact is easy to see: Proposition 3.6. Let K be a commutative ring. Let S be a multiplicative subset of K such that all elements of S are regular. Let L be the localization of the ring K at S. Then:
(a) The canonical ring homomorphism from K to L is injective. We shall thus consider it as an embedding.
(c) Let a and b be two elements of K. Then, we have the following logical equivalence:
(a | b in L) ⇐⇒ (a | sb in K for some s ∈ S) .
Matrices over arbitrary commutative rings can behave a lot less predictably than matrices over fields. However, matrices over integral domains still show a lot of the latter good behavior, such as the following: Proposition 3.7. Let P be a finite set. Let M be an integral domain. Let W ∈ M P×P be a P × P-matrix over M. Let u ∈ M P be a vector such that u = 0 and Wu = 0. (Here, u is considered as a "column vector", so that Wu is defined by
where W = w p,q (p,q)∈P×P and u = u p p∈P .
) Then, det W = 0.
Proof of Proposition 3.7. Let m = |P|. Then, we can view the P × P-matrix W as an m × m-matrix (by "numerical reindexing", as explained in [Grinbe18, §1]), and we can view the vector u as a column vector of size m. Let us do this from here on. Let F be the quotient field of the integral domain M. Thus, there is a canonical embedding of M into F. Hence, we can view the matrix W ∈ M m×m as a matrix over F, and we can view the vector u ∈ M m as a vector over F. Let us do so from here on. We are now in the realm of classical linear algebra over fields: The vector u ∈ F m is nonzero (since u = 0) and belongs to the kernel of the m × m-matrix W ∈ F m×m (since Wu = 0). Hence, the kernel of the matrix W is nontrivial. In other words, this matrix W is singular. Thus, det W = 0 by a classical fact of linear algebra. This proves Proposition 3.7.
Let us next recall an identity for determinants (a version of the Cauchy-Binet formula):
Lemma 3.8. Let n ∈ N, m ∈ N and p ∈ N. Let A ∈ K n×p be an n × p-matrix. Let B ∈ K p×m be a p × m-matrix. Let k ∈ N. Let P be a subset of [n] 
Lemma 3.8 is [Grinbe17, Corollary 7.251] (except that we are using the notation sub The next lemma is just a particular case of Theorem 2.1, but it is a helpful stepping stone on the way to proving the latter theorem: Lemma 3.9. Let A = a i,j 1≤i≤n+1, 1≤j≤n+1 ∈ K (n+1)×(n+1) and B = b i,j 1≤i≤n+1, 1≤j≤n+1 ∈ K (n+1)×(n+1) be such that b n+1,n+1 = 0. Assume further that a n+1,j = 0 for all j ∈ [n] .
Define the P k × P k -matrix W as in Theorem 2.1. Then, det A | det W.
The following proof is inspired by [GriOlv18, proof of Theorem 10].
Proof of Lemma 3.9. We WLOG assume that K is the polynomial ring over Z in n 2 + (n + 1) + (n + 1) 2 − 1 indeterminates
for all i ∈ [n + 1] and j ∈ [n + 1] except for b n+1,n+1 .
And, of course, we assume that the entries of A and B that are not zero by assumption are these indeterminates. 6 The ring K is a UFD (by Proposition 3.1). We WLOG assume that n > 0 (otherwise, the result follows from det W = det 0 = 0).
The set P k is nonempty (since k ∈ {0, 1, . . . , n}); thus, |P k | ≥ 1. Let A be the n × n-matrix a i,j 1≤i≤n, 1≤j≤n ∈ K n×n . Then, because of (1), we
(by [Grinbe17, Theorem 6.43], applied to n + 1 instead of n).
The matrix A is a completely generic n × n-matrix (i.e., its entries are distinct indeterminates); thus, its determinant det A is an irreducible polynomial in the poly-
2 (by Corollary 3.5). Hence, det A also is an irreducible polynomial in the ring K (since K differs from Z a i,j | (i, j) ∈ [n] 2 only in having more variables, which clearly cannot contribute any factors to det A). Thus, Proposition 3.2 (applied to p = det A) shows that the quotient ring K/ det A is an integral domain. Let M be the quotient ring K/ det A . Then, M is an integral domain (since K/ det A is an integral domain). All monomials in the variables b i,j (with (i, j) = (n + 1, n + 1)) are nonzero in M. Likewise, a n+1,n+1 = 0 in M.
Let w be the element ∏ The matrix A ∼1,∼(n+1) has determinant 0 (because (1) shows that its last row consists of zeroes). In other words, det A ∼1,∼(n+1) = 0. Also, due to (1), we see that each i ∈ [n] satisfies
(by [Grinbe17, Theorem 6.43], applied to A ∼1,∼i instead of A), because the last row of the matrix A ∼1,∼i is (0, 0, . . . , 0, a n+1,n+1 ).
1, if i = n + 1 .
All these n + 1 elements u 1 , u 2 , . . . , u n+1 of M are nonzero 7 . Let u = (u J ) J∈P k ∈ M P k be the vector defined by
Then, the entries of the vector u are nonzero (because they are products of the nonzero elements u 1 , u 2 , . . . , u n+1 of the integral domain M). Since the vector u has at least one entry (because |P k | ≥ 1), we thus conclude that u = 0. Let ∆ be the diagonal matrix
is a polynomial of smaller degree than det A, and thus is not a multiple of det A) = 0 in M (since M is an integral domain). Thus, u 1 , u 2 , . . . , u n are nonzero. Moreover, u n+1 is nonzero (since u n+1 = 1). Thus, we are done.
Let (e 1 , e 2 , . . . , e n+1 ) be the standard basis of the free M-module M n+1 . Using Laplace expansion, it is easy to see that
[Proof of (5): The quickest way to check this is to use the adjugate adj A of the matrix A. A standard fact ([Grinbe17, Theorem 6.100]) says that A · adj A = adj A · A = det A · I n+1 . But the vector
T is the first column of the matrix adj A. Thus,
This equality differs from (5) in that the powers of −1 on the left hand side are the negatives of those in (5) (since their exponents are by 1 larger), and in that the right hand side is missing a minus sign. Thus, we can obtain (5) by multiplying this equality by −1.] Also, recall that (e 1 , e 2 , . . . , e n+1 ) is the standard basis of the free M-module M n+1 . Thus,
Hence,
(since ∆ = diag (u 1 , u 2 , . . . , u n+1 )). Now, we claim that
[Proof of (7): Let i ∈ [n + 1]. We must prove (7). If i = n + 1, then this is easy (indeed, in this case, both sides are zero, because b n+1,n+1 = 0 and det
In other words, the (n + 1)-st column of the matrix A∆B T is 0 (since the (n + 1)-st column of the matrix A∆B T is A∆B T e n+1 ). Now, fix I ∈ P k . Then, the last column of the matrix sub I+ I+ A∆B T is 0 (because this column is a piece of the (n + 1)-st column of the matrix A∆B T , but as we have just shown the latter column is 0). Thus, det sub 
for each I ∈ P k . This rewrites as Wu = 0 (indeed, the left hand side of (8) is the I-th entry of the zero vector 0, whereas the right hand side of (8) is the I-th entry of Wu). Now, consider the matrix W as a matrix in M P k ×P k . Then, Proposition 3.7 (applied to P = P k ) yields det W = 0 in M (since u = 0 and Wu = 0). In view of the definition of M, this rewrites as det A | det W in K.
Let us consider the matrix W again as a matrix over K. Each entry of W has the form det sub J+ I+ A det sub J+ I+ B for some I, J ∈ P k . Thus, all entries of W are multiples of a n+1,n+1 (since det sub J+ I+ A is a multiple of a n+1,n+1 for all I, J ∈ P k 8 ). Hence, the determinant of W is a multiple of (a n+1,n+1 ) |P k | , thus a multiple of a n+1,n+1 (since |P k | ≥ 1). In other words, a n+1,n+1 | det W in K.
Recall that K is a UFD. Also, the two polynomials a n+1,n+1 and det A in K both have content 1, and don't have any indeterminates in common; thus, these two polynomials are coprime (by Proposition 3.4). Hence, any polynomial in K that is divisible by both a n+1,n+1 and det A must be divisible by the product a n+1,n+1 · det A as well. Thus, from a n+1,n+1 | det W and det A | det W, we obtain a n+1,n+1 · det A | det W. In view of (2), this rewrites as det A | det W. This proves Lemma 3.9.
We shall now derive Theorem 2.2 from Lemma 3.9, following the same idea as in Proof of Theorem 2.1. We WLOG assume that n > 0 (otherwise, the result follows from det W = det 0 = 0).
We WLOG assume that K is the polynomial ring over Z in (n + 1) 2 + (n + And, of course, we assume that the entries of A and B that are not zero by assumption are these indeterminates. Proposition 3.1 shows that the ring K is a UFD (since it is a polynomial ring over Z).
Let S be the multiplicative subset a p n+1,n+1 | p ∈ N of K. Then, all elements of S are regular (since they are monomials in a polynomial ring).
Let L be the localization of the commutative ring K at the multiplicative subset S. Then, Proposition 3.6 (a) shows that the canonical ring homomorphism from K to L is injective; we shall thus consider it as an embedding. Also, Proposition 3.6 (b) shows that L is an integral domain. 8 Proof. Let I, J ∈ P k . Then, the equality (1) shows that the last row of the matrix sub 
