Abstract This chapter presents an overview of the latest artistic portrait rendering techniques. Artistic rendering or portraits can be viewed as an image generating process controlled by two factors. The first one is the face fidelity, namely, a rendered portrait image should preserve a certain amount of the original face's information. The second factor is the artistic style, for example, sketch, painting, etc. In the literature, different portrait rendering algorithms either adopt different models and data structures to represent the facial information, or use different graphical elements and compositional methods to simulate various styles. These two factors essentially reveal the two principles in portraiture, namely the pursuit of likeness and aesthetic.
Introduction
Portraiture, which creates artistic representations of the appearances and expressions of human faces, is one of the oldest yet popular genres in visual arts. Generally there are two essential factors to consider in creating a portrait.
• The first factor is the face fidelity, namely, a portrait should preserve a certain amount of the original face's information, to ensure that not only can it be recognized as a face picture but there is an appropriate level of similarity in perception of the appearance or character between the person in the portrait and the person him/herself or in a photograph.
• The second factor is the artistic style of the portrait picture, for example, sketch, painting, paper-cut, caricature, etc. These styles/forms provide unique dictionaries of visual elements to express the various facial structures and appearances.
These two factors vary with different ages and genres of portraiture, revealing its two principles, namely the pursuit of likeness and aesthetic, respectively. For example, before the invention of photography in the 19th century, the mainstream artists used to pursue accurate likeness by studying the structure of bones and muscles beneath the facial skin, practicing their skills on depicting them, developing pigments made from various materials, and even using external tools such as mirrors and pinhole imaging to improve the fidelity. Nowadays, with the popularity of digital cameras, perfect fidelity is easily available, but many modern portraits usually depict only rough or even distorted likeness while resorting to new artistic styles and techniques to evoke strong psychological and emotional reactions in the audience, to demonstrate the sense of aesthetic. These two factors/principles also apply to artistic rendering of portraits -the simulation of portraiture on the computer. From an image analysis and synthesis perspective, let W denote the facial information and ∆ denote the elements to composite an image, then a natural image (photograph) I N is generated with
and in a similar way, an artistic portrait I A can be synthesized with
where f and g are image generating functions (rendering processes). Interestingly, Eqs.
(1) and (2) differ in all their three aspects.
• W N = W A : The facial information W usually contains features such as geometry (2D or 3D), appearance, texture, color, and illumination. To generate a realistic photograph, W N should usually approximate the truth very closely. In contrast, W A often only captures part of the information interesting to artistic perception, which is regarded as the essense of a face by many artists. • ∆ N = ∆ A : In the image analysis and computer vision literature, ∆ N is usually modeled with PCA, wavelets like Gabor bases, image patches, etc. ∆ A , however, is usually a dictionary of graphical elements used in creating artworks, for example, graphite sketches, paint brush strokes, etc.
• f = g: While f is usually a simple linear combination of the image elements, the portrait rendering process g can be a much complex process involving contentoriented algorithms for manipulating the sketches, strokes, etc.
In the non-photorealistic rendering (NPR) [7] literature, there are plenty of studies on artistic portrait rendering with different implementations of W A and g( · ; ∆ A ), corresponding to likeness and aesthetic, respectively.
• To preserve the facial fidelity, existing portrait rendering methods adopt different models and data structures to represent selected geometry and appearance features in W A .
• To simulate different artistic styles, existing methods use different dictionaries of graphical elements which are maintained in ∆ A , and corresponding compositional algorithms g.
In the rest of this chapter, we review the latest artistic portrait rendering methods and their respective implementations of the two factors. We organize these methods by the four most studied types of portraits in NPR: sketch, paper-cut, oil-painting, and caricature.
Sketch
A sketch is a rapidly executed drawing demonstrating the basic shape and appearance features of objects. In this section, we review three types of portrait sketching methods. The first two types of sketches depict the boundaries and salient edges/curves in portraits with concise strokes (like stick drawings), the former using holistic models for the shape of face and the latter using part-based models with greater expressive power. The third type of portrait sketch pays more attention to the facial surface, including the appearance caused by illumination and shading effects.
Holistic Models
Li and Kobatake [10] made one of the earliest investigations in generating facial sketches from photographs. Their method consists of three steps:
1. Color coordinate transformation, in which an input image is first processed with the saturation component enhanced, and transformed to the YIQ color space. The Y channel represents the luma information, and the I and Q channels represent the chrominance information. They are used for extracting the face area and some facial parts: lips are red so they have relatively larger values in Q, the face area with skin color is generally larger in Q and smaller in I than the dark gray background, and black pupils of eyes are usually darker than other parts reflected in Y. 2. Facial components detection. In addition to lips and pupils, facial parts such as eyes, mouth, nose and chin are located with rough edges detected using the Y channel of the image. 3. Approximation of edges with feature points and feature curves. The method takes advantage of a facial sketch representation with 35 feature points connected by feature curves as shown in Figure 1a , in which spliced second-order polynomials
The extraction of sketch of mouth
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rectly is 98%. This confirms the robustness of the detecting process using the generalized symmetry operator, Rectangle-filter and the geometric template. The rate of extracting the sketch of each facial part correctly is 93%-98%. They are summarized in Table1 . The rate of extracting facial sketch from facial image correctly is 91% which is very high in the researches of extracting facial features.
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(b) Fig. 1 (a) Feature points and feature curves used for extracting facial sketch images by Li and Kobatake [10, 11] . (b) Example results of facial sketch extraction using their method, from [11] .
are used for approximating the edges of mouth, eyes, nose and chin. The 35 feature points are then detected as characteristic points on the curves.
In their follow-up work [11] , detailed algorithms of the method were improved, including the symmetry measure, a novel rectangle filter, a geometric template, and morphological processing, which leads to more robust detections of the positions and edges of facial parts. Figure 1b shows two example facial sketches extracted using the method.
In Li and Tobatake's methods, the two factors introduced in Section 1 are implemented in a very straight-forward way. The facial information W A is represented with the shape model shown in Figure 1a , which is extracted from the color and gradient features of the input image. This ensures that the portrait sketch looks similar to the photograph. As for the second factor, ∆ A simply defines a line drawing style, with the feature curves fitted using spliced second-order polynomials.
To further improve the results of Li and Tobatake's method, especially on the aesthetic aspect, many studies have been carried out recently. Chen et al. [2] developed an example-based facial sketch generation system whose pipeline is shown in Figure 2 . Observing that the artistic styles of sketches vary among different artists and cannot be easily summarized by precise rules such as polynomial curves up to a specific order or curvatures of certain degrees, their system refers to a set of training examples for obtaining their styles. Each training example is a pair of portrait photograph and its corresponding sketch image created by artists, as shown in the top-left of Figure 2 . An active shape model (ASM) [5] for face is also attached to each example, with the landmark points manually labeled for better accuracy, as shown by the dots in the middle-left of Figure 2 .
• In the training phase, a mean shape of face is computed by averaging the ASM landmarks of all training examples, then a geometric transformation is performed on each training example to warp the image and the sketch to match the mean shape. After that, a prior probability model of the sketches is learned to cover Figure 3 (f), but not in Figure 3 (e). The on-off switch is therefore necessary to model this kind of effect. In addition, there is no restriction on the location of lines or their endpoints. For example, point A and point B are separated in Figure 3 (e) but they coincide in Figure 3(f) .
In addition, we define three types of lines in our system, depending on whether the line is affected by others or not.
Always appears;
Probably appears, but independent of other lines.
Depends on other lines.
We can build a prior model based on these three types of lines from the set . Each line is modeled with a Gaussian, much like in ASM [2] .
The system framework
Our system consists of a training phase and a runtime phase. In the training phase, we start with a set of image and sketch pairs, with manually labeled feature points.
An ASM model is first trained to automatically locate the facial feature points in any input image.
Based on these feature points, we define the average shape of all input sketches as .
A geometric transformation is then defined to warp any input shape to the , .
Estimate prior probability from .
At runtime, for a given image I, we generate a sketch by the following steps:
Apply ASM to extract the facial feature points.
Apply geometric transformation:
.
Employ non-parametric sampling to obtain the "expected sketch image" .
Apply to obtain sketch from .
Compute final sketch S from the inverse geometric transformation: . Figure 4 shows various steps in both the training phase and the runtime phase. Detailed algorithms are discussed in next two sections. Note that the hair is not part of learned Fig. 2 Pipeline of the example-based facial sketch generation system developed by Chen et al. [2] three types of curves: those always appear, those probably appear but are independent of other curves, and those depend on other curves.
• At runtime, given an input face photograph, ASM is first applied to extract the landmark points, with which a geometric transformation is defined between these landmarks and the mean shape. After applying this geometric transformation to warp the input image, non-parametric sampling is used for producing a sketch image for the input, which is then warped back to the original shape using an inverse geometric transformation, for the final sketch.
Compared with Li and Kobatake's method, Chen et al.'s system improved in both factors through W A and ∆ A . For facial information W A , the ASM model provides a more robust way to capture the shape of the face than the model in Figure 1a which relies on local edge detection and curve fitting. For a higher level of aesthetic, the sketches used as graphical elements in the style set ∆ A come essentially from the training examples created by artists instead of naive polynomial curves, and are encoded within a prior distribution of the sketch curves as we introduced above.
Part-Based Models
An disadvantage of the holistic methods is that the rendered sketches only contains stiff lines and curves, while sketches created by artists usually have various curve styles and levels of darkness and thickness for different facial components, as well as the hair. To address this problem, part-based methods were introduced for processing different parts of the face separately in order for greater expressive power. Generally, these part-based models allow richer representations of W A and larger varierty of elements in ∆ A .
Flat Model
Chen et al. [3] proposed an example-based composite sketching approach. The main idea of this approach is to decompose the face into semantic parts (as shown in Figure 3 ) and also to use image-based instead of curve-based sketches (as shown in Figure 4 ). Their system also has a sub-system for hair rendering which contributes greatly to the visual quality of the portrait sketches.
Introduction
We describe in this paper an interactive computer system for generating human portrait sketches. Our system takes a human face image as input and outputs a sketch that exhibits the drawing style of a set of training examples provided by an artist. Our artist created the training set in the style of Japanese cartooning, or "manga". Our training data has two prominent characteristics. First, each example sketch is a highly abstract representation of the original source image, using realistic as well as exaggerated features to achieve an evocative likeness. Second, the training set contains a limited number of examples, as is often the case in example-based art applications. From this limited set, we can construct sketches for any image that satisfies certain input requirements.
Our system tackles this problem with a learning based rendering approach. Although there have been several successful similar efforts, discovering the relation between the source portrait and the corresponding sketch is a problem worth continued study. The Image Analogy [11] technique synthesizes a new "analogous" image B that relates to an input image B in "the same way" as the example image A relates to A. This technique, while good at mimicking the local relationships from image pair (A , A) to (B , B), lacks the power to capture the high level structural information present in our data. Another system, Example Based Sketch Generation [5] , assumed a Markov Random Field (MRF) property in order to use non-parametric sampling of sketch point. It does not address face exaggeration and hair rendering which is handled in our system. Where our work improves upon the existing body in this area is this: in addition to making use of local information, we use the inherent structure in the data for a global synthesis step.
We propose a composite sketching approach for our system. The basic idea is to first decompose the data into components that are structurally related to each other, such as the eyes or mouth. After these have been independently processed, these components are carefully recomposed to obtain the final result. These two steps for both face and hair form the core of our system. Generating evocative sketches of hair is one of our primary results. The principal advantage of our component-based approach is its capacity to capture large-scale correlation within the components and its ability to create an overall picture in the style intended by the artist. This can be seen in Figure 1 .
Related work
NPR and digital arts. Many non-photorealistic rendering (NPR) techniques have been proposed to generate digital artwork. Systems have been created to emulate watercolor and impressionism. More relevant to our work, however, are the NPR results of penand-ink [8; 19; 20; 22; 23] and technical illustration [17; 18] . NPR Fig. 3 Portrait sketching using example-based composite sketching [3] . The input image (a) is decomposed into facial parts shown in (b), then for each part the best match is found in the training examples, as shown in (c). Then sketches are drawn for each part in (d), which are composited in (e) considering both global and local features. 
(4) Figure 4 : The prototypes extracted from the training set.
For the representation of I g , we carefully chose 14 features from a pool of approximately 30 recommended facial features in a caricature drawing textbook [16] . They are 
These relations describe the proportion of the face devoted to a particular facial feature. w 4 /w, for instance, relates the width of the head to the width of the mouth. By not tying these relations to fixed values, the model can adjust the size of the features as the overall size of the head is changed. For any input face image I, we first use an Active Appearance Model (AAM) [6] to determine the 87 control points. We then use these control points to generate I g . To determine the placement of these face elements on the cartoon canvas, each element needs five parameters {(t x ,t y ), (s x , s y ), θ }. (t x ,t y ) represents the translation of the element in the x and y directions respectively. (s x , s y ) are the scaling parameters and θ is the relative rotation angle. Additionally, the face contour needs the warp parameter c w . Together, these constitute I g . As shown in Figure 3 , while each of the facial features drawn using the local model are correct, their overall composition is lacking. The global model improves the sketch, making a more vivid overall face. challenging. Even if we decom position remains a difficult step spondence between regions of t correspondence, we cannot use Due to these factors, we synt the face, employing a different m hair system is shown in Figure 7 regions we call the structural co components are matched agains is selected for each. The n-bes a range of pictures for the user warped and assembled into an o details are added based upon th detailed in the remainder of the
Hair composite model
Two key aspects make it possib global hair structure or impress tails, especially for a highly-styl basic detail is not necessary sin static. Wind, rain, rushed mor deprivation brought on by Siggr tails of one's hair. Figure 6 show subject's hair. All exhibit the c them can be at the behest of the system.
As suggested by our artist, we segments, as shown in Figure 7 . divide long strokes that are fixed because each indicates importan so we name these our "structura structural (global) model, we als use detail to add uniqueness an
In the composite sketching system of Chen et al. [3] , the sketches are splitted into two layers: a global layer and a local layer. The global layer captures the spatial placement of the facial parts, and the local layer captures how each facial part is depicted. For both layers, features are selected and learned using training imagesketch pairs provided by artists. At runtime, two processing steps are executed.
• Local Processing: The input image is first decomposed into facial parts using a refined ASM, then for each part the system finds the best match in shape (according to ASM landmarks) from the training examples. After that, their corresponding sketches of the best matches are adopted.
• Global Processing: The sketches of the facial parts are composed according to the learned global spatial model, which adjusts the locations, sizes and orientations of the parts.
The hair rendering sub-system extracts both structural (boundary) and detail (streamline) components in the hair area, and fits them with curves. The two types of curves are then rendered using their respective example-based strokes (learned from training examples) to synthesize the hair sketch.
Regarding the two factors we have been discussing in this chapter, the global/local hybrid method of Chen et al. [3] works in a more flexible way for preserving face fidelity in W A than the global geometric transformation based on ASM used in their early work [2] . For each facial part, the locally best matching sketch is selected and composed into a globally coherent image. But due to the selection of the best matches instead of a learned local sketch model [2] , the system may lose certain degrees of likeness when the number of training examples is small, for example, the locally best matches may not be good enough in terms of similarity. On the aesthetic aspect, however, this method achieves much finer detailed appearances by maintaining image-based sketches instead of stiff curves in ∆ A , as shown in Figure 4 , where different facial parts may be sketched using different techniques by artists.
Hierarchical Model
Since part-based portrait rendering methods have greater expressive power than global methods, more studies in this direction have been dedicated to better models and algorithms for both global and local processing. A powerful model for organizing the facial components is the hierarchical and compositional And-Or Graph (AOG) [23, 22, 24] , as shown in Figure 5 .
In this AOG, the And-nodes represent decompositions of the face or its parts into sub-components (e.g., decomposing the face into nose, mouth, etc.), and the Ornodes represent alternative types of a part (e.g., there are multiple ways to sketch a nose, given by either models or examples). On the AOG, complex spatial constraints of the facial parts can be embedded at the And-nodes at multiple levels, for example, using Markov networks [22] , and the photo-sketch similarity measure enforcing the likeness principle can be enforced at multiple resolutions thanks to the hierarchical structure, and optimized by switching at the Or-nodes during rendering.
To create the face AOG, a hierarchical structure is designed by hand with the nodes corresponding to semantic facial parts. Then a set of training sketch examples with their corresponding photographs are collected and manually decomposed corresponding to the structure of the AOG. The decomposed parts are then associated with the nodes in the AOG in order to construct ∆ N and ∆ A for multiple scales in the hierarchy as marked on the right side of Figure 5 , with which models for constraining spatial configurations are learned at the And-nodes, and switching closing eyes, which are widely observed in facial motions. To account for these structural variations, we formulate our representation as a three-layer AND-OR graph shown in Fig. 2 . An AND-node represents a decomposition with the constituents as a set of OR-nodes, on which the constraints of node attributes and spatial relations are defined, as in a Markov random field model. An OR-node functions as a switch variable in the decision trees, pointing to alternative composite deformable templates that are AND-nodes. The selection/ transition is then realized by applying a set of stochastic In computer vision, numerous methods had been proposed to model human faces. Zhao et al. suggested [41] that following the psychology study of how human use holistic and local features, existing methods can be categorized as 1) global [7] , [8] , [13] , [16] , [31], [2] , 2) feature-based (structural) [10] , [17] , [32] , [33] , [34] , [40] , and 3) hybrid [14] , [26] methods. Early holistic approaches [13] , [31] used intensity pattern of the whole face as input and modeled the photometric variation by linear combination of the eigenfaces. These PCA models Fig. 2. An illustration of the three-layer face AND-OR graph representation. The dark arrows and shadow nodes represent a composition of seven leaf nodes hBrowT ype2ðL=RÞ; EyeT ype3ðL=RÞ; SkinT ype1; NoseT ype2; MouthT ype1i, each being a subtemplate at the medium-resolution layer. This generates a composite graphical template (at the bottom) representing the specific face configuration with the spatial relations (context) inherited from the AND-OR graph.
A three-layer And-Or Graph (AOG) representation for face [24] . Dark arrows represent the paths for generating an instance from the AOG, by decomposing And-nodes (solid ellipses) into sub-components and choosing among alternative types at Or-nodes (dashed ellipses). As marked on the right side, examples in ∆ N and ∆ A of different scales can be embedded in the AOG.
cannot efficiently account for the geometric deformation and require images to be well aligned. Some later work separately modeled the shape and texture components of faces, e.g., the AAM [8] , [35] and Morphable Models [16] , [2] . Although these well-known methods captured some geometric and photometric variations, they are limited from handling large-scale structural variations due to the linear assumption and fixed topology. To relax the global constraint, some componentbased/structural models were presented, including the . These models first decompose faces into parts in supervised or unsupervised manners, then the intensity patterns of parts are modeled individually, and the spatial relations among parts were modeled jointly. In addition, there are some hybrid methods [14] , [26] , which corporate the global and local information to achieve better results. However, in spite of the greater structural flexibility over the global methods, these models have their own limitations: 1) in contrast to the hierarchical transforms that we observed during the scale/resolution changes of face images, the structures of these models are flat and without scale transitions to account for the emergence of new features (e.g., marks or wrinkles), 2) the topologies of learned image fragments of various sizes and resolutions incidentally support our use of the three-layer dictionary:
faces, parts, and primitives. Similar to the AAM models, each element in our dictionary is governed by a number of landmark points to allow more geometric and photometric variabilities, where the landmark number is determined by complexity of the element. For each part (e.g., mouth), we allow selecting from a mixture of elements (e.g., open or closed mouth) and enforce the structural flexibility during state transitions. In addition, a coarse element expands to a subgraph of finer elements and accounts for the structural change during scale transitions. The selections and expansions are then implemented using the AND-OR graph model. While the original AND-OR graph was introduced by Pearl as an AI search algorithm [24] (1984), our model is more similar to some recent works by Chen et al. [6] and Zhu and Mumford probabilities are summrized at Or-nodes (note: if all examples are preserved in the AOG without similar ones merged, the switching probabilities are uniform).
To generate a portrait sketch from an input photograph, it is equivalent to instantiate a parse graph from the AOG by decomposing at And-nodes and switching at Or-nodes, as shown in Figure 6 . An instance optimizing the probabilities at the Andand Or-nodes as well as the similarity measures at multiple resolutions is expected to preserve the fidelity both globally and locally (c.f. the global/local hybrid model introduced by Chen et al. [3] ).
Compared with the flat model described in the previous section, the hierarchical AOG has two advantages on the aspect of the face fidelity factor.
1. The AOG can encode spatial constraints more efficiently with the And-nodes at multiple levels on the graph. Furthermore, if multiple selections at Or-nodes are clustered with similar ones merged, the AOG compresses the storage of all training examples, which is important when the training set is large. 2. The hierarchical structure of AOG makes it easier to enforce likeness for different facial parts at multiple resolutions, especially when we prefer the likenesses at different parts/levels to have different weights. For example, the likeness of the eyes could be more important than that of the eyebrows, while the appearance of an entire eye might possibly be more important than those of the eyelids at an unnecessarily higher resolution. In this sense, the power of the face AOG has yet to be fully developed before comprehensive psychological studies on this topic are carried out.
As for the artistic style factor, Xu et al. [23, 22, 24] still used sketch examples created by artists. To improve the visual effects, Min et al. [15] collected more stylish training examples in ∆ A and added two sub-systems for processing the hair and clothes, respectively. Figure 7 includes an example generated by their system.
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Sketching the Facial Surface
Besides the concise sketching styles discussed in Sections 2.1 and 2.2, there is another popular sketching style which pays more attention to the facial surface instead of the boundaries and salient edges/curves. This style depicts the appearance of facial surface affected by illumination and shading effects. There are a few studies on this type of portrait sketches in the NPR literature. Wang and Tang [21] proposed an example-based method for synthesizing portrait sketches with surface strokes depicting the facial appearance. Figure 8 displays the framework of their method.
We represent face shape with a graph containing the coordinates of a set of fiducial points. A mean shape is computed from the training set. In order to remove shape factor, we warp the face image to the mean shape using the affine interpolation based on a set of triangles. After alignment, the fiducial points in different face photos and sketches finally correspond to the same position. We observe that the sketch grayscales after shape alignment also has a similar style of exaggeration as the sketch shape as shown by Eq. (13) . If an area in photo is light color, the artist will leave it blank in the sketch; if an area is relatively dark, the artist tends to emphasize it more with shade texture. Therefore, at least within a small local neighbor, there is a linear trend, thus a linear relation similar to Eq. (15) can be derived for texture transform. Of course, this is a very rough approximation, since an artist will not decide on the grayscale of a small area only based on the grayscales of the same area in the photo. For precise description of the texture transformation, the whole picture has to be taken into consideration.
Finally, the sketch synthesis system based on separate shape and texture eigentransformation can be implemented through the following steps, as shown in Figure 3 :
For an input face photo P , locate all the fiducial points on the face graph model to extract shape information. Warp the face image to a mean face shape derived from training set to separate the texture p I and shape p G from the photo image.
Apply eigentransformation to the photo texture and shape respectively to generate texture s I and shape s G for the sketch.
Warp the generated texture from the mean shape to the sketch shape to produce the final synthesized sketch S .
Face sketch recognition
Face sketch recognition is based on the matching between the probing real sketch and the synthesized pseudo-sketch from photo. In this section, we present the PCA and Bayesian classifiers for recognition. For classification, we extract a set of salient geometric measures from the face graph to represent the shape feature, including the sizes and relative positions of nose, eyes, eyebrows, and face contours etc., and the texture vector is normalized by the shape. represent the shape and texture vectors, where 1 N and 2 N are the vector length for shape and texture. The feature vectors used here is similar to the features used for photo-based recognition in active shape models [2] [3] . Eigenspaces for shape and texture are computed from the sketch training set. In the PCA classifier, feature vectors are projected to eigenspaces to get the low dimensional features,
PCA classifier
where G E and I E are the eigenvector matrices of shape and texture respectively, and 
Classification is based on the Euclid distance, In this method, a triangular mesh is attached to the face, whose vertices are located at the fiducial points on the face, for example, the eyeballs, the corners of the mouth, etc. Given a training set containing pairs of portrait photographs and their corresponding sketches created by artists, the fiducial points are located for each image (both photographs and sketches), and its corresponding triangular mesh is constructed. Then two eigentransformations from photograph to sketch are computed for shape (coordinates of mesh vertices) and texture (grayscale images), respectively. For rendering, given the input photograph, its fiducial points and triangular mesh are computed, with which the image is warped to the mean shape derived from the training set. This essentially separates the shape component G p and the texture component I p , which then pass through their respective eigentransformations we computed before to generate the sketch shape G s and the sketch texture I s . After warping I s back to the original shape of the input, we obtain the final sketch.
The global design of the method by Wang and Tang [21] is essentially very similar to that of Chen et al. [3] , although the two differ in detailed models and algorithms for shape and texture. They both try to separate the shape and texture information, and define certain mapping relationships for both components to transfer a photograph into a sketch image.
• For shape, Chen et al. adopted ASM, while Wang and Tang used triangular mesh.
• For texture, Chen et al. used an non-parametric sketch model depending on the photograph, while Wang and Tang used an eigentransformation in the image space.
Therefore, the face fidelity and artistic style factors are implemented in a similar way as in the flat model of Chen et al. with different details. The fidelity is enforced using the triangular mesh attached to the face, with shape and texture eigentransformations, and the artistic style is defined by the sketch examples created by artists. Another interesting work on sketching the facial surface was presented by Tresset and Leymarie [20] , as illustrated in Figure 9 . In this work, sketches are drawn randomly as Bezier curves at different densities for each color-clustered region in the segmented face area. In this way, the face fidelity is only roughly preserved at a low-resolution level in terms of approximate grayscale levels of different regions, but dropped for most details. Meanwhile, this random sketching process defined in its style ∆ A produces a unique appearance which may appear aesthetic to people. in the original image ( Figure 5.(e,f) ). This previous step can then be repeated with varying angles ↵ depending on the desired effect.
Generative Portrait Sketching by Tresset and Fol Leymarie Digital Studios
To perform random shading, we first randomly select an initial location L on a binary map, and an additional n points P ; L and P are then used to calculate Bezier curves [14] whose control points are also randomly chosen in circular areas of varying diameters. Each control point is calculated to allow for a smooth transition between the succeeding curves, which create together a scribbling effect of length of factor n. This process can be iterated as a function of the number of black pixels in the map (Figure 6 ).
Drawing
Presently, AIKON draws sketches on different outputs including old fashioned pen plotters.
There are a few motivating factors encouraging us to use pen plotters. They have been and are still used by a group of pioneering computer artists called "Algorists" [12] . Pen plotters have the advantage of really drawing, on paper, using various means: it is the combination of the paper and pen movements that creates the drawing, making it possible to use traditional inks, Fig. 9 Portrait sketch generation using the method of Tresset and Leymarie [20] . The segmented face region in (a) is blurred and the pixel colors are clustered in (b). Then a binary map (c) representing two grayscale levels are generated from (b), and its medial axis is computed in (d). For (c) and (d) the system sketches randomly at different densities using Bezier curves to obtain (e). If replacing (c) and (d) with four levels and sketching correspondingly, we may obtain (f).
Paper-Cut
The second portrait genre we review in this chapter is paper-cut, which is essentially a binary image called Mooney images in the psychological literature [8] . But the binarization process is inhomogeneous for different facial areas which usually does not correspond strictly to the grayscale levels. While there have been a few studies on paper-cut in the NPR literature, to the best of our knowledge, the only dedicated portrait paper-cut work is by Meng et al. [14] .
The method of Meng et al. adopts the hierarchical AOG face representation we introduced in Section 2.2.2, as shown in Figure 10 . Its global design is very similar to that of Min et al. [15] , except a few differences in detailed algorithms, and that sketch examples in the latter are replaced by paper-cut versions in the former, as shown in Figure 11 . Beside, Meng et al. also used separated sub-systems for face, hair and the clothes. Figure 12 includes two results generated by the system of Meng et al. Regarding the fidelity and style factors, the structural information of the face is represented by the AOG model, and the artistic style and the aesthetic rely on the paper-cut examples in ∆ A created by artists. 
in which d is the distance between the template and the proposal, c is the count of original instances that Ti,j,··· covers (i.e., the number of different original paper-cut templates that the selected components are taken from), and λ is a tuning parameter. Intuitively, small λ leads to better matched facial components, while large λ leads to more compatible components in the result (since more components tend to come from the same original paper-cut) thus more consistent global styles, at the cost that the result paper-cut may be less similar to the same person in the photograph. In Eq.(4), the distance function d is defined as the sum of Euclidean distances between images of facial components in Ti,j,··· and T after warping the former using thin plate spline (TPS) [1] to match the keypoints of the latter. In implementation of the above search, we use a greedy approximate algorithm:
1. Compute the distances between all pairs of corresponding template and proposal components;
2. Construct an initial solution with template components best matching the proposal individually;
3. Substitute the worst matched component in the current solution with an alternative one that decreases the total cost defined in Eq.(4) most. Iterate this step until there is no better solution with lower cost.
Once (i, j, · · · ) * is available, a portrait paper-cut is obtained excluding hair and clothes which are handled in the postprocessing step.
POST-PROCESSING
Hair and Clothes
The post-processing of hair and clothes starts with the detection of these two regions. Since the AAM includes the position of the face, we use a simple spatial prior to first detect the rough positions of the two regions (i.e., hair is above the face, and clothes is below the face). We then use the Graph-Cut algorithm [3] to refine the segmentation of these two regions, with automatically generated scribbles according to the rough positions.
During the creation of examples for our paper-cut template dictionary, the artists have created many hair templates. To select a hair example in addition to the face paper-cut obtained above, we select the one with the most similar contour shape to the input photograph's hair region, in terms of the shape context distance metric [2] . As for the clothes, since this region does not include many features affecting our perception of the paper-cut, we simply use a boundary-smoothed [8] version of the binary proposal obtained in the bottom-up phase as the final result, with edges added at its boundary to the background.
Connectivity
Based on directions from artists, we pre-defined a few possible curves for enforcing the connectivity (i.e., all foreground pixels are connected), which is an important characteristic of traditional paper-cut. Typical positions of the curves include: between eyebrows and facial contour, between nose and mouth, etc. Starting with all these curves turned off, we randomly turn on a few of them (but at most one for each pair of components) to achieve the connectivity.
933 Fig. 10 Parse graph or a face image and its corresponding paper-cut [14] . 
EPRESENTATION
Paper-Cut Templates
ave asked professional artists to create red-and-white for portrait photographs using common interactive processing software, mimicking the paper-cut effects, anually decompose them into facial components (see or a few examples). Keypoints describing the shapes e components are also manually annotated on the ime then construct a dictionary of paper-cut templates, ng the above paper-cut portrait components and keyorganized in a structural representation named Andph (AOG). The detailed usage of this dictionary will lained in Section 3.2.
And-Or Graph of Human Portraits
is a hierarchical (tree-like) and compositional (partmodel for structural information representation, conof alternate layers of And-nodes and Or-nodes downthe tree from root node to leaf nodes. Each And-node nts the decomposition of a structural pattern (e.g., into its constituent sub-structures (e.g., parts), while r-node represents a virtual structural concept which s among multichotomous instances. Readers may rethe literature [6, 12] for detailed formulations of the odel. se a 3-layer AOG to organize human portrait phohs, as well as the dictionary of paper-cut templates. AOG, the root node is an And-node corresponding to eric face, which is decomposed into facial components eyebrows, eyes, nose, mouth, etc.; each of them is an e switching among a number of leaf nodes in the next orresponding to different instantial versions. For exthe "nose" Or-node has children nodes corresponding ances of the nose region cropped from different source . We consider the leaf nodes as atomic components are usually perceived as single elements.
Parse Graph
le the whole AOG corresponds to a large number of rations due to the existence of Or-nodes, an instance AOG, named parse graph, represents one specific ver- of these keypoints, we are able to extract image regions of the nose, eyes, eyebrows, etc., and we pass these image regions to the next binary proposal step.
We use a dynamic thresholding method to compute binary proposals for the facial components. For each pixel, its binarization threshold is computed using Otsu's method [7] inside its neighborhood window, thereby different pixels may have different thresholds. By doing such binarization with different window sizes, a binary sequence for each facial component can be computed (see Fig.4(b) ). It is noticed that small window sizes tend to keep more details due to the variation of local statistics over the spatial domain, on the contrary, large window sizes tend to produce smooth results by sharing similar global statistics among pixels close to each other (since the overlapping area between neighboring windows covers a large proportion of the window size).
For each facial component, we further select from the above binary sequence one version that best matches the original image in terms of total error. Let I be the original image region and I k be the kth binary proposal in the sequence, then we select
where V returns the sum of pixel intensities (8-bit gray-level or (0, 255)-binary) in the image region. The selection of k can be different for different facial components. Fig.4 (c) Fig. 12 Example paper-cuts generated using the method of Meng et al. [14] Artistic Rendering of Portraits
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Meng et al. [14] is so far the only work that studied the tradeoff between fidelity and aesthetic in the rendering process. In this work, the fidelity is achieved by a binary proposal generated from the source image using dynamic thresholding, as shown in Figure 13 , and the aesthetic level is controlled by the compatibility level of the facial parts in the template dictionary ∆ A . To obtain a tradeoff between the two, a weighted sum of both cost functions
is measured, where d is the difference between the template image and the binary proposal, and c is the number of template instances that the facial parts are selected from, which is a metric of compatibility (assuming parts are more compatible if they are from the same template). By tuning λ it is possible to obtain a continuous spectrum from pursuing only likeness, to considering both with weights, then to pursusing only aesthetic. 
POST-PROCESSING
Hair and Clothes
Connectivity
4 Oil-Painting
Besides sketch and paper-cut, another type of visual art in which portraiture plays an important role is oil-painting. Portrait painting has also been studied in the artistic rendering literature.
Zhao and Zhu [25] developed a system for rendering portrait paintings from photographs using active templates. The main idea of this system is similar to many methods introduced above on sketching. However, due to the much more detailed appearance in paintings than in sketches, the algorithms for depicting these details are especially important for both likeness and aesthetic.
The system of Zhao and Zhu has a few crucial components.
• A dictionary of portrait painting templates. Artists are asked to paint portraits on a screen with digitizer for given photographs, using image-example-based brush strokes as shown in Figure 14 . The color statistics (mean and variance), geometry (control points of the backbone curve), and texture (example ID in the brush dictionary [26] ) of each stroke for composing the portrait are recorded. Then for each portrait painting we have the complete information about the sequence of brush strokes, as shown in Figure 15b (only part of the strokes are visualized).
A dictionary of these portrait painting examples with their corresponding photographs is constructed, as shown in Figure 16 , which are used as templates later in rendering.
• A representation of the spatial configuration of the face and the brush strokes.
For each instance in the dictionary, the shape of the face is captured using an active appearance model (AAM) [6] with 83 landmarks. The positions of these landmarks are put in the same coordinate system as the control points describing the geometry of the brush strokes. Shape matching between two different faces (e.g., an input photograph to paint from and a reference example in the dictionary) are achieved by computing a Thin Plate Spline (TPS) transformation [1] between the coordinate pairs of their AAM landmarks.
• A brush stroke rendering algorithm. Given an input face photograph, in order to synthesize a corresponding portrait painting, we first select a reference example from the dictionary of templates. Then we compute the TPS transformation from the shape of the reference example to that of the input photograph. After that, this TPS transformation is applied to the control points of all brush strokes in the reference example, and the output control points with new coordinates defines the new geometry of the strokes for composing the portrait corresponding the input photograph, as shown in Figure 15c . Finally, the color of each brush stroke is transferred to match the color of the target photograph, and the brush strokes are superimposed to compose the result painting image, as shown in Figures 15d  and 15e . ]. This approach blurs out details and does not convey a strong impression of 3D structures as good portrait paintings usually do (e.g., the two paintings in Fig.3 ). To address these problems, we propose an example-based method to render portrait paintings from photographs. We ask artists to make portrait paintings and record the sequences of strokes they paint using a fully manual digital painting system adapted from Zeng et al. [2009] . With their help, we build a dictionary containing over 100 portrait paintings with complete information of their stroke-by-stroke generating processes. The dictionary covers faces of different genders, ages, ethnic groups, poses, etc. With this dictionary, we render painterly portrait images by transferring brush strokes from source portraits painted by artists. In order to reuse these source portraits as templates for rendering various target images, we demand that their shapes should be able to deform, and their colors to shift, so we call them active portrait templates.
Compared with existing generic painting methods in the literature, the stroke sequences in our active portrait templates carry information about not only the facial structure but also how artists depict the structure with large and decisive strokes and vibrant colors, therefore our method can overcome the challenges mentioned above. Fig.1 shows an example of our results, in which the three paintings are rendered from the photograph in Fig.5 with different knowledge-based approach for painter this work focused mainly on the gener detailed rendering algorithm, and did n structural information of human faces.
In some other areas of non-photoreali of human faces has been widely studi color sketch [Li and Kobatake 1997 
Active Portrait Template
In our dictionary of portrait paintings T each active portrait template T k consis Fig. 14 The example-based brush stroke model used by Zhao and Zhu [25] . Figure 6 : Our rendering pipeline. (a) is a template selected from the dictionary (the one in Fig.7c ). (b) displays only a few strokes of (a) on the canvas for better illustration. Using stroke position transformation we generate (c) from (b), and using stroke color shift we generate (d) from (c). Continuing with (d) to have all strokes painted, we get the final result (e). During position transformation, some strokes near the forehead go outside the facial region on the target photograph (obtained using interactive segmentation [Zeng et al. 2009] ) and are deleted.
1. A list of backbone control points (as marked by the red and blue dots in Fig.4 ), 2. The stroke width, which equals the distance between the two rows of blue dots on each side of the stroke, and 3. The stroke color. Our artists have the freedom to choose their desired colors for the brush strokes, and their choices are recorded in the templates.
In order to morph a brush stroke from the dictionary (e.g., Fig.4a ) to match a stroke path on the canvas (e.g., a curve passing through the red dots in Fig.4b Figs.4a  and 4b) , and apply the transformation to the vertices of a quadrilateral mesh covering the source brush stroke to get the deformed dictionary, and presents the top-10 templates with the smallest distances, from which the user can select one according to his/her desired styles. We use a distance metric
in which DS and DC are the shape and color differences, respectively, and ↵ is a user-specified parameter balancing the two.
To compute the shape difference, we first do a principal component analysis (PCA) on all facial structure vectors Fk, k = 1, 2, · · · , K in the dictionary, which yields a linear transformation
in which F0 =
Fk contains the mean landmark coordinates, WF is the PCA projection matrix, and F 0 k contains the projected coordinates in a reduced-dimension space (we use 5 dimensions) spanned by eigenvectors of the covariance matrix of Fk F0, k = 1, 2, · · · , K corresponding to the 5-largest eigenvalues (so F 0 k is a 5-dimensional vector). We apply this PCA transformation to the landmarks FT of the target photograph IT (also (e) Fig. 15 Pipline of the portrait painting system of Zhao and Zhu [25] . See explanations in the text.
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Fig . 16 Example portrait painting templates from the dictionary constructed by Zhao and Zhu [25] . Fig. 17 Example results generated using Zhao and Zhu's system [25] . Figure 17 displays example results generated using Zhao and Zhu's system. In this system, the face fidelity factor is taken care of by the AAM landmarks and a few detailed algorithms in the portrait painting system.
• Template selection. For a given input photograph, the top-10 best matched examples from the dictionary in terms of both shape and appearance are reported for selection. This avoids using templates differing too much from the target image, which may potentially cause problems in likeness and rendering.
• Shape matching and stroke deformation. Shapes of different faces are matched through the 83 AAM landmark points. Using stroke deformation defined by the matching between landmarks, it ensures the strokes are rendered at appropriate positions with correct curvatures to depict the facial surface and parts.
• Stroke color transfer, which maps the colors of all strokes to the target photograph in a coherent way. This contributes crucially to preserving the global appearance of the original photograph.
The artistic style factor and the aesthetic is supported by the portrait painting dictionary, including
• The sequence of sparse but decisive and colorful strokes which, while put together, convey an impression of 3D structures and vibrant contrasts, and • The individual textured brush strokes, which deliver elegant oil-painting details with illumination and shading.
Caricature
Caricature is a very special type of portrait images. It differs from traditional sketch, paper-cut and painting in the way of manipulating the two factors we study in this chapter. Most caricatures explicitly trade certain degree of fidelity for unique aesthetic effects, for example, by exaggerating features in several parts of the face. Tominaga et al. [18, 19] developed the PICASSO facial caricaturing system. In the PICASSO system, 445 characteristic points are located on the edges of facial parts, and various expressions are defined as offsets of these points from a mean face (without expression), as shown in Figure 18 . The idea of delibrately manipulating the facial shape for caricaturing and further exaggeration is the basis of most later studies on portrait caricatures. Fig. 18 In PICASSO [18, 19] , 445 characteristic points with contour lines are used for representing the facial shape, and a static representation of expressions is by offseting these points.
caricatures [2] . From this viewpoint, we had already augmented the spatial dimensionality to generate 3D caricatures with range data [3] . In this paper, we propose a new idea to extend the extraction mechanism of the individuality features to the time-axis in addition to spatial extension [4] [5] . Concretely, from a series of motion expressions, we extracted from start to end frames as the time period of the individuality feature, and generate a dynamic caricature by exaggerating the features inhering in the time dimension by using the inbetweening method.
From some experiments by using smiling motion images, we could experimentally confirm that it was possible to realize the spatial and timedimensional deformations simultaneously.
Basic Method for Face Deformation and its Extended Expression
Basis of Facial Caricaturing.
First we explain the basic method for face deformation in PICASSO system. Hereafter, let a face at the time t be represented by F, ={(xi,yi;t) I i=1,2,*--,N} (1) Then, the principle of PICASSO to generate a caricature is qualitatively formalized by Q = P + b . ( P -S ) (2) where P is a primal input image, S is the reference ( concretely I' mean face " ) and Q is the generated caricature of P controlled by the exaggeration
New paradigm of Face Data Expression
In addition to the basic expression of face data in facial caricaturing where contours of facial parts are represented by 455 edge points ( Fig.2 ) , the following extensions could be expected to enforce the facial caricaturing.
Side-view face can represent 3-D shape of the face not perfectly but to some extent. Simultaneously, since details of the facial parts are occluded by oneself, it would become easier to recognize them for facial caricaturing.
(2) 3-D face data [3] . Since it has already become easy to acquire 3D face data directly by 3D range camera, we can extract and deform 3D facial features such as acute nose in facial caricaturing.
(3) Touch of line, gray and color information The smoothness and thickness of the contour line could be improvable, and moreover gray and color information could be available for the better caricaturing.
(4) Two kinds of emotion expression There always exists emotion expression in face, and we can utilize two kinds of it. One is a static representation of emotion as shown in Fig.3 , and another is a dynamic representation of the process of emotion expression which could be regarded as a gesture deformation of emotion.
Though many researches conceming from (1) to (3) aspects have been tried, but there is no report on (4) aspect up to now. 
Exaggeration of Facial Expression
Motion Exaggeration in Caricaturing
The exaggeration of motion in caricaturing can be divided into two categories : (1) shape exaggeration in spatial dimensions of the x and y axis, and (2) transition exaggeration in time dimension of motion images. In both categories, the basis of the exaggeration can be realized by the following procedures : extraction process of individuality features by comparing with mean face and deformation process of the individuality features by using in-betweening method.
In the following normalization, the time counter of the image recorder was initialized to coincide the start moment of laughing with each other. Figure 4 demonstrates the correspondences among each frames of person moment is defined facial parts begins moment is defined them begins to mo each person betwee moments are samp frames. By the way, the tim person P is defined and the average tim for M persons. The of a person P can be where k in eq. (5) is weight.
Shape Exa
Each mean face f image frame must b aggerate the shape o principle given by e To realize this pro defined by eq.(3) be
As an improvement over PICASSO, Obaid et al. [17] also presented a system for rendering and animating expressive caricatures. Their system subdivides the face into 16 muscle-based regions, and models different expressions as second-degree rubber-sheet deformations of the 16 regions. In this way, the expressions can be exaggerated by manipulating the coefficients in the rubber-sheet transformation. An example is shown in Figure 19 .
Liang et al. [12] extended the sketching method of Chen et al. [2] with exaggeration for generating facial caricatures, whose framework is shown in Figure 20 .
In its prototype-based shape exaggeration model, the training examples are analyzed and clustered into a few exaggeration prototypes. Each prototype represents a trend of exaggeration in some facial features, towards which the sketch image is warped using a local linear model at runtime to generate caricatures. Figure 21 displays two examples of exaggerated caricature generated by this system. At runtime, for a given image I, we extract the face shape using ASM [6] . Then, the Shape Exaggeration Model is employed to generate the exaggerated shape. Combined with an example-based sketch generation system, we can get the final sketch-style caricature with exaggeration.
Figure3 shows various steps in both the training phase and the runtime phase. Detailed algorithms of shape exaggeration are discussed in the next two sections.
Shape exaggeration
Scaling the difference
Training examples include the original shape S i and exaggerated shape S 0 i , where both are aligned to the mean shape S mean . Then S i and S 0 i can be reconstructed as: S = S mean + ∆S,S 0 = S + ∆S 0 , where ∆Sis the difference between an individual face shape and the mean face shape, and ∆S 0 is the exaggerated part of the caricature shape with respect to the original shape. We aim to learn the relationship between ∆S and ∆S 0 , i.e. ∆S 0 = f (∆S) .
The simplest way to exaggerate is to scale, ∆S 0 = b∆S, where b is the exaggeration weight. This is the approach used in previous work of the PICASSO system [13] . Obviously simple scaling is not enough to learn the artist's style of exaggeration; therefore the generated results are not satisfactory.
K-Nearest Neighbors (KNN)
Since the mapping relationship between ∆S and ∆S 0 cannot easily be described by a global parametrized model, However, the k neighbor faces found using the Euclidean distance measurement may well be exaggerated by the artist in different ways, as in our training set shown in Figure 4 . This means the weighed sum ∆S 0 = [∆S Since the correlation between feature space T and U found by PLS is high, solving the local linear model in such feature spaces is more reasonable. So we first project ∆S new into feature space T to get t new , then in T find the least squares solution so that t new can be best linearly approximated by the original shape features of prototype, such that t new = P k w k t k . In order to guarantee that ∆S new is exaggerated in the same direction as the samples of the prototype, a least squares solution is found under constraints without using its own caricature ure 9 shows some of the caric our system. We can see that the more impressive than unexagge Figure 10 compares the pr the kNN method and PICASS the prototype-based method ca more markedly and impressive fect shown by other approaches More results are shown in F exaggeration to the original ima results. Also, we compare the We can see that our system ca features selected by the artist, a in a similar style.
Conclusions
We have presented an exam icature generation system. Ou identify facial features from in such features simulating the a the caricature generation into tw and texture style mapping, our the artist styles of both parts. Fig. 21 Two examples of exaggerated caricature generated by the system of Liang et al. [12] The additional exaggeration module to the system of Chen et al. essentially reduces the level of face fidelity while enhancing features exaggerated in training examples which reflects a type of aesthetic.
Luo et al. [13] developed a semi-automatic caricature system which enables manually capturing much finer details of the structures of facial parts in W A , such as the eyeballs and the bridge of the nose, as shown in Figure 22a . An example of their result is shown in Figure 22b . 
Facial Features Drawing
We have mentioned that each pair of neighboring points has its own function of the Bezier curve. These functions are very simple but their result can simulate those actual outlines very closely. We know that a curve is completely defined by four points -known as control points -p0, p1, p2 and p3. Because p0 is the starting point and p1 is the end point, we set the pair of points as p0 and p3. We separate the interval between p0 and p3 into 3x3 equal parts so that p1 and p2 are always at the boundaries depending on different circumstances. An example of the control points of a right eye is shown in Figure 4 .
Hair Drawing
Drawing hair is one of the important parts of our system because a face without hair is not natural. Users can indicate four points to let our system know where the hair is. Those four points are respectively responsible for the locations of upper-right, upper-left, lower-right, and lower-left. Beginning with those four points, we find black hair by the bread-first search (BFS) algorithm. If the color value difference between the next pixel and the current pixel is over a threshold, we mark that next pixel as the hair boundary.
Tone-Shading
The purpose of coloration is to emphasize the three-D effect. We don't color the face depending on the input 
Introduction
Most of non-photorealistic rendering (NPR) techniques are driven by human perception that often concentrates on actual proportion and size. The general differences between real and NPR pictures are the pencil style of the outlines and the color distribution of the picture (e.g., [2, 3, 4, 5, 6, 7] ). However, pictures that contain exaggerated features are sometimes more attractive to people. In general, "caricature" is a style of drawing a pictorial in which the subject's distinctive features are deliberately exaggerated to produce a comic or funny effect. Exaggeration causes the ratio of the subject to change, and allows the people who see the subjects to have a deeper impression. Our system is implemented in NPR ways, furthermore, our system uses tone-shading rendering to color the pictures, making the pictures more interesting.
Our system focuses on drawing human faces. The most distinctive part of human faces is that everyone's face is unique. This way, we can identify who someone is by looking at his face and his special features. We can detect some obvious features from a person's looks, as evidenced by our association of a big nose with the movie star Jacky Chan and a big mouth with another movie star Julia Roberts. In addition, we sometimes determine whether two people are similar to each other by observing if they have the same feature parts.
A human face is so complex that face recognition is quite Mo et al. [16] noticed that the exaggeration level should depend not only on the absolute difference from the mean shape, but also the variance level of such differences among examples. This idea enables the comparison between the exaggeration levels of different facial parts which corresponds better to our perception. Figure 23 displays two of they results. [Redman 1984 ] and was first ented in a groundbreaking computer program by [Brennan Brennan's "Caricature generator" program produced ures by manually defining a polyline drawing with y corresponding to a frontal, mean, face-shape drawing, en displacing the vertices by a constant factor away from an shape. Many psychological studies have applied the ature Generator" or EDFM idea to investigate caricatureissues in face perception [Rhodes 1997 ].
er, the EDFM method may not produce the best ures. As shown in Fig 1, the distinctiveness of a displaced not only depends on its distance from the mean, but also iance (shown as circles in the figure). For example, the of the mouth is much more widely distributed than the of eyes. Thus, a mouth 2cm wider than the mean may still ormal, whereas eyes 2cm wider than the mean will be very tive. In the EDFM method, however, both the mouth and idth will be emphasized by a same factor because their (Difference-From-Mean) are the same. ketch describes a method to produce caricatures based on ature DFMs and feature variance. ethod hundred frontal faces from the FERET database were d as training examples to learn a "face space"; on each 4 points were hand-labeled to represent the shape. A 0 shape matrix S is constructed, a column of which s of x and y coordinates of a training shape. Non-negative factorization [Lee and Seung 1999 ] is applied to the S to e face space dimensions: S = F * E imension consists of a basis vector f i (the i-th column of F) and its distribution (expectation m i and standard on σ i of the i-th row in matrix E). Each dimension nts an abstract facial feature. Now given a new face photograph, the shape s can be automatically located with an Active Appearance Model in some cases (frontal face, simple lighting). If the AAM fails, the shape points are manually placed, which takes several minutes at most. The shape s is then represented in the face space as a non-negative linear combination of the basis vectors and a residual: An example result generated using the caricature algorithm of Chiang et al. [4] overlaps or collisions as a result of magnification or excessive shift. Other points in the group shift accordingly with the master node.
age Metamorphosis ture generation is formulated as a warping process approach. A feature-based image metamorphosis d is employed [10] . To begin with, an artist's work cted as the source image, whose feature nodes have usly been labeled. For every input image, feature tion and exaggeration rate estimation is performed cribed in Section 3. We then use the exaggeration r each component to adjust the positions of the from high rank to low rank ones. A modified face hus generated will contain the destination nodes for rping process. If a different style of caricature is ed, simply choose another caricaturist's work as rce image. 
ILLUSTRATIONS
11 presents the caricature drawings of three nt subjects using the same source image. Since the artist's caricature is used, all drawings share a on style. Different parts of the face, however, are sized to various degrees. For example, the eyes of 
CONCLUSIONS
We have introduced an efficient approach for generating caricature drawings using only one existing caricature as the reference. An organized way for defining and estimating the face components and the associated parameters has been developed. By combining effective feature analysis with the proposed face model, caricature generation is converted into a simple image warping process. The current prototype considers only the spatial relationship among the groups. Future system will also pay attention to the relative node position within each group to achieve more accurate shape definition. In addition, skin texture analysis and hair style classification will be included to enable the production of more appealing caricatures.
Another interesting work on caricature was presented by Chiang et al. [4] , which adds exaggeration upon a mesh-based representation for facial geometry (similar to Wang and Tang [21] ) instead of the contour-based ones used by Tominaga et al. [18, 19] , Obaid et al. [17] , and Liang et al. [12] . This enables more details in color and texture in the rendered caricature, as shown in Figure 24 .
Summary
In this chapter, by reviewing recent work on artistic rendering of portraits, we have studied its two essential factors, namely the face fidelity factor supported by certain face representations stored in W A , and the artistic style with graphical elements and rendering details defined in ∆ A , as introduced in Section 1. In most methods, these two factors are implemented in a few different solutions.
• The fidelity is usually enforced at two different levels. At the local level of details of facial parts, certain similarity measures are adopted between the photograph and the artistic depiction or implicitly applied by defining a mapping/transformation between them. At the global level of the face, certain shape models are adopt such as ASM, AAM or triangular mesh to constrain the spatial configuration of the facial parts. Besides, the And-Or Graph model has also been applied to integrate the two levels (or more levels) in a single hierarchy.
• The artistic style is usually applied by using training example art pieces or elements created by artists, in addition to some simple rule-based strategies for straightness, smoothness, etc. In caricature, its unique style is mainly attributed to the exaggerated features which are also learnable from training examples.
Guided by the two factors, past studies on artistic rendering of portraits took various ways to the pursuit of likeness and aesthetic in portraiture. Despite the progress, a few key questions still remain unclear, which stand in our way to a systematic theory and solution to the portrait rendering problem.
• How should we select the important information from W N to be used in W A ?
In practice, this means to choose a facial model that captures features essential to artistic perception and ingores unimportant parts. Also, what is the minimum information we need in W A to satisfy the likeness principle? • Is there a principled method for balancing between likeness and aesthetic, or can these two be separated for independent manipulation under certain circumstances? The study of Leopold et al. [9] gives us some hints on this question, which tells that extrapolation against a mean face can preserve a person's identity without being confused with other people in the experimental dataset. This supports the caricature rendering methods based on shape exaggeration which improves the aesthetic without giving up the likeness. Meanwhile, a comprehensive investigation to this problem has yet to be conducted.
