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Abstract
The simplex algorithm is among the most widely used algorithms for solving linear programs
in practice. Most deterministic pivoting rules are known, however, to need an exponential
number of steps to solve some linear programs. No non-polynomial lower bounds were known,
prior to this work, for randomized pivoting rules. We provide the rst subexponential (i.e., of
the form 2
(n
), for some  > 0) lower bounds for the two most natural, and most studied,
randomized pivoting rules suggested to date.
The rst randomized pivoting rule we consider is Random-Edge, which among all improving
pivoting steps (or edges) from the current basic feasible solution (or vertex) chooses one uni-
formly at random. The second randomized pivoting rule we consider is Random-Facet, a more
complicated randomized pivoting rule suggested by Matou sek, Sharir and Welzl [MSW96]. Our
lower bound for the Random-Facet pivoting rule essentially matches the subexponential upper
bound of Matou sek et al. [MSW96]. Lower bounds for Random-Edge and Random-Facet
were known before only in abstract settings, and not for concrete linear programs.
Our lower bounds are obtained by utilizing connections between pivoting steps performed
by simplex-based algorithms and improving switches performed by policy iteration algorithms
for 1-player and 2-player games. We start by building 2-player parity games (PGs) on which
suitable randomized policy iteration algorithms perform a subexponential number of iterations.
We then transform these 2-player games into 1-player Markov Decision Processes (MDPs) which
correspond almost immediately to concrete linear programs.
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Linear programming is one of the most important computational problems studied by researchers
in computer science, mathematics and operations research. Though our understanding of linear
programming improved vastly in the last 60 years, there are still many extremely intriguing and
important open problems. Dozens of books and thousands of articles were written on linear pro-
gramming. See, e.g., Chv atal [Chv83], Schrijver [Sch86] and Matou sek and G artner [MG07] and
the references there in.
The simplex method, developed by Dantzig in 1947 (see [Dan63]), and its many variants, are still
among the most widely used algorithms for solving linear programs. One of the most important
characteristics of a simplex algorithm is the pivoting rule it employs. (The pivoting rule determines
which non-basic variable is to enter the basis at each iteration of the algorithm). Although simplex-
based algorithms perform very well in practice, essentially all deterministic pivoting rules are known
to lead to an exponential number of pivoting steps on some LPs. This was rst established for
Dantzig's original pivoting rule by Klee and Minty [KM72]. Similar results for many other rules
were obtained by [Jer73],[AC78] and [GS79]. For a unied view of these constructions see Amenta
and Ziegler [AZ96]. An interesting deterministic pivoting rule for which no exponential lower bound
is known yet was suggested by Zadeh [Zad80] (see also [FT86]).
It is not known whether there exists a pivoting rule that requires a polynomial number of pivoting
steps on any linear program. This is, perhaps, the most important open problem in the eld of
linear programming. The existence of such a polynomial pivoting rule would imply, of course, that
the diameter of the edge-vertex graph of any polytope is polynomial in the number of facets dening
it. The Hirsch conjecture (see, e.g., [Dan63], pp. 160,168), which states that the diameter of the
graph dened by an n-facet d-dimensional polytope is at most n   d has recently been refuted by
Santos [San10]. The best upper bound known on the diameter is a quasi-polynomial bound (i.e.,
of the form nO(logn)) obtained by Kalai and Kleitman [KK92]. The polynomial Hirsch conjecture,
the weaker form of the conjecture that just stipulates that the diameter is polynomial, is now the
focus of the polymath3 project.
Although no polynomial versions of the simplex algorithm are known, linear programs can be solved
in polynomial time using either the ellipsoid algorithm of Khachiyan [Kha79], or the interior-point
algorithm of Karmarkar [Kar84]. (For more on the ellipsoid algorithms and its combinatorial
consequences, see Gr otschel et al. [GLS88]. For more on interior-point algorithms, see Nesterov
and Nemirovskii [NN94] and Ye [Ye97].) The ellipsoid and interior-point algorithms are polynomial,
but are not strongly polynomial, i.e., their running times depend on the numerical values of the
coecients appearing in the program, even in the unit-cost model in which each arithmetical
operation is assumed to take constant time. Furthermore, the ellipsoid and the interior-point
algorithms have a strong numerical avor, as opposed to the more combinatorial avor of simplex
algorithms. It is another major open problem whether there exists a strongly polynomial time
algorithm for solving linear programs. A polynomial pivoting rule for the simplex algorithm would
also provide a positive answer to this open problem.
Kalai [Kal92, Kal97] and Matou sek, Sharir and Welzl [MSW96] devised randomized pivoting rules
that never require more than an expected subexponential number of pivoting steps to solve any
linear program. More specically, the expected number of steps performed by their algorithms is
at most 2
~ O(
p
n), where n is the number of constraints in the linear program. Their algorithms can,
in fact, be used to solve a more general class of problems known as LP-type problems. (See also
G artner [G ar95]). In this more general setting, Matou sek [Mat94] (see also [G ar02]) constructed
Acyclic Unique Sink Orientations (AUSOs) of combinatorial cubes, which form a subfamily of
LP-type problems, on which the algorithm of [MSW96] may require an almost matching expected
subexponential number of iterations to nd the sink. (The sink in this abstract setting corresponds
1to the optimal vertex of a linear program.) It was not known, however, whether such subexponential
behavior may also occur on linear programs. G artner [G ar02] showed that on all linear programs
that belong to the abstract family of problems constructed by Matou sek [Mat94], the algorithm of
[MSW96] actually runs in quadratic time.
The pivoting rules of Kalai [Kal92, Kal97] and of Matou sek et al. [MSW96] are in a sense dual
to each other (see Goldwasser [Gol95]). We focus here on the pivoting rule of Matou sek et al.
[MSW96] and refer to it as the Random-Facet rule.
Perhaps the most natural randomized pivoting rule is Random-Edge, which among all improving
edges from the current vertex chooses one uniformly at random. The upper bounds currently
known for Random-Edge are still exponential (see G artner and Kaibel [GK07]). (For additional
results regarding Random-Edge, see [BDF+95],[GHZ98],[GTW+03],[BP07].) Random-Edge is
also applicable in a much wider abstract setting. Matou sek and Szab o [MS06] showed that it can
be subexponential on AUSOs. It was again not known whether such subexponential behavior could
also occur on actual linear programs.
Our results. We show that both Random-Edge and Random-Facet may lead to an expected
subexponential number of iterations on actual linear programs. More specically, we construct
concrete linear programs on which the expected number of iterations performed by Random-Edge
is 2
(n1=4), where n is the number of variables, and (dierent) linear programs on which the expected
number of iterations performed by Random-Facet is 2
(
p
n=logc n), for some xed c > 0.
The study of randomized pivoting rules should not be confused with the study of the average case
behavior of the simplex algorithm, with deterministic pivoting rules, under various probability
distributions. (For more on this subject, see, e.g., [Sma83], [AM85], [Tod86], [AKS87], [Bor91].)
Our results are also orthogonal to the smoothed analysis of the simplex algorithm performed by
Spielman and Teng [ST04], which may be used to explain why the simplex algorithm behaves so
well in practice. Kelner and Spielman [KS06] use the results of [ST04] to obtain a new polynomial
time algorithm for linear programming. Their algorithm applies the simplex algorithm to a suitably
transformed linear program, so it does not resolve the two major open problems mentioned above.
Techniques used. The linear programs on which Random-Edge and Random-Facet perform
an expected subexponential number of iterations are obtained using the close relation between
simplex-type algorithms for solving linear programs and policy iteration (also known as strategy
improvement) algorithms for solving certain 2-player and 1-player games.
Friedmann [Fri09] started the line of work pursued here by showing that the standard strat-
egy iteration algorithm, which performs all improving switches simultaneously, may require an
exponential number of iterations to solve certain parity games (PGs). Parity games (see, e.g.,
[EJ91],[EJS93],[Sti95],[GTW02]) form an intriguing family of deterministic 2-player games whose
solution is equivalent to the solution of important problems in automatic verication and automata
theory.
Fearnley [Fea10] adapted Friedmann's construction to work for Markov Decision Processes (MDPs),
an extremely important and well studied family of stochastic 1-player games. (For more on MDPs,
see Howard [How60], Derman [Der72] and Puterman [Put94].) (The paper of Melekopoglou and
Condon [MC94] may be seen as a precursor of the papers of Friedmann [Fri09] and Fearnley [Fea10].
It deals, however, only with deterministic policy iteration algorithms that perform one switch at a
time, and proving exponential lower bounds for such algorithms is a much easier task.)
In [FHZ11], we recently constructed PGs on which the Random-Facet algorithm performs an
expected subexponential number of iterations. Here, we use Fearnley's technique to transform
these PGs into MDPs. The problem of solving an MDP, i.e., nding the optimal control policy and
the optimal values and potentials of all states of the MDP, can be cast as a linear program. Fur-
thermore, the improving switches performed by the (abstract) Random-Facet algorithm applied
2to an MDP correspond directly to the steps performed by the Random-Facet pivoting rule on
the corresponding linear program. (Assuming, of course, that the same random choices are made
by both algorithms.) The linear programs corresponding to our MDPs supply, therefore, con-
crete linear programs on which following the Random-Facet pivoting rule leads to an expected
subexponential number of iterations.
To obtain concrete linear programs on which the simplex algorithm with the Random-Edge piv-
oting rule performs an expected subexponential number of pivoting steps, we follow a similar path.
We start by constructing PGs on which the (abstract) Random-Edge algorithm performs an ex-
pected subexponential number of iterations. We convert these PGs into MDPs, and then to concrete
linear programs. Although the conceptual path followed is similar, the concrete constructions used
for Random-Edge are completely dierent, and somewhat more complicated, than the ones used
here and in [FHZ11] for Random-Facet. We view the construction used for Random-Edge as
the main novel result of the paper and most of this extended abstract is devoted to its description.
As the translation of our PGs to MDPs is a relatively simple step, we directly present the MDP
version of our construction. (The original PGs from which our MDPs were derived can be found
in Appendix D.) As a consequence, our construction can be described and understood without
knowing anything about PGs. We would like to stress, however, that most of our intuition about
the problem was obtained by thinking in terms of PGs. Thinking in terms of MDPs seems harder,
and we doubt whether we could have obtained our results by thinking directly in terms of linear
programs.
In high level terms, our MDPs, and the linear programs corresponding to them, are constructions
of `fault tolerant' randomized counters. The challenge in designing such counters is making sure
that they count `correctly' under most sequences of random choices made by the Random-Facet
and Random-Edge pivoting rules. Our constructions are very dierent from the constructions
used to obtain lower bounds for deterministic pivoting rules.
Signicance. Random-Edge is perhaps the most natural randomized pivoting rule. Random-Facet
is the theoretically fastest pivoting rule currently known. Prior to this work there were no non-
polynomial lower bounds on their performance. We show that both rules may require an expected
subexponential number of iterations on some linear programs, resolving a major open problem.
The rest of this extended abstract is organized as follows. In Section 2 we give a brief introduction
to Markov Decision Processes (MDPs) and the primal and dual linear programs corresponding to
them. In Section 3 we review the policy iteration and the simplex algorithms, and the relation
between improving switches and pivoting steps. In Section 4, which is the main section of this
extended abstract, we describe our lower bound construction for Random-Edge. Many of the
details are deferred, due to lack of space, to appendices. In Section 5 we briey sketch our lower
bound construction for Random-Facet. (The results in this section rely heavily on our results
from [FHZ11].) We end in Section 6 (and Section A) with some concluding remarks and open
problems.
2 Markov Decision Processes and their linear programs
Markov decision processes (MDPs) provide a mathematical model for sequential decision making
under uncertainty. They are widely used to model stochastic optimization problems in various
areas ranging from operations research, machine learning, articial intelligence, economics and
game theory. The study of MDPs started with the seminal work of Bellman [Bel57]. (More general
stochastic games were previously considered by Shapley [Sha53].) For a thorough treatment of
MDPs, see the books of Howard [How60], Derman [Der72], Puterman [Put94] and Bertsekas [Ber01].
An MDP is composed of a nite set of states. Each state has a set of actions associated with it.
Each action has an immediate reward and a probability distribution according to which the next
3state of the process is determined if this action is taken. In each time unit, the controller of the
MDP has to choose an action associated with the current state of the process. The goal of the
controller is to maximize the long-term (innite horizon) expected reward per turn of the actions
taken.
A policy for the controller of an MDP is a rule that species which action should be taken in
each situation. The decision may depend on the current state of the process and possibly on the
history. A policy is positional if it is deterministic and history independent. A policy is optimal if
it maximizes the expected cost per turn. One of the fundamental results concerning MDPs (see,
e.g., [Put94]), says that every innite horizon MDP has an optimal positional policy. Furthermore,
there is always a single positional policy which is optimal from every starting state. All policies
considered here are positional.
Formally, an MDP is dened by specifying its underlying graph G = (V0;VR;E0;ER;r;p). Here, V0
is the set of vertices (states) controlled by the controller, also known as player 0, and VR is a set of
randomization vertices corresponding to the probabilistic actions of the MDP. We let V = V0 [VR.
The edge set E0  V0  VR corresponds to the actions available to the controller. The edge set
ER  VRV0 corresponds to the probabilistic transitions associated with each action. The function
r : E0 ! R is the immediate reward function. The function p : ER ! [0;1] species the transition
probabilities. For every u 2 VR, we have
P
v:(u;v)2ER p(u;v) = 1, i.e., the probabilities of all edges
emanating from each vertex of VR sum up to 1. As dened, the graph G is bipartite. (See Figure 3
on page 17 for a small example.)
A policy  is a function  : V0 ! E0 that selects for each vertex u 2 V0 and edge (u) = (u;v) 2 E0.
(We assume that each vertex u 2 V0 has at least one outgoing edge.) The values val(u) and
potentials pot(u) of the vertices under  are dened as the unique solutions of the following set
of linear equations:
val(u) =
(
val(v) if u 2 V0 and (u) = (u;v)
P
v:(u;v)2ER p(u;v)val(v) if u 2 VR
pot(u) =
(
r(u;v)   val(v) + pot(v) if u 2 V0 and (u) = (u;v)
P
v:(u;v)2ER p(u;v)pot(v) if u 2 VR
together with the condition that pot(u) sum up to 0 on each irreducible recurrent class of the
Markov chain dened by . All MDPs considered in this paper satisfy the unichain condition (see
[Put94]) that states that the Markov chain obtained from each policy  has a single irreducible
recurrent class. This condition implies, in particular, that all vertices have the same value. It is
not dicult to check that val(u) is indeed the expected reward per turn, when the process starts
at u and policy  is used. The potentials pot(u) represent biases. Loosely speaking, the expected
reward after N steps, when starting at u and following , and when N is suciently large, is about
N val(u) + pot(u).
Optimal policies for MDPs that satisfy the unichain condition can be found by solving the following
(primal) linear program
(P)
max
P
(u;v)2E0 r(u;v)x(u;v)
s.t.
P
v:(u;v)2E x(u;v)  
P
v;w:(v;w)2E0;(w;u)2ER p(w;u)x(v;w) = 0 ; u 2 V0
P
(u;v)2E0 x(u;v) = 1
x(u;v)  0 ; (u;v) 2 E0
The variable x(u;v), for (u;v) 2 E0, stands for the probability (frequency) of using the edge
(action) (u;v). The constraints of the linear program are conservation constraints that state that
the probability of entering a vertex u is equal to the probability of exiting u. It is not dicult to
4check that the basic feasible solutions (bfs's) of (P) correspond directly to policies of the MDP. For
each policy  we can dene a feasible setting of primal variables x(u;v), for (u;v) 2 E0, such that
x(u;v) > 0 only if (u) = (u;v). Conversely, for every bfs x(u;v) we can dene a corresponding
policy . (Due to possible degeneracies, the policy, i.e., basis, corresponding to a given bfs is not
necessarily unique. If for some u 2 V0 we have x(u;v) = 0 for every (u;v) 2 E0, then the choice
of (u) is arbitrary.) It is well known that the policy corresponding to an optimal bfs of (P) is an
optimal policy of the MDP. (See, e.g., [Put94].)
The dual linear program (for unichain MDPs) is:
(D)
min z
s.t. z + y(u)  
P
w:(v;w)2ER p(v;w)y(w)  r(u;v) ; (u;v) 2 E0
If (y;z) is an optimal solution of (D), then z is the common value of all vertices, and y(u), for
every u 2 V0, is the potential of u under an optimal policy. An optimal policy  can be obtained
by letting (u) = (u;v), where (u;v) 2 E0 is an edge for which the inequality constraint in (D) is
tight, i.e., z + y(u)  
P
w:(v;w)2ER p(v;w)y(w) = r(u;v). Such a tight edge is guaranteed to exist.
3 Policy iteration algorithms and simplex algorithms
The most widely used algorithm for solving MDPs is Howard's [How60] policy iteration algorithm.
The policy iteration algorithm is closely related to the simplex algorithm. It can, however, ex-
ploit the special structure of the LPs that correspond to MDPs and perform many pivoting steps
simultaneously.
The policy iteration algorithm starts with some initial policy 0 and generates an improving se-
quence 0;1;:::;N of policies, ending with an optimal policy N. In each iteration the al-
gorithm rst evaluates the current policy i, by computing the values and potentials vali(u)
and poti(u) of all vertices. An edge (u;v0) 2 E0, such that (u;v0) 6= i(u) is then said to
be an improving switch if and only if either vali(v0) > vali(u) or vali(v0) = vali(u) and
r(u;v0)   vali(v0) + poti(v0) > poti(u).
It is well known (see, e.g., [How60], [Put94]) that  is an optimal policy if and only if there
are no improving switches with respect to it. Furthermore, if (u1;v0
1);:::;(uk;v0
k) is an arbitrary
collection of improving switches with respect to , where u1;u2;:::;uk are distinct, and 0 is dened
as 0(ui) = (ui;v0
i), for i = 1;2;:::;k, and 0(u) = (u), for all other vertices, then 0 is strictly
better than , in the sense that for every u 2 V0 either val0(u) > val(u) or val0(u) = val(u)
and pot0(u)  pot(u), with a strict inequality for at least one vertex u 2 V0.
There is, in fact, a whole family of policy iteration algorithms, diering in the improving switches
performed in each iteration. The most natural variant is, perhaps, the one in which the algorithm
selects the best improving switch from each vertex and performs all these switches simultaneously.
The worst-case complexity of this extremely natural algorithm, which is usually referred to as
Howard's algorithm, was open for almost 50 years until it was shown by Fearnley [Fea10] that it
may require a (sub-)exponential number of iterations. On the other hand, it was recently shown by
Ye [Ye10] and Hansen et al. [HMZ11] that Howard's algorithm is strongly polynomial for discounted
MDPs, and even discounted 2-player stochastic games, when the discount factor is xed.
Policy iteration algorithms that perform a single switch at each iteration are, in fact, simplex
algorithms. Each policy  of an MDP immediately gives rise to a feasible solution x(u;v) of the
primal linear program (P); Use  to dene a Markov chain and let x(u;v) be the `steady-state'
probability that the edge (action) (u;v) is used. In particular, if (u) 6= (u;v), then x(u;v) = 0.
We can also view the values and potentials corresponding to  as settings of the variables y(u) and
z of the dual linear program (D). (We again assume the unichain condition, so the values of all
vertices is the same.) By linear programming duality, if (y(u);z) is feasible then  is an optimal
5strategy. It is easy to check that an edge (u;v0) 2 E0 is an improving switch if and only if the dual
constraint corresponding to (u;v0) is violated. Furthermore, replacing the edge (u) = (u;v) by the
edge (u;v0) correspond to a pivoting step, with a non-negative reduced cost, in which the column
corresponding to (u;v0) enters the basis, while the column corresponding to (u;v) leaves the basis.
The simplex algorithm with the Random-Edge pivoting rule, when applied to the primal linear
program of an MDP, is thus equivalent to the variant of the policy iteration algorithm in which
the improving switch used in each iteration is chosen uniformly at random among all improving
switches. This is the foundation of our lower bound for the Random-Edge rule. A similar
observation holds for Random-Facet.
4 Lower bound for Random-Edge
We start with a high-level description of the MDPs on which Random-Edge performs an expected
subexponential number of iterations. The exact details are fairly intricate. Due to lack of space,
some of the details, and most of the proofs, are deferred to appendices. As mentioned in the
introduction, the construction may be seen as an implementation of `fault tolerant' randomized
counters.
A schematic description of the lower bound MDPs is given in Figure 1 (on page 16). The MDPs
are described formally in Appendix B. Circles correspond to vertices of V0, i.e., vertices controlled
by player 0, while small rectangles correspond to the randomization vertices of VR. The shaded
octagons enclosing some of the vertices stand for cycle gadgets shown in Figure 2 (on page 17). It
is useful to assume, at rst, these octagons stand for standard vertices. (When we adopt this point
of view, we refer to ai;j simply as ai, and similarly for bi;j and ci;j.) We shall explain later why
they need to be replaced by the cycle gadgets.
The MDP of Figure 1 emulates an n-bit counter. It is composed of n identical levels, each corre-
sponding to a single bit of the counter. The 1-st, i-th and (i+1)-th levels are shown explicitly in
the gure. Levels are separated by dashed lines. n;`i;h;g, for 1  i  n, are integer parameters for
the construction. The MDP includes two sources r and s, and one sink t. The i-th level contains 7
vertices of V0, namely, ai;bi;ci;di;ui;wi;xi, and two randomization vertices ai and bi. (When the
cycle gadgets are used, ai;bi and ci are replaced by collections of vertices ai;j, bi;j and ci;j.) We refer
to the vertices ai;bi and ci (and ai;j;bi;j and ci;j) as cycle vertices, and refer to the corresponding
cycles as the ai-, bi- and ci-cycles, respectively. The vertices ui form the right lane, while the
vertices wi form the left lane. We use u and w to refer collectively to the vertices of the right
and left lanes, respectively. In each of ai;j;bi;j;ci;j;ui;wi, player 0, the controller, has two outgoing
edges to choose from. Vertices di;xi and yi have only one outgoing edge, so no decision is made at
them. (The role of di;xi and yi will become clear later.)
Most edges in Figure 1 have an immediate reward of 0 associated with them. (Such 0 rewards are
not shown explicitly in the gure.) The only edges that have non-zero rewards associated with
them are the edges ai;j ! xi, bi;j ! s and ci;j ! r that have reward j, where  is a suciently
small number to be chosen later.
In addition to the rewards assigned to some of the edges, some of the vertices are assigned integer
priorities. If a vertex v has priority 
(v) assigned to it, then a reward of hvi = ( N)
(v) is added
to all edges emanating from v, where N is a suciently large integer. We use N = 3n + 1 and
" = N (4n+8). Priorities, if present, are listed next to the vertex name. (In particular, 
(di) = 4i+5,

(xi) = 4i + 3, 
(yi) = 4i + 6, for 1  i  n, and 
(r) = 6. All other vertices have no priorities
assigned to them.) Rewards and priorities are chosen such that priorities are always of higher
importance. Note that it is desirable to move through vertices of even priority and to avoid vertices
of odd priority, and that vertices of higher numerical priority dominate vertices of lower priority.
(The idea of using priorities is inspired, of course, by the reduction from parity games to mean
payo games.)
6Each level has only two randomization vertices. From ai, the edge ai ! ai (or more specically
ai ! ai;`i), is chosen with probability 1   , while the edge ai ! di is chosen with probability .
Thus, if the ai-cycle is closed, the MDP is guaranteed to eventually move to di. From bi, each of
the two edges bi ! bi and bi ! ci are chosen with probability 1 
2 , while the edge bi ! yi is chosen
with probability . Again, if both bi- and ci-cycles are closed, an eventual transition to yi is made.
(This is similar to the use of randomization nodes by Fearnley [Fea10].)
To each state b = (bn;:::;b1) 2 f0;1gn of an n-bit binary counter, we dene a corresponding
policy b of the MDP. If bi = 1, then all three cycles in the i-th level are closed, and ui and wi
point into the level, while if bi = 0, then the three cycles are open, and ui and wi point to the next
level. Our ultimate goal is to show that a run of Random-Edge, that starts with 0:::00, visits all
2n policies 0:::00;0:::01;0:::10;:::;1:::11, with high probability.
Our proof is conceptually divided into two parts. First we investigate the improving switches that
can be performed from well-behaved policies of the MDP. This allows us to prove that there exists a
sequence of improving switches that does indeed generate the sequence 0:::00;0:::01;0:::10;:::;1:::11.
This is true even if the cycle gadgets of Figure 2 are not used. A transition from b to b+1 involves
many improving switches. We partition the path leading from b to b+1 into seven sub-paths which
we refer to as phases. In the following we rst give an informal description of the phases, and then
describe how the cycle gadgets of Figure 2 increase the transition probabilities. Note that some of
the mentioned improving switches exist during several phases. We present here the sequences of
updates enforced by the gadgets with high probability. A more formal description of the phases is
given in Section 4.1.
Let b be a state of the bit-counter, and let the least signicant unset bit be kb := min(fi  n j bi =
0g [ fn+1g). The phases are as follows:
1. At the beginning of the rst phase the policy corresponds to b, except that some of the ci-
cycles of unset bits are closed. It is improving, however, to open these cycles, since opening
the cycle leads through r, which has priority 6, to the lowest set bit. If a ci-cycle is closed
it instead moves via the bi-cycle to s to the lowest set bit. Hence, all ci-cycles open during
this phase.
2. The initial strategy for the second phase is exactly b. It is desirable for all open bi-cycles
to close, because this implies moving via the ci-cycles to r. The gadgets indicated by the
octagons ensure that only the B-cycle of the least 0-bit kb is closed.
3. Since the bkb-cycle is now closed, the ckb-cycle at level kb also closes as this gives access to
ykb, which has a large even priority.
4. Since the akb-cycle has not yet closed there is (essentially) not access from akb to dkb. This im-
plies that lower set bits are unable to reach the dominating even priority at ykb. In particular,
the ui vertices for i  kb are updated to provide access from the source s to ykb.
5. Next, all ai- and bi-cycles at levels i < kb open to reach ykb, and in particular to reach
ykb through a vertex xi with as low a priority as possible. Note that it is also desirable for
bi-cycles of unset bits at higher levels to open (although they are currently already open).
This property is critical for resetting the gadgets.
6. The akb-cycle now closes since it is then able to avoid the odd priority at xkb.
7. Finally, since there is now access from akb to dkb the wi vertices for i  kb are updated
accordingly, and after the phase is over it is again desirable to close lower bi-cycles. Note also
that lower ci-cycles remained open.
7Proving that a long sequence of switches exists is of course not enough. We need to prove that
such a long sequence occurs with a suciently high probability. To do that we introduce the cycle
gadgets of Figure 2.
The idea is to make the ai-, bi- and ci-cycles longer such that they are dicult to close. The
purpose of the small rewards on the edges is to make sure that only one edge at a time is an
improving switch when closing a cycle. Hence, closing a cycle requires a very specic sequence of
improving switches. Furthermore, we can use Cherno bounds to bound the probability of a longer
cycle closing before a shorter cycle. By increasing the length of the bi-cycles for increasing i, we
make sure that in phase 2 the bi-cycle of the lowest unset bit closes rst.
On the other hand, when opening a cycle all outgoing edges are simultaneously improving switches.
This allows lower bits to reset very fast during phase 5 before the ai cycle closes in phase 6. The
lengths of the cycles are determined in Section 4.2.
4.1 Counting phases
In this subsection, we formally describe the dierent phases that a strategy can be in, as well as
the improving switches in each phase. The increment of the binary counter by one is realized by
transitioning through all the phases. We rst introduce notation to succinctly describe strategies.
Note that all vertices of V0 have at most binary out-degree. It will be convenient to describe the
decision of a strategy in terms of f0;1g-values for all vertices of V0 with binary out-degree. Let 
be a policy and u 2 fui;wi;ai;;bi;;ci; j i 2 [n]g. We write:
(u) =
(
1 if (u) = (u;v), such that v 62 fr;sg [ fui+1;wi+1;xi j i 2 [n]g
0 otherwise
In other words, (u) = 1 i the node u moves into the corresponding level of the construction. We,
furthermore, dene the total number of edges of  going into the respective cycles as:
i() =
X
j2[h]
(ai;j) i() =
X
j2[`i]
(bi;j) i() =
X
j2[g]
(ci;j)
We say that a cycle is:
1. Closed, if i() = h, i() = `i or i() = g, respectively.
2. Open, if it is not closed.
3. Completely open, if i() = 0, i() = 0 or i() = 0, respectively.
4. Consecutive, if the frontmost k vertices move into the cycle, for some k, and all remaining
vertices move out of the cycle.
To describe the set of improving edges, we say that a cycle is:
1. Opening, if every unused edge moving out of the cycle is an improving switch.
2. Closing, if either the cycle is closed and there are no improving switches, or the cycle
is consecutive and the only improving switch is (ai;i()+1;ai;i()), (bi;i()+1;bi;i()) or
(ci;i()+1;ci;i()), respectively.
For every i 2 [n], we use a succinct notation tuple to provide all necessary information describing
the i'th level: b c a u w, where b describes the B-cycle, c describes the C-cycle, a describes the
A-cycle, u describes the right lane, and w describes the left lane.
The rst three components, describing the cycles, take one of the following values:
81 cycle is closed and closing
0 cycle is completely open and opening
" cycle is open, consecutive and closing
# cycle is opening
The last two components describe the setting and improving switches of wi and ui. For concreteness
we give the denitions for wi, the denitions for ui are similar.
1 (wi) = 1 and switching is no improvement
0 (wi) = 0 and switching is no improvement
& (wi) = 1 and switching is an improvement
% (wi) = 0 and switching is an improvement
We write  if we neither care about the current setting nor about any improving switches.
To describe the progress of reassembling the right and left lanes in phases 4 and 7, respectively, we
dene the index of the lowest level with an incorrect setting as follows:
(;k) = maxfik j i<k () (ui)=1g (;k) = maxfik j i<k () (wi)=1g
We are now ready to formulate the conditions for strategies that fulll one of the seven phases
along with the improving edges. See Table 1 for a complete description (with respect to a given
strategy  and global counter state b). Using a number of technical lemmas, given in Appendix B,
we arrive at the following main lemma.
Lemma 4.1 The improving switches from strategies that belong to the phases are exactly those
specied in Table 1.
Phase i > kb i = kb 0 < i < kb Side Conditions
bi = 1 bi = 0
1 1 1 1 1 1 " # 0 0 0 " # 0 0 0 1 1 1 1 1
u2 =
8
> <
> :
& if i = (;kb)
1 if (;kb) > i
0 otherwise
2 1 1 1 1 1 " 0 0 0 0 " 0 0 0 0 1 1 1 1 1
3 1 1 1 1 1 " 0 0 0 0 1 " 0 0 0 1 1 1 1 1
4 1 1 1 1 1 " 0 0 0 0 1 1 " u10 1 1 1 u21
5 1 1 1 1 1 # " 0 0 0 1 1 " 1  # 1 # 0 
w2 =
8
> <
> :
& if i = (;kb)
0 if i > (;kb)
 otherwise
6 1 1 1 1 1 0 " 0 0 0 1 1 " 1  0 1 0 0 
7 1 1 1 1 1 0 " 0 0 0 1 1 1 1w1 b 1 0 0w2
b =
(
" if i  (;kb)
0 otherwise
u1 =
(
1 if kb 6= (;kb)
% otherwise
w1 =
(
1 if kb 6= (;kb)
% otherwise
Table 1: Strategies and improving switches of the seven phases.
4.2 Transition probabilities
Let b;p be the set of policies that belong to phase p, where p 2 [7], with respect to a given setting
b of the counter. The sets b;p are dened by Table 1, where the improving switches from each
such policy are also specied. Our goal in this section is to show that if Random-Edge is run on
a policy from b;p, then with an extremely high probability a policy from b;p+1, or from b+1;1,
if p = 7, is encountered after polynomially many steps. We show that the probability that this
does not hold is O(e n). The probability that one of the 7  2n phases fails is thus O((2=e)n), i.e.,
exponentially small.
9Trans. Competition Noise Bounds
B C A
1 ! 2 +(fb(i) j bi=0g) (n) +  0 0
2 ! 3 *(b(kb);fb(i) j i>kb;bi=0g) (n) +  + (`kb) 0 0
3 ! 4 *(c(kb);fb(i) j i>kb;bi=0g) (n)++(`kb)+(g) 0 0
4 ! 5 *(u;fa(kb)g[fb(i) j i>kb;bi=0g) 2(n)++(`kb)+(g) 0 (n)
5 ! 6 +(fa(kb)g[fc(i) j i>kb;bi=0g) 0  (n)+
6 ! 7 *(a(kb);fc(i) j i>kb;bi=0g) 0  + (h) 0
7 ! 1 *(w;fc(i) j i>kb;bi=0g[fb(i) j i<kbg) (n) +(h)+(n) 0
Table 2: Noise bounds and phase transition competitions
The vertices of the MDP are partitioned into 3n cycles, which we refer to as the ai-cycle, bi-cycle
and ci-cycle, for i 2 [n], and the two lanes w and u. We use z as a generic name for each one of
these cycles or lanes. Table 1 species the behavior of each cycle or lane z during a phase. A cycle
z is in one of the four states 1;0;";#, as explained above. Recall that " means that the cycle is
closing, and that # means that the cycle is opening. A lane z is either xed during a stage, or is
being realigned.
A phase ends when a specied component z completely opens, completely closes, or is completely
realigned. By looking at Table 1 we see, for example, that phase 1 ends when all ci-cycles, with
bi = 0, which are opening during the phase, open completely. Note that the bi-cycles, with bi = 0,
are closing during the phase, and none of them is allowed to close completely before all the ci-
cycles open completely. Phase 1 fails only if one of the bi-cycles closes completely before all required
ci-cycles open completely.
Similarly, in phase 2, all bi-cycles with bi = 0 are opening. The phase ends successfully if the rst
such cycle to close completely is the bkb-cycle (recall that kb is the index of the least signicant
unset bit). The phase thus fails only if some bi-cycle, with i > kb and bi = 0 closes completely
before the bkb-cycle.
As a nal example, note that phase 4 ends when the right lane u realigns, and that this should
happen before the akb-cycle and the bi-cycles, with i > kb and bi = 0, close completely.
We can thus view each phase as being composed of several simultaneous competitions between
various components, some of which are trying to open while others are trying to close. In each
phase, we either like all cycles that are trying to open, to open completely before any other cycle
closes completely, as it is the case in phase 1. In other cases, we would like some specied cycle,
like the bkb-cycle in phase 2, or the right lane u in phase 4, to completely close, or realign itself,
before any other cycle closes completely.
The competitions carried out during each phase are shown in Table 2. We let *(z;Z) denote a
competition in which we want z to completely close before any other component z0 2 Z closes
completely. We let +(Z) denote the competition in which we want all cycles that are currently
opening to open completely before any cycle z 2 Z closes completely. (Note that in +(Z) we do
not specify which cycles are opening.)
Competitions between closing cycles and opening cycles are heavily biased towards the opening
cycles. This is because a closing cycle has only one improving edge associated with it, while an
opening cycle has, in general, many improving switches associated with it. As an improving switch
is chosen uniformly at random, an improving switch that belongs to the opening cycle is much more
likely to be selected.
In competitions between closing cycles, shorter cycles, or more precisely cycles with less `missing'
edges, clearly have an advantage. (Both cycles close at the same `speed'.) To make it much more
likely that the bi-cycles that belong to less signicant bits close before those corresponding to more
10signicant bits, we use longer bi-cycles for the more signicant bit positions. (The ai-cycles and
ci-cycles, in contrast, are all of the same length.)
We rely on the following two simple probabilistic lemmas whose proofs are deferred to Appendix C.
Lemma 4.2 Let a be the total length of all the cycles that are currently opening. Then, the proba-
bility that a closing cycle acquires at least b new edges before all opening cycles open completely is
at most a
2b.
Lemma 4.3 The probability that a closing cycle acquires b new edges before a dierent closing
cycle of length a closes completely is at most e  1
2(b a)2=(b+a).
We let (a) be the value of b for which the probability e  1
2(b a)2=(b+a) of Lemma 4.3 is at most e n. It
is not dicult to check that (a) = a+n+
p
n2 + 4an. In particular, we have (n) = (2+
p
5)n < 5n,
and (a)  a + 3
p
an, for a  2n. We also let  = 2n.
If z is a cycle that is closing at a certain phase, but is not supposed to win the competition of the
phase, we refer to the number of edges currently pointing into z as the noise level of z. To prove
that competitions are won by the intended candidates, we prove that the probability that the noise
level of any of the other cycles exceeds the noise bound specied on the right of Table 2, at any
time during the phase, is exponentially small. Three dierent noise bounds B;C;A are specied
for bi-cycles, ai-cycles and ci-cycles, respectively. A phase ends successfully if the noise level of
each cycle never reaches the length of that cycle.
It is not dicult to prove by induction that the probability that the noise level of a cycle exceeds
the noise bound given in Table 2 is exponentially small. Let us look, for example, at the noise levels
of the bi-cycles. In phase 5, no bi-cycle is closing, so B = 0 is a (vacuous) upper bound on the
noise level of closing bi-cycles. The same holds for phase 6. Some bi-cycles are closing in phase 7.
All these cycles, however, are completely open at the beginning of phase 7. The competition in
phase 7 is with the left lane w. The realignment of a lane may be viewed as the closing of a cycle
of length at most n. (Both lanes and cycles close one edge at a time.) Thus, by Lemma 4.3, the
probability that the noise level of any of the bi-counters exceeds (n) is at most e n. As mentioned
(n) < 5n. Phase 1 is a cycle opening competition. By Lemma 4.2, the probability that the noise
level of a given bi-cycle increases by more than  = 2n is O(n4=22n) = o(e n). The other noise
bound can be veried in a similar manner.
We are now in a position to choose the length of the various cycles. The length h of all the ai-cycles
should satisfy h > (n) + . This is satised by choosing h = 8n. The length g of the ci-cycles
should satisfy g > +(8n)+(n). As  = 2n, (8n) < 15n and (n) < 5n, we can choose g = 22n.
Finally, the length `k+1 of the bk+1-cycle should satisfy `k+1 > 2(n) +  + (`k) + (22n). As
(22n) < 33n and (`k)  `k + 3
p
`kn, it is enough to require that `k+1 > `k + 3
p
`kn + 45n. It is
easy to check that this is satised by the choice `k = 25k2n. Putting everything together, we get
Theorem 4.4 The expected number of improving switches performed by Random-Edge on the
MDPs constructed in this section, which contain O(n4) vertices and edges, is 
(2n).
The primal linear programs corresponding to the MDPs constructed in this section are thus linear
programs on which the simplex algorithm with the Random-Edge pivoting rule performs an
expected subexponential number of iterations. It should be noted that all pivoting steps performed
on these linear programs are degenerate, as the bfs corresponding to any policy has x(t;t) = 1,
where t is the sink, while x(u;v) = 0, for any other edge (u;v) 2 E0. (Progress is still being made
in each iteration as some potentials, i.e., dual variables, strictly increase.) It is not dicult to
introduce small perturbations that would make all pivoting steps non-degenerate, without aecting
the expected number of iterations. One way of doing it is to use a discount factor extremely close
to 1.
115 Lower bound for Random-Facet
In [FHZ11], we recently produced a subexponential lower bound for the Random-Facet algorithm
for parity games. By applying the same techniques that were used to convert the lower bound
construction for the Random-Edge algorithm from parity games to MDPs, we show that the
Random-Facet algorithm may also require subexponentially many steps to solve MDPs. Due to
the connection between MDPs and LPs the same bound then follows for LPs. More precisely we
prove the following theorem:
Theorem 5.1 The worst-case expected running time of the Random-Facet algorithm for n-state
MDPs is at least 2
(
p
n=logn), even when at most O(logn) actions are associated with each state.
Corollary 5.2 The worst-case expected running time of the Random-Facet algorithm for LPs of
dimension n with O(nlogn) constraints is at least 2
(
p
n=logn).
The main observation required for the conversion is that, in the parity games of [FHZ11], the role
of the second player, referred to as player 1, is very limited. A simplied transformation of a vertex
b controlled by player 1 is shown in Figure 4. Suppose player 1 does not move left unless player 0
moves from both b1 and b2 to b. This behavior of player 1 can be simulated by a randomization
vertex that moves left with very low, but positive probability. In addition to this modication
we introduce vertices with large odd priority, similar to vertices di and xi in the lower bound
construction for the Random-Edge algorithm. The details of the construction can be found in
Appendix E.
6 Concluding remarks and open problems
See Appendix A.
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Figure 1: Random Edge MDP Construction. The interpretation of the shaded octagons is shown
in Figure 2.
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b
b1
b2
b
b1
b2
)
1 
2
1 
2

Figure 4: Conversion of a vertex controlled by player 1 to a randomization vertex.
17A Concluding remarks and open problems
We have shown that both Random-Edge and Random-Facet may lead to an expected subexpo-
nential number of iterations by constructing explicit linear programs with n variables on which the
expected number of iterations performed by Random-Edge is 2
(n1=4), and (dierent) linear pro-
grams on which the expected number of iterations performed by Random-Facet is 2
(
p
n=logc n),
for some xed c > 0.
Both lower bounds for linear programming have been obtained by constructing explicit parity games
and subsequently MDPs on which we have the same expected number of iterations when solved by
policy iteration. The lower bound results immediately transfer to mean payo games, discounted
payo games and turned-based simple stochastic games [Fri10].
The analysis of the counter as well as the construction for Random-Edge can be improved greatly.
First, the probabilistic analysis is based on the desire, that the binary counter operates without
any faults, meaning that we really want to perform 2n increment steps. However, counting \good
enough", i.e. skipping a small number of increment steps from time to time, would still yield an
exponential number of increment steps. Hence, our probabilistic analysis could be relaxed in such
a way that the length of the cycles could be reduced. Additional details will appear in the nal
version of the paper.
Second, using a more complicated construction for parity games, we can decrease the lengths of the
cycles to be linear in n, resulting in a 2
(
p
n) lower bound. The main idea is to have downgoing edges
from a node bi;j to nodes bi0;j with i0 < i; which of these downgoing edges is chosen will be controlled
by player 1. The dierence in the behaviour of Random-Edge on the improved construction is
that when all bi-cycles are competing with each other, higher bi-cycles actually open all their nodes
again that are already subsumed by the least open bi-cycle. Hence, it is sucient to have the same
length for all bi-cycles. The improved result is likely to transfer to MDPs and linear programs as
well. Additional details will appear in the nal version of the paper.
Our lower bound for the Random-Edge policy iteration for parity games and related two-player
games can be extended to arbitrary randomized multi-switch improvement rules which select in each
iteration step a subset with a certain cardinality of the improving switches arbitrarily at random.
Random-Edge, for instance, always selects subsets with cardinality one, and the deterministic
Switch-All rule always selects the subset with maximal cardinality. Another important random-
ized multi-switch improvement rule is Switch-Half [MS99], which applies every improving switch
with probability 1=2. The lower bound transfers to all randomized multi-switch improvement rules
due to the fact that the two kinds of competitions that we have in the analysis are won with even
higher probability, when the cardinality of the number of switches that are to be made at the same
time is greater than one.
We also mention without proof that the construction gives a subexponential lower bound for
Schewe's globally \optimal" improvement rule [Sch08], although this result was previously known
[Fri10].
A related open problem is to determine whether Zadeh's single-switch pivoting rule [Zad80] has a
subexponential lower bound. If that is the case, the most convenient way to obtain a lower bound
probably is to nd a family of PGs again on which this pivoting rule requires a subexponential
number of iterations.
The most interesting open problems are, perhaps, whether linear programs can be solved in strongly
polynomial time, whether the weak Hirsch conjecture holds, and whether there is a polynomial time
algorithm for solving parity games or related game classes.
18B Proofs and Constructions of Section 4
For a tuple  = (n;(`i)0in;h;g), with n;`i;h;g > 0, dene an underlying graph G = (V0;VR;E0;ER;r;p)
of an MDP as shown schematically in Figure 1. More formally:
V0 := fai;j j i 2 [n];j 2 [h]g [ fbi;j j i 2 [n];j 2 [`i]g [ fci;j j i 2 [n];j 2 [g]g [
fdi;yi;xi j i 2 [n]g [ fwi;ui j i 2 [n + 1]g [ ft;r;sg
VR := fai;bi j i 2 [n]g
With G, we associate a large number N 2 N and a small number 0 < ". We require N to be at
least as large as the number of nodes with priorities, i.e. N  3n + 1 and " 1 to be signicantly
larger than the largest occurring priority induced reward, i.e. "  N (4n+8). Remember that node v
having priority 
(v) means that the cost associated with every outgoing edge of v is hvi = ( N)
(v).
Table 3 denes the edge sets, the probabilities, the priorities and the immediate rewards of G.
Node Successors Probability
ai di "
ai;h 1   "
bi yi "
bi;`i
1
2  (1   ")
ci;g
1
2  (1   ")
Node Successors Priority
r w1 6
xi s 4i + 3
di bi 4i + 5
yi wi+1 4i + 6
wn+1 t -
un+1 t -
wi wi+1;ai -
ui ui+1;di -
Node Successors Cost
ai;1 ai 0
xi 1"
ai;j+1 ai;j 0
xi (j+1)"
bi;1 bi 0
s 1"
bi;j+1 bi;j 0
s (j+1)"
ci;1 bi 0
r 1"
ci;j+1 ci;j 0
r (j+1)"
t t -
s u1 -
Table 3: Random Edge MDP Construction
Lemma B.1 For every strategy , the MDP described by G ends in the sink t with probability 1.
Proof: Let  be a strategy. We write v   v0 to denote that the MDP conforming with  starting
in v reaches v0 with positive probability. Note that v   v0 and v0   v00 implies v   v00.
We need to show that v   t for every node v. Obviously, t;wn+1;un+1   t.
First, it is easy to see by backwards induction on i  n that ai   di   bi   yi   wi+1   t, and
hence also that wi;ui   t.
Second, it follows immediately that r;s   t, and hence also xi   t. Finally, ai;bi;ci   t.
Since all vertices reach t with positive probability, and t is an absorbing state, the statement of the
lemma follows. 
It is not too hard to see that the absolute potentials of all nodes corresponding to strategies
belonging to the phases are bounded by " 1. More formally we have:
Lemma B.2 Let P = fr;yi;xi;di j i  ng be the set of nodes with priorities. For a subset S  P,
let
P
(S) =
P
v=S hvi. For non-empty subsets S  P, let vS 2 S be the node with the largest
priority in S.
191. j
P
(S)j < N4n+8 and "  j
P
(S)j < 1 for every subset S  P, and
2. jvSj < jvS0j implies j
P
(S)j < j
P
(S0)j for non-empty subsets S;S0  P.
Lemma B.3 Let  be a strategy belonging to one of the phases specied in Table 1. Then jpot(v)j <
N4n+8 and "  jpot(v)j < 1 for every node v.
Proof: Let b be a global bit state, k = kb and  be a strategy belonging to one of the phases
with global bit state b. Let b0 = b + 1. Let  = (;k),  = (;k), Si =
P
ji;bj=1 (hdji+hyji),
and Ti =
P
ji;b0
j=1 (hdji+hyji).
It suces to show that jpot(v)j < N4n+8 for every node v. Obviously, pot(t) = 0.
It is not too hard to see that the following holds.
pot(s) 2 [S1;T1] pot(r) 2 [S1;T1] + hri
pot(wi) 2 [Si;Ti] pot(ui) 2 [Si;Ti]
pot(xi) 2 [Si;Ti] + hxii pot(yi) 2 [Si+1;Ti+1] + hyii
We derive for all the other nodes that the following holds.
pot(bi) 2 [S1;Ti+1 + hyii] pot(di) 2 [S1;Ti+1 + hyii] + hdii
pot(bi;) 2 [S1;Ti+1 + hyii] pot(ci;) 2 [S1;Ti+1 + hyii]
pot(ai) 2 [S1 + hxii;Ti+1 + hyii + hdii] pot(ai;) 2 [S1 + hxii;Ti+1 + hyii + hdii]
By Lemma B.2, we have jpot(v)j < N4n+8 for every node v. 
Next, we will specify and prove an auxiliary lemma that describes the exact behaviour of all the
cycles appearing in the construction.
The idea behind the cycles is to have a gate that controls the access of other nodes of the graph
to the escape node of the cycle (di resp. yi) to which the randomized node moves with very low
probability.
First, assume that a cycle (or both cycles if there are two) is closed. Although the randomized
node circles through the cycles with very high probability (without accumulating any costs), it
eventually moves out to the escape node, resulting in the same potential as the potential of the
escape node itself.
Second, assume that a cycle is open, i.e. one of the V0-controlled nodes of the cycle decides to move
out of the cycle to some reset node. Now, the randomized node selects to move into the cycle with
very large probability and therefore leaves the cycle to the reset node with high probability as well.
The resulting potential of the randomized node essentially matches the potential of the reset node.
The critical property of cycles is that closing a cycle is a very slow process while opening proceeds
at a rapid pace. Closing a cycle takes place when the potential of the escape node is better than
the potential of the reset node. However, in every policy iteration step, there is only one improving
edge associated with the cycle, namely the rst edge pointing out of the cycle. Therefore, closing a
cycle can only be performed one edge at a time. Opening a cycle happens in the reverse situation
in which the potential of the reset node is better than the potential of the escape node. Here, every
node that is currently moving into the cycle has an improving edge to move out of the cycle.
The following lemma formalizes the intuition of the behaviour of the cycles. If the escape node
has better valuation than the reset nodes, it should be protable to close the cycle, and otherwise,
it should be protable to open the cycle again. This idea generalizes to the setting in which two
cycles are attached to the randomization node. Since both reset nodes necessarily have dierent
20potentials, it is always the case that it is protable to close one of the two cycles (the one with
the worse reset node) and while it is closing, the other one is opening. If one of the two cycles is
completely closed, the problem is essentially reduced to the case in which only one cycle is attached
to the randomization node.
Lemma B.4 Let  be a strategy belonging to one of the phases specied in Table 1.
1. pot(di) < pot(xi) ) Ai opening,
2. pot(di) > pot(xi), Ai consecutive, not closed ) Ai closing,
3. pot(s) < pot(r), Bi consecutive, not closed ) Bi closing, Ci opening,
4. pot(s) < pot(r) < pot(yi), Bi closed, Ci consecutive, not closed ) Ci closing, and
5. pot(r) < pot(yi) < pot(s), Ci consecutive, not closed ) Ci closing, Bi opening.
Proof: Let  be a strategy belonging to one of the phases specied in Table 1.
1. Let pot(di) < pot(xi). We need to show that Ai is opening. We consider two cases.
If Ai is closed, let ai;j be an arbitrary node on the cycle. It is easy to see that pot(()ai) =
pot(di) and pot(()ai;j) = pot(di). It follows that (ai;j;xi) is an improving edge for every
j.
If Ai is not closed, let ai;j be an arbitrary node on the cycle. Again, we consider two cases
here.
If j > i() + 1 it follows that ai;j cannot reach the node ai via the current strategy or via
switching itself. Let l < j be the largest l s.t. (ai;l) = 0. It follows that pot(ai;j 1) =
pot(xi) + "l. Computing the dierence of both choices xi and ai;j 1 shows that switching
out of the cycle is protable.
pot(xi) + "j   pot(ai;j 1) = "(j   l) > 0
If j  i() + 1 it follows that ai;j can reach the node ai via the current strategy or via
switching itself. Assume w.l.o.g. that j > 1 (case j = 1 almost the same). Let l be the
largest l s.t. (ai;l) = 0. It follows that pot(ai;j 1) = (1   ")  (pot(xi) + "l) + "pot(di).
Computing the dierence of both choices xi and ai;j 1 shows that switching out of the cycle
is protable.
pot(xi) + "j   pot(ai;j 1) = "(j   (1   ")l + pot(xi)   pot(di)) > 0
since pot(xi)   pot(di) > h.
2. Let pot(di) > pot(xi), Ai consecutive, not closed. We need to show that Ai is closing.
Let l = i(). It is not hard to see that the following holds for all j  l.
pot(ai;j) = (1   ")  (pot(xi) + "h) + "pot(di)
First, we compute the dierence of both choices of ai;j for j  l + 1 to show that switching
into the cycle is protable. Assume w.l.o.g. that j > 1 (case j = 1 almost the same).
pot(xi) + "j   pot(ai;j 1) = "(j   (1   ")h + pot(xi)   pot(di)) < 0
since pot(xi)   pot(di) < h.
Second, let j > l+1. As before, it is easy to see that moving out of the cycle is protable for
node ai;j.
21The other statements can be shown the same way. 
Finally, we prove that the improving switches are indeed exactly as specied. The simple but
tedious proof uses Lemma B.3 and Lemma B.4 to compute the potentials of all important nodes
in the game to determine whether a successor of V0-controlled node is improving or not.
We will use the notation O(1) to denote a small number ranging in [ 1;1].
Lemma 4.1. Proof: Let b be a global bit state, k = kb and  be a strategy belonging
to one of the phases with global bit state b. Let b0 = b + 1. Let  = (;k),  = (;k),
Si =
P
ji;bj=1 (hdji+hyji), Sl
i =
P
lji;bj=1 (hdji+hyji), Ti =
P
ji;b0
j=1 (hdji+hyji), and Tl
i =
P
lji;b0
j=1 (hdji+hyji).
First, we apply Lemma B.2 and compute the potentials of all important nodes, see Table 4 for all the
potentials. Second, we compute the dierences between the potentials of two successors of a node to
determine which edges are improving switches, see Table 5 for all the potential dierences. Third,
we derive from Table 5 that the improving switches w.r.t. wi and ui are exactly those specied in
Table 1. Fourth, we apply Lemma B.4 to derive from Table 5 that the improving switches w.r.t.
bi;j, ci;j, and ai;j are exactly those specied in Table 1. 
Phase 1{4 5{7
pot(s) S1 T1
Phase 1{4 5{7
pot(r) S1+hri [S1;T1+hx1i]+hri+O(1)
Phase 1{4 5{7
pot(xi) S1+hxii T1+hxii
Phase 1{3 4 5{7
i   i > 
pot(ui) Si Ti
Phase 1{4 5{6 7
i > k i > 
pot(wi) Si Ti
Phase 1{4 5{6
i  k i < k
pot(yi) Si+1+hyii [Si+1;T1+hxi+1i]+hyii+O(1)
Phase 7
i   i+1 =  = k i+1 =  < k i+1 < 
pot(yi) Ti+1+hyii Si+1+hyii+O(1) T1+hxi+1i+hyii+O(1) T1+[hxi;hxi+1i]+hyii+O(1)
Phase 1{4 5-6 7
bi=0 bi=1 i>k;bi=1 i>k;bi=0 i<k _ i>k;bi=0 i=k _ i>k;bi=1
pot(ai) S1+hxii+O(1) Si Ti T1+hxii+O(1) Ti
Phase 1{2
bi=0 bi=1
pot(di) S1+hdii+1
2hri+O(1) Si
Phase 3
bi=1 i=k i>k;bi=0
pot(di) Si S1+hdii+hri+O(1) S1+hdii+1
2hri+O(1)
Phase 4
bi=1 i=k i>k;bi=0
pot(di) Si Tk S1+1
2hri+hdii+O(1)
Phase 5{7
i=k _ i>k;bi=1 i>k;bi=0 i<k
pot(di) Ti T1+1
2hri+hdii+[Sk
1 hyki hdki;hx1i]+O(1) T1+hdii+O(1)
Table 4: Potentials
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23C Probabilistic lemmas
Lemma 4.2. Proof: Let p(a;b) be the probability that the closing cycles acquire b new edges
before the opening cycles, which currently have a edges pointing into them, open completely. We can
ignore switches that do not belong to the opening cycles or the closing cycle. Thus, the probability
that the next relevant edge chosen belongs to the opening cycles is a
a+1, while the probability that
it belongs to the closing cycle is 1
a+1. We thus get the following recurrence relation:
p(a;0) = 1
p(0;b) = 0
p(a;b) =
a
a + 1
p(a   1;b) +
1
a + 1
p(a;b   1)
We can now easily prove by induction that p(a;b)  a
2b. For a = 0 or b = 0 the inequality clearly
holds. Otherwise we have:
p(a;b) =
a
a + 1
p(a   1;b) +
1
a + 1
p(a;b   1) 
a
a + 1
a   1
2b +
1
a + 1
a
2b 1 =
a(a   1) + 2a
(a + 1)2b =
a
2b

Lemma 4.3. Proof: As the probability of each of the two competing cycles to acquire a new
edge is the same, we are essentially looking at the following `experiment'. A fair coin is repeatedly
tossed until either b heads or a tails are observed, for some a < b. We would like to bound the
probability that b heads are observed before a heads.
The probability of getting b heads before a tails is exactly the probability of getting less than a
tails in the rst a+b 1 tosses, which is at most the probability of getting at most a heads in the
rst a + b tosses. The above probability can be easily bounded using the Cherno bound. Let X
be the number of heads observed in the rst a + b tosses. Then  = E[X] = a+b
2 . The Cherno
bound, in the case of a fair coin (see Corollary 4.10 on page 71 of [MU05]), states that for every
0 <  < 1 we have
Pr[X  (1   )]  e 2
:
Let  = b a
b+a. Then,
(1   ) = a ; 2 =
(b   a)2
2(b + a)
;
and the claim of the lemma follows. 
D Parity games
In this section, we show how the random edge lower bound graphs can be turned into a parity game
to provide a lower bound for random edge here as well.
We just give a formal specication of parity games to x the notation. For a proper description of
parity games, related two-player game classes and policy iteration on these games, please refer to
[FHZ11] and [Fri10].
A parity game is a tuple G = (V0;V1;E;
), where V0 is the set of vertices controlled by player 0,
V1 is the set of vertices controlled by player 1, E  V  V , where V = V0 [ V1, is the set of edges,
and 
 : V ! N is a function that assigns a priority to each vertex. We assume that each vertex
has at least one outgoing edge.
We say that G is a 1-sink parity game i there is a node v 2 V such that 
(v) = 1, (v;v) 2 E,

(w) > 1 for every other node w 2 V , v is the only cycle in G that is won by player 1, and player 1
has a winning strategy for the whole game.
24Theorem D.1 ([Fri10]) Let G be a 1-sink parity game. Discrete policy iteration requires the
same number of iterations to solve G as the policy iteration for the induced payo games as well
as turn-based stochastic games to solve the respective game G0 induced by applying the standard
reduction from G to the respective game class, assuming that the improvement policy solely depends
on the ordering of the improving edges.
Essentially, the graph is exactly the same. Randomization nodes are replaced by player 1 controlled
nodes s.t. the cycles are won by player 0. We assign low unimportant priorities to all nodes that
have currently no priority, while giving the nodes on the cycle odd priorities to make sure that
moving into the cycle is only protable by switching one edge at a time.
For a tuple  = (n;(`i)0in;h;g), with n;`i;h;g > 0, we dene the underlying graph G =
(V0;V1;E;
) of a parity game as shown schematically in Figure 5. More formally:
V0 := fai;j j i 2 [n];j 2 [h]g [ fbi;j j i 2 [n];j 2 [`i]g [ fci;j j i 2 [n];j 2 [g]g [
fdi;yi;xi j i 2 [n]g [ fwi;ui j i 2 [n + 1]g [ ft;r;sg
V1 := fai;bi j i 2 [n]g
Table 6 denes the edge sets and the priorities of G.
Node V Successors in E Priority 

t t 1
wn+1 t 2
un+1 t 2
wi wi+1;ai 2
ui ui+1;di 2
ai di;ai;h 4
ai;1 ai;xi 3
ai;j+1 ai;j;xi 3
xi s 4i + 3
Node V Successors in E Priority 

r w1 6
s u1 2
di bi 4i + 5
yi wi+1 4i + 6
bi yi;bi;`i;ci;g 4
bi;1 bi;s 3
bi;j+1 bi;j;s 3
ci;1 bi;r 3
ci;j+1 ci;j;r 3
Table 6: Edges and Priorities of G
The rst important observation to make is that the parity game is a 1-sink game, which helps us to
transfer our result to mean payo games, discounted payo games as well as turned-based simple
stochastic games. The following lemma corresponds to Lemma B.1 in the MDP world.
Lemma D.2 Starting with an initial strategy  s.t. (w) = (s) = 0, we have that G is a 1-sink
parity game.
All other denitions are exactly as in Section 4. Particularly, Table 1 becomes applicable again.
The following lemma has the exact same formulation as Lemma 4.1 in the MDP world.
Lemma D.3 The improving switches from strategies in the parity game that belong to the phases
are exactly those specied in Table 1.
The reason why this lemma holds is, that the valuations of the parity game nodes are essentially
the same as the potentials in the MDP by dropping unimportant O(1) terms.
All other proofs in Section 4 rely on Table 1 and Lemma 4.1, hence we transfer our main theorem
to the parity game world.
Theorem D.4 The worst-case expected running time of the Random-Edge algorithm for n-state
parity games, mean payo games, discounted payo games and turn-based simple stochastic games
is subexponential.
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Figure 5: Lower bound parity game for Random-Edge.
26Function Random-Facet(G;)
if E0 =  then
return 
else
Choose e 2 E0 n uniformly at random
0   Random-Facet(G n feg;)
if e is an improving switch w.r.t. 0
then
00   0[e]
return Random-Facet(G;00)
else
return 0
Function RandCount(N)
if N 6= ; then
Choose i 2 N uniformly at random
RandCount(N n fig)
for j 2 N \ [i   1] do b(j)   0
b(i)   1
RandCount(N \ [i   1])
Figure 6: The Random-Facet algorithm (left), and a randomized bit-counter (right).
E Lower bound for the Random-Facet algorithm for MDPs
The proof of Theorem D.4 presented here is closely tied to the corresponding proof in [FHZ11].
The Random-Facet algorithm is shown in Figure 6. It works in a recursive manner, maintaining
at all times a subset F  E0 of the edges available to player 0, and a policy  using only edges
of F. The set of edges F denes a subgraph GF that corresponds to a smaller MDP. We use the
notation [e] for the policy obtained from  by performing the improving switch e.
The idea of the construction is to show that the Random-Facet algorithm simulates a randomized
bit-counter when run on an MDP from our family of lower bound MDPs. Unlike the construction
for Random-Edge, the simulated counter is not a traditional binary counter, however. The
randomized bit-counter is described in Figure 6. It counts recursively with a subset N  [n]
of the n bits. Intuitively, this corresponds to the behavior of the Random-Facet algorithm.
Let g(n) be the expected number of steps (recursive calls) performed by an n-bit randomized
counter. It is easy to see that g(0) = 1 and that
g(n) = 1 + g(n   1) +
1
n
n 1 X
i=0
g(i) ; for n > 0.
In fact, g(n) = 2
(
p
n) (see, e.g., [FS09, p. 596-597]), and g(n) is, thus, of the right subexponential
form. We require a polylogarithmic number of vertices and edges to describe each bit, however.
E.1 Construction
For integers n;g;h  1, we dene a family of lower bound MDPs with underlying graphs Gn;g;h =
(V0;VR;E0;ER;
;p) that the Random-Facet algorithm requires many iterations to solve. n
denotes the number of bits in the simulated randomized bit-counter, and g and h are parameters
27later to be specied in the analysis. We use multi edges for convenience. A similar graph without
multi edges can easily be dened by introducing additional vertices.
A graphical description of Gn;g;h is given in Figure 7. Round vertices are controlled by player 0 and
at square vertices the choice is made at random according to the probabilities on the outgoing edges.
A shaded rectangle with label g indicates that the corresponding subgraph has been copied g times,
as shown in Figure 8. Bold arrows are multi edges with multiplicity h. All rewards are described
in terms of priorities, and only vertices xi, yi and di have priorities. Thus, most edges have reward
zero.
Formally, Gn;g;h is dened as follows.
V0 := fai;j;k j i 2 [n];j 2 [g];k 2 [h]g [ fbi;j j i 2 [n];j 2 [gh]g [
fdi;xi;yi j i 2 [n]g [ fui;wi j i 2 [n + 1]g [ ftg
VR := fai;j j i 2 [n];j 2 [g]g [ fbi j i 2 [n]g
Table 7 denes the edge set E, the priority assignment function 
, multiplicities of edges, and the
probability assignment function p : ER ! [0;1]. bi; is a shorthand for the set fbi;j j j 2 [gh]g. We
again use N = 3n + 1, " = N (4n+8) and hvi = ( N)
(v).
Node V0 Successors in E0 Priority 
 Multiplicity
ai;j;k ai;j - 1
xi h
bi;j bi - 1
ui+1 h
di bi 4i   1 1
ui di - h
ui+1 h
un+1 t - 1
wi ai; - h
wi+1 h
wn+1 t - 1
xi ui 4i   3 1
yi wi+1 4i 1
t t - 1
Node VR Successors in ER Priority 
 Probability p
ai;j di - "
ai;j;
1 "
h
bi yi - "
bi;
1 "
gh
Table 7: Priorities, edges, multiplicities, and transition probabilities of Gn;g;h.
The initial strategy  given as input to the Random-Facet algorithm is described by:
8i 2 [n] 8j 2 [gh] : (bi;j) 6= bi
8i 2 [n] 8j 2 [g] 8k 2 [h] : (ai;j;k) 6= ai;j
8i 2 [n] : (ui) = ui+1
8i 2 [n] : (wi) = wi+1
Note that Gn;g;h is a unichain. More specically, we have the following lemma.
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Figure 7: Lower bound MDP for the Random-Facet algorithm.
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Lemma E.1 For every strategy , the MDP with underlying graph Gn;g;h ends in the sink t with
probability 1.
Proof: Let  be a strategy. We write v   v0 to denote that the MDP conforming with  starting
in v reaches v0 with positive probability. Note that v   v0 and v0   v00 implies v   v00.
We need to show that v   t for every node v. Obviously, t;wn+1;un+1   t.
First, it is easy to see by backwards induction on i  n that ai   di   bi   yi   wi+1   t, and
hence also that xi   ui   t. We then also have wi;ai;bi   t.
Since all vertices reach t with positive probability, and t is an absorbing state, the statement of the
lemma follows. 
E.2 Optimal strategies for MDPs corresponding to subgraphs
The Random-Facet algorithm operates with a subset of the edges controlled by player 0, F  E0,
such that the corresponding subgraph GF is an MDP. We next introduce notation to concisely
describe F. We say that F is complete if it contains at least one instance of every multi edge. We
dene the set of multi edges without multiplicities as:
M = f(ai;j;k;xi) j i 2 [n];j 2 [g];k 2 [h]g [
f(bi;j;ui+1) j i 2 [n];j 2 [gh]g [
f(ui;di) j i 2 [n]g [
f(ui;ui+1) j i 2 [n]g [
f(wi;ai;j) j i 2 [n];j 2 [g]g [
f(wi;wi+1) j i 2 [n]g:
Furthermore, for F  E0 dene:
bi(F) 2
(
1 if 8j 2 [gh] : (bi;j;bi) 2 F
0 otherwise
ai;j(F) 2
(
1 if 8k 2 [h] : (ai;j;k;ai;j) 2 F
0 otherwise
ai(F) 2
(
1 if 9j 2 [g] : ai;j(F) = 1
0 otherwise
30That is, bi(F) = 1 if and only if F contains every edge leading to bi, and ai;j(F) = 1 if and only if
F contains every edge leading to ai;j.
Finally, we dene:
reset(F) = max(f0g [ fi 2 [n] j bi(F) = 1 ^ ai(F) = 0g)
to be the maximum index i for which bi(F) = 1 and ai(F) = 0. Intuitively, all bits with index
lower than i will be reset when computing the optimal strategy in the subgraph GF.
Let F  E0 be a complete set. We say that a strategy   F is well-behaved if for every i 2 [n],
all copies ai;j;k, for j 2 [`] and k 2 [r], and all copies bi;j, for j 2 [`r], adopt corresponding
choices, whenever possible. More formally, for every i;j1;j2;k1;k2, if (ai;j1;k1;ai;j1);(ai;j2;k2;ai;j2) 2
F, then (ai;j1;k1) = ai;j1 if and only if (ai;j2;k2) = ai;j2, and similarly, for every i;j1;j2, if
(bi;j1;bi);(bi;j2;bi) 2 F, then (bi;j1) = bi if and only if (bi;j2) = bi. If (ai;j1;k1;ai;j1);(ai;j2;k2;ai;j2) 2
F, then the choices available at ai;j1;k1 are identical to the choices available at ai;j2;k2, and the op-
timal choice must be the same. Hence, it follows that an optimal strategy of player 0 in GF is
well-behaved.
The essential behavior of a well-behaved policy  is characterized by two Boolean vectors () =
(1;:::;n) and () = (1;:::;n) that are dened as follows:
i() 2
8
> <
> :
1 if 8j 2 [g] 8k 2 [h] :
(ai;j;k;ai;j) 2 F ) (ai;j;k) = ai;j
0 if 8j 2 [g] 8k 2 [h] : (ai;j;k) 6= ai;j
i() 2
8
> <
> :
1 if 8j 2 [gh] :
(bi;j;bi) 2 F ) (bi;j) = bi
0 if 8j 2 [gh] : (bi;j) 6= bi
Similarly, given two Boolean vectors  = (1;:::;n) and  = (1;:::;n) we let  = (;)
be a well-behaved strategy such that () =  and () = . Note that (;) is not uniquely
determined, as when i = 0 or i = 0 we do not specify which copy of a multi-edge is chosen. This
choice, however, is irrelevant.
The i'th bit of the randomized bit-counter is interpreted as being set, for some complete set F and
a well-behaved strategy , if ai(F) = bi(F) = 1 and i() = i() = 1.
Let 
F be an optimal strategies for player 0 in the subgraph GF = (V0;V1;F [ E1;
;p;s) dened
by edges of F. Then 
F is always well-behaved, and we let (F) = (
F) and (F) = (
F).
The following lemma then describes the key parts of optimal strategies in the construction.
Again, we will use the notation O(1) to denote a small number ranging in [ 1;1].
Lemma E.2 Let F  E0 be complete. Then 
F is well-behaved and 
i (F) = 1 if and only if
i  reset(F), and 
i(F) = 1 if and only if bi(F) = 1 and i  reset(F).
Proof: First, recall that from Lemma E.1 we know that all vertices have the same value, namely
valF(v) = valF(t) = 0, for all v 2 V . Hence, we will focus only on potentials.
Note that except for cycling among vertices in the sets fbi;bi;j j j 2 [gh]g and fai;j;ai;j;k j k 2 [h]g,
it is not possible to visit a vertex other than t twice. The idea of the proof is to describe 
F using
induction starting from t. To handle cycling we make use of the following two simple observations.
1. 
i (F) = 1 if and only if pot
F(yi) > pot
F(ui+1).
2. 
i(F) = 1 if and only if pot
F(di) > pot
F(xi).
31To verify the two observations note that edges involved in cycling have cost zero, and, hence, it
is irrelevant how many times for instance bi is visited. Furthermore, it is optimal to increase the
chance of ending at yi if and only if pot
F(yi) > pot
F(ui+1).
We split the proof into four cases:
(i) i > reset(F) and bi(F) = 1.
(ii) i > reset(F) and bi(F) = 0.
(iii) i = reset(F).
(iv) i < reset(F)
Cases (i), (ii) and (iii) are shown jointly by backward induction on i. For the induction hypothesis
we assume that pot
F(wi+1) = pot
F(ui+1). This clearly holds true for i = n. It follows that
pot
F(yi) = hyii + pot
F(wi+1) > pot
F(ui+1);
and, hence, by observation 1., 
i (F) = 1.
Case (i). Assume that i > reset(F) and bi(F) = 1. Then
pot
F(di) = hdii + pot
F(bi) = hdii + pot
F(yi) = hdii + hyii + pot
F(wi+1) > pot
F(ui+1)
Hence, the optimal choice at ui is 
F(ui) = di, and furthermore
pot
F(xi) = hxii + pot
F(ui) = hxii + pot
F(di) < pot
F(di):
By observation 2., it then follows that 
i(F) = 1.
Since i > reset(F) we have ai(F) = 1, and we get that there exists a j 2 [g] such that:
pot
F(ai;j) = pot
F(di) = hdii + hyii + pot
F(wi+1) > pot
F(wi+1):
Hence, the optimal choice at wi is 
F(wi) = ai;j, and furthermore:
pot
F(wi) = pot
F(di) = pot
F(ui)
which completes the induction step.
Case (ii). Assume that i > reset(F) and bi(F) = 0. Then
pot
F(di) = hdii + pot
F(bi) = hdii + pot
F(ui+1) + O(1) < pot
F(ui+1)
Hence, the optimal choice at ui is 
F(ui) = ui+1, and
pot
F(xi) = hxii + pot
F(ui) = hxii + pot
F(ui+1) > pot
F(di):
By observation 2., it then follows that 
i(F) = 0, and, furthermore, for all j 2 [g]
pot
F(ai;j) < pot
F(xi) < pot
F(ui+1) = pot
F(wi+1):
Hence, the optimal choice at wi is 
F(wi) = wi+1, and pot
F(wi) = pot
F(wi+1), which completes
the induction step.
Case (iii). Assume that i = reset(F). Then bi(F) = 1 and ai(F) = 0. The choices and potentials
at vertices yi, bi, bi;j, di, ui, and xi are exactly the same as in case (i), and in particular 
i(F) = 1.
Since ai(F) = 0 we, however, get that for all j 2 [g]:
pot
F(ai;j) = pot
F(xi) + O(1) = hxii + hdii + hyii + pot
F(wi+1) + O(1) > pot
F(wi+1)
32Hence, the optimal choice at wi is 
F(wi) = ai;j, where j = argmaxj02[g] pot
F(ai;j0), and it follows
that:
pot
F(wi) = hxii + pot
F(ui) + O(1): (1)
Case (iv). Assume that i < reset(F). Assume, furthermore, by induction that:
pot
F(wi+1) = hxi+1i + pot
F(ui+1) + O(1):
The base case follows from equation (1) of case (iii).
We then have
pot
F(yi) = hyii + pot
F(wi+1) < pot
F(ui+1);
and, hence, by observation 1., 
i (F) = 0. Furthermore,
pot
F(di) = hdii + pot
F(bi) = hdii + pot
F(ui+1) + O(1) < pot
F(ui+1)
Thus, the optimal choice at ui is 
F(ui) = ui+1, and
pot
F(xi) = hxii + pot
F(ui) = hxii + pot
F(ui+1) > pot
F(di):
By observation 2., it then follows that 
i(F) = 0, and, furthermore, for all j 2 [g]:
pot
F(ai;j) = pot
F(xi) + O(1) = hxii + pot
F(ui) + O(1) =
hxii + pot
F(ui+1) + O(1) > pot
F(wi+1):
Finally, we then get that the optimal choice at wi is 
F(wi) = ai;j, for some arbitrary j 2 [g], and
it follows that:
pot
F(wi) = hxii + pot
F(ui) + O(1):
This completes the induction step and concludes the proof.

Lemma E.2 corresponds directly to Lemma 7.1 of [FHZ11], and the remainder of the proof is the
same as in [FHZ11].
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