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Introduction
Financial decision makers often consider the forward-looking information in currency option valuations when making assessments about future developments in foreign exchange rates.
Financial market monitoring by central banks and international supervisory agencies is also influenced by information implied in options valuations. Leading examples hereof include the Bank for International Settlements (2003) , the Bank of England (2000) , the International Monetary Fund (2002), and OECD (1999) . Option implied at-the-money volatilities can be used as forecasts of realised volatility and interval and density forecasts can be extracted from strangles and risk-reversals. The purpose of this paper is to assess the quality of such volatility, interval and density forecasts. Our work is based on a unique database consisting of more than ten years of daily quotes on European currency options from the OTC market.
1 The OTC quotes include at-the-money implied volatilities, strangles and risk-reversals on the dollar, yen and pound per euro 2 as well as on the yen per dollar. From this data we have constructed daily 1-month density and interval forecasts using the methodology in Malz (1997) .
The main findings of the paper are as follows: First, using Mincer-Zarnowitz regressions we find that the OTC implied at-the-money volatilities provide essentially unbiased and fairly accurate forecasts of realized 1-month and 3-month volatility. Second, we find that the optionbased density forecasts are rejected in general. Tests on subsets of the support of the distribution reveal that while the sources of rejections vary from currency to currency misspecification of the distribution tails is common. Third, matching the density forecasting results, we find that widerange interval forecasts are often misspecified whereas narrow-range interval forecasts are well specified.
Our volatility forecasting results is related to several papers working with market traded options rather than OTC contracts that we use here. Beckers (1981) finds that not all available information is reflected in the current option price and question the efficiency of the option markets. Canina and Figlewski (1993) find implied volatility to be a poor forecast of subsequent realized volatility. Lamoureux and Lastrapes (1993) provide evidence against restrictions of option pricing models which assume that variance risk is not priced. Jorion (1995) finds that statistical models of volatility based on returns are outperformed by implied volatility forecasts even when the former are given the advantage of ex post in sample parameter estimation. He also 1 The OTC volatilities used in this paper were provided by Citibank N.A 2 Prior to January 1, 1999 these were denoted in DEM.
finds evidence of bias. More recently, Christensen and Prabhala (1998) using longer time series and non overlapping data find that implied volatility outperforms past volatility in forecasting future volatility. Fleming (1998) finds that implied volatility dominates the historical volatility in terms of ex ante forecasting power and suggests that a linear model which corrects for the implied volatility's bias can provide a market-based estimator of conditional volatility. Blair, Poon, and Taylor (2001) , find that nearly all relevant information is provided by the VIX index and there is not much incremental information in high-frequency index returns. Neely (2003) finds that econometric projections supplement implied volatility in out-of-sample forecasting and delta hedging. He also provides some explanations for the bias and inefficiency pointing to autocorrelation and measurement error in implied volatility. More recently, Pong, Shackleton, Taylor and Xu (2004) using OTC data obtain superior accuracy of the historical forecasts, relative to implied volatilities from the use of high frequency returns, for horizons up to one week. Covrig and Low (2003) use OTC data to find that quoted implied volatility subsumes the information content of historically based forecasts at shorter horizons, and the former is as good as the latter at longer horizons.
Our paper contributes in two areas of the literature. First, to our knowledge, the empirical performance of option-based interval and density forecasts has not been systematically explored so far. Second, while there is a considerable literature on implied volatility forecasts from market-traded options, OTC data have only recently been employed.
In addition to volatility forecasts we evaluate option-based interval and density forecasts which are widely used by financial institutions but which have not been systematically assessed so far. OTC options are quoted daily with fixed moneyness in contrast with market-traded options which have fixed strike prices and thus time-varying moneyness as the spot price changes. This time-varying moneyness complicates the use of market-traded options for interval and density forecasting in that the effective support of the distribution is changing over time.
The remainder of the paper is structured as follows. Section 2 defines the competing volatility forecasts we consider and applies the Mincer-Zarnowitz methodology for volatility forecast evaluation. Section 3 suggests methods for evaluating density forecasts from option prices and present results from these methods. Section 4 suggests a method for evaluating interval forecasts from option prices and present results from this method. Section 5 summarizes and discusses potential points for future research.
Volatility Forecast Evaluation
It is widely believed that conditional density dynamics in daily FX rates are mainly driven by conditional variance dynamics 3 and exploring these explicitly first is therefore sensible. So, while the main objective of this paper is to evaluate option implied densities, we first undertake a brief study of option implied volatility forecasts. In order to evaluate the informational content of the volatilities implied from currency options, we define the realized future volatility for the next h days to be
σ in annualized terms, where R t+i = ln(S t+i /S t+i-1 ) is the FX spot return on day t+i. 4 This realized volatility will be our forecasting object of interest in this section. Notice that we implicitly assume that the FX returns have no autocorrelation. We have verified that this assumption is innocuous for the daily returns in highly liquid markets that we use.
5
We will consider four competing forecasts of realized volatility. First and most importantly the implied volatility from at-the-money OTC currency options with maturity h, where h is either 1 month or 3 months corresponding to roughly 21 and 63 trading days respectively. Denote this options-implied volatility by
The other three volatility forecasts are derived from historical FX returns only. The simplest possible forecast is the historical h-day volatility, defined as
We can instead consider volatilities that apply an exponential weighting scheme putting progressively less weight on distant observations. The simplest such volatility is the Exponential
Smoother or RiskMetrics (RM) volatility, where daily variance evolves as ( )
Following JP Morgan we simply fix λ=0.94 for all the daily FX returns. The fact that the coefficients on past variance and past squared returns sum to one makes this model akin to a random walk in variance.
3 See e.g. Baillie and Bollerslev (1989) . 4 The descriptive statistics for the daily FX returns are reported in the appendix tables A.1 and A.2. 5 It is however not necessarily innocuous when using intraday data to calculate daily realized volatilities as done for example in Andersen, Bollerslev, Diebold and Labys (2003) .
Finally we consider a simple, symmetric GARCH(1,1) heteroskedastic (GH) model, where the daily variance evolves as
In contrast with the RiskMetrics model, the GARCH model implies a non-constant term structure of volatility which we use to calculate the multi-day (annualized) variance forecasts.
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Our dataset consists of daily FX rates from the BIS and daily OTC implied FX volatilities from Citibank observed from March 31, 1992 to February 19, 2003 Prior to the euro introduction on January 1, 1999 we observe FX options denoted against the Deutschmark (DEM). Thus, prior to January 1, 1999 we use DEM options to forecast DEM volatility and afterwards we use euro options to forecast euro volatility. 7 We consider four FX rates: euro (DEM) versus USD, JPY and GBP, as well as USD versus JPY. We will refer to these simply as "USD", "JPY", "GBP" and "JPY/USD" below.
We are now ready to assess the quality of the different volatility forecasts. This will be done using Mincer and Zarnowitz (1969) predictability regressions. We run four regressions per FX rate corresponding to one for each of the volatility forecasts
These regressions are run for h=21 and 63 corresponding to the 1-month and 3-month option maturities. Table 1 reports the Mincer-Zarnowitz decomposition of the mean-squared-error (MSE) of the above regressions. The MSE is decomposed into bias squared, inefficiency and residual variation calculated from ( )
where R 2 is the usual measure of regression fit. The decomposition in Table 1 is reported in percent of the MSE. The left panel gives the 1-month horizon result and the right panel the 3-month horizon result. 6 The GARCH model contains parameters which must be estimated. We do this on rolling 10-year samples starting in January 1982 and using QMLE. Each year we forecast volatility one-year out-of-sample before updating the estimation sample by another calendar year of daily returns. The euro volatility forecasts are constructed using synthetic euro rates in the period prior to the introduction of the euro.
7 Table A .3 in the appendix reports descriptive statistics on 1-month and 3-month volatility forecasts from the four forecasting models. Perusing first the MSE columns we see that the option implied volatilities have the lowest MSE for all currencies and for both horizons. Considering next the residual variation column (the right-most column in each panel) we see that six out of eight cases, the option implied volatility forecast has the highest relative residual variation, meaning that a relatively small amount of its MSE comes from systematic errors in the form of bias and inefficiency. The "inefficiency" column reveals that the option implied volatilities have the lowest relative inefficiency in five out of eight cases and it is small in the remaining three cases as well. Looking finally at the squared bias column we see that the relative bias is small in all four forecasts but it is never the smallest for the option implied forecasts. In sum, the option implied forecasts have the lowest MSE with a low degree of systematic error, but a slight bias. Bollerslev and Zhou (2005) 8 point out that if the volatility risk is priced in the options markets then we should expect to find a bias in the implied volatility forecasts. In a standard stochastic volatility set up, it can be shown that if the price of volatility risk is zero, the process followed by the volatility is identical under the objective and the risk neutral measures. In such a case there would be no bias. However, the volatility risk premium is generally estimated to be negative which in turn implies that the volatility process under the risk neutral measure will have higher drift. This is also consistent with the fact that implied volatilities are empirically found to be upward biased estimates of the objective volatility. Nevertheless, the results in Table 1 indicate that the bias in the option implied volatility forecasts in our application constitutes a relatively minor part of the total forecast MSE.
The empirical properties of the option implied volatility forecasts found above suggest that density forecasting based on the implied information in option prices holds promise. This is the topic to which we now turn.
Option Implied Density Forecasts
The information in currency options can be used not only for volatility forecasting but for spot rate density forecasting more generally. The pragmatic approach taken can be justified by considering that for currencies the risk premium, i.e. the conditional mean, which would largely determine the difference between the risk neutral and physical densities, may not be as important for the density shape as the higher order moments in particular the conditional variance. Moreover, at the one month horizon the magnitude of the drift is likely to be small compared with the dispersion. The conditional variance in turn may not be too different in the risk neutral versus physical distributions. The volatility forecasting results in Table 1 above indeed suggests that this is the case.
An option implied density forecast could certainly be misspecified due to the presence of a currency risk premium. But rejection could also come from methodological and/or data problems in the construction of the density forecasts. For someone wishing to use option implied density forecasts of the FX spot rate going forward, any source of error is important. The tests we consider below are designed to capture misspecification in general. Before turning to the main topic of density forecast evaluation, we give a short overview of the construction of the option implied density forecasts.
Option Implied Density Forecast Construction
When constructing the option implied density forecasts we rely on the methodology in Malz (1997) which is tailored to the kind of OTC data available to us. Each day we observe the implied volatility of three one-month derivatives: An at-the-money (ATM) call, a strangle (STR), and a risk reversal (RR). 9 The ATM call has a delta 10 of 0.5 by definition and the strangle and risk reversals are quoted with strike prices corresponding to deltas of .25 and .75. Writing the implied volatility for each contract as a function of delta σ(δ) yields
Notice that the risk-reversal and strangle volatilities can be viewed as (proportional to) discrete approximations of the first and second derivative of an implied volatility function of delta. This 9 A strangle consists of a long position in an out-of the-money call and an out-of the-money put. A risk reversal consists of a long position in an out-of-the-money call and a short position in a out-of-the-money put. 10 The delta refers to the sensitivity of the call option with respect to the underlying exchange rate.
in turn suggests approximating the implied volatility function using a second order Taylor
Ensuring that the implied volatility function fits exactly at the three observed deltas {0.25,0.5,0.75} gives three equations in{ Breeden and Litzenberger (1978) provides the necessary link between the implied volatility function and the risk-neutral density function. They show that the second derivative of the call option price, c, with respect to the strike price, K, is proportional to the risk-neutral density, f(*), of the underlying asset
where r denotes the risk-free rate and τ the time to maturity of the option which is one month in our application. Malz (1997) approximates f(*) by calculating the numerical second-derivative of the Black-Scholes call price allowing for the quadratic implied volatility function above.
While the Malz (1997) methodology is only one of many available, we use it because it is explicitly tailored to the data we have and because other methods typically require more observations per day. Interesting recent contributions in this area include Ait-Sahalia and Duarte (2003) and Ioffe (2004) . We are also motivated to use Malz's method by the observation that many large institutions (see e.g. Bank of England, 2000, Bank for International Settlements, 2003 , OECD, 1999 , and International Monetary Fund, 2002 indeed use this methodology.
Having constructed daily density forecast for the 30-day-ahead FX spot rate, we now turn to the topic of density forecast evaluation.
Probability Transform Variables
denote the cumulative and probability density function forecasts made on day t for the FX spot rate on day t+h using the Malz (1997) methodology described above. We can then define the so-called probability transform variable as
The transform variable captures the probability of obtaining a spot rate lower than the realization where the probability is calculated using the density forecast. As it is interpretable as a probability it can only take on values in the interval [0, 1] . Notice that if the density forecast is correctly calibrated then we should not be able to predict the value of the probability transform variable U t,h using information available at time t. In other words we should not be able to forecast the probability of getting a value smaller than the realization. Thus, if the density forecast is a good forecast of the true probability distribution then the corresponding transform variable will be distributed as an independent uniform variable on the [0,1] interval.
Consider an extreme counterexample where all the realizations of the transform variable U t,h fall between 0 and 0.5. In this case all the realizations of the forecasted variable S t,h fall in the left side of the distribution forecast which in turn implies that the left side is too likely and the right side is too unlikely in the density forecast. Observations should fall across the entire range of the forecasted density and with likelihood equal to the probability specified in the density forecast. Otherwise the density forecast is misspecified and the probability transform variable will not be uniform. In the time series context where the density forecasts are conditional on information available at time t and thus varying over time, the transform variable should be not only uniform but i.i.d. uniform. We should not be able to predict the realization of the transform variable with information available at time t. It appears that the histograms display certain systematic differences from the uniform distribution. Notice in particular that the JPY/EUR histogram (top right panel) shows a systematically declining shape moving from left to right. This is indicative of the forecasted mean spot rate being wrong. There are too many observations where the realized spot rate lies in the left side of the forecasted distribution (and generates a U t,h less than 0.5) and vice versa. In the USD/EUR case (top left panel) it appears that there are not enough observations in the two extremes, which suggests that the forecasted density has tails, which are too fat. Finally, the JPY/USD distribution (bottom right panel) appears to be misspecified in the right tail.
For the purpose of statistical testing it is more convenient to work with normally distributed rather than uniform variables for which the bounded support may cause technical difficulties. As suggested by Berkowitz (2001) 11 we can use the standard normal inverse cumulative density function to transform the uniform probability transform to a normal transform variable
If the implied density provides an accurate forecast of the physical density, it must be the case that the distribution of U t,h is uniformly distributed and independent of any variable X t observed at time t. Consequently the normal transform variable Z t,h must be normally distributed and also independent of all variables observed at time t. Figure 2 assesses the unconditional normality of the normal transforms by plotting the histograms with a normal distribution superimposed. 12 The normal histograms typically confirm the findings in Figure 1 but also add new insights. While it appeared in Figure 1 that the GBP/EUR had fairly random deviations from the uniform distribution, it now appears that the normal transform is systematically skewed compared with the superimposed normal distribution.
While the graphical evidence in Figures 1 and 2 is quite informative of the potential deficiencies in the option implied density forecasts, it may be interesting to formally test the hypothesis of the normal transforms following the standard normal distribution. We do this below.
Tests of the Unconditional Normal Distribution
We first want to test the simple hypothesis that the normal transform variables are unconditionally normally distributed. Basically, we want to test if the histograms in Figure 2 are significantly different from the superimposed normal distribution. The unconditional normal hypothesis can be tested using the first four moment conditions
We still need to allow for autocorrelation arising from the overlap in the data and so we estimate the following simply system of regressions 11 See also Diebold, Gunther and Tay (1998) and Diebold, Hahn and Tay (1999 using GMM and test that each coefficient is zero individually as well as the joint test that they are all zero jointly. 13 In each case we allow for 21 day overlap in the daily observations. The results of these tests are reported in Table 2 .A. Table 2 .A shows that while only a few of the individual moments of the normal transform variable are found to be significantly different from the normal distribution, the joint (Wald) test that all moments match the normal distribution is rejected strongly in three cases and weakly in the case of the JPY/USD. We thus find fairly strong evidence overall to reject the option-implied density forecasts using simple unconditional tests.
In order to focus attention on the performance of the density forecasts in the tails of the distribution, we report QQ-plots of the normal transform variables in Figure 3 . QQ-plots display the empirical quantile of the observed normal transform variable against the theoretical quantile from the normal distribution. If the distribution of the normal transform is truly normal then the QQ-plot should be close to the 45-degree line. Figure 3 shows that the left tail is fit poorly in the case of the dollar, and that the right tail is fit poorly in the case of the pound and the JPY/USD. In the case of the dollar there are too few small observations in the data, which is evidence that the option implied density has a left tail that is too thick. The pound has too many large observations indicating that the right tail of the density forecast is too thin. In the JPY/USD case the right tail appears to be too thick. These findings are also evident from Figure 1 .
Rejecting the unconditional normality of the normal transform variables is important, but it does not offer much constructive input into how the option-implied density forecasts can be improved upon. The conditional normal distribution testing we turn to now is more helpful in this regard.
Tests of the Conditional Normal Distribution
We would like to know why the densities are rejected, and specifically if the construction of the densities from the options data can be improved somehow. To this end we want to conduct tests of the conditional distribution of the normal transform variable. Is it possible to predict the realization of the time t+h normal transform variable using information available at time t? If so then this information is not used optimally in the construction of the density forecast.
The conditional hypothesis can be tested using the generic moment conditions (
These moments are of course very general. As is often the case, we do not have much in terms of economic theory to guide us in the choice of moment functions information variables, X t .
Restricting attention to linear moment functions and variables already available to us, we implement the moments in a simple regression setup as follows 
where we include the lagged power of the normal transform as well as the power of the current implied volatility as regressors. We can now test that the regression coefficients are zero.
14 Table 2 .B shows the estimation results of the regression systems for the four exchange rates. In line with previous results we find that the information in the implied volatility is not used optimally in the construction of the option-implied density forecast for the GBP/EUR. 15 The lagged normal transform variable is significant in three out of four equations for the dollar, and in two equations for the yen. Table 2 .B also shows that the Wald test of all coefficients being joint zero is strongly rejected for all four FX rates. It would therefore seem possible in general to improve upon the option-implied density forecasts studied here.
14 When implementing the tests we subtract the sample mean from Z in the variance equation and we further divide by the sample standard deviation in the skewness and kurtosis regressions.
Piecewise Density Evaluation
The inspection of the uniform histograms reveals that the densities have problems particularly in the tails. In order formally test for misspecifications in the tail of the density forecast we extend upon the testing methodology proposed by Berkowitz (2001) .
Let a, b ∈ {0, 1} with a ≤ b. From the properties of the uniform distribution it follows that if the density forecast is well specified then the collection of U t,h ∈ {a, b} will be uniformly distributed on {a, b} as well. We can than define another random variable Y t,h = (U t,h -a)/(b-a) with U t,h ∈ {a, b} which is uniformly distributed on the interval {0, 1}. We can then use the inverse normal transformation again to test for the specification of the density forecast in the {a,b} interval.
The condition that Y t,h is uniformly distributed is necessary but not sufficient. For instance, U t,h could be uniformly distributed on a particular subset {a, b} of the interval {0, 1} but there could still be too few or too many observations falling in the interval {a, b}. A further necessary condition is that the coverage is correct. This corresponds to the requirement that the proportion of the observations falling in the {a, b} interval is equal to b-a.
This requirement can be translated into a condition, which can be tested in a GMM framework in addition to moment tests for the normality of 
0, 3 t h t t h t t h t t h t t h E Z f X
Choosing particular moment functions and variables these conditions can be implemented in a regression system setup as follows. For the unconditional case we have 15 Sub-sample tests not reported here reveals that the full sample rejection of the GBP forecasts is largely due to problems early in the sample. We implement the test on three subsets that are particularly relevant to our investigation:
the left tail, up to a theoretical probability mass of .25, the center of the distribution, from .25 to 
Interval Forecast Evaluation
Berkowitz (2001) has recently argued that it is possible that a density forecast may be rejected overall even if it would provide adequate forecasts for certain segments of the conditional distribution that are of particular interest to the forecaster. In this section we pursue this issue via the construction of interval forecasts from the density forecasts from Section 3.
Interval forecasts and the closely related Value-at-Risk forecasts (one-sided interval forecasts)
have recently received much interest among financial practitioners as measures of portfolio risk.
They are therefore interesting in their own right.
In this section we study the performance of one-month interval forecasts calculated from option prices and FX rates. The interval forecasts are constructed from the one-month optionimplied densities which in turn are calculated using the estimation method in Malz (1997) as described in Section 3 above. We have computed conditional interval forecasts for the {0.45, 0.55} probability interval, as well as the {0.35, 0.65}, {0.25, 0.75}, {0.15, 0.85}, and the {0.05, 0.95} intervals. We now set out to evaluate the accuracy of the interval forecasts. To this end consider the following simple framework based on Christoffersen (1998) . Let the generic interval forecast be defined as
where p L and p U are the percentages associated with the lower and upper conditional quantiles making up the interval forecast.
Consider now the indicator variable defined as
Then if the interval forecast is correctly calibrated, we must have that
where X t denotes a vector of information variables (and functions thereof) available on day t. If the interval forecast is correctly calibrated then the expected outcome of the future FX rate falling outside the predicted interval must be a constant equal to the pre-specified interval probability p. 
Running these logit regressions on daily data we again have to worry about overlapping observations, which we allow for using GMM estimation. .30 and .10 respectively. We refer to these outside observations as hits. The zero/one hit sequence is regressed on a constant, the 21-day lagged hit and the 21-day lagged 1-month implied volatility. The lagged hit is included to capture any dependence in the outside observations. The implied volatility is included to assess if it is incorporated optimally in the construction of the interval forecast. If the interval forecast is correctly specified then the intercept should be ln(p/(1-p)) and slopes should all be equal to zero. Table 6 reports coefficient estimates along with tstatistics again calculated using GMM. Rather than reporting the constant term a, we report a'=a -ln(p/(1-p)) and the t-stat for the test that a'=0. Below the solid line in each subsection of the table the average hit rate, which should be equal to p, is reported along with the t-statistic from the test that the average hit rate indeed equals p. All t-statistics larger than two in absolute value are denoted in boldface type. We also include Wald tests of the joint hypothesis that the intercept is ln(p/(1-p)) and that all the estimated coefficients are zero.
The results in Table 6 can be summarized as follows. First, for the pound the average hit rate is significantly different from the pre-specified p for all but the narrowest interval (with outside probability equal to .90). Second, for the other three FX rates, the average hit rate is typically not significantly different from the pre-specified p. The only notable exception is the wide-range intervals (with outside probability .10) where all but the JPY/EUR intervals are rejected. It thus appears that the interval forecast have the hardest time forecasting the tails of the spot rate distribution.
Third, notice that no regression slopes are significant in the JPY/EUR case. No dependence in the hit sequence is apparent and the information in implied volatilities seems to be used optimally in this case. Fourth, while the interval forecasts for the JPY/EUR are well specified, the intervals for the other three forecasts are typically rejected. The slope on the 21-days lagged implied volatility is most often found to be significantly negative. This indicates that the hits tend to occur when the implied volatility was relatively low on the day the forecast was made. If the intervals had been using the implied volatility information optimally then no dependence should be found between the current implied volatility and the subsequent realization of the hit sequence.
In summary, we find that the option-implied densities apparently have trouble capturing the tail behaviour of the spot rate distributions. The rejection of widest intervals and thus misspecification of the tails of the density forecasts should perhaps not come as a surprise. The density tails are estimated on the basis of an extrapolation of the volatility smile from the values for which option price information is available (that is for deltas equal to .25, .50, and .75).
Conclusion and Directions for Future Work
We have presented evidence on the value of the information in over-the-counter currency option for forecasting various aspects of the distribution of exchange rate movements. We focused on three aspects of spot rate forecasting, namely, volatility, density, and interval forecasting. While other papers have pursued volatility forecasting in manners similar to ours we believe to be the first to systematically investigate the properties of option-based interval and density forecasts.
Our other findings can be summarized as follows. First, the implied volatilities from currency options typically offer predictions that are unbiased and that explain more of the variation in realized volatility than do volatility forecasts based on historical returns only.
Second, when evaluating the entire implied density forecasts these are generally rejected. Tests of subsets of the density range suggest that the tails in the distribution are often misspecified. Third, the option-implied intervals are accurate for the JPY/EUR but rejected for the other three currencies in the study. We thus conclude that the information implied in option pricing is helpful for volatility forecasting and for density and interval forecasting as long as the interest is confined to the middle 70% range of the distribution.
The rejection of the widest intervals and the complete density forecast is of course interesting and warrants further scrutiny. The potential reasons are at least fourfold. First, the option contracts used may not have extreme enough strike prices to be useful for constructing accurate distribution tails. Second, the information in options could be used sub-optimally in the density estimates. Third, we could be rejecting the densities because certain information available at the time of the forecasts is not incorporated in the option prices used to construct the densities, i.e. option market inefficiencies. Fourth, the risk premium considerations, which were abstracted from in this paper could be important enough to reject the risk-neutral density forecasts considered. The misspecification of the mean in the case of the JPY/EUR rate suggests that an omitted risk premium could be the culprit in that case. For the other three currencies, however, the culprit appears to be tail misspecification, which is likely to arise from the lack of information on deep in-the-money and deep out-of-the-money options.
Our results suggest several promising venues for future research. First, policy makers may be interested in assessing speculative pressures on a given exchange rate. The option implied densities can be used in this regard by constructing daily option-implied probabilities of say a 3% appreciation or depreciation during the next month. Second, the accuracy of the left and right tail interval forecast could be analyzed separately in order to gain further insight on the probability of a sizable appreciation or depreciation. Third, relying on the triangular arbitrage condition linking the JPY/EUR, the USD/EUR, and the JPY/USD, one can construct option implied covariances and correlations from the option implied volatilities. These implied covariances can then be used to forecast realized covariances as done for volatilities in this paper. Fourth, the misspecification found in the option-implied density forecasts may be rectified by assuming different tail-shapes in the density estimation or by incorporating return-based information. Converting the riskneutral densities to their statistical counterparts may improve the forecasts as well but will require further assumptions, which may or may not be empirically valid. Bliss and Panigirtzoglou (2004) present promising results in this direction. Table: For each exchange rate we compute the descriptive statistics for the various annualized 1-month and 3-month volatility forecasts analyzed in Section 2. The forecasts are:
Implied Volatility (IV), Historical Volatility (HV), GARCH, and RiskMetrics (RM). For
RiskMetrics the forecast is the same for both horizons. The sample period is March 31, 1992 -February 19, 2003 
