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ABSTRACT
On the Role of Internal Atmospheric Variability
in ENSO Dynamics. (August 2005)
Li Zhang, B.S., Peking University
Chair of Advisory Committee: Dr. Ping Chang
In the first part of this dissertation we use an Intermediate Coupled Model to
develop a quantitative test to validate the null hypothesis that low-frequency varia-
tion of ENSO predictability may be caused by stochastic processes. Three “perfect
model scenario” prediction experiments are carried out, where the model is forced ei-
ther solely by stochastic forcing or additionally by decadal-varying backgrounds with
different amplitudes. These experiments indicate that one can not simply reject the
null hypothesis unless the decadal-varying backgrounds are unrealistically strong.
The second part of this dissertation investigates the extent to which internal
atmospheric variability (IAV) can influence ENSO variation, and examines the un-
derlying physical mechanisms linking IAV to ENSO variability with the aid of a newly
developed coupled model consisting of an atmospheric general circulation model and
a Zebiak-Cane type of reduced gravity ocean model. A novel noise filter algorithm is
developed to suppress IAV in the coupled model.
A long control coupled simulation, where the filter is not employed, demonstrates
that the coupled model captures many statistical properties of the observed ENSO
behavior. It further shows that the development of El Nin˜o is linked to a boreal spring
phenomenon referred to as the Pacific Meridional Model (MM). The MM, character-
ized by an anomalous north-south SST gradient and anomalous surface circulation in
the northeasterly trade regime with maximum variance in boreal spring, is inherent
iv
to thermodynamic ocean-atmosphere coupling in the Intertropical Convergence Zone
latitude. The Northern Pacific Oscillation provides one source of external forcing to
excite it. This result supports the hypothesis that the MM works as a conduit for
extratropical atmospheric influence on ENSO.
A set of coupled simulations, where the filter is used to suppress IAV, indicate
that reducing IAV in both wind stress and heat flux substantially weakens ENSO
variance. Furthermore, the resultant ENSO cycle becomes more regular and no longer
shows strong seasonal phase locking. The seasonal phase locking of ENSO is strongly
tied to the IAV in surface heat flux. The ENSO cycle is strongly tied to IAV in surface
wind stress.
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1CHAPTER I
INTRODUCTION
A. Motivation
The El Nin˜o/Southern Oscillation (ENSO) has long been recognized as the most
important climate phenomenon on interannual time scales. Although ENSO origi-
nates in the tropical Pacific Ocean, it affects the global climate through atmospheric
teleconnections, which in turn impacts the economies of various countries (Philander,
1999). A comprehensive understanding of ENSO and its predictability is therefore
of both scientific and practical interest. Over the past three decades, considerable
progress has been made in our understanding of ENSO. Nevertheless, there are still
some fundamental issues that are not well understood. Among them are two issues
that have been the subject of considerable recent debate:
1. The cause of decadal ENSO modulation: The occurrence and strength of ENSO
apparently have decadal variations. The most noted change in recent decades
took place in the mid 70s. Before 1976 warm ENSO events occurred less often
and had a smaller amplitude than those after 1976 (Graham, 1994; Latif and
Barnett, 1994; Zhang et al., 1997; Philander, 1999);
2. The cause of low-frequency variation in ENSO predictability: The performance
of many ENSO prediction models vary on decadal time scales. Both 1970s
(Balmaseda et al., 1995) and 1990s (Chen et al., 1995; Ji et al., 1996) appear
to be less predictable than in 1980s. Flu¨gel and Chang (1998) found that while
the 50s and 80s are relatively predictable, the 60s and 70s are less predictable.
This dissertation follows the style and format of Journal of Climate.
2Recently, Chen et al. (2004) noted that the predictability of ENSO varies over
significant ranges during the past 148 years. Their study suggests that high
(low) skill scores during certain periods are associated with the frequent (rare)
occurrence of strong warm and cold ENSO events. In that case, low-frequency
modulation of ENSO would be closely linked to low-frequency variations in
ENSO predictability.
Currently, the underlying mechanisms that are responsible for low-frequency fluc-
tuations in ENSO variation and prediction are not fully understood. Two competing
hypotheses that have been put forward to explain low-frequency ENSO modulation
are (1) a stochastic mechanism where uncoupled atmospheric ”weather noise” with
short decorrelation timescales acts as an external forcing that drives drive the coupled
system, causing the modulation of ENSO (Penland and Sardeshmukh, 1995; Flu¨gel
and Chang, 1999; Neelin et al., 1999; Roulston and Neelin, 2000; Thompson and Bat-
tisti, 2001; Yeh et al., 2004), and (2) a deterministic mechanism in which a slowly
varying mean state in the tropical Pacific Ocean causes modulation in coupled air-sea
feedback and thus ENSO (Wang, 1995; Zhang et al., 1997; Gu and Philander, 1997;
Kirtman and Schopf, 1998; Kleeman et al., 1999).
Which of these hypotheses is most likely to be the explanation for the observed
low-frequency ENSO modulation is highly controversial and needs further investiga-
tion. In particular, there is a need to develop a set of quantitative tests to further
validate these hypotheses. Since the stochastic mechanism requires no explicit ocean
dynamics, it can be regarded as a null hypothesis against which other mechanisms
must be validated. This leads to the objective of the first part of this study, which is
to develop a methodology to explicitly test the null hypothesis.
3In addition to the issue concerning the decadal modulation of ENSO, there are
fundamental issues with regard to identifying the physical mechanism of stochastic
forcing. Although internal atmospheric variability has also been proposed to provide a
major source of stochastic forcing that drives ENSO (Lau, 1985; Lau and Chan, 1986,
1988; Vallis, 1988; Penland and Sardeshmukh, 1995; Penland, 1996; Flu¨gel and Chang,
1996; Kleeman and Moore, 1997; Blanke et al., 1997; Eckert and Latif, 1997; Moore
and Kleeman, 1999a,b; Thompson and Battisti, 2000, 2001; Penland et al., 2000; Phi-
lander and Fedorov, 2003; Flu¨gel et al., 2004), there is little coherent understanding of
the underlying physical processes that link internal atmospheric variability to ENSO.
Therefore, the main objective of the second part of this dissertation is to address this
issue. Some of the important questions to be addressed are: through what physical
mechanism does stochastic forcing exert its influence on ENSO? In particular, can a
stochastically induced trigger mechanism be identified as a precursor to ENSO?
Several other mechanisms have also been speculated as precursors of ENSO. Spo-
radic westerly wind bursts (WWBs) have long been identified as important triggers
of El Nin˜o (Busalacchi and O’Brien, 1981; Philander, 1981; Rasmusson and Carpen-
ter, 1982; Luther et al., 1983; Philander, 1985; Giese and Harrison, 1991; Delcroix
et al., 1993; Kerr, 1998; McPhaden and Yu, 1999). A variety of phenomena have
been studied as possible causes of WWBs, including the frequently-cited intrasea-
sonal Madden-Julian Oscillation (MJO) (Madden and Julian, 1972, 1994; Kleeman
and Moore, 1997; Hendon et al., 1998; Woolnough et al., 2000), the twin or individ-
ual tropical cyclones in the west-central Pacific (Keen, 1982, 1988) or in Philippine
Sea (Wang et al., 2001), cold surges from extratropics (Lim and Chang, 1981; Lau
et al., 1986), or the combination of all the three processes (Yu and Rienecker, 1998),
east propagation of South Asia monsoon (Yasunari, 1985, 1990; Gutzler and Harri-
son, 1986), or stochastic noise forcing composed of the stochastic optimals (Moore
4and Kleeman, 1999b). But Yu et al. (2003) showed that WWBs are not effective in
triggering ENSO if the atmosphere over the western tropical Pacific is not properly
pre-conditioned; other researchers indicate that the ocean heat content over the cen-
tral Pacific also has to be pre-conditioned such that Kelvin waves initiated by WWBs
can effectively alter the surface temperature structure (Perigaud and Cassou, 2000;
Fedorov, 2002). Thus far, much of the discussions on the effect of noise on ENSO
has been focused on WWBs near the equator around the dateline. There is a need
for a more complete study of these random atmospheric disturbances (Philander and
Fedorov, 2003).
Tourre and White (1995) discussed the sequencing between the first and second
empirical orthogonal function (EOF) of interannual variability in the tropical and
north Pacific Ocean, and identified the second EOF as a precursor mode leading the
first EOF by 6-9 months. Giese and Carton (1999) also showed the second EOF of
SST distinctly leading the first EOF in the interannual timescale (Fig.6 in their paper)
using an ocean data assimilation product. But they emphasize that the meridional
movement of wind pattern plays an important role in this sequencing (Fig.11 in their
paper). A northward displacement of the atmospheric circulation allows westerly wind
to develop and thus warm SST and deepen the thermocline in the eastern quatorial
Pacific.
Penland and Sardeshmukh (1995) and Penland (1996) proposed an optimal initial
condition, a boreal spring basin-scale SST pattern (Fig.6a in their paper) forced by
a surface heat flux anomaly associated with anomalous winds north of the ITCZ,
that leads to intrinsic ENSO growth over the following 7-9 months. They argue that
this pattern of SST can be viewed as a precursor to ENSO, although the underlying
physics for the formation of the initial optimal is not explored in detail.
5Clarke and Gorder (2001) used a simple statistical model and claimed that the
zonal wind stress anomaly in the far western equatorial Pacific (130◦E-160◦E) is a
precursor to ENSO. This anomalous equatorial westerly wind is quasi-biennial (Ras-
musson et al., 1990; Clarke and Gorder, 1999; Weiss and Weiss, 1999) and typically
begins in about November prior to the El Nin˜o year and then slowly moves eastward
to a maximum in the central Pacific in about the following October based on the last
8 El Nin˜os (Clarke and Shu, 2000).
Chang et al. (2004) in a theoretical study suggested that high predictability will
be attained in those periods when the noise forcing projects more favorably onto the
optimal noise that maximizes the predictability. Flu¨gel et al. (2004) further identified
the spatial structure of the optimal noise forcing for ENSO variability that has a
maximum variability located in the western Pacific at about 8◦N. The noise forcing
can maximize the system’s predictability up to 1 year in advance.
The previous diverse views may suggest that no single mechanism is solely re-
sponsible for onset of ENSO, and invite further investigations.
The most recent work (Czaja et al., 2002; Vimont et al., 2003b; Chiang and
Vimont, 2004; Barnett et al., 1999; Pierce et al., 2000), emphasizes a connection
between extratropical variability and ENSO. The second part of this dissertation is
motivated by these recent studies, especially from (Chiang and Vimont, 2004), where
a Pacific ”meridional mode” (MM) is identified from the observations. The MM
related SST has a strong resemblance to the optimal initial condition of SST shown
in (Penland and Sardeshmukh, 1995). Chiang and Vimont (2004) proposed the MM
an effective conduit for extratropical atmospheric influence on the tropics, but did
not actually establish any link between the Pacific MM and ENSO.
6B. Objective
The main objectives of this study are two-fold:
1. To develop a methodology to test the null hypothesis that low-frequency vari-
ation of ENSO predictability may be caused by stochastic forcing. Specifically
that this null hypothesis will be validated against the deterministic mechanism
in which a slowly varying mean state in the tropical Pacific Ocean causes mod-
ulation in coupled air-sea feedback and thus ENSO.
2. To identify physical mechanisms that link extratropical variability to ENSO,
and to further reveal the extent to which internal atmospheric variability can
affect ENSO variation.
C. Main Hypothesis and Approach
The main hypotheses of this study are 1) The stochastically induced ENSO low-
frequency variability remains a viable mechanism for explaining decadal modulation
of ENSO and its predictability, and 2) The Pacific MM is an effective conduit for
extratropical atmospheric internal variability and ENSO and a potential trigger for
ENSO development, as well as a key player in determining ENSO seasonal phase-
locking.
To test the first hypothesis, we employ an ICM that includes externally speci-
fied stochastic forcing and a decadal varying mean background. We then conduct a
set of prediction experiments where we systematically vary the strength of the mean
background variation while keeping the strength of the stochastic forcing unchanged.
From these experiments, we determine the strength of the mean background varia-
tion that will give changes in model forecast skills comparable to those induced by
7stochastic forcing. By comparing this strength to that estimated from observations,
we determine whether the null hypothesis can be rejected.
To test the second hypothesis, we first analyze available observations to reach
for evidence that ENSO is related to the Pacific MM. We then develop a new coupled
model that combines a state-of-art Atmospheric General Circulation Model (AGCM)
and a Cane-Zebiak type of reduced gravity ocean. In this modeling framework, in-
ternal atmospheric variability is self-determined by the coupled model and can affect
ocean-atmosphere interaction via both surface heat fluxes and wind stresses. A multi-
century coupled integration is conducted and used to examine the behavior of model
ENSO and of the Pacific MM, as well as the relationship between them. A detailed
analysis, combined with other model experiments, is conducted to examine the physics
of the MM and its role as a triggering mechanism of ENSO. Finally, a novel noise
filter is developed and used to suppress the internal variability in a set of coupled
experiments to further validate the findings.
D. Organization of the Chapters
Chapter II is devoted to the first objective. It introduces the issues to be ad-
dressed and describes the prediction experiments and analysis techniques to test the
null hypothesis. Chapter III begins with a brief review of the current work on the
Pacific MM and ENSO connection. It then presents further observational analysis
and introduces the new coupled model. The results of the multi-century coupled sim-
ulation are presented at the end of the Chapter III. Chapter IV further examines the
findings of the experiment described in Chapter III by conducting stand-alone ocean
model experiments. Chapter V specifically addresses the role of internal atmospheric
variability in ENSO by conducting noise filtered experiments. Finally, Chapter VI
8summarizes the major conclusions and discusses future works.
9CHAPTER II
TESTING STOCHASTIC ENSO HYPOTHESIS USING AN INTERMEDIATE
COUPLED SYSTEM
A. Introduction
It has been noted previously that the overall performance in many ENSO forecast
models varies on decadal timescales. The 1980s, for instance, appear to be more
predictable than both the 1970s (Balmaseda et al., 1995) and the 1990s (Chen et al.,
1995; Ji et al., 1996). Flu¨gel and Chang (1998) also noted that while the 1950s
and 1980s are relatively predictable, the 1960s and 1970s are unpredictable. Up to
present, the underlying mechanisms which cause these low-frequency fluctuations are
not fully understood. Understanding how and why these changes in model forecast
skills occur from decade to decade is impeded by lack of a clear understanding about
the underlying mechanisms of ENSO irregularity.
As a null hypothesis, Flu¨gel and Chang (1999) proposed, along with other inves-
tigators, a stochastic mechanism for low-frequency variability of ENSO predictability.
In this mechanism, low-frequency variability of ENSO predictability is hypothesized
to be caused by the stochastic processes in the atmosphere. By conducting “per-
fect model scenario” ENSO prediction experiments, they demonstrated that a similar
low-frequency variation to observations occurs for the simulated ENSO. Thus far, this
stochastic mechanism has not been tested against other mechanisms which involve a
decadal varying mean state. This study represents an attempt to develop a quanti-
*Reprinted with permission from ”Testing the stochastic mechanism for low-
frequency variations in ENSO predictability” by Zhang L., M. Flu¨gel and P. Chang,
Geophys. Res. Lett., 30(12), 1630, doi:10.1029/2003GL017505, 2003. Copyright 2003
by the American Geophysical Union.
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tative test for the null hypothesis. Following a brief description of the coupled model
and prediction experiments in Section B, results of the prediction experiments are
presented in Section C. In Section D we discuss the potential of background changes
to affect ENSO predictability.
B. Perfect Model Scenario Forecast Experiments With an ICM
To gain understanding of low-frequency variability of ENSO predictability, sev-
eral investigators (Kirtman and Schopf, 1998; Flu¨gel and Chang, 1999) have suggested
to carry out perfect model forecast scenarios in which predictions were made to ver-
ify against a long synthetic time series generated by forcing an ENSO model with
stochastic wind forcing. The advantages of conducting the “perfect model scenario”
ENSO prediction are two-fold: 1) it eliminates initial condition errors in the model so
that the limit of the predictability can be attributed to noise in the atmosphere; 2) it
allows predictions to be carried out over a long time period so that reliable statistics
can be derived.
In (Flu¨gel and Chang, 1999), the synthetic time series was generated by forcing a
regional intermediate coupled model with stochastic wind forcing, so that the model
does not include any explicit decadal dynamics. The ICM consists of a reduced gravity
ocean coupled to an empirical atmospheric feedback model. The oceanic component is
a derivative of the Lamont model (Cane et al., 1986; Zebiak and Cane, 1987) and was
modified by Chang (1994) to include surface heat flux forcing for predicting changes
in the total SST field. The model domain extends over the tropical Pacific Ocean from
30oS to 30oN in latitude and from 120oE to 80oW in longitude. The spatial patterns
of the stochastic forcing were derived in a fashion similar to that of (Blanke et al.,
1997); that is, from the leading EOFs of the difference field between the observed
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and the empirical wind stress obtained by forcing the statistical atmosphere with
observed SST. The time-coefficients were constructed by a Monte Carlo generator
with a Gaussian deviate.
Three 1000-year forecast experiments were carried out. The first experiment,
which is referred to as the reference case, has a time-invariant mean background. In
this experiment, the ICM is first run for more than 1000 years in its coupled mode
forced by the wind-stress noise. Then, an ensemble of 12000 predictions were carried
out using the same coupled model, but without the noise forcing. A prediction was
initialized at every month from model year 50 to 1050 with the output of the 1000-year
simulation and had a two-year duration. The characteristics of the stochastically-
induced ENSO changes in the reference is studied in details by (Flu¨gel et al., 2004),
where they found several transitions from less predictable periods to more predictable
periods. The other two experiments carried out had the same experimental set up,
except that a decadal-varying background was introduced into the ICM.
By taking advantage of the simple formulation of the ICM, we introduced the
varying background into our coupled system by a linear superposition of a slowly
varying perturbation to the mean thermocline depth of the reduced gravity ocean.
The added perturbation field is derived from the 20oC isotherm depth (a proxy for
the thermocline depth) of an ocean data assimilation product by (Giese et al., 2002).
Taking the data from 1968 to 1999 when the data density of the subsurface observa-
tion is sufficiently high and the agreement with the assimilation and observation is
reasonably good, we low-pass filtered the yearly-averaged thermocline anomalies for
the 32 years by summing up the first three Fourier harmonics. The reconstructed
perturbation captures some basic aspects of the observed low-frequency thermocline
depth variations over the recent three decades.
In order to study the sensitivity of the thermocline perturbation to ENSO pre-
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Fig. 1. Time evolutions during first 100 years (out of 1000 years) of simulated NINO3
SSTA for a) δ=0.0, b) δ=1.5, and c) δ=2.5. Thick solid lines indicate time
evolution of the imposed decadal-varying background.
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dictability, a scaling factor δ was introduced such that δ=1.0 corresponds to the
“realistic” value derived from the assimilated run mentioned above. According to
the assimilated run the slow variation of the thermocline averaged over the whole
tropical Pacific is on the order of ±4m. With such a strength, it turns out that the
decadal-varying background has little effect on the simulated ENSO variability. The
simulated NINO3 SSTA barely shows any difference from the corresponding time se-
ries in the reference case (Fig. 1a). Therefore, we exaggerated the strength of the
decadal-varying mean state by using two larger-than-one values of the scaling factor
δ=1.5 and δ=2.5, respectively (Fig. 1b and 1c). Obviously, with increasing ampli-
tude, the time evolutions of simulated NINO3/SST anomalies are modulated more
and more by the decadal-varying oceanic background (Fig. 1b and 1c thick solid
lines). When the thermocline depth is deep (shallow), the prevailing SST anomalies
tend to be more positive (negative). As can be seen in Fig. 1c, several such “deep”
and “shallow” periods occur. Therefore, two ensembles of 1000-year predictions were
carried out with δ=1.5 and δ=2.5. These predictions will be compared to those of the
reference case to test the importance of the decadal-varying background in affecting
ENSO predictability in the model.
C. Predictability Analysis
As predictability measures, we computed both correlation and RMSE between
predicted and “synthetic” NINO3 SSTA. The skill scores for each of the three cases
δ= 0.0, 1.5 and 2.5 were computed based on exactly the same periods. In order
to compare the range of fluctuation in ENSO predictability among each other, we
subdivided the 12000 individual predictions for each case into two groups, each of
which has 31 subensembles and each subensemble contains 16 years of monthly SST.
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The first group corresponds to the decades when the perturbed thermocline is deep
and the second group corresponds to those decades when the thermocline is shallow.
In the reference case, even though there is no decadal varying background, we still
divided the data in the same fashion as in the other two cases, so that a direct
comparison can be made.
Fig. 2 shows the individual score curves for the reference case (a&b), δ=1.5 case
(c&d) and δ=2.5 case (e&f). The two groups correspond to the deep and shallow
thermocline periods and are indicated by red and green. As the amplitude δ of the
decadal-varying background gradually increases, its impact on skill scores becomes
more and more evident. At δ=1.5 (Fig. 2c and 2d), the individual skill curves
corresponding to deep thermocline periods (red) can be seen to be higher than their
counterparts for shallow thermocline periods (green). This separation between the
deep and shallow thermocline periods becomes more significant and obvious at δ=2.5
(Fig. 2e and 2f).
Are the changes of ENSO predictability induced by the decadal varying back-
ground significant enough to reject the null hypothesis? As an attempt to address
this question, we calculated the double standard deviations (2σ) based on the 62
subensembles shown in Fig. 2 for all three cases at each lead time. Assuming the
distribution is normal, the double standard deviation gives a statistical measure on
how far an individual subensemble of the predictions is expected to deviate from the
mean. More specifically, one can say that there is a likelihood of 95% chance that an
individual skill curve shown in Fig. 2 lies within ±2σ from the ensemble mean of all
the skill curves. Since the predictability change in the reference case is stochastically
induced, the 2σ computed from this case can serve as a yardstick against which the
other two experiments can be compared. In order to reject the null hypothesis, the
range of ENSO predictability changes induced by a decadal-varying background must
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Fig. 2. Individual NINO3 SSTA, a) correlation scores and b) RMSE for the reference
case. c) and d): Same, but for δ=1.5 case. e) and f): Same, but for δ=2.5
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Fig. 3. Comparison of range of fluctuation in a) correlation score and b) RMSE be-
tween the reference case (shaded areas), δ=1.5 case (dotted lines) and δ=2.5
case (dashed lines)
lie outside the intervals given by the 2σ of the reference case (indicated by the shaded
area in Fig. 3).
For comparison, included into Fig. 3 are the 2σ values in the δ=1.5 and δ=2.5
cases. Since the mean scores (based on all 62 subensembles) for all three cases are
similar to one another, we only plotted the mean score of the reference case (solid
middle lines in Fig. 3) along with these 2σ values. It is shown that 2σ of the
correlation scores for the δ=1.5 case is systematically smaller than the corresponding
standard deviation of the reference case. For δ=2.5, the 2σ value exceeds the value
of the reference case at lead times beyond one year. Similar behavior is seen for the
double standard deviations of the RMSE, except that the lead times at which 2σ
value exceeds the reference value appear to be somewhat shorter than those in the
correlation scores. Therefore, these results lead to the conclusion that only when
the amplitude of the decadal-varying background is sufficiently large (δ ≥ 2.5), can
one reject the null hypothesis that decadal variation of ENSO predictability may be
stochastically induced.
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D. Summary and Discussion
In this study, we attempt to test the stochastic mechanism of decadal variation
of ENSO predictability in the framework of an intermediate coupled model. By
conducting perfect model scenario forecast experiments with and without decadal-
varying background, we show that the presence of a decadal-varying background
does not substantially modify the characteristics of the low-frequency ENSO variation
induced by stochastic processes, unless the amplitude of the background variation is
increased to an unrealistically large value. This result suggests that the stochastic
forcing may be a leading contributor to the low-frequency modulation of ENSO. More
detailed analysis is obviously needed to shed light on how the background change can
affect the ENSO predictability. One way to address this issue is to examine the leading
ENSO mode in different periods to see how its behavior may be altered by the different
mean background. The working hypothesis is that the oscillatory characteristics of
the leading ENSO mode is intimately tied to the mean state of the coupled system,
so that a change in the mean state may make the ENSO mode to become more
damped or less damped, thereby affecting its predictability. To test this idea, we have
performed a Principal Oscillation Pattern (POP) analysis (von Storch et al., 1995) on
the 1000-year simulation of the δ=2.5 case. The POP analysis is an effective statistical
technique for extracting dominant temporal and spatial characteristics of oscillating
patterns in a multivariate time series. We applied POP to all 31 deep thermocline
periods and to all 31 shallow thermocline periods. The leading POP modes in both
periods show a connatural ENSO pattern similar to what is observed in nature (not
shown). However, the POP mode in the deep thermocline periods has a higher ratio
(r=0.62) between the damping time scale and oscillation period than the POP in the
shallow thermocline periods (r=0.51), suggesting that ENSO in the deep thermocline
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periods tend to be more oscillatory than in the shallow periods. Interestingly, the
ratio for the reference case has a value of 0.57, which is in between the values of the
deep and shallow thermocline periods. This result could offer an explanation as to
why the ENSO events in the deep thermocline periods tend to be more predictable
than those in the shallow periods. It suggests that the mean background change,
if it is sufficiently large, can have an important effect on the dynamical properties
of ENSO. However, in our coupled system this effect is quite small even when the
amplitude of the varying background is exaggerated.
The robustness of this result needs to be further tested since we have so far
considered only decadal changes for the thermocline depth in our experiments. This
does not take into account slowly varying variations in the stratification of the real
ocean. Therefore, further sensitivity studies are planned in which we will introduce
into our model decadal changes for both temperature and temperature gradient at
the base of the mixed layer.
Finally, it is worth noting that the result presented here may be sensitive to
the parameter regime where the model ENSO resides. In our coupled model, ENSO
resides in a damped regime. If the model is tuned to a slightly unstable regime as in
(Kirtman and Schopf, 1998), then one expects the change in the mean background
has a more important impact on ENSO and its predictability. For our system, the
simulation in the damped regime gives the most realistic ENSO behavior. However,
this does not mean that ENSO in reality resides in a damped regime. Given that it
remains highly controversial on the issue where in the parameter regime ENSO resides
in reality, our result should be viewed with some caution when applied to reality.
This result should be interpreted within the context of the simple model. A par-
ticular concern in this model is the empirical statistical atmosphere, i.e. the absence
of atmospheric internal variability. The weather noise here is based on statistical
19
reconstruction from the observed wind stresses and SST, and introduced into the
coupled system as an external forcing.
Another shortcoming of this model is that ICM has oversimplified thermodynam-
ical air-sea coupling. Here the net surface heat flux is assumed to be proportional to
the negative of the SST anomaly.
To overcome this shortcoming of the ICM, a preferred approach is to use a more
complete atmosphere model, such as an AGCM, where the stochastic processes are
internally generated. One major difficulty in using this type of model for the study
of stochastic ENSO mechanism is the issue of how to separate the deterministic
component of the coupled feedbacks from the stochastic component internal to the
atmosphere. We will address these two issues in the next chapter and Chapter V,
respectively.
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CHAPTER III
INVESTIGATING PHYSICAL MECHANISMS FOR FORCING ENSO VIA
INTERNAL ATMOSPHERIC VARIABILITY – A REDUCED-PHYSICS
COUPLED GCM STUDY
A. Introduction
The El Nin˜o/Southern Oscillation (ENSO) is one of the most prominent modes of
climate variability at seasonal-to-interannual timescales in the earth climate system.
Considerable progress has been made to document and gain a fundamental under-
standing of this important natural climate fluctuation over the last several decades.
We now know that ENSO occurs about every two to seven years, it has strong sea-
sonal phase locking and peaks in boreal winter, it is an inherent coupled mode of
the tropical ocean-atmosphere system, and it can disrupt weather pattern globally.
In terms of our theoretical understanding of this phenomenon, we have learned that
the onset of ENSO involves a positive ocean-atmosphere feedback between the wind,
Sea Surface Temperature (SST) and thermocline depth known as the Bjerknes feed-
back (Bjerknes, 1969), and its decay involves negative feedbacks due to subsurface
oceanic adjustment known as the ocean memory mechanism (Neelin et al., 1999). The
combined affect of the positive ocean-atmosphere feedback and the delayed oceanic
negative feedback are key elements of the delayed oscillator theory (Suarez and Schopf,
1988; Battisti and Hirst, 1989) and the related recharge oscillator theory of ENSO
(Jin, 1997). These advancements in our understanding of ENSO have laid a theo-
retical basis for predicting this phenomenon. We now have developed a predictive
capability of ENSO, and operational ENSO forecasts are issued routinely by various
prediction centers around the world. However, each ENSO event behaves differently
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and our ability to forecast them also varies from event to event. It is this diversity and
variation in ENSO behavior that is not completely understood and deserves further
study. In particular, the onset mechanisms of ENSO remain unclear.
The delayed oscillator and recharged oscillator ENSO theories portray ENSO
as a quasi-periodic self-sustained oscillatory phenomenon (Jin et al., 1994; Chang,
1994; Wang et al., 1999; Tziperman et al., 1998) which implies a long predictable
time scale of up to one year (Latif et al., 1998) or even two years (Chen et al.,
2004) in advance. In practice, however, the useful forecast scales are limited to about
6 months which is considerably shorter than the predicted, theoretical oscillation
period of ENSO which is approximately 3-4 years. Although many factors contribute
to limit the ENSO forecast timescale, one alternative hypothesis to the self-sustained
ENSO oscillator theory, that is more consistent with the ENSO predictive limit, is
that ENSO is a combination of damped oscillations excited by and sustained by the
internal variability of the atmosphere (Penland and Sardeshmukh, 1995; Flu¨gel and
Chang, 1996; Blanke et al., 1997; Kleeman and Moore, 1997; Moore and Kleeman,
1999a,b; Thompson and Battisti, 2000, 2001; Philander and Fedorov, 2003; Flu¨gel
et al., 2004). This hypothesis proposes that weather fluctuations at all timescales,
independent of ENSO coupled dynamics, provide a major source of stochastic forcing
that drives ENSO. This idea offers an appealing natural explanation as to why each
El Nin˜o is different (Kessler, 2002) and why it is so difficult to predict (Landsea
and Knaff, 2000; Fedorov, 2003), since it incorporates atmospheric ”noise” into a
theoretical framework of ENSO dynamics. Central questions in this stochastic ENSO
theory are: What is the source of stochastic forcing? How can stochastic forcing
physically trigger ENSO?
Although answers to the above questions are not entirely clear, several mecha-
nisms that have been speculated as sources of stochastic forcing include the Madden-
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Julian Oscillation (MJO) (Kleeman and Moore, 1997; Zhang et al., 2001), and mid-
high latitude atmospheric variability (Barnett et al., 1999; Pierce et al., 2000; Vimont
et al., 2003a).
The observations that strong intraseasonal oscillations over the western tropical
Pacific tend to occur during the onset of El Nin˜o has led to considerable discussion of
the relationship between the MJO and ENSO (Kessler et al., 1995; Moore and Klee-
man, 1999a; McPhaden, 1999; Kessler and Kleeman, 2000; Kessler, 2002). On the
one hand, some studies argue that the westerly wind bursts associated with the MJO
can contribute to the genesis and evolution of El Nin˜o through oceanic advection and
wave processes (Kessler and Kleeman, 2000; McPhaden, 1999; McPhaden and Yu,
1999). Kessler and Kleeman (2000) show, using an ocean model forced with wind
fluctuations similar to those induced by the MJO, that high frequency wind fluc-
tuations can interact constructively with the ENSO cycle through nonlinear ocean
dynamics and latent heat fluxes producing rectified SSTs that conceivably can feed-
back to the atmosphere and influence ENSO evolution. On the other hand, several
studies (Slingo et al., 1999; Hendon et al., 1998) point out that there is a lack of
overall correlation between the indices of MJO activity and of ENSO. MJO activity
occurs over the western Pacific nearly every year, but only some appear to be related
to ENSO. Coupled modeling studies (Zebiak, 1989; Roulston and Neelin, 2000) show
that the intraseasonal fluctuations within 30-60 day frequency band do not have a
major impact on either ENSO statistics or evolution. Kessler and Kleeman (2000)
attempts to reconcile these two schools of thought by noting that the most ener-
getic component of the MJO which is characterized by a zonally stationary pattern
is indeed uncorrelated to ENSO, but there is a less energetic, eastward propagating
component that is connected to ENSO. They further suggest that the latter compo-
nent is not a cause, but a consequence of warming in the west-central Pacific during
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an El Nin˜o event, which is consistent with the study by Fink and Speth (1997). Nev-
ertheless, they argue that this weaker component can interact with ENSO through
the rectifying mechanism.
While the detailed role of air-sea feedback in the MJO and the mechanism of
active MJO-ENSO interactions remain to be ironed out, there is increasing observa-
tional and modeling evidence that climate noise originating outside the tropical Pacific
may play an important role in stochastic forcing. In particular, a physical connec-
tion between the winter time, intrinsic atmospheric variability in the north Pacific
and ENSO has been proposed. In series of studies by (Vimont et al., 2001, 2002,
2003a,b), a so-called Seasonal Footprinting Mechanism (SFM) has been put forward
as a way of bringing extratropical influence on ENSO via a phenomenon during the
boreal spring. Their studies suggest that northern hemisphere wintertime sea-level
pressure variability over the extratropics initiates an SST footprint onto the ocean via
changes in the net surface heat flux. These SST anomalies then persist until summer
and can subsequently force the overlying atmosphere, resulting in zonal wind stress
anomalies that are conducive to initiating and maintaining the Kelvin-wave structure
necessary for ENSO variability in the tropical Pacific. This mechanism is diagnosed
in their model (Vimont et al., 2001, 2003a) and appears to be in the observed system
as well (Vimont et al., 2003b). They further argue that the summer SST footprint
in the subtropics bears a resemblance to the optimal SST initial condition (Penland
and Sardeshmukh, 1995), thereby lending support to the stochastic ENSO theory.
It has been suggested that a similar forcing mechanism operates in Atlantic sector,
where the North Atlantic Oscillation (NAO) is a major external influence to tropical
Atlantic variability (Czaja et al., 2002).
Motived by the work of (Vimont et al., 2001, 2003b) and similar work by Czaja
et al. (2002) in the Atlantic, Chiang and Vimont (2004) focused more closely on
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the spring phenomenon and identified a Pacific ”meridional mode” (MM), similar
to the Atlantic meridional mode, characterized by a north-south gradient of SST
anomalies along the Intertropical Convergence Zone (ITCZ) latitude and cross-ITCZ
surface circulation with maximum variance in late winter and boreal spring. They
further postulate that ”the meridional mode is an effective conduit for extratropical
atmospheric influence on the tropics”. Servain et al. (1999) demonstrated that the
Atlantic meridional mode is linked to the Atlantic equatorial mode (often called the
Atlantic ENSO mode). Similarly connection in the Pacific has not been established
either in observations or in models. The objective of this study is to explore whether
this Pacific meridional mode has any relationship with the onset of ENSO, and if so,
how it works.
The chapter is structured in the following way. Section B is devoted to an obser-
vational analysis aimed at delineating the relationship between the Pacific meridional
mode and ENSO and between the Pacific meridional mode and the Northern Pacific
Oscillation (NPO). Section C discusses a new coupled model developed to explore the
relationship between the meridional mode and ENSO. The numerical experiments and
datasets used in this study are also discussed in Section C. Section D compares the
coupled model simulation ENSO with observations. Section E explores the relation-
ship between the Pacific MM and ENSO in the long coupled simulation. Section F
investigates the physics of the MM. Secion G examines the different onset charac-
teristics of the simulated El Nin˜o events and attempts to classify ENSO events into
different categories according to the differences in their onset and relationship to the
MM. Section H summarizes and discusses the major results.
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Fig. 4. Time series of normalized NDJ CTI (red solid line). The red dash lines are
70% of the one standard deviation of the CTI. A value greater than it can be
considered as an ENSO event, and the corresponding year is an ENSO year.
The years removed from the original monthly data are denoted by the yellow
shading.
B. Observational Evidence and Hypotheses
Based on observational analysis, Vimont et al. (2003b) propose a SFP mecha-
nism that connects the NPO to ENSO via a phenomenon during the boreal spring.
Following this work, Chiang and Vimont (2004) showed that the leading patterns of
variability, after removing ENSO-related variabilities using a linear regression, in the
tropical Pacific and Atlantic shares same features. Both exhibit the MM structure.
They further postulate that the MM is an effective conduit for extra-tropical atmo-
spheric influence on the tropics, but stop short of showing whether there is actually
a relationship between the MM and ENSO.
We attempt to follow up on their claim to search for a relationship between
the MM and ENSO in observational data. One of difficult issues in this analysis
is how to remove the ENSO signal cleanly from such a relatively short observational
record. Chiang and Vimont (2004) used a linear regression method. We use a different
approach. Since we know that the MM is a spring phenomenon, we first take all
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Fig. 5. Spatial (left) and temporal (middle and right) properties of the leading SVD
mode between the observed wind stress and observed SST anomaly, using only
21 non-ENSO years. The monthly τx and SST anomalies are projected onto
the spatial pattern Two monthly time series are obtained and defined as MM
τx and MM SST index. The seasonal dependence of the MM τx index in the
middle. Lag-correlation between the MM τx index and the MM SST index on
the right. Positive lag month signifies that the MM τx index leads.
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the boreal spring (March-April-May or MAM) surface wind stresses anomalies from
ECMWF and SST anomaly from Reynolds (Reynolds and Smith, 1994) from 1958
to 2000. We then remove the anomalies that immediately follow an ENSO event,
based on November-December-January (NDJ) cold tongue index (CTI) which is the
averaged SST anomaly over the region 180◦-90◦W and 6◦S-6◦N. These are the MAM
of 1964, 65, 66, 69, 70, 71, 72, 73, 74, 76, 83, 85, 87, 88, 89, 92, 95, 96, 98, 99, 2000,
indicated by the shading in Fig. 4. The remaining 21 years out of total 42 years are
defined as non-ENSO years. Singular Value Decomposition (SVD) analysis is then
performed on the 21-year non-ENSO MAM data and pattern of the first SVD over
the domain between 150◦E-100◦W and 20◦S-20◦N is shown in Fig. 5. This pattern
bears a very close resemblance to the MM pattern identified by Chiang and Vimont
(2004). It explains 47% of total co-variance between the residual winds and SSTs and
is well separated from the second SVD mode (33%). This pattern is characterized by
anomalously warm SST in the northern tropical Pacific region, anomalously cold SSTs
in the eastern tropical Pacific, and a southwestly atmospheric flow over the anomalous
warm SSTs around the mean ITCZ region. We then project the monthly zonal wind
stress τx and SST anomalies onto the spatial patterns of the wind and SSTs of the
first SVD mode, respectively, and obtain two monthly time series which we define
as MM τx and MM SST index. The seasonal dependence of the MM τx index and
lag-correlation between the MM τx and the MM SST index are also shown in Fig. 5.
The MM τx displays maximum variance during the boreal spring (February-March-
April-May, or FMAM) and there is a significant correlation between the MM τx and
the MM SST index from lag of -6 to 6 month with a maximum correlation of 0.65
when the MM τx index leads the MM SST index by one month. This lag-correlation
relationship is indicative of an air-sea feedback.
To explore the relationship between the MM and ENSO, we derive a boreal spring
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Fig. 6. Time series of normalized observed NDJ CTI (red solid line) and MAM MM τx
index (blue solid line). The red dash lines are 70% of the one standard deviation
of the CTI. The red dots indicate that the ENSO events are preceded by MM
events.
MM τx index by averaging the monthly MM τx index over FMAM, shown as the blue
line in Fig. 6. The ENSO variability is gauged by the NDJ CTI indicated by the
red ine in Fig. 6. The correlation between the FMAM MM τx and the NDJ CTI is
0.65. About 70% of observed El Nin˜o events are preceded by a Pacific MM event.
We interpret this result as promising evidence for the MM as a potential triggering
mechanism for ENSO.
How robust is our analysis? Is the result sensitive to datasets and analysis tech-
nique? We repeated the analysis by using NCEP data and results remain essentially
the same. We tested the result by varying the domain size from 175◦E to 95◦W and
from 120◦E to 75◦W. We also compared our result to that obtained by using linear
regression technique (Chiang and Vimont, 2004), and found that the two methods
gave very similar results. In fact, the monthly MM τx and the MM SST indices are
correlated above 0.8. Therefore, the meridional mode is a robust feature, insensitive
to the domain, analysis techniques and data sets, in spite of the limited record length
(1958-2000).
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However, the short observational record does pose a difficulty of further delineat-
ing the physics of the MM and its relationship with ENSO. Therefore, there is need
of a modeling investigation where the underlying physical processes can be further
examined. The model needs to be capable of simulating not only ENSO, but also
Pacific MM variability. Therefore, the major objective of this study is to conduct a
detailed investigation on the role of the Pacific meridional mode in triggering ENSO
using a coupled climate model. The hypotheses that we attempt to test are:
1. Thermodynamic coupling plays an important role in the formation of the MM.
2. The MM can work as a trigger for the onset of ENSO.
3. The relationship between the MM and ENSO is important in determining the
seasonal phase-locking of ENSO.
C. A Reduced-Physics Coupled GCM
As stated in the previous section, the objective of this study is to examine, using
a coupled climate model, the role of the MM in ENSO dynamics. To achieve this ob-
jective, it is necessary that the coupled model is capable of not only simulating ENSO,
but also the MM and other related modes of variability internal to the atmosphere,
such as NPO. With this objective in mind, we develop a Reduced-Physics Coupled
GCM to bridge the gap between fully coupled GCMs and simple intermediate models.
The atmospheric component of the model is a state-of-the-art atmospheric global cir-
culation model (AGCM) and oceanic component is a relatively simple reduced gravity
ocean model. The advantages of this modeling approach are: (1) The AGCM contains
sophisticated physical processes capable of simulating realistic atmospheric response
to SST, as well as its internal variability. This overcomes the shortcoming of the ICM
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approach in the last chapter, where the atmospheric component has none of its own
internal dynamics and is simply a slave to SST, thus internal atmospheric variability
must be added as an external forcing. Furthermore, thermodynamical air-sea interac-
tion in the ICM is oversimplified. (2) The ocean model, though simple, contains the
essential upper ocean dynamics which are critically important to the air-sea feedback
in ENSO. Furthermore, it isolates the upper ocean processes from those below the
thermocline, allowing a focused study of the role of the upper ocean in the MM and
its relationship to ENSO. (3) It provides a relatively economical modeling tool. Its
computational efficiency allows a large number of long numerical simulations to be
carried out, from which statistically robust relationships between ENSO and atmo-
spheric internal variability can be sought. In the following, we give a brief discussion
of the model and numerical experiments.
1. Atmospheric Model
The atmospheric component is the National Center for Atmospheric Research
(NCAR) state-of-the-art Community Climate Model version 3.6.6 (CCM3). It has
been widely used in the climate research community and shown to give a realis-
tic simulation of the mean atmospheric circulation and a fairly good simulation of
low-frequency atmospheric variability. Global-scale features of the climatology and
variability of CCM3 are documented by Hurrell et al. (1998); Saravanan (1998). The
version we used has a T42 global spectral horizontal resolution (roughly 2.8◦ X 2.8◦
in longitude and latitude) and 18 vertical levels (Kiehl et al., 1998). The integration
time step is 20 minutes.
31
2. Oceanic Model
The ocean component is an extension of Zebiak-Cane type of Reduced Gravity
Ocean (RGO) and closely follows to the version of Chang (1994). It is well known
that this type of RGO model, which includes the physics of the surface mixed layer, is
capable of simulating realistically surface temperature variability. It has successfully
been used to forecast ENSO (Zebiak and Cane, 1987). Only a listing of specific
modifications is given below, and the additional information about the model can be
found in (Chang, 1994; Zhang et al., 2003).
The first modification is made for adaptation to the atmospheric model. Since
the atmospheric model is global, the ocean domain is expanded from its original
tropical Pacific configuration to a global tropical belt between 30◦S to 30◦N.
The other major modification is the improved subsurface temperature parame-
terization. Since the model does not compute the subsurface temperature variation
explicitly, it must be parameterized. It is well accepted (Zebiak and Cane, 1987; Bat-
tisti and Hirst, 1989; Seager et al., 1988; Chang, 1994) that the temperature anomaly
of water entrained into the surface layer can be parameterized in terms of thermo-
cline displacements. That is, the change of entrainment subsurface temperature T ′
is assumed to be linearly related to the change in the model thermocline depth H ′,
i.e. T ′ = δH ′, where δ is a matrix of constant coefficients controlling the dependence
of subsurface temperature changes on perturbations of thermocline depth. δ is com-
puted as a three-step process: (1) The thermocline fluctuation H ′ is obtained from
the results of the ocean model forced by the ensemble mean wind stresses from the
CCM3 Global Ocean Global Atmosphere (GOGA) experiments from January 1980 to
December 1994, where the CCM3 is forced with monthly observed SST with slightly
different initial conditions for each ensemble member. (2) The subsurface tempera-
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ture anomaly T ′ is derived from an Ocean Data Assimilation (ODA) data product
from Geophysical Fluid Dynamics Laboratory (GFDL) (Galanti et al., 2003). Only
the portion from January 1980 to December 1994 is used to match the length of
the thermocline fluctuation from the RGO simulation. We assume that the T ′ from
GFDL ODA is a good estimate of the observed subsurface temperature variation.
(3) The relationship between T ′ and H ′ is computed using a multivariable regression.
Specifically, δ is computed by linearly regressing the leading five principal components
of the subsurface temperature T ′ onto the five leading principal components of ther-
mocline depth anomaly H ′. Once determined, δ is fixed during the entire integration.
Therefore, given a H ′, an estimate of T ′ is determined statistically from this linear
regression relationship.
3. Coupling Strategy
We adopt a coupling strategy where only the anomalous fields of the oceanic
and atmospheric component are coupled. This so called anomaly coupled modeling
approach has been used in ENSO studies (Yeh et al., 2004). To be more specific,
the model mean state is maintained by the observed annual mean surface forcing.
To obtain a realistic annual cycle, a flux correction is computed and used. Before
the two components are coupled, the ocean model is spun up from a state of rest
and integrated for 10 years forced with the observed annual cycle of surface wind
stresses and the corrected surface heat flux annual cycle to reach an equilibrium.
The annual cycle of SST is defined as the ocean model SST annual cycle. Similarly,
we compute the annual cycle of wind stresses and heat fluxes from a 45-year CCM3
GOGA run and define it as the atmospheric model annual cycle. Before exchanging
the anomalous fields between the two components, the atmospheric model annual
cycle of wind stress and surface heat fluxes are subtracted from the total field to
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form anomalous wind stresses and heat fluxes. The observed climatological wind
stresses and surface heat fluxes are then added to these anomaly fields to form the
complete surface wind and heat flux forcing for the ocean. The ocean model gets
this forcing and produces a total SST field in the tropical oceans. Before sending the
SST to the atmospheric component, the SST anomaly is computed by removing the
ocean model annual cycle of SST, then superimposed onto the observed annual cycle
of the global SST. Therefore, outside of the tropics belt of 30◦S to 30◦N, only the
prescribed observed climatological SST is passed to the atmosphere. The oceanic and
atmospheric models exchange the anomalous fields once per day.
The inclusion of surface heat fluxes into the coupled model allows us to study
the thermodynamic feedback in ENSO physics. As we know, the dynamic feedback
in ENSO is relatively well known since it depends primarily on the winds, SST and
thermocline variation which are relatively easy to simulate. The thermodynamic
feedback, on the other hand, depends on surface heat fluxes which involve a large
number of variables (air temperature, SST, relative humidity, cloud cover, and wind
speed) and thus contain large uncertainties. Partly for this reason, a flux correction
is used in the ocean model SST equation to correct model biases and uncertainties
in surface fluxes. We note that this correction term will not have any impact on the
anomalous coupling. Here after, we refer this coupled model as CCM3-RGO model.
4. Numerical Simulations and Datasets
We conducted a long control simulation with this CCM3-RGO model (more than
600-years). The analysis presented in this dissertation is based on monthly mean
output of the first 400 year simulation. To complement the analysis of the coupled
simulation, we also used three other CCM3 simulations. The following is a brief
description of each of the model experiments along with their acronyms:
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1. CCM3-RGO: A 400-year simulation of CCM3 coupled to the RGO. This serves
as baseline data for this study, on which many analysis will be based.
2. CCM3-ML: A 100-year integration of CCM3 coupled to a Mixed Layer (ML)
ocean with a specified annual cycle of oceanic heat transport. Please note that
here ML is just a slab with spatially varying depth, and the slab ocean does
not have ocean dynamics. Therefore, the atmosphere is allowed to interact only
thermodynamically with the ML ocean via surface heat fluxes and SST.
3. CCM3-ML-AMIP: An ensemble of six 100-year integrations of CCM3 forced
with the SST simulated by the CCM3-ML run. The ensemble members differ
slightly from each other in their atmospheric initial conditions. This set of
CCM3 runs can be used to identify the atmospheric response to ML ocean
SST, and thus to quantify potential feedbacks between the atmosphere and ML
ocean.
4. CCM3-SC: A 100-year integration of CCM3 forced with climatological annual
cycle of SST. Thereby all the simulated variability is completely generated by
atmospheric internal dynamics, and is independent of SST anomalies.
These model simulations are compared to the observations. The observational
datasets used in this study consist of:
1. ECMWF: The new reanalysis ERA-40 product provides monthly surface wind
stresses, surface heat fluxes and sea level pressure from 1958 to 2000 at the Eu-
ropean Centre for Medium-Range Weather Forecasts (http://www.ecmwf.int/
research/era).
2. NCEP Reanalysis product: The National Centers for Environmental Prediction
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reanalysis data (Reynolds and Smith, 1994; Smith et al., 1996; Kalnay et al.,
1996) from January 1950 to December 2000 provide SST anomaly, surface wind
stresses and surface heat fluxes.
3. Kaplan SST dataset: The Kaplan dataset contain s monthly data on a 5◦ lat-
itude x 5◦ longitude grid over the global oceans dating back to 1856 (Kaplan
et al., 1998). Here only the period of January 1901 to December 1949 is used
to combine with 50-year NCEP data (1950-2000) for validating the model.
4. GFDL ODA: The subsurface temperature is from the 1980-1999 Ocean Data
Assimilation integration carried out at the Geophysical Fluid Dynamics Labo-
ratory (Galanti et al., 2003).
D. Validation of Model ENSO
Before preceding to a detailed study of the relationship between ENSO and
meridional mode, it is necessary to demonstrate that the coupled model is capable
of realistically simulating ENSO variability and other related modes of variability.
Therefore, we devote this section to a comparison of the 400-year CCM3-RGO sim-
ulation with observations, using a variety of statistical analysis techniques, such as
Empirical Orthogonal Function (EOF) analysis, linear correlation/regression analysis,
and composite analysis.
Monthly anomalies are formed by subtracting the long-term monthly means cal-
culated from each calendar month’s mean from observations and the 400-year model
simulation, respectively. All data are detrended prior to computation of the EOF,
regression, correlation and composite maps.
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Fig. 7. The first EOF of SST anomaly (left) from the 400-year CCM3-RGO model
simulation , and (right) from the observations during 1950-2000.
1. EOFs of SST
The EOF analysis provides an effective way to present the dominant pattern
of variability of a dynamic system. The first EOF of SST anomaly over the tropi-
cal Pacific region (120◦E-80◦W, 20◦S-20◦N) is displayed, respectively, for the model
simulation (Fig. 7a) and observations (Fig. 7b). The primary feature of the leading
EOF of the modeled SST anomaly in the Pacific shows a close resemblance to that
of the observations, with a few exceptions: 1) The simulated SST signature is some-
what more equatorially confined than the observed, especially in the northern tropical
Pacific region; 2) The center of the simulated SST maximum variability is slightly
shifted westward along the equator, and the large SST variance along the coast of
South America in observations is less pronounced in the model; 3) The explained
variance of the leading EOF is 45%, compared to 55% in the observations.
The second EOF of the model SST also bears similarity to the second EOF of
the observed SST with comparable percent of variance explained (not shown).
These results suggest that the model does capture the basic spatial structure of
ENSO related SST variability.
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2. Time Series
We now examine the temporal structure of the model ENSO. The NINO3 index,
derived by averaging SST anomalies over the region between 5◦N - 5◦S and 150◦-
90◦W, is often used to characterize temporal variability of ENSO. The time series of
the NINO3 index from the CCM3-RGO model simulation is shown in Fig. 8. The
corresponding time series from observations for the period of 1901-2000 is shown in
Fig. 9. The amplitude of the warm and cold events from the model has a peak-to-peak
value of -2.0◦C to 2.0◦C, which is somewhat weaker than the observed value which
ranges from -2.0◦C to 3.5◦C. The standard deviation of the time series is 0.67 for the
model and 0.84 for the observations. The Probability Distribution Function (PDF)
of simulated NINO3 SST index (Fig. 10) does not show obvious asymmetry between
warm and cold events, whereas the observed PDF is clearly skewed toward positive
SST anomalies, that is, there are stronger El Nin˜os than La Nin˜as in observations. The
lack of the skewness in the model SST may be an indication that the model ENSO
has less nonlinear dynamics than observations. That said, one can find periods in
the 400-year simulation where the SST PDF is more skewed and better agrees with
the observations. Overall, we conclude that the model simulates realistic ENSO
variability with some periods consisting of more regular warm and cold events (e.g.
model year 130-160) than other periods (e.g. model year 245-265).
The low-frequency variability associated with ENSO can be better seen via a
wavelet analysis (Torrence and Compo, 1998). To compare directly with observations,
a 100-year sample from the CCM3-RGO run is used to demonstrate low frequency
variability of the model ENSO cycle. Fig. 11 shows the normalized wavelet power
spectrum, for the NINO3 SST anomaly time series for model (upper panel) and
observations (lower panel), respectively. For some decades, for instance the decade
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Fig. 8. Time series of the monthly NINO3 SST anomalies (◦C) from the 400-year
CCM3-RGO model simulation.
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Fig. 9. Time series of the monthly NINO3 SST anomalies (◦C) from observations:
1901-1949 from Kaplan data; 1950-2000 from NCEP reanalysis.
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Fig. 10. The PDF of the NINO3 SST index for model simulation (left: blue) and for
observations (right: red). The black lines in both panel are the corresponding
fitted normal distribution; the two blue lines are the 95% confidence intervals.
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Fig. 11. The wavelet power spectrum of the NINO3 SST anomalies index from 100-year
model simulation (upper) and observations (lower). The black contour indi-
cates the 95% confidence level for a red-noise process. Cross-hatched regions
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time series become important.
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Fig. 12. Power spectra of the simulated (left) and observed (right) NINO3 index. The
dashed lines are the 95% confidence level of the NINO3 index for the model
(blue) and observations (red).
centered around model year 35 and 65, the simulated ENSO variability is muted.
For other decades (model years of 40 to 60), the ENSO variability exhibits a strong
three-year oscillation. Most of the power of the model NINO3 is concentrated in the
frequency band of 2-8 years as in the observations. However, it is noted that the
model ENSO tends to occur at a higher frequency than the observed ENSO. This
discrepancy is revealed more clearly in the SST power spectrum (Fig. 12a for the
model and Fig. 12b for observations). Here the spectral analysis of the model SST
was based on the 400-year time series. As can be seen, the spectrum of the simulated
NINO3 SST anomaly reproduces nicely the broad shape of the observed spectral peak
with the exception that the spectral peak is at about 3 years in the model and 4 years
in the observations.
3. Seasonal Phase-locking
It is well known that the observed ENSO cycle has a tendency to phase-lock to
the boreal winter months (Tziperman et al., 1998; Roulston and Neelin, 2000)). This
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Fig. 13. The seasonal dependence of the standard deviation of the NINO3 index from
model simulation (left) and observations (right).
can be inferred by the winter time maximum in the standard deviation of the monthly
NINO3 SST anomaly. Fig. 13 shows the standard deviation of the monthly NINO3
index as a function of calendar month for the model (left) and observations (right).
Both the simulation and observations share a common feature that the maximum SST
anomaly occurs in the boreal winter months (Nov-Dec-Jan) and the minimum occurs
in the boreal Spring (Mar-April-May). However, the variance in the observations falls
off more rapidly and has its minimum in April, whereas the model’s variance falls
more gradually and reaches a minimum in May. Additionally, the observations have
a slightly larger seasonal change in variance than the model, but the ratio between
the maximum and minimum variance remains approximately the same.
4. Lag Correlation Analysis
One of the challenges facing current state-of-the-art coupled general circulation
models (CGCMs) is to correctly simulate the atmospheric bridge effect associated
with ENSO. To examine the performance of the CCM3-RGO model in this respect
within the tropics, we show the lag correlation of ENSO NINO3 index with global
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Fig. 14. Lag correlation of the NINO3 index with global tropical SST anomaly between
20◦S to 20◦N, at different lags -10, -8, -6, -4,-2, 0, 2 and 4 months (from
top to bottom), for the model (left-hand column) and for the observations
(right-hand column). Negative lags signify that the SST anomaly leads the
NINO3 index.
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tropical SST anomalies between 20◦S to 20◦N, at different lags -10, -8, -6, -4, -2, 0,
2 and 4 months, for the model (Fig. 14 left-hand column) and for the observations
(Fig. 14 right-hand column), respectively. Negative lags signify that the SST anomaly
leads the NINO3 index. The sequence of maps, in a way, reveals the evolution of
ENSO, which is a very important aspect of the ENSO cycle. The similarities between
the modeled and observed patterns, especially in the Pacific basin are quite striking
with the highest regression value in the central and eastern Pacific ocean. Starting
at a lag of -10 months, positive SST anomalies can be seen, in both the model and
observations, in the northern tropical Pacific just north of the ITCZ; while there is
a patch of negative SST anomalies south of the ITCZ. This pattern is reminiscent
of the Pacific MM shown in the previous section. At the lag of -8 month, positive
SSTs start to appear in the central and eastern equatorial Pacific and along the coast
of South America, then subsequently grow in amplitude over the next few months,
and finally reach a peak at lag 0. Accompanying the development of warm SST is
the simultaneous development of negative SST anomalies in the northwestern and
southwestern tropical Pacific. The modeled structure differs from the observations in
that it extends less far poleward, especially in the Northern Hemisphere.
The remote influence of ENSO on the other tropical oceans is transmitted through
the tropical ”atmospheric bridge”. This can be detected in the -2 month lag, when the
Indian Ocean starts to have warm SST anomalies forming in the entire basin. This
warming seems to persist through a lag of 4 months, at which point the observations
show a stronger warming in the western Indian ocean while the model shows a more
uniform warming. The remote influence of ENSO on the tropical Atlantic Ocean is
less well simulated by the model, though the well-known warming in the northern
tropical Atlantic after an El Nin˜o is captured by the model.
Overall we conclude that the model reproduces realistic ENSO variability, al-
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Fig. 15. Spatial (left) and temporal (middle and right) properties of the leading SVD
mode between the model simulated wind stress and SST anomaly, using only
198 non-ENSO years (after removing both El Nin˜o and La Nin˜a years). The
seasonal dependence of the MM τx index in the middle. Lag-correlation be-
tween the MM τx index and the MM SST index on the right. Positive lag
months signify that the MM τx index leads.
though it shares some common discrepancies with many other coupled models. These
discrepancies include: weak amplitude; westward shift of maximum SST variability,
shorter period and seemingly more regular period oscillation than observations.
E. The Simulated MM and Its Relation to ENSO
As shown in Section B, there is a promising observational evidence that the MM
may play a role in triggering ENSO. In this section, we examine the MM variability
simulated by the model and its relationship to the model ENSO. We further study
the relationship between the MM and the NPO.
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1. Meridional Mode
Using the same approach as we applied to the observations, we first take the
boreal spring (MAM) surface wind stress anomaly and the SST anomaly from the
simulated monthly data. We then removed the spring anomalies that immediately
follow ENSO events as identified in Section B. A total number of 202 spring anomalies
related to El Nin˜o and La Nin˜a events are removed from the 400 spring anomalies of
the CCM3-RGO run. An SVD analysis is then applied to the rest of 198 non-ENSO
spring anomalies. The resultant pattern (Fig. 15) of the leading SVD shows a close
resemblance to the observed pattern. It explains 54% of the total co-variance, which is
slightly higher than the observations, suggesting that the MM may be more dominant
in the model than in the observations. After this pattern is obtained, the monthly
zonal wind stress and SST are projected onto the corresponding patterns respectively,
resulting in two monthly time series, i.e., the MM τx index and the MM SST index.
These indices are used to identify the years when the MM activity is strong. The
temporal characteristics of these indices (Fig. 15 middle and right) show striking
similarities to the observations: the seasonal variation of the standard deviation of
the MM τx peaks in the boreal spring (FMAM); the highest lag-correlation between
the MM τx and the MM SST has a value of 0.65 when the MM τx leads the MM SST
by one month.
Linear regression is used to test how robust our model result is. This is done by
linearly regressing out the variability of the SST and wind stresses that are related to
CTI. SVD analysis is then applied to the residual SST and wind stresses in the region
between 20◦S-20◦N and 150◦E-95◦W. All the fields are detrended, and normalized
prior to this analysis. Nearly identical patterns to those of the non-ENSO SVD
analysis are produced. The wind expansion coefficient of the first SVD using the
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linear regression is correlated with the MM τx index at 0.96, and correlation between
SST expansion coefficient and the MM SST index is 0.85.
Thus, the Pacific MM is in fact a fairly robust feature in the model, character-
ized by a positive north-negative south SST gradient and accompanying overlying
southwesterly wind regardless of analysis techniques. Furthermore, this Pacific MM
is independent of ENSO. A comparison between observations and CCM3-RGO sim-
ulation tells us that the model simulation yields very realistic Pacific MM variability
during boreal spring. Since the linear regression method and the direct removal of
ENSO years method give nearly identical results, we will use these two methods
interchangeably in the following discussion.
2. Relation Between Meridional Mode and El Nin˜o
To explore the relationship between the MM and ENSO in the model simulation,
we also derive a boreal spring MM index by averaging the monthly MM τx index over
FMAM, shown as the blue line in Fig. 16. The ENSO variability is represented by
the DJF NINO3 index, indicated by the red line in Fig. 16. We choose FMAM for
the wind index and DJF for NINO3 SST index as they are the seasons when the
behaviors are most pronounced. Please note that here the MM τx index is leading
SST NINO3 index by 10 months, although we line them together.
The two time series have been normalized by their own standard deviation, so
a value greater than one can be considered an El Nin˜o event and an MM event,
respectively. About 66% of El Nin˜o events (65 out of 99) in the 400-year model
simulation are preceded by the MM (indicated by red dots in Fig. 16 ). This is
especially true for the period of model years 10-70, 300-340, and 370-400.
Using the linear regression method, the residual SST and wind stress anomalies
are regressed onto the normalized NINO3 index with different lags. Fig. 17 displays
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Fig. 16. Normalized MM τx averaged over FMAM (blue line) and normalized NINO3
index averaged over DJF (red line) from the 400-year model simulation. Red
dots indicate MM-ENSO, green dots indicate ENSO-ONLY, and blue dots
indicate MM-ONLY.
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Fig. 17. Lag regression maps of SST (left-hand column) and of τx (right-hand column)
regressed onto the normalized NINO3 index from the CCM3-RGO simulation
at lags of -12 (a, e), -9 (b, f), -6 (c, g) and -3 (d, h) months. Negative lags
signify that the NINO3 index lags.
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a sequence of lagged regression maps of SST (left-hand column) and of zonal wind
stress (τx, right-hand column) from the CCM3-RGO simulation at lags of -12, -9, -6
and -3 months. Negative lags signify that NINO3 index lags. This sequence reveals
the evolution of the residual wind and SST field. At a lag of -12 month (one year
before the peak of ENSO), a tongue of positive SST anomaly appears in the Northern
Tropical Pacific (NTP) region. It then moves gradually southwestward and reaches
its maximum amplitude at a lag of -9 month (9 months before the peak of ENSO).
After that, it weakens somewhat in amplitude but continues to move southwards and
eventually reaches to the equator at lag of -3 months (3 months before the ENSO
peak). Corresponding to the development of the SST anomalies, the zonal wind
stress anomalies show a very similar development. A patch of westerly winds initially
appears near the mean ITCZ region around 8◦N at a lag of -12 months and intensifies
in the subsequent months. It reaches its maximum at a lag of -9 months and then
moves to the equatorial region at a lag of -3 months. These regression maps are
entirely consistent with the relationship between the MM and ENSO.
3. Relationship Between Meridional Mode and the NPO
How well is the MM variability related to the NPO? How does the relationship
between the MM and the NPO in the model compare to the observations? To address
these questions, we performed a lag-correlation analysis between the monthly Sea
Level Pressure (SLP) anomaly and the monthly MM SST index. The rational of this
analysis is to see to what extent the SST variability can be attributed to the NPO
related SLP variabilities. The correlation map between SLP and the MM SST index
are shown in Fig. 18, with SLP leading the MM SST index by one month, for both
the model simulation (left) and the observations (right). The modeled and observed
correlation patterns bear remarkable similarity to each other. Both resemble, in many
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Fig. 18. Lag-correlation between the monthly SLP anomaly and the monthly MM
SST index, with SLP leading the MM SST index by one month, for model
simulation (left) and for observations (right).
ways, the NPO (Rogers, 1981) pattern, which is considered as an intrinsic mode of the
midlatitude atmospheric variability. This suggests that the SST anomalies associated
with the Pacific MM in part originate from wintertime atmospheric variability over
the north Pacific sector. A detailed look at the correlation map indicates that the
north lobe of the SLP fluctuation is not as nearly well correlated with the MM SST
index (highest correlation value is 0.2 for the model and 0.1 for the observations) as
the southern lobe (highest correlation value is 0.4 for the model simulation and 0.5
for the observations).
To further explore these relationships, two SLP indices are constructed, denoted
as NPI and SPI, respectively. The NPI corresponds to the northern lobe of the NPO
,derived by averaging SLP over region 160◦E-140◦W 50◦N-70◦N, and SPI corresponds
to the southern lobe of the NPO, derived by averaging over region 160◦E-140◦W
and 10◦N-30◦N. Fig. 19 shows the lag-correlation (upper left panel) between the NPI
and the MM SST for the model (dark blue) and for the observations (dark red) and
their autocorrelation (upper right panel). The bottom panels show similar analysis
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Fig. 19. (Upper panel) lag-correlation (left) between the NPI and the MM SST index,
and autocorrelation of NPI (right) for the model (dark blue) and for the
observations (dark red). (Bottom panel) lag-correlation (left) between the
SPI and the MM SST index, and autocorrelation of SPI (right) for the model
(dark blue) and for the observations (dark red).
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Fig. 20. Lag correlation between the SPI and NPI for the model (dark blue) and for
the observations (dark red).
between the SPI and the MM SST. In both cases, the maximum correlation occurs
when SLP indices lead the MM SST index by one month, consistent with the idea
that the NPO forces the Pacific meridional mode. However, there is a considerable
asymmetry in the lag-correlation structure in the southern lobe and its de-correlation
time scale is considerably longer the northern counterpart both in the observations
(dark red) and in the model (dark blue), suggesting that some ocean-atmosphere
coupling may exist between the southern lobe of the NPO and the meridional mode.
In other words, the southern component of the NPO is more involved in the formation
and the development of the meridional mode than the northern component.
This raises the question of whether the MM is connected to the NPO as a whole
or just to its southern component. Fig. 20 shows the lag-correlation between the NPI
and the SPI. The highest correlation occurs at zero lag with a value of 0.5, suggesting
that these two components are highly coupled to each other both in the observations
(dark red) and the model simulation (dark blue). The asymmetry around zero lag
may indicate that the NPI has some impact on exciting the SPI. Therefore, a possible
scenario for the NPO-MM connection is that the NPO, a seesaw of atmospheric
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pressure between Alaska and Hawaii, provides a source of forcing during boreal winter
to the MM related SST. Once formed, the MM interacts with the southern component
of the NPO, accounting for the long persistence.
F. Thermodynamic Coupling in Meridional Mode
The analysis in the two previous sections suggests that ocean-atmosphere cou-
pling plays a role in the development of the MM. But, what is the nature of this
ocean-atmosphere coupling? Does subsurface ocean dynamics play a major role in
this ocean-atmosphere interaction? To address these questions, we analyze other sets
of CCM3 experiments, each of which differs in the complexity of their ocean physics,
and compare them with the 400-year control simulation of the coupled CCM3-RGO
model and the observations. These experiments are: 1) 100-year CCM3-ML coupled
simulation, 2) 100-year CCM3-SC simulation, and 3) an ensemble of six 100-year
CCM3-ML-AMIP runs. Recall that the CCM3-SC run is forced only by the pre-
scribed annual cycle of SST, thereby, the variability in the winds and heat fluxes are
generated entirely by atmospheric internal dynamics.
To facilitate comparison, we adopt the following approach to analyze these ex-
periments. First, the EOFs of the boreal spring meridional wind stress are computed.
Note that to remove ENSO from the CCM3-RGO simulation and observations, only
non-ENSO spring years are used for these cases. For other experiments, since ENSO is
not present by design, we use all the spring data. The explained variance is 30%, 26%,
23%, 16%, and 24% for the observations, CCM3-RGO simulation, CCM3-ML, CCM3-
SC and CCM3-ML-AMIP, respectively. We then project the SST anomaly (except for
CCM3-SC), wind stress and net surface heat flux anomalies from each dataset onto
the time series associated with the first EOF of the corresponding meridional wind
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Fig. 21. Resultant projection patterns of SST anomalies (except for CCM3-SC), wind
stress and net surface heat flux anomalies onto the time series of the first
EOF of the corresponding meridional wind stress for CCM3-RGO, ECMWF,
CCM3-ML, CCM3-SC and CCM3-ML-AMIP. Note the CCM3-RGO simu-
lation and observations only use non-ENSO years. The bottom right panel
shows the autocorrelations of the time series of the first EOF of τy for obser-
vations (red), control run (blue), CCM3-ML (green) and CCM3-SC (black),
respectively.
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stress τy, respectively. The resultant projection patterns are shown in Fig. 21 where
the SST anomaly is shown shaded, wind stresses in vector and heat flux in contour
for CCM3-RGO (a), observations (b), CCM3-ML (c), CCM3-SC (d) and CCM3-ML-
AMIP (e). All the patterns, particularly the wind and SST, share great similarity
to the structure of the MM, with the only exception being the CCM3-SC. For this
later case, the maximum variability in winds and heat flux is in the northern most
portion of the domain, suggesting the variability originates from the extratropical
region. The presence of the meridional mode in CCM3-ML simulation confirms the
earlier finding that its existence does not depend on ENSO. It further suggests that
ocean dynamics play a secondary role and the thermodynamic feedback between heat
flux and SST in the vicinity of the ITCZ plays a fundamental role in this mode.
These findings are based on the following set of facts: First, we know by its con-
struction that the CCM3-ML simulation allows only thermodynamic ocean-atmosphere
feedback, since the ML ocean has no ocean dynamics and thus can not support ENSO.
Consequently, this simulation completely eliminates any ENSO-related SST effect,
and only those atmospheric responses to non-ENSO SST forcing is permitted. Sec-
ond, the fact that the CCM3-SC run shows a different pattern of response from the
other cases and the fact that the leading EOF in this case explains much less variance
than in the other cases tells us that the thermodynamic feedback is fundamentally
important for the meridional mode. The absence of the MM in CCM3-SC run reflects
the lack of the SST anomaly in the tropics that is critically important in maintaining
the right wind stress pattern and thus the MM.
Further support to these finding comes from the differences in persistence of
the τy anomaly between the CCM3-SC run and other runs. Fig. 21(bottom right)
shows the autocorrelation of the time series associated with the leading τy EOF for
observations (red), control run (blue), CCM3-ML (green) and CCM3-run (black),
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respectively. Evidently, the τy in the CCM3-SC has a much shorter de-correlation time
scale than in the other cases which exhibit similar persistence. This again suggests
that the feedback between the ML ocean and atmosphere plays an important role in
maintaining the MM.
An examination of the heat flux anomaly provides some direct evidence of this
positive thermodynamic feedback. In the northwestern tropical Pacific, we note that
the positive heat flux anomaly tends to coincide with the positive SST anomaly
in all the experiments, except CCM3-SC, as well as in observations, suggesting a
positive feedback between heat flux and SST in this region. Particularly convincing
evidence comes from the ensemble of six CCM3-ML-AMIP runs where the positive
heat flux anomaly also coincides with a positive SST anomaly in the western tropical
Pacific just north of the equator. Since this heat flux anomaly is derived from the
ensemble average of the six runs, it should give a good estimate of the response of the
atmosphere to the SST anomaly simulated by the CCM3-ML. Therefore, a positive
correspondence between the SST and heat flux anomalies in this set of runs is strongly
indicative of a positive thermodynamic feedback. This means that at least partially
the Pacific MM is a product of thermodynamic coupling between the atmosphere and
the ocean. This mode of variability is distinctive from ENSO because it does not
involve subsurface ocean dynamics.
In summary, we believe the MM is generated by the following physical process:
First the NPO-type internal atmospheric variability during the boreal winter generate
a heat flux anomaly in the northern tropics that forces the ML ocean, giving rise to
an SST anomaly. Then the atmosphere responds to the SST anomaly by modulating
the strength of the northeasterly trade winds in such a way that it produces a heat
flux anomaly that reinforces the initial SST, causing the anomaly to persist.
This interpretation is further supported by a lag regression analysis of zonal
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Fig. 22. Lead-lag regression of monthly mean, zonally averaged anomalies onto the
normalized FMAM wind expansion coefficient of the leading SVD mode, from
Jan to Sep. Colors indicate SST anomalies, vectors are surface wind stress,
and contours denote net surface heat flux (contour interval is 3 W m−2).
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mean SST, wind and heat flux anomalies, similar to that performed by Czaja et al.
(2002) for the Atlantic MM study and also by Chiang and Vimont (2004) for both
the Pacific and the Atlantic MM study. Following Czaja et al. (2002) and Chiang
and Vimont (2004), we took the normalized FMAM wind expansion coefficient of
the first SVD mode from CCM3-RGO and lag-regressed it onto the zonally averaged
anomalies of SST, winds, and surface net heat flux across the domain (150◦E-90◦W,
20◦S-20◦N). Fig. 22 shows the regression of winds (vector), heat flux (contour) and
SST (shaded) as a function of latitude from 20◦S to 20◦N and a time lag from January
through September. The regression of winds shows a maximum southwesterly wind
anomaly centered along 8◦N in FMAM. This is expected because FMAM are the
months where the wind expansion coefficient is derived. The maximum center of the
winds coincides with the center of the SST anomaly (shaded), suggesting the winds
are forced with the SST. The maximum center of heat flux (contour) is about 2 months
ahead of that of the warm SST anomaly during boreal winter/spring, suggesting that
the warm SST is initially forced with the heat flux. However, in the later spring and
early summer, the positive heat flux tends to follow the positive SSTs, suggesting a
positive feedback. This positive feedback causes the wind anomaly to persist from
February to June, which is very important for excitation of ENSO warm events, as
will be further discussed in the later sections.
G. Classification of ENSO Events
Having established the creditability of our CCM3-RGO model, we next take a
close examination of the onset processes of all the El Nin˜o events simulated by the
model. Given that the relationship between the MM wind index and NINO3 index is
highly significant at the 99% level (higher than 0.50 for the entire 400 years record).
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We expect a significant amount of modeled El Nin˜o events that develop following
MM events. However, the statistics also tell us that not every MM event is followed
by an ENSO event. Thus, we expect to see some El Nin˜o events not preceded by a
MM event.
To quantify the relationship between MM and ENSO, we separate all the El
Nin˜o and MM events into three groups using the MM index and NINO3 index: (1) El
Nin˜o events that are preceeded by a MM event (hereafter MM-ENSO): These are the
events that the MM index and NINO3 index are both above their standard deviation
and coincide, as indicated by the red dots in Fig. 16. The majority of El Nin˜os fall
into this group (66 out of 99 events). (2) El Nin˜o events that are not preceded by
a MM event (hereafter ENSO-ONLY): These are the events that the NINO3 index
exceeds the standard deviation, but not the MM index as indicated by green dots in
Fig. 16. 33% of the simulated El Nin˜os fall into this group (33 out of 99). (3) MM
events that are not followed by an El Nin˜o event (hereafter MM-ONLY): These are
the events that the MM index exceeds the standard deviation, but not the NINO3
index as indicated by the blue dots in Fig. 16. 41% of the MM events fall into this
group (45 out of 111).
To see how the canonical evolution of the events in each group differs, we made
a composite analysis of SST anomalies. An El Nin˜o event is identified as follows: the
SST anomaly averaged over the NINO3 region exceeds one standard deviation for at
least three consecutive months. We only show the composite for El Nin˜o events in
these figures because onset mechanisms for El Nin˜o and La Nin˜a are not necessarily
symmetric (Delcroix et al., 2000), therefore it may be inappropriate to combine the
warm and cold events in a simple manner. Fig. 23 shows the composite of seasonally
averaged SST for MM-ENSO (left panel), ENSO-ONLY (middle panel) and MM-
ONLY (right panel) from DJF 0 (the first row), MAM 0 (the second row), JJA0 (the
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Fig. 23. Composites of seasonally averaged SST for MM-ENSO (left panel),
ENSO-ONLY (middle panel) and MM-ONLY (right panel) from DJF 0 (the
first row), MAM 0 (the second row), JJA0 (the third row), SON 0 (the fourth
row) and DJF+1 (the last row), respectively.
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third row), SON 0 (the fourth row) and DJF+1 (the last row).
The difference in the onset of the events is quite obvious between MM-ENSO
and ENSO-ONLY, as can be seen for DJF 0, MAM 0 and JJA0 composites. For
ENSO-ONLY, warm SST anomaly starts to appear in DJF 0 and by MAM 0 the
whole equatorial zone is already quite warm with maximum warming in the west-
central equatorial Pacific. In contrast, the SSTs in other two groups are still quite
cold during these seasons. For MM-ENSO, the warming in the deep tropics does not
start until JJA0. In spite of this late start, the warm SST anomaly in MM-ENSO
develops very rapidly into a mature El Nin˜o in DJF+1, so that the El Nin˜os in MM-
ENSO and ENSO-ONLY peak in the same season. Another interesting distinction
is that the warm SST anomalies in MM-ENSO tend to develop along the South
American coast, whereas in ENSO-ONLY they start to develop in the west-central
Pacific. Similar differences are reported in the observed ENSO. For example, the El
Nin˜o events between 1976 and 1996 seemed to start in the equatorial western and
central Pacific (Wang, 1995; Wang and An, 2002), while the warm SST anomalies
associated with El Nin˜o events between 1950 and 1976 first began along the South
American coast and propagated westward (Rasmusson and Carpenter, 1982).
The difference between MM-ENSO and MM-ONLY lies mainly during and after
the boreal summer, JJA0. SST anomalies in both groups are almost identical dur-
ing the boreal winter and boreal spring, but starting from boreal summer, the SST
anomaly involves into El Nin˜o in MM-ENSO, but not in MM-ONLY. This suggests
that although the MM events lead to a similar condition in boreal winter and spring,
the condition alone does not guarantee the development of an El Nin˜o. It implies
that either there is a difference in the subsurface ocean preconditioning between the
two groups or the conditions in the boreal summer also matter.
Therefore, the issues at hand boil down to the following sets of questions:
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Fig. 24. Composites of the MM τx index for MM-ENSO (red) and MM-ONLY (blue).
1. Why can some Pacific MM events excite ENSO while some can not? Is this
difference caused by the differences in subsurface ocean preconditioning or in
summer conditions or both?
2. Why do some El Nin˜os need the MM to kick off while the other do not? Is
it because some El Nin˜o behave more like a self-sustained oscillator than the
others?
To address the first set of questions, a composite of the MM τx index is shown in
Fig. 24 for MM-ENSO and MM-ONLY. This is done by averaging all the MM events
as a function of calendar month within the years that these events occur in, MM-
ENSO (left) and MM-ONLY (right), respectively. The major differences between the
two groups are the persistence of the wind anomaly. In MM-ENSO, the winds appear
to persist much longer, from late winter to summer without reversing sign, while the
winds in MM-ONLY appear to be short lived, loses in strength dramatically and even
reverses sign starting from July.
This can be further verified by the composites of SST (color), winds (vector),
and surface net heat flux (contour) anomalies for MM-ENSO and MM-ONLY, respec-
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Fig. 25. Composites of residual SST (color), winds (vector), and surface net heat flux
(contour) anomalies for MM-ENSO (left) and MM-ONLY (right), displayed as
a function of latitude and calendar months. Red contour represents positive
value and blue dashed contour represents negative value. The contour interval
is 3 W m−2). These residual fields are zonally averaged across the domain
(150◦E-90◦W, 2◦N-20◦N).
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tively, which are displayed as a function of latitude and calendar months in Fig. 25.
These composites are done using the residual field zonally averaged across the domain
(150◦E-90◦W, 2◦N-20◦N) , where the ENSO related variability has been removed by
linear regression. Therefore, these composites serve the purpose of revealing the dif-
ference in the onset phase of ENSO. There is a prevailing positive heat flux anomaly
from Jan. to Sep. in MM-ENSO, which may be responsible for the long persistence
of SST and the southwesterly wind anomalies in this group. In contrast, the posi-
tive heat flux anomaly in MM-ONLY ends abruptly around May in MM-ONLY and
a negative heat flux develops. This leads to a surface cooling and reversed winds
in the summer. This suggests that the MM events in MM-ENSO involves stronger
thermodynamic ocean-atmosphere feedback than those in MM-ONLY.
The longer persisted winds in MM-ENSO can produce a stronger warming in the
subsurface ocean, as these winds can project onto a warm Kelvin wave (i.e. positive
thermocline). This is illustrated by Fig. 26 which shows the composites of thermocline
depth anomaly as a function of longitude and time at the equator for MM-ENSO
(left) and MM-ONLY (middle) and the difference between them (right). Although
the thermocline perturbations share similar structure from Aug−1 to July0, there is a
clear difference in the amplitude with the warm anomaly in MM-ENSO being nearly
twice of the value of the anomaly in MM-ONLY. As a result, the subsurface oceanic
warming in MM-ENSO can lead to surface warming and thus an El Nin˜o, while the
subsurface oceanic response in the MM-ONLY is not strong enough to trigger an El
Nin˜o.
Fig. 26 also shows that although the difference in thermocline depth anomalies
between MM-ENSO and MM-ONLY is largest during the months of the strong MM
activity Feb0 to Jun0, there is a substantial difference in the earlier season. This
suggests that subsurface ocean preconditioning also plays a role in these two different
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Fig. 26. Composites of thermocline depth anomaly as a function of longitude and
time at the equator for MM-ENSO (left) and MM-ONLY (middle), and the
difference between them (right).
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Fig. 27. The time series of FMAM MM τx (blue line) and DJF NINO3 index (red
line) from the observations. MM-ENSO is indicated by the red dots and
MM-ONLY by the blue dots.
types of events. We will revisit this issue in the next chapter.
Is there any observational evidence supporting the hypothesis that the difference
in persistence of the MM may play a role in determining the onset of ENSO? To test
this idea, we applied a similar analysis to the observed data. The same criterion was
used to distinguish MM-ENSO and MM-ONLY events in the observations. The time
series of FMAM MM τx (blue) and DJF NINO3 index (red) are shown in Fig. 27.
Since the total number of El Nin˜o events is limited, both El Nin˜o and La Nin˜a events
were used here. There is a total number of 21 ENSO events during the period of 1958-
2000. 15 of them are preceded by a MM event (MM-ENSO), indicated by the red
dots in Fig. 27. 9 of 24 MM events are not followed by an ENSO event (MM-ONLY),
indicated by the blue dots in Fig. 27. Composites of the observed MM τx index are
shown in Fig. 28, for MM-ENSO and ENSO-ONLY, respectively. As in the model,
these observed composites also show longer persisted MM events for MM-ENSO than
MM-ONLY. In spite of large uncertainties in these composites because of a small
sample size, this result does lend support to our reasoning that the duration of the
MM events is a factor in determining whether a MM event can excite ENSO.
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Fig. 28. Composites of the observed MM τx index for MM-ENSO (red) and for
MM-ONLY (blue).
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Fig. 29. The longitude-time Hovmo¨ller diagrams for thermocline depth anomalies
along 5◦N (left panel) and along the equator (right panel) for MM-ENSO.
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along 5◦N (left panel) and along the equator (right panel) for ENSO-ONLY.
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To address the second set of questions, the longitude-time Hovmo¨ller diagrams for
thermocline depth anomalies along the equator and along 5◦N are shown in Fig. 29
and Fig. 30 for MM-ENSO and ENSO-ONLY, respectively. Both groups exhibit
similar general characteristics, namely, the eastward migration tendency in the central
Pacific along the equator. But the origin of the eastward propagation signals and their
strength are quite different between the two groups.
The signal in MM-ENSO is stronger and seems to originate from west-central
Pacific near in dateline. The signal in ENSO-ONLY is weaker and appears to be con-
nected with off-equatorial signal via a wave reflection at the western boundary. There
is clear evidence of westward propagation of thermocline depth anomaly associated
with Rossby wave along 5◦N in ENSO-ONLY, which is absent in MM-ENSO. This
feature in ENSO-ONLY appears to be more consistent with the delayed oscillator
theory or the recharged mechanism, whereas in MM-ENSO there is less evidence for
westward propagating thermocline anomalies off the equator. Instead, a strong ther-
mocline perturbation is generated near the dateline during the development of the
MM event in the spring season. This finding suggests that the subsurface memory
mechanism may operate better in ENSO events in ENSO-ONLY than in MM-ENSO,
indicating that the ENSO events in ENSO-ONLY maybe more self-sustained than
those in MM-ENSO.
Other interesting characteristics worth noting is the fact that the thermocline
variation in ENSO-ONLY is much weaker than in MM-ENSO, even in the mature
phase, but the SST anomaly in the mature phase is as strong as that in MM-ENSO.
This raises the issue whether surface heat flux plays a more important role for ENSOs
in ENSO-ONLY than MM-ENSO. To shed light on this issue, composites of wind
(vector), SST (contour) and heat flux (color) anomalies are compared between the
two groups and shown in Fig. 31. In MM-ENSO, it appears that the warming begins
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for MM-ENSO (left panel) and ENSO-ONLY (right panel).
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in the eastern equatorial region and then extends westward, consistent with the results
in Fig. 26 which shows a substantial subsurface warming excited by the MM winds
during the boreal spring and then propagate eastward, resulting surface warming. In
this case, the surface heat flux anomaly near the equator always tries to cool the
surface, especially in western Pacific during March to July, and in eastern Pacific in
September. The situation is very different for ENSO-ONLY: in Jan0, a positive heat
flux anomaly begins to appear in west-central equatorial Pacific. This positive heat
flux forces a positive SST in Mar0 which then triggers a Bjerknes feedback, leading to
the development of an El Nin˜o. Therefore, the onset of El Nin˜o in ENSO-ONLY seems
to involve two processes: 1) subsurface ocean memory that brings the off-equatorial
warming signal to the equatorial zone, and 2) surface heat flux forcing that initiates
the warms in the west-central Pacific. Which of these two processes plays a more
dominant role is unclear.
H. Summary and Discussion
In this chapter, we reviewed the observational evidence of the existence of the
Pacific Meridional Mode during boreal spring and presented new promising obser-
vational evidence that the MM may work as a trigger of ENSO. This leads to the
hypothesis that the MM is an important precursor of ENSO.
To test this hypothesis, a new coupled modeling tool consisting of an AGCM
(CCM3.6) and a Zebiak-Cane type of reduced gravity ocean model is developed.
This model includes realistic atmospheric physics for both coupled feedbacks and
internal variability and essential equatorial ocean dynamics for Bjerknes feedback.
A long coupled simulation demonstrates the capability of the model of capturing
many salient features of the observed ENSO behavior, as well as the MM and its
73
relationship to the NPO. This good agreement between the model simulation and
the observations provides confidence in that the model is able to correctly reproduce
mechanisms responsible for ENSO variability.
Our modeling study strongly suggests that the Pacific MM, characterized by the
cross-ITCZ SST anomaly gradient and anomalous surface circulation in the north-
easterly trade regime with maximum variance in late winter and boreal spring, is
inherent to thermodynamic ocean-atmosphere coupling in ITCZ latitudes. There-
fore, its existence does not rely on ENSO dynamics, but the feedback between the
atmosphere and ocean mixed layer via surface heat flux and SST.
As in the observations, there is a robust relationship between the MM and ENSO
in the model simulation. About 66% of the simulated El Nin˜o events are preceded
by the MM, which compares well to the 70% of observed ENSO preceded by the
MM. This indicates that the connection between the MM and ENSO is more than
just coincidental, supporting the hypothesis that the MM works as an important
triggering mechanism for the onset of ENSO. But as complicated as nature, not every
MM event associates with ENSO, and conversely not every ENSO corresponds to an
MM event. Over the 400-year coupled model simulation, we found: (1) 65 El Nin˜o
events out of 99 (66%) are preceded by MM events. The onset of this group of El Nin˜os
is triggered by the zonal wind anomaly associated with meridional mode just north
of the equator that causes deepening of the thermocline and warming of the surface
temperature in the eastern equatorial Pacific; (2) 34 El Nin˜o events out of 99 (34%) are
independent of MM. The onset of this group of El Nin˜os obeys the delayed oscillator
or the recharged oscillator mechanism, but surface heat flux anomaly forming in the
west-central tropical Pacific also seems to play a role in triggering this group of El
Nin˜os. (3) 46 meridional mode events out of 111 do not lead to El Nin˜o. These
MM events seem to have shorter duration than other meridional mode events. This
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combined with the fact that the subsurface ocean condition is less favorable for the
development of surface warming makes these MM events ineffective of producing
warming in the eastern equatorial Pacific.
The SST anomaly associated with the MM is most correlated with the southern
component of the NPO, not so much with the northern one both in the model and
in the observations. The relationship between the meridional mode and El Nin˜o
events appears to be much more robust than the direct relationship between the
NPO and ENSO. This indicates that the NPO may provide one potential mechanism
that excites the meridional mode, as postulated by (Vimont et al., 2003a,b; Chiang
and Vimont, 2004). The meridional mode seems to work as a bridge connecting the
internal atmospheric variability and ENSO. Other mechanisms may also exist.
The analysis used in this study to identify the meridional mode consist of re-
moving those springs immediately following ENSO events, and then apply statistical
analysis on the residual fields. However, the results change little of we used the linear
regression technique as in (Chiang and Vimont, 2004). This insensitivity of the result
to the analysis technique indicates the robustness of these findings.
The focus of the study in this chapter is the existence of the MM and identi-
fication of its relationship to ENSO. Although an extensive statistical analysis was
used to explore the MM-ENSO relationship, the causality between them needs to be
studied more carefully with the aid of more physically oriented model experiments. In
particular, we have not been able to distinguish exactly what the effect of the ocean
is in responding to the MM related atmospheric forcing, and whether this ocean re-
sponse is capable of producing ENSO. Therefore, in the following chapter, we discuss
results from additional ocean model-alone experiments and demonstrate the oceanic
contribution in linking the MM to ENSO.
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CHAPTER IV
INVESTIGATING PHYSICAL MECHANISMS FOR FORCING ENSO VIA
INTERNAL ATMOSPHERIC VARIABILITY – THE ROLE OF OCEAN
DYNAMICS
A. Introduction
Tropical ocean dynamics have been known to play an important role in ENSO.
From an oceanic point of view, ENSO can be explained as the tropical ocean’s re-
sponse to changes in the winds. Numerous studies since 1970s have unambiguously
demonstrated that equatorial ocean adjustment to changes in the trade winds is one
key ingredient of ENSO physics (see Philander (1990) and JGR special volume, 1998
for a comprehensive review). The intent here is not to repeat what we already know,
but to focus on the issues concerning the relationship between the MM and ENSO.
One particular question to be explored is what role ocean dynamics has in the link
between the MM and ENSO.
Recall that the results from the previous chapter show that the majority of El
Nin˜o events in the model and the observations are preceded by an MM event. How-
ever, not every MM event is followed by an El Nin˜o. We speculate that the differences
between these two groups of events are attributed to two factors: 1) The MM events
that lead to the development of El Nin˜o persist through the boreal summer, while the
other MM events that are not followed by the development of El Nin˜o are short-lived;
2) the subsurface ocean preconditioning gives a more favorable state for El Nin˜o to
develop in the former than in the latter. Both of these differences relate to how the
ocean responds to the winds associated with the MM. Therefore, the objective of
this chapter is to conduct a further investigation of the oceanic response via a set of
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stand-alone ocean model experiments.
The rationale of using stand-alone ocean model is, assuming that a model forced
by the wind stresses and surface heat fluxes from the coupled simulation can reproduce
the oceanic variability of the coupled simulation, then we can decompose these forcing
fields into two parts: ENSO and non-ENSO related forcing. Stand-alone ocean model
runs are then conducted using the ENSO and non-ENSO related forcing. The response
to the ENSO-related forcing describes the oceanic component of the Bjerknes feedback
that is responsible for full development of ENSO cycle. The response to the non-
ENSO forcing which contains the MM variability contains information about how
ENSO is triggered. It is this latter part that will be analyzed in detail to compare
the response of the ocean to different forcing in the two cases. As in the previous
chapter and Chiang and Vimont (2004), we assume that the ENSO-related forcing
is linearly related to NINO3 SST index, while the non-ENSO part is the residual
between the total and the ENSO related forcing. This linear regression technique has
been shown to work well in separating ENSO and non-ENSO variability in Chiang
and Vimont (2004) and in the previous chapter. Therefore, we expect this technique
will be effective for the stand-alone ocean model experiments.
In addition to these experiments, we further conduct the stand-alone ocean ex-
periments using surface forcing fields from CCM3-ML and CCM3-SC simulations
described in Section C of Chapter III. Since these runs contain no ENSO variability
by definition, one does not need to be concerned with removing any ENSO related
forcing. Therefore, these runs are ideal for addressing the issue of whether the non-
ENSO related forcing can produce any El Nin˜o-like variability, thereby providing an
independent confirmation of the findings from previous experiments.
This chapter is organized as follows: Section B describes the model and the
experiments that will be conducted. Section C demonstrates that the stand-alone
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ocean model experiment can reproduce the coupled simulation and represents a de-
tailed mixed-layer heat budget analysis of the ocean model experiment. Section D
examines the ocean model response to the non-ENSO related forcing. Section E dis-
cusses the results from the ocean model experiments with forcing fields derived from
CCM3-ML and CCM3-SC coupled simulations. Section F summarizes the major
findings.
B. Ocean Model and Experiment Setup
The ocean model is identical to that used in CCM3-RGO coupled simulation and
has the same parameter settings. The setup of the forcing fields is also identical to
that of the coupled model, except that monthly mean values are used in the uncoupled
experiments, while instantaneous values at every coupled step (once per day) are used
in the coupled run. All the forcing fields used in the uncoupled ocean model runs
are the monthly mean values derived from the coupled simulation, including surface
wind stresses and surface heat fluxes.
The following is a brief description of each experiment:
1. Uncoupled-Control Run: 400-year ocean model simulation forced with wind
stress and heat fluxes from the CCM3-RGO coupled simulation. This simulation
is used to validate the model against the coupled simulation to examine the
extent to which the uncoupled experiment can reproduce the coupled simulation.
A mixed-layer heat budget analysis will be applied to gain understanding of the
dominant oceanic processes in ENSO variability.
2. ENSO and non-ENSO Related Forcing Experiments (Hereafter ENSO-RGO and
Residual-RGO Run, respectively): Identical setup to the Uncoupled-Control,
except that the forcing fields for the ENSO-RGO Run contain the part that is
78
linearly related to the NINO3 SST, while the non-ENSO forcing is used for the
Residual-RGO Run.
3. CCM3-ML Forcing Experiment (Hereafter CCM3-ML-RGO Run): 100-year
ocean model simulation forced with wind stress and heat fluxes from the CCM3-
ML coupled simulation. The CCM3-ML run completely eliminates any ENSO-
related variability by design. Thus, this experiment allows a clean delineation of
oceanic response to non-ENSO related forcing which includes the MM-related
variability.
4. CCM3-SC Forcing Experiment (Hereafter CCM3-SC-RGO Run): 100-year ocean
model simulation forced with wind stress and heat fluxes from the CCM3-SC
coupled simulation. The variability simulated by the CCM3-SC run is entirely
driven by the atmospheric internal dynamics. Therefore, this experiment gives
an estimate of the oceanic response driven by internal atmospheric variability.
C. Uncoupled-Control Experiment
The Uncoupled-Control Run reproduces very well the simulated ENSO variabil-
ity from the 400-year CCM3-RGO experiment. The correlation of NINO3 indices
between the two experiments is 0.97 for the entire 400-year record. Fig. 32 shows
composite of three types of events identified using the same criteria as in the CCM3-
RGO coupled simulation. As can be seen, the Uncoupled-Control Run successfully
reproduces the evolution of the events, with the exception that the amplitude of the
SST anomaly is slightly larger in the uncoupled run than in the coupled run. This is
expected because the lack of coupling between the ocean and atmosphere will tend
to lead an overestimation of the variance by reducing thermal damping, as shown by
Barsugli and Battisti (1998). But overall this effect is small in the ENSO region, as
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Fig. 32. Composite maps of seasonally averaged SST anomalies of the Uncou-
pled-Control Run for MM-ENSO (left panel), ENSO-ONLY (middle panel)
and MM-ONLY (right panel) from DJF 0 (the first row), MAM 0 (the second
row), JJA0 (the third row), SON 0 (the fourth row) and DJF+1 (the fifth
row), respectively.
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shown by the composite. We therefore conclude that the uncoupled experiments can
be used to diagnose dominant oceanic processes in ENSO evolution.
To identify the dominant oceanic processes in different types of events, we per-
form a mixed-layer heat budget analysis. The model SST tendency consists of con-
tributions from horizontal and vertical advection, diffusion and heat-flux forcing,
∂T
∂t
= Qx−adv +Qy−adv +Qz−adv +Qdiff +Qa. (4.1)
where Qx−adv = −u
∂T
∂x
, Qy−adv = −v
∂T
∂y
and Qz−adv = −weH(we)
T−Tsub
Hmix
are zonal,
meridional and vertical advection of heat, Qdiff = κ∇
2T is the diffusion and Qa =
Q
ρ0CpHmix
is surface heat flux forcing from the atmosphere. where ρ0 is the water
density; Cp is specific heat of water at constant pressure; Tsub is the entrainment
temperature beneath the base of the mixed layer Hmix; H is the Heaviside step
function( H(x) = 1 if x > 0, H(x) = 0, if x < 0); u and v are velocities of the upper
ocean; and Q is the net heat flux going into the upper ocean.
The anomalous vertical advection Qz−adv − Q¯z−adv, where Q¯z−adv denotes the
mean annual cycle, can be further divided into three terms:
Qz−adv − Q¯z−adv = −we
′ T¯ − T¯sub
Hmix
− w¯e
T ′ − T ′sub
Hmix
− we
′T
′ − T ′sub
Hmix
. (4.2)
where the first term on the right hand side represents anomalous upwelling against
mean vertical stratification; the second term represents mean upwelling against anoma-
lous vertical temperature gradient, and the third term represents nonlinear contribu-
tion which is small in the model and will not discussed.
Composite analysis is applied to the SST tendency equation (4.1) over the NINO3
region for each of the three types of events. Since we are particularly interested the two
cases where in one case the MM is followed by ENSO (MM-ENSO) and in the other
it is not (MM-ONLY), we contrast the dominant oceanic processes contributing to
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Fig. 33. Components of the heat budget averaged over the NINO3 region for
MM-ENSO (a) and MM-ONLY (b). The thermodynamic terms shown repre-
sent temperature tendency (labeled TIME TEND), zonal advection (ZON
ADV), meridional advection (MER ADV), advection by mean upwelling
(MEAN UPW ADV), advection by anomalous upwelling (ANOM UPW
ADV), and anomalous surface heat flux (QSFC). Units of the y-axis are
×10−7◦C/s.
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SST changes in Fig. 33. Prior to Dec(-1), the balance in the mixed layer heat budget
appears to be similar in both cases. The most dominant oceanic contribution to the
heat budget is the mean upwelling term (black) which maintains an anomalous cold
ocean state. From Dec(-1) to Apr(0), there is an abrupt increase in the SST tendency
(red) in both cases, which coincides with the onset of the MM events. The dominant
oceanic contributions to this warming tendency are from anomalous upwelling (blue)
and meridional advection (magenta).
Physically, this may be understood as follows: The southwesterly wind anomaly
associated with the onset of the MM produces an equatorward and eastward Ekman
flow which acts to reduce equatorial upwelling and at the same time transport the
off-equatorial warm surface water into the cold tongue region. After Apr(0), the SST
tendency behaves differently in the two cases. In the case where the MM is followed
by an El Nin˜o, the SST tendency remains positive through boreal summer, while
in the case where the MM does not lead to an El Nin˜o, the SST tendency drops
below zero in May(0) and Jun(0) and then remains weak. This different behavior is
consistent with the previous notion that the MM events persist longer in MM-ENSO
than in MM-ONLY, so that they can maintain a positive SST tendency throughout
the boreal spring and summer and produce a surface warming.
To further understand how anomalous upwelling advection works, we decom-
pose the surface current into a geostrophic part (ug) and an Ekman part (ue). The
geostrophic part results from large-scale oceanic adjustment to changes in the winds
that can be located in a remote location and may take a longer time to become effec-
tive, while the Ekman part of the response is directly related to the local winds. The
result shows that the anomalous upwelling is primarily controlled by the local wind
driven Ekman flow with little contribution from the geostrophic currents.
Following the peak of the MM events in MAM(0), there is an abrupt increase
83
120E 160E 160W 120W 80W 
20S
10S
EQ 
10N
20N
Ja
n(
0)
0
00
0
0
02.5
2.5
2.5
2.5
2.5
5
55
7.5
7.5
10
10
10
12.5
−10
−10
−7.5
−
7.5
−5
−5
−5
−5−2.5
−
2.5
−2.5
−2.5
120E 160E 160W 120W 80W 
20S
10S
EQ 
10N
20N
M
ar
(0
)
0
0
0
0
0
0
2.5
2.5
2.52.5
2.5
2.
5
5
5 5
5
5
5
7.5
7.5
10
12
.5
15
−15
−15
−12.5
−12.5
−10
−10
−
7.5
−
7.
5
−
5
−5
−
5
−5
−5
−2.5
−
2.
5
−2.5
120E 160E 160W 120W 80W 
20S
10S
EQ 
10N
20N
M
ay
(0
) 0
0 0
0
0
2.5
2.5
2.5
2.5
2.5
5
5
55
5
7.5
7.5
7.5
7.
10
10
10
12
.512.5
15
15
−15
−15
−
12
.5
−12.5
−10
−
10
−
7.5
−7.5
−
5
−5
−5
−5
−
2.
5
−2.5
−2.5
120E 160E 160W 120W 80W 
20S
10S
EQ 
10N
20N
Ju
l(0
) 0
00
0 0
0
2.5
2.5
2.52.5
2.5
5
5
55
5
7.5
7.5
7.5
7.5
10
10
10
10
12.5
12.5
15
15
−15
−15
−
12.5
−12.5
−
10
−
10
−7.5
−7.5
−
5 −5
−5
−2.5
−
2.5
−
2.5
120E 160E 160W 120W 80W 
20S
10S
EQ 
10N
20N 0
0
0
0
0
2.5
2.52.5
2.5
2.5
5
5
7.5
7.5
10
10
−10−7.5
−
7.5
−5
−
5
−5
−2.5
−
2.5
−2.5
−2.5
120E 160E 160W 120W 80W 
20S
10S
EQ 
10N
20N 0
0
0
0
00
2.5
2.5
2.5
2.5
2.5
5
5 5
5
7.5
7.5
101012.515
−
15
−12.5−10
−10
−7.5
−
7.
5
−5
−5
−
5
−5
−5
−2.5
−2.5
−2.5
−2.5
120E 160E 160W 120W 80W 
20S
10S
EQ 
10N
20N
0 0
0
0
0
2.5
2.5
2.5
2.
5 5
5
5
5 5
7.5
7.5
7.57.5
10
10
12.5
12.5
12.515
−
15
−
15
−12.5
−
12.5
−10
−10
−7.5
−7.5
−5
−5
−5
−
5
−5
−
2.5
−
2.5
−
2.5
−
2.5
120E 160E 160W 120W 80W 
20S
10S
EQ 
10N
20N
0
0
0 0
0
2.5
2.5
2.5
2.5
5
5 55
5
57.5
7.5
7.510
10
12.5
12.
515
−15
−15
−12.5 −
10
−10
−7.5
−
7.
5
−5
−
5
−5
−
5
−2.5
−2.5
120E 160E 160W 120W 80W 
20S
10S
EQ 
10N
20N
0
0
0
0
00
00
0
0
0
2.5
2.5
2.
5
−
7.5
−
5
−2.5
120E 160E 160W 120W 80W 
20S
10S
EQ 
10N
20N
0
0 0
0
0
0 0
0
0
2.5
2.5
2.5
5
5
−
5
−
2.5
−2.5
120E 160E 160W 120W 80W 
20S
10S
EQ 
10N
20N
0
0
0
0
0
0
0
0
00
0
2.5
2.5
2.5
2.5
5
5
5
7.5
−5
−5−2.5
−
2.5
−2.5
−2.5
120E 160E 160W 120W 80W 
20S
10S
EQ 
10N
20N 0
0
0
0
0
0
0
0
0
2.5
2.5
2.5
2.55
5
5 5
5
7.5
7.
−7.5
−5
−5
−
2.5
−2.5
−2.5
Fig. 34. Composites of thermocline anomaly for MM-ENSO (left) and MM-ONLY
(middle), and the difference between them (right) in Uncoupled-Control ex-
periment from Jan(0) (the first row), Mar(0) (the second row), May(0) (the
third row) and Jul(0) (the last row).
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in anomalous vertical heat advection due to changes in stratification, suggesting that
the winds associated with the MM not only have an immediate effect on the local
upwelling, w′e, but also can induce a change in the thermocline depth with a longer
delay. In fact, this process becomes the dominant oceanic term contributing to the
positive SST tendency after Jul(0). Obviously, there is a marked difference in the
amplitude of this oceanic processes in these two groups of events with the amplitude
in MM-ENSO much larger than that in MM-ONLY. Physically, this difference may be
attributed to a number of factors. First, the longer persisted westerly winds in MM-
ENSO can cause a stronger thermocline perturbation, resulting in a stronger change
in stratification. Second, there may be more heat build-up in the western tropical
Pacific basin in MM-ENSO, so that the heat may be more readily released to the
eastern equatorial basin. This difference in the ocean preconditioning effect is shown
in Fig. 34. It is clear that the thermocline depth is anomalously deeper in western
tropical Pacific basin in MM-ENSO than in MM-ONLY. Lastly, the spring warming
in MM-ENSO can trigger the Bjerknes feedback, which primarily operates via the
mean upwelling against the anomalous vertical temperature gradient. Therefore, a
significant portion of the warming induced by the mean upwelling term can come
from the Bjerknes feedback. To isolate the Bjerknes effect from the analysis, we next
turn to the Residual-RGO experiment.
D. Residual-RGO Experiment
The canonical evolution of SST for the MM-ENSO and MM-ONLY types of
events in the Residual-RGO experiment are shown Fig. 35. Since ENSO-related
forcing has been removed, it is no surprise that the amplitude of the SST is weaker
than that in the Uncoupled-Control Run. But even without the ENSO-related forcing,
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Fig. 35. Composites of seasonally averaged SST for MM-ENSO (left panel) and
MM-ONLY (right panel) in Residual-RGO experiment from DJF 0 (the first
row), MAM 0 (the second row), JJA0 (the third row), and SON 0 (the last
row), respectively.
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the SST in MM-ENSO develops a warm SST anomaly off the coast of Ecuador and
Peru in MAM(0). The most striking difference between the two cases occurs after
JJA(0), where the MM-ENSO shows considerable warming in the eastern equatorial
region, while the MM-ONLY barely shows any. A comparison between the SST
anomalies in the Residual-RGO and the Uncoupled-Control experiments during these
seasons shows a strong similarity between the two cases, suggesting that the warming
of the sea surface in these season is predominantly attributed to the non-ENSO related
forcing.
To further illustrate this, Fig. 36 shows the longitude-time Hovmo¨ller diagrams
for thermocline anomalies along the equator and the equatorial τx averaged over 5
◦S-
5◦N for MM-ENSO and MM-ONLY, respectively. During the development of the MM
from Jan(0) to May(0), a positive τx anomaly appears across the basin in both cases,
kicking off a positive, eastward propagating thermocline depth anomaly. The major
difference between the two cases does not occur during the development phase of the
MM, but during the decay phase of the MM. In the case of MM-ENSO, the positive τx
anomaly near the dateline lingers through the boreal summer and fall, which causes
the positive thermocline depth to persist through these seasons and produce warm
SST anomalies. In contrast, the positive τx anomaly in MM-ONLY decays more
rapidly and reverses its sign after May(0), thereby producing insignificant warming
in equatorial SST. Therefore, the results of the Residual-RGO experiment supports
the view that for the MM to excite ENSO, it is necessary that the associated westerly
winds persist through the summer and fall, so that a substantial warm SST in the
eastern equatorial region can be generated.
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Fig. 36. Equatorial τx and thermocline anomaly in Residual-RGO Run as a function
of longitude and time for the Pacific basin, a) τx and b) thermocline anomaly
for MM-ENSO. c) and d): Same, but for MM-ONLY.
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E. CCM3-ML-RGO and CCM3-SC-RGO Experiments
The previous experiment, based on the linear removal of ENSO, may draw crit-
icism that ENSO-related variability can not be completely removed, thus contami-
nating the interpretation of the result. In particular, the long persistence of the MM
in MM-ENSO could be due to the residual ENSO effect. To independently check
this result, it is desirable to repeat the RGO experiment with a set of forcings where
ENSO signal is eliminated by removing relevant physical processes, not by statistical
techniques. For this reason, we conduct CCM3-ML-RGO and CCM3-SC-RGO ex-
periments. From the previous discussion, we have learned that CCM3-ML coupled
simulation captures the MM variability, while CCM3-SC simulation does not capture
the MM, because the MM is inherent to thermodynamic ocean-atmosphere coupled
system. Therefore, if the MM does lead to the development of ENSO, as shown in the
Residual-RGO experiment, then we expect CCM3-ML-RGO experiment to produce
ENSO-like variability. Furthermore, we expect that most of the ENSOs will follow
the MM in this experiment. On the other hand, such a result is not anticipated
from the CCM3-SC-RGO experiment, since MM activity is absent in the CCM3-SC
simulation.
Fig. 37 shows the first SST EOF pattern and the associated time series along with
its seasonal variation from the 100-year CCM3-ML-RGO simulation. It is evident that
an ENSO-like variability is present. Furthermore, its phase-locking to the annual cycle
appears to be in a very good agreement with the observed ENSO and the CCM3-
RGO simulated ENSO, suggesting again that the MM plays an important role in
determining the seasonality of ENSO. It may be worth noting that the amplitude of
the SST anomaly is even larger than that of the CCM3-RGO simulation, despite the
fact that the Bjerknes feedback is absent. This may be explained by the following
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Fig. 38. Normalized time series associated with the first EOF of τy from
CCM3-ML-RGO Run averaged over FMAM (blue line) and normalized
NINO3 index averaged over DJF (red line). Red dots indicate MM-ENSO,
green dots indicate ENSO-ONLY, and blue dots indicate MM-ONLY.
reasons: 1) the CCM3-ML simulation tends to overestimate the MM related SST
and wind variance, because of the absence of oceanic heat transport that can act as a
damping to SST, 2) the stand-alone ocean model simulation also tends to overestimate
SST variability because of the absence of damping effect. The de-correlation time
scale of the ENSO-like SST variability in the CCM3-ML-RGO simulation is about 12
months, this is longer than that simulated by the CCM3-RGO coupled run, indicating
that the ENSO-like variability tends to have more energy in low-frequency bands.
This may be caused by the red-spectrum response of the CCM3-ML coupled system.
To explore the relationship between the MM and ENSO in the CCM3-ML-RGO
simulation, similar analysis used in the CCM3-RGO simulation is applied to the 100-
year model data here. First, the time series of the first EOF of τy during FMAM is
used as an index for the MM variability. As demonstrated in the previous chapter,
this index gives a very good measure of the MM variability in the CCM3-ML coupled
model (Fig. 38). The relationship between this MM index and the DJF NINO3 index
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is then examined. As shown in Fig. 38, the two indices are highly correlated with a
correlation value of 0.52 which significant at 99% level. If one uses the same criteria
to classify the different types of ENSO and MM events as in CCM3-RGO simulation,
then 72% of the El Nin˜os are preceded by MM events and only 13% of the MM
events (2 out of 15) are not followed by an El Nin˜o. This result reveals an even
tighter relationship between the MM and ENSO in the CCM3-ML-RGO simulation
than in the CCM3-RGO simulation.
To demonstrate how ocean dynamics can modify the SST response of the CCM3-
ML coupled system, we contrast the composite of SST evolution from the CCM3-ML
and CCM3-ML-RGO simulation for all the MM-ENSO events in Fig. 39. In the
absence of ocean dynamics, the SST anomaly in the CCM3-ML simulation shows
a warm SST anomaly emanating from the northeastern part of Pacific basin into
the tropics from DJF(0) to JJA(0). Accompanying this warm anomaly is a weak
cold anomaly occupying much of the area south of the ITCZ. This pattern of SST
resembles strongly the SST anomaly associated with the MM (Fig. 23 in the previous
chapter), and it reaches its peak in MAM(0) as the MM does. In the absence of
the ocean dynamics, these SST anomalies simply fade away in the following seasons.
The situation is drastically different in the presence of ocean dynamics. As can be
seen from Fig. 39, in response to the MM related wind forcing a warm SST anomaly
begins to develop in the eastern equatorial region, expand westward and intensify as
the season progresses. This evolution of SST is similar to that of the MM-ENSO
events in the Residual-RGO simulation, except that amplitude of the SST anomaly
is much stronger in the CCM3-ML-RGO simulation.
The similar RGO experiment with forcing derived from the CCM3-SC simulation
reveals a different response. The SST EOF does not resemble anything and has
negligible amplitude (Fig. 40b). The time series associated with the first EOF pattern
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Fig. 39. Seasonally averaged SST anomalies of MM-ENSO for CCM3-ML run (left
panel) and for CCM3-ML-RGO Run (right panel) from DJF 0 (the first row),
MAM0 (the second row), JJA0 (the third row), SON 0 (the fourth row) and
DJF+1 (the last row).
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Fig. 41. Normalized time series associated with the first EOF of τy from
CCM3-SC-RGO Run averaged over FMAM (blue line) and normalized NINO3
index averaged over DJF (red line).
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of SST shows no evidence that the equatorial SST variability is phase-locked to the
boreal winter (Fig. 40c). Using the time series of the first EOF of τy as an index
for the MM, we find essentially no correlation (0.17) between this index and NINO3,
as shown in Fig. 41, suggesting that the weak SST variability in this experiment is
governed by different processes.
In summary, the results from these experiment provides independent supporting
evidence that the MM can lead to the development of ENSO.
F. Summary and Discussion
The results presented in this chapter demonstrate that the stand-alone ocean
model experiments forced with surface winds and heat fluxes from the coupled simu-
lations provide a useful tool to gain further insight into the relationship between the
MM and ENSO. The Uncoupled-Control experiment shows that the two dominant
oceanic processes responsible for the MM induced SST change are the anomalous
upwelling against mean vertical stratification and the mean upwelling against anoma-
lous vertical temperature gradient. The former affects the SST immediately after
the onset of the MM because it is related surface Ekman flow response, whereas the
latter affects the SST with a longer delay because it relies on thermocline adjust-
ment. The extent to which the latter can affect the SST depends on how long the
event lasts. The Residual-RGO experiment show that the persistence of the MM is
the key that distinguishes MM-ENSO events from MM-ONLY events. The longer
persistence of the MM in MM-ENSO causes the thermocline perturbation to persist
through the boreal summer and fall and produces sufficient surface warming for El
Nin˜o to develop. Further RGO experiments using surface forcing derived from the
CCM3-ML and CCM3-SC simulation provide an independent confirmation that the
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MM can indeed lead to the development of ENSO.
In addition to revealing the relationship between the MM and ENSO, there are
other interesting findings from the stand-alone ocean model experiments that have
not been discussed extensively in this chapter. For example, another set of experi-
ments, with the ocean model forced with surface winds only and heat fluxes only from
the coupled CCM3-RGO simulations, demonstrate that the experiment forced with
surface winds only produces a broader SST pattern than the experiment forced with
surface heat fluxes. This may suggest that the Ekman advection tends to broaden the
SST response while the heat flux intends to make it more confined near the equator.
Furthermore, an examination of the ENSO-related forcing experiment (ENSO-RGO
experiment) indicates that the Bjerknes feedback starts to make a significant con-
tribution to the development of El Nin˜o in MM-ENSO from Aug(0) and its effect
tends to be confined in the deep tropics within 10◦S-10◦N. Outside the deep tropics,
the SST change associated with the Bjerknes feedback tends to work against that
induced by the non-ENSO forcing. This suggests that the meridional extent of the
SST anomaly may be determined by the relative strength of the Bjerknes feedback
and non-ENSO related forcing. In terms of explained variance, assuming that SST
variations induced by the ENSO related and non-ENSO related forcing are indepen-
dent, then the ENSO-related forcing explains 42% of the total NINO3 SST variance.
However, caution must be excised while interpreting these ocean model experiments,
as nonlinearity and active ocean-atmosphere feedback have not been taken into con-
sideration.
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CHAPTER V
INVESTIGATING PHYSICAL MECHANISMS FORCING ENSO VIA INTERNAL
ATMOSPHERIC VARIABILITY – UTILIZATION OF A NOISE FILTER
A. Introduction
As shown in the previous chapters, the majority of the El Nin˜o events appear
to be preceded by Pacific MM events. Since internal atmospheric variability is an
important source of forcing that excites Pacific MM variability, it is natural to expect
that the internal atmospheric variability can exert an influence on ENSO via its effect
on the MM. This chapter further explores the role of atmospheric internal variability
in maintaining the MM variability, and consequently ENSO. To fulfill this objective,
we adopt a novel approach; we filter out internal atmospheric variability in the coupled
model, so that we can further quantify its effect on ENSO.
We are assuming that the atmospheric variability can be divided into two parts:
an internal part due to intrinsic atmospheric dynamics, independent of anomalous
SST forcing (hereafter referred to as the ”noise”), and an external part due to im-
posed boundary condition (SST anomalies) forcing (hereafter referred to as the ”sig-
nal”). One major difficulty in using a CGCM for the study of the stochastic ENSO
mechanism is how to isolate the ”signal” part from the ”noise” reliably so that the
coupled feedback can be extracted and examined separately. It is challenging because
1) the ”signal” and ”noise” are integral parts of the atmospheric variability and 2)
the forced response is often weak compared to the internal atmospheric variability al-
lowing the ”signal” to be easily contaminated by the noise (Chang et al., 2000). Until
very recently, the available coupled GCMs do not have the ability to discriminate
between the signal and the noise.
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The traditional technique is to use an ensemble average of many atmospheric
realizations, subject to the same boundary forcing, to isolate the forced signal from
the ”noise”. In this approach, an ensemble of AGCM runs with slightly different
initial conditions, forced for example with observed SST, is first performed, and then
a first order estimate of the signal can be obtained by taking an ensemble average
of these runs. The noise can be defined as the departure from the ensemble mean.
This simple technique works well provided that the ensemble size is sufficiently large.
A practical limitation of this method is that for a finite size ensemble, the ensemble
mean provides a biased estimate of the signal. This noise contamination problem can
be severe if the ensemble size is small.
Based on this idea, Kirtman and Shukla (2002) proposed to use an interactive
coupled ensemble strategy within a CGCM to separate signal from noise fields. This
procedure uses multiple realizations of the atmospheric GCM at each couple time
step coupled to a single realization of the ocean model. Each atmospheric realization
differs in their initial conditions but experiences the same SST forcing provided by
the same OGCM. The OGCM, on the other hand, experiences surface fluxes that
are the ensemble averaged over the AGCM realizations. The ensemble mean of the
atmospheric GCM fluxes reduces the atmospheric internal variability in the coupled
GCM. They show that the results seem to have relatively small sensitivity in terms
of sample size of the AGCM realizations in their ENSO simulation, provided the size
is larger than six.
Using such a modeling approach, Kirtman et al. (2004) tested the null hypothesis
that ENSO resides in a stable dynamical regime and its low-frequency modulation
is largely determined by stochastic processes in the atmosphere (Flu¨gel and Chang,
1999), within the framework of a coupled GCM. They found that there are significant
regions in the tropical Pacific where the SST variability can not be explained by the
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null hypothesis, suggesting that the deterministic dynamics are important. While the
study of Kirtman et al. (2004) represents the first of its kind in its use of a coupled
GCM to test the null hypothesis, they caution that ”these results may be model-
dependent”. Therefore, further studies in making use of coupled GCMs to study the
role of internal atmospheric variability of ENSO are needed.
The study in this chapter deviates from Kirtman et al. (2004) in two ways. First,
the scientific objective of this study is not simply to test the null hypothesis, but to
examine the role of the MM in linking internal atmospheric variability and ENSO.
Second, we employ a noise filtering procedure to extract the coupled signal, instead
of using the interactive ensemble approach. The appealing feature of our filtering
procedure is that it presents an unbiased estimate of the signal and thus gives a better
treatment of signal/noise separation even when ensemble size is relatively small. It
is also computationally more efficient because the filter is pre-determined based on
AGCM AMIP runs.
This chapter is divided into five sections. Section B discusses the design of the
noise filter and tests how effective the filter works. Section C describes the imple-
mentation of the noise filter with the coupled system and the noise filtered coupled
experiment. Section D further examines the relative importance of dynamic and
thermodynamic noise forcing. Section E is the summary and discussion.
B. Design and Testing of the Noise Filter
1. Concept of the Noise Filter
The concept of the noise filter is to find a projection vector (filter) such that the
filter projects an individual ensemble member onto a set of signal-to-noise optimals
and weights their contribution according to the signal-to-noise ratio. The high signal-
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to-noise optimals get higher weights than the lower signal-to-noise ones, so that only
the signal portion of variance in each ensemble member passes through the filter. The
mathematical formulation of the filter was derived by Tippett and Chang (unpub-
lished manuscript). Its concept was motivated by the signal-to-noise optimization
analysis proposed by Allen and Smith (1997), and subsequently used by Venzke et al.
(1999) and Chang et al. (2000) to identify dominant SST-forced atmospheric response
from a moderate-size ensemble of AMIP runs.
Let CM represent the ensemble mean covariance of a state vector XM (ensem-
ble mean) from an m-member ensemble of AGCM runs forced with historical SSTs,
and CN represent the noise (departure from ensemble mean) covariance. The ensem-
ble mean covariance CM consists of the covariance of the true signal CS and noise
contamination 1
m
CN , i.e.,
CM = CS +
1
m
CN . (5.1)
Assuming the noise and the signal are uncorrelated, the best estimate of the true
signal XS at a particular time, according to least-squares estimate of the signal, is
XS = (CM −
1
m
CN)CM
−1XM = (I−
1
m
CNCM
−1)XM . (5.2)
This is a regression between the ensemble mean and the signal. As m → ∞, XS →
XM , i.e., the ensemble mean is the true signal for a sufficiently large ensemble.
This signal estimate XS minimizes the cost function
J(XS) = m(XS −XM)
TCN
−1(XS −XM) + XS
T (CM −
1
m
CN)
−1XS. (5.3)
The signal estimate projects mostly onto the signal covariance and its difference with
the ensemble mean projects mostly onto the noise. As m → ∞ the first term of the
cost function dominates, requiring that XS → XM .
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The relation in the (5.2) is closely related to the generalized eigenvalue problem
CMF = CNFλ, where F is the matrix of filter patterns and λ is the corresponding
eigenvalues which define the signal-to-noise ratio. The eigenvectors , ordered by their
eigenvalues from largest to smallest, are such that the leading eigenvector gives the
projection vector F that maximizes the signal-to-noise ratio over all possible patterns,
the second eigenvector maximizes the signal-to-noise ratio over all patterns unrelated
to the leading pattern, and so on.
Suppose that the noise covariance CN is singular with j nonzero eigenvalues and
has the ”economy” eigenvalue decomposition CN = ENλNE
T
N , where the eigenvalue
matrix λN is j × j and matrix EN (noise EOFs) of eigenvectors is n × j; n is the
dimension of the full-space. Then the generalized eigenvalue problem can be written
CMF = ENλNE
T
NFλ. (5.4)
Define the j × j projection CˆM of the ensemble mean covariance on the noise
EOFs by CˆM = E
T
NCMEN and the j × j projected filter pattern Fˆ by Fˆ = E
T
NF, in
which F is assumed to be an n× j matrix and lies in the space spanned by the columns
of EN ; then (5.3) can be written CˆM Fˆ = λN Fˆλ, and be re-arranged as Cˆ′MG = Gλ,
where the whitened projected ensemble mean covariance is Cˆ′M = λ
− 1
2
N CˆMλ
− 1
2
N and
the whitened projected ensemble mean EOFs are G = λ
1
2
NF.
Standard methods are used to find G and λ, such that Cˆ′M = GλG
T ; G is a
j × j orthogonal matrix. Solve for Fˆ = λ
− 1
2
N G. Define the projected physical pattern
Pˆ = λ
1
2
NG so that PˆPˆ
T = λN ,PˆFˆT = I and PˆλPˆT = CˆM . Therefore,
λNCˆ
−1
M = Pˆλ
−1FˆT . (5.5)
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Define
XˆS = (CˆM −
1
m
λN)Cˆ−1MXˆM
= (Ij −
1
m
λNCˆ
−1
M )XˆM
= Pˆ(Ij −
λ−1
m
)FˆT XˆM .
(5.6)
The quantity XˆS minimizes the cost function
J(XˆS) = m(XˆS − XˆM)
TλN
−1(XˆS − XˆM) + Xˆ
T
S (CˆM −
1
m
λN)
−1XˆS. (5.7)
Therefore, Pˆ(Ij − λ
−1)FˆT is the sought-after noise filter. For example, the signal
estimate of an individual ensemble member , say X1, can be obtained from (5.6) by
setting m = 1, i.e.,
XS1 = Pˆ(Ij − λ
−1)FˆTX1. (5.8)
In summary, the noise filtering procedure consists of three steps: 1) Solving for
the eigenvalues (λN)/eigenvectors (EN) of the noise covariance matrix to obtain the
noise EOFs; 2) Solving for the eigenvalues/eigenvectors of the whitened ensemble
mean covariance matrix to obtain signal-to-noise optimals in the truncated state
space of noise EOFs; 3) Using the signal-to-noise optimals to construct the filter.
Once constructed, the signal estimate can be obtained by projecting an individual
ensemble member onto the filter.
There are two EOF truncations made in the process: The first is determining
how many of the noise EOFs that one needs to keep when solving the signal-to-noise
optimals and the other is determining how many signal-to noise optimals one needs
to keep when constructing the filter. We tested the sensitivity of the noise filter to
truncation variations in a certain range of EOF modes, and took the patterns that
are robust with respect to the truncations. It should be pointed out that the filter
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is independent of time, so this noise filtering procedure does not apply to the time
domain.
2. Test Noise Filter
The noise filter allows the removal of the noise when applied to an individual
ensemble member of the AMIP runs. Therefore, once derived, it provides a good
estimate of the SST forced response from a single realization of the AGCM. As an
example to illustrate the effectiveness of the filter, an ensemble of ten CCM3 integra-
tions, forced with monthly averaged observed SSTs (Smith et al., 1996) in the global
ocean from January 1950 to December 1994, were used to construct an annual mean
noise filter using the EOFs of the noise covariance of the zonal wind stress derived
from these 45-year integrations. We then applied the filter to the zonal wind stress
anomaly from an arbitrary ensemble member of the CCM3 runs.
Fig. 42 shows the leading EOF of the zonal wind stress in the tropical Pacific and
the associated time series of the leading EOFs for the ”signal” derived from the 10-
member ensemble(top panel) using the technique of Allen and Smith (1997), and for
one individual ensemble member (middle panel). The individual ensemble member
hardly captures any structure in the tropics and the spatial pattern of the north
Pacific is clearly dominant, compared with the signal pattern. The bottom panel of
Fig. 42 depicts the same calculation of the signal estimate of the same individual
ensemble member using the noise filter. It is clear that the leading EOF over the
tropical Pacific basin exhibits a spatial pattern that is virtually identical to that
of the ”signal”. The correlation of the time series associated with the first EOFs
between the signal estimate (a) and the noise filtered estimate (c) is 0.71, while the
correlation between the signal estimate and the individual ensemble member (b) is
only 0.28. This suggests that the noise filter is capable of extracting the forced signal
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Fig. 42. Spatial and temporal patterns of the leading EOF of zonal wind stress in the
tropical Pacific for the ”signal” derived from a 10-member ensemble mean(top
panel), for one individual ensemble member (middle panel) and for the signal
estimate of the same individual ensemble member (bottom panel).
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Fig. 43. The time series of the first EOFs of zonal wind stress for the 10 individual
ensemble members (cyan lines in upper panel) and the corresponding noise
filtered ones (cyan lines in lower panel), and the signal estimate (red line in
both panels).
from the individual ensemble member.
To illustrate this point further, we show in Fig. 43 the time series associated with
the leading EOFs of zonal wind stress for the 10 individual ensemble members (cyan
lines in upper panel) and the corresponding noise filtered ones (cyan lines in lower
panel), and the signal estimate (red line in both panels). It is evident that the 10
noise filtered signals generally agree much better with the the signal estimate than
the unfiltered ones; there is a considerable spread among 10 unfiltered individual
ensemble members (from 0.01 to 0.30). Careful readers may notice that the time
series associated with the first EOFs of 10 individual ensemble members show weak
seasonal cycle, which may indicate that the filter would work even better if we take
seasonal variation into consideration.
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Fig. 44. The time series associated with the first EOFs of zonal wind stress for January
before (top) and after (bottom) applying the noise filter.
To be more consistent with the CCM3-RGO model that is used for this study,
the actual construction of the noise filter was based on an ensemble of twelve 45-year
CCM3 integrations forced with a 45-year SST taken from the 400-year control simu-
lation of the CCM3-RGO. To take into consideration of strong seasonal dependence,
twelve filters, one for each of the calendar months, were constructed for each of the
coupled variables, including wind stress (τx, τy) and surface heat flux.
Fig. 44 displays the time series associated with the first EOFs of the zonal wind
stress for January before (top panel) and after (bottom panel) applying the noise
filter. It is obvious that unfiltered members show a considerable spread and are
barely correlated among each other. But the filtered members are strongly correlated
among each other with average correlation value of 0.997.
In terms of the total ”noise” variance that is removed by the filter, Fig. 45 com-
pares the variance maps of the January zonal wind stress anomalies of one unfiltered
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Fig. 45. Variance maps of the January zonal wind stress anomalies of one unfiltered
(a) and filtered (b) individual ensemble member.
(Fig. 45a) and filtered (Fig. 45b) individual ensemble member. It clearly shows that
much of the variance in the extratropics is reduced dramatically in the unfiltered case
while within the tropical region most of the variance is retained. This is expected
because the tropical atmosphere is much more sensitive to SST forcing than extrat-
ropics. Therefore, we would expect behavior of the control run to be different from
the coupled experiments with filtered surface wind stress and heat flux.
C. Coupled Experiments With Noise Filter
As demonstrated in the previous section, the noise filter is effective in suppressing
internal atmosphere variability, and is easily applied to the coupled CCM3-RGO
model. Recall that four atmospheric variables (zonal and meridional wind stress, net
heat flux and solar radiation) are passed to the ocean at each coupling step (once
a day). The noise filter was implemented by simply applying the filter to all four
variables at each coupling step (every day), and then combine these filtered fields
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Fig. 46. Flowchart of CCM3-RGO model with (Yes) and without (No) noise filter.
with the corresponding observed climatology before passing them onto the ocean
model. The way that the SST anomaly was passed to the atmosphere model remained
unchanged. In so doing, the noise filter acts to reduce the effect of the internal
atmospheric variability on the ocean-atmosphere coupling. The flowchart (Fig. 46)
summarizes how the noise filter was applied to the coupled model.
A 200-year coupled simulation was conducted where the noise filter was applied
to all coupled variables. Hereafter, we refer to this experiment as the fully-filtered
run. The following discussion is devoted to the comparison between the first 100-year
CCM3-RGO control run and the 100-year fully-filtered run.
1. ENSO Variance
The first issue to be addressed concerns with the role of atmospheric internal
variability in maintaining ENSO variance.
For this, we compare the SST anomaly variance in the tropical Pacific region from
the two experiments as shown in Fig. 47 . There is a major reduction in SST variance
of the fully-filtered experiment in comparison with the control run. Furthermore, the
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Fig. 47. SST anomaly variance in the tropical Pacific region from the fully-filtered run
(a) and from the CCM3-RGO control run (b).
structure of SST variance in the Pacific becomes narrower and more confined to the
equatorial zone in the fully-filtered run than in the control run.
This reduction in SST variance can be further seen in Fig. 48, where the time se-
ries, power spectra and auto-correlation of the NINO3 index are displayed for the first
100-year control run and the 100-year fully-filtered run. When the filter is applied,
the peak-to-peak variation of the NINO3 index falls within one standard deviation
of the control run (dashed line in Fig. 48a and b), though its periodicity does not
change substantially (in Fig. 48c and d). Another interesting difference between the
two runs is that the NINO3 SST index in the fully-filtered experiment (blue) shows a
more regular oscillation than in the control run (red). This suggests that the ENSO
in the coupled model may reside in a self-sustained oscillatory regime, and the role
of the internal atmospheric variability is to enhance the variance of the ENSO and
make it irregular.
Perhaps the most striking difference between the two runs lies in the change
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Fig. 48. The time series of the NINO3 index for the 100-year fully-filtered run (a) and
for the first 100-year control run (b); Power spectra (c) and auto-correlation(d)
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Fig. 49. Standard deviation of the NINO3 SST anomalies as a function of calendar
month, for the first 100-year control run (dark red) and for the 100-year
fully-filtered run (dark blue).
in seasonal phase-locking of ENSO. Fig. 49 compares the standard deviation of the
NINO3 SST anomalies in the two cases as a function of calendar month. As can been
seen, the seasonal phase-locking is substantially altered in the absence of internal at-
mospheric variability. The ENSO cycle is no longer phase-locked to the boreal winter.
Instead, the filtered ENSO cycle does not show any strong seasonal preference. This
suggests that atmospheric internal variability has a dramatic effect on the seasonal
phase-locking of ENSO.
Fig. 50 illustrates the El Nin˜o evolution in the fully-filtered (left panel) and
unfiltered (right panel) experiments. Since the ENSO in the filtered experiment is no
longer phase-locked to the annual cycle, a composite of the events was made by simply
lining up the maximum value amplitude of each identified El Nin˜o event, instead of
using calendar months for the control run. However, the same criterion is being used
as in the control run to identify El Nin˜o events: the SST anomalies averaged over the
NINO3 region exceed one standard deviation for at least three consecutive months.
Over the 100-year record of the fully-filtered tun, there are a total number of 22 El
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Fig. 50. El Nin˜o evolution in the fully-filtered (left panel): from top to bottom are
averaged -12 to -10 month, -9 to -7 month, -6 to -4 month, -3 to -1 month
and 0 to 2 month, which corresponds to DJF 0, MAM 0, JJA0, SON 0 and
DJF+1 in the control simulation. This evolution behaves very similar to the
ENSO-ONLY in the control simulation (shown in the right panel).
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Nin˜o events. The warm SST anomalies develop in the west-central Pacific 9 months
before the peak of the event which corresponds to MAM 0 in the control run. Overall
the canonical evolution of the El Nin˜os in this case behaves very similar to the ENSO-
ONLY El Nin˜os in the control simulation that are independent of the MM (shown in
the right panel). This implies that after filtering internal atmospheric variability, the
number of El Nin˜o events preceded by MM drops significantly so that the canonical
El Nin˜o behaves like the ENSO-ONLY events in the control simulation.
2. Meridional Mode and Its Relationship to ENSO
Does the Pacific meridional mode still exist in this filtered experiment? If the MM
is a coupled mode, it should remain, but its variance should be reduced substantially
as internal atmospheric variability acts as a major source of external forcing for the
MM. To test this idea, we used a SVD analysis similar to that used in the previous
chapter to identify the MM in the filtered run. Since ENSO in this run does not show
a strong seasonal preference, it is difficult to use the approach based on non-ENSO
spring data. Therefore, we used the approach of (Chiang and Vimont, 2004) where the
SVD analysis is performed on the monthly residual data after linearly removing the
ENSO signal. As pointed out previously, the two approaches yield similar findings.
To directly compare with the results from the control simulation, the same SVD
analysis is also applied to the first 100-year of the 400-year monthly data of the
control run. Fig. 51 illustrates the spatial pattern of the leading SVD, along with
the seasonal dependence of the corresponding wind stress expansion coefficient and
the lag-correlation between the wind stress expansion coefficient and SST expansion
coefficient, respectively, for the filtered experiment (upper panel) and the control
run (lower panel). The MM’s temporal characteristics in the two experiments are
very similar with maximum variance in FMAM; and the highest correlation between
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Fig. 51. Spatial (a,d) and temporal properties of the leading SVD mode between the
residual wind stress and residual SST anomaly for the fully-filtered run (top
panel) and for the 100-year control run (bottom panel), after linearly removing
the ENSO signal. The seasonal dependence of the wind expansion coefficient
in b and e. Lag-correlationship between the wind expansion coefficient and
the SST expansion coefficient in c and f. Positive lag month signifies that the
wind expansion coefficient leads.
114
160E 160W 120W
EQ 
20N
40N
60N
80N
lag = −3 m
0.05
0.05
−
0.05
−0.05
−0.05
−0.15
160E 160W 120W
EQ 
20N
40N
60N
80N
lag = −2 m
0.05
0.05
−
0.05
−0.05
−
0.05
−0.05
−0.15
−
0.
15
−0.15
160E 160W 120W
EQ 
20N
40N
60N
80N
lag = −1 m
0.0
5
0.05
0.05
0.05
−0.05
−0.05
−0.05
−
0.05
−0.15
−0.15
−0.15
160E 160W 120W
EQ 
20N
40N
60N
80N
lag = 0 m
0.05
0.05
0.0
5 0.05
0.15
−
0.
05
−
0.05
−
0.05
−0.05
−0.05
−0.15
Fig. 52. Lag correlation between the monthly SLP anomaly and the SST expansion
coefficient in fully-filtered run at different lags, with SLP leading the SST
expansion coefficient by 3, 2, 1 and 0 months.
the two expansion coefficients occurs at zero lag. There is, however, a substantial
reduction (about 30%) in amplitude of the MM of the filtered run, particularly during
later winter and early spring (JFMA).
The spatial patterns of the MM from both experiments also share some similar-
ities, but again the MM in the filtered case is much weaker than in the control case.
The associated positive SST anomaly north of the mean ITCZ is much weakened and
narrower in the filtered run than in the control run. Consequently, the gradient be-
tween the positive and negative SST anomaly gets weaker, so does the corresponding
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Fig. 53. Normalized FMAM wind expansion coefficient (blue line) and normalized DJF
NINO3 index (red line) from the fully-filtered run (upper panel) and the
control run (lower panel). Red dots indicate MM-ENSO, green dots indicate
ENSO-ONLY, and blue dots indicate MM-ONLY.
wind stress anomaly associated with this MM. Though weakened, this result does
suggest that the MM can exist in the absence of or with very little influence from
internal atmospheric variability. To reconfirm this claim, we correlated the the SST
expansion coefficient associated with the MM in the fully-filtered run to the SLP
anomaly at different lags (Fig. 52) and found no significant correlation (correlation
less than 0.15), which is in sharp contrast to the control case. This further supports
the idea that the meridional mode is indeed a coupled mode and atmospheric internal
variability plays a major role in exciting it and enhancing its variability.
What about the relationship between the MM and El Nin˜o events when atmo-
spheric internal variability is suppressed? To answer this question, the FMAM wind
expansion coefficient (blue) and DJF NINO3 index (red) are plotted against each
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other in Fig. 53 for both the fully-filtered (upper) and unfiltered (lower) runs. Each
time series has been normalized by its own standard deviation. The correlation be-
tween these two is 0.36 for the filtered case, which is substantially lower than the
value of the control run (0.56). Using the same criterion as for the control run to
classify all the El Nin˜o and MM events in the filtered run, we found that 33% of the
El Nin˜o events (7 out of 21), indicated as red dots, are led by MM events; 67% of
the El Nin˜o events (14 out of 21), indicated as green dots, are independent of MM
events and 59% of the MMs events (10 out of 17) do not lead to ENSO, denoted as
blue dots. In comparison, the population of the El Nin˜os and MMs in each of these
categories based on the first 100-year of the control simulation are: 73% of the El
Nin˜os events (19 out of 26) are tied to the MMs; 27% of the El Nin˜os events (7 out of
26) are independent of the MMs and 30% of the MMs events (8 out of 27) do not lead
to ENSO. Therefore, there is a significant difference in population distribution among
the three groups of El Nin˜o and MM events in the two experiments. The population
in MM-ENSO drops dramatically in the filtered case, compared with the control run,
while the populations in ENSO-ONLY and MM-ONLY increase markedly. There is
also a decrease in the total number of the MM events and El Nin˜o events in the
filtered run.
So what do these statistics tell us? They confirm that atmospheric internal
variability does play an important role in determining the strength and occurrence
of the MM events, consequently having an impact on the relationship between the
MM and ENSO. When atmospheric internal variability is present, the MM events
are strong and frequent. Therefore, the MMs are very effective in affecting ENSO
and the correlation between the two is high. One sees that the majority of ENSO
events follow a MM event. On the other hand, when atmospheric internal variability
is suppressed, the MM variability is weakened, making it more difficult to affect
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ENSO. Therefore, the correlation between the two is relatively low. A majority of
ENSO events become independent of the MMs, which results in an increase in the
population of ENSO-ONLY. As a result of this change, the seasonal phase-locking of
ENSO is altered.
D. Relative Importance of Dynamic and Thermodynamic Noise Forcing
Internal atmospheric variability can affect coupled feedbacks in the tropics via
its impact on surface wind stress and/or surface heat flux exchanges. But which of
these exchanges is more important in terms of affecting ENSO?
To address this question, two additional filtered experiments are carried out: 1)
Only surface heat flux is filtered, so that only the signal of the surface heat flux is
passed to the ocean during the coupling. The result of this experiment will tell us
the extent to which internal atmospheric variability in wind stress only can affect
ENSO; 2) Only wind stress is filtered, so that only the signal of the wind stress is
passed to the ocean during the coupling. The result of this experiment will shed
light on to the extent to which internal atmospheric variability in the heat flux can
influence ENSO. Like the other filtered experiment, each of these experiments has
100-year integration. Hereafter, we will refer to these experiments as the filtered-flux
and filtered-wind experiments.
1. ENSO Variance
The variance of the SST anomaly from the filtered-flux experiment in the Pacific
region is shown in Fig. 54a and the variance from the filtered-wind experiment is
shown in Fig. 54b. For the filtered-flux experiment, the SST variance outside the deep
tropics is reduced markedly, while the reduction within the deep tropics is small. For
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Fig. 54. SST anomaly variance in the tropical Pacific region from the filtered-flux run
(a) and from the filtered-wind run (b).
the filtered-wind experiment, the reduction in the deep tropics is more severe than
that outside of the tropics and the overall structure remains more similar to that of
the control run (Fig. 47b). This suggests that filtering the noise in the surface heat
flux has a stronger impact on the SST variance in the extratropics, while filtering
the noise in the wind stress has a stronger impact on the SST variance in the deep
tropics. This is consistent with the ENSO dynamics: the SST variability within the
deep tropics is more controlled by the ocean dynamics which is closely related to wind
stress fluctuations. Outside the deep tropics, the SST changes are controlled more by
mixed layer dynamics which is predominantly driven by surface heat flux.
Let us now take a further look at the model ENSO variability in each of these
experiments. Fig. 55 and Fig. 56 show the time series, power spectra and phase-
locking of the NINO3 index for the filtered-flux and the filtered-wind experiment,
respectively. A marked change is observed for the phase-locking of ENSO which in
this case shows no seasonal preference, as in the fully-filtered run (Fig. 47). Another
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Fig. 55. The time series (a), power spectra (b) and seasonal dependence of standard
deviation (c) of the NINO3 index for the filtered-flux run.
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Fig. 56. The time series (a), power spectra (b) and seasonal dependence of standard
deviation (c) of the NINO3 index for the filtered-wind run.
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change is that the period of the ENSO cycle is somewhat longer, around 4-5 years,
compared with the control run. In the experiment where only wind stress is filtered,
the phase-locking of ENSO does not change substantially (Fig. 56c), compared to the
control run. The ENSO cycle seems to occur more frequently, every 2-3 years, than
in the filtered-flux experiment. This tells us that noise in wind stress plays a role in
shifting the frequency of ENSO towards the lower frequency end of the spectrum. A
comparison of the NINO3 spectra of the two cases also indicates that the noise in
the wind stress also tends to broaden the spectral peak while shifting it towards the
lower frequency. This effect of noise in the wind stress has been noted previously by
Blanke et al. (1997) and others.
2. Meridional Mode and Its Relationship to ENSO
What about the Pacific meridional mode? Similar to the fully-filtered run, SVD
analysis was performed to the monthly data of the two filtered experiments after
linearly removing ENSO. Fig. 57 depicts the spatial pattern of the first SVD analy-
sis, the seasonal dependence of the corresponding wind expansion coefficient and the
lag-correlation between the wind expansion coefficient and SST expansion coefficient,
respectively, for the filtered-flux experiment (upper panel) and the filtered-wind ex-
periment (lower panel). The expansion coefficients display similar seasonality and
lag-correlation structures, except that the filtered-wind case has a cleaner boreal
spring phase-locking and shows higher correlation at longer lags, particularly when
SST leads the winds, suggesting a possibly stronger feedback. The spatial patterns
also share some similarities, but the MM in the filtered-flux case is clearly weaker than
in the filtered-wind case, especially for the positive SST anomaly north of the mean
ITCZ region and the associated southwesterly wind anomaly. Overall, the MM in the
filtered-wind experiment resembles more closely that of the control run (Fig. 51d),
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Fig. 57. Spatial (a,d) and temporal properties of the leading SVD mode between the
residual wind stress and residual SST anomaly for the filtered-flux run (top
panel) and for the filtered-wind run (bottom panel), after linearly removing
the ENSO signal. The seasonal dependence of the wind expansion coefficient
in b and e. Lag-correlationship between the wind expansion coefficient and
the SST expansion coefficient in c and f. Positive lag month signifies that the
wind expansion coefficient leads.
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Fig. 58. Normalized FMAM wind expansion coefficient (blue line) and normalized
DJF NINO3 index (red line) from filtered-flux run (upper panel) and the
filtered-wind run (lower panel). Red dots indicate MM-ENSO, green dots
indicate ENSO-ONLY, and blue dots indicate MM-ONLY.
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while the one in the filtered-flux run resembles more the fully-filtered run (Fig. 51a).
This suggests that it is the noise in heat flux that plays a more important role in
maintaining the MM which in turn affects the onset of ENSO.
Consequently, one would expect that the relationship between the MM and El
Nin˜o events in the filtered-flux experiment be less tightly correlated than in the
filtered-wind experiment. The FMAM wind expansion coefficient (blue) and DJF
NINO3 index (red) from the two experiments are plotted in Fig. 58 with the up-
per panel for filtered-flux experiment and lower panel for filtered-wind experiment.
Each time series has been normalized by its own standard deviation. The correlation
between the wind expansion coefficient and the NINO3 index is 0.20 and 0.75, respec-
tively, for the filtered-flux experiment and for the filtered-wind experiment. Using the
same classification criteria for the control run, we found 20% of El Nin˜os (3 out of
15), indicated as red dots, in the filtered-flux experiment are led by the MMs; 80%
of El Nin˜os (12 out of 15), indicated as green dots, are independent of the MMs and
85% of the MMs (17 out of 20) do not lead to ENSO denoted as blue dots. There-
fore, majority of El Nin˜o events in the filtered-flux experiment are independent of the
MMs.
In the filtered-wind experiment, 62% of El Nin˜os (18 out of 29) are tied to the
MMs; 38% of El Nin˜os (11 out of 29) are independent of the MMs and 25% of the
MMs (6 out of 24) do not lead to ENSO. Therefore, the populations of the El Nin˜os for
MM-ENSO and ENSO-ONLY are very similar to those for the control run, suggesting
again that the noise in the wind stress does not have a strong impact on the MM and
its relationship to ENSO.
The results of the filtered-flux and the filtered-wind experiments reveal different
effects of the noise in the wind stress and heat flux on ENSO. The noise in the
wind stress does not have a significant impact on the MM and its relationship to
125
Jan Mar May Jul Sep
−1
−0.5
0
0.5
1
1.5
2
2.5
filtered−flux
Jan Mar May Jul Sep
−1
−0.5
0
0.5
1
1.5
2
2.5
filtered−wind
Fig. 59. Composites of the wind expansion coefficient for the filtered-flux run (red)
and for the filtered-wind run (blue).
ENSO. Therefore, filtering wind stress noise yields a similar seasonal phase-locking
of ENSO. This type of noise, however, does have an influence on ENSO’s frequency
and regularity; it tends to broaden the spectral peak while shifting it towards lower
frequencies. The noise in the heat flux, on the other hand, has a direct impact on the
strength of the MM and consequently its ability to influence ENSO. Reducing the
effect of heat flux noise yields substantially weakened MM activity and its relationship
to ENSO, which leads to altered seasonal phase-locking characteristics.
This finding is further supported by a composite of the wind expansions coef-
ficient of the first SVD analysis for the filtered-flux experiment and for the filtered-
wind experiment, shown in Fig. 59, respectively. This is done by averaging all the
MM events as a function of calendar month within the years that these events occur
in the filtered-flux experiment (red) and the filtered-wind experiment (blue), respec-
tively. The major difference between the two experiments is the persistence of the
wind anomaly. In the filtered-wind experiment, the winds appear to persist much
longer, from late winter to summer without reversing sign, while the winds in the
filtered-flux experiment appear to be short lived, lose strength dramatically and even
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reverse sign starting in June. This further demonstrates that the noise in heat flux
has a very important role in maintaining the MM, whose persistence is crucial for
determining whether a MM event can excite ENSO.
E. Summary and Discussion
In this chapter, we demonstrated the use of a specially designed noise filter
to remove internal atmospheric variability in our coupled CCM3-RGO model. We
showed that the noise filter can effectively reduce the internal atmospheric variability
in the air-sea fluxes and thereby can be used as an effective tool to study the role of
internal atmospheric variability in ENSO.
Three experiments each a century in length were conducted: 1) fully filtered run
where internal atmosphere variability in both the surface wind stress and heat flux is
filtered, 2) filtered-flux run where only internal atmospheric variability in surface heat
flux is filtered and 3) filtered-wind run where only internal atmospheric variability
in surface wind stress is filtered. These experiments indicate that reducing the effect
of internal atmospheric variability or ”noise” can alter the characteristics of ENSO
in a number of ways, including its regularity, frequency and seasonal phase-locking
characteristics. Although different types of noise affects the ENSO in different ways,
filtering noise in both wind stress and heat flux (fully filtered run) did not completely
suppress the ENSO cycle in the model, suggesting that the model ENSO may reside
in the self-sustained regime. The resultant ENSO cycle, however, is substantially
weakened, more regular, and no longer shows strong seasonal phase-locking. The
latter is perhaps the most provocative discovery of this study, suggesting that ENSO’s
seasonal phase-locking is tied to the internal atmospheric variability.
This finding is at odds with previous studies that attribute the seasonal phase-
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locking to interactions between the tropical annual cycle and ENSO (Jin et al., 1996;
Chang et al., 1996; Blanke et al., 1997; Tziperman et al., 1998). In fact, many (Jin
et al., 1996; Chang et al., 1996; Blanke et al., 1997) of these studies show that the
inclusion of atmospheric noise does not strongly alter ENSO’s phase-locking. A more
recent study by Roulston and Neelin (2000), while still attributing the seasonal phase-
locking to the nonlinear interaction between the ENSO cycle and annual cycle, finds
that the phase-locking dynamics are more complex than what is indicated in previous
studies and there is considerable variation in ENSO’s phase-locking behavior. This
variation can be caused by deterministic dynamics due to competition between the
inherent ENSO frequency and the tendency to phase-lock to a preferred season and/or
stochastic dynamics due to internal atmospheric variability. Therefore, these previous
studies indicate that the atmospheric noise has either little or a negative effect on
ENSO’s phase-locking behavior. What causes the results of this study to be different?
A key dynamic difference between this study and previous studies is that ther-
modynamic coupling via feedback between surface heat flux and SST which has been
either ignored or oversimplified in the previous studies is treated rigorously in this
study. The added coupled dynamics allow for the existence of the Pacific MM. The
MM’s strength is strongly affected by surface heat flux fluctuations induced by bo-
real winter internal atmospheric variability. The stochastic heat-flux forcing causes
stronger MM activities during boreal spring, and thus triggers stronger thermody-
namic coupling that makes the events last longer, so that they can play a role in forc-
ing the onset of ENSO. Therefore, it is through the MM that internal atmospheric
variability and ENSO are connected. This result is confirmed by the comparison
between the fully filtered and filtered-flux experiments.
Our study is consistent with the previous studies in finding that the noise in the
surface wind stress has an effect on ENSO irregularity and its frequency, but not so
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much on its seasonal phase-locking characteristics. This result is seen clearly in the
filtered-wind experiment. In the absence of noise in the winds, the ENSO cycle tends
to be more regular and have a shorter period compared to those in the CCM3-RGO
control run, but its seasonal phase-locking characteristics remains unchanged. The
latter is consistent with the argument that the MM is a thermodynamicly coupled
mode and is not directly affected by the noise in surface wind stress. Therefore, the
relationship between the MM and ENSO is not changed substantially by suppressing
the noise in the wind stress. The result, that the noise in surface wind stress can
enhance the irregularity of ENSO, is easily understood and shown in the previous
study. However, the result that the noise in surface wind stresses can lead to a longer
periodicity of ENSO cycle is not well understood. Blanke et al. (1997) attribute this
result to nonlinear effects in the system. Chang et al. (2004) shows that maximum
spectral peaks of a linear dynamic system forced stochastically by white noise gener-
ally tend to occur at lower frequencies than the frequencies of the leading eigenmode.
Which of these two arguments is more effective in explaining the low-frequency shift
in the ENSO spectral peak remains to be explored.
One caveat in our noise filtering approach is its implied linearity. Our approach
assumes that the noise is additive. Some recent studies have pointed to the multi-
plicative nature of the noise (Sura and Penland, 2002) and argued that the nonlinear
nature of the noise can be a quite important factor for stochastic ENSO theory. The
result of Blanke et al. (1997), on the other hand, suggests that accurate treatment of
the multiplicative noise is a less burning issue in ENSO study. Also our noise filter-
ing approach is based on ergodic assumption. Some noise may still exist after noise
filtering procedure. One way to test our noise filtering approach is to compare it with
the interactive ensemble approach of Kirtman and Shukla (2002) and Kirtman et al.
(2004), which does not depend on the linearity assumption, but is computationally
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more expensive. We plan to carry out a comparison study of these two different
approaches in the future.
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CHAPTER VI
SUMMARY
A. Major Conclusions
First, the hypothesis that the low-frequency variation of ENSO predictability
may be caused by stochastic processes is tested using an ICM. Three “perfect model
scenario” prediction experiments are carried out, each of which consists of a large en-
semble of predictions. In the first case (reference case), the model is forced solely by
stochastic forcing without any explicit decadal-varying background (decade changes in
the thermocline depth). In the other two experiments, decadal-varying backgrounds
with different amplitudes are introduced into the ICM in addition to the stochastic
forcing. By comparing the low-frequency variations of ENSO predictability in these
experiments, it is found that only when the amplitude of the decadal-varying back-
ground is unrealistically strong, is the effect on ENSO predictability comparable to or
larger than the stochastically induced low-frequency ENSO predictability variation.
Therefore, to the extent that this simple coupled model system can represent reality,
it seems that one can not simply reject the null hypothesis that the decadal variation
of ENSO predictability may be stochastically induced.
Second, a new coupled modeling tool consisting of an AGCM (CCM3) and a
Zebiak-Cane type of RGO model is developed to test the hypothesis that the Pacific
MM is an important precursor of ENSO. This hypothesis is based on two pieces
of observational evidence: (1) The MM appears as a dominant mode of variability
during the boreal spring when ENSO is absent; and (2) There is a tangible connection
between the MM and ENSO: about 70% of the observed ENSOs over the last 40
years are preceded by the MM. To test this hypothesis, we first demonstrate that
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this coupled model is able to capture many salient features of the observed ENSO,
as well as the MM. We then show, using a 400-year coupled simulation, that: 1) the
MM is inherent to thermodynamic ocean-atmosphere coupling, independent of ENSO
dynamics, but has a robust relationship to ENSO; 2) roughly 66% of the simulated
El Nin˜os are preceded by MM events; 3) the other 34% of simulated El Nin˜os obey
the delayed oscillator mechanism, but the surface heat flux anomaly forming in the
west-central tropical Pacific may also play a role in initiating these events; and 4)
the SST anomaly associated with the MM is most correlated with the southern lobe
of the NPO both in the observations and in the model, suggesting that the NPO,
induced by internal atmospheric dynamics, may provide one mechanism that excites
the MM, and further affects ENSO.
Additional ocean model experiments reconfirm the coupled model result that
the MM can lead to the development of ENSO. They further show that the long
persistence of the MM is required for it to act as an effective trigger of ENSO. Only
for these long persisted events does the associated zonal wind anomaly just north of
the equator cause a prolonged deepening of the thermocline and sufficient warming
of the SST in the eastern equatorial Pacific that can trigger ENSO events.
Third, a novel noise filter is designed and tested. This filter can effectively re-
duce internal atmospheric variability. Three coupled experiments, where the filter
is utilized to suppress internal atmospheric variability in surface wind stresses and
surface heat fluxes simultaneously or separately, yield the following findings : 1) the
seasonal phase-locking of ENSO is strongly tied to the internal atmospheric variabil-
ity, especially in surface heat fluxes; 2) internal atmospheric variability affects ENSO
through the MM; when internal atmospheric variability is suppressed, the MM be-
comes weaker and less effective in triggering ENSO, which in turn results in much
weakened ENSO variability; and 3) noise in the surface wind stress can have an effect
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on ENSO’s frequency and irregularity, but has little effect on ENSO seasonality.
B. Discussion
The existence of the MM and the relationship between the MM and ENSO events,
in both observations and model simulation, raise several questions related to previous
studies.
How does this work relate to previous studies? The concept of the MM is gen-
erally consistent with the optimal initial SST (Penland and Sardeshmukh, 1995) and
with the optimal stochastic forcing (Flu¨gel et al., 2004). The MM related merid-
ional SST gradient is similar to optimal initial SST pattern derived by Penland and
Sardeshmukh (1995), and the MM related wind stress bears resemblance with opti-
mal stochastic forcing pattern obtained by Flu¨gel et al. (2004). The emphasis of this
work is on the underlying physical processes of the MM and its connection to ENSO.
The concept of the MM is also generally consistent with the SFP hypothesis (Vimont
et al., 2003b), except that the emphasis here is on the connection between the MM
and ENSO, but not on the NPO and ENSO. The NPO in this work mainly acts as
external forcing to excite the coupled feedback and to allow the MM to strengthen,
persist and then excite ENSO. This work also emphasizes the importance of the ther-
modynamic aspect of ENSO physics, which is less studied and less understood than
the dynamic aspect of ENSO physics.
How do these findings differ from the hypothesis of ENSO being triggered by
MJO and WWBs? The MM is inherent to thermodynamic coupling, while MJO and
WWBs are generally regarded as originating from internal atmospheric dynamics;
The MM works as a conduit for extratropical influence on ENSO, whereas MJO
and WWBs are normally considered as tropical phenomenon; The MM is a large
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scale phenomenon and has a long de-correlation time scale, therefore it may be more
predictable in view of its long persistence, while WWBs are short-lived and considered
to be a high-frequent atmospheric transient. MJO and WWBs are of different spatial
and temporal scales than the MM. We stress that our results here do not preclude
the effects of WWBs on ENSO; indeed, our model is not suitable to study for WWBs
and MJO.
Finally, it is worth noting that the result presented here may be model dependent.
The robustness of the result needs to be further tested.
C. Future Work
What are the potential implications of this study? If the MM works as an impor-
tant triggering mechanism for ENSO, then it should have important implications for
ENSO prediction. Questions that remain to be addressed are: 1) How predictable is
the MM? What are the predictable dynamics of the MM? 2) Can ENSO prediction be
improved, particularly during the spring barrier if the MM can be predicted? and 3)
Can coupled model predictive skill be improved by suppressing the model’s internal
variability?
In our noise-filtering experiment, we assume that the noise is additive. To test
whether this approach can contaminate our result, we plan to carry out another set
of experiments, using the interactive ensemble approach (Kirtman and Shukla, 2002;
Kirtman et al., 2004), which do not depend on the linearity assumption. This com-
parison will lead to better understanding of the role of internal atmospheric variability
on ENSO dynamics. But this approach is computationally more expensive, because
multiple realizations of AGCM have to been conducted simultaneously and averaged
before passing to ocean model at each coupled step.
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The model simulation also demonstrates the decadal variation of the relationship
between the MM and ENSO. That is, events in both the MM-ENSO and the MM-
ONLY groups seem to cluster together. For instance, MM-ENSO dominates in the
periods of model years 10-70, 310-330, and 310-400; while there are more ENSO-
ONLY events in the periods of model years 90-150 and 330-360 (Fig. 16). We speculate
that this phenomenon may be related to the decadal variability of ENSO, and needs
to be further investigated.
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