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1Taulukko 1: Lyhenteitä ja merkintöjä.
pi,t Arvopaperin i hinta periodissa t.
Pi,t Pi,t = log(pi,t) Iso kirjain viittaa muuttujan logaritmiin.
ri,t ri,t = pi,tpi,t−1 − 1 Osakkeen i hinnan suhteellinen nousu perio-
dista t− 1 periodiin t.
di,t Osakkeen i maksamat osingot periodissa t.
qi,t qi,t = pi,t + di,t Osakkeen i tuottama tulo periodissa t.
Ni,t Osakkeen i lukumäärä portfoliossa hetkelä t.
ct Kulutus periodissa t.





Periodin t kulutuksen rajahyöty pisteessä ct.
mt mt = β ut′(ct)u′t−1(ct−1) Kulutuksen intertemporaalinen rajasubsti-tuutiosuhde.
y Lihavoitu kirjain tarkoittaa pystyvektoria.
y′ Transponoitu vektori.
X Matriiseita merkitään isoilla kirjaimilla.
Ωt Informaatiojoukko periodissa t.
E [·|Ωt] Ehdollinen odotusarvo-operaattori.
Var(x) E [(x− E [x])′(x− E [x])] x:n varianssi.
Cov(x,y) E [(x− E [x])′(y− E [y])] x:n ja y:n välinen kovarianssi, jos määritelty.
p−→ Stokastinen konvergenssi.
d−→ Jakaumakonvergenssi.
ARMA Autoregressiivinen muuttuvan keskiarvon
malli (Autoregressive Moving Average).
TMH Tehokaiden markkinoiden hypoteesi.
SDF q∗t Stokastinen diskonttotekijä (Stochastic
Discount Factor).
LR Uskottavuusosamäärän (Likelihood Ratio)
testisuure.
W Waldin testisuure.
C-CAPM Markkinatasapainoon perustuva arvopape-
reiden hinnoittelumalli (Consumption Based
Capital Asset Pricing Model).
2Luku 1
Johdanto
Tässä tutkielmassa etsitään näyttöä osakeportfolion tuoton ennustettavuu-
desta käyttäen ei-kääntyvän ARMA(1,1)-mallin estimointiin perustuvaa me-
netelmää, kuten Lanne et al. (2013) on sen esittänyt. Ennustettavuudesta
löytyy tilastollisesti merkitsevää näyttöä usean tutkielmassa käytetyn port-
folion kohdalla. Tulosten perusteella ennustettavuutta voi pitää yksittäista-
pauksia huomattavasti yleisempänä ilmiönä.
Osaketuottojen ennustettavuus on kiinnostava aihe ilmeisistä syistä. Ku-
ten monet osakesijoittajat, epäilemättä myös useat taloustieteilijät ovat kiin-
nostuneita kasvattamaan tarpeen tyydytystään hankkimalla pörssistä osak-
keita halvalla ja myymällä niitä kalliilla tulevaisuudessa. Ennustettavuuden
olemassaolo on mielenkiintoinen tutkimuskysymys myös akateemisessa mie-
lessä ja se on poikinut suuren määrän kirjallisuutta. Fama (1976) sanoi, että
"tehokkailla markkinoilla osakkeen hinta kuvastaa markkinoilla olevaa in-
formaatiota". Tämä tehokkaiden markkinoiden hypoteesi (Efficient Market
Hypothesis) kulkee koko tutkielman ajan mukana siinä muodossa, että ku-
luttajat muodostavat odotuksensa osakkeen tulevista tuotoista käyttäen in-
formaatiota joka heillä on. Ehdollinen odotusarvo kuvastaa tätä näkemystä.
Esimerkiksi Fama (1965, 1970, 1976) on muotoillut testejä markkinoiden te-
hokkuudesta testaamalla osaketuottojen ennustettavuutta. Summers (1986)
kuitenkin huomauttaa, että testit markkinoiden tehokkuudesta ovat yhdis-
tettyjä testejä hinnoittelumallin oikeellisuudesta sekä markkinoiden tehok-
kuudesta.
3Jos osakkeen hinta määräytyy kilpailullisilla markkinoilla, kuluttajien
riskineutraalisuus implikoi ennustettavuuden puutteen osakkeiden hinnois-
sa (LeRoy (1973), Rubinstein (1976) ja Lucas (1978)). Jos kuluttajat ovat
riskin kaihtajia, he ovat kiinnostuneita kulutuksen ja osaketuoton välisestä
kovarianssista. Osakkeet, jotka tuottavat varallisuutta silloin kun sen raja-
hyöty on suurimmillaan, ovat arvokkaimpia kuluttajille. Tämä on kulutuk-
seen perustuvan arvopapereiden hinnoittelun lähtökohta (Consumption Ba-
sed Capital Asset Pricing Model, C-CAPM). Kuluttajien intertemporaali-
nen rajasubstituutiosuhde on stokastinen diskonttokerroin jonka avulla tu-
levien tuottojen nykyarvo lasketaan. Jos tuotto seuraavassa periodissa on
qt+1, niin sen hinta saadaan diskonttaamalla sen odotettu tuotto nykyarvoksi,
pt(qt+1) = E [mt+1qt+1|Ωt], jossa mt+1 on diskonttokerroin ja Ωt kuluttajien
informaatio. Ehdollinen odotusarvo on riippuvainen tuoton, diskonttotekijän
sekä näiden välisen kovarianssin ominaisuuksista.
Osaketuoton ennustettavuutta voidaan testata laskemalla autokorrelaa-
tiokertoimia ja vertaamalla niitä sopiviin luottamusrajoihin. Näiden testien
voiman on havaittu olevan heikko. Tutkielmassa tätä havainnollistetaan esi-
merkkien voimalla. Toisaalta testaamisen voi perustaa johonkin rakenteelli-
seen malliin. Summers (1986) esitti, että osakkeen hinnassa olisi satunnais-
kulkuprosessin lisäksi ennustettava, persistentti komponentti. Tämä seuraisi
esimerkiksi, jos kuluttajien odotukset tulevista hinnan muutoksista olisivat
persistenttejä (Poterba ja Summers (1988)). Tämän kaltainen ennustettava
komponentti saisi hinnan muutoksen noudattelemaan ARMA(1,1)-prosessia.
ARMA(1,1)-prosessi implikoi autokorreloituneen ja ennustettavan aikasar-
jan, mutta ARMA(1,1)-mallin parametrien tilastollisen merkitsevyyden tes-
taaminen ei ole standardi toimenpide. Andrews ja Ploberger (1996) sekä Nan-
kervis ja Savin (2010) esittävät testejä tätä varten. Nämä testit joko jättävät
autokorreloituneisuusoletuksen voimaan tai hylkäävät sen, jolloin päädytään
riippumattomuuteen. Ei-kääntyvän ARMA(1,1)-mallin kohdalla tilanne on
toinen: tavanomaisia tilastollisia testejä, kuten Waldin ja uskottavuusosa-
määrän testisuureita, voidaan käyttää (Lanne et al. (2013)). Ei-kääntyvän
mallin kohdalla autokorreloimattomuus ei johda hylkäämään oletusta en-
nustettavuudesta. Mallilla on kyky luoda ennustettavuutta, vaikka prosessi
4olisikin autokorreloimaton. Ei-kääntyvällä ARMA(1,1)-mallilla on myös ky-
ky kontrolloida havaintojen ehdollista heteroskedastisuutta, mikä on varsin
yleinen havainto osaketuottoaikasarjoissa. (Lanne et al. (2013).)
Lanne et al. (2013) esittää kaksivaiheisen testausmenetelmän ei-kääntyvän
ARMA(1,1)-mallin ennustettavuudelle. Ensimmäisessä vaiheessa testataan
mallin tuottamien havaintojen autokorreloimattomuutta. Yleistetyt Andrews-
Ploberger -testit (Nankervis ja Savin (2010)) soveltuvat tähän. Lisäksi Lanne
et al. (2013) muotoilee Waldin ja uskottavuusosamäärän testisuureet testaa-
maan korreloimattomuutta. Jos tämä testi jää voimaan, testataan mallin
riippumattomuutta. Uskottavuusosamäärän ja Waldin testisuureet on help-
po muotoilla tätä hypoteesia varten. Jos riippumattomuus hylätään, mallissa
on epälineaarista ennustettavuutta.
Tämän tutkielman toinen luku motivoi lukijaa etsimään ennustettavuut-
ta osaketuotoista. Luvussa esitetään tehokkaiden markkinoiden hypoteesi ab-
straktissa muodossa ja todetaan, että se ei sano paljoakaan ennustettavuu-
desta. Kuluttajien hyödynmaksimointi johtaa markkinatasapainoon osake-
markkinoilla. Osakkeen hinta kuvastaa kuluttajien näkemystä tulevista osa-
ketuotoista ja osinkovirrasta. Campbellin ja Shillerin (1988) approksimaatio
tästä tutusta identiteetistä tilanteessa, jossa odotettu tuotto ei ole vakio,
tuo lisävaloa hinnan muodostumiseen. Tässä luvussa esitellään C-CAPM-
hinnoittelu tarkemmin. Lisäksi näytetään miten osaketuotolle saadaan ek-
splisiittinen muoto olettamalla tuottojen ja diskonttokertoimen yhteistiheys-
funktio ja kuluttajien preferenssit tunnetuiksi (Hansen ja Singleton (1983)).
Kolmannessa luvussa esitellään testausasetelmia, joilla ennustettavuut-
ta on pyritty etsimään, sekä niihin liittyviä ongelmia. Luvussa ei käydä lä-
pi kaikkia mahdollisia selittäviä muuttujia ja esitellä niiden ennustevoimaa,
vaan sen sijaan siinä esitellään menetelmiä jotka ovat saaneet paljon huomio-
ta aikaisemmassa kirjallisuudessa. Tärkein esimerkki on Summersin (1986)
esittämä pitkäkestoinen sokki joka havainnollistaa autokorrelaatioihin pe-
rustuvien testien heikkoa voimaa. Campbellin ja Shillerin (1988) esittämästä
hinnan approksimaatiosta seuraa, että osinko-hinta -suhde on toinen luonnol-
linen selittävä tekijä tuleville hinnoille. Tämän testin ennustekyky on saanut
ehkä eniten kannatusta irjallisuudessa.
5Neljännessä luvussa esitellään ei-kääntyvä ARMA-malli sekä sen uskotta-
vuusestimointi. Luvussa käydään läpi mallin ominaisuuksia, jotka ovat mie-
lenkiintoisia osaketuottojen kannalta. Luvussa esitetään Lanteen et al. (2013)
kaksivaiheinen testausmenetelmä ja tässä tutkielmassa käytettävät testisuu-
reet: yleistetty Andrewsin ja Plobergerin sup LM -testi, uskottavuusosamää-
rän testi sekä Waldin testi sekä korreloimattomuutta, että riippumattomuut-
ta varten havaintojen ollessa korreloimattomia.
Viides osa esittelee käytetyt osaketuottoaikasarja-aineistot. Aineistoihin
sovitetaan tavanomainen ja ei-kääntyvä ARMA(1,1)-malli. Mallien sopivuut-
ta arvioidaan tavanomaisella residuaalien diagnostiikan avulla. Aineistoille
suoritetaan edellä kuvattu kaksivaiheinen ennustettavuustestaus. Aineistois-
ta löytyy näyttöä ennustettavuudesta.
Kuudes luku on yhteenveto. Lisäksi siinä pohditaan tutkielman esiin nos-




Tässä luvussa motivoidaan tutkijaa etsimään ennustettavuutta osaketuotois-
ta. Luvun ensimmäinen osa esittelee tehokkaiden markkinoiden hypoteesin
(TMH, Efficient Market Hypothesis), kuten Fama (1976) sen esittää. Toi-
nen osa käsittelee arvopaperin hintaa tulevan tuoton nykyarvona. Vakioinen
odotettu tuotto tekee portfolion arvosta martingaalin olemassa olevan infor-
maation suhteen. Campbell ja Shiller (1988) esittävät lineaarisen approksi-
maation arvopaperin hinnalle myös tapauksessa, jossa odotettu tuotto ei ole
vakio. Kolmannessa osassa esitellään stokastinen diskonttotekijä (Stochastic
Discount Factor, SDF), joka hinnoittelee lineaarisesti tulevaisuuden odotetut
tuotot tähän päivään. Jos arvopaperimarkkinat ovat tasapainossa ja kulut-
tajat rationaalisia, kuluttajien intertemporaalinen rajasubstituutiosuhde on
SDF ja arvopaperin hinta ei ole martingaali ilman vahvoja oletuksia kulut-
tajien preferensseistä. Viimeisessä osassa esitetään arvopaperin tuotto sulje-
tussa muodossa olettaen kuluttajien preferensseille eksplisiittinen muoto ja
SDF:n ja osaketuoton yhteistiheysfunktio tunnetuksi.
72.1 Tehokkaiden markkinoiden hypoteesista
Alustus
Pääomamarkkinoiden tehtävänä on allokoida yhteiskunnan omistama pää-
oma tehokkaasti sitä tarvitseville yrityksille. Pääomamarkkinoilla kohtaa si-
joittaja, joka etsii pääomalleen mahdollisimman korkeaa tuottoa ja yritys,
joka on valmis maksamaan pääomasta osakkeilla, jotka edustavat omistusta
yrityksestä. Koska markkinoilla on suuri määrä sijoittajia ja yrityksiä, tulisi
pääoman hinnan asettua kilpailulliselle tasolle, joka kuvaa sijoittajien nä-
kemystä yrityksen arvosta, siis sen tuottaman tulovirran nykyarvoa. Tehok-
kailla markkinoilla tarkoitetaan tämän kaltaisen hintamekanismin toimintaa.
Jos sijoittajat näkevät, että yrityksen tuottama voitto tulee tulevaisuudessa
kasvamaan, he tahtovat lisätä omistustaan yrityksessä. Yrityksen osakkeiden
lisääntynyt kysyntä saa niiden hinnan nousemaan. Vastaavasti heikentyvät
tulevaisuudennäkymät tekevät yrityksestä epäkiinnostavan omistuskohteen.
Näin ollen osakkeiden heikentynyt kysyntä saa niiden hinnan putoamaan.
Tehokkailla markkinoilla sijoittajat voivat perustaa päätöksensä pääoman
hintaan. Koska hinta sopeutuu vapaasti, voi sen nähdä kuvaavan kaikkea
markkinoilla olevaa informaatiota.
Tehokkaiden markkinoiden hypoteesi muodollisemmin
Eugene Faman (1976) teoksessa Foundations of Finance (luku 5) esitellään
tehokkaiden markkinoiden hypoteesi hyvin yleisellä tasolla. Hypoteesin ole-
tus voidaan kiteyttää sanomalla, että sijoittajat käyttävät kaiken olemassa
olevan tiedon tehdessään osaketta koskeva ostopäätös. Näin ollen osakkeen
hinta kuvastaa kaikkea markkinoilla olevaa informaatiota. Esitellään seuraa-
vaksi Faman (1976, luku 5) tapaan markkinoiden tehokkuus.
Oletetaan, että kaikki kiinnostavat tapahtumat tapahtuvat diskreettiai-
kaisesti hetkillä t = . . . ,−1, 0, 1, . . . . Olkoon osakkeen i hinta hetkellä t pi,t
ja (n × 1) vektori pt = (p1,t,, . . . , pn,t)′ sisältää kaikkien n:n markkinoilla
vaihdettavien osakkeiden hinnat hetkellä t. Kaikki markkinoilla oleva infor-
maatio kuuluu informaatiojoukkoon Ωt−1. Ensinnäkin informaatiojoukko pi-
8tää sisällään kaiken aikaisemman ja nykyisen hintainformaation, siis vektorit
pt−j (j = 1, 2, 3, . . . ). Tämän lisäksi informaatiojoukon voisi nähdä kuvaa-
van maailman tilaa hetkellä t− 1. Se kuvaa esimerkiksi poliittista vakautta,
sääoloja ja kaikkia markkinoihin liittyviä spekulaatioita. Kaikki tämän kal-
tainen informaatio saattaa vaikuttaa sijoittajan näkemyksiin yrityksen tu-
levaisuudesta ja sitä kautta osakkeiden hintoihin. Informaatiojoukko sisäl-
tää myös kaiken markkinoilla aikaisemmin olleen informaation: Ωt−1 ⊇ Ωt−j
(j = 1, 2, 3, . . . ). Tämän lisäksi informaatiojoukko sisältää markkinoilla ole-
van käsityksen maailman tilasta tulevilla periodeilla. Näin ollen informaa-
tiojoukon voi nähdä implikoivan yhteistiheysfunktion hintavektorille pt joka
merkitään fΩt−1(pt|Ωt−1).
Tehdessään päätöksiä markkinoilla sijoittajat käyttävät informaatiota Ωmt−1,
joka koostuu markkinoilla olevasta informaatiosta: Ωmt−1 ⊆ Ωt−1. Tästä infor-
maatiosta he tekevät johtopäätöksensä maailman tilasta tulevaisuudessa ja
tätä kuvaa todennäköisyysjakauma fΩmt−1(pt|Ωmt−1).
Tehokkaiden markkinoiden hypoteesin voi nyt kuvata muodossa:
Määritelmä 2.1. Tehokkaiden markkinoiden hypoteesi pätee, jos
(i) Ωmt−1 = Ωt−1 ja
(ii) fΩmt−1(pt|Ωmt−1) = fΩt−1(pt|Ωt−1).
Ehto (i) tarkoittaa, että sijoittajat käyttävät kaiken markkinoilla olevan
informaation tehdessään johtopäätöksen osakkeen tulevasta hinnasta. Ehto
(ii) puolestaan sanoo, että sijoittajat ymmärtävät informaation merkityksen
osakkeiden hintojen kehitykseen. Kuten mainittiin, koska informaatiojoukon
Ωt−1 voitiin nähdä implikoineen todennäköisyysjakauman fΩt−1(pt|Ωt−1), voi-
daan myös nähdä ehdon (i) implikoineen ehdon (ii).
Tehokkaiden markkinoiden hypoteesi ei ota kantaa mekanismiin, jolla
hinta muodostuu markkinoilla. Se yksinkertaisesti sanoo, että markkinoil-
la toimivat kuluttajat tuntevat mekanismin. Empiiriset osakkeiden hinto-
ja koskevat testit monesti pyrkivät vastaamaan kysymykseen, noudatteleeko
osakkeen hinta jotakin tiettyä hinnoittelumallia. Tämän kaltaiset testit tes-
taavat aina yhdistettyä hypoteesia: hinnoittelumalli on oikea ja markkinat
9ovat tehokkaat. Kääntäen, markkinoiden tehokkuutta on mahdotonta testa-
ta sellaisenaan. Testi vaatii aina oletuksen hinnoittelumekanismista. (Sum-
mers (1986).) Testin hylkääminen ei todista markkinoiden tehokkuutta vas-
taan, vaan joko tehokkuutta tai valitun mallin oikeellisuutta tai molempia
vastaan.
Markkinoiden tehokkuuden eri asteet
Fama (1970) määritteli markkinoiden tehokkuudelle kolme eri astetta. Tehok-
kuuden aste määräytyy sen mukaan, mitä informaatiojoukkoon Ωt oletetaan
kuuluvaksi. Heikoimmassa muodossaan (weak form of market efficiency) in-
formaatiojoukkoon sisältyy osakkeen aikaisemmat hinnat. Keskivahva muoto
(semi-strong form) sanoo, että kuluttajilla on käytössään kaikki markkinoil-
ta vapaasti saatavana oleva tieto. Vahvimmassa muodossaan (strong form)
markkinat ovat tehokkaat, jos kuluttajat pääsevät käsiksi kaikkeen yritystä
koskevaan informaatioon.
2.2 Osakkeen hinta tulevan tulovirran nyky-
arvona
2.2.1 Martingaalimalli
Satunnainen prosessi {xt}∞t=−∞ on martingaali informaation Ωt suhteen, jos
se toteuttaa ehdon
(2.1) E[xt+1|Ωt] = xt.
Martingaaliehto 2.1 sanoo, että jos periodissa havaitaan arvo xt, paras mah-
dollinen ennuste seuraavalle periodille on sama xt. Voidaan puhua myös mar-
tingaalidifferenssistä tai reilusta pelistä. Jos zt = xt − xt−1, niin reilu peli
tarkoittaa, että
(2.2) E[zt+1|Ωt] = 0.
10
Jos xt kuvaa voittoa, reilussa pelissä peräkkäisten voittojen ehdollinen odo-
tusarvo on nolla.
Oletus, jonka mukaan osakkeen tuoton ehdollinen odotusarvo on vakio,
tunnetaan nimellä martingaalimalli (Campbell et. al. 1996, luku 7). Nimitys
tulee siitä, että oletuksen pätiessä osakkeista muodostetun portfolion arvo
hetkellä t on martingaali informaation Ωt−1 suhteen.
Osakkeen i tuotto periodista t periodiin t+ 1 on
(2.3) ri,t+1 ≡ pi,t+1 − pi,t + di,t+1
pi,t
,
jossa di,t+1 on periodin t+1 alussa osaketta kohti maksettavat osingot. Osak-
keen hinta pi,t tarkoittaa osakkeen hintaa periodin t lopussa. Koska oletamme
osakkeen tuoton ehdollisen odotusarvon olevan vakio, voimme merkitä
(2.4) E[ri,t+1|Ωt] = ri.
Oletus vakioisesta odotetusta tuotosta seuraa ajatuksesta, että sijoittajat
vaativat osakkeelta aina saman tuoton. He ovat valmiit maksamaan hinnan
pi,t periodissa t, jos he olettavat saavansa hinnan pi,t+1 = (1 + ri)pi,t seuraa-

















Tämä on differenssiyhtälö, jolla on ratkaisu1









Tämä tulos on intuitiivinen, ja se sanoo, että osakkeen hinta vastaa sen tu-
levaisuudessa maksamien osinkojen nykyarvoa. Nyt diskonttotekijänä toimii
vakio, ri.
Oletetaan, että sijoittaja sijoittaa kaikki saamansa osingot portfolioonsa.
Näin ollen hänen portfoliossaan pitämien osakkeiden i lukumäärä hetkellä
t+ 1 on






Portfolion nykyarvo, diskontattuna hetkeen t, hetkellä t + 1 on Mi,t+1 =
pi,t+1Ni,t+1/(1 + ri). Koska







niin portfolion arvo toteuttaa selvästi martingaaliehdon:






= Ni,tpi,t = Mi,t.
Edellinen pohdinta osoittaa, että osakkeen hinta ei välttämättä ole mar-
tingaali. Siitä käy selväksi myös, että osinkojen suuruudella on vaikutus osak-
keen hintaan. Ennen kaikkea pysyvät muutokset osinkojen suuruudessa saa-
vat aikaan suuriakin muutoksia osakkeiden hinnoissa.









∣∣∣Ωt] = · · · . Lisäksi on huomattava, että iteroitujen odotusar-
vojen laki sanoo, että E[E[X|Ωt+1]|Ωt] = E[X|Ωt] koska Ωt+1 ⊇ Ωt. Antamalla K:n lä-






∣∣∣∣Ωt] = 0, ratkaisu seuraa
suoraan. Jälkimmäinen ehto itse asiassa sulkee pois kuplien muodostumisen mahdollisuu-
den (rational bubbles). (Campbell et. al. (1996, luku 7).)
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Niin kutsutulla martingaalimallilla on pitkät juuret osaketuottojen ku-
vaajana ja tehokkaiden markkinoiden lähtökohtana. Jos osakkeen tuotto on
martingaali, ei siinä ole ennustettavuutta (odotusarvon mielessä). Esimer-
kiksi Fama (1970) lähtee oletuksesta, että hinnat noudattelevat martingaali-
mallia ja päätyy toteamaan markkinat tehokkaiksi, koska ei löydä ennustet-
tavuutta hinnoista. Taustalla oli ajatus, että jos osaketuotossa on ennustet-
tavuutta, ei markkinoilla oleva informaatio ole täydellisesti hyödynnetty: jos
osakkeen tuoton odotusarvo on positiivinen, kannattaa sitä ostaa nykyisel-
lä hinnalla ja myydä kalliimmalla seuraavassa periodissa. Tämän kaltainen
kysynnän kasvu saisi osakkeen hinnan jälleen sopeutumaan tasolle, jossa voi-
ton tekemisen mahdollisuus olisi kulutettu loppuun. Myöhemmin esiteltäväs-
sä markkinatasapainoon perustuvassa hinnoittelumallissa (C-CAPM) edellä
kuvatun kaltainen prosessi kuvaa riskineutraalien kuluttajien toimintaa.
On syytä korostaa, että puhuttaessa osaketuoton ennustettavuudesta, pu-
hutaan osaketuoton muuttuvasta ehdollisesta odotusarvosta. Vahvempi ole-
tus koskien osaketuoton ennustettavuutta sanoo, että ne ovat toisistaan riip-
pumattomia eri ajan hetkinä. Tämä oletus on kuitenkin turhan vahva, sil-
lä pelkästään osaketuottojen neliöistä lasketut autokorrelaatiot paljastavat
tuottojen korkeammissa momenteissa selkeää riippuvuutta (Katso luvut 3 ja
Campbell et. al. (1996, luku 2)). Riippumattomuusoletukseen voidaan viitata
myös puhumalla satunnaiskulkumallista (random walk).
Mielenkiintoisen näkökulman martingaalimalliin antaa Samuelson (1965
ja 1973). Hän lähtee oletuksesta, että "hinta on aina oikea": hinta on tule-
vien tuottojen diskontattu nykyarvo. Tämän oletuksen vallitessa hän todis-
taa, että osaketuotto noudattelee martingaalimallia. Samuelson (1965) myös
korostaa martingaaliominaisuuden ja satunnaiskulun eroja.2
2.2.2 Muuttuva ehdollinen odotusarvo
Edellisessä osiossa esiteltiin tulevaisuuden tulovirran ja osakkeen nykyarvon
välinen yhteys, kun tuoton ehdollisen odotusarvon oletettiin olevan vakio.
2LeRoy (1989) on hyvä katsaus arvopapereiden hinnoittelun kehitykseen kohti C-
CAPM:ia aina 1900-luvun alusta.
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Jos tästä oletuksesta luovutaan, on tuoton ja tulovirran välinen yhteys epäli-
neaarinen. Nyt esiteltävän lineaarisen approksimaation tulovirran ja tuoton
väliselle yhteydelle ovat aikaisemmin esitelleet Campbell ja Shiller (1988).
Approksimoidaan periodin t+ 1 tuottoa periodin t+ 1 tulon ja periodin
t ostohinnan logaritmidifferenssillä:
hi,t+1 ≡ log(pi,t+1 + di,t+1)− log(pi,t)
= log(pi,t+1)− log(pi,t) + log(1 + di,t+1
pi,t+1
)
= log(pi,t+1)− log(pi,t) + log(1 + exp {log(di,t+1)− log(pi,t+1)}).(2.10)
Approksimoimalla yhtälön 2.10 oikean puolen viimeistä termiä ensimmäisen
asteen Taylorin kehitelmällä3, saadaan osaketuotolle seuraava esitys:
(2.11) hi,t+1 = ki + ρilog(pi,t+1) + (1− ρi)log(di,t+1)− log(pi,t),
jossa ρi ≡ 1/(1+exp{log(di)− log(pi)}), ki ≡ −log(ρi)−(1−ρi)log(1/ρi−1)
ja log(di)− log(pi) on keskimääräisen osinko-hinta -suhteen logaritmi. Samal-
la tavalla kuin edellisen osan vakioisen ehdollisen odotusarvon tapauksessa,
iteroimalla eteenpäin, voidaan yhtälöstä 2.11 ratkaista osakkeen hinnan eh-
dollinen odotusarvo hetkellä t:
log(pi,t) =
ki
1− ρi + E
 ∞∑
j=0
ρji [(1− ρi)log(di,t+1+j)− log(ri,t+1+j)]
∣∣∣∣∣∣Ωt

≡ ki1− ρi + log(pi,dt)− log(pi,rt),(2.12)
jossa log(pi,dt) kuvaa kuluttajien odotuksia tulevista osingoista ja log(pi,rt)
kuluttajien odotuksia tulevista hinnan muutoksista. Yhtälö 2.12 ilman eh-
dollista odotusarvoa on niin kutsuttu dynaaminen kirjanpitoyhtälö (dyna-
mic accounting identity). Se pätee määritelmällisesti (ex post). Se on saatu
pelkästään approksimoimalla yhtälöä 2.10 ja ratkaisemalla differenssiyhtä-
lö eteenpäin. Kuten Campbell et al. (1996, luku 7) sanoo, yhtälön täytyy
3Ks. A.1
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päteä myös ex ante. Näin päästään yhtälöön 2.12, osakkeen hinnan logarit-
min rationaaliseen odotusarvoon. Jos yhtälön 2.11 kirjoittaa edelleen osinko-
hinta -suhteen ja osinkojen odotetun kasvun suhteen, päädytään osinko-hinta
-malliin tai dynaamiseen Gordonin kasvumalliin4 (alkuperäinen Gordonin
kasvumalli kertoo osakkeen hinnan, kun osinkojen oletetaan kasvavan vakio-
vauhtia (Campbell et. al. (1996))):
(2.13)






jossa ∆xt ≡ x−xt−1.
Dynaamisen kirjanpitoyhtälön 2.12 sisältö on seuraava: jos kuluttajat
odottavat korkeita osinkoja ja matalia tuottoja tulevaisuudessa, on hinnan tä-
nään oltava korkea. Jos osakkeen hinta on tänään matala, on kuluttajien nä-
kemyksen mukaista, että tulevat osingot ovat pieniä ja tulevaisuuden tuotto-
odotukset suuria. Yhtälöön 2.13 palataan osassa 3.4.2.
2.3 Hinnoittelufunktio ja stokastinen diskont-
totekijä
Olkoon qt+1 portfolion tuottama tulovirta periodilla t+1, qt+1 = (ι+ rt+1)′ pt+
ι′dt+1, jossa (n× 1) vektori (ι+ rt) sisältää kaikkien portfoliossa olevien n:n
arvopaperin tuottoprosentit: (ι + rt) = (1 + r1,t, . . . , 1 + rn,t)′ . Stokastinen
diskonttotekijä (Stochastic Discount Factor5, SDF) q∗t+1 hinnoittelee tämän
tulovirran periodilla t. Tarkemmin sanottuna, osakkeen i hinta periodissa t
määräytyy yhtälöstä





Hinnoitteluyhtälö 2.14 kertoo, kuinka paljon markkinoilla toimivat kuluttajat
maksavat osakkeesta joka tuottaa seuraavalla periodilla satunnaisen tulovir-
4Ks. A.1
5SDF:stä näkee käytettävän myös nimitystä hinnoitteluydin (pricing kernel).
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ran qi,t+1.
Tässä tutkielmassa tullaan paneutumaan tilanteeseen, jossa SDF joh-
detaan suoraan kuluttajien hyödynmaksimointiongelmasta. SDF määräytyy
näin ollen kuluttajien preferensseistä ja heidän intertemporaalisesta rajasubs-
tituutiosuhteestaan. Aluksi on kuitenkin mielenkiintoista pohtia yhtälöä 2.14
hieman yleisemmällä tasolla: ajatellaan q∗t+1 minä tahansa satunnaismuuttu-
jana, joka tuottaa osakkeiden hinnat pt yhtälössä 2.14.
Hansen ja Richards (1987) ovat osoittaneet, että SDF ja esitys 2.14 on
olemassa melko vaatimattomin oletuksin. Todistus on tekninen, mutta sen







Tuloavaruus pitää sisällään kaikki tuotot, jotka paljastuvat kuluttajille pe-
riodissa t + 1, ja joilla on äärellinen toinen momentti ehdolla periodin t in-
formaatio. Tuloavaruudessa on määritelty ehdollinen sisätulo ja normi:




Tämän jälkeen määritellään lineaarinen ja ehdollisesti täydellinen avaruus
P ⊆ P+.6 Hinnoittelufunktio pt(qi,t+1) hinnoittelee kaikki tuotot Pt:stä ku-
luttajien informaatiojoukkoon Ωt, pt : Pt+1 → Ωt. Tämän olemassaolo vaa-
tii niin kutsuttujen HR-säännöllisyysehtojen voimassaolon.7 Ennen kaikkea
hinnoittelufunktion ominaisuuksiin kuuluu hintojen lineaarisuus. Kahden ar-
vopaperin hinta on sama kuin niiden yhteenlasketut hinnat, pt(wiqi,t+1 +
wjqj,t+1) = wipt(qi,t+1) + wjpt(qj,t+1) millä tahansa qi,t+1 ja qj,t+1 ∈ Pt+1 ja
wi ja wj ∈ Ωt. Toisissa lähteissä tätä ehtoa kutsutaan yhden hinnan laiksi
(Cochrane (2001, luku 3)). HR-säännöllisyyden vallitessa tuloavaruuteen Pt
kuuluu yksikäsitteinen SDF q∗t , joka hinnoittelee kaikki arvopaperit kuten
yhtälössä 2.14.
6Ehdollisesti täydellisen ja lineaarisen avaruuden määritelmät löytyvät liitteestä A.2.
7HR-säännöllisyys on esitelty liitteessä A.2.
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Arbitraasilla tarkoitetaan tilannetta, jossa kuluttajalla on mahdollista
saada positiivinen tuotto positiivisella todennäköisyydellä maksamatta ar-
vopaperista mitään.8 Hansen ja Richards (1987, lemma 2.3) osoittavat, että
HR-säännöllisyyden pätiessä markkinoilla ei ole arbitraasia, jos SDF on po-
sitiivinen (todennäköisyydellä yksi).9
2.4 Markkinatasapainoon perustuva arvopa-
pereiden hinnoittelu, C-CAPM
2.4.1 Intertemporaalinen hyödynmaksimoimisongelma
Kuluttajien kulutuskäyttäytymistä voidaan kuvata heidän intertemporaali-
sen hyödynmaksimoimisongelman avulla. He päättävät periodin t kulutuk-
sen ottaen huomioon odotuksensa tulevasta epävarmasta tulovirrasta. Jos
kuluttaja päättää lisätä arvopapereiden omistustaan, hän säästää. Hän te-
kee säästämispäätöksen lisätäkseen kulutustaan myöhemmissä periodeissa.
Kulutuksen vähentyminen tässä periodissa vähentää hänen hyötyään tässä
periodissa, mutta lisää sitä tulevissa periodeissa. Säästämisestä koituvan ku-
lutuksen lisääntymisen rajahyödyn nykyarvon täytyy vastata kulutuksen pie-
nentymisestä seuraavaa rajakustannusta tässä periodissa. Muussa tapaukses-
sa kuluttajalla olisi kannustin muuttaa käyttäytymistään ja lisätä hyötyään
yli ajan.
















Hyödynmaksimoimisongelmassa 2.17 ut(·) on kuluttajan periodin t hyöty-
funktio ja ct periodin t kulutus. Parametri β on kuluttajan kärsivällisyyttä
8Määritelmä A.2
9Katso todistus liitteestä A.2.
10Oletetaan yksinkertaisuuden vuoksi, että osakkeille ei makseta osinkoja.
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kuvaava subjektiivinen diskonttotekijä. Suuri β:n arvo tarkoittaa hyvin kärsi-
vällistä kuluttajaa, joka antaa suuren arvon tulevaisuuden kulutukselle. Ra-
joitteessa et on kuluttajan kulutettavissa olevat varat periodissa t. Rajoitteen
oikea puoli tarkoittaa, että varat käytetään kulutukseen tai säästämiseen, jo-
ka koostuu xi,t kappaleesta osaketta i, jotka on hankittu hintaan pi,t.
Kuluttajien preferensseistä on oletettava, että ne ovat kasvavat kulutuk-
sen ct suhteen, mutta niissä pätee vähenevän rajahyödyn laki.11 Nyt hyödyn-
maksimoimisongelman ratkaisemiseksi voidaan johtaa ensimmäisen kertalu-
vun ehdot jokaiselle periodille. Yksi näistä ehdoista antaa ensimmäisen ja
toisen periodin kulutusten välisen suhteen implisiittisesti muodossa
pi,tu
′
t(ct) = E [(1 + ri,t+1)pi,tβu′(ct+1)|Ωt](2.18)









Yhtälössä 2.18 ri,t on arvopaperin i tuottoprosentti. Yhtälössä esiintyvä termi
βu′t+1(ct+1)/u′t(ct) on kuluttajan intertemporaalinen rajasubstituutiosuhde.
Merkitään sitä kirjaimella m, mt+1 ≡ βu′t+1(ct+1)/u′t(ct). Näin ollen yhtälö
2.18 saa muodon
(2.19) pi,t = E [mt+1qi,t+1|Ωt] .
Intertemporaalinen rajasubstituutuiosuhde mt+1 on siis stokastinen diskont-
totekijä, joka hinnoittelee arvopaperin i tuottaman epävarman tulovirran
qi,t+1 periodissa t. 12 Yhtälö 2.19 on markkinatasapainoon perustuva arvopa-
11Muodollisesti tämä on rajoitus hyötyfunktion ensimmäiselle ja toiselle osittaisderivaa-
talle kulutuksen suhteen: ∂ut∂ct = u




= u′′t < 0.
12Huomaa, että hyötyfunktion derivaatat ovat positiivisia, joten markkinoilla ei ole ar-
bitraasia. Sen sijaan, mistään ei voi päätellä päteekö mt+1 ∈ Pt+1. Tällä ei kuitenkaan ole
merkitystä. Jos hinta määräytyy tasapainomallin mukaan, yhtälö 2.19 pätee aina. Stokas-
tisia diskonttotekijöitä voi olla olemassa useita, mutta tuloavaruudessa Pt+1 niitä on vain
yksi. Jos taas tuloavaruus on Rn ja osaketuotto riippuu maailman tilasta, joka saa jonkin
arvon n:n arvon joukosta, jotka kuuluvat kuluttajan informaatiojoukkoon, ovat markki-
nat (taloustieteellisessä mielessä) täydelliset. Tällöin mt+1 kuulu tuloavaruuteen varmasti.
Hansenin ja Richardin (1987) esityksen keskeinen sisältö on kuitenkin se, että maailman
tilan ei tarvitse kuulua diskreettiin joukkoon vaan voidaan sallia aidosti ääretönulotteinen
tuloavaruus. (Singleton (2006, luku 8).)
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pereiden hinnoittelumalli (Consumption Based Capital Asset Pricing Model,
C-CAPM ). Taloudellisia malleja, joissa arvopaperin hinta määräytyy kilpai-
lullisilla markkinoilla, on tutkinut esimerkiksi Lucas (1978), LeRoy (1973) ja
Rubinstein (1976). Lucas (1978) esittelee yksinkertaisen kokonaistaloudelli-
sen mallin kuluttajineen ja tuottajineen ja päätyy yhtälöön 2.19 arvopaperin
hinnalle. Rubinstein (1976) yleistää arvopaperin tasapainohinnan muodostu-
misen vaikutusta optioiden hinnoitteluun. LeRoy (1973) huomasi, että ku-
luttajien preferensseillä ja kulutusmahdollisuuksien muutoksilla on vaiktusta
kuluttajien sijoituspäätöksiin ja näin ollen arvopapereiden hintojen muodos-
tumiseen.
2.4.2 Talouden rakenteesta
Hyödynmaksimoimisongelma 2.17 ja sen ratkaisu 2.19 ovat melko harmitto-
mia väitteitä kuluttajien käyttäytymisestä. Yhtälö 2.19 pätee tasapainossa,
kunhan kuluttajat maksimoivat hyötyään ja he voivat vapaasti ostaa ja myy-
dä osakkeita. Se ei kuitenkaan ota kantaa siihen, kumpi sopeutuu, kulutus
vai arvopaperin hinta. Tähän kysymykseen vastataksemme täytyy olettaa jo-
tain talouden rakenteesta. Vaikka rakenne ei ole tunnettu, ei ole väärin sanoa,
että yhtälö 2.19 pätee. Empiirisessä mielessä tämä yhtälö määrittää kaikki
tasapainot. Jos tutkija havaitsee hinnan pi,t, hän voi sen mukaan ajatella
myös yhtälön oikean puolen tunnetuksi ja määrittää kuluttajien kulutus- ja
säästämispäätökset (kunhan kuluttajien preferenssit ovat tunnetut, mikä voi
osoittautua vahvaksi oletukseksi). Jos taas nämä ovat tutkijalle tunnetut,
on hänen helppo määrittää arvopaperin hinta, kun talous sopeutuu tasapai-
noonsa. (Cochrane (2001, luku 2).)
Lucasin (1978) esittelemässä kokonaistaloudellisessa mallissa kulutus oli
täysin eksogeenista ja yksi ainoa markkinoilla oleva kuluttaja kulutti koko ta-
louden tuotannon. Kuvan 2.1 vasen puoli kuvaa tätä tilannetta. Kuluttajalla
ei ole mahdollisuutta säästää tai investoida tulevaisuuteen. Indifferenssikäy-
rän kulmakerroin kuvastaa kuluttajan odotuksia tulevasta kulutuksesta.
Kuvan 2.1 oikea puoli kuvaa tilannetta, jossa tuotantoteknologia on line-
aarinen. Kuluttaja saa aina saman tuoton investoinnilleen kulutuksen tasos-
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ta huolimatta (vrt. martingaalimalli). Nyt tuotantoteknologia määrää koron,
jolla kuluttaja voi säästää ja kulutus on täysin eksogeeninen. Kuluttajien in-






Kuva 2.1: Vasen puoli: eksogeeninen kulutus. Kokonaistaloudellisessa mal-
lissa kulutus määräytyy eksogeenisesti. Kuluttajien indifferenssikäyrä sivuaa
kulutusmahdollisuuksien käyrää. Korko määräytyy sen mukaan, kuinka pal-
jon kulutuksen olisi seuraavassa periodissa kasvettava, jotta he olisivat val-
miita säästämään yhden yksikön seuraavaan periodiin. Oikea puoli: eksogee-
ninen tuotantoteknologia. Tuotantoteknologia määrää kuinka paljon kulutta-
jat voivat lisätä kulutustaan seuraavassa periodissa säästämällä kulutustaan
tässä periodissa. Kulutus määräytyy pisteeseen, jossa kuluttajien indifferens-
sikäyrä sivuaa tuotantomahdollisuuksien käyrää.
On selvää, että edellä kuvatut kokonaistaloudelliset mallit eivät voi olla
molemmat oikein yhtä aikaa. Kulutus tuskin on eksogeenista, sillä kulutta-
jilla on mahdollisuus lisätä tai vähentää kulutustaan tulevissa periodeissa
säästämällä tai lainaamalla. Toisaalta investoinneilla oletetaan yleisesti ole-
van vähenevä rajatulo, jolloin tuotantoteknologian lineaarisuus on kyseena-
lainen.
Kuva 2.2 kuvaa tilannetta, jossa kulutus määräytyy tuotantomahdolli-
suuksien mukaan. Mitä enemmän kuluttaja tahtoo kuluttaa tänä päivänä,
sitä vähäisemmät ovat hänen kulutusmahdollisuutensa seuraavassa periodis-
sa. Säästämisen rajatuotto on suuri. Mitä enemmän kuluttaja säästää, sitä





Kuva 2.2: Tuotantoteknologiaa määrittää vähenevän rajahyödyn laki. Inves-
toinnit kasvattavat tuotantoa tulevaisuudessa, mutta tuotto vähenee inves-
tointien kasvaessa. Kulutus määräytyy pisteeseen, jossa indifferenssikäyrä
sivuaa tuotantomahdollisuuksien käyrää. Korko kuvaa, kuinka paljon tässä
pisteessä kuluttajat pystyvät lisäämään kulutustaan seuraavassa periodissa
lisäämällä säästämistään.
rauksena. Tasapainoehto 2.19 pätee tässäkin tapauksessa.
Tutkijan tulisi aina havaita sama yhteys kulutuksen ja arvopaperin tuoton
välillä. Kirjoittamalla kulutuksen ja arvopapereiden tuoton välinen yhteys
muotoon 2.19, ei oteta kantaa, mikä taloudessa on eksogeenista tai endogee-
nista: yhteys seuraa kuluttajien rationaalisesta käyttäytymisestä. (Cochrane
(2001, luku 2).)
2.5 Osaketuoton ennustettavuus ja C-CAPM
2.5.1 Yleinen tarkastelu
C-CAPM osoittaa, että informaation tehokas käyttö ei johda osaketuoton en-
nustettavuuden puutteeseen (LeRoy (1973), Lucas, (1978)). Viitteitä osake-
tuottojen välisestä ajallisesta riippuvuudesta nähdään kirjoittamalla yhtälö
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2.19 muotoon 13
(2.20) E [(1 + ri,t+1)|Ωt] = 1
E [mt+1|Ωt] (1− Cov (mt+1, ri,t+1|Ωt)) .
Kutsutaan riskittömäksi arvopaperiksi sellaista sijoituskohdetta, jonka
tuotto seuraavassa periodissa on varmuudella yksi, qft+1 = 1. Sijoittamalla tä-
mä kaavaan 2.19 saadaan laskettua riskitön korko14 1+rft+1 = 1/E [mt+1|Ωt] .
Käyttämällä tätä määritelmää yhtälöön 2.20 saadaan laskettua arvopaperin
i riskin odotettu tuotto:
(2.21) E [ri,t+1|Ωt]− rft+1 = −
Cov(mt+1, ri,t+1|Ωt)
E [mt+1|Ωt] .
Yhtälöstä 2.20 nähdään, että arvopaperin tuoton vakioinen ehdollinen
odotusarvo vaatisi selvästi lisää oletuksia intertemporaalisen rajasubstituu-
tiosuhteen ja osaketuottojen aikasarjaominaisuuksista. Tähän saakka ei ole
annettu mitään aihetta olettaa, että ehdollinen kovarianssi yhtälön oikean
puolella osoittajassa tai nimittäjän ehdollinen odotusarvo olisivat vakioita
periodista toiseen. On helppo kuvitella ajanjaksoja, jolloin osakkeiden hin-
nat heilahtelevat huomattavasti voimakkaammin kuin kulutus.
Yhtälö 2.21 kertoo jotain siitä, minkä kaltaisista arvopapereista kulut-
tajat ovat valmiita maksamaan. Jos arvopaperin i kovarianssi SDF:n mt+1
kanssa on pieni, arvopaperi tuottaa paljon varallisuutta juuri silloin, kun
mt+1 on pieni, eli silloin kun kulutuksen uskotaan kasvavan tulevaisuudessa.
Arvopaperi siis lisää kuluttajan varallisuutta juuri silloin, kun se on kaikista
vähiten tarpeellista, eli silloin kun kulutuksen rajahyöty on pieni. Kuluttaja
vaatii suuren tuoton tämän kaltaiselle sijoitustuotteelle. Jos taas kovarians-
si on lähellä nollaa, kuluttaja on valmis ostamaan arvopaperin hyvin alhai-
sella tuotto-odotuksella. Arvopaperi lisää kuluttajan kulutusmahdollisuuksia
huolimatta siitä, mitkä ovat hänen odotuksensa tulevaisuuden kulutuksesta.
Toisesta ääripäästä löytyvät arvopaperit, jotka tuottavat varallisuutta silloin,







∣∣∣Ωt]⇔ (1 + rft+1) = 1/E [mt+1|Ωt].
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kun kulutuksen uskotaan pienentyvän tulevaisuudessa. Näillä arvopapereil-
la on suuri kovarianssi mt+1:n kanssa. Ne pienentävät kuluttajan kulutuksen
heilahteluita ja tuottavat varallisuutta juuri silloin, kun sen on kuluttajalle
kaikista arvokkainta. Niinpä niiltä vaaditaan pientä tuottoa.
2.5.2 Preferenssien vaikutus, riskin kaihtaminen
Kuluttajien riskikäyttäytymisellä nähdään olevan vaikutusta siihen, kuinka
suuren tuoton he tasapainotilassa arvopaperilta vaativat. Aloitetaan tarkas-
telu riskineutraalista kuluttajasta.
Esimerkki 2.1 (Lineaariset preferenssit, martingaalimalli uudestaan). Yk-
si tapa perustella arvopaperin tuoton martingaaliominaisuus on olettaa ku-
luttajille lineaariset preferenssit. Jos kuluttajan periodin t hyötyfunktio on
muotoa
(2.22) ut(ct) = act ja u′t(ct) = a,
niin intertemporaalinen rajasubstituutiosuhde onmt = β (t = . . . ,−1, 0, 1, . . . ).
Lisäksi kovarianssi Cov(mt, ri,t) = 0.15 Näin ollen arvopaperin riskin ehdol-
linen odotusarvo olisi E [ri,t+1|Ωt] = 1/β. Odotettu tuotto riippuisi ainoas-
taan kuluttajan kärsivällisyydestä. Mitä kärsivällisempi kuluttaja olisi, sitä
pienemmän tuoton hän vaatisi sijoitukselleen. Lineaariset preferenssit eivät
kuitenkaan toteuta yleisesti preferensseiltä vaadittuja oletuksia, sillä ne eivät
toteuta vähenevän hyödyn periaatetta, u′′t (ct) < 0.
Esimerkki 2.1 on ääriesimerkki siitä, miten kuluttajien preferenssit vai-
kuttavat arvopaperin hinnan muodostukseen. Lineaariset preferenssit impli-
koivat, että kuluttaja on riskineutraali. Vastaavasti, konkaavi hyötyfunktio
tarkoittaa, että kuluttaja on riskin kaihtaja. Tätä tunnettua seikkaa on ha-
vainnollistettu kuvassa 2.3.
Arrow-Pratt -mitta suhteelliselle riskin kaihtamiselle (relative risk aver-








Kuva 2.3: Kuluttaja on määritelmällisesti riskin kaihtaja, jos pelin odotettu
tuotto tuottaa suuremman hyödyn, kuin pelistä odotettavissa oleva hyöty.
Riskin kaihtajan hyötyfunktio on muodoltaan konkaavi.





rra kuvaa, kuinka paljon kulutuksen suhteellinen muutos muuttaa kulutta-
jien riskikäyttäytymistä. Jos tämä mitta ei riipu kulutuksen tasosta, kulut-
taja tarvitsee aina yhtä suuren suhteellisen kompensaation osallistuessaan
uhkapeliin.
2.5.3 Arvopaperin tuoton ennustettavuus: CRRA-prefe-
renssit ja log-normaalijakauma
Hansen ja Singleton (1983) ovat johtaneet arvopaperin tuoton odotusarvon
jakauman suljetussa muodossa. Tätä varten on tehtävä (melko raskaitakin)
oletuksia talouden rakenteesta ja kuluttajien preferensseistä. Heidän mallinsa
koostuu kuluttajista, joiden riskin kaihtamisen aste ei riipu kulutuksen tasos-
ta (vakioisen riskin kaihtamisen preferenssit, constant relative risk aversion,
CRRA). Kuluttajat maksimoivat edellä kuvattua hyötyfunktiotaan yli ajan.
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Lisäksi kulutuksella ja arvopaperin tuotolla on log-normaali yhteistodennä-
köisyysjakauma.




, γ < 1,







Preferenssien nimi viittaa siihen, että kuluttajien suhteellinen riskin kaih-
taminen ei riipu kulutuksen tasosta. Arrow-Pratt -mitta suhteelliselle riskin
kaihtamiselle, rrat, on nyt
(2.25) rrat = −α, t = (. . . ,−1, 0, 1, . . . ).
Hinnoitteluyhtälö 2.19 saa muodon









Käyttäen hyväksi tehtyjä oletuksia kulutuksen ja hintojen ehdollisista
todennäköisyysjakaumista, Hansen ja Singleton johtivat arvopaperin tuoton
ehdolliselle odotusarvolle yksinkertaisen muodon 17:










∣∣∣Ωt] = −12σ2i,t+1 − α σ∆C,i,t+1,(2.27)
jossa µ∆C,t viittaa kulutuksen suhteellisen kasvun ehdolliseen odotusarvoon
ehdolla informaatiojoukko Ωt, σ2∆C,t+1 kulutuksen suhteellisen kasvun ehdol-
liseen varianssiin ja σ∆C,i,t+1 kulutuksen suhteellisen kasvun ja arvopaperin
i tuoton väliseen ehdolliseen kovarianssiin. ∆Ct+1 ≡ log ct+1 − log ct on ku-




lutuksen suhteellinen kasvu periodista t periodiin t+ 1.
Hansenin ja Singletonin (1983) yhtälö 2.27 osoittaa, että arvopaperin
tuotto yli riskittömän tuoton on riippuvaista kuluttajien riskin kaihtami-
sesta. Kuluttaja on sitä suurempi riskinkaihtaja, mitä pienempi parametri α
on (α ≡ γ−1 < 0). Mitä suurempi riskin kaihtaja kuluttaja on, sitä suurem-
man tuoton hän odottaa arvopaperista saavansa. Mitä enemmän kuluttaja
muistuttaa riskineutraalia, eli mitä lähempänä α on nollaa, sitä pienemmän
kompensaation hän vaatii ottamalleen riskille. Osakkeen tuoton kovarians-
si kulutuksen kasvun kanssa on toinen vaadittuun osaketuottoon vaikuttava
tekijä. Mitä suurempi näiden välinen kovarianssi on, sitä suurempi on arvopa-
perilta vaadittava tuotto. Suuri kovarianssi tarkoittaa, että arvopaperin tuot-
tama varallisuus on suurta silloin, kun kulutus on muutenkin suurta. Tämän
kaltainen arvopaperi on kuluttajalle hyödyn mielessä arvottomampi kuin ar-
vopaperi, joka tuottaa varallisuutta, kun sitä kaivataan enemmän, eli silloin
kun kulutus ei kasva. Edellisen omistajaa on kompensoitava korkeammalla
tuotto-odotuksella, kun taas jälkimmäisen omistaminen on hyödyn mielessä
arvokkaampaa ja omistaja vaatii siltä pienempää tuotto-odotusta. 18
Riskineutraalisuus on riittävä ehto arvopaperin tuoton ennustettavuuden
puutteelle. Riskineutraalisuuden, α = 0, suora seuraus on, että E [ri,t+1|Ωt] =
1/β (t = . . . ,−1, 0, 1, . . . ).
Riskin kaihtaminen on välttämätön ehto ennustettavuuden olemassaolol-
le. Riittävä ehto se ei kuitenkaan ole. Yhtälöstä 2.27 nähdään, että arvopa-
perin tuotto yli riskittömän tuoton riippuu kulutuksen kasvun ja arvopape-
rin tuoton välisestä ehdollisesta kovarianssista. Jos kovarianssissa on ennus-
tettavuutta, on myös arvopaperin tuoton ja riskittömän tuoton erotuksessa
ennustettavuutta.19
Arvopaperin tuotossa on ennustettavuutta, jos kulutuksen kasvussa on
ennustettavuutta. 2.27 ylemmästä yhtälöstä nähdään, että sekä kulutuksen
kasvun ehdollinen odotusarvo, että ehdollinen varianssi vaikuttavat arvopa-
perin tuoton ehdolliseen odotusarvoon. Lisäksi, arvopaperin tuoton ehdolli-
18Yhtälön oikean puolen varianssitermi on kompensaatiota Jensenin epäyhtälöstä ja
hinnoittelufunktion logaritmisesta (konkaavista) muodosta. (Kts. A.3.)
19Osaketuoton ehdollinen varianssi kaavassa 2.27 on seurausta Jensenin epäyhtälöstä ja
tavasta esittää muuttujat logaritmisina.
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nen varianssi ja tuoton ja kulutuksen kasvun välisen ehdollisen kovarianssin
muuttuminen yli ajan tuo arvopaperin tuottoon ennustettavuutta.
Jos 2.27 toisessa yhtälössä toiset momentit ovat vakioita, on myös kahden
arvopaperin tuottojen odotettu erotus vakio:




−α (σ∆C,i,t+1 − σ∆C,j,t+1) .
(Singleton (2006, luku 9).)
Ennustettavuudesta puhuttaessa, siis ajassa muuttuvasta ehdollisesta odo-
tusarvosta, ei kannata rajoittua ajattelemaan pelkästään lineaarista riippu-
vuutta. Olemme tähän saakka nähneet, että kuluttajien hyödynmaksimoin-
ti arvopaperimarkkinoilla johtaa arvopaperille hinnanmuodostumisprosessin,
jolle ei ole syytä olettaa vakioista ehdollista odotusarvoa. Edellä esitetyt mal-
lit eivät kuitenkaan, sen paremmin, johda prosessiin, jossa tuotot olisivat kor-
reloituneita, siis lineaarisesti riippuvaisia. Korreloituneisuus voi syntyä vain
erikoistapauksena edellä esitetyistä malleista, jos esimerkiksi kulutuksen kas-






Tämä luku esittelee paljon huomiota kirjallisuudessa ja saanutta osaketuot-
tojen ennustettavuutta käsittelevää kirjallisuutta. Ennustettavuutta on et-
sitty lähinnä otosmomentteihin perustuvilla testeillä, mutta näiden testien
tehon voi nähdä olevan heikko, ennen kaikkea lyhyellä ennustehorisontilla.
Ennustehorisontin kasvattaminen voi paljastaa niin kutsutun pitkäkestoisen
ennustettavan sokin olemassaolon, mutta tuo mukanaan luottamusrajoihin
liittyviä ongelmia. Pitkäkestoisen ennustettavan sokin olemassaolosta löy-
tyy runsaasti näyttöä piste-estimaatteihin vedoten, mutta tilastollisen näytön
löytäminen on hankalampaa. Dynaamisen arvopapereiden hinnoittelun (ku-
ten C-CAPM) kehittyminen toi mukanaan mahdollisuuden testata arvopape-
rin hinnan muodostumista kuvaavia eksplisiittisiä malleja (kuten Hansen ja
Singleton (1983).) Näiden mallien sovittaminen olemassaolevaan aineistoon
paljastaa niin kutsutut omaisuus-tulo -pulman ja riskittömän tuoton pulman.
3.1 Satunnaiskulku- ja martingaalihypoteesi
Kuten osassa 2.2.1 näytettiin, jos tuoton odotusarvo on vakio, portfolion hin-
nan muutos on martingaali informaatiojoukon Ωt suhteen. Merkitään portfo-
lion hintaa pt:llä (ilman alaviitettä i) ja logaritmoitua hintaa Pt:llä, log pt ≡
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Pt.20 Kautta linjan käytetään aproksimaatiota Pt+1 − Pt = rt+1. Martingaa-
limalli voidaan esittää muodossa:
Pt = r + Pt−1 + εt, missä E [εt|Ωt−1] = 0.(3.1)
Paras ennuste tämän päivän hinnalle edellisen periodin informaation valos-
sa on edellisen periodin hinta ja vakioinen kasvuprosentti. Suora implikaatio
on, että tuoton odotusarvo on vakio, r. Portfolion tuoton ennustettavuutta
testataan nyt periaatteessa sisällyttämällä kutakin astetta vastaava infor-
maatio joukkoon Ωt−1 ja muodostamalla regressio, jossa tuottoja selitetään
näillä muuttujilla:
r = g(Xt−1, θ) + ε,(3.2)
jossa θ pitää sisällään mallin parametrit ja matriisi Xt hetken t selittävät
muuttujat, jotka kuuluvat joukkoon Ωt. Funktio g korostaa sitä, että seli-
tettävän muuttujien ei tarvitse välttämättä olla lineaarisesti riippuvainen se-
littävistä muuttujista. Käytännön syistä kuitenkin tarkastelemme tilannet-
ta, jossa näin on. Epälineaarisen mallin estimointi on kuitenkin yhtä hyvin
mahdollista, jos funktion muoto on tunnettu. Martingaalihypoteesin päties-
sä parametrivektorin estimaatin ei tulisi (vakiota lukuun ottamatta) poiketa
tilastollisesti merkitsevästi nollasta.
Virhetermin odotusarvoa koskeva ehto voidaan saavuttaa useammallakin
tavalla. Vahvimmillaan se tarkoittaa, että virhetermit ovat riippumattomia
ja samoin jakautuneita (independent and identically distributed, iid). Keski-
vahvan oletuksen mukaan virhetermit ovat toisistaan riippumattomia, mutta
niiden ei tarvitse noudattaa samaa jakaumaa. Kun virhetermit ovat toisis-
taan riippumattomia, puhutaan satunnaiskulkumallista. Heikommillaan ehto
tarkoittaa, että virhetermit ovat korreloimattomia keskenään. (Campbell et
al. (1996, luku 2).)
20Kuten edellisessä luvussa kerrottiin, martingaalimalli kuvastaa osakeportfolion tuot-
toja kun ehdollinen odotusarvo on vakio. Tulokset on yleistettävissä osakkeisiin kunhan
osingot otetaan huomioon jokaisessa vaiheessa. Esityksen yksinkertaistamiseksi nyt käsi-
tellään portfolioiden hintoja ja tuottoja.
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3.2 Riippumattomuus
iid-oletuksen mukaan virhetermi εt on riippumaton ja samoin jakautunut.
Käytetään merkintää: εt ∼ iid(0, σ2), jossa 0 viittaa virhetermin odotusar-
voon ja σ2 varianssiin. Vaikka oletus on hyvin elegantti, ei sen testaami-
nen ole kuitenkaan kovinkaan helppoa. Tämä johtuu siitä, että tilastollisen
päättelyn tekeminen vaatii yleensä jotain tietoa prosessin rakenteesta. Niin
kutsutuille ei-parametrisille testeille (Spearmannin järjestys -testi, Kendal-
lin τ -korrelaatio -testi) on olemassa aproksimoituja jakaumia, mutta ne ovat
monimutkaisia. Nämä testit eivät vaadi mitään oletuksia dataa generoivasta
prosessista. (Campbell et al. (1996, luku 2.), katso myös esimerkiksi Kendall
(1938) järjestyskorrelaatiotesteistä.)
Käytännössä iid-oletus on kuitenkin helpompi osoittaa vääräksi kuin oi-
keaksi. Ei tarvitse testata kaikkia mahdollisia tapoja, joilla iid-oletus voi ol-
la väärä vaan riittää löytää jokin. Tämän kaltaista asetelmaa kutsutaan ra-
joitetuksi testiksi. Osaketuottojen kohdalla hyödylliseksi rajoitetuksi testik-
si osoittautuu niin kutsutut (yleisen) ehdollisen heteroskedastisuuden mallit
((General) Autoregressive Conditional Heteroskedasticity, (G)ARCH). (Engle
(1982), Bollerslev (1986).) GARCH(P,Q) mallissa virhetermistä εt tehdään
oletus
εt = σtξt, jossa ξt ∼ iid(0, 1) ja











Menemättä yksityiskohtiin, σ2t estimaatit kuvaavat virhetermin ehdollista va-
rianssia, joka on riippuvainen virhetermien poikkeamista odotusarvostaan se-
kä aikaisemmista arvoistaan.21 Mallilla on kyky kontrolloida virhetermin εt
varianssin muuttumista yli ajan hyvin yleisissäkin tilanteissa. Malli on esti-
moitavissa suuriman uskottavuuden menetelmällä, kunhan riippumattoman
muuttujan ξt jakauma oletetaan tunnetuksi. Jos tämän kaltainen malli saa
21Mainittakoon, että riittävä ehto mallin heikolle stationaarisuudelle on∣∣∣∑Pj=1 αj +∑Qk=1 β∣∣∣ < 1.
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tukea, on riippumattomuus virhetermien εt kohdalla selvästi liian vahva ole-
tus. Ennustettavuudesta malli ei kuitenkaan tarjoa näyttöä sellaisenaan, jo-
ten martingaalihypoteesia heikoimmassa muodossaan tämä rajoitettu testi
ei pysty osoittamaan vääräksi. On melko tavanomaista, että mihin tahan-
sa malliin lisätään virhetermiin (G)ARCH tyyppinen rakenne, jos havaitaan
riippuvuutta residuaalien korkeammissa momenteissa.
Jos tutkija ei vaadi tilastollista hypoteesintestausta, voi hän tutustua niin
kutsuttuihin suodinsääntöihin (filter rules) tai tekniseen analyysiin (technical
analysis). Suodinsääntö tarkoittaa, että sijoittaja ostaa osaketta, jos sen hin-
ta nousee x% ja vastaavasti myy (lyhyeksi), kun sen hinta laskee y%. Näin
muodostetun portfolion tuottoa voi verrata minkä tahansa muun, esimerkik-
si markkinaportfolion tuottoon. Jos sijoittaja pystyy kasvattamaan voitto-
jaan tutkimalla tuottoprosessin historiaa, on selvää, että riippumattomuus-
hypoteesi ei ole realistinen. Suurempia tuottoja voidaan pitää osoituksena
osaketuoton ennustettavuudesta. Suodinsääntö on käytännöllinen ja helppo
sovellus ennustettavuuden tutkimiseen, jos hyväksyy, että tilastollista var-
muutta tuloksille ei voi hakea. Fama ja Blume (1966) tutki suodinsääntöjä
käyttäen 30 yksittäisen Yhdysvaltalaisen yrityksen osakkeita. Käyttäen eri-
laisia suodinsääntöjä ja ottamalla mukaan transaktiokustannukset ja osingot,
he pystyivät osoittamaan ne "osta ja pidä" -strategiaa paremmaksi kahden
osakkeen kohdalla.
Tekninen analyysi perustuu hintakuvaajien muotoon. Aivan kuten tilas-
tollisessa päättelyssäkin, teknisessä analyysissä oletetaan, että hintahistoria
kertoo jotain tulevasta. Murphy (1999) on kattava teos teknisen analyysin
maailmaan.
Edellä kuvattuja menetelmiä voidaan pitää rajoitettuina testeinä riippu-
mattomuudesta. Jos tutkija pystyy tuottohistoriaa katsomalla tekemään oi-
keita päätelmiä tulevista tuotoista, ei tuottoja voi pitää riippumattomina.
Esimerkiksi tarkka teknisen analyysin harjoittaja voi huomata aineistosta
riippuvuutta, joka poikkeaa lineaarisesta riippuvuudesta.
Luvussa 4.2 esiteltävä ei-kääntyvä ARMA-malli asettuu ennustettavuus-
keskustelussa tähän kategoriaan. Prosessin, joka noudattelee kyseistä mallia,
on mahdollista läpäistä oletus korreloimattomuudesta, mutta riippumatto-
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muus voi silti olla liian vahva oletus. Jos prosessi tuottaa ennustettavuutta
tuottoihin, se ei välttämättä ilmene korreloituneisuutena. Niinpä myös ei-




Heikoimmassa muodossaan martingaalimallilla tarkoitetaan, että hintojen
muutokset ovat korreloimattomia keskenään. Puhuttaessa autokorrelaatiois-
ta, tarkoitetaan saman stokastisen prosessin korreloituneisuutta ajassa. Au-
tokorreloituneisuus kertoo, kuinka aikaisemmat tai tulevat havainnot pysty-
vät selittämään lineaarisesti tämän hetken havaintoja. Prosessin {yt}∞t=−∞
autokovarianssit ja autokorrelaatiot määritellään seuraavasti:
γy(k) ≡ Cov(yt, yt−k) ≡ E [(yt − E [yt]) (yt−k − E [yt−k])] ja(3.4)








jossa on käytetty hyväksi prosessin {yt}∞t=−∞ stationaarisuutta (katso mää-
ritelmä 3.1 alla).
Puhuttaessa autokorrelaatioista on syytä tarkentaa stokastisen prosessin
{yt}∞t=−∞ ominaisuuksia hieman. Tutkijalla on käytössään satunnaisvekto-
ri yT = (y1, . . . , yT )′, joka on osa koko äärettömästä populaatiosta, jonka
dataa generoiva prosessi on tuottanut. Havainnot ovat esimerkiksi tietyllä
aikavälillä tasaisin väliajoin laskettu osakkeen hinnan suhteellinen muutos.
Oletamme, että prosessi on (heikosti) stationaarinen:
Määritelmä 3.1. Stokastinen prosessi {yt}∞t=−∞ on heikosti stationaarinen,
jos E [yt] = µ ja Cov(yt, yt−k) = γ(k) (∀ t = . . . ,−1, 0, 1, . . . ja E[y2t ] <∞).
Prosessin odotusarvo ja kovarianssit ovat siis riippumattomia ajan hetkestä
t (aikainvariantteja).
Autokorrelaatioiden estimointi on hyvä perustaa aineistosta laskettaviin
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otosmomentteihin










(yt − y¯T )(yt+k − y¯T ) ja(3.7)
ρ̂(k) = γ̂(k)
γˆ(0) .(3.8)
Liitteesä A.4 osoitetaan, että otoskeskiarvo µ̂ on odotusarvon harhaton ja
tarkentuva estimaattori, µ̂ p−→ µ.22 Lisäksi, keskeisen raja-arvolauseen mu-
kaan, "varsin yleisin oletuksin", otoskeskiarvolla on asymptoottinen normaa-
lijakauma23





Autokorreloituneisuuden testaamisen kannalta on tietenkin tärkeää, että
otosautokorrelaatiot ovat myöskin tarkentuvia. Tämä voidaan perustellusti
olettaa ainakin stationaaristen aikasarjojen kohdalla (Hamilton (1994, luku
7))24. Sen sijaan autokorrelaatiofunktion asymptoottinen jakauma on vai-
keampi johtaa. Fuller (1976, luku 6) on johtanut otosautokorrelaatiovektorin






p−→ y tarkoittaa, että satunnaismuuttuja xt konvergoi kohti y:tä todennä-
köisyyden mielessä: limt→∞ P {|xt − y| > δ} = 0.
23Jotta otoskeskiarvon asymtoottisen normaalijakauman varianssi olisi ääreellinen, on
oletettava, että prosessin kovariannsit toteuttavat ehdon
∑∞
k=−∞ |γ(k)| <∞.
24Tässä yhteydessä oletamme, että havainnolla yt on niin kutsuttu MA(∞)-esitys, yt =∑∞
j=0 ψjεt−j . Seuraavassa luvussa osoitetaan, että niin kutsutuilla ARMA-malleilla tämä
esitys monesti on olemassa.
25Tavanomaisilla ARMA-malleilla on olemassa stationaarinen MA(∞)-esitys, jos kään-
tyvyysehto ehto on voimassa.
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joka on stationaarinen ja virhetermi εt on iid:
(ρ̂y(0)− ρy(0), . . . , ρ̂y(k)− ρy(k))′ as.∼ N (0, G) .(3.11)
Usein mielenkiintoista on testata prosessin {y}∞t=−∞ riippumattomuutta. Täl-
löin kovarianssimatriisi G saa muodon G = T−1Ik, jossa Ik on (k× k) identi-




T ρ̂y(k) as.∼ N (0, 1) .
iid-oletuksen pätiessä autokorreloituneisuutta voidaan testata vertaamalla
otosautokorrelaatiota normaalijakaumasta laskettaviin kriittisiin rajoihin. Esi-
merkiksi 95%:n luottamusväli on ±1, 96/√T . Estimaattorin absoluuttisesti
suuret arvot ovat kriittisiä. Pienissä otoksissa testisuure ei ole kovinkaan
tarkka. (Fuller (1976, luku 6).)
Jos testattava hypoteesi on, että kaikki autokorrelaatiot ovat nollia, voi-
daan käyttää hyväksi tietoa siitä, että k:n kappaleen standardinormaalija-
kautuneiden satunnaismuuttujien neliöiden summa on χ2k -jakautunut, jossa
k on jakauman vapausasteluku. Ljung - Box -testisuureen on huomattu ole-
van tarkemmin χ2k -jakautunut myös pienissä otoksissa:






Testisuureen suuret arvot ovat kriittisiä korreloimattomuushypoteesia koh-
taan. Testin p-arvo löytyy χ2k -taulukosta. Testattavien otosautokorrelaatioi-
den lukumäärä k ei saa testissä olla kovinkaan suuri verrattuna havaintojen
lukumäärään T . Ljung-Box -testisuure hälyttää, jos prosessissa on havaitta-
vissa korrelaatioita.
Usein osaketuottoaikasarjoissa iid-oletus on helppo hylätä käyttäen Ljung-
Box -testisuuretta. Vaikka havaituista arvoista laskettu testisuure ei hälyttäi-
sikään, niin neliöidyistä havainnoista laskettu testisuure saakin kriittisiä ar-
voja suurempia arvoja. Tämä niin kutsuttu McLeod-Li -testisuureen jakauma
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on sama kuin Ljung-Box -testisuureen, kunhan oletamme, että E [y4t ] < ∞.
Suuret testisuureen arvot antavat viitteitä siitä, että havaintojen neliöidyissä
arvoissa on lineaarista riippuvuutta. Periaatteessa tämä tarkoittaa, että ha-
vaintojen poikkeamat odotusarvostaan ovat riippuvaisia aikaisemmista poik-
keamista. Monesti havaitaan, että poikkeamat ovat positiivisesti korreloitu-
neita, suuria heilahteluita seuraa lisää suuria heilahteluita. Sanotaan, että
varianssilla on tapana "klusteroitua" osaketuottoaikasarjoissa.
3.4 Persistentti ennustettava sokki osakkeen
hinnassa
3.4.1 Summersin kritiikki
Summers (1986) pureutuu kritiikissään martingaalimallin testaamiseen. Hä-
nen mukaansa todisteet mallin puolesta eivät ole riittävän vahvat hypoteesin
hyväksymiseen. Hän osoittaa, että jos ennustettavuus portfolion tuottoon
syntyy persistentistä sokista, joka saa hinnan poikkeamaan "fundamentaali-
sesta" martingaaliominaisuuden tuottamasta arvosta, perinteinen autokorre-
laatioihin perustuva testaus on tehotonta. Hänen mukaansa väite ennustet-
tavuuden puutteesta näihin testeihin vedoten on hätiköityä, sillä testit eivät
havaitsisi ennustettavuutta, vaikka se olisikin läsnä.
Lähdetään liikkeelle oletuksesta, että portfolion ehdollinen odotettu tuot-
to on vakio, E [rt|Ωt−1] = r, tai rt = r + et, jossa et ∼ wn(0, σ2)26 on kor-
reloimaton kaikkien hetken t− 1 informaatiojoukkoon kuuluvien muuttujien
kanssa.
Nollahypoteesin vallitessa vaihtelut tuotossa ovat valkoista kohinaa, vas-
tahypoteesin vallitessa ne noudattelevat persistenttiä AR(1)-prosessia:
H0 : Pt = P ∗t = r + P ∗t−1 + εt
H1 : Pt = P ∗t + zt, jossa zt = αzt−1 + ut.
26Merkintä x ∼ wn(0, σ2) tarkoittaa, että satunnaismuuttuja xt on valkoista kohinaa
(white noise). Prosessilla on vakio odotusarvo sekä (ääreellinen) varianssi. Lisäksi se on
korreloimaton kaikkien viipeidensä ja eteidensä kanssa, Cov(xi, xj) = 0, kun i ̸= j.
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Satunnaiset sokit, εt ja ut oletetaan korreloimattomiksi. P ∗t kuvaa portfolion
fundamentaalia arvoa, esimerkiksi tulevien tuottojen diskontattua odotusar-
voa (katso yhtälö 2.6 tai riskineutraali tilanne, esimerkki 2.1). Vastahypotee-
sin vallitessa oaketuoton poikkeama voidaan kirjoittaa muodossa:
Pt − Pt−1 = P ∗t − P ∗t−1 + zt − zt−1
⇔ rt − r = zt − zt−1 + εt.(3.14)
Yhtälössä on käytetty hyväksi tietoa, että hintojen fundamentin odotettu
kasvuvauhti on vakio, P ∗t − P ∗t−1 = r + εt, .
AR(1)-mallin autokorrelaatiofunktiota hyödyntäen nähdään, että tuoton
poikkeaman fundamentistaan varianssi ja k :s autokorrelaatio ovat27
σ2rt−r = 2(1− α)σ2z + σ2ε ja
ρrt−r(k) =
−αk−1(1− α)2σ2z
2 (1− α)σ2z + σ2ε
.(3.15)
Ennustettavuutta testataan tutkimalla onko autokorrelaatiokerroin nol-
la kaikilla eri viipeillä k. Mukaillen Summersin (1986) esimerkkiä testin
heikkoudesta, tutkitaan tilannetta käyttäen neljännesvuosittaisia havainto-
ja osakeindeksin tuotosta. CRSP-indeksin28 neljännesvuosittaisesta keskiha-
jonnasta saadaan σ2rt−r = 0, 008. Olettamalla, että ennustettava komponent-
ti selittää noin neljänneksen hinnan poikkeamasta sen keskiarvosta, saadaan
σ2z = 0, 04. Jos annamme parametrille α arvon α = 0, 94, oletamme, että en-
nustettavasta komponentista puolet häviää kolmen vuoden kuluessa. Käyt-
täen tuoton poikkeaman varianssin kaavaa, saadaan laskettua σ2ε = 0, 003.
Laskemalla ensimmäinen autokorrelaatiokerroin käyttäen näitä hypoteettisia







(zt − zt−1 + εt)2
]
= 2 σ2z − 2 γz(1) + σ2εt . AR(1) proses-
sin zt varianssi on σ2z = σ2u/(1 − α2) ja autokovarianssifunktio γz(k) = αkσ2z . Autokor-
relaatiofunktiokin tulee helposti huomaamalla, että γrt−r(k) = E [(rt+k − r)(rt − r)] =
E [(zt+k − zt+k−1 + εt+k)(zt − zt−1 + εt)] = 2 γz(k) − γz(k + 1) − γz(k − 1) (koska εt
on oletettu korreloimattomaksi zt:n ja ut:n kanssa). Sijoittmalla tämä autokorrelaation
kaavaan ρrt−r(k) = γrt−r(k)/σ2rt−r saadaan haluttu tulos.28Katso 5.1
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Koska mielenkiinnon kohteena on testata H0:aa korreloimattomista hin-
tojen muutoksista, tutkijan on luonnollista käyttää kaavasta 3.12 saatavaa
95%:n luottamusväliä ensimmäiselle autokorrelaatiokertoimelle riippumatto-
muuden vallitessa. Tämä raja on nyt ±1, 96/√T . Voidaan päätellä, että testi
autokorreloimattomuudesta tulisi hylättyä 95 %:n luottamustasolla, jos ha-
vaintojen määrä olisi vähintään 39416, siis havaintoja pitäsi olla kerättynä yli
9600 vuodelta. Summers (1986) huomauttaa, että testisuureen teho on vie-
läkin liioiteltu, sillä se ei ota huomioon osaketuottojen heteroskedastisuutta,
joka ennestään leventäisi testisuureen luottamusrajoja.
Summersin (1986) kritiikki martingaalimallin hyväksymistä kohtaan osuu
juuri keskipitkän tai pidemmän aikavälin ennustettavuuteen. Tämän kal-
tainen ennustettavuus onkin mielenkiintoisempaa, jos ennustettavuuden al-
kulähteenä on inflaatioharha (kuten Summers (1986) itse esitti), tai niin
kuin edellisessä luvussa esitettiin, muutokset kuluttajien kulutusmahdolli-
suuksissa. Riskineutraalisuus saattaa olla huomattavasti realistisempi oletus
puhuttaessa päivätuotoista kuin kuukausittaisista tai neljännesvuosittaisista
tuotoista, puhumattakaan sijoituksista vuosien horisontilla (katso seuraava
osio ennustehorisontin pidentämisestä). Summers olisi voinut vedota kritii-
kissään myös dynaamiseen tasapainohinnoitteluun, kuten C-CAPM:iin, ja
riskin kaihtamiseen, joka saattaa hyvinkin tuottaa osaketuottoon ennustet-
tavuutta. Hän tyytyy myös puhumaan pelkästään osaketuottojen autokorre-
loituneisuudesta. Kuten luvussa 2 mainittiin, ennustettavuus voi olla luon-
teeltaan myös epälineaarista. Tähän teemaan palataan seuraavassa luvussa.
Esimerkissä parametri α oli tarkoituksella valittu suureksi kuvastamaan
pitkään kestävää ennustettavaa komponenttia osakkeen tuotossa. Stationaa-
risuusehto prosessille zt vaatii, että |α| < 1. Parametrin α suuruus tekee en-
nustettavan komponentin havaitsemisesta vaikeaa. Mitä suurempi parametri
on, sitä pienempi on komponentin muutoksen varianssi. Juuri tämä varianssi
helpottaa tutkijaa havaitsemaan ennustettavan komponentin, kuten seuraa-
vassa osassa huomataan.
Persistentin sokin malli on hyvä syy sille, miksi ARMA(1,1)-malli olisi
lupaava vastahypoteesi osaketuoton martingaalimallille. ARMA(1,1)-esitys
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saadaan huomaamalla, että prosessilla rt − r − εt on ARMA(1,1)-esitys.29
Näin ollen tuottoprosessi rt − r voidaan kirjoittaa ARMA(1,1)-prosessin ja
korreloimattoman εt-prosessin summana. Granger ja Newbold (1977, luku 1)
osoittaa, että summa noudattelee ARMA(1,1)-prosessia. Kuten Lanne et al.
(2013), myös tässä tutkielmassa ARMA(1,1)-mallin tuottamaa ennustetta-
vuutta pidetään hyvänä lähtökohtana ennustettavuutta etsittäessä.
Summersin (1986) esittämä persistentti sokki osakkeen hinnassa nostatti
keskustelun siitä, voiko pitkäkestoinen sokki jäädä tutkijoilta huomaamat-
ta. Kuten seuraavassa osassa havaitaan, ennustettavuuden löytyminen pi-
demmällä ennustehorisontilla saattaakin olla luonnollisempaa kuin tutkimal-
la kuukausien tai vuosineljännesten välistä ennustettavuutta, jos ennustet-




Summersin (1986) esittämä persistentti ennustettava hinnan heilahtelu ei
siis näy lyhyellä aikavälillä lineaarisena ennustettavuutena osaketuotoissa.
Pitkän aikavälin ennusteissa on kuitenkin havaittu negatiivista autokorreloi-
tuneisutta. Fama ja French (1988) näyttää, että pidemmän aikavälin ennus-
teissa persistentin ennustettavan komponentin tulisi näkyä.
Tutkitaan aluksi, mikä on AR(1)-prosessin kontribuutio osaketuottojen
autokorrelaatiohin. Jos zt+n − zt:tä selitetään zt − zt−n:llä, on regressioker-
29ARMA(1,1)-esitys saadaan seuraavasti. rt − r = zt − zt−1εt ⇔ rt − r − α(rt−1 − r) =
zt − zt−1 − α(rt−1 − r) + εt = αzt−2 − zt−1 + ut + εt − αεt−1 = εt − αεt−1 + ut − ut−1 ⇔
rt − r − εt − α(rt−1 − r − εt−1) = ut − ut−1.
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toimen β PNS estimaattori30
β̂PNS =




z + 2 γz(n)− γz(2n)
2 σ2z − 2 γz(n)
T→∞−−−→ −12 .(3.16)
Viimeinen tulos seuraa prosessin zt stationaarisuudesta ja siitä, että autoko-
varianssit hiipuvat kohti nollaa aikavälin n kasvaessa.
Prosessi zt ei tietenkään ole tutkijalle havaittavissa, joten sen vaikutuksia
osaketuottoihin on tutkittava osaketuottosarjan pohjalta. Etsittäessä lineaa-
rista riippuvuutta n:n periodin osaketuottojen välillä, rt,t+n ≡ Pt+n − Pt,




Var(zt+n − zt) + Var(P ∗t+n − P ∗t )
,
jossa on käytetty hyväksi sokkien korreloimattomuutta. Läheltä nollaa löyty-
vät estimaatin arvot johtavat hylkäämään hypoteesin ennustettavasta kom-
ponentista. Nimittäjästä löytyvä yksikköjuuriprosessin P ∗t muutoksen va-
rianssi kasvaa kohti ääretöntä lineaarisesti n:n suhteen aikavälin kasvaessa,
joten aikavälin kasvaessa PNS estimaatin voi olettaa menevän kohti nollaa.
Toisaalta β̂PNS lähestyy −1/2:ta, joten keskipitkällä aikavälillä voi hyvin-
kin olla mahdollista löytää negatiivista korrelaatiota tuottojen välillä. Ku-
ten Summers (1986) esitti, lyhyellä aikavälillä korrelaatiot ovat hyvin lähel-
lä nollaa. (Fama ja French (1988).) Koska edellä kuvattua tilannetta kuvaa
U-kirjaimen muotoinen autokorrelaatiofunktio, viitataan siihen U-käyrällä.
30 PNS-estimaattorin kaavasta seuraa suoraan β̂PNS =
∑n
t=n(zt+n − zt)(zt −
zn−t)/
∑n
t=n(zt − zt−T )2 = Cov (zt − zt−n, zt+n − zt))/Var (zt − zt−n) .
31 λ̂PNS = Cov(rt,t−n, rt,t+n)/Var(rt,t−n) = Cov(Pt − Pt−n, Pt+n − Pt)/Var(Pt −
Pt−n) = Cov(P ∗t − P ∗t−n + zt − zt−n, P ∗t+n − P ∗t + zt+n − zt)/Var(P ∗t − P ∗t−n +
zt − zt−n) = Cov(zt − zt−n, zt − zt+n)/
[





Var(P ∗t − P ∗t−n) +Var(zt − zt−n)
]
, sillä β̂PNSVar(zt+n − zt) =
Cov(zt+n − zt, zt − zt−n).
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Testisuureen λ̂PNS kovarianssimatriisi vaatii erityishuomiota, sillä pitkän
aikavälin ennusteissa virhetermit ovat "päällekkäisiä" (overlapping). Koska
n:n periodin tuotoille pätee rt,t+n = rt+1+ · · ·+ rt+n, ennustevirhe n:n perio-
din päähän nollahypoteesin vallitessa on ut,t+n = εt+1 + · · · + εt+n, jossa εt
on korreloimaton viipeidensä kanssa. On ilmeistä, että ut,t+n ja ut+1,t+1+n ei-
vät voi olla korreloimattomia. Virhetermit noudattelevat MA(n−1)-esitystä.
Hocrick (1992) esittää, miten PNS-estimaattorin asymptoottinen kovarians-
simatriisi tulisi estimoida. Ang and Bekaert (2003, Taulukko 10) taas esittää
simulointituloksia joiden mukaan niin kutsutut Hodrick-virhetermit ovat tä-
män kaltaisissa estimointitilanteissa hyviä. Testisuure tuntuu toimivan tar-
kasti pienessäkin otoksessa ja ennustehorisontin kasvattaminen ei vaikuta
testisuureen tarkkuuteen.
Fama ja French (1988) simuloi satunnaiskulkuaineistoa ja tutkii regres-
siokertoimen käyttäytymistä pienissä otoksissa. He havaitsevat, että regres-
siokerroin on nolaa pienempi sitä enemmän, mitä pidempi on käytetty en-
nustehorisontti. Näitä simulointituloksia käyttäen he muodostavat regressio-
kertoimelle pienotos korjauksen. Heidän tuloksensa antavat huomattavaa tu-
kea U-käyrän olemassaololle. Regressiokertoimien tilastollinen merkitsevyys
laskee korjausta käyttäen, mutta silti 18:sta toimialan mukaan luokitellus-
ta portfoliosta 12:sta löytyy tilastollisesti merkitsevästi nollasta poikkeava
regressiokerroin. Regressiokertoimien estimaatit kasvavat kun ennustehori-
sonttia lisätään viiteen vuoteen ja pienenevät sen jälkeen. Toisaalta, Ric-
hardson (1993) on saanut hyvin saman kaltaisia tuloksia simuloimalla pieniä
aineistoja jotka noudattelevat satunnaiskulkua. Hän esittää, että kaksi vie-
rekkäistä autokorrelaatiokerrointa ovat voimakkaasti korreloituneita. Näin
ollen U-käyrä on luonnollinen lopputulos myös ilman ennustettavaa kompo-
nenttia. Hänen mukaansa relevantti testi ennustettavuudelle on yhdistetty
testi, jonka nollahypoteesi on, että kaikki kulmakertoimet ovat nollia.
3.4.2.2 Varianssisuhdetesti τ(n)
Lo ja MacKinlay (1988) sekä Poterba ja Summers (1988) tutkivat samaa
testiasetelmaa perustuen ennustettavan komponentin kontribuutioon tuotto-
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prosessin varianssiin. Jos osakkeen hinta noudattelee yksikköjuuriprosessia










t=1 (rt − µ̂r)2
− 1,(3.17)
jossa µ̂r on osaketuottojen keskiarvo. Nollahypoteesin vallitessa testisuureen
τ(n) tulisi olla lähellä nollaa. Toisaalta taas negatiiviset testisuureen arvot
antavat tukea vastahypoteesille. Tämä nähdään kirjoittamalla varianssisuhde
vastahypoteesin vallitessa32:
Var(Pt+n − Pt)
nVar(Pt+1 − Pt) =
nσ2ε + 2Var(zt)− 2γz(n)
n (σ2ε + 2Var(zt)− 2γz(1))
n→∞−−−→ 1− Var(zt − zt−1)Var(Pt − Pt−1) .(3.18)
Testisuureen τ(n) varianssisuhde saa ykköstä pienempiä arvoja, jolloin ero-
tus on nollaa pienempi vastahypoteesin ollessa voimassa. Mitä suurempi on
ennustettavan sokin varianssi suhteessa osaketuoton varianssiin, sitä helpom-
min testi hälyttää. Persistentin sokin muutoksen varianssi on sitä heikompi,
mitä vahvemmin sokki on persistentti, eli mitä lähempänä ykköstä α on.33
Richardson ja Smith (1994) osoittaa, että τ(n)-testisuure on autokorre-
laatiokertoimien lineaarikombinaatio. Huomaamalla, että rt,t+n = rt+1+· · ·+
32Tulos seuraa kun huomaa, että γz(n)
n→∞−−−−→ 0, Var(zt+1 − zt) = 2σ2z − 2γz(1) ja
Var(Pt+1 − Pt) = Var(zt+1 − zt + εt), Cov(zt−j , εt) = 0 kaikilla j.
33AR(1)-prosessin ominaisuuksista on helppo todeta, että Var(zt+1 − zt) = 2σ2u(1 −
































Näin ollen testisuureen asymptoottinen jakauma on riippuvainen havain-
tojen lukumäärällä skaalattujen otosautokorrelaatiofunktioiden
√
T ρ̂rt−r(i)
(i = 1, . . . , n) jakaumista. Luvun alussa on esitetty jakauma jos havain-
not ovat riippumattomia. Jos tämä on nollahypoteesi, tarkoituksenmukaiset
kriittiset rajat 95%:n luottamusrajalla saadaan standardinormaalijakauman









Singleton (2006, luku 9) esittelee kovarianssimatriisin muodon GARCH(1,1)
tyyppisen heteroskedastisuuden vallitessa. Liitteessä A.5 on esitetty yksi hy-
vin yleisissä tapauksissa toimiva tapa estimoida kovarianssimatriisi. Kova-
rianssimatriisin valinnan lisäksi myös τ(n)-testisuureen pienotosominaisuu-
det ovat herättäneet kysymyksiä, etenkin tilanteessa, jossa ennustehorison-
tin ja havaintojen lukumäärän suhde, n/T on suuri. Testin voidaan osoittaa
olevan täysin tehoton vastahypoteesia vastaan jos nollahypoteesina on ha-
vaintojen riippumattomuus ja n/T > 2/3. (Campbell et al (1996, luku 2),
Poterba ja Summers (1988).)
Lo ja MacKinlay (1988) tutki τ(n)-testillä viikoittaisten portfolion tuot-
tojen ennustettavuutta heteroskedastisuusrobustilla testillä (heidän käyttä-
mänsä heteroskedastisuusrobustin kovarianssimatriisin on esitellyt White (1980)).
Testitulokset antavat näyttöä ennustettavuuden olemassaolosta useassa ta-
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pauksessa, mutta tulokset eivät muistuta U-käyrää. Sen sijaan, Singleton
(1990; 2006, Taulukko 9.4) estimoi saman testisuureen samoilla aineistoilla
käyttäen kuukausittaisia havaintoja: autokorrelaatiofunktio muistuttaa U-
käyrää (tai ainakin U-kirjaimen vasenta puoliskoa). Testisuureen arvot pie-
nenevät ennustehorisontin kasvaessa huomattavasti ykkösen alapuolelle, par-
haimmillaan lähelle miinus ykköstä. Testi on suoritettu aina viiden vuoden
ennustehorisonttiin saakka ja testisuure saa tällöin pienimmät arvonsa. Tilas-
tollisessa mielessä se ei siltikään ole merkitsevä, joten tilastollista näyttöä U-
käyrälle ei löydy. Estimointituloksista löytyy myös aineistosta estimoidut kor-
relaatiokertoimet, jotka pitkällä ennustehorisontilla löytyvät huomattavasti-
kin nollan alapuolelta ja noudattelevat U-kirjaimen muotoa. Piste-estimaatit
antavat tukea U-käyrälle, mutta tilastollinen näyttö on heikkoa.
Pitkäkestoisen sokin alkuperä
Osaketuottojen ennustettava komponentti ei seuraa mistään arvopapereiden
hinnoittelumallista, ainakaan suljetussa muodossa. Sen sijaan persistentille
komponentille on annettu kirjoittajasta riippuen erilaisia tulkintoja. Sum-
mers (1986) selittää komponentin olemassaoloa esimerkiksi inflaation tuot-
tamalla harhalla (Modigliani ja Cohn (1979) ja Summers (1982)) tai epära-
tionaalisella päätöksenteolla (Kahneman ja Trevsky (1981)). Fama ja French
(1988) ja Singleton (2006, luku 9) kirjoittavat, että muutokset kuluttajien
kulutusmahdollisuuksissa saattaisivat tuottaa juuri tämän kaltaista ennus-
tettavuutta osaketuottoihin (C-CAPM).
Poterba ja Summers (1988) sanoo, että jos odotettu osaketuotto on muut-
tuva, täytyy sen kuvastaa muutoksia odotetuissa hinnan muutoksissa tai osin-
kovirrassa. Palataan vielä yhtälöön 2.12. Jos tehdään oletus, että kuluttajien
odotukset osaketuotosta muuttuvat persistentillä tavalla, niin hintojen muu-
tokseen tulee ennustettava komponentti. Tällöin osaketuoton odotusarvo voi-
daan kirjoittaa muodossa
E [ri,t+1|Ωt] = r + xt, jossa xt = αxt−1 + ξt(3.21)
ja ξt on riippumaton virhetermi. Yhtälössä 2.12 log(pi,rt) kuvastaa kuluttajien
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odotuksia tulevista osaketuotoista. Käyttäen oletusta 3.21 voidaan odotukset












= r1− ρ +
xt
1− ρα.(3.22)




1− ρi + Pi,dt − Pi,rt,(3.23)
joka on satunnaiskulun ja AR(1)-prosessin summa, jos sokit odotettuihin
tuottoihin ovat korreloimattomia osinko-odotuksiin kohdistuvien sokikien kans-
sa.
3.5 Osinko-hinta -suhde selittävänä tekijänä
Osinko-hinta -suhteen (d/p) ennustevoima osaketuottoihin on ollut toinen
keskeinen tutkimuskysymys ennustettavuuskeskustelussa (Fama ja French
(1988), Lewellen (2004), Ang ja Bekaert (2007), Hodrick (1992)). Selitys löy-
tyy jälleen yhtälöstä 2.12. Osinko-hinta -suhteen logaritmi kuvaa kulutta-
jien odotuksia hintojen muutoksista tulevaisuudessa, ainakin jos osinkovir-
ran oletetaan pysyvän vakaana. Koska tämä suhde kuvastaa odotuksia hin-
tojen muutoksista tästä hetkestä ikuisuuteen, on myös argumentoitu, että
osinko-hinta -suhde ennustaa hintojen muutoksia paremmin pitkällä ennus-
tehorisontilla (Fama ja French (1988), Campbell et al. (1996, luku 7)). Näin
näyttäisi myös olevan. Fama ja French (1988, Taulukot 3 ja 4) ovat regres-
soineet osaketuoton pt selittävän muuttujan dt/pt sekä vakio virittämään
avaruuteen:





Piste-estimaatin voi todeta kasvavan ennustehorisontin kasvaessa. Heidän t-
testisuureensa ovat kahdesta neljään vuoden ennustehorisontilla aina yli kak-
si, yleensä yli kolme. Kuten edellisessä osassa kerrottiin, Hodrick (1992) kri-
tisoi näitä tuloksia väärän parametrivektorin kovarianssimatriisin käytöstä.
Päällekkäiset havainnot aiheuttavat virhetermin korreloituneisuuden joka on
otettava huomioon estimoinneissa. Myöskään hän ei kuitenkaan voinut hylä-
tä väitettä ennustettavuudesta, vaikka piste-estimaatit löytyvätkin huomat-
tavasti lähempää 95%:n luottamusrajoja (Hodrick (1992, Taulukko 3)).
Toinen tunnettu ongelma regression tulkinnassa on se, että selittävä muut-
tuja dt/pt on korreloitunut regression virhetermin εt−1 kanssa. Fricsh-Waugh-
Lovell -teoriaa käyttäen (Davidson ja Mackinnon (2004, Teoria 2.4)) δ:n PNS
estimaatti voidaan kirjoittaa muotoon
δ̂PNS = δ + (x′Mιx)−1 x′Mιε,(3.25)
jossa δ on parametrin oikea arvo, x = (dT/pT , . . . , d1/p1)′ on (T × 1) vekto-
ri joka pitää sisällään selittävät muuttujat, Mι = IT − ι(ι′ι)−1ι′ on (T × T )
projektiomatriisi, IT on (T × T ) identiteettimatriisi ja ι on (T × 1) ykkös-
vektori. Koska x on satunnainen ja E [dt/pt|εt−1] ̸= 0, PNS estimaattori ei
ole harhaton. Pienissä otoksissa tämä harha vaikuttaa huomattavasti regres-
siokertoimiin. Lewellen (2004) ottaa regression 3.24 estimoinnissa huomioon
sekä havaintojen päällekkäisyyden käyttäen Hodrickin (1992) menetelmää,
että esittää tavan estimoida parametrien estimaattien harhaa. Hän löytää
huomattavaa näyttöä d/p:n ennustevoimasta kuukauden ennustehorisontilla.
3.6 C-CAPM:in empiirinen relevanssi
3.6.1 Omaisuus tulo -pulma ja riskittömän tuoton pul-
ma
Yleiseen tasapainoon perustuvat arvopapereiden hinnat pystyttiin esittä-
mään suljetussa muodossa tiettyjen oletusten vallitessa. Tämä Hansenin ja
Singletonin (1983) johtama yhtälö esiteltiin osassa 2.5.3. Hansen ja Singleton
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(1982) esittää, miten kulutuksen Eulerin yhtälöstä voidaan estimoida para-
metrit käyttäen yleistettyä momenttimenetelmää ja instrumenttimuuttujia.
Hansen ja Singleton (1983) taas johtavat yhtälöä 2.5.3 käyttäen havainto-
jen ∆Ct ja tuottojen (r1,t, . . . , rn,t)′ uskottavuusfunktion käyttäen hyväksi
oletettua log-normaalisuutta. Tässä osassa ei keskitytä mallin estimointiteo-
riaan vaan tarkastellaan niiden sopivuutta aineistosta suoraviivaisesti saata-
villa tunnusluvuilla ja vertaamalla niitä mallien implikoimiin vastaaviin teo-
reettisiin tunnuslukuihin. Tullaan huomaamaan, että ilman mallien tarkkaa
estimointiakin niiden sopivuus olemassa olevan aineiston kanssa on helppo
asettaa kyseenalaiseksi.
Useat aihetta koskevat tutkimukset tuovat esille niin kutsutut omaisuus
tulo pulman (equity premium puzzle) ja riskittömän tuoton pulman (risk-
free rate puzzle.). Edellistä termiä käytti ensimmäisenä tiettävästi Mehra ja
Prescott (1985). Jälkimmäiseen perehtyi ensimmäisenä Weil (1989).
Muistutetaan mieleen Hansenin ja Singletonin (1983) johtama kaava arvo-




∣∣∣Ωt] = −12σ2i,t+1 − α σ∆C,i,t+1.(3.26)
Käytetään hyväksi Campbellin (1999) esittämiä lukuja osakemarkkinoilta
ja makrotaloudesta. Yhdysvalloissa arvopaperit ovat tuottaneet keskimäärin
7,6%:n reaalisen vuosituoton vuosina 1947 - 1996. Keskimääräinen riskitön
tuotto (kolmen kuukauden valtion velkakirjan tuotto) on ollut 0,8%. Vuotui-
nen keskihajonta osakemarkkinoilla on ollut 15,5%, kun taas valtionvelkakir-
jan tuoton keskihajonta on ollut 1,8%. Kulutuksen kasvu reaalisin hinnoin on
noin 1,7 %:a.34 Kulutuksen kasvun ja osaketuottojen välinen korrelaatio on
ollut 0,22. Näillä luvuilla riskinkaihtamisparametri saa arvon rra = 50. Tä-
mä luku on sietämättömän suuri: Mehra ja Prescott (1985) summaavat jou-
kon aihetta käsittelevää empiiristä kirjallisuutta (esimerkiksi Arrow (1971))
ja toteavat, että luku 10 on ehdoton maksimi. Tämän luvun häiritsevyyden
huomaa helposti kulutuksen Eulerin yhtälöstä riskittömälle tuotolle (katso












Riskittömälle tuotolle saataisiin tasapainohinta rft+1 = (β × 2, 32)−1 . Lähel-
tä ykköstä löytyvillä subjektiivisilla diskonttotekijöillä β, riskitön korko olisi
helposti yli 40 %. Realistisiin koron rf arvoihin päästäisiin, jos subjektiivinen
diskonttotekijä olisi esimerkiksi β = 1, 87. Tämä tuntuu tietenkin kiusallisel-
ta, sillä yleensä kuluttajien uskotaan suosivan tämän päivän kulutusta seu-
raavien periodien kulutusta enemmän, jota vastaan ykköstä suuremmat β:n
arvot ovat ristiriidassa.
Yhtälöstä 3.26 nähdään, että ratkaisu mallin implikoimaan liian suureen
riskin kaihtamisen parametriin on korkeampi korrelaatio kulutuksen ja osa-
ketuottojen välillä. Tähän viitataan puhuttaessa omaisuus-tulo -pulmasta.
Aineistosta laskettavat korrelaatiokertoimet ovat liian pieniä, jotta Hansenin
ja Singletonin (1983) malli voisi saada suurta kannatusta. Jälkimmäiseen
pohdintaan liian suuresta subjektiivisesta diskonttotekijästä taas viitataan
riskittömän tuoton pulmana. Weil (1989) kiteytti kysymyksen: "Jos kulut-
tajat ovat niin vahvasti riskin kaihtajia, kuinka riskitön korko voi olla niin
matala?"
3.6.2 Vaihtoehtoisia muotoiluja tasapainomallille
Yksi keskeinen kysymysmerkki C-CAPM:in heikon relevanssin kannalta on
kulutuksen mittaaminen. Edellisen kappaleen pohdintojen perusteella, kulu-
tuksen muutoksen pitäisi olla huomattavasti vahvemmin korreloitunut osa-
ketuottojen kanssa. Kulutuksen kasvu on historiallisista aikasarjoista mitat-
tuna liian tasaista verrattuna osaketuottojen vaihteluun.
Epstein ja Zin (1989, 1991) esittävät CRRA preferenssejä yleisemmän
tavan kuvata kuluttajien käyttäytymistä. Näissä preferensseissä kuluttajien
riskinkaihtaminen ja rajasubstituutiosuhde ei määräydy ainoastaan yhdestä
parametrista. Kocherlakota (1990) ja Eppstein ja Zin (1991) esittelevät kulut-
tajan ensimmäisen kertaluvun ehdot, joiden mukaan osakkeiden riskipreemio
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määräytyy jälleen riskin kaihtamisen mukaan, mutta riskitön tuotto riippuu
myös kulutuksen rajasubstituutiosuhteesta. Näin ollen on mahdollista vali-
ta mallin parametrit siten, että riskittömän tuoton pulma ratkeaa vaikka
kuluttajat olisivatkin äärimmäisen riskin kaihtajia. Kocherlakota (1990 b)
kuitenkin huomauttaa, että myös CRRA-preferensseillä molemmat pulmat
on ratkaistavissa, jos tutkijat suostuvat uskomaan kuluttajat erittäin riskiä
kaihtaviksi. Koska omaisuus-tulo -pulma ei ratkea Epstein-Zin preferensseil-
läkään muuten kuin olettamalla suuri arvo riskin kaihtamisen parametrille,
ei ratkaisu ole tyydyttävä.
Kolmas luokka preferenssejä pitää sisällään tapojen vaikutuksen (habit
persistence) kulutukseen. Heaton (1995) esittää, että aikaisempien periodien
kulutuksella oletetaan olevan vaikutusta tämän periodin hyötytasoon. Tämän
mallin implikaatio on sama kuin Epstein-Zin preferenssien: useampi paramet-
ri auttaa ratkaisemaan riskittömän tuoton pulman, mutta ei omaisuus-tulo
-pulmaa (Kocherlakota (1996)).
Kulutuksen mittaaminen voi myös tuottaa ongelmia osaketuottojen mal-
lintamisessa. Singleton (2006, luku 10) listaa erilaisia tapoja, joilla hyödyk-
keiden käyttöikä pystytään ottamaan huomioon malleissa. Preferenssit tu-







Tässä luvussa esitellään ei-kääntyvä ARMA(1,1)-malli ja sen parametrien
estimointi. Ei-kääntyvällä ARMA-mallilla on kyky tuottaa ennustettava ai-
kasarja, vaikka havainnot eivät olisikaan korreloituneita. Lisäksi malli pys-
tyy kontrolloimaan havaintojen heteroskedastisuutta. (Meitz ja Saikkonen
(2013).) Tavanomaisen ARMA-mallin ennustettavuuden testaaminen ei ole
standardi toimenpide. Sitä varten esitellään yleistetty Andrews-Ploberger
sup LM -testisuure (Nankervis ja Savin (2010)). Ei-kääntyvän ARMA(1,1)-
mallin ennustettavuutta pystytään testaamaan tavanomaisilla Waldin ja suu-
rimman uskottavuuden testisuureilla. Tässä luvussa kerrotaan Lanteen et al.
(2013) esittämästä kaksivaiheisesta ei-kääntyvän ARMA(1,1)-mallin ennus-
tettavuustestistä. Testillä pystytään havaitsemaan korreloituneisuus, mutta
myös ennustettavuus, joka ei ilmene korreloituneisuutena.
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4.1 Lineaarinen aikasarjamalli ja sen paramet-
rien suurimman uskottavuuden estimoin-
ti
Jos prosessin {yt}∞t=−∞ dataa generoiva prosessi on tunnettu, havainnoil-
le pystytään yleensä muodostamaan tilastollinen malli. Jos oletamme, et-
tä tutkijalla on käytössä äärettömästä prosessista havaittu havaintovekto-
ri yT = (y1, . . . , yT )′, niin tilastollinen malli voidaan kirjoittaa muodossa
c(yT )f(yT; β). Tilastollinen malli on havaintojen yhteistiheysfunktio ja vek-
tori β pitää sisällään parametrit, joista malli on riippuvainen. Funktio c(yT )
ei ole riippuvainen parametreista, joten se ei vaikuta tilastollisen päättelyn
tekemiseen. Kun tilastollinen malli logaritmoidaan ja tulkitaan parametrivek-
torin funktiona, saadaan mallin log-uskottavuusfunktio l(β;yT ). Parametri-
vektorin uskottavuusestimointi perustuu uskottavuusfuktion maksimointiin.
Liitteessä A.4 on käyty läpi uskottavuusestimoinnin vaiheita tarkemmin. Siel-
lä on myös kerrottu, että suurimman uskottavuuden estimaatti β̂SU on "tiet-
tyjen säännöllisyysehtojen vallitessa" tarkentuva. Tilastollisen päättelyn kan-
nalta on lisäksi tärkeää tuntea estimaattien asymptoottinen kovarianssimat-
riisi, jotta tilastollinen testaaminen olisi mahdollista.
4.2 Ei-kääntyvä ARMA-malli
4.2.1 Tavanomainen ARMA(p,q)-malli
Autoregressiivisiä liukuvan keskiarvon -malleja (Autoregressive Moving Ave-
rage, ARMA) on pitkään käytetty stationaaristen aikasarjojen mallintami-
sessa. Näiden tavanomaisten, kausaalisten ja kääntyvien ARMA-mallien omi-
naispiirteisiin kuuluu, että (stationaarinen) prosessi yt (t = . . . ,−1, 0, 1, . . . )
voidaan esittää nykyisen sekä aikaisempien virhetermien painotettuna kes-
kiarvona, kuten myös nykyinen virhetermi εt (t = . . . ,−1, 0, 1, . . . ) voidaan
esittää nykyisen ja aikaisempien havaintojen painotettuna keskiarvona. Edel-
lisellä ominaisuudella viitataan ARMA-mallin kausaalisuuteen ja jälkimmäi-
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sellä kääntyvyyteen35. (Rosenblatt (2000).)
ARMA(p,q)-malli määritellään yhtälöllä
(4.1) a(L)yt = b(L)εt, ε ∼ iid(0, σ2),
jossa L on viiveoperaattori (Lkyt = yt−k) ja
(4.2) a(L) = 1− a1L− · · · − pLp
ja vastaavasti
(4.3) b(L) = 1− b1L− · · · − bqLq.
Edellisestä käytetään nimitystä AR-polynomi ja jälkimmäisestä MA-polynomi.
Stationaarisuuden ja kääntyvyyden takaavat polynomien a(z) ja b(z) juuria
koskevat ehdot,
(4.4) a(z) ̸= 0, kun |z| < 1 ja b(z) ̸= 0 kun |z| < 1.
Kun kohdan 4.4 ehdot pätevät, voidaan havainto yt kirjoittaa nykyisen ja
menneiden innovaatioiden painotettuna keskiarvona,




tai prosessi εt nykyisen ja menneiden havaintojen painotettuna keskiarvona
muodossa36




35Terminologiassa on hieman sekavuutta. Tässä työssä kääntyvyysehdolla viitataan eh-
toon 4.4, joka takaa AR(∞)-esityksen olemassaolon. Toisaalta mallin kääntyvyys, tai ei-
kääntyvä malli viittaa siihen, että AR(∞)-esitys ei ole riippuvainen vain menneistä ja
nykyisestä havainnosta.
36Parametrit ψj ja pij j = (0, . . . ,∞) toteuttavat yhtälön a(z)−1b(z) = ψ(z) ja
a(z)b(z)−1 = pi(z).
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Mallilla on siis sekä AR(∞), että MA(∞)-esitykset.
4.2.2 Ei-kääntyvä ARMA(p,q)-malli
Määritellään prosessi yt yhtälöllä
(4.7) a(L)yt = b∗(L−1)εt, εt ∼ iid(0, σ2).
Kirjoittamalla polynomit a(L) ja b∗(L−1) auki, malli 4.7 on
(4.8) yt − a1yt−1 − · · · − apyt−p = εt − b∗,1εt+1 − · · · − b∗,qεt+q.
Koska argumentti polynomissa b∗(z) on L−1 eikä L, on prosessi yt nyt riippu-
vainen nykyisestä ja q:sta tulevasta innovaatiosta. Stationaarisuus- ja kään-
nettävyysehdot (ehto 4.4) takaavat, että prosessi yt voidaan kirjoittaa muo-
dossa




ja prosessi εt muodossa




Yhtälöistä 4.9 ja 4.10 käy ilmi, että malli 4.7 ei ole nyt kausaalinen eikä
kääntyvä perinteisessä mielessä. (Meitz ja Saikkonen (2013).)
Innovaation εt jakauman ollessa normaalinen, määrää spektritiheysfunk-
tio koko todennäköisyysstruktuurin37. Koska sekä ei-kääntyvällä ARMA-mallilla
a(L)yt = b(L−1)εt, että vastaavalla tavanomaisella ARMA-mallilla a(L)yt =






Itse asiassa tämä on vain hieno tapa sanoa, että normaalijakautuneiden havaintojen to-
dennäköisyysstruktuurit määräytyvät vain ensimmäisten ja toisten momenttien mukaan,
ja näillä kahdella mallilla on samat autokovarianssifunktiot ja siten siis koko todennäköi-
syysjakaumat.
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b(L)εt on samat spektritiheysfunktiot, eivät mallit eroa toisistaan millään
tavalla. (Rosenblatt (2000, luku 1).) Tästä syystä oletamme innovaatioille
ei-normaalisen jakauman, käytännössä t-jakauman.
4.2.3 Ei-kääntyvä ARMA(1,1)-malli
Valitaan ARMA(p,q)-mallin asteiksi p = 1 ja q = 1. Nyt malli voidaan
kirjoittaa muodossa
(4.12) (1− aL)yt = (1− b∗L)ϵt ϵ ∼ (0, σ2∗).
Jos |a| < 1 ja |b∗| < 1 on kyseessä tavallinen kääntyvä ja kausaalinen
ARMA(1,1)-malli. Malli on kuitenkin stationaarinen myös silloin, kun |b∗| >
1 (tapausta |b|=1 ei käsitellä). Tämä nähdään kirjoittamalla mallin MA-osa
muotoon
(4.13) (1− b∗L)ϵt = (1− bL−1)εt,
jossa εt = −b∗Lϵt ja b = 1/b∗. Nyt nähdään, että malli on sama kuin luvussa
4.2.2 esitetty ei-kääntyvä ARMA-malli, joka on astetta p = 1 ja q = 1. Pa-
rametrin b itseisarvoa koskeva ehto |b| < 1 implikoi kohdan 4.4 jälkimmäisen
ehdon (kääntyvyysehto). Käsiteltävällä mallilla on siis olemassa MA(∞) ja
AR(∞) esitykset, kuten luvussa 4.2.2 todettiin.
4.2.4 Ei-kääntyvän ARMA(1,1)-mallin autokorrelaatiot,
varianssi ja ennustettavuus
Ei-kääntyvän ARMA(1,1)-mallin miellyttävä erityispiirre on, että prosessi
tuottaa autokorreloimattomia, mutta riippuvia havaintoja. Jos tavanomai-
sen ARMA(1,1)-mallin AR- ja MA-polynomin parametrit ovat samat, a(L) =
b(L), niin prosessi on valkoista kohinaa yt = εt, sillä polynomit supistuvat
molemmilta puolilta yhtälöä 4.1. Ei-kääntyvän mallin kohdalla tilanne on
toinen: siinä missä AR-polynomin argumentti on L, niin MA puolella se on
L−1. Näin ollen polynomeja ei voi supistaa vaikka parametrien arvot oli-
53
sivatkin samat. Sen sijaan prosessin spektritiheysfunktio supistuu vakioksi
σ2ε/2pi. Näin ollen ei-kääntyvä prosessi ei ole autokorreloitunut, jos AR- ja
MA-polynomien parametrit ovat samat.38
Autokorreloituneisuus on selvä merkki ennustettavuudesta, mutta ei-
kääntyvässä ARMA(1,1)-prosessissa on ehdollisen odotusarvon mielessä en-
nustettavuutta, vaikka prosessi ei olisikaan autokorreloitunut. Merkitään ut =
yt − a1yt−1 = εt − a1εt+1, jossa |a1| < 1, a1 ̸= 0 ja εt ∼ iid(0, σ2ε). ut on ei-
kääntyvä MA(1)-prosessi, ja Rosenblatt (2000, luku 5) on osoittanut, että sen
yhden periodin ennuste on epälineaarinen. Toisaalta ensimmäisestä yhtäsuu-





1ut−j. Näin ollen, ehdollistamalla hetkellä t olemassa ole-
valla informaatiolla ja tekemällä paras ennuste prosessista ut hetkelle t + 1,
saadaan
E [ut+1|ut, ut−1, . . . ] = E [ut+1|yt, yt−1, . . . ]
= E [yt+1 − a1yt|yt, yt−1, . . . ] = E [yt+1|yt, yt−1, . . . ]− a1yt.(4.14)
Jos prosessissa yt ei ole ennustettavuutta, yhtälön 4.14 oikean puolen ensim-
mäinen termi on nolla, jolloin prosessin ut ennuste olisi lineaarinen funktio,
E [ut+1|ut, ut−1, . . . ] = −a1∑∞j=0 a1ut−j. Tämä olisi ristiriidassa epälineaari-
suusoletuksen kanssa. Näin ollen prosessin yt ehdollinen odotusarvo ei voi
olla vakio. (Lanne et al. (2013).)
Toinen osaketuottojen kannalta miellyttävä erityispiirre ei-kääntyvän ARMA-
mallin kohdalla on se, että sillä on kyky kontrolloida aikasarjoissa havaitta-
vaa muuttuvaa ehdollista varianssia. Lanne et al. (2013, appendix A) johtaa
neliöidyille havainnoille autokorrelaatiofunktion39. Neliöidyt havainnot ovat
38Tämä on erikoistapaus niin kutsutusta all-pass mallista, jossa AR-polynomin juuret
ovat MA-polynomin juurien käänteislukuja. Ei-normaalisessa tilanteessa nämä mallit ovat
autokorreloimattomia, mutta eivät riippumattomia (Andrews et al. (2006)).
39Ei kääntyvän ARMA(1,1)-prosessin autokorrelaatiofunktio on































, E[ε4t ] ≤ C <∞ ja b1 on MA-polynomin parametri.
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autokorreloituneita vaikka AR- ja MA-parametrit olisivatkin samat. Meitz ja
Saikkonen (2013) kuitenkin huomauttaa, että ei-kääntyvän mallin kyky kont-
rolloida ehdollista heteroskedastisuutta on rajoitetumpi kuin tavanomaisten
ARCH- ja GARCH-mallien.
4.2.5 Ei-kääntyvän ARMA(1,1)-mallin parametrien es-
timointi
Ei-kääntyvän ARMA(1,1)-mallin parametrit saadaan estimoitua uskottavuus-
päättelyn avulla. Kirjoitetaan innovaatio muodossa εt = σξt, jossa ξt ∼
iid(0, 1) ja σ2 on innovaation εt varianssi. Oletetaan lisäksi, että satunnais-
muuttujalla ξt on tiheysfunktio fξ(x, θ0), jossa θ0 on vektori, joka sisältää
kaikki jakauman parametrit. Oletuksista seuraa, että innovaation εt tiheys-
funktio on σ−1fξ(εt/σ, θ0). Määritellään lisäksi ut = ut(λ), jossa λ = (a˜, b˜)
on vektori, joka sisältää parametrien a ja b estimaatit. Lisäksi λ0 = (a0, b0)
sisältää mallin oikeat parametrit. Näin ollen ut(λ0) = εt = yt−a0yt−1+b0εt+1.
Todellisuudessa ut(λ) on riippuvainen kaikista prosessin yt tulevista ha-
vainnoista, nykyisestä havainnosta sekä yhdestä menneestä havainnosta. Kos-
ka mallia estimoitaessa ei ole realistista olettaa, että koko prosessin historia
ja tulevaisuus olisi tunnettu, joudutaan estimoinnissa käyttämään approksi-
moitua uskottavuusfunktiota. Koska voimme olettaa tuntevamme havainnot
yt (t = 0, . . . , T ), voimme ratkaista virhetermien estimaatit ut(λ) rekursiivi-
sesti yhtälöstä ut(λ) = yt − a˜yt−1 + b˜ut+1, jossa t = T, . . . , 1 ja uT+1 = 0.
Virhetermin εt (t = T + 1, . . . , 1) ja havainnon y0 tilastollisella mallilla
f(εT+1, . . . , ε1, y0; θ) on tuloesitys, joka saadaan ehdollistamalla peräkkäin
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ehdollisia tiheysfunktioita:
f(εT+1, . . . , ε1, y0)
= f(εT+1|εT , εT−1, . . . , ε1, y0) · f(εT , εT−1, . . . , ε1, y0)
= f(εT+1|εT , εT−1, . . . , ε1, y0) · f(εT |εT−1, . . . , ε1, y0) · f(εT−1, . . . , ε1, y0)
= · · · = f(ε1, y0) · f(εT+1|εT , . . . , ε1, y0) ·
T∏
t=1
f(εt|εt−1, . . . , ε1, y0).
(4.15)
Huomaamalla, että innovaatiot εt ovat riippumattomia historiastaan, yhteis-
tiheysfunktio saadaan lasketuksi suoraan εt (t = 1, . . . , T ) tiheysfunktioi-
den tulona. Teoreettista tilastollista mallia joudutaan yksinkertaistamaan
kahdella tapaa, koska käytössä on ainoastaan havainnot (yT , . . . , y0). Ennen
kaikkea, virhetermit εt eivät ole havaittuja. Meitz ja Saikkonen (2013) osoit-
tavat, että tilastollisen mallin ensimmäisen ja toisen termin poisjättäminen
ei vaikuta "liikaa" estimointituloksiin. Seuraava approksimaatio on korvata
havaitsemattomat virhetermit εt havaituilla vastineilla ut(λ). Koska yT+1 ei
ole havaittu, annetaan uT+1(λ):lle alkuarvo uT+1(λ) = 0.
Logaritmoidaan yhtälö 4.15. Tehdään yllä mainitut approksimaatiot. Kir-
joitetaan innovaatio muotoon εt = σξt ja tulkitaan yhteistiheysfunktio para-
metrien funktioksi, missä havainnot ovat vakioita. Näin saamme maksimoi-
tavaksi havaintojen (yT , . . . , y0) approksimoiduksi log-uskottavuusfunktioksi















Uskottavuusfunktion maksimoiminen onnistuu numeerisilla menetelmillä. Tu-
loksena saadaan suurimman uskottavuuden estimaatit parametreille λ, θ ja
σ.
Kuten luvun 4.2.2 lopussa mainittiin, oletamme käytännössä innovaatioil-




















jossa ν on estimoitava t-jakauman vapausasteluku ja Γ(·) on gamma-funktio.
Suurimman uskottavuuden estimaattorin tarkentuvuus ja asymptootti-
nen normaalisuus on perusteltu tiettyjen säännöllisyysehtojen vallitessa. Meitz
ja Saikkonen (2013) esittävät nämä ehdot ei-kääntyvälle ARMA(p,q)-mallille,
jonka virhetermi noudattelee ARCH(R)-prosessia. Lanne et. al (2013) sovel-
taa näitä säännöllisyysehtoja ei-kääntyvälle ARMA(1,1)-mallille, jonka in-
novaatiot eivät ole normaalisia ja ovat homoskedastisia. Ehdot ovat melko
monimutkaisia. Edellisessä tilanteessa tarkentuvuus sekä asymptoottinen ja-
kauma on johdettu Meitz ja Saikkonen (2013, Appendix) ja jälkimmäisen
tapauksen todistuksen suuntaviivat löytyvät Lanne et al. (2013, Appendix
C). Tulos on hyvin oleellinen tilastollisen testaamisen kannalta, joten kirjoi-
tetaan se lauseeksi ilman todistamista.
Lause 4.1. Olkoon vektori β̂SU = (λ̂SU , θ̂SU , σ̂SU)′ uskottavuusfunktion 4.16
maksimoivat arvot ja β0 = (λ0, θ0, σ0)′ mallin 4.15 oikeat parametrin arvot.












ja JT (β̂SU) = −∂2lT (β̂SU)/∂β∂β′ p−→ I(β0).
Lause 4.1 takaa, että tavanomaiset tilastolliset testit, kuten Waldin tes-
ti ja uskottavuusosamäärän testi ovat käyttökelpoisia myös ei-kääntyvän
ARMA-mallin kohdalla. Käytännön sovelluksissa symptoottista kovarians-
simatriisia approksimoidaan tarkentuvasti Hessen matriisilla. Vaatimus ei-
normaalisista virhetermeistä tulee ilmeiseksi asymptoottista kovarianssimat-
riisia tutkittaessa. Normaalisuuden vallitessa, parametrien a ja b estimaattien
asymptoottinen kovarianssimatriisi on singulaarinen (Lanne et al. (2013), Ap-
pendix C).
Lauseen 4.1 todistus perustuu annettuihin säännöllisyysehtoihin, joiden
vallitessa pistemäärävektorin (katso liite A.4) voidaan osoittaa olevan mar-
tingaali homoskedastisessa tapauksessa. (Meitz ja Saikkonen (2013), Lanne
et al. (2013).) Myös todistuksen loppu noudattelee samoja vaiheita kuin liit-
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teessä A.4, yksityiskohdat vain ovat vaikeita. Lopuksi on osoitettava, että ap-
proksimoitu uskottavuusfunktio on "tarpeeksi lähellä todellista uskottavuus-
funktiota", jotta asymptoottiset tulokset ovat yleistettävissä myös siihen.
4.3 Ennustettavuuden testaaminen
4.3.1 Testausprosessi
Osaketuoton ennustettavuuden kannalta on mielenkiintoista tutkia, miten
hyvin ei-kääntyvä ARMA(1,1)-malli pystyy selittämään osaketuottoja. Jos
tutkija on taipuvainen jättämään voimaan nollahypoteesin ei-kääntyvän mal-
lin sopivuudesta, hän ei voi myöskään hylätä ajatusta ennustettavuuden
puutteesta. Aikaisemmin on kuitenkin todettu, että osaketuottojen kohdalla
autokorrelaatiot ovat enintäänkin hyvin vaatimattomia ja monesti voidaan
puhua autokorreloimattomuudesta.
Kun ei-kääntyvän mallin on todettu olevan hyvä sovite aikasarjoille, Lan-
ne et al. (2013) esittelee kaksivaiheisen tavan testata ennustettavuutta. En-
simmäisessä vaiheessa testataan niin kutsuttua all-pass ominaisuutta:
HAP : a = b.
Jos HAP jää voimaan, osaketuotoissa ei ole autokorreloituneisuutta. Toinen
vaihe on testata riippumattomuutta:
Hiid : a = b = 0, kun a = b.(4.19)
Jos Hiid hylätään, osaketuotoissa on ennustettavuutta, mutta ei korreloitu-
neisuutta.
Ensimmäisessä vaiheessa käytetään kolmea eri testisuuretta. Koska pro-
sessin oletetaan olevan ei-kääntyvä, autokorreloituneisuutta voidaan etsiä ta-
vanomaisilla Waldin ja uskottavuusosamäärän testisuureilla. Kolmas käytet-
tävä testisuure on niin kutsuttu yleistetty Andrewsin ja Plobergerin sup LM
-testisuure (Nankervis ja Savin (2010)). Näiden testien hylkääminen tarkoit-
taa, että aikasarja on autokorreloitunut, siis ennustettava. Jos HAP jää voi-
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maan, aikasarjoissa ei ole korreloituneisuutta.
Toisessa vaiheessa uskottavuusosamäärän ja Waldin testisuureet muotoil-
laan testaamaan riippumattomuutta, kun aikasarjat on oletettu korreloimat-
tomiksi. Näiden testien hylkääminen johtaa hyväksymään aikasarjojen en-
nustettavuus, joka ei ole korreloituneisuutta.
4.3.2 Yleistetty sup LM -testi
Tavanomaisen ARMA(1,1)-mallin kohdalla autokorreloimattomuuden testaa-
minen uskottavuusfunktioon perustuvilla testeillä ei onnistu, sillä uskotta-
vuusfunktio saa saman arvon kaikissa parametriavaruuden pisteissä, joissa
AR- ja MA-parametrit a ja b ovat samat (kun mallin muut parametrit on
kiinnitetty). Sanotaan, että kiusaparametrit ovat estimoinnissa läsnä vain
vastahypoteesin pätiessä. Testisuureiden tavanomaiset jakaumatulokset ei-
vät päde (Nankervis ja Savin (2010)).
Andrews ja Ploberger (1996) esittää autokorreloimattomuushypoteesia,
HAP : a = b, varten vaihtoehtoisia testisuureita. Yksi näistä on supbLM














Yllä G(b) = (1− b2) (∑∞i=0 biZi)2 ja Zi ∼ N(0, 1). Konvergenssin perustelu
vaatii kuitenkin HAP :n lisäksi oletuksen havaintojen homoskedastisuudesta.
Tämä tarkoittaa, että otosautokorrelaatiovektorin asymptoottinen kovarians-
simatriisi on HAP :n pätiessä identiteettimatriisi. Satunnaismuuttujan G(b)
jakauma ei ole mikään standardi todennäköisyysjakauma, mutta Andrews ja
Ploberger (1996) simuloivat jakauman kriittiset arvot.
Yleistetyt Andrews-Ploberger -testit40 on johdettu testaamaan ARMA(1,1)-
mallin autokorreloimattomuutta ilman oletusta havaintojen homoskedasti-
40Andrews-Ploberger -testeistä puhutaan monikossa, sillä he esittelivät useamman tes-
tisuureen testaamaan samaa hypoteesia. Tässä tutkielmassa on valittu heidän sup LM
-testisuureensa sen laskennallisen helppouden vuoksi. Lanne et al. (2013) on tutkinut eri
testisuureiden voimaa ei-kääntyvän mallin korreloituneisuuden paljastamisessa ja toden-
nut, että testisuureilla ei ole suurta eroa.
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suudesta. Yleistetty Andrews-Ploberger -testi ottaa huomioon sen, että otos-
autokorrelaatiovektorin asymptoottinen kovarianssimatriisi ei ole välttämät-
tä identiteettimatriisi.
Nankervisin ja Savinin (2010) esittämä sup LM -testisuure on muotoa
supbLM(b, V ) = (1− b)(
√
Tb′Lh)2 p−→ G(b),
jossa (Th×Th) vektori b on muotoa b = (1, b1, . . . , bTh)′, h = (ρ̂y(1), . . . , ρ̂y(Th))
on otosautokorrelaatiovektori, Th on otosautokorrelaatioiden lukumäärä ja
(Th × Th) matriisi L toteuttaa ehdon V −1 = L′L jossa (Th × Th) matrii-




Th ∼ N(0, V ).
LM-funktion maksimoiminen b:n suhteen vaatii numeerisia menetelmiä.
Nankervis ja Savin (2010) osoittavat, että heidän sup LM -testisuureen
asymptoottinen jakauma on sama kuin Andrewsin ja Plobergerin (1996) tes-
tien. Testien luottamusrajat löytyvät Nankervisin ja Savinin (2010) Taulu-
kosta 1 tai taulukosta 5.1 alla.
Testisuureen sup LM laskeminen edellyttää kovarianssimatriisin V tar-
kentuvaa estimaattia. Tähän Nankervis ja Savin (2010) esittää käytettäväksi
VARHAC estimaattia V̂ . Menetelmä edellyttää moniulotteisen autoregres-
siivisen aikasarjamallin (VAR) estimointia, jossa viipeiden lukumäärä on va-
littava jotain kriteeriä käyttäen. Tässä tutkielmassa esitetyissä tuloksissa on
käytetty Bayesin informaatiokriteeriä viipeiden lukumäärän valinnassa. Li-
säksi testisuuretta laskettaessa on valittava autokorrelaatiovektorin viipeiden
lukumäärä. Nankervis ja Savin (2010) on estimoinut kriittiset rajat, kun Tr
on 20 tai 50. Tässä tutkielmassa lukumääräksi on valittu Tr = 20.
4.3.3 Uskottavuusosamäärätesti
Ei-kääntyvän ARMA(1,1)-mallin kohdalla tavanomaiset testit AR- ja MA-
parametreille toimivat myös all-pass -tilanteessa, kunhan oletamme, että
prosessi yt ei ole normaalinen. Uskottavuusosamäärätestiä (LR) varten ei-
kääntyvä ARMA(1,1)-malli täytyy estimoida rajoittamattomassa tilanteessa,
sekä rajoitteella a = b ja a = b = 0. Ensimmäinen muotoilu viittaa all-pass
-hypoteesiin, HAP ja jälkimmäinen prosessin yt riippumattomuuteen, Hiid.
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lT (β̂SU ; y)− lT (β̂AP ; y)
]
d−→ χ21,




lT (β̂AP ; y)− lT (β̂iid; y)
]
d−→ χ21,
jossa asymptoottinen jakauma pätee Hiid:n vallitessa ja β̂iid on SU-estimaatti
iid-rajoitteella. (Lanne et al. (2013).)
Iid-oletusta voisi testata myös suoraan estimoimatta mallia AP-oletuksen
pätiessä korvaamalla β̂AP estimaattorilla β̂SU LRiid-testisuureessa. Tämän
testisuureen asymptoottinen jakauma on χ22 Hiid:n pätiessä. (Lanne et al.
(2013).)
Testisuureen jakauma perustuu havaintoon testisuureen toisen asteen Tay-
lorin aproksimaatiosta. Käyttämällä jälleen hyväksi tietoa SU-estimaattien
asymptoottisesta normaalisuudesta ja niiden asymptoottisesta kovarianssi-
matriisista, testisuureen asymptoottinen jakauma on perusteltavissa. (Saik-
konen (2010, luku 2).)
4.3.4 Waldin testi
Toinen testisuure, jolla voidaan testata AP-hypoteesia ei-kääntyvän ARMA(1,1)-
mallin kohdalla on tavanomainen Waldin testisuure. Koska ei-kääntyvän mal-
lin kohdalla AR- ja MA-polynomit eivät supistu mallista vaikka AP-hypoteesi
pätisi, on myös tällä testisuureella tavanomainen χ2n jakauma. Tämän testin
hyvä puoli AP-hypoteesia testattaessa on se, että mallia ei ole välttämätöntä
estimoida HAP :n vallitessa. Testisuure ja sen jakauma HAP :n pätiessä on
WAP = λ̂′e
[




Testisuureessa WAP , λ̂ = (â, b̂)′ on AR- ja MA-parametrien SU-estimaatit ja
(2× 1) vektori e = (1,−1)′ muotoilee oikean testin: a− b = 0. Uskottavuus-
funktion Hessen matriisi SU-estimaatin kohdalla on ositettu neljään osaan
parametrivektorin ositusta vastaavasti:




(Lanne et al. (2013).) Jakauman johtaminen perustuu tietoon parametrivek-
torin λ̂ asymptoottisesta normaalisuuesta ja sen asymptoottisesta kovarians-
simatriisista. Testisuureessa esiintyy (HAP :n pätiessä) standardinormaalija-
kautuneen satunnaismuuttujan neliö. Yksityiskohtaisempi selitys löytyy esi-
merkiksi Davidson ja MacKinnon (2004, luku 10.)
Waldin testi korreloimattomien havaintojen riippumattomuudelle saadaan
muodostettua jakamalla AP-rajoitteella, a = b, estimoidun parametrin SU-
estimaatti sitä vastaavalla asymptoottisella keskihajonnalla:
Wiid = âAP/
[




jossa [J ]ii viittaa sulkujen sisällä olevan matriisin ii alkioon. (Lanne et al.
(2013).)
4.3.5 Testisuureiden vertailu
Lanne et al. (2013) on testannut testisuureiden voimaa simulointikokeissa. He
ovat simuloineet ei-kääntyvästä ARMA(1,1)-prosessista 200 ja 500 havainnon
aineistoja eri parametrinarvoilla. Waldin ja LR-testisuureet hylkäävät HAP:n
hieman liian usein, Waldin testi yli 6% ja LR-testi yli 7% kerroista 5%:n luot-
tamustasolla. LR testin tarkkuus ei juuri parane suuremmassakaan otokses-
sa, mutta Waldin testi hälyttää jo melko tarkasti 5% kerroista. Kun HAP on
väärä, kummankin testin voima kasvaa, kun parametrien arvot erkaantuvat
toisistaan.
Hiid:n testaamisessa HAP:n pätiessä tilanne on toinen. Pienemmässä otok-
sessa Waldin testi hälyttää melkein 9% kerroista ja LR-testikin melkein 8%.
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500 havainnon otoksissa vastaavat luvut ovat 4,7% ja 6,6%, molemmat ovat
huomattavasti lähempänä tavoiteltua 5%. Testit löytävät ennustettavuutta
sitä herkemmin, mitä kauempana parametrit ovat nollasta.
Lisäksi on huomioitavaa, että sup LM -testillä on taipumus hylätä HAP
huomattavasti liian usein, vaikka hypoteesi pätisikin (yli 8% tulee hylätyk-
si 5%:n prosentin luottamustasolla otoskoon ollessa 200). Testisuureen toi-
minnan kannalta VARHAC-estimointi ja VAR-mallin viipeiden lukumäärä
osoittautui merkitykselliseksi. Bayesin informaatiokriteeri todettiin huomat-
tavasti paremmaksi kuin Akaiken. (Lanne et al. (2013).)
Vaikka testisuureiden modifioiminen testaamaan Hiid:tä ilman oletusta
HAP :sta on hyvin yksinkertaista, testin voima vaikuttaa olevan heikko. Var-
sinkin, jos vastahypoteesin mukainen tilanne syntyy, kun parametrit ovat ar-
voiltaan lähellä toisiaan. Lanne et al. (2013) lisää, että korreloimattomuus on
yleensä osaketuottojen kohdalla luonnollisempi hypoteesi testattavaksi kuin
riippumattomuus. Näistä syistä testaaminen kannattaa aloittaa HAP :n tes-
taamisesta ja vasta tämän jälkeen siirtyä testaamaan Hiid:tä, jos tarve vaatii.





Tässä luvussa osaketuottoaikasarjoille estimoidaan sekä tavanomainen, että
ei-kääntyvä ARMA(1,1)-malli suurimman uskottavuuden menetelmällä (kap-
paleet 4.1 ja 4.2.5). Mallien sopivuutta arvioidaan tarkoituksenmukaisella
diagnostiikalla. Luvussa todetaan, että ei-kääntyvä ARMA(1,1)-malli tarjo-
aa hyvän sovitteen osaketuottoaikasarjoille.
Kun ei-kääntyvä ARMA-malli on todettu soveltuvaksi, ennustettavuut-
ta voidaan etsiä kahdessa vaiheessa, kuten kappaleessa 4.3.1 kerrottiin. En-
sivaiheessa testataan aikasarjojen korreloituneisuutta yleistetyllä sup LM -
testillä, Waldin testillä sekä uskottavuusosamäärän testillä. Jos testit eivät
havaitse korreloituneisuutta, muotoillaan Waldin ja uskottavuusosamäärän
testit testaamaan epälineaarista ennustettavuutta.
Luvun alussa esitellään käytettävä aineisto. Tämän jälkeen käsitellään
esimerkin omaisesti pienempää osaa koko aineistosta. Lopuksi koko aineistolle
suoritettujen testien tuloksista tehdään yhteenveto ja keskustellaan niiden
laadusta. Aineistosta löytyy runsaasti näyttöä ennustettavuudesta.
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5.1 Aineisto
Osan tutkielmassa käytettävästä osaketuottoaineiston on tuottanut Center
for Research in Security Prices (CRSP). Muita tutkittavia pörssi-indeksejä
ovat Dow Jones -osakeindeksit sekä S&P 500 -osakeindeksi.41 Aineistot ku-
vaavat eri portfolioiden tai pörssi-indeksien prosentuaalista muutosta kuu-
kausittain tai neljännesvuosittain.
CRSP-aineisto pitää sisällään eri tavoin muodostettuja portfolioita New
York Stock Exchange (NYSE), American Stock Exchange (AMEX) sekä
NASDAQ pörsseissä listatuista yhtiöistä. "Research Data" viittaa portfo-
lioon, joka pitää sisällään kaikki näiden pörssien osakkeet. Tämä portfo-
lio on jaettu pienempiin osiin erilaisten kriteerien mukaan. "CRSP 5 In-
dustry" -kategoria sisältää viisi portfoliota, jossa edellä mainitut yritykset on
jaettu toimialojen mukaan: kulutustavaroita tuottavat yritykset ("Cnsmr"),
tuotantotavaroita tuottavat yritykset ("Manuf"), korkean teknologian yrityk-
set ("HiTec") sekä muut yritykset ("Other"). "CRSP 10 industry" -kategoria
pitää sisällään toimialat: kestokulutushyödykkeet ("noDur"), kulutustavarat
("Durbl"), tuotantohyödykkeet ("Manuf"), energiateollisuus ("Energy"), kor-
kea teknologia ("HiTec"), telekommunikaatio ("Telcm"), kaupan ala ("Shop"),
terveysala ("Hlth"), käyttötavarat ("Utils") sekä muut. "CRSP 25 portfolios
Formed on Size and Book to Market" -kategoriassa yritykset on jaettu vii-
teen luokkaan yrityksen koon mukaan, ja näiden luokkien sisällä viiteen luok-
kaan yrityksen kirjanpitoarvon ja markkina-arvon suhteen mukaan (B / M).
"Dow Jones Averages" -kategoria pitää sisällään kaikki neljä Dow Jones -
pörssi-indeksiä: teollisuus ("Industrial"), yhdistelmä ("Composite"), kuljetus
("Transportation") ja kulutustavarat ("Utility"). Nämä indeksit pitävät si-
sällään suurimpia yhdysvaltalaisia yrityksiä kultakin toimialalta. S&P 500
-indeksi taas pitää sisällään 500 suurimman Yhdysvalloissa vaihdettavana
olevan yrityksen osakkeet.
41CRSP -tutkimusaineistot on saatavilla Kenneth Frenchin verkkosivuilta, osoit-
teesta http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.
html. Jälkimmäiset on saatavilla St. Louisin keskuspankin aikasarjatietokannasta, osoit-
teesta http://research.stlouisfed.org/fred2/. Näiltä verkkosivuilta löytyy myös
runsaasti tarkempaa tietoa indeksien sisällöstä.
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CRSP-aineistoon on hyvin paljon viitattu aiemmassa kirjallisuudessa.
Campbell et al. (1996), Singleton (2006), Poterba ja Summers (1988), Lan-
ne et al. (2013) ja Lewellen (2004) esimerkiksi käyttävät samaa aineistoa
osakeindeksejä käsittelevissä tutkimuksissaan.
Estimoinneissa aineistoa on käytetty vuoden 1962 alusta vuoden 2010 lop-
puun. Aineistot ovat saatavilla kuukausittaisina, jonka jälkeen ne on muutet-
tu neljännesvuosittaisiksi.42 Missään estimoinneissa ei ole otettu aikasarjojen
tasoa huomioon vaan kaikista sarjoista on vähennetty sen keskiarvo.
Aineistot näyttävät silmämääräisesti stationaarisilta ja niille on tehty yk-
sikköjuuritestit. Testitulokset eivät anna viitteitä yksikköjuurien olemassao-
losta.43
5.2 Estimointimenetelmät
Ei-kääntyvän ja tavanomaisen mallin parametrien estimointi sekä testisuu-
reiden laskenta vaatii numeerisia menetelmiä funktion maksimoimiseen. Pa-
rametrien estimointi on suoritettu GAUSS-ohjelmiston cmlmt-kirjastoa käyt-
täen. Estimointeja tehtäessä alkuarvoilla nähtiin olevan vaikutusta lopputu-
lokseen. Usein algoritmi konvergoi kohti origoa, jos alkuarvot valittiin läheltä
sitä. Tästä päättelen, että uskottavuusfunktiolla voi olla kaksi lokaalia mak-
simia. Alkuarvoja muuttelemalla on pyritty varmistumaan siitä, että globaali
maksimi löytyy. Nämä estimaattien arvot on taulukoitu estimointituloksissa.
Kaksihuippuinen uskottavuusfunktio saattaa häiritä LR testisuureella tar-
kasteltua Hiid hypoteesin testaamista, koska uskottavuusfunktio saa hyvin
lähekkäiset arvot näissä pisteissä. Sama huomio on tehty myös Lanteen et al.
(2013) ennustettavuustesteissä.
Testisuureiden laskeminen vaati myös numeerisia menetelmiä, joita varten
42Neljännesvuosittaiset havainnot on laskettu kaavasta yQ1 = 100(×(1 + ytammi/100)×
(1 + yhelmi/100)× (1 + ymaalis/100)− 1), jossa Q1 viittaa ensimmäiseen neljännekseen ja
tammi, helmi ja maalis tämän neljänneksen kukausiin.
43Testisuureena on käytetty Augented Dickey-Fuller -testiä ilman trendiä tai vakiota.
Viipeiden lukumääräksi on valittu yksi. Kaikkien portfolioiden kohdalla testi hylkää nol-
lahypoteesin yhden prosentin luottamusrajalla. Näitä testejä ei ole raportoitu tässä tut-
kielmassa.
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on hyödynnetty R-ohjelmiston nlm-algoritmia. Testisuureita varten uskotta-
vuusfunktiot on estimoitu uudestaan, mutta parametrien arvoja on tarkkailtu
ja pyritty pitämään huolta, että ne vastaavat taulukoituja arvoja soveltuvil-
ta osin. Waldin testisuureen laskemisessa voi hyödyntää suoraan rajoittamat-
tomia SU-estimaatteja. LR-testin laskenta vaati rajoitetun mallin estimoin-
tia. sup LM -testisuureen vaativa VAR-malli on estimoitu PNS-menetelmällä
VAR-funktiolla ja mallinvalinnassa Bayesin informaatiokriteerin suurin arvo
on poimittu VARselect-funktiolla.
5.3 Empiirinen esimerkki
Tutkitaan tarkemmin osaa tutkielmassa käytetystä aikasarja-aineistosta. Ku-
van 5.1 ylälaidassa on piirrettynä "CRSP 5 industry portfolios" kategorias-
ta löytyvä "Consumer"portfolion neljännesvuosittaiset havainnot. Aikasarja
näyttää silmämääräisesti stationaariselta. Suurimmat muutokset ovat kol-
menkymmenen prosentin luokkaa kumpaankin suuntaa keskihajonnan ollessa
hieman yli 9%. Havaintojen ehdollisella heteroskedastisuudella tarkoitettiin
havaintojen varianssin klusteroitumista. Silmämääräisesti kuviosta voidaan
erottaa ajanjaksoja, jolloin varianssi on ollut pienempää (esimerkiksi noin
1990-1998).
Kuvan 5.1 alarivin vasemman puoleinen ruutu kuvaa prosessin autokor-
relaatiofunktiota. Vaakaviivat kuvaavat 95%:n luottamusrajaa hypoteesille
autokorreloimattomuudesta. Kuvasta on havaittavissa, että autokorrelaatio-
kertoimien estimaatit ovat kaikilla viipeilla luottamusrajan sisäpuolella. Ku-
vasta voidaan siis tulkita, että aikasarjassa ei ole havaittavissa merkittäviä
autokorrelaatioita. Alarivin oikean puoleiseen kuvaan on piirretty neliöity-
jen havaintojen autokorrelaatiofunktio. Toisen ja kolmannen viipeen estimoi-
dut autokorrelaatiot eivät mahdu 95%:n luottamusrajojen sisään. Tämä on
merkki havaintojen ehdollisesta heteroskedastisuudesta. Suuria poikkeamia
kuluvassa kvartaalissa seuraa keskimäärin suuri poikkeama puolen vuoden
ja 9 kuukauden kuluttua.
Kuviin 5.2 ja 5.3 on piirretty vastaavat kuvat "Research Data"portfoliosta
sekä kaikista "5 Industry Portfolios" kategoriaan kuuluvista portfolioista.
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"Consumer" aineistosta tehdyt havainnot voi kuvien perusteella perustellusti
yleistää myös muihin portfolioihin.
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Kuva 5.1: Ylärivi: "5 Idustry Portfolios" kategoriasta löytyvän "Consumer"
aikasarjan neljännesvuosittaiset havainnot vuoden 1962 alusta vuoden 2010
loppuun. Alhaalla vasemmalla: havainnoista estimoitu autokorrelaatiofunk-






























































Kuva 5.2: "Research Data"aikasarjan sekä kaikkien "5 Industry Portfo-
lios"kategorian portfolioiden neljännesvuosittaiset havainnot vuoden 1962
alusta vuoden 2010 loppuun. Vasen sarake ylhäältä alas: "Research Data",
"Consumer", "Utility". Oikea sarake: "HiTec", "Health", "Others".


































































































Kuva 5.3: Kaksi vasemman puoleista saraketta pitää sisällään aineistosta
estimoidut autokorrelaatiofunktiot. Kaksi oikean puoleista saraketta kuvaa
neliöidyistä havainnoista estimoituja autokorrelaatiofunktioita.
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ARMA(1,1)-mallin sovite
Tavanomaisen ARMA(1,1)-mallin sovitetta nyt tutkittavien kuuden portfo-
lion neljännesvuosittaisiin havaintoihin on havainnollistettu taulukossa 5.1.
Taulukon sarakkeista löytyy havaintojen lukumäärä, estimoitujen residuaa-
lien huipukkuuden ja vinouden estimaatit, AR- ja MA-parametrien a ja b
SU-estimaatit, sekä mallin muiden parametrien, residuaalin keskihajonnan
σ sekä sen t-jakauman vapausasteluvun ν SU-estimaatit. Estimaattien ala-
puolelta löytyy niiden estimoidut keskihajonnat suluissa. Lisäksi taulukkoon
on listattu kunkin sovitteen estimoiduista residuaaleista lasketut Ljung-Box
-testisuureiden ja McLeod-Li -testisuureiden p-arvot kolmella, kahdeksalla
sekä 12 viipeellä laskettuna.
Taulukossa 5.1 huomionarvoista on se, että estimoitujen parametrien a ja
b arvot ovat kaikissa tapauksissa verrattain lähellä toisiaan. Yhtä tapausta lu-
kuun ottamatta, ero on pienempi kuin kummankaan estimaatin keskihajonta.
sup LM -testi antaa lisätukea Hiid-hypoteesille. Testi korreloimattomuudesta
jää voimaan 10%:n luottamusrajalla jokaisessa kohdassa. Neljännesvuosit-
taisissa aikasarjoissa ei ole havaittavissa lineaarista ennustettavuutta. A-P-
testin mukaan ARMA(1,1)-malli supistuisi muotoon yt = εt. Tavanomaisen
ARMA(1,1)-mallin tapauksessa havainnot todettaisiin riippumattomiksi.
Kuusi viimeistä saraketta tutkivat mallin residuualeista tehtyjen oletus-
ten uskottavuutta. L-B -testi antaa jokaisessa tapauksessa näyttöä residu-
aalien korreloimattomuudesta, ainakin jos kriteerinä käytetään kahdeksalla
tai 12:sta viipeellä laskettua testisuuretta. Sen sijaan McL-Li -testi hälyt-
tää jo useammassa tapauksessa. 5%:n luottamusrajalla neljästä kuudessa ai-
neistossa on havaittavissa autokorreloituneisuutta neliöidyissä residuaaleissa.
Tämä viittaa siihen, että havainnoissa on havaittavissa ehdollista heteroske-
dastisuutta, jota ARMA(1,1)-malli ei pysty kontrolloimaan. Tämä yksinään
asettaa tavanomaisen ARMA(1,1)-mallin sovitteen kyseenalaiseksi.
Kuvassa 5.6 on piirretty sovitteen residuaalien kvantiili-kvantiili -kuvaaja
estimoidun t-jakauman teoreettisia kvantiileja vastaan. Kuvasta käy ilmi,
että havaitut estimoidut residuaalit noudattelevat t-jakaumaa kohtalaisesti:
























































































































































































































































































































































































































































































































































































































































































































Kuva 5.4: Kuvaan on piirretty ARMA(1,1)-mallista estimoitujen residuaa-
lien kvantiili-kvantiili -kuvaajat t-jakauman teoreettisia kvantiileja vastaan.
Muuttujat ovat "5 Industry Portfolios"kategorian portfoliot järjestyksessä:
(ylärivi) "Research Data", "Consumer", "Manufacturing", (alarivi) "Hitec",
"Health"ja "Others".
Ei-kääntyvän ARMA(1,1)-mallin sovite
Ei-kääntyvän ARMA(1,1)-mallin estimointitulokset on esitetty taulukossa
5.2. Tuloksissa on huomattavia eroja tavanomaiseen ARMA(1,1)-malliin ver-
rattuna. Parametrien estimaateista on nyt merkitty asteriskeilla ne, jotka
ovat tilastollisesti merkitseviä. Kuudesta tarkasteltavana olevasta tapauk-
sesta neljässä AR- ja MA-parametrit a ja b ovat nollasta poikkeavia 1%:n
merkitsevyystasolla. "HiTech" ja "Health" aineistojen estimaatit eivät ole ti-
lastollisesti merkitseviä. Muissa kohdissa parametrien estimaatit ovat hyvin
lähellä toisiaan, mikä on luontevaa autokorreloimattomuuden takia.
McL-Li -testit poikkeavat huomattavasti tavanomaisen ARMA(1,1)-mallin
vastaavista. Edelleen residuaalien korreloituneisuudesta ei löydy näyttöä,
mutta tällä kertaa McL-Li-tetsi neliöityjen residuaalien korreloimattomuu-
desta jää voimaan viidessä kuudesta tutkittavasta tapauksesta tavanomaisilla
merkitsevyystasoilla. Tämä on osoitus ei-kääntyvän ARMA(1,1)-mallin ky-
vystä kontrolloida heteroskedastisuutta. Kuva 5.5 havainnollistaa residuaa-
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leista tehtyä diagnostiikkaa "Consumer" aineiston kohdalla. Kuvaan piirretty
histogrammi osoittaa, että estimoitujen residuaalien jakauma on huipukas,
jopa huipukkaampi kuin estimoitu t-jakauma. Kvantiili-kvantiili -kuvaaja
kertoo samaa tarinaa. Ei-kääntyvän mallin "kyvyttömyys" tilanteissa, joissa
virhetermi on normaalijakautunut, ei näytä tuottavan ongelmia neljännes-
vuosittaisten osaketuottojen kanssa. Virhetermille oletettu t-jakauma vai-
kuttaisi kohtalaisen realistiselta. Autokorreloituneisuutta residuaaleista tai
neliöidyistä residuaaleista ei sen sijaan löydy. Kaiken kaikkiaan, ei-kääntyvä
ARMA(1,1)-malli tarjoaa näiden tarkastelujen perusteella hyvän sovitteen
näihin osaketuottoaineistoihin.
Taulukossa 5.3 on esitetty estimoidusta ei-kääntyvästä ARMA(1,1)-mallista
lasketut uskottavuusosamäärän ja Waldin testin testisuureiden p-arvot hy-
poteeseille HAP ja Hiid, kun HAP pätee. Testitulokset antavat tukea epäli-
neaariselle ennustettavuudelle. Ensinnäkin, kumpikin testisuure jättää HAP -
hypoteesin voimaan kaikilla tavanomaisilla merkitsevyystasoilla. Tulos on
sopusoinnussa sup LM -testin kanssa, joka myös jätti hypoteesin voimaan.
Molempien testisuureiden kohdalla toiset sarakkeet testaavat riippumatto-
muusoletusta Hiid HAP :n voimassa ollessa. LR-testi hylkää tämän hypotee-
sin kolmessa tapauksessa: "Research Datan", "Consumer" ja "Others" aineis-
tojen kohdalla 5%:n luottamustasolla. Waldin testi hylkää oletuksen "HiTec"
ja "Others" aineistojen kohdalla. "Research Data" ja "HiTec" aineistojen koh-
dalla testit ovat yksimielisiä. LR-testin mukaan "Others" aineistossa olisi en-
nustettavuutta kun taas Waldin testin mukaan havainnot ovat riippumatto-
mia. "Consumer" aineiston kohdalla tilanne on päinvastainen: Waldin testi
hylkäisi riippumattomuusoletuksen, kun taas LR-testi löytää epälineaarista
ennustettavuutta.
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Kuva 5.5: Vasemmalla ylhäällä on "Consumer"aineistosta estimoidun ei-
kääntyvän ARMA(1,1)-mallin residuaalien autokorrelaatiofunktio ja oikeal-
la neliöityjen residuaalien autokorrelaatiofunktio. Alarivissä ensimmäisenä
residuaaleista piirretty histogrammi ja teoreettinen t-jakauman tiheysfunk-
tion kuvaaja estimoiduilla parametreilla. Oikealla residuaaleista piirretty
kvantiili-kvantiili -kuvaaja.
Kuva 5.6: Kuvaan on piirretty ei-kääntyvästä ARMA(1,1)-mallista estimoi-
tujen residuaalien kvantiili-kvantiili -kuvaajat t-jakauman teoreettisia kvan-
tiileja vastaan. Muuttujat ovat "5 Industry Portfolios"kategorian portfoliot
järjestyksessä: (ylärivi) "Research Data", "Consumer", "Manufacturing", (ala-
rivi) "Hitec", "Health"ja "Others".
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5.4 Tulosten laajempi tarkastelu
5.4.1 Mallien sopivuuden tarkastelu
Taulukoissa B.1, B.3, B.5, B.6 ja B.9 on listattu ARMA(1,1)-mallin sovitteet.
Taulukoista löytyy myös sup LM -testisuureiden arvot korreloimattomuudes-
ta.
Residuaaleista tehdyn diagnostiikan valossa ARMA(1,1)-mallin sovite ei
pysty kontrolloimaan havaintojen ehdollista heteroskedastisuutta, jota ilme-
nee useissa tapauksissa. 25 (54%) portfolion kohdalla McL-Li -testi hylkää
neliöityjen residuaalien autokorreloimattomuuden neljännesvuosittaisissa ha-
vainnoissa (5%:n merkitsevyystasolla, kaksi kolmesta testisuureesta). Vas-
taava luku kuukausittaisissa havainnoissa on 34 (74%). Heteroskedastisuut-
ta näyttäisi ilmenevän kaikissa kategorioissa melko tasaisesti. Residuaaleista
piirrettyjen kvantiili-kvantiili -kuvien ja histogrammien tutkiminen ei paljas-
ta suuria eroja residuaalien jakaumissa. t-jakauma vaikuttaa yleensä olevan
hyvä oletus virhetermin jakaumalle, vaikkakin empiirinen jakauma on usein
hieman teoreettista huipukkaampi.44 Residuaalit näyttävät järjestäen olevan
vasemmalle vinoja, eli äärimmäisten havaintojen todennäköisyys on suurem-
pi osaketuoton laskulle kuin nousulle. Vinoutta ei kuitenkaan ole arvioitu
tilastollisesti tässä tutkielmassa. Tulevaisuudessa aihetta käsittelevässä tut-
kimuksessa saattaa olla järkevää kokeilla mahdollisesti vinouden sallivaa to-
dennäköisyysjakaumaa mallin virhetermille.
Ei-kääntyvän mallin kohdalta vastaavat estimointitulokset löytyvät tau-
lukoistaB.2, B.4, B.7, B.8 ja B.10. Tavanomainen tapa tarkastella AR- ja
MA-parametrien a ja b merkitsevyyttä paljastaa, että suurin osa paramet-
reista on tilastollisesti merkitseviä. Tämän yksinkertaisen t-testin valossa nel-
jännesvuosittaisissa aineistoissa 36 portfoliota 46:stä (78%) näyttää sisältä-
vän jonkin kaltaista ennustettavuutta (kahden portfolion kohdalla estimoin-
titulokset puuttuvat). Näissä tapauksissa vähintään toisen parametrin esti-
maatti on vähintään 5%:n luottamustasolla merkitsevä. Vastaava luku kuu-
kausittaisissa havainnoissa on 18 (39%). Ei-kääntyvän mallin kyky kontrol-





















































































































































































































































































































































































































































































































Taulukko 5.3: Uskottavuusosamäärän ja Waldin testien p-arvot ei-
kääntyvästä ARMA(1,1)-mallista, neljännesvuosittaisista havainnoista.
LR-testin p-arvot Waldin testin p-arvot
HAP : a = b Hiid, kun a = b HAP : a = b Hiid, kun a = b
CRSP Research Data 0,87 0,01 1,00 0,00
CRSP 5 Industry
Portfolios
Consumer 0,89 0,10 0,87 0,00
Manuf 0,96 0,01 1,00 0,00
HiTec 1,00 0,64 0,95 0,67
Hlth 0,97 1,00 0,98 0,00
Other 0,32 0,04 0,84 1,00
loida heteroskedastisuutta neljännesvuosittaisista havainnoista tulee McL-Li
-testistä hyvin ilmi: McL-Li -testi hylkää nollahypoteesin korreloimattomista
neliöidyistä residuaaleista vain 9 portfolion (20%) kohdalla. Kuukausittai-
sissa havainnoissa testi hylätään 33 portfolion kohdalla (72%). Näiden tes-
tien mukaan tiheämmin havaituissa aineistoissa ehdollinen heteroskedasti-
suus vaikuttaa voimakkaammalta. Myös Lanne et al. (2013) huomauttaa,
että ARCH-tyyppinen virhetermi saattaa olla tarpeellinen kontrolloimaan
ehdollisen varianssin muutosta näissä aikasarjoissa. Autokorreloituneista re-
siduaaleista ei löydy näyttöä juuri minkään portfolion kohdalla. Nämä tar-
kastelut antavat jo näyttöä siitä, että ei-kääntyvä ARMA(1,1)-malli tarjoaa
hyvän sovitteen portfolioiden tuotoille, ennen kaikkea neljännesvuosittaisissa
havainnoissa.
Taulukoiden ulkopuolelta on vielä syytä todeta, että ei-kääntyvä malli on
estimoitu myös käyttäen useampia asteita sekä AR, että MA polynomeissa.
Yksinkertaiset t-suhde testit hylkäävät näiden parametrien merkitsevyyden
kaikissa tapauksissa. Myös tavanomainen ARMA-malli on estimoitu käyttäen
usemapia viipeitä. Myös sen kohdalla on todettava, että viipeiden lisääminen
ei paranna mallin sopivuutta eivätkä nämä parametrit ole merkitseviä.
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5.4.2 Ennustettavuustestit
Taulukoista B.11, B.12, B.13, B.14 ja B.15 löytyy LR-testit, Waldin testit se-
kä yleistetty Andrewsin ja Plobergerin sup LM -testit neljännesvuosittaisille
sekä kuukausittaisille aineistoille.
Näistä taulukoista käy ilmi, että 5%:n merkitsevyystasolla näyttöä kor-
reloituneista osaketuotoista neljännesvuosittaisista havainnoista löytyy jon-
kin verran. Kahdeksan portfolion kohdalla 46:sta (n. 17%:ssa kaikista tut-
kittavista portfolioista) LR-testi hylkää HAP :n autokorreloimattomuudesta.
Waldin testi hylkää autokorreloimattomuuden yhdeksässä tapauksessa (n.
20%). Samoihin portfolioihin hylkäävät tulokset osuvat viisi kertaa. sup LM
-testi taas hylkää autokorreloimattomuuden ARMA(1,1)-mallin tilanteessa
10 portfolion kohdalla (n. 22%).
Tapauksia, joissa LR -testi ei hylkää HAP :ta, mutta hylkää riippumatto-
muusoletuksen Hiid, löytyy neljännesvuosittaisista havainnoista 14 (n. 30%).
Näitä tuloksia voidaan pitää osoituksena epälineaarisen ennustettavuuden
olemassaolosta. Vastaava luku Waldin testillä testattuna on 27 (n. 59%).
Kuukausittaisissa havainnoissa tulokset ovat samansuuntaisia LR ja Wal-
din testien kohdalla. LR testi hylkää autokorreloimattomuuden yhdeksässä
tapauksessa (n. 20%), kuten myös Waldin testi, mutta sup LM -testi jopa 31
tapauksessa (67%). sup LM -testin kohdalla lineaarinen ennustettavuus saa
runsaasti tukea kuukausittaisissa havainnoissa.
Epälineaarista ennustettavuutta LR-testisuure löytää kymmenestä port-
foliosta (22%) ja Waldin testi 32:sta portfoliosta (70%). Näissä tilanteissa siis
kyseinen testisuure jättää voimaan HAP :n mutta hylkää Hiid:n.
Koska ei-kääntyvä ARMA(1,1)-malli tuntuu sopivalta aikasarjamallilta
selittämään osaketuottojen vaihtelua, nyt esitetyt testitulokset antavat tu-
kea epälineaariselle ennustettavuudelle useiden portfolioiden kohdalla. Löy-
detty ennustettavuus on usein luonteeltaan epälineaarista, vaikka testitulok-
set antavat näyttöä myös korreloituneisuudesta usean portfolion kohdalla.
Puhtaasti löydösten lukumääriä vertaamalla on vaikea sanoa, onko ennustet-
tavuus voimakkaampaa kuukausittaisissa vai neljännesvuosittaisissa havain-
noissa. LR- ja Waldin testin kohdalla ero ei ole suuri lineaarisen ennustetta-
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vuuden kohdalla. LR-testi löytää epälineaarista ennustettavuutta useammin
neljännesvuosittaisista havainnoista, kun taas Waldin testi kuukausittaisis-
ta. Waldin testi ja LR-testi löytävät ennustettavuutta kohtalaisesti samoista
portfolioista. LR-testi löytää neljännesvuosittaisista havainnoista kolme port-
foliota, joiden kohdalla se hylkää HAP :n samalla kun Waldin testi hyväksyy
sen. Kuukausittaisissa havainnoissa tarkkuus paranee entisestään, kun vain
kahden portfolion kohdalla LR-testi hylkää, mutta Wald ei. Epälineaarisen
ennustettavuuden kohdalla LR-testi hylkää Hiid:n neljä kertaa, kun Waldin
testi jättää sen voimaan neljännesvuosittaisissa havainnoissa. Kuukausittai-
sista havainnoista löytyy vain yksi portfolio, jonka kohdalla LR-testi hylkää
Hiid :n, mutta Waldin testi jättää sen voimaan. Epälineaarisen ennustetta-
vuuden kohdalla ennustettavien portfolioiden lukumäärä kuitenkin vaihte-
lee huomattavasti riippuen kumpaa testisuuretta katsotaan. Neljännesvuo-
sittaisissa havainnoissa ennustettavien portfolioiden määrä on Waldin testin
kohdalla melkein kaksi kertaa niin suuri kuin LR-testin antama luku. Kuu-
kausittaisissa havainnoissa Waldin testin hylkäämisprosentti on yli kolmin-
kertainen. (Taulukko 5.4.) Tässä tutkielmassa ei ole tarkoitus spekuloida, on-
ko ennustettavuutta sisältävillä portfolioilla joitakin yhteisiä piirteitä, jotka
selittävät ennustettavuuden löytymistä.
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Taulukko 5.4: Taulukoiden B.11, B.12, B.13, B.14 ja B.15 tiivistelmä. Tau-
lukkoon on listattu portfolioiden lukumäärät, joista testisuureet löytävät en-
nustettavuutta. Suluista löytyy ennustettavien portfolioiden määrä suhtees-
sa kaikkiin portfolioihin kyseisessä kategoriassa. Alempi osio kertoo, kuinka




sup LM LR Wald LR Wald
Neljännes- 10 8 9 14 27
Ennustettavien vuosittain (21,7%) (17,4%) (19,6%) (30,4%) (58,7)
tapausten lkm.
(%-osuus kaikista) Kuukau- 32 9 10 10 32
sittain (69,6%) (19,6%) (21,7%) (21,7%) (69,6)
Yhteiset hylkäykset
Wald ja LR Neljännesvuosittain 5 10
Kuukausittain 7 9
sup LM, LR Neljännesvuosittain 0




Tässä tutkielmassa on osoitettu, että ei-kääntyvä ARMA-malli tarjoaa run-
saasti uutta näyttöä osaketuottojen ennustettavuudesta. ARMA(1,1)-malli
on luonteva vastahypoteesi martingaali- tai satunnaiskulkumalleille esimer-
kiksi pitkäkestoisen ennustettavan komponentin mahdollisen olemassaolon
takia. Korreloituneisuuden havaitseminen otosautokorrelaatiofunktioiden avul-
la voi olla vaikeaa testien voiman heikkouden takia. Tavanomaisen ARMA-
mallin kohdalla taas korreloituneisuuden testaaminen on osoittautunut vai-
keaksi testin epästandardin luonteen vuoksi. Ei-kääntyvän mallin kohdalla
on mahdollista käyttää tavanomaisia Waldin ja uskottavuusosamäärän tes-
tejä arvioimaan havaintojen autokorreloituneisuutta, mikä ei ole mahdollista
tavanomaisen ARMA-mallin kohdalla. Lisäksi ei-kääntyvä ARMA-malli tar-
joaa mahdollisuuden tutkia osaketuottojen ennustettavuutta, joka ei ilmene
korreloituneina havaintoina. Ennen kaikkea tämän kaltaista epälineaarista
ennustettavuutta löytyi runsaasti tässä tutkielmassa suoritetuista testeistä.
Jos tutkija tarkastelee ei-kääntyvän mallin sopivuutta aikasarjaan huolelli-
sesti ja toteaa sen tarjoavan hyvän sovitteen, ei epälineaarisen ennustetta-
vuuden mahdollisuutta voi sulkea pois.
Ei-kääntyvä ARMA-malli kytkeytyy rahoitustaloustieteeseen sen "eteen-
päin katsovan" luonteen avulla. Havaintojen nähtiin olevan riippuvaisia nii-
tä seuraavista innovaatioista. Ei-kääntyvien ja ei-kausaalisten aikasarjamal-
lien tutkimuksessa on tämän kaltaiselle eteenpäin katsomiselle pystytty an-
tamaan perusteltuja tulkintoja. Esimerkiksi ei-kausaalista autoregressiivistä
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aikasarjamallia on pidetty luontevana tilanteessa, jossa rationaalisesti toimi-
vien kuluttajien odotukset tulevaisuudesta vaikuttavat heidän toimintaan-
sa tänään. Näin esimerkiksi inflaation ennustaminen vaikuttaa luontevalta
sovellukselta, kuten Lanne et al. (2012) tekivät. Analogisesti heidän johto-
päätöksiinsä, myös ei-kääntyvässä mallissa ennustettavuus tulevissa innovaa-
tioissa voidaan tulkita odotusten vaikutukseksi esimerkiksi osakkeen hintaan.
Jos yhtälöä 4.8 edistetään yhdellä periodilla ja otetaan ehdollinen odotusar-
vo periodin t informaation suhteen, saadaan E [yt+1|Ωt] = ayt+E [εt+1|Ωt]+
bE [εt+2|Ωt]. Yhtälön 4.10 mukaan εt+1 on riippuvainen tulevista havainnois-





Innovaatioiden ehdolliset odotusarvot ovat nollasta poikkeavia. Odotusarvo-
jen voidaan tulkita sisältävän informaatiota tuotto-odotusten vaikutuksesta
ennusteeseen. Tämä on hyvin sopusoinnussa luvussa 2 esitetyn kanssa, jossa
osakkeiden hinnat kuvastavat puhtaasti odotuksia tulevista tuotoista.
Ei-kääntyvän mallin kyky kontrolloida ehdollista heteroskedastisuutta pal-
jastui erityisen hyödylliseksi ominaisuudeksi osaketuottoaikasarjoja analy-
soitaessa. Tähän saakka (G)ARCH-tyyppiset mallit ovat tarjonneet hyvän
selityksen ehdollisen varianssin muuttumiselle. Nämä mallit eivät kuiten-
kaan tarjoa näyttöä prosessin ehdollisen odotusarvon muuttumisesta, toisin
kuin ei-kääntyvä ARMA-malli. Koska aineistoista löytyi ennustettavuutta ei-
kääntyvän ARMA-mallin avulla, se tuntuu luontevammalta valinnalta kuin
(G)ARCH-mallit. Näiden mallien suora vertailu toisiinsa ei kuitenkaan ole
mahdollista, sillä mallit eivät ole sisäkkäisiä.
Tutkielmassa käsiteltävän ei-kääntyvän mallin "kyvyttömyys" tilanteissa,
joissa innovaatiot ovat normaalijakautuneita, ei vaikuta rajoittavalta osake-
tuottoaikasarjojen kohdalla. Normaalijakaumaa huipukkaampi jakauma on
hyvin perusteltu. Toisaalta, myös vinouden sallivan jakauman estimointi
saattaisi olla hyödyllinen harjoitus. Lanne et al. (2013) mainitsee, että siir-
ryttäessä yhä tiheämmin havainnoituihin aineistoihin, malliin saattaisi olla
tarpeellista lisätä (G)ARCH-tyyppinen virhetermi. Tämän tutkielman es-
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timointitulokset tukevat väitettä jo siirryttäessä neljännesvuosittaisista ha-
vainnoista kuukausittaisiin. McLeod-Li -testisuure hälyttää kuukausittaisissa
havainnoissa huomattavasti useammin. Verrataan esimerkiksi taulukon B.2
tuloksia. 5%:n luottamustasolla ehdollinen heteroskedastisuus jää voimaan
kaikissa kuukausittaisissa portfolioissa, kun taas neljännesvuosittaisissa se ei
jää voimaan yhdessäkään tapauksessa.
Keskineliövirheen mielessä parhaan yhden periodin ennusteen johtami-
nen on tiettävästi tähän päivään mennessä vielä tekemättä. Näin ollen en-
nusteiden laadintaa ja niiden laadun vertailua ei ole mahdollista suorittaa.
Tämä tulee tarjoamaan mielenkiintoisia tutkimuskohteita tulevaisuudessa,
jos ei-kääntyvän mallin tuottamia ennusteita päästään vertaamaan muiden
ennustemallien tuottamiin ennusteisiin.
Vaikka tässä tutkielmassa on etsitty ennustettavuutta eri tavalla luoki-
telluista portfolioista, niiden sisällön vaikutuksesta ennustettavuuden löyty-
miseen ei ole otettu kantaa. Voi olla mielenkiintoista tutkia, onko esimer-
kiksi yritysten koolla tai toimialalla vaikutusta tuottojen ennustettavuuteen.
Ei ole myöskään syytä rajoittua yhdysvaltalaisiin osakeportfolioihin. Yhtä
hyvin esimerkiksi suomalaiset osakkeet tai valuuttakurssit voivat tarjota he-
delmällisiä tutkimuskohteita ei-kääntyville aikasarjamalleille. Ei-kääntyvää
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A.1 Osaketuoton muuttuva ehdollinen odo-
tusarvo (Campbell ja Shiller (1988))
Yhtälön 2.11 johtaminen
Merkitään aluksi log(dt+1)− log(pt+1) ≡ xt+1 ja log(d)− log(p) ≡ x. Yhtälön
2.10 oikean puolen viimeisen termin ensimmäisen asteen Taylorin approksi-
maatio on
log(1 + exp {xt+1}) ≈ 1log(1 + exp {x})exp(x)(xt+1 − x) + log(1 + exp{x}).
Sijoittamalla tämä yhtälöön 2.11 se saa muodon
ht+1 ≈ log(pt+1)− log(pt) + 1log(1 + exp {x})exp(x)(xt+1 − x) + log(1 + exp{x})
= −log 11 + exp(x) −
exp{x}
1 + exp{x}x
+ 11 + exp{x}pt+1 +
exp{x}
1 + exp{x}dt+1 − pt.
Yhtälön oikean puolen ylin rivi vastaa kerrointa k ja pt+1:n ja dt+1:n kertoimet
ovat vastaavasti ρ ja (1− ρ), kuten ne on määritelty yhtälön 2.11 alla.
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Yhtälön 2.13 johtaminen
Lähdetään liikkeelle yhtälön 2.12 ensimmäisestä muodosta ja määritellään










= k1− ρ + Et
−ρDt+1 −Rt+1 + ∞∑
j=1
ρj [(1− ρ)Dt+1+j −Rt+1+j]







































A.2 Stokastinen diskonttotekijä ja arbitraasi
(Hansen ja Richards (1987))
Määritelmä A.1. Ehdollinen Cauchyn jono (Hansen ja Richards 1987, mää-
ritelmä 2.1). Jono {qi,t}∞i=1 on ehdollinen Cauchyn jono informaatiojoukon I
suhteen, jos millä tahansa ε > 0,
lim
i→∞
P {||qi,t − qi+k,t||I < ε} = 0, k ∈ Z.
Ehdollinen normi on || · ||I = [⟨·|·⟩I ]1/2 , jossa oikean puolen sisätulo on kuten
määritelmässä 2.16.
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Määritelmä A.2. Ehdollinen lineaarisuus (Hansen ja Richards 1987, mää-
ritelmä 2.3). Joukko P on ehdollisesti lineaarinen, jos millä tahansa w1, w2 ∈
Ωt+1 ja p1, p2 ∈ P , w1p2 + w2p2 ∈ P .
Määritelmä A.3. Ehdollinen täydellisyys (Hansen ja Richard 1987, määri-
telmä 2.4). Joukko P on ehdollisesti täydellinen, jos mikä tahansa Cauchyn
jono {qi,t}∞i=1 konvergoi ehdollisesti johonkin pisteeseen q0 ∈ P , siis jos
lim
i→∞
P {||qi,t − q0,t||I < ε} = 0, k ∈ Z.
Määritelmä A.4. HR -säännöllisyys (Hansen ja Richard 1987). Joukko P
toteuttaaHR -säännöllisyysehdot, jos (1) P on ehdollisesti lineaarinen ja täy-
dellinen, (2) (yhden hinnan laki) millä tahansa w1, w2 ∈ Ωt ja qi,t+1, qj,t+1 ∈









= 0 ∀ε > 0 ja
(4) on olemassa tulo q0,t+1 ∈ P siten, että P {pt(q0,t+1) = 0} = 0.
Määritelmä A.5. (Arbitraasimahdollisuus, Hansen ja Richards (1987, mää-
ritelmä 2.4).) Markkinoilla ei ole arbitraasimahdollisuutta, jos millä tahansa
qt ∈ Pt jolla P {q ≥ 0} = 1 pätee, että P {pt(qt+1) ≤ 0 ∩ q > 0} = 0. Siis, jos
arvopaperin tuotto on varmasti suurempi kuin nolla, ja positiivisella toden-
näköisyydellä nollaa suurempi, on hinta varmasti nollaa suurempi.
Lause A.1. (Hansen ja Richards (1987, Teoreema 2.1).)HR-säännöllisyyden
pätiessä on olemassa yksikäsitteinen q∗t ∈ Pt siten, että pt(qt+1) = ⟨qt+1, q∗t+1⟩.
Todistus. Hansen ja Richards (1987).
Lause A.2. (Hansen ja Richards (1987, lemma 2.3).) HR-säännöllisyydestä
seuraa, että markkinoilla ei ole arbitraasia, jos P {q∗t > 0} = 1.
Todistus. Olkoon qt ∈ Pt s.e. P {qt ≥ 0} = 1. Koska HR-säännöllisyys on





∣∣∣Ωt]. Näistä seuraa, että jos







= 1, pätee myös P {qt+1 = 0 ∩ pt(qt+1) = 0} =
P {pt(qt+1) = 0} . Näin ollen P {pt(qt+1) = 0 ∩ q > 0} = 0. Tulos seuraa ar-
bitrasin määritelmästä ja huomiosta, että P {pt(qt+1) ≤ 0 ∩ q > 0} =
P {pt(qt+1) = 0 ∩ qt+1 > 0} = 0.
A.3 Arvopaperin tuoton ennustettavuus ja CR-
RA -preferenssit
Log-normaalijakauman ominaisuuksia
Satunnaismuuttuja X = eµ+σZ on log-normaalijakautunut, jos satunnais-
muuttuja Z on standardinormaalijakautunut. Merkitään X ∼ lnN ja Z ∼
N(0, 1). Satunnaismuuttuja lnX = µ + σZ ∼ N(µ, σ2). Satunnaismuuttujan
X odotusarvo ja varianssi ovat
E[X] = eµ+1/2σ2 ja
Var(X) = (eσ2 − 1)e2µ+σ2 .
Lisäksi log-normaalijakaumalla on ominaisuus,
ln(E [X]) = E [ln(X)] + 12Var(ln(X)).
Jälkimmäinen termi seuraa Jensenin epäyhtälöstä, φ(E[x]) < E[φ(x)], millä
tahansa konkaavilla funktiolla φ.
Hansen ja Singleton (1983) malli arvopaperin tuotolle













Merkitää logaritmoituja muuttujia isoilla kirjaimilla: ∆Ct+1 ≡ ln(ct+1) −
ln(ct), ui,t+1 ≡ (ct+1/ct)αri,t+1. Taylorin kaava antaa kotuullisilla tuottopro-
senteilla aproksimaation ln ri,t ≡ Ri,t ≈ ri,t − 1.
Ottamalla ahdollinen odotusarvo puolittain yhtälöstä A.3 saadaan
(A.-12) 1
β
= Et [ui,t+1] .
Log-normaalijakauman ominaisuuksien perusteella Ui,t+1 ≡ ln(ui,t+1) = α∆Ct+1+
Ri,t+1 on normaalijakautuneiden satunnaismuuttujien summana ehdollisesti
normaalijakautunut, Ui,t+1 ∼ N(µi, σ2i,t+1). Näin ollen





Yhdistämällä yhtälöt A.3 ja A.3 ja logaritmoimalla molemmat puolet,
saadaan ratkaistua µi,t+1 = −ln(β)− 1/2 σ2i,t+1. Arvopaperin tuoton ehdolli-
nen odotusarvo saadaan ratkaistua huomaamalla, että
Et [Ui,t+1 − µi,t+1] = 0
⇔Et
[











(A.-14) σ2i,t+1 = α2 Var(∆Ct+1) + Var(Ri,t+1) + 2 Cov(∆Ct+1, Ri,t+1),
yhtälö A.3 saa muodon
Et [Ri,t+1] =− α Et [∆Ct+1]− ln β
− 12 α
2 Var(∆Ct+1)− 12 Var(Ri,t+1)
− α Cov (∆Ct+1, Ri,t+1) .
Oletetaan jälleen, että markkinoilla on vaihdettavana riskittömiä arvo-
papereita, joiden tuottama tulovirta periodissa t + 1 on tunnettu perio-
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dissa t. Kappaleessa 2.5.1 on kerrottu, että tämän arvopaperin tuotto on
rft+1 = 1/Et [mt+1]. Koska mt+1 on ehdollisesti log-normaalijakautunut, voi-
daan riskittömän arvopaperin logaritmisen tuoton ehdolinen odotusarvo rat-
kaista käyttämällä log-normaalijakauman ominaisuuksia:
Rft+1 =− lnEt [mt+1]
=− Et [ln mt+1]− 12 Var (ln mt+1)
=− ln β − α Et [∆Ct+1]− 12 α
2 Var (∆Ct+1) .
Vähentämällä arvopaperin odotettu tuotto arvopaperin i odotetusta tuotos-





= −12 Var(Ri,t+1)− α Cov(∆Ct+1, Ri,t+1).
A.4 Suurimman uskottavuuden estimoinnis-
ta
Olkoon havaitulla vektorilla yT = (y1, . . . , yT )′ tilastollinen malli f(yT ; β),
joka on riippuvainen (k×1) parametrivektorista β. Tällä mallilla on tuloesitys




Log-uskottavuusfunktio saadaan logaritmoimalla tämä ja tulkitsemalla se pa-
rametrivektorin β funktiona:
lT (β;yT ) =
T∑
t=1
log f(yt|yt−1; β) + log f(y0).
Parametrivektorin suurimman uskottavuuden estimaatit saadaan maksimoi-





Tutkitaan hieman suurimman uskottavuuden estimaattien ominaisuuk-
sia: tarkentuvuutta ja asymptoottista jakaumaa.
Määritelmä A.6. Satunnaismuuttuja Xt on X0:n tarkentuva estimaattori,
jos se konvergoi todennäköisyyden mielessä kohti X0:aa:
lim
t→∞P {|Xt −X0| < ε} = 0, ∀ε > 0.
Merkitään tällöin: Xt
p−→ X0.
Suurtel lukujen laki (SLL) sanoo, että jos havaintojen välinen riippuvuus
ei ole "liian voimakasta", havaintojen keskiarvo konvergoi kohti jotain vakio-
ta otoskoon kasvaessa. Ilmeisesti, jos havainnot ovat riippuamttomia, SLL
pätee aina. SLL voidaan todistaa useisa eri tilanateissa, erilaisilla oletuksilla
riippuvuudesta. Aikasarjamalleissa havaintojen välinen riippumattomuus on
selvästi liian vahva oletus, yleensä havaintojen välinen riippuvuus on nimeno-
maan tutkijan mielenkiinnon kohteena. Sen sijaan voidaan monesti olettaa,
että riippuvuus heikkenee muttujien välillä jos niiden ajallinen etäisyys kas-
vaa suureksi. Esitetään SLL stationaariselle prosessille ja muotoillaan riittävä
ehto "tarpeeksi pienelle riippuvuudelle".
Lause A.3. Olkoon Xt statioaarinen prosessi ja
∑∞








Todistus. Otoskeskiarvon odotusarvosta nähdään, että otoskeskiarvo on pro-






= E [yt] ≡ µ. Otos-
keskiarvon varianssista saadaan:
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E [((y1 − µ) + · · ·+ (yT − µ))× (y1 − µ) + · · ·+ (yT − µ)]
= 1
T
[Tγ(0) + 2(T − 1)γ(1) + 2(T − 2)γ(2) + · · ·+ 2γ(T − 1)]
=γ (0) + 2T − 1
T
γ (1) + · · ·+ 2
T
γ (T − 1)
≤ |γ (0)|+ 2 |γ (1)|+ 2 |γ (2)|+ · · ·+ 2 |γ (T − 1)| ≤ 2 C <∞.
Näin ollen, E(y¯ − µ)2 T→∞−−−→ 0 ja y¯ p−→ µ. (Hamilton (1994, luku 7).)
Suurimman uskottavuuden estimaattorin tarentuvuuden osoittamiseksi
tarvitaan tasaisen stokastisen konvergenssin käsitettä. Funktion tasainen kon-
vergenssi tarkoittaa, että funktio lähestyy kohti jotain determinististä raja-
arvoa koko sen määrittelyjoukossa Θ. Funktio lähestyy raja-arvoaan jokai-
sessa pisteessä β ∈ Θ.
Määritelmä A.7 (Tasainen stokastinen konvergenssi). Funktiojono ft(yt; β)
konvergoi tasaisesti kohti g(β):aa, jos
supβ∈Θ |ft(yt; β)− g(β)| p−→ 0,
jossa g(β) on deterministinen funktio. Merkitään tasaista konvergenssia ft(yt; β)
p−→
g(β) ∀β ∈ Θ.
Tasaisesta stokastisesta konvergenssista seuraa erityisesti, että ft(yt; β0)
p−→
g(β0).
Tasaisen konvergenssin yhteys SU estimaattorin tarkentuvuuteen selviää,
kun havaitsee, että lT (β;y) on otoskeskiarvo. Jos log-uskottavuusfunktio kon-
vergoi tasaisesti kohti "odotusarvoaan", determinististä funktiota l0(β;y) ≡
limT→∞E [lT (β;yT )] joka saa maksimiarvonsa pisteessä β0, niin pätee tämä
konvergenssi ennen kaikkea lT (β;yT ):n huipussa, joka konvergoi kohti β0:aa.
Tasainen konvergenssi siis takaa, että log-uskottavuusfunktio konvergoi ta-
saisesti kohti "prosessin oikeaa log-uskottavuusfunktiota" jokaisessa pisteessä
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β ∈ Θ. Tuloksen todistaminen vaatii hieman enemmän ominaisuuksi, jotta
se onnistuu teknisesti.
Lause A.4. Jos oletamme, että i) parametrivektori kuuluu k-ulotteiseen kom-
paktiin parametriavaruuteen Θ, ii) l(β; y) on jatkuva (ja mitallinen) funktio
∀β ∈ Θ ja iii) lT (β;yT ) p−→ l0(β;y) ∀β, jossa l0 on deterministinen funktio
jolle pätee
sup|β−β0|>δ{l0(β0;y)− l0(β;y)} > ε, ∀ δ > 0 ja jollain ε > 0, niin
β̂SU
p−→ β0.
Todistus. Ehdosta iii) voidaan päätelä, että P
{





l0(β̂SU ; y)− l0(β0; y) > ε
}
. Oletuksesta iii) seuraa lisäksi, että
0 <l0(β0; y)− l0(β̂SU ; y)
=l0(β0; y)− l(β0; y) + l(β0; y)− l(β̂SU ; y) + l(β̂SU ; y)− l0(β̂SU ; y)
≤l0(β0; y)− l(β0; y) + l(β̂SU ; y)− l0(β̂SU ; y)
≤ |l0(β0; y)− l(β0; y)|+
∣∣∣l(β̂SU ; y)− l0(β̂SU ; y)∣∣∣
≤2 supβ∈Θ |l(β; y)− l0(β; y)| p−→ 0 ∀β ∈ Θ ehdon iii) nojalla.
Näin ollen β̂SU
p−→ β0. (Takeshi (1986, luku 4), katso myös Saikkonen (2010).)
Kaksi ensimmäistä ehtoa ovat teknisiä ja log-uskottavuusfunktion jatku-
vuus on monesti hyvin perusteltua. Vaatimus parametriavaruuden avoimuu-
desta ei ole välttämätön, mutta parametrien tulee olla parametriavaruuden
sisäpisteitä (Saikkonen (2010)). Sen sijaan kolmas ehto pitää sisällään kak-
si seikkaa. Ensinnäkin uskottavuusfunktion tasainen konvergenssi joudutaan
useimmiten perustelemaan uskottavuusfunktion ominaisuuksilla ja käyttä-
mällä jotain "sopivasti valittua" SLL:a. Toinen kohta ehdossa iii) vaatii, et-
tä funktiolla l0(β;y) on yksikäsitteinen maksimi pisteessä β0. Lauseen ole-
tuksista voi tehdä myös tärkeän havainnon. Jos oletusten lisäksi uskotta-
vuusfunktio on derivoituva, maksimin olemassaolo pisteessä β0 tarkoittaa,
että (∂/∂β) l0(β0;y) = 0. Tulosta tullaa hyödyntämään parametrivektorin
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asymptoottisen jakauman johtamisessa.
Asymptoottisten jakaumien löytämiseksi tarvitaan keskeistä raja-arvolau-
setta (KRL). Näitä lauseita on useita erilaisia ottamaan huomiota havainto-
jen välistä riippuvuussuhdetta, mutta keskeinen sanoma on, että satunnais-
muuttujien summat skaalattuna oikealla tavalla konvergoivat jakauman mie-
lessä kohti normaalijakaumaa.
Määritelmä A.8. Olkoon F1, F2, . . . satunnaismuuttujien X1, X2, . . . ker-
tymäfunktioita. Satunnasimuuttuja Xt konvergoi jakauman mielessä kohti
satunnaismuuttujaa X, jos FT (β) → FX(β) ∀β ∈ Θ jossa FX on X:n kerty-
mäfunktio ja jatkuva. Merkitään tätä XT d−→ X. (Singleton (2006, määritel-
mä 3.9.).) Merkintöjen helpottamiseksi voidaan X korvata myös suoraan sen
jakaumalla, esimerkiksi XT d−→ N(0, σ2), jos X ∼ N(0, σ2).
Riippumattomien ja samoin jakautuneiden havaintojen KRL (Lindeberg-
Lévy KRL) ei sovellu aikasarja-analyysin tarkoituksiin, koska tutkittavia
muuttujia ei voi pitää riippuamttomina. Sanoin jakautuneisuudesta luovut-
taessa päädytään Liapounov KRL:een tai Lindeberg-Feller KRL:een teke-
mällä prosessita muita oletuksia. (Amemiya (1986, luku 3)). Stationaaristen
aikasarjojen kohdalla erityisen hyödylliseksi osoittautuu Billingsleyn (1968)
KRL.
Lause A.5 (Billingsleyn (1968) KRL). Jos Xt on martingaali differenssijono










jossa Z ∼ N (0, E[X2t ]) .
Todistus. Billingsley (1968).
Suurimman uskottavuuden estimaattorin asymptoottien normaalisuus pe-
rustuu Billingsleyn KRL:seen ja havaintoon, että prosessin pistemääräfunk-
tio on tiettyjen säännöllisyysehtojen vallitessa martingaali. Esitetään sään-
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nölliseltä mallilta vaadittavat ominaisuudet ja osoitetaan, että pistemäärä on
martingaali.
Määritelmä A.9. (Mallin äännöllisyys) (a) Satunnaismuuttujan alusta eli
joukko A = {y; f(y; β)} > 0, jossa f on satunnaismuuttujan y tiheysfunktio,















f(y; β)dy, a, b = 1, . . . , k.
(Saikkonen (2010).)
Lause A.6. Jos tilastollinen malli on säännöllinen, (k×1) pistemäärävektori
sT = (∂lT (β;yT ))/(∂β) =
∑T
t=1(∂log f(yt|yT−1; β))/(∂β), jossa log f(y1|y0) =
log f(y1; β) on martingaali informaation yT−1 suhteen. Pistemääräfunktion
alaindeksi kertoo havaintojen lukumäärän.
Todistus. Pistemäärävektorin a:s rivi, sa,T , on muotoa sa,T = sa,T−1 +
(∂log f(yT |yT−1; β))/(∂βa). Jos sT on martingaali informaation yT−1 suh-
teen, pätee E [sT (β;yT )|yT−1] = sT−1(β;yT−1). Tämän täytyy päteä myös
riveittäin, joten voimme kirjoittaa yhtälön koskien pelkästään s:n a:tta riviä:
E [sa,T−1 + (∂logf (yT |yT−1; β)) / (∂βa)|yT−1] = sa,T−1
⇔E [(∂logf(yT |yT−1; β))/(∂βa)|yT−1] = 0.
Tämän osoittamiseksi huomataan aluksi, että Bayesin kaavasta P (A|B)P (B) =
P (A ∩B) seuraa, että log f(yt; β|yt−1) = log f(yt; β)− log f(yt−1; β).
Nyt edellä johdettu ehto voidaan osoittaa todeksi.
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∫ ∂f(yT ; β)/(∂βa)
f(yT ; β)




















log f(yT−1; β)− ∂
∂βa
log f(yT−1; β) = 0
Ensimmäinen yhtäsuuruus seuraa ehdollisen todennäköisyyden määritelmäs-
tä. Toisessa vaiheessa on käytetty yllä mainittua Bayesin kaavan muotoilua.
Kolmannessa on sovellettu mallin säännöllisyyttä ja huomioitu, että inte-
graalissa esiintyvä ensimmäinen todennäköisyysjakauma ei ole yT :n funktio.
Neljännen yhtäsuuruuden kohdalla on käytetty logaritmifunktion derivoimis-
sääntöä ja huomattu, että integraali yli minkä tahansa todennäköisyysjakau-
man tuottaa arvoksi yksi. Viidennessä vaiheessa on sovellettu Bayesin kaa-
vaa muodossa P (A|B)/P (A∩B) = 1/P (B) sekä malin säännöllisyyttä. Kuu-
dennessa kohdassa on integroitu yli todennäköisyysjakauman ja lopputulos
viimeisellä rivillä on saatu soveltamalla logaritmifunktion derivoimissääntöä
vastakkaiseen suuntaan. Pistemäärävektori on siis riveittäin martingaali, jo-
ten väite on osoitettu. (Saikkonen (2010).)
Koska pistemäärävektori on martingaali, voidaan Billingsleyn KRL:tta
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soveltaa. Pistemääräfunktion odotusarvo on säännöllisyysehtojen vallitessa
nolla, mikä nähdään kirjoittamalla pistemäärän dotusarvo määritelmän mu-
kaan muodosa E [(∂l(β; y))/(∂β)] =
∫
(∂l(β; y))/(∂β)f(yT ; β)dyT = 0, sillä
integraali yli todennäköisyysjakauman on vakio, yksi, ja vakion derivaat-
ta on nolla. Tätä tietoa hyväksikäyttäen saadaan pistemäärävektorin kova-
rianssi muodossa Cov(sT (β;yT )) = E [sT s′T ]. Pistemäärävektorin jakauma
on kuitenkin mielekästä ilmoittaa seuraavalla tavalla.
Lause A.7. Jos tilastollinen malli f(yT ; β) on säännöllinen,
1√
T
sT (β;yT ) d−→ N(0, IT (β)),
jossa IT (β) = −E [(∂2 l(β;yT ))/(∂β∂β′)] ≡ E [JT (β)] .
Todistus.
























 ∂2∂β∂β′f(yT ; β)
f(yT ; β)





f(yT ; β)dyT + E [sT (β;yT )sT (β;yT )′] = Cov(sT (β;yT )).
Toinen yhtäsuuruus seuraa logaritmin derivoimissäännöstä. Kolmas seuraa
osamäärän derivoimissäännöstä ja neljäs pistemääräfunktion määritelmästä
ja logaritmifunktion derivoimissäännästä. Viimeinen seuraa pistemääräfunk-
tion odotusarvosta, odotusarvon määritelmästä sekä tilastolisen mallin sään-
nöllisyydestä, joka mahdollistaa vaihtaa derivaatan ja integroinnin järjestyk-
sen. Jakaumatulos seuraa Billingsleyn KRL:sta, pistemäärävektorin martin-
gaaliominaisuudesta sekä sen odotusarvosta.
Ennen SU-estimaattoreiden asymptoottisen jakauman toteamista on vie-
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lä syytä tehdä oletuksia informaatiomatriisin JT (β) ja Fisherin informaa-
tiomariisin IT (β) konvergensseistä. Molempiin on merkitty havaintojen lu-
kumäärä T selventämään sitä, että ne ovat riippuvaisia siitä. Fisherin infor-
maation määritelmän perusteella on luontevaa olettaa, että havaittu infor-
maatiomatriisi skaalattuna havaintojen lukumäärällä konvergoi kohti sitä.
Oletus A.1. Oletetaan, että havaittuun informaatiomatriisiin voidaan so-
veltaa jotain tasaista SLL:a. Näin ollen,
1
T
JT (β) p−→ lim
T→∞
IT (β) ≡ I(β), ∀ β ∈ Θ.
Oletetaan lisäksi, että I(β) on positiivisesti definiitti.
SU-estimaattorin asymptoottinen normaalijakuma on nyt perusteltavis-
sa. Tulos seuraa aproksimoimalla pistemäärävektoria väliarvolauseela, käyt-
täen hyväksi SU-estimaattoreiden tarkentuvuutta sekä pistemäärän jakauao-
minaisuutta.
Lause A.8. Oletetaan parametrivektorin SU-estimaatin tarkentuvuus, β̂ p−→
β0 (Lause A.4), tilastollisen mallin säännöllisyys (Määritelmä A.9) ja kon-







Todistus. Valitaan parametriavaruudesta Θ piste β¯ siten, että ||β¯ − β0|| <
||β̂ − β0||. Väliarvolausetta käyttäen saadaan tulos















Koska β̂ on β0:n tarkentuva estimaattori, on myös β¯. Näin ollen oikean puolen







Pistemäärävektorin asymptoottisesta normaalisuudesta seuaa parametrivek-
torin normaalisuus, joka säilyy lineaarisissa muunnoksissa. Jakauman odo-






















Parametrivektorin asymptoottinen normaalisuus on perusteltu.
Kun estimaattoreiden asymptoottiset jakaumat on tunnettu, voidaan pa-
rametreja koskeva päättely perustaa näihin. Tässä luvussa johdettujen ja-
kaumien kovarianssit on kuitenkin korvattava niitä vastaavilla otossuureilla,
sillä teoreettiset suureet eivät ole tutkijan tiedossa. Suureiden asymptoottiset
jakaumat eivät muutu, jos otossuureet ovat teoreettisten suureiden tarken-
tuvia estimaattoreita. Tilastolista päättelyä tehtäessä parametrien estimaat-
toreiden luottamusrajat voidaan perustaa skaalatusta informaatiomatriisista
1/TJt laskettuihin variansseihin ja kovariansseihin (konvergenssi A.1, Saik-
konen (2010)).
A.5 Otosautokorrelaatiovektorin heteroskedas-
tisuus robustin kovarianssimatriisin VARHAC-
estimointi
Otosautokorrelaatiovektorin asymptoottinen kovarianssimatriisi on muotoa
V = γ(0)−2C ja sen VARHAC estimaatti V̂ = γ̂y(0)−2Ĉ, jossa γ̂y(0) on otos-
varianssi. Muodostetaan (Tr×1) vektorit wt siten, että wt = (w1,t, . . . , wTr,t)′
ja wi,t = ytyt−i. Olkoon Âs pienimmän neliösumman estimaatti VAR-mallista
wt =
∑S¯
s=1Aswt−s+et, jossa et on VAR-mallin (Tr×1) residuaalivektori. Las-
ketaan PNS residuaalit êt = wt−∑S¯s=1 Âswt−s ja merkitään niiden otoskova-












jossa ITh on (Th×Th) identiteettimatriisi. VAR-mallin viipeiden lukumäärän
valinnassa käytetään apuna jotain informaatiokriteeriä. (den Haan ja Levin
(1997).)
Den Haan ja Levin (1997) ovat osoittaneet VARHAC estimaattorin tar-
kentuvuuden. Lisäksi den Haan ja Levin (1998) osoittaa, että VARHAC es-





Tähän liitteeseen on taulukoitu kaikki tutkielmassa käsitellyt estimointitu-
lokset sekä testitulokset. Lista taulukoista löytyy alta.
Lista taulukoista
B.1 ARMA(1,1)-mallin suurimman uskottavuuden estimaatit. "Research Da-
ta" ja "5 Industry Portfolios" kategorioiden neljännesvuosittaiset ja kuu-
kausittaiset havainnot.
B.2 Ei-kääntyvän ARMA(1,1)-mallin suurimman uskottavuuden estimaa-
tit. "Research Data" ja "5 Industry Portfolios" kategorioiden neljännesvuosit-
taiset ja kuukausittaiset havainnot.
B.3 ARMA(1,1)-mallin suurimman uskottavuuden estimaatit. "10 Industry
Portfolios" kategorian neljännesvuosittaiset ja kuukausittaiset havainnot.
B.4 Ei-kääntyvän ARMA(1,1)-mallin suurimman uskottavuuden estimaa-
tit. "10 Industry Portfolios" kategorian neljännesvuosittaiset ja kuukausittai-
set havainnot.
B.5 ARMA(1,1)-mallin suurimman uskottavuuden estimaatit. "25 Port-
folios Formed on Size and Book-to-Market" kategorian neljännesvuosittaiset
havainnot.
B.6 ARMA(1,1)-mallin suurimman uskottavuuden estimaatit. "25 Port-
folios Formed on Size and Book-to-Market" kategorian kuukausittaiset ha-
vainnot.
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B.7 Ei-kääntyvän ARMA(1,1)-mallin suurimman uskottavuuden estimaa-
tit. "25 Portfolios Formed on Size and Book-to-Market" kategorian neljän-
nesvuosittaiset havainnot.
B.8 Ei-kääntyvän ARMA(1,1)-mallin suurimman uskottavuuden estimaa-
tit. "25 Portfolios Formed on Size and Book-to-Market" kategorian neljän-
nesvuosittaiset havainnot.
B.9 ARMA(1,1)-mallin suurimma uskottavuuden estimaatit neljännes-
vuosittaisista ja kuukausittaisista havainnoista Dow-Jones portfolioista sekä
S&P 500 portfoliosta.
B.10 Ei-kääntyvän ARMA(1,1)-mallin suurimma uskottavuuden estimaa-
tit neljännesvuosittaisista ja kuukausittaisista havainnoista Dow-Jones port-
folioista sekä S&P 500 portfoliosta.
B.11 Uskottavuusosamäärän testien p-arvot eri portfolioista neljännes-
vuosittaisista havainoista.
B. 12 Uskottavuusosamäärän testien p-arvot eri portfolioista kuukausit-
taisista havainoista.
B.13 Waldin testien p-arvot eri portfolioista neljännesvuosittaisista ha-
vainoista.
B.14Waldin testien p-arvot eri portfolioista kuukausittaisista havainoista.
B.15 Sup LM -testin tulokset neljännesvuosittaisille ja kuukausittaisille
aineistoille.
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