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. . . Because a guy named Hess
ballooning up found more not less.




Since the dawn of time we have looked up at the sky and wondered what is there. Ancient
astronomers started to track the objects on the sky and came up with theories to explain their
observations. Nowadays we have come quite some way in the field of astronomy. The theory of
gravity gave us a description of how space and matter interact and the field of particle physics
described the particles in the Universe and their interactions. This is not to say, that we under-
stand the Universe now. It is fair to say every answer comes with its own set of new question.
So too in the field of astroparticle physics, where we look at the Universe, not by means of light,
but by the atomic particles, accelerated to nearly the speed of light, cosmic rays, that arrive at
Earth and collide with the atmosphere, cascading into millions of particles in what is called an
extensive air shower. From what sources did these particles come? How were they accelerated to
such enormous energies? How did they propagate on their way to Earth? What happens in the
interactions in our atmosphere? These questions are what drives astroparticle physicists to study
cosmic rays.
In Chapter 1, a short overview on the history of cosmic rays is given. Research in the past
century has taught us much already about what sources could produce cosmic rays, from what
direction they come, how magnetic fields in space could have affected their paths towards us, and
of particular interest for this thesis, what types of particles these cosmic rays consist of. There have
also been large steps made in understanding how cosmic rays interact in our atmosphere. Research
at the Large Hadron Collider (LHC) at CERN has provided understanding of the interactions of
subatomic particles such that the interactions of extensive air showers at the even higher energies
can be attempted to be understood.
A rather more recent contribution to the field are the measurements of radio emission produced
in the air showers. This radiation contains a wealth of information and in particular it is sensitive
to the type of cosmic-ray particle that induced the air shower. In Chapter 2 is described how
extensive air showers can be detected on the ground, using a range of detection techniques,
ranging from direct detection of the produced secondary particles, to measuring fluorescence
light, Cherenkov light, and radio emission created in the cascades. The detectors and detection
techniques employed by the Pierre Auger Observatory in Argentina are described in detail, since
the work in this thesis is done using data from that experiment. Chapter 3 is dedicated to
the description of the methods developed at the Pierre Auger Observatory to reconstruct the
properties of air showers. This chapter also describes how we can use simulations of air showers
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to interpret our measurements.
Using these reconstruction methods, we have developed a way to select a high-quality set of air
showers detected at the Pierre Auger Observatory. This is described in Chapter 4. In Chapter 5
we describe a method to compare measured radio emission to simulations to reconstruct the types
of particles that induced the measured air showers. In Chapter 6 we validate our method against
results from the independent fluorescence-light measurements and we present the results from the





1.1.1 A Short History
The earliest indication of the existence of cosmic rays were found by looking not up but down. It
was known at the end of the 19th century that some rocks had the property of emitting ionizing
radiation. By 1912, Victor Hess, who was investigating this ionizing radiation by flying up in a
balloon up to 5 km, made the discovery that the level of radiation went up the further away from
the ground he got [87]. This led him to conclude that the radiation must have its origin in space,
for which he was awarded the Nobel Prize in 1936. In the years following Hess’ first flight, more
experiments followed with improved detector designs. W. Bothe and W. Kolhörster showed that
the radiation is actually consisting of charged particles [50]. Kolhörster went on to discover that
these particles do not come alone. In 1938 he detected coinciding signals in two Geiger-Müller
counters 75 m apart [104] which he interpreted as coming from the secondary particles produced
by interactions in the atmosphere from a higher-energy primary cosmic ray. This was further
studied by Pierre Auger for larger detector spacings high in the Swiss Alps [34]. The foundation
was laid down and new detection techniques were developed and detector arrays grew in size to
detect the larger footprints on the ground of the higher-energy primary cosmic rays. For a more
thorough review e.g. Blümer et al. (2009) [95].
1.1.2 The Cosmic-Ray Spectrum and Origin
Cosmic rays play an important role in astrophysics on multiple scales, with cosmic-ray energies
measurable on Earth, ranging from typically MeV to 100 EeV [95]. The low-energy cosmic rays,
up to 100 MeV, are produced by accelerating particles in the solar wind. To get higher kinetic
energies into the particles, bigger accelerators are required. From GeV to 0.1−1 EeV acceleration
is currently believed to be mainly the result of 1st order Fermi acceleration in the shock fronts
of supernova remnants (SNR). The basics of this process involve a particle from the interstellar
medium being swept up by the supernova shock wave, passing the shock front multiple times,
gaining energy every time, until the energy is high enough to escape the system.
At a certain energy also the magnetic field of the Galaxy can no longer contain the cosmic
rays. A rough estimation for this energy is given by the Larmor equation that, rewritten for
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Figure 1.1: Hillas diagram showing accelerator candidates in a diagram of magnetic field strength
versus physical size. The size and magnetic field of astrophysical objects determines the














Here Z and E are the charge and energy of the cosmic ray, B the magnetic field in the Galaxy
and r the size of the source region, which here is approximately the thickness of the galactic disk.
Above this energy the origin of cosmic rays must hence lie outside the Galaxy. One of the main
candidates for extra-galactic accelerators are active galactic nuclei (AGNs); super massive black
holes with a large accretion disc and powerful jets that accelerate particles. They are located in
the center of galaxies and are powerful enough to outshine their host galaxy.
The energy that cosmic rays get from acceleration can be related to the size and magnetic















1.1 Cosmic Rays 5
Figure 1.2: Energy spectrum of cosmic-ray flux measured on Earth. It shows the regimes of direct
measurements up to EeV energies. These originate from the solar wind and from within
our Galaxy. Above EeV energies air shower measurements are used to measure the
high-energy cosmic rays originating from outside the Milky Way. Figure from [90].
It describes the minimum values for magnetic field B and size L of the accelerator to produce
cosmic rays with charge Z, energy E, and velocity β · c. Comparing the sizes and magnetic fields
for known astrophysical objects and plotting them in a so called Hillas diagram (Figure 1.1) then
shows possible sources of high-energy cosmic rays.
The flux of this range of cosmic-ray energies can be visualized in the power law spectrum in
Figure 1.2 and described by dN ∝ EγdE. Just below of the energy range shown in the figure, is the
solar wind regime with high flux but low energy, so that solar wind particles are mostly deflected
away from Earth by the solar and Earth’s magnetic fields. From the top left to the first knee1 it
follows an almost perfect power law with γ = −2.7. From 1st order Fermi acceleration one would
expect γ = −2 but due to propagation effects (section 1.1.3) it becomes γ = −2.7 when measured
at the Earth. From the first knee on, cosmic rays leak out of the Galaxy, which happens first
1The flux on Earth at the point of the first knee is about 1 particle per year per m2. In the top left part at
roughly 100 GeV the flux is about 1 particle per second per m2
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for lighter particles (low Z). As a result, the power law becomes steeper. Progressively heavier
and heavier particles leak out of the Galaxy when increasing in energy, until the ankle is reached.
Here the extra-galactic cosmic-ray flux becomes dominant, even though the flux is very low at
this point2.
1.1.3 Propagation and Arrival Direction
Between their origin and detection on Earth the cosmic rays can be influenced by the Universe
around them. The electrically charged cosmic rays can be affected by deflection in magnetic fields
where they lose energy by synchrotron emission, they can lose energy from ionization interaction
with other matter, they can scatter, break up by collisions, or decay. Neutral cosmic rays, such
as neutrons will not be deflected by magnetic fields, but neutrons will decay on the time scale of
minutes. Neutrinos on the other hand have low probability to interact with any matter and don’t
decay, so they directly point back at their sources in straight lines.
Typically, cosmic rays with rigidity up to 20 GV are influenced by the solar magnetic field
[146]. The lowest energies are deflected altogether while the higher energies are hardly affected.
As a result the energy spectrum of measured cosmic rays on Earth changes around these energies
as function of time. At higher energies the effects become negligible and propagation is only
governed by effects on a galactic or extra-galactic scale. A simple model of interactions during
propagation through the Galaxy can be described by the diffusion equation [90] which describes
the evolution of the number of particles of a certain mass number Ni:
dNi
dt
= ∇(D∇Ni) (Fick’s diffusion law)
− ∂
∂E
(biNi) (Ionization energy loss)














(Decay of heavy nuclei)
These effects, together with the galactic magnetic field, influence the energy, mass, and tra-
jectory of the cosmic rays constantly, which results in a roughly uniform distribution of cosmic
rays in the Galaxy. This means that in general, as seen from the solar system, cosmic rays with
rigidities above 20 GV should come from all directions in roughly equal numbers.
Above the ankle the extra-galactic cosmic-ray flux starts to drop off more rapidly. This can
be in part ascribed to a limited amount of sources that are large enough to accelerate particles
to such ultra-high energies, but also to a decreasing attenuation length (the typical path length
2At the ankle the flux on Earth is 1 particle per year per km2 and at the lower right corner at 100 EeV the flux
is 1 particle per century per km2.
3The breaking up of heavy elements by means of collisions with the surrounding medium.
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Figure 1.3: Energy spectrum of cosmic-ray flux with some of the current experimental results and a
fitted model to the flux and composition measurements. The inset shows the rescaling
results of experiments to attempt to correct for systematic uncertainties. Figure from
[142].
before interaction occurs) at higher energies. At energies above 1020 eV it has been predicted
by Greisen, Zatsepin, and Kuzmin that that cosmic rays interact with the cosmic microwave
background (CMB) and lose energy by creating pions via the ∆-resonance [79, 158].
1.1.4 Composition
The types of particles cosmic rays consist of is key to understanding the sources, acceleration
mechanisms, and propagation. At the lower end of the cosmic-ray spectrum it is still possible to
do direct detections of cosmic rays such that composition can be measured directly. At energies
above the knee, one has to rely on indirect detections of cosmic rays and composition-sensitive
parameters and models to reconstruct the composition. Figure 1.3 shows recent work on this,
producing a good illustration of the composition over the whole energy spectrum and the uncer-
tainties in our current knowledge. Of particular interest is the region around 1017 to 1018 eV (105
to 106 TeV), where it is suspected that the origin of the cosmic-ray flux transitions from galactic
to extra-galactic sources, leading to an interesting change of composition. This again illustrates
the importance of studying composition in order to understand the nature of cosmic rays.
1.2 Extensive Air showers
When a cosmic ray reaches the atmosphere, the chance of collisions with particles in the atmo-
sphere increases with the amount of matter encountered. On collision, the primary particle can
produce new particles, secondary particles, which again will collide in a repeating cascade until
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millions of particles have been created4. This cosmic ray-induced cascade is called an extensive
air shower.
1.2.1 Particle Interactions
When the cosmic-ray particle hits a nucleus after travelling for a typical interaction length λI ,
energy is transferred into the creation of new particles in the form of p, n, π±, π0, K0 and K±
particles. These can either scatter on a new nucleus5 or decay in the following channels:
π+ → µ+ + νµ
π− → µ− + ν̄µ
π0 → γ + γ
K+ → π+ + π0
K− → π− + π0.
Therefore, at this stage, also muons, photons, and neutrinos are produced. These again can
scatter to produce more particles; the muons can decay and photons can produce electron-positron
pairs:
µ+ → e+ + νe + ν̄µ
µ− → e− + ν̄e + νµ
γ → e− + e+.
A produced electron in turn can emit a photon again. All these processes keep occurring until
the critical energy is reached, where ionisation losses start to dominate and the cascade starts to
die out. Figure 1.4 displays a schematic picture of the processes and the three components in
which the created shower of particles can be divided: the electronic component (red), the hadronic
component (blue), and the muonic component (green).
Three examples of an extensive air shower are shown in Figure 1.5. The shower on the left
shows a proton colliding and producing an air shower. All secondary particles, in turn, interact
on average after one interaction length, unless already decayed. Produced electrons will radiate
photons after a typical length d = ln(2)X0, where X0 is the radiation length (see Figure 1.5). Both
the interaction and radiation lengths get shorter in physical length while penetrating further into
the atmosphere where the atmospheric density keeps increasing. When the shower hits the ground
most of the energy that still remains in the shower is quickly absorbed by the (even denser) ground.
Muons penetrate far into the atmosphere with respect to the rest of the shower components.
Besides these interactions, secondary processes occur. Most created secondary particles are
still moving near the speed of light6 so in the presence of a medium with non-zero refractive
index, Cherenkov radiation will be produced. Along the shower path a cone of radiation will
be pointed down to the ground by relativistic beaming. The secondary particles will also excite
4Typically, that is. This depends on the energy of the cosmic ray.
5The decay time of a π0 is very short so will hardly ever scatter.
6The speed of light in vacuum.
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Figure 1.4: Schematic display of the 3 components of a proton-induced air shower and the typical de-
cay channels. Shown are the electromagnetic component (red), the hadronic component
(blue), and the muonic component (green). Figure from [90].
the atmospheric molecules which, in turn, release UV fluorescence light. Many of the secondary
particles will be charged particles that when accelerating will induce a nett current leading to
MHz radio emission. The latter will be the focus in this thesis and will be covered in detail in
Section 1.3.
1.2.2 Shower Depth and Xmax
A simple description of the development of an air shower is the Heitler model of electromagnetic
[86] and hadronic showers [113]. Electromagnetic cascades are modelled as a photon with energy
E0 creating a electron-positron pair after a splitting length of d = ln(2)λI , where λI is the radiation
length, each carrying half the energy. Each electron and positron in turn will emit a photon by
bremsstrahlung doubling the number of particles again. After n such steps the number of particles
in the cascade is N = 2n each with energy E0/N and a distance of d = ln(2)nλI will have been
traversed. This repeats until pair production stops around the critical energy Ec = 85 MeV at
step nc. This is the moment the shower has reached its largest extent. The maximum number of
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Figure 1.5: Cross section of simulations of extensive air showers, induced by a proton, an iron nuclei,
and a gamma-ray cosmic ray. The colors, indicating the type of shower component, are
the same as in Figure 1.4. The different axes on the left show altitude, atmospheric
depth, interaction length, and radiation length. The right subfigure shows the number
of particles that are produced in the shower. Figure from [90].





and the atmospheric depth X at which the shower was at its maximum, the depth of the shower
maximum Xmax, is given by






For the hadronic cascade model, one starts with an incoming proton that interacts after
d = ln(2)λh, where λh is the interaction length. The proton will produce with equal probability a
neutral π0 particle, a π+, or a π− particle. The π0 decays nearly instantly into two photons, but
the charged pions interact again producing more pions such that after n such steps the energy





E0. Below the critical energy of Ec = 20 GeV the charged
pions will decay into muons ending the cascade. By approximation this can be extended to
initial particles with different atomic mass A, by considering them as a superposition of A proton
showers with an equal fraction of the total energy of the initial particle. It can be shown that for
a particle of atomic mass A this leads to a depth of the shower maximum of
XAmax = Xpmax − λI lnA. (1.5)
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The maximum of the shower thus depends on the atomic mass of the particle because heavier
particles will interact higher up in the atmosphere than protons. Or, reversing the argument, by
measuring where the shower reaches it maximum extent one can derive information on the initial
particle’s atomic mass. The mass-resolving power in this scales with lnA such that at higher A
it becomes more difficult to distinguish between particle types. For that reason it is convention
to study just four mass groups: roughly equally spaced in ln(A) one finds protons (H), helium
nuclei (He), nitrogen nuclei (N), and iron nuclei (Fe), which are used as proxies to denote these
four mass groups.
Simulations of Extensive Air Showers While the Heitler model is simplistic, it qualitatively
is in agreement with Monte-Carlo simulations that combine the relevant physics with particle
properties measured in the lab. The Heitler model is however not sufficient to describe the
showers in enough detail to study their properties. For that Monte-Carlo simulations codes have
been developed that calculate the interactions of particles in the shower on a microscopic level.
Interactions are generated with probabilities defined by lab measurements of particle-interaction
cross sections, such as done at the LHC, which are extrapolated to higher energies. Examples
of such models are FLUKA [38] and UrQMD [49] for interactions at lower energies, while codes
such as QGSJetII [125], EPOS-LHC [128], and SYBILL [24] are typically used for the highest
energy interactions. The latter are used within the air shower simulation codes such as CORSIKA
(COsmic Ray SImulation for KAscade) [85] and AIRES (AIR-shower Extended Simulations) [144].
These codes also allow for realistic treatments of the atmosphere and the magnetic field at a specific
location and point in time. These codes can be computationally expensive, taking multiple days.
The CONEX [45] algorithm was created to mitigate this by only doing the full Monte-Carlo
calculations at the higher energies and using cascade equations below a certain energy threshold,
lowering the time to simulate air showers by orders of magnitude.
The Xmax Distribution The natural distribution of Xmax measured for extensive air showers
can be analytically described by a Gumbel distribution because of the stochastical nature of the
particle cascade. The distribution has been parametrized using CONEX simulations for different
particle types, different hadronic interaction models, and over the range in energies from 1017
to 1021 eV [126, 64]. Figure 1.6 shows this Xmax distribution for CONEX simulations using
the QGSJetII-04 hadronic interaction model for a range of energies and range of atomic masses
relevant for the radio detector AERA (Section 2.2.6). As was already hinted at in the Heitler
model of air showers, Xmax shifts to lower values with increasing atomic mass. Additionally,
one can see that the spread in Xmax decreases with increasing energy. So, to study the types of
particles in cosmic rays, both, the first moment of Xmax (the mean of the distribution, 〈Xmax〉)
and the second moment (the width of the distribution, σ(Xmax)), are parameters of interest to
compare between measurements and models.
The current state of the measurements and simulations of the mean (left) and width (right)
of the Xmax distribution are shown in Figure 1.7. The red and blue lines show the predictions
from CORSIKA air shower simulation for, respectively, a pure proton cosmic-ray composition
and a pure iron composition. The model lines for the three main hadronic interaction models,
QGSJetII-04, EPOS-LHC, and Sibyll 2.3d, as used in these CONEX simulations, are shown.
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Figure 1.6: Distributions of Xmax from CONEX simulations of air showers using the QGSJetII-04
interaction model, fitted with Gumbel distributions for several primary particles and
energies. Using parametrization from [126].
Several experimentally measured Xmax values haven been plotted and are colored by the emission
mechanisms that are used for the measurements: Cherenkov light (blue), fluorescence light (black),
and radio emission (red). The systematic uncertainties have been plotted where available.
The mass of the cosmic-rays corresponding to these Xmax values can be obtained using the
linear relation between the logarithmic mass and Xmax:







where A is the atomic mass and Xpmax and XFemax the values for a pure proton or iron composition
as displayed in the lines for the different hadronic interaction models.
Current understanding indicates that near the transition of cosmic rays of galactic to extra-
galactic origin (1017 to 1018 eV) the composition becomes lighter until, at the highest energies (of
purely extra-galactic origin), the composition eventually becomes heavier again. In the transition
region the results of different experiments are at best imprecise and at worst do not seem to be
in agreement, but one has to keep in mind that for all but three (TA, Auger, and LOFAR) there
is no comprehensive estimation of the systematic uncertainties available and all but the results
from Auger and Yakutsk, relatively, have a quite low number of measured air showers.
The radio experiments cover a relatively smal range in energies due to their smaller detector
surface areas. The larger area of the AERA radio array (see Chapter 2), combined with a detailed
study of systematic uncertainties, can contribute here to understand why the different experiments
and different detection techniques are seemingly not in agreement. The results of this will be
presented in Chapter 6.
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Figure 1.7: Mean (left) and width (right) of Xmax for CORSIKA air shower simulation for multiple
hadronic interaction models (lines) for protons (red) and iron nuclei (blue) [157] and as
measured by LOFAR [61], Tunka-Rex [46], Yakutsk-Radio [103], Tunka-133 [129], Auger
[157], HiRes/MIA [22], TA [82], and Yakutsk [130]. Colors have been used to distinguish
between detection techniques: Cherenkov light (blue), fluorescence light (black), and
radio emission (red). The statistical uncertainties on the mean and width of experimental
results are plotted as error bars and the systematic uncertainties as bands if available.
1.3 Radio Emission from Air Showers
1.3.1 Emission Mechanisms
In the electromagnetic part of an air shower, radiation is produced from the movement of electric
charges. This results in a thin radiation front propagating towards the ground that is detected
as a short sharp pulse of a few nanoseconds at MHz to GHz frequencies that is strongest in the
MHz regime. This radiation is dominated by geomagnetic emission where the geomagnetic field
separates the positive and negative charges in opposite directions by the Lorentz force. This
separation induces a transverse time-varying current in the shower front. This leads to coherent
emission of radiation in the MHz frequency regime as long as the wavelengths are larger than
the thickness of the wave front [98]. The polarization direction of the radiation is linear in the
direction perpendicular to the magnetic field ~B and the direction of the shower propagation ~v, so
is aligned in the ~v × ~B direction.
A second emission mechanism was proposed by Askaryan to originate from a nett negative
charge in the shower front caused by the shower dragging along electrons from the surrounding
medium. This charge excess leads again to a nett time-varying current giving radiation called
Askaryan emission or charge excess emission. This radiation is radially polarized with respect to
the shower.
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Figure 1.8: (a): Example of a footprint of radio emission on the ground of an air shower projected
in the shower plane, the plane perpendicular to the shower axis ~v and magnetic field ~B.
The color represents strength of the signal. Arrows indicate the polarization direction
of the two different emission mechanisms, as measured at radio antennas (black points).
(b): Schematic view of three air showers that started at different heights in the atmo-
sphere and their radio emission footprints. It illustrates the effect of the depth of the
shower maximum (Xmax) on the radio emission footprint on the ground. Figures taken
from [72].
The fraction of the total emission that comes from the charge excess is defined as the charge
excess fraction
a ≡ sinα |ECE|
|EGeo|
, (1.7)
where α is the geomagnetic angle, the angle between the shower axis and the geomagnetic field,
and ECE and EGeo the electric field of the charge excess and geomagnetic emission components,
respectively. The fraction depends on the magnetic field at the location of the measurements.
Measurements at LOFAR determined the value of a as function of shower zenith angle and distance
from the shower core [136]. At the AERA radio detector it was later determined to be of the
order of 14± 2% [2].
The two emission mechanisms with different polarization directions will lead to destructive and
constructive interference, giving an asymmetric radio footprint on the ground. This can be seen
in the left part of Figure 1.8 that shows the strength of radio footprint (electric field integrated
over the time window of the radio pulse) in the shower plane, the coordinate system that is tilted
from the ground to be perpendicular to the shower direction ~v and then rotated such that the
two other principle axes are perpendicular to the magnetic field ~B. In this coordinate system
the interference of the linear (green) and radial (orange) polarized components can be seen to
be destructive on the left side of the ~v × ~B-axis and constructive on the right side, leading to
a bean-like shape for the radio footprint. The right side of the figure illustrates that the shape
of the radio footprint is highly non-trivial. The contributions of the two emission mechanisms
1.3 Radio Emission from Air Showers 15
depend on the position in the atmosphere where the shower is first initiated and then develops
(e.g. due to the effect of a changing refractive index with height). Or, put differently, it depends
strongly on the distance to the shower maximum, which in itself is a strong function of zenith
angle.
It has been shown that there is relation between the emission of the radio signal and the energy
of the primary cosmic ray [4], such that the measured footprint can be used as a calorimetric
estimation of the cosmic-ray energy. Also the information about the primary cosmic-ray particle
type is captured in the footprint. Heavier particles will interact earlier in the atmosphere and
thus, for geometrical reasons, give a more extended footprint on the ground than light particles.
The width of the footprint can thus be considered a probe for the particle type.
1.3.2 Simulating Radio Emission
Several methods have been developed to describe the radio emission in extensive air showers, often
as an extension to existing air shower simulation codes. In the past years two main approaches
have been pursued for this. The first is to treat the macroscopic properties such as the currents
calculated in the particle cascade directly and calculate the emission from that. Examples of this
are MGMR [138] and EVA [154]. The advantage of this approach is that this is computationally
fast, but it is at the cost of details that are lost. The second approach is to treat the emission
at a microscopic level where one tracks the paths of individual particles and interactions that
might give rise to emission. This method is computationally more expensive, but it does not
rely on parametrizations or averaged quantities. Examples are CoREAS [92] and ZHAireS [29].
CoREAS is an extension to the CORSIKA air shower simulation code and uses the endpoint
formalism [96] to simulate the radio emission in the shower. In the endpoint formalism the
trajectories of accelerating charged particles are decomposed in instantaneous acceleration events
connected by straight paths. Emission then occurs where the acceleration happens. It can be
shown that the electric field in the frequency domain at frequency ν for an observer at position ~x
is given by










1− n~β∗ · r̂
· r̂ × [r̂ × ~β∗], (1.8)
where q is the charge of the particle, k = 2πνn/c the wave number with refractive index of the
medium n, ~r the axis between observer and particle, R the length of that path, t′0 the retarded
time, and ±~β∗ the arrival and departure velocity at the endpoint, respectively. This equation can
be rewritten for the time domain to give the electric field averaged over a time interval ∆t:
~E±(~x, t) = ±
1
∆t
r̂ × [r̂ × ~β∗]
(1− n~β∗ · r̂)R
. (1.9)
The advantage of this method is that it allows for a step-by-step calculation of emission for
each particle, such that it works very well with Monte-Carlo codes like CORSIKA/CoREAS. It
is also straightforward in arbitrarily complex surroundings, such as an atmosphere with varying
refractive index. Furthermore, since it is based on first-principle electro-dynamical calculations,
it does not depend on our understanding of specific radio emission mechanisms in air showers
making this ideal to investigate air shower properties.
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1.3.3 Atmospheric Electric Fields
Electric fields created by extensive air showers are not the only electric fields in the atmosphere.
Normally those are of little importance for cosmic-ray measurements because they are relatively
small compared to the cosmic-ray induced fields, but during strong thunderstorms, atmospheric
electric fields can become important. Those fields, if of comparable magnitude, can interfere
with cosmic ray-induced electric-field signals in both amplitude and polarization direction [149]
affecting the ability to measure the cosmic-ray signals.
Simulations codes such as CoREAS can account for an atmospheric electric field strength, but
in general electric fields in thunderstorms are highly non-trivial to disentangle from the cosmic-
rays signals. For that reason high-quality cosmic-ray detection during thunderstorms is typically
avoided. However, progress has been made in extracting shower properties under thunderstorm
conditions [139]. The other way around, cosmic rays have been used at LOFAR as a probe to do
tomography of thunderstorms [137].
Chapter 2
Detection of Extensive Air Showers
2.1 Introduction
The field of cosmic-ray detection has come a long way since the earliest detections with Geiger-
Müller counters. Nowadays, with the advancements in micro-electronics it is possible to continu-
ously operate a detector and store to disk signals from cosmic rays at a high rate. Many techniques
have been developed to measure different aspects of the air showers and these are nowadays also
deployed together in hybrid, combining their information, to reconstruct the properties of cosmic
rays.
For low-energy cosmic rays up to a few MeV, the energy can be fully absorbed by simple
means. This is done, for example, with silicon solid-state detectors that create electron-hole pairs
when excited. Using multiple layers can provide information on the trajectory and energy. For
energies between MeV and GeV a magnetic spectrometer is often used to identify the momentum
of charged particles by tracking the path through a magnetic field. For energies ranging from GeV
to TeV calorimeters are used. These consist of densely stacked layers of scintillator and absorber
material (often lead or iron) representing several interaction lengths. Because this method can be
applied in a compact setup, it can easily be put in space to directly measure the primary particles
before they collide with Earth’s atmosphere.
For cosmic rays with higher energies, absorbing all the energy in a calorimeter becomes prob-
lematic. This would require impractical amounts of absorbing material. This is made worse by
the rapidly decreasing cosmic-ray flux, as can be seen from the steeply falling cosmic-ray energy
spectrum (∝ E−3). A way around this, is to use the atmosphere itself as an absorber that creates
a shower of particles that can spread out over hundreds of meters to kilometers in diameter, de-
pending on the energy and arrival direction of the cosmic ray. A shower front is relatively dense
with particles, so an array of multiple detectors over a large area can be used to capture the
footprint of the entire shower. The difference in arrival time at the different points of the array
gives information about the direction of the shower. By combining scintillators to detect electrons
and muons, calorimeters for those and hadrons, Cherenkov, fluorescence, and radio detectors for
the secondary emission radiation, a detailed reconstruction can be made of the shower properties
and of the primary cosmic ray.
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Figure 2.1: Schematic view of the Pierre Auger Observatory. Covering an area of 3000 km2, there
are 1660 SD stations (black dots) overlooked by 4 FD sites with 6 fluorescence telescopes
each (blue lines indicate the respective field of view). Near the Coihueco FD site there is
an additional denser grid of SD stations, 3 fluorescence telescopes looking higher up into
the air (HEAT), underground muon detectors (AMIGA), and a radio array (AERA) to
also study the lower-energy showers. Near the center are the CLF and XLF calibration
laser facilities and a balloon launching facility for atmospheric monitoring [3].
The Pierre Auger Observatory [3] was built to study the properties and origins of high energy
cosmic rays of energies above 1017 eV. It is located near the city of Malargüe (Argentina) at
(35.0 − 35.3◦ S, 69.0 − 69.4◦ W) and 1340 to 1610 m above sea level. The observatory spans a
total area of approximately 3000 km2 with detectors to probe air showers.
It was originally proposed by Jim Cronin and Alan Watson back in 1991 with the goal of
collecting enough statistics on the highest-energy cosmic rays. This would only be possible with a
large collecting area of detectors. Development of an array, combining water-Cherenkov detectors
(WCD), also called surface detectors (SD) and fluorescence detectors (FD) started soon after and
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became operational in 2004 with 154 ground detectors, followed by many more, totalling 1660 in
2008 when it became fully operational. An overview of the observatory is given in Figure 2.1.
The detectors and facilities will be explained in more detail in the following sections. Employing
many of the detection techniques, the detectors of the Pierre Auger Observatory will also be used
to explain the air shower detection methods in general.
2.2.1 Surface Detector (SD)
Figure 2.2: Illustration of an SD station upgraded with SSD and RD-Upgrade detectors. Other
components are labelled. Schematic view adapted from [91].
The main detectors of the observatory are the surface detectors (SD) (Figure 2.2) [27]. These
are fully autonomous water-Cherenkov detectors (WCD), tanks filled with ultra-pure water, con-
taining photo multiplier tubes (PMTs) to detect Cherenkov light produced by interacting charged
secondary cosmic-ray particles. They are low cost, are operational all the time running on solar
power, and are able to measure deposited energy from any direction. Each detector is a cylinder
with a diameter of 3.6 m and a height of 1.2 m, which gives it a good sensitivity to detect air
showers over a large range of zenith angles. They are also very durable with typically at least
98.5% of the SD stations operational. These factors make the SD stations an ideal instrument to
cover a large area.
The SD stations are spread out on a 1.5 km grid. This distance is chosen to get enough
stations, with signal above threshold for detecting air showers with energies above 1018 eV, for
the reconstruction of the shower front and to probe the particle density of the shower footprint,
20 Chapter 2 : Detection of Extensive Air Showers
while also minimizing the financial costs for an array that needs to be as large as possible to probe
the highest energies.
Each station contains 3 PMTs that measure the Cherenkov light produced from passing
charged particles. The signals are measured in units of vertical equivalent muons (VEM), the
signal produced by a muon traversing the WCD on a vertical trajectory through its center. If
all three PMTs record a signal of at least 3.2 VEM in coincidence and this happens in at least 4
SD stations with trigger timing compatible with an arriving air shower, then it is considered an
air shower candidate. This method is near full efficiency (over 99%) for air showers with zenith
angles below 60◦ and energies above 3 · 1018 eV [16].
The shower arrival direction can be determined from the timing of the received signals by
fitting a plane-wave front. Timing information is provided for each station by a GPS receiver.
The resolution of the arrival direction reconstruction is around 1◦ [14]. Given a reconstructed
arrival direction, the amount of particles detected by each SD station can be used to reconstruct
the particle footprint and the shower core position. The footprint shape can be described using
the NKG function developed by Nishimura, Kamata, and Greisen [123, 78]. The resolution of the
core position reconstruction is around 50 m [145]. An energy estimator, S1000, is then defined as
the VEM signal strength at 1000 m from the shower core. A function for this estimation as a
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. (2.1)
The distance of 1000 m has been determined by simulations to be the optimal distance for the
1500 m grid by minimizing for the fluctuations of the expected signal [80] at under 5%. β and γ
are fitting parameters depending on the arrival direction of the shower and 700 m is included as
a scaling constant. Figure 2.3 shows an example of an air shower measured with SD.
S1000 depends on zenith angle so it is converted to the value it would have if it would arrive
from the median zenith angle of 38◦ using the constant intensity cut method (CIC) [63]:
S38 = S1000/CIC(θ), (2.2)
where CIC (θ) is a fitted polynomial function to the attenuation curve, describing the zenith
angle dependence. The S38 energy estimator scales with the primary energy of the cosmic ray.
An energy estimator ESD of the primary cosmic-ray energy has been determined by calibration
of S38 to the calorimetric measurements EFD of the fluorescence detector [63]:
ESD = A · (S38)B, (2.3)
where A = (0.186 ± 0.003) EeV and B = 1.031 ± 0.004 are the calibration constants. The
systematic uncertainty on this energy scale is 14%. This energy scale allows to get calibrated
estimations of the primary cosmic rays for an air shower measured with SD.
2.2.2 Surface Scintillator Detector (SSD) upgrade
As part of the Auger Prime upgrade [8] the SD stations are being upgraded with an additional flat
scintillator of 3.8 m2 mounted on top: the Surface Scintillator Detector (SSD). These scintillators
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(a) (b)
Figure 2.3: (a): Footprint of a measured air shower in the SD stations (circles) within the 750 m
spaced array. The signal strength is represented as the size of the colored points. The
color indicates the time of the arrival of the signals. Overlayed in segments of a circle
is the field of view of the FD detectors where green segments indicate a recorded air
shower signal.
(b): NKG fit (Equation 2.1) of the air shower signal in the surface detector plotted as
function of the distance to the shower core. The signal at r = 1000 m is used as estimator
for the cosmic-ray energy. Figures are created using the EventBrowser tool supplied in
the Auger analysis software Offline.
have different response to the electromagnetic and muonic components of the air showers, such
that with the combined SD-SSD measurements, the two components can be disentangled. This is
of particular interest for the study of mass composition since the fraction of those two components
depends on the initial particle mass.
2.2.3 Radio Detector Upgrade
Also part of the Auger Prime upgrade is the installation of a short aperiodic loaded loop antenna
(SALLA) radio antenna on each of the SD stations [91]. The radio antennas are sensitive to
the electromagnetic component of the showers, so together with SD also allow to disentangle
the electromagnetic and muonic components to do mass composition studies like the SD+SSD
combination. These methods are complementary. The flat scintillators limit the sensitivity to
showers coming far from the zenith, while the SALLA radio antennas remain sensitive towards
the horizon. Combined they are sensitive to showers up to the highest energies (1018 to 1020 eV)
from most directions on the sky.
2.2.4 Fluorescence Detector (FD)
The fluoresence detector (FD) [59] consist of four sites with fluorescence telescopes overlooking
the array. The sites are named Los Leones (LL), Los Morados (LM), Loma Amarilla (LA) and
Coihueco (CO). Figure 2.4(a) shows one of the FD sites, each having six fluorescence telescopes
with a UV filter and aperture system that lets through most of the fluorescence light between 310
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(a) (b)
Figure 2.4: (a): Outside view of an FD building with four of the six bays in view. In the background
on the left the radio-communications tower is visible.
(b): Schematic view of the inside of one of a single bay. Fluorescence light passes through
the aperture system and UV filter, is focused by the mirrors, and detected with the PMT
cameras. Figures from [3].
and 390 nm while blocking most other non-shower-related light. The fluorescence light, emitted
isotropically by an air shower, is produced by the cosmic-ray secondaries that excite nitrogen
molecules in the atmosphere. The received light is also corrected for aberrations by a corrector
ring. This incoming light is then focused by a spherically focused segmented mirror of roughly
13 m2 on an array of 22× 20 PMTs (schematic view in Figure 2.4(b)) [3].
From the timing of the triggered pixels and the surface detectors, the cosmic-ray trajectory
is reconstructed. The geometrical information combined with the signal strength in the PMTs
can then be used to reconstruct the signal along the cosmic-ray path. An absolute calibration
is performed periodically using a reference light source (DRUM ) and relative calibrations of the
telescopes occur daily. The amount of fluorescence light produced in the atmosphere is calculated
with the results from the AIRFLY experiment [35]. The clarity of the atmosphere affects the
amount of light that reaches the FD. The most important component of atmosphere is the vertical
aerosol optical depth (VAOD). The amount of aerosols are measured using the CLF and XLF laser
facilities (Section 2.2.7) and other atmospheric conditions are measured with the weather stations,
occasional balloon flights, and the Global Data Assimilation System (GDAS) atmospheric models
[19].
One is then able to get a shower profile dEdX (X) that describes the energy deposit E at a
certain atmospheric depth X. An example of a measured shower signal in the PMTs and the
reconstructed shower profile is given in Figure 2.5.
A geometrical reconstruction by means of the positions of the pixels, the arrival time of the
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Figure 2.5: (a): Air shower signal as observed in two adjacent fluorescence telescopes. The color
illustrates the arrival time of the light. The solid red line is the reconstructed path on
the sky.
(b): Measured deposited energy along the shower axis in units of atmospheric depth
(black points) and a Gaisser-Hillas fit to the shower profile (red line). Figures are
created using the EventBrowser tool supplied in the Auger analysis software Offline.
light, and light intensity, can then be performed to get the reconstruction of the path of the cosmic
ray. By looking at the intensity, comparing it to the atmospheric slant depth X (the depth along
the path of the shower), the shower profile dE/dX can be reconstructed which is then used to
reconstruct the energy of the primary. The energy deposited along the cosmic-ray path can be
















where R and L are shape parameters that are loosely constrained using measured and simulated
air showers while still allowing for shower-to-shower fluctuations, and Xmax the peak of the shower
profile. The total energy of the shower can then be calculated by integrating of the full profile





Part of the energy of the primary cosmic ray will go into neutrinos and high energy muons
that will deposit the energy in the ground out of sight of FD. This invisible energy needs to be
accounted for to use the FD Ecal as an estimator for the cosmic-ray energy ECR. This energy-
dependent estimation has been made using measured data to be of the order of 15% with a
systematic uncertainty of 3% [12]. Accounting for all systematic effects of the FD detection
results in 14% systematic uncertainty on the cosmic-ray energy. The resolution with which the
energy can be reconstructed is 7.6− 8.6% in the energy range between 1017.7 and 1019.8 eV [63].
2.2.5 The Low-Energy Extension
The high-elevation Auger telescope (HEAT) [58] consists of three additional fluorescence tele-
scopes, located at the FD site at Coihueco. These telescopes are very similar to the original
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Figure 2.6: A map highlighting the section of the Pierre Auger Observatory where several denser
sub-arrays are located for the study of cosmic rays in the range of 1017 and 1018 eV.
Shown in addition to the SD-1500 and field of view of the Coihueco FD site, are the
low-energy detectors for fluorescence light (HEAT), particles (SD infill/AERAlet), and
radio emission (AERA).
fluorescence telescopes but can be tilted upward by 29◦. HEAT increases the field of view of the
Pierre Auger Observatory so that it can detect showers that start higher up in the atmosphere,
which are typically lower energy showers. This enables the Pierre Auger Observatory to extend
the energy range a decade down in energy to 1017 eV. This low-energy extension is also realized
with an infill array, covering an area of 23.5 km2, composed of SD stations spaced halfway in
between the regular 1500 m SD grid (SD-1500 ), i.e., forming an array with 750 m distance be-
tween detectors (SD-750 ) (see Figure 2.6). This infill permits to lower the trigger threshold by
one decade in energy and to detect with full efficiency cosmic rays down to 1017.5 eV [67].
The approach to air shower reconstruction with the SD-750 grid is similar to the SD-1500 as
described in Section 2.2.1. The SD-750 energy estimator is the signal measured at 450 m from
the shower core, S450, corrected to a reference zenith angle of 35◦, S35. The correlation between
this SD energy estimator S35 and the calorimetric energy EFD, measured by the FD, can be well
described by a simple power law function EFD = A · (S35)B. The parameters A and B, obtained
through a fit on a sub-sample of high quality hybrid events, in the energy range of full efficiency
of SD-750, are A = (0.1325 ± 0.0042) · 1017 eV and B = 1.0060 ± 0.0091 [57]. The detection is
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Figure 2.7: Map of the main AERA stations marked by the AERA-phase, antenna type, and trig-
gering mechanisms in the initial state after first deployment. The self-triggered AERA-I
LPDA antennas were equipped with externally-triggered electronics in 2016. The loca-
tions of several prototype stations are not shown.
fully efficient down to energies of 1017.5 eV at zenith angles below 55◦ [67]). The SD-750 grid
achieves a resolution on the cosmic-ray energy of around 13% at energies below 1018 eV. The infill
reconstruction is of special interest for combination with data from the AERA radio detector
(Section 2.2.6) that operates in the same location and in the same energy regime. It can take
advantage of the full efficiency of the trigger of the particle shower to record radio data from the
same showers.
Furthermore, an even denser hexagon of stations at 433 m spacing (AERAlet), is deployed for
the study of showers down to energies of 1016.5 eV. Also part of the low-energy extension are the
muon detectors (MD, also called AMIGA), installed about 2.25 m underground [7].
2.2.6 Radio Detector (AERA)
The Auger Engineering Radio Array (AERA) was developed as an extension to the Pierre Auger
Observatory to measure radio emission of cosmic rays in the energy range of 1017-1019 eV [18].
With 153 antennas stations, spread over an area of about 17 km2, AERA is currently the largest
radio array in the world for the study of cosmic rays. These stations are autonomously operating,
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Figure 2.8: Photo of an LPDA antenna (left) and Butterfly antenna (right) deployed in the field.
Several elements are labelled. Image taken from [74].
powered by solar panels, and communicating over radio-communication links. The detection of
radio emission of air showers is a young field of study that only became practically possible in
the past 10 to 20 years with advancements in fast digital electronics. At AERA over the past
decade many hardware variations and detection techniques have been tested, resulting in an
inhomogeneous array.
The first phase, AERA-I, was started in 2011 with the deployment of 24 log-periodic dipole
array (LPDA) antennas spaced 144 m apart, followed in 2013 by the next phase, AERA-II, with
100 Butterfly antennas of which 60 stations were placed on a 250 m grid and 40 on a 375 m grid,
the two sections testing different triggering mechanisms. In 2015 a third phase, AERA-III, added
an additional 25 Butterfly antennas extending the 375 m grid with another 7 stations and added
a grid of 18 stations at 750 m spacing that follow the placement of the SD-750 particle detector
grid. Figure 2.7 shows the location of the stations. In addition, there have been several other
prototype stations over the years. Details on the antenna types is described in Section 2.2.6.1.
2.2.6.1 The Radio Detector Station
LPDA The first antenna type to be deployed in the field at AERA was the LPDA antenna
(Figure 2.8 left) [18] based on the design of the MAXIMA precursor experiment [60]1 and originally
on the LOPES-STAR design [84]. The LPDA radio detection station (RDS), as convention here
written as LPDA for short, consists of two dipole antennas where one is aligned with the magnetic
field, which is nearly along the north-south direction, and the other perpendicular to that along
1Multi Antenna eXperiment in Malargüe Argentina (MAXIMA). Coincidentally(?) sharing the name with now
Her Majesty Queen Maxima of The Netherlands, originally from Argentina.
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the east-west direction. The antenna is most sensitive in the 30 to 80 MHz band. Sensitivity
drops towards the horizon making this antenna type better suited to looking at vertical showers,
which are, by convention, showers at zenith angles below 55◦.
A measured radio signal is passed through an low-noise amplifier (LNA) with 20 dB gain, is
filtered to the 30− 80 MHz band for RFI suppression from the FM and short-wave radio bands,
and is then digitized. The GPS antenna makes sure that the measured signals are marked with
the time of the signal such that an event can be reconstructed at a later stage. Data and trigger
transfer is handled by 5 GHz communication-link to a central location.
Butterfly In the later stages of AERA, also lower-cost Butterfly antennas were deployed (Fig-
ure 2.8 right) based on the design of the CODALEMA radio experiment [56]. Radio detector
stations with this antenna type also have two dipole antennas aligned with the magnetic field.
This antenna is similarly most sensitive to vertical air showers. An advantage of this antenna,
situated at 1.5 m from the ground, is that signals reflected from the ground constructively in-
terfere with the direct signal, increasing the total sensitivity (but also adding a dependency on
ground conditions). Overall the Butterfly antenna is still less sensitive than the LPDA antennas,
leading to higher signal threshold above the ambient noise. The signal chain is similar to the
LPDA antenna stations.
Other Antennas There have been several experimental detector designs tested at AERA over
the years. These include three short aperiodic loaded loop antenna (SALLA) stations similar to
antennas deployed by the Tunka-Rex radio array [141] that are more sensitive to the horizon
compared to LPDA and Butterfly antennas, have a simple design, and due to that are cheaper
to use in a large array. More investigations of the horizontal air showers (and thus the vertical
component of the electric field) have been done using three antennas per station to directly
measure all three components of the electric field. Five Butterfly stations were modified with an
additional whisk antenna and three tripole stations were deployed [99].
2.2.6.2 Triggering and Data Acquisition
Externally-Triggered Stations Both LPDA and Butterfly stations have been deployed such
that they require an external trigger to record measured signals2. For these stations, signals are
continuously measured, digitized, and stored in a ring buffer of 7.4 s awaiting an external trigger.
External triggers can be supplied from several sources. The SD, FD, MD, and RD self-triggered
detectors supply triggers for air showers that are processed in the central data acquisition system
(CDAS) from local triggers of the individual detectors. Other external triggers can be generated
such as a periodic monitoring trigger that reads out all radio stations every 100 seconds to measure
ambient noise levels (see Chapter 4) and an airplane trigger from ADS-B signals from passing
aircraft for timing calibration purposes (Section 3.2.3.1).
The externally triggered stations have electronics developed by the Karlsruhe Institute for
Technology and the Bergische Universität Wuppertal (KIT/BUW) that employ a digitizer with
2In principle these stations also run with a self-trigger, but due to limited purity of the self-trigger they are in
practice operated with the external trigger only.
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Figure 2.9: Illustration of the coordinate system for the reconstruction of the vector effective length
~H(t) of an antenna (red drawing the center). Figure taken from [18].
a sampling rate of 180 MHz that store traces of 10240 samples (for AERA-II, 1024 for AERA-
I before 2014, and 2048 for AERA-I from 2014) giving a time trace of 57 µs (11.4 µs, 5.7 µs
respectively). The stored values are the digitized voltages as ADC counts in a 12-bit container.
The ring buffer is read out based on the GPS timestamp of the external trigger and the signal is
sent to the data acquisition system (DAQ) located at the Coihueco FD site.
Self-Triggered Stations The other triggering method is triggering on the radio signals them-
selves. The main advantage would be that the detector would not have to rely on other detectors
supplying triggers, allowing it to operate fully autonomously. But, this brings with it the chal-
lenge of relying on excellent noise suppression or else risk either many false triggers or, if a stricter
cut on the signals is applied due to sub-optimal noise suppression, missed air shower signals. The
deployed electronics was developed by the Dutch National Institute for Subatomic Physics and
Radboud University Nijmegen (Nikhef/RU) [155] and uses a 14-bit digitizer with a sampling rate
of 200 MHz and records traces of 1024 samples. It does not rely on a ring buffer. The digitized
signal is processed on an FPGA for a quick threshold calculation. It is then processed on a CPU
to identify a pulse-shaped signal. If found, the signal is sent to the central radio station (CRS)
located in the center of the self-triggered sub-array. If three or more stations trigger, then the
trigger is sent to CDAS which sends it also out as an external trigger to all externally triggered
detectors.
Several of the self-triggered stations are also equipped with dual scintillator particle detectors
that are used as internal trigger complementary to the radio-self trigger.
The self-triggered approach has the disadvantage that it needs to see a very good signal to
trigger. The measurement of small signals, that won’t pass the self-trigger criteria are not recorded
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Figure 2.10: Measured and simulated φ-component of the VEL, ~Ha,φ, for the LPDA antennas at
three different frequencies spanning the 30− 80 MHz band as function of zenith angle.
Figure taken from [18].
as opposed to the externally-triggered stations that get read out regardless of signal strength, can’t
be recovered and used later if a more sophisticated signal reconstruction is developed (for example,
using signal-template fitting or machine learning).
2.2.6.3 Radio Signal Reconstruction
To reconstruct the air shower properties with the radio stations, the recorded signal needs to be
reconstructed. The measured ADC signal represents the locally measured electric field, folded
with the antenna response and modified by the amplification and noise response in the complete
signal chain. The antenna response has been simulated using NEC-2 modelling of the antenna
and surrounding structure and can be used to unfold the measured voltage V (t) into the electric
field ~E(t) [18].
Assuming a spherical coordinate system with unit vectors ~uθ and ~uφ as defined in Figure 2.9
the electric field can be split in its two components as
~E(t) = ~uθEθ + ~uφEφ. (2.6)
The voltage can then be determined by convolution with the vector effective length (VEL)
~H(t) of the antenna as determined from the NEC-2 simulation such that we get
V (t) = ~H(t) ∗ ~E(t) (2.7)
or equivalently in the frequency domain as function of frequency ω with ~E(ω) and ~H(ω)
V(ω) = ~H(ω, θ, φ) · ~E(ω). (2.8)
Assuming the third component of the electric field along the ~er direction is negligible then the
voltages measured by the two dipole arms can be written as
V1(ω) = Hθ,1(ω, θ, φ)Eθ,1(ω) +Hφ,1(ω, θ, φ)Eφ,1(ω), (2.9)
V2(ω) = Hθ,2(ω, θ, φ)Eθ,2(ω) +Hφ,2(ω, θ, φ)Eφ,2(ω). (2.10)
These equations hold as description of the two signals, as long as there is a pure air shower
signal to be reconstructed, such that the ~er component is negligible. In practice this will no
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(a) (b)
Figure 2.11: (a): Air shower signal as observed in AERA (plus signs) and SD (circles). Extending
out from the core position (star) are the reconstructed arrival directions projected on
the ground for SD and AERA. The reconstructions are in good agreement
(b): Radio footprint of an air shower projected in the shower plane. Signal stations
are plotted with open circles where the color indicates the energy fluence as measured
by the stations. Plus signs represent stations with sub-threshold signal, cross signs
represent rejected stations. In the background the energy fluence according to a fitted
two-dimensional LDF model (Equation 5.3) is plotted. Figures are created using the
EventBrowser tool supplied in the Auger analysis software Offline.
longer be the case due to the arbitrarily polarized RFI noise that is present at any time due to
human-made radio transmissions, the galactic radio background, and RFI noise produced by the
detector electronics itself. This effect can become significant when the noise is strong, especially
towards the horizon for human-caused RFI, if signals are sufficiently small [106].
For a realistic detector one also has to take into account the effects of transmission in wires,
matching impedances, and amplifiers. A numerical simulation with NEC-2 can be made to deter-
mine this antenna model but alternatively one can perform measurements in the field to calibrate
the station. This is done a few wavelengths from the the antennas to avoid near-field effects to
emulate a plane-like wave front from an air shower. Several such calibration campaigns to measure
the signals of a radio-emitter test source at several wavelengths distance have been performed for
AERA using octocopter [52, 107] and balloon flights [18]. For illustration, the VEL ~Ha,φ (the
a marking the additional effects as described above are included with respect to Equation 2.8)
for the LPDA antennas at three different frequencies as function of zenith angle are shown in
Figure 2.10. One can observe the reduced sensitivity towards the horizon at all frequencies. The
general features of the pattern in measurements is well-described by simulations. Deviations are
smaller than 20%, and if averaged over all frequencies 5% [18, 143].
With the electric field ~E(t) reconstructed, the signal amplitude f [µV/m2] is defined as the
maximum amplitude of the Hilbert envelope of the electric field. A second useful quantity is the
integrated signal for which the energy density is defined, or conventionally also called the energy
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fluence u[eV/m2]. Part of the measured energy fluence will be from the background noise so this
will need to be subtracted. One can assume that before the cosmic-ray signal arrives or long after
the cosmic-ray pulse has passed, that the electric field time trace also represents the noise during
the time of the signal. The energy fluence can then be calculated as the integral over the time











where ε0 is the vacuum permittivity and c the speed of light. As an example the measured energy
fluences of an air shower are shown in Figure 2.11 together with the SD signals.
Note that this calculation of energy fluence does not account for the effects of polarization
causing interference between signal and background electric fields. When signals are small and on
the order of the background signal, this effect is expected to be non-negligible. During the process
of writing this thesis this has been further investigated [55], but has not been incorporated in this
thesis.
2.2.7 Other Auger Facilities
Balloon Launching Station The balloon launching station (BLS), located in the east of the
observatory, has been used up to 2011 to periodically measure the atmospheric density profiles
up to a height of 25 km [51]. These periodically measured profiles could be used in the recon-
struction of air showers and for simulation studies accounting for seasonal changes. These local
measurements have been used to validate the application of GDAS atmospheric models in air
shower reconstruction [51], that now typically replaces the old measurements in analyses.
CLF/XLF The Central Laser Facility (CLF) and eXtreme Laser Facility (XLF) are two laser
facilities installed at 12 km from each other in the center of the array, from which UV laser pulses
are fired into the sky. The FDs register these pulses as if they were roughly 100 EeV cosmic-ray
events and use this standard test beam to calibrate its systems [68, 3]. XLF is similar to CLF
but also includes automated calibration for measuring energy and polarization of the beam. CLF
also houses the Raman LIDAR system.
LIDAR In order to have well-operating fluorescence detectors, the atmospheric conditions need
to be corrected for on short time scales (transmission of light in the atmosphere for example is
influenced by weather). A light detection and ranging (LIDAR) system is installed at each of the
FD sites for this purpose [42]. This system shoots UV laser pulses into the sky and measures
the scattered light. The LIDARs scan the sky continually to measure cloud coverage, depth and
opacity, and the scattering and absorption by aerosols. It can measure in a sweeping motion
across the sky (continuous scan) or for discrete points in the sky (discrete scan). When an event
is registered by both SD and FD, the LIDAR stops the continuous/discrete scan and scans the
area of the sky of the hybrid event, this is called ‘shooting-the-shower’. The LIDAR also fires
horizontal shots in the direction of CLF to both measure the aerosol presence close to the ground
and to check its data against CLF response in the FDs.
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In the center of the array also an inelastic Raman LIDAR system is operated. The idea is
similar to the FD LIDARs, but it measures the smaller effect of Raman scattering instead of
normal elastic Rayleigh scattering. The main advantage of this technique is that the aerosol
scattering contribution is not seen in the back-scattered component. The normal LIDARs see it
in both, the transmission and back-scattered components. With the Raman technique one of the
contributions is measured independently, so assumptions on the aerosol scattering are no longer
needed.
2.3 Other Cosmic-Ray Radio Detectors
2.3.1 LOFAR
The low frequency array (LOFAR) [135] is a multi-purpose radio telescope array spread over
multiple locations in Europe, with a dense central core of antennas in the north of the Netherlands.
One of the science goals is to measure extensive air showers. It measures in the frequency range
of 30 − 80 MHz 3 and is sensitive to cosmic rays of energies between 1016 and 1018 eV. Typical
footprints of air showers are on the order of several hundred meters, so the only regions used for
the detection of cosmic rays are the dense cluster of antennas over a range of 320 m, called the
Superterp, and several sparse additional antenna clusters in the surrounding area spanning about
2 km. The antennas are triggered by 40 scintillator detectors, the LOFAR Radboud Air Shower
Array (LORA) [117]. While the effective surface area is much smaller than AERA, resulting in
less high energy showers, it does have dense clusters of antennas allowing it to study the radio
footprint in much higher detail and down to lower energies. This makes LOFAR, in addition to
being complementary to AERA, an excellent testing ground for detailed investigations that might
later be applied at AERA and elsewhere.
2.3.2 Tunka-133/Tunka-Rex
The Tunka Radio Extension (Tunka-Rex) is the radio array built at the site of the Tunka-133
Cherenkov detectors in Siberia [141]. The Tunka-Rex array consists of 20 SALLA-type dual-
dipole radio antennas on a grid of 200 m spanning roughly 1 km2. Being of similar size to the
LOFAR cosmic-ray detector, it also measures in the energy range of 1016 to 1018 eV. Tunka-Rex,
however, benefits from the presence the air-Cherenkov detectors to compare and calibrate their
results.
3LOFAR has low-band antennas (LBA) operating at 30− 80 MHz and high-band antennas (HBA) operating at
120− 240 HMz. Primarily the LBA antennas are used for the detection of cosmic rays.
Chapter 3
Air Shower Reconstruction and
Simulation
3.1 Introduction
Collaboratively working on developing algorithms for air shower reconstruction in a large ex-
periment with multiple detectors, such as for the Pierre Auger Observatory, is challenging and
sets some requirements. Methods are continuously being improved, requiring good version con-
trol. The reconstruction also needs modularity to accommodate different analyses with different
requirements. Also, the detectors have been built in stages with occasional upgrades to the
hardware, requiring a time variable detector description. Furthermore, on many occasions the
different measurements techniques will detect the same shower, such that the ability to do hybrid
reconstructions are of special interest. In Section 3.2 it will be described how these requirements
are realized for the reconstruction of air showers measured at the Pierre Auger Observatory. The
setup required for the reconstruction of Xmax with AERA (Chapter 5) will be presented in this
chapter.
Additionally, with the wide availability of computing resources, the goal of studying the pro-
cesses in air showers can be supported by Monte-Carlo simulation codes such as CORSIKA [85].
By matching observables reconstructed from measured air showers to those same simulated observ-
ables one can start doing this. It does require that the effects of the detector and reconstruction
algorithms themselves are also part of the reconstruction of simulated observables. This sets an
additional requirement on the reconstruction algorithms where simulations first should be pro-
cessed such that they represent measured data, followed by an identical reconstruction as if they
were measured air showers. The setup of the CORSIKA simulation code and the simulation re-
construction is described in Section 3.3. This will lay the foundation for the reconstruction of
Xmax with AERA in Chapter 5.
3.2 Offline Air Shower Reconstruction
The Offline framework [33, 21] is the software used by the Pierre Auger Collaboration to recon-
struct the air showers after signals have been recorded to disk (an ‘offline’ analysis, hence the
name). The framework consists of three main parts, as shown in Figure 3.1. The first is the
34 Chapter 3 : Air Shower Reconstruction and Simulation
Figure 3.1: Overview of the three main components of the Offline framework: (bottom) the Detector
describing the hardware of the sub-experiments, their subcomponents, and the atmo-
sphere above the observatory, (top) the Event containing the measured data and derived
quantities of the sub-experiments and the reconstructed (simulated) shower properties,
and (center) the Application containing a sequence of Modules used for air shower re-
construction. Figure adapted from [28].
Detector description that contains the information about the detectors (FD, SD, RD, etc.), their
subcomponents, and the atmosphere above the observatory. These elements can query the relevant
reference data from databases and XML configuration files. The second element is the air shower
Event data that contains the measured data and derived quantities for the various detectors and
their subcomponents, the reconstructed air shower properties (Rec. Shower ), and reconstruction
of a simulation of an air shower (Sim. Shower). The third element is a series of Modules that
process event data, accounting for the detector description, such as signal reconstruction, plane-
wave front reconstruction, and noise rejection. In addition, several standard sequences of modules
to reconstruct for example a shower with SD or RD are available as Applications. New modules
can be added or old ones changed transparently with Git version control, so that analyses are
reproducible. Each module has its own XML steering card with default configuration that can
be easily managed from an XML configuration file on application level. This gives a user a high
level of flexibility, while also keeping it user-friendly and transparent.
The Offline framework is supported by the Auger package environment (APE). It manages the
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installation and running of several supporting software packages such as ROOT, C++, MySQL,
Xerces, and Geant4. Version ape-auger-3.99.1 is used in this thesis. For the Offline code the
revision r33316 of March 30, 2020 of the trunk is used with some minor adjustment required
for this analysis after the version had been locked-in for production. The changes are listed in
Appendix 3.A.1 for full reproducibility.
The parts of the SD, FD, and AERA reconstructions relevant for AERA Xmax reconstruction
will be elaborated on in the next sections. These will presented as a module sequence of the
application RdObserver that is the main application used for the reconstruction of the radio
signal (while also including additional properties of the particle and fluorescence signals).
3.2.1 SD Reconstruction
First, the SD shower is reconstructed. Some of its quantities will be used for the RD reconstruction
to, for example, set initial conditions for fitting a core position and arrival direction of the shower.
In principle an RD-only reconstruction is also possible, but Auger is a hybrid detector with
centralized triggers, so for all externally triggered events of AERA there will be SD information
available in any case. To increase the accuracy of the reconstruction of the radio signals the SD
information is thus used.
The first part of the SD reconstruction concerns selecting a high quality set of SD station
signals that are then reconstructed and calibrated. The sequence of modules are listed below with
their functions:
Station-level Reconstruction
EventFileReaderOG Reads in events one at a time to start reconstruction.
EventCheckerOG Checks the integrity of the data and detector descriptions.
SdPMTQualityCheckerKG Checks if the PMTs of an SD station are saturated or elsewise
beyond set criteria due to hardware problems.
TriggerTimeCorrection Corrects for a timing offset for stations due to an offset in different
versions of the station’s software.
SdCalibratorOG Converts the recorded ADC counts of the PMTs to a signal trace in
physical units. It filters out PMT signals without good calibrations or other missing
data.
SdStationPositionCorrection As for the timing corrections of the TriggerTimeCorrection,
there are some GPS positions that got small updates over time.
SdBadStationRejectorKG Rejects a list of stations during certain time intervals were
they were known to malfunction.
SdSignalRecoveryKLT Attempts to recover partial signals using parametrizations of the
response of the PMTs.
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SdEventSelectorOG Selects only the reconstructed events that satisfy a set of minimal
requirements expected for a good air shower. These include that there are at least 3
SD stations that triggered on a signal, that the station with highest signal has at least
one neighbour with a signal, and that stations with lightning detected are rejected.
Then, after the reconstruction on station level is completed, the properties on event level such
as arrival direction, core position, and energy can be reconstructed:
Event-level Reconstruction
SdPlaneFitOG A plane-wave fit is made to the timing of the triggered stations. This gives
the arrival direction of the cosmic ray (the shower axis) and the position of shower on
the ground (the shower core).
LDFFinderKG Knowing the arrival direction, the lateral distribution function (LDF), the
particle footprint on the ground, can be reconstructed with the NKG function (Equa-
tion 2.1) by fitting the function to the signals in an iterative procedure. The cosmic-ray
energy ESD is then estimated as described in Section 2.2.1. Error propagation of the
uncertainties on the signals also give the uncertainty on the cosmic-ray energy.
EnergyCalculationPG The reconstructed cosmic-ray energy is then corrected for known
effects such as temperature and air density [9], and the effect of the geomagnetic field
[17].
Risetime1000LLL Calculation of how rapid the PMT signals rise. This is under investiga-
tion as a measure for the sensitivity to the mass of the cosmic ray, but is not used in
this analysis.
DLECorrectionGG Parametrized correction to the signal timing in the PMTs caused by
light produced in the SD station directly being observed by one PMT rather than the
slightly delayed diffuse light after several internal reflections.
SdEventPosteriorSelectorOG Checks for errors in the previous reconstruction steps.
3.2.2 FD Reconstruction
For the reconstruction of radio signals, the FD signals are not used. This makes FD ideal as
independent test for reconstructions with AERA. As can be seen in Figure 2.7 in the previous
chapter, the location of AERA with respect to the Coihueco FD site is not optimal; only 2 of
its 6 bays look towards AERA and the field of view (FOV) geometrically limits the amount of
showers that are observed simultaneously by both detectors. Additionally, FD requires clear,
dark, moon-less nights to observe the faint fluorescence light. The dataset of hybrid RD-SD-FD
events is thus not very large, but extremely valuable.
The FD reconstruction does make direct use of information of the SD reconstruction though.
The shower core and axis, for example, are reconstructed in a hybrid calculation from information
of both detectors. The reconstruction of the FD shower geometry, cosmic-ray energy EFD, and
maximum of the shower depth XFDmax, are described below as a sequence of Offline modules:
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Pixel-level Reconstruction
FdCalibratorOG Each FD telescope site (eye) has six telescopes (and three additional
telescopes for HEAT at the Coihueco site) that each have an array of PMT pixels to
image the fluorescence light. This module converts the ADC counts in the pixels to the
number of photons detected. Then, the timing offset between SD and FD is adjusted
for the hybrid reconstruction in later steps.
FdEyeMergerKG The telescopes each measure signals independently, creating a set of sky
images. This module stitches these eyes together into one object.
FdPulseFinderOG By searching for the highest signal-to-noise level in the recorded pulse
of each pixel, the arrival time of each pulse is identified.
Then the reconstruction of the individual pixels can be combined to reconstruct the air shower
event itself:
Event-level Reconstruction
FdSDPFinderOG The individual pixels are combined such that the path of the shower can
be determined. Outlier pixels are rejected and only pixels compatible with the shower
path are kept. There is only information from 2 spatial dimensions from the array of
pixels, so the solution is only a plane extending away from the telescope in which the
shower axis will lie, the shower detector plane (SDP).
FdAxisFinderOG To get the shower axis, the SDP is combined with the timing of the
pulses. This provides an estimate of core and axis.
HybridGeometryFinderOG The determination of the shower axis is improved by also
including information from SD. The SD station with the highest signal is included and
a solution is found by minimizing for the timing of both detectors.
HybridGeometryFinderWG Similar to HybridGeometryFinderOG, but here also able to
reconstruct the axis using the combined information from multiple telescopes instead
of a single eye.
FdApertureLightKG A light profile is constructed from the pixel photon counts.
FdEnergyDepositFinderKG The light profile is combined with the geometry of the shower
axis to calculate the emitted light along the shower. The effects of atmospheric scat-
tering are accounted for and the models for the emission of fluorescence light then give
an estimation of the energy deposited by the particle cascade along the shower path.
The atmospheric density profile from GDAS is used to calculate the energy deposit E
as function of shower depth X to give the shower profile dEdX (X). To this a Gaisser-
Hillas function (Equation 2.4) is fitted to get a calorimetric energy integrated over the
shower (Equation 2.5) and is corrected for the missing invisible energy to arrive at a
final estimate for the cosmic-ray energy EFD. The maximum of the shower profile XFDmax
is derived from the peak of the Gaisser-Hillas fit.
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3.2.3 RD Reconstruction
For the radio reconstruction, the theory of signal reconstruction has been presented in Sec-
tion 2.2.6.3. In practice, reconstruction involves several additional steps to reject data from
malfunctioning hardware, to clean up the signal from known noise sources or manage the recon-
struction in the presence of noise that can’t be filtered out, and to perform timing calibration of
the stations:
Channel-level Reconstruction
RdEventPreSelector Sets basic cuts to select which showers to reconstruct. For example,
for the AERA Xmax analysis, the reconstruction is required to have at least 5 stations
with a good signal, so all air shower candidate events that don’t have enough stations
in the data stream are rejected. Furthermore the types of triggers are selected for which
the analysis should be run. Used triggers are all SD, AERAlet, FD, HEAT, and RD
scintillator triggers. RD self-triggered events are not included. Because of larger spacing
of the self-triggered stations and the not fully efficient self-trigger, events with at least 5
signal antennas are quite rare. It has been judged not to be worth it to complicate the
analysis for the gain of a few events. Although self-triggered events are not included,
data from self-triggered stations is, if also coinciding with an external trigger (which
gives them an external trigger flag too which does get accepted).
RdEventInitializer Data structures are created for later purposes. The coordinate system
is defined and the signal search windows and noise search windows are defined for the
different types of antennas and electronics. These windows select a smaller time section
of the full trace where the signal or noise segment is located. These are set based on
the knowledge of the time of the trigger and the SD arrival direction and core position.
RdStationRejector Stations that have been identified to have broken electronics or ex-
cessive RFI noise, have been identified with the RdMonitoring framework, designed for
this analysis (see Section 4.2). Stations with periods of bad operation are rejected in
this module. Additionally, experimental stations (e.g. SALLA antennas) are rejected
here since there is no calibrated, combined analysis of the experimental antennas with
the LPDA and Butterfly antennas at the moment. Periods where calibration campaigns
with octocoptor flights were performed are also flagged since they carried radio emitters
that would contaminate coinciding air shower signals.
RdChannelADCToVoltageConverter Converts the ADC counts from the dipole anten-
nas to voltages based on the electronics chain defined in a database with time-dependent
hardware descriptions.
RdChannelSelector By default just selects two high gain channels of the two dipole an-
tennas. There is also a low gain channel for each of the two antennas in case of strong
signals exceeding the range of the high gain channels, but these are not used in this
reconstruction.
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RdChannelPedestalRemover The antenna voltages can have a DC-offset voltage which
is removed by this module, so antenna voltages can be combined.
RdChannelResponseIncorporator The voltages are corrected to account for the gain
changes in amplifiers, filters, cables, and group delays.
RdChannelBrokenLNARejector Rejects channels were the frequency spectrum drops
below a set threshold. This can happen if a low-noise amplifier (LNA) breaks causing
a large drop in gain.
RdStationPositionCorrection In the past, GPS locations and thus also the timing of
recorded events was less well-determined. This module applies corrections from later
updated GPS locations.
RdChannelBeaconTimingCalibrator This module uses a reference beacon to use the
phase information to correct for the clock-drifting of the commercial GPS chips used
in the stations. These chips typically only have an accuracy of about 5 ns [6]. This
module calculates the reference phases for each of the stations so that a higher timing
resolution can be achieved (which is done in the RdStationTimingCalibrator module).
The reference beacon and the timing calibration is further described in Section 3.2.3.1.
RdChannelBeaconSuppressor The reference beacon continuously creates signals at 4
distinct wavelengths. These need to be cut out of the frequency spectrum when
analysing the cosmic-ray signals.
RdStationTimingCalibrator A second timing calibration method uses signals emitted
from airplane transponders, that also contain the GPS locations of the airplanes, al-
lowing to predict arrival times, based on which a timing offset of each station can be
determined. This method is described in more detail in Section 3.2.3.1. This analysis
has been re-evaluated for this thesis using newer airplane data, to also include several
stations that were previously not calibrated [93]. The updated calculated timing offsets
resulting from that analysis are applied in this module.
RdStationTimeWindowConsolidator For particularly large footprints, the signal might
arrive outside the expected defined search window. This module extends the window if
needed.
RdChannelTimeSeriesTaperer The time trace is windowed around the signal.
RdChannelBandstopFilter The signal is cut in the frequency domain between 66.4 and
68.0 MHz where there is a known permanent strong RFI emitter visible in the east-west
aligned antenna. Strong RFI lines are also filtered out here automatically.
RdChannelUpsampler The Nyquist theorem [124] implies that for the sampling frequency
of 180 and 200 MHz used by the AERA stations, when sampling the 30−80 MHz band,
the signal can be upsampled. The signal is by default upsampled by a factor of 4.
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RdChannelRiseTimeCalculator Calculates the time it takes for the signal pulse to rise.
The value is not used in this analysis but can be used as a quality cut on the channel
signal.
After the reconstruction and cleaning up of the signals on channel level, the electric field at
each station can be determined:
Station-level Reconstruction
RdAntennaChannelToStationConverter The three-dimensional electric field at a sta-
tion is reconstructed from the signals in the two antenna arms and the arrival direction
of the shower (following the procedure in Section 2.2.6.3). The arrival direction is taken
from the SD reconstruction.
RdStationSignalReconstructor The properties of the signal, such as the arrival time,
peak amplitude, and the energy fluence, are then reconstructed from the signal traces.
RdStationEFieldVectorCalculator Additionally electric field properties are calculated
for example to check if the angle between the electric field to the Lorentz vector direction
is compatible (within 90◦) with a charge excess fraction of about 14 percent (which is
the experimentally determined value as quoted in Section 1.3.1).
RdStationRiseTimeCalculator Like the rise time calculated on channel level, this is now
also done for the signal on station level using the reconstructed electric field components.
This too can be used as rejection criteria of the station.
RdStationPulseShapeRejector The signal is checked for having multiple (RFI) peaks in
addition to the found signal. At most 3 pulses above 30 percent of the signal maximum
with a SNR above 3 are allowed, else the station is rejected.
RdStationPolarizationRejector It is checked that the reconstructed signal is compatible
with a charge-excess fraction expected from a parametrized function that sets limits on
the expected value based on the arrival direction. The expected polarization direction
is then required to be within 5 percent of the measured direction. If not, then the
station is rejected from further analysis. Significant deviations can occur in case of
strong polarized RFI or under strong atmospheric electric field conditions.
At this point in the reconstruction, all stations with a signal have a reconstructed electric
field. From this the air shower properties can be reconstructed:
Event-level Reconstruction
RdClusterFinder Allows to identify if there are stations far away from the main cluster of
signal stations (core is taken from SD). Originally this was set up for the regularly spaced
AERA-I-only or AERA-II-only analysis, but combined with also the larger spacing of
AERA-III antennas, defining a single distance at which a station is lonely is no longer
an option. Lonely stations are thus not rejected at this stage. Signal stations that
are far away will be rejected manually in a later step during the Xmax reconstruction.
Far-away lonely stations, that might affect the plane-wave fit to the radio signal timing
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during the event reconstruction, will become noticeably apparent as a large offsets in
core position or arrival direction w.r.t. the SD reconstructed parameters. A cut will be
applied for this in Section 4.3.1.3.
Loop(RdTopDownStationSelector, RdPlaneFit) Together these modules are used to
iteratively select a set of signal stations, trying to fit a plane wave fit to it, and repeating
this until the results converge (when reduced chi-squared probability reaches a threshold
of 0.05).
Rd2dLDFFitter A two-dimensional fit of the station energy fluence signals is made based
on a parametrization of two overlapping Gaussians. This is described in more detail in
Section 5.2.1.
RdGeoCeLDFFitter A second two-dimensional LDF model is fitted that is based on
parametrizations of the charge excess and geomagnetic emission mechanisms. This is
also further elaborated on in Section 5.2.1.
RdEventPostSelector Basic cuts are made on the reconstructions before writing the data
to file for post processing. For this analysis it is required to have at least 5 signal stations
(stations with SNR above 10), a plane wave-front fit has to have been successfully fitted,
and a coincidence check has to be done between RD and SD reconstruction where they
are only allowed to differ in arrival direction by 20◦ and in core position by 2 km.
RdStationTimeSeriesWindowCutter Traces of the stations are by default written to
an output file and form the majority of the file size. To reduce the storage requirements
and keep further analysis as light-weight as possible, the traces are cut to 500 ns around
the signal window.
RdStationTimeSeriesTaperer To prevent leakage in the frequency spectrum from the
cutting the time traces a Hann window is applied.
The reconstruction is concluded by exporting some relevant meta-data:
Exporting Shower Properties
RdREASSimPreparator For the reconstruction of Xmax in Chapter 5, simulations rep-
resenting measured air showers will be compared to the measurements. This module
exports the relevant shower quantities for the simulations in the form of configuration
steering cards that CORSIKA can read. This code has been modified for this thesis,
such that it can vary between SD and RD reconstructed parameters. With this hy-
brid approach, the benefits of the various detection techniques can be combined for a
high-quality and representative simulation set. For example, the primary cosmic-ray
energy is taken from SD since this reconstruction has been well-established, while the
core position and arrival direction from RD provides higher accuracy because of the
smaller station spacing.
EventFileExporterOG, RecDataWriterNG Finally, the reconstructed data is written
to an Advanced Data Summary Tree (ADST) file in the ROOT format.
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3.2.3.1 Improvements to the Station Timing Calibration
For the analysis in this thesis, the timing calibration using airplane signals has been improved.
This work was motivated to get an update to the timing calibration for stations that were not
present during the time of the previous calibration by Leven (2015) [110], that used data up to
mid-2015, which itself was a reproduction of the work by Lang (2014) [108]. In 2016 the DAQ for
the self-triggered AERA-II antennas was merged with the central DAQ of the externally-triggered
stations, such that these sub-arrays could be used together. Because of the different electronics
between these station types, there can be a significant timing offset between the sub-arrays,
making combined fits of, for example, the shower front potentially problematic. Additionally,
several self-triggered AERA-I LPDA stations had their hardware replaced for externally-triggered
electronics in 2016, or were simply not in the dataset used in 2015 for various reasons. Thus, a
re-evaluation of the timing calibration of Leven was required.
An accurate reconstruction of the arrival direction is key to an accurate reconstruction of the
electric field and thus the energy fluences measured by AERA. For this the timing calibration
between the stations needs to be as accurate as possible. This calibration between AERA stations
is done using two complementary methods: by reference radio-beacon calibration and by ADS-B
airplane signal calibration. These two methods will first be described in more detail, after which
the re-analysis will be presented.
Beacon Timing A radio beacon for timing calibration, initially developed for the LOPES radio
experiment [140], is located at the Coihueco FD site to the west of AERA. It emits a continuous
sine-wave signal at the frequencies of 58.887, 61.523, 68.555, and 71.191 MHz. The expected and
measured arrival time of the signal at the AERA antennas can be seen from the phase of the
signal and using this, can be corrected for up to nanosecond precision [140]. It was shown that
also the effects of clock drifts of the GPS electronics (order 1.5 ns [6]) or occasional clock jumps
by one or more samples (multiples of 6.0 or 6.7 ns depending on the digitizer) can be corrected
for each air shower event, since the beacon signal is recorded together with the air shower signal.
Airplane Timing Installed at the CRS building in the center of AERA is a small software
defined radio (SDR) antenna that logs the signals from airplane transponders (ADS-B) that fly
over or near AERA. These signals contain information about the timing and location of the
airplane and can thus be used as a timing calibrator source by calculating the expected arrival
time based on its reported location. While by itself less accurate than the beacon correction
method, it is an independent calibration used to validate the beacon calibration and is used for
stations for which the beacon method can’t be applied. This study was previously done in 2015,
reporting timing calibration together with the beacon calibration to be of the order of 2 ns [6, 110].
It also showed a systematic offset of 65 ns between the LPDA and Butterfly stations, stressing
the importance of having the airplane calibration for at least each hardware type in the array.
Re-evaluation of the Airplane Timing Analysis For this re-analysis ADS-B airplane logs
from March 14, 2016 to November 30, 2017 were used, combined with the recorded AERA traces
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Figure 3.2: (Left): Results from timing calibration using airplane signals re-evaluated from previous
timing calibration (based on [110]). The delay between measured and expected arrival
times of airplane signals is averaged over multiple recorded flights with respect to a single
station that functions as reference (station labelled LS-40 for Leven (2015) and LS-21
for this work). For Leven (2015) the quoted average uncertainty of 2 ns is plotted, for
the delays of the stations in the re-analysis the individual uncertainties are plotted.
(Right): The average delay for respectively LPDA and Butterfly antennas of all non-
outlier delay values is subtracted, w.r.t. the left plot, using the values from Table 3.1.
of the airplane triggered events. The airplane log files of the dataset used in the previous work of
Leven (2015) [110] (July 1, 2014 to June 17, 2015) unfortunately were not available to reproduce
the results. For the new dataset, airplanes that did not pass closely enough or for which AERA
could not reconstruct the airplane events, were rejected if an individual airplane resulted in less
than 10 airplane pulse events or if less than 10 stations could identify the pulse of the airplane
signal. Events where the reconstructed direction of the airplane was not within 3◦ of the expected
position on the sky or the expected distance not within 40 km, were rejected. Then, reconstructed
offsets that were more than 4 standard deviations from the mean, were also rejected. After quality
cuts 74 airplane events were used from three airplane tracks on the sky1.
The results of the timing of this work and Leven are plotted in Figure 3.2. The timing
offsets calculated are offsets with respect to a single station that is taken as reference station
(it is a relative calibration between stations in the array). The reference station for Leven was
the station with ID label LS-40, a Butterfly station with externally-triggered electronics. For
this work LS-21, an LPDA antenna with externally-triggered electronics, was chosen because it
was the station most often present in the dataset so the ideal reference station. Since these two
reference stations are not of the same hardware they have a systematic offset in the figure. The
precision achieved for many stations is lower, in part due to low-number statistics and in part
due to not having performed multiple iterations of the reconstruction module as done by Leven,
1Flights from 2017.07.28 23h (28 events), 2017.08.10 16h (32 events), and 2017.09.10 4h (14 events).
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Figure 3.3: (Top): Number of occurrences of AERA stations in the dataset used for timing calibra-
tion after cuts have been applied. Color differences mark a difference in hardware type:
LPDA externally-triggered (black), Butterfly externally-triggered (gray), and Butterfly
self-triggered (red).
(Bottom): Timing delays calculated for externally and self-triggered stations in a sepa-
rate reconstruction without the beacon correction enabled. The vertical axis has been
flipped to display the delays using the same convention as Figure 3.2 and Table 3.1.
because of compatibility issues of the code with the current state of the software available (this
re-analysis was performed with Offline version r32951).
The old analysis had 17 LPDA antennas, of which 2 were deviating from a common mean
within the 2 ns uncertainty. For the Butterfly antennas there were 60 antennas, of which 1 was
deviating from a common mean (LS-53). The new analysis contained 15 LPDA antennas, again
with the same two stations identified to be outliers deviating from a common mean (LS-22 and
LS-24). These now also include the stations converted with externally triggered electronics, but
are missing some others due to broken electronics at the time of the airplane signals. For the
Butterfly antennas there are 74 antennas, of which there is a single new outlier (LS-23) that is far
from the others. This station has been converted in 2016 from an experimental station to a regular
Butterfly station with externally-triggered electronics. Some small difference in the electronics or
configuration is likely the reason for the larger timing offset.
Besides the few outliers described above, all other stations are compatible with an average
timing offset for the LPDA and Butterfly antennas respectively. Since there is no calibration for
all antennas available and the uncertainties are on the order of the fluctuations, the averages for
the antenna types are used, except for the stations that are clear outliers. The resulting timing
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Table 3.1: Updated list of timing offsets for station types if they are compatible with a general
offset and for individual stations if they significantly deviate from the average offset. (*)
The self-triggered station types timing is kept at 0 since the timing calibration is not
compatible with the externally triggered results. See the text for details.
Station type Timing offset [ns] Note
Butterfly (ext. trig.) -0.13 ± 5.73 Used if no station-specific value is available.
LS-23 -47.91 ± 4.63 Outlier. Value determined in this work
LS-53 7.25 ± ∼2 Outlier. Kept unchanged from previous work.
LPDA (ext. trig.) 23.79 ± 3.11 Used if no station-specific value is available.
LS-22 19.36 ± ∼2 Outlier. Kept unchanged from previous work.
LS-24 17.16 ± ∼2 Outlier. Kept unchanged from previous work.
Butterfly (self trig.) -103 ± 53 (*) / N.A. Method not compatible.
LPDA (self trig.) N.A. Method not compatible and insufficient data.
offsets are listed in Table 3.1. The outliers LS-22, LS-24, LS-53 are available in both analyses,
but occur more frequently and have higher precision in the work by Leven, so those values are
kept. The offset for LS-23 is only available in this work so that value is used.
An attempt at determining a calibration for self-triggered stations was initially made, but was
complicated by several factors. Firstly, some of the stations did not self trigger on the analysed
airplane events. Secondly, those that did trigger, triggered typically an order of magnitude less
often, limiting the amount of data and thus leaving them with high uncertainties, insufficient to
determine a meaningful offset. Additionally, and most crucially, the beacon timing correction
can at this point not be applied to the self-triggered stations because the trace length is too
short (1024 compared to 2048 or 10240 for the externally-triggered stations). For this reason, the
self-triggered stations have no time calibration offset applied. As will be described in the event
selection in Chapter 4, the air showers that include the self-triggered stations is very small due
to the larger antenna spacing and less efficient radio self-trigger, so the lack of timing calibration
for these events will have little effect on the final results. A separate reconstruction run was
performed without the beacon correction module on the same set of airplanes (with the same
cuts). This resulted in a timing offset w.r.t. LS-21 of ∆t = −103± 53 ns based on the average of
28 self-triggered Butterfly stations. Results are shown in Figure 3.3 together with the number of
occurrences.
3.3 Reconstructing CORSIKA Air Shower Simulations
CORSIKA is a Monte-Carlo code to simulate extensive air showers. It allows for the simula-
tion of extensive air showers, for example for protons and iron nuclei at energies detectable by
AERA. Additionally, the radio-simulation code CoREAS is implemented as extension, providing
a Monte-Carlo code that treats the shower developments on a microscopic level. The depth in the
atmosphere where the shower is maximally developed, Xmax, is fitted within CORSIKA using a
Gaisser-Hillas function. The reconstruction of these simulations can thus be used to relate Xmax
to the radio emission.
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CORSIKA has the flexibility to include arbitrary magnetic fields and atmospheres, making
it ideal to create simulation sets to represent measured air showers with AERA. For that reason
CORSIKA v7.7100 (the most recent version at the moment the production of simulations started)
was selected to simulate air showers for the high-quality dataset of measured showers with AERA
(see Chapter 4 for the selection of data).
3.3.1 CORSIKA and CoREAS Configuration
Several high-energy interaction models were described in Section 1.2. The model selected for
the simulation set for the reconstruction of Xmax in Chapter 5 is QGSJetII-04 [125]. The use
of this model is well-established in the field, so is easy to compare to other studies. Practically,
for our purposes, it is faster than, for example, EPOS-LHC, another well-established high-energy
interaction model. Differences between these models are well studied, for example for the sys-
tematic uncertainties in Xmax in composition studies [157]. For the low-energy interactions the
UrQMD 1.3cr code [49] is used which is used as the standard for CORSIKA/CoREAS simulations
for studies with AERA.
Set up in the CORSIKA installation, is a horizontal flat detector array that is sufficient to
describe AERA. The thinning option is enabled, where below a certain energy threshold only a
few particles are tracked and are assigned appropriate weights. This saves an enormous amount
of computing time and is essentially required for showers with energies above 1016 eV in order to
finish in a reasonable amount of time. The option for a curved atmosphere is enabled, which can
start to play a role for the more inclined showers.
Additionally, a second installation is set up with the CONEX option enabled for fast simu-
lations by replacing part of the calculations by cascade equations, speeding up the simulations
by orders of magnitude with many shower properties being consistent with the full Monte-Carlo
showers. For radio emission this is unfortunately not the case, as it relies on calculating the emis-
sion of individual particles along their tracks. Despite that, a benefit for the radio simulations
that remains, is that by simulating the particle shower with CONEX in little time, one can quickly
see what the expected Xmax is for a shower with particular starting seed values for the random
number generation instances. The changing of the seeds in the Monte-Carlo code is effectively the
same as probing the natural shower-to-shower fluctuations that arise from the stochastical nature
of particle interactions. This allows one to steer in advance the shower development towards a
certain Xmax by selecting the right seeds. This can be invaluable when generating a series of
simulations, spanning a large range of Xmax.
3.3.2 Settings for a Single Air Shower Simulation
Simulating a single air shower is managed in CORSIKA with a set of steering cards. The RUN.inp
file sets up the properties of the primary cosmic ray, the atmosphere, the detector, and the relevant
physics. A second steering card, SIM.reas, is set up similarly to the CORSIKA card, but specifi-
cally for the CoREAS part of the simulation. This card also stores meta data from the shower that
can be exported from Offline to CoREAS using the RdREASSimPreparator (Section 3.2.3), so
that measured air showers can be simulated. After the CORSIKA simulation, shower properties
are written back into this reas file, so that the simulation can easily be read back in with Offline
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Figure 3.4: Difference in atmospheric depth for several models of the atmosphere as implemented in
the CORSIKA five-layer model compared to the model for Malargüe in October. The
vertical lines indicate the boundaries of the model layers. Deviations between models
are larger where the density of the atmosphere is higher.
to reconstruct the simulated shower in Offline (Section 3.3.4). For the radio simulation there
is a third file, SIM.list, that is also generated by the Offline RdREASSimPreparator module,
for the simulation of measured air showers, or, if simulating a stand-alone simulation, it can be
created manually. This file contains a list of radio antennas and their position for which the radio
signal needs to be calculated. These locations need to be defined in advance because the radio
electic field signal on the ground is formed by the interference from the combined emission along
the entire shower and thus is not a simple smooth function that can be easily interpolated. An
example of these input cards for a single measured AERA event is included in Appendix 3.A.2.
3.3.3 Atmospheric Models
CORSIKA treats the description of the atmosphere as five layers that are each described by a












where a, b, and c are constants differing for different atmospheric models, and h the height above
mean sea level (a.m.s.l.). Figure 3.4 shows an example of a model of the averaged atmosphere
in Malargüe per month determined with balloon measurements (and later validated and replaced
with the averaged atmospheres as determined from GDAS) [19]. Seasonal deviations of 10 g/cm2
are very typical and thus the atmospheric model is a crucial factor in accurate determination
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of Xmax, that typically is around a few kilometers above the ground where the deviations are
most pronounced. This alone makes a strong case for using the GDAS atmospheric models from
the specific time of the air shower when creating air shower simulations for measured air showers.
Section 5.3.1.1 will quantify the effects on Xmax of the choice of atmosphere for the AERA dataset
that will be described in Chapter 4.
Additionally, besides just the density profile of the atmosphere, also more subtle atmospheric
effects affect the development of the particle cascade and the emission of radiation. The effects of
refractive index, humidity, and temperature, have been determined to typically give an additional
systematic uncertainty of order 2 g/cm2 and up to 15 g/cm2 in extreme conditions [115]. The
use of GDAS atmospheres in CORSIKA has been implemented with the gdastool [115], developed
for LOFAR, but is generally applicable. It downloads the GDAS atmosphere and calculates a
five-layer model compatible with CORSIKA and also creates a look-up table for the refractive
index as function of atmospheric height that affects the radio emission of the air shower.
3.3.4 RD Simulation Reconstruction
The CORSIKA air-shower simulations can be read in to Offline to simulate what AERA and
SD would measure. This allows one to compare measured showers to a range of reconstructed
simulated showers and interpret the measured showers using the detailed air shower description of
the simulations. The reconstruction in this analysis is based on the Offline application RdRecon-
structStarshapedStationPattern that can reconstruct arbitrary layouts of simulated antennas using
hardware descriptions of AERA antennas. It can thus be used to reconstruct signals of AERA
stations, but also for additional station layouts that can be used for example to study the footprint
in higher detail.
The approach to reconstruct simulations, with the effects of the AERA shower reconstruc-
tion, is by reversing part of the module sequence that would normally reconstruct raw AERA
signals to electric fields. To the electric fields calculated at the station positions by CORSIKA,
these modules are applied to arrive at a AERA-like raw signal. For the SD reconstruction of
the shower, a virtual detector is constructed, accounting for the electronics and signal processing.
The full module sequence for the reconstruction of RD and SD is listed in Appendix 3.A.1.4 (for
the pure radio signal without background) and 3.A.1.5 (for the radio signal with added measured
background signal). The relevant differences between the RdObserver and RdReconstructStar-
shapedStationPattern will be described in some detail here.
The part of the module sequence converting the CORSIKA electric fields into ADC-level traces
of the two antenna arms of AERA stations, is described below:
From CORSIKA Electric Fields to AERA ADC traces
RdStationAssociator Matches the simulated antenna positions to the AERA station po-
sitions. If they were simulated at the right positions this association is one-to-one. For
simulated antennas in positions other than the AERA antennas, virtual stations can be
defined in arbitrary positions with custom hardware description or any of the AERA
antenna descriptions. Here the virtual antennas are simulated as if LPDA antennas.
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RdAntennaStationToChannelConverter Does the reverse of the RdAntennaChannelTo-
StationConverter. The three-dimensional electric field is converted back to the signals
in the two antennas. The arrival direction is taken from the Monte-Carlo true value,
which was set by the RD value from the measured shower.
RdChannelResponseIncorporator The voltages are corrected to account for the gain
changes in amplifiers, filters, and cables.
RdChannelResampler The signals are resampled to the sampling rate of the digitizer of
the AERA antennas.
RdChannelTimeSeriesClipper The signals are also cut, such that they match the AERA
trace lengths.
RdChannelVoltageToADCConverter The voltages are converted back to the ADC counts
according to the digitizer of the station.
The simulated AERA signals have been calculated, but on event level they are still idealized.
The effects of timing uncertainty and ambient background radio noise need to be included:
Modifying the Simulated Event for Realistic Conditions
RdEventInitializer Just as in the RdObserver reconstruction, data structures are created
for later purposes. The coordinate system is defined and the signal and noise search
windows are defined for the different types of antennas and electronics. The coordinate
system is set with respect to the Monte-Carlo truth from the simulation.
RdChannelNoiseImporter AERA measures the background radio signals periodically and
stores these. Using this module this background can be added to the pure signals from
the simulations to simulate signals as close to AERA signals as possible. This is of
interest when determining the resolution of the reconstruction for measured signals. If
noise is not added however, one can also investigate just the effects of reconstruction on
the simulated signal. This is of interest when searching for simulations that best model
the measured air shower data. Both the reconstructions with this module and without
are used in the AERA Xmax analysis described in Chapter 5.
RdTimeJitterAdder The arrival time of the simulated signals will be near perfectly known,
while for the reconstruction of measured air showers that is not the case. To get these
on similar footing a jitter of 5 ns is added to conservatively account for the uncertainty
of timing calibration of real measurements.
At this point, the reconstruction of the simulated reconstructed signals continues analogous
to the reconstruction of RdObserver with only a few minor changes. For example the timing
calibration modules are left out since the precision of the timing is already accounted for by
adding the time jitter. For a full description of the differences and the configuration of the
modules one is referred to the aforementioned appendices.
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3.A Appendix
3.A.1 Changes to the Default Offline Configuration
Several changes have been made to the default installation of Offline revision r33316. For re-
producibility of the results the changes are listed below. First follows a file tree structure of files






















bootstrap.xml (listings 3.5 (without noise) and 3.10 (with noise))
ModuleSequence.xml (listings 3.6 (without noise) and 3.11 (with noise))
3.A.1.1 Database Selection
The Offline framework can be configured to use centrally distributed databases using MySQL
or with local database files using SQLite. The number of parallel MySQL queries is limited, so
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for the fast parallel reconstruction of many events SQLite is used. Table 3.2 lists the versions
used in the analysis of this thesis. All but one are from the release of April 9, 2020 except for
the Atm_Cloud_1_A database, which contained a bug at that time, so the previous version
unaltered since Jan 18, 2019 is used.
Table 3.2
Database name Last Modified Size
Atm_Lidar_1_A.sqlite 09-Apr-2020 17:16 50M
Atm_GOES_0_A.sqlite 09-Apr-2020 17:13 1.1G
Atm_Aerosol_1_A.sqlite 09-Apr-2020 10:08 2.0G
Atm_Molecular_1_A.sqlite 09-Apr-2020 18:25 2.6G
Atm_Quality_0_A.sqlite 09-Apr-2020 18:26 16M
FD_Calib_2_A.sqlite 10-Apr-2020 13:37 5.0G
AERA_4_A.sqlite 09-Apr-2020 09:20 51M
BadPeriod_0_A.sqlite 09-Apr-2020 18:26 5.5M
Atm_Cloud_1_A.sqlite 18-Jan-2019 18:16 19G
3.A.1.2 FD Reconstruction
The FD reconstruction makes use of several databases for the atmospheric conditions at the ob-
servatory. A recent update of the software version, made available an additional year of calibrated
FD data, now going up to December 2018. Changes of lines in the code are noted with ‘+’ if
added and ‘−’ if removed.
Listing 3.1: AAerosolSQLConfig.xml.in
1 − <s o f t w a r e V e r s i o n> ADE_NAP_v1. 0 </ s o f t w a r e V e r s i o n>
2 + <s o f t w a r e V e r s i o n> ADE_NAP_v2. 0 </ s o f t w a r e V e r s i o n>
Listing 3.2: AOverallQualitySQLConfig.xml.in
1 − <s o f t w a r e V e r s i o n> ADE_NAP_v1. 0 </ s o f t w a r e V e r s i o n>
2 + <s o f t w a r e V e r s i o n> ADE_NAP_v2. 0 </ s o f t w a r e V e r s i o n>
3.A.1.3 RD Reconstruction
The configuration for the reconstruction application of measured air showers, RdObserver, was
changed from default for the AERA Xmax analysis. The reasons for the changes are added inline
as comments. Changes of lines in the code are noted with ‘+’ if added and ‘−’ if removed.
Listing 3.3: RdObserver bootstrap.xml
1 <!−−Use the same magnetic f i e l d as i s used i n O f f l i n e r e c o n s t r u c t i o n
2 i n s t e a d o f s t a t i c−−>
3 <c o n f i g L i n k i d=" RdREASSimPreparator ">
4 <RdREASSimPreparator>
5 + <GetMagneticFieldFromModel> 1 </ GetMagneticFieldFromModel>
6 </RdREASSimPreparator>
7 </ c o n f i g L i n k>
8
9 <!−−Force the use o f the GDAS atmosphere model i n s t e a d o f a l l o w i n g
10 f a l l −back i f GDAS i s not a v a i l a b l e .−−>
11 + <c o n f i g L i n k i d=" Atmosphere ">
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12 + <A t m o s p h e r e I n t e r f a c e C o n f i g>
13 + <P r o f i l e M o d e l> GDAS </ P r o f i l e M o d e l>
14 + </ A t m o s p h e r e I n t e r f a c e C o n f i g>
15 + </ c o n f i g L i n k>
16
17 <!−− Code not compatible with the l a r g e r AERA−I I I s t a t i o n s p a c i n g
18 o f 750m −−>
19 <c o n f i g L i n k i d=" RdClusterFinder ">
20 <RdClusterFinder>
21 − <R e j e c t L o n e l y S t a t i o n s> 1 </ R e j e c t L o n e l y S t a t i o n s>
22 + <R e j e c t L o n e l y S t a t i o n s> 0 </ R e j e c t L o n e l y S t a t i o n s>
23 </ RdClusterFinder>
24 </ c o n f i g L i n k>
25
26 <!−−S i g n a l window was judged to be too s m a l l c u t t i n g away part o f the
27 s i g n a l . B u t t e r f l y antenna u n c e r t a i n t y o f 10 p e r c e n t was re−e v a l u a t e d
28 to be o f the o r d e r o f 5 p e r c e n t .−−>
29 <c o n f i g L i n k i d=" R d S t a t i o n S i g n a l R e c o n s t r u c t o r ">
30 <R d S t a t i o n S i g n a l R e c o n s t r u c t o r>
31 − <S i g n a l I n t e g r a t i o n W i n d o w S i z e u n i t=" ns "> 100 </ S i g n a l I n t e g r a t i o n W i n d o w S i z e>
32 + <S i g n a l I n t e g r a t i o n W i n d o w S i z e u n i t=" ns "> 400 </ S i g n a l I n t e g r a t i o n W i n d o w S i z e>
33 − <B u t t e r f l y A n t e n n a U n c e r t a i n t y> 0 . 1 0 </ B u t t e r f l y A n t e n n a U n c e r t a i n t y>
34 + <B u t t e r f l y A n t e n n a U n c e r t a i n t y> 0 . 0 5 </ B u t t e r f l y A n t e n n a U n c e r t a i n t y>
35 </ R d S t a t i o n S i g n a l R e c o n s t r u c t o r>
36 </ c o n f i g L i n k>
37
38 <!−− AERA Xmax a n a l y s i s r e q u i r e s at l e a s t 5 s t a t i o n s so a l l e v e n t s with
39 l e s s s t a t i o n s are not c o n s i d e r e d . −−>
40 <c o n f i g L i n k i d=" RdEventPreSelector ">
41 <RdEventPreSelector>
42 − <MinNumberOfStations> 3 </ MinNumberOfStations>
43 + <MinNumberOfStations> 5 </ MinNumberOfStations>
44 </ RdEventPreSelector>
45 </ c o n f i g L i n k>
46
47 <!−− AERA Xmax a n a l y s i s r e q u i r e s at l e a s t 5 s t a t i o n s so a l l e v e n t s with
48 l e s s s i g n a l s t a t i o n s a f t e r r e c o n s t r u c t i o n ar e r e j e c t e d . −−>
49 <c o n f i g L i n k i d=" RdEventPostSelector ">
50 <RdEventPostSelector>
51 − <MinNumberOfStationsWithPulseFound> 3 </ MinNumberOfStationsWithPulseFound>
52 + <MinNumberOfStationsWithPulseFound> 5 </ MinNumberOfStationsWithPulseFound>
53 </ RdEventPostSelector>
54 </ c o n f i g L i n k>
3.A.1.4 RD Simulation Reconstruction Without Measured Noise
A bug was discovered in the RdChannelNoiseImporter module were the drawing of random se-
quences from the std library did not initiate correctly, causing the same draw every time under
certain conditions. Following Offline conventions it was replaced by a CLHEP random number
generator instance for which a global seed is set for reproducibility. Note that the quick fix was
created to be practical, not elegant.
Listing 3.4: RdChannelNoiseImporter.cc
1 − r o o t I d s . r e s e r v e ( n ) ;
2 − f o r ( i n t i = 0 ; i < n ; ++i ) {
3 − r o o t I d s . push_back ( i ) ;
4 + r o o t I d s . r e s e r v e ( n∗1 0 ) ;
5 + f o r ( i n t i = 0 ; i < n∗1 0 ; ++i ) {
6 + r o o t I d s . push_back (CLHEP : : RandFlat : : s h o o t I n t ( fRandomEngine , 0 , n−1)) ;
7 − std : : random_shuffle ( r o o t I d s . begin ( ) , r o o t I d s . end ( ) ) ; // randomize s t a t i o n numbers
The configuration for the reconstruction application of simulated air showers, RdReconstruct-
StarshapedStationPattern, was changed heavily from default for the AERA Xmax analysis and
will for that reason be list in their entirety. The changes were made to make the reconstruction
as similar as possible to the RdObserver reconstructions. Some RdObserver modules were left
out, such as the timing calibration and beacon suppression since those are not supported for the
simulated antenna stations.
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Two reconstructions are performed. One where the pure simulation signals are reconstructed
(RdReconstructStarshapedStationPattern_NoNoise in this section) and one where measured AERA
noise is added to the simulated signals (RdReconstructStarshapedStationPattern_WithNoise in
Section 3.A.1.5). Changes are annotated with the ‘ADDED’ tag:




4 <c o n f i g L i n k i d=" SdEven tSelector ">
5 <SdEve ntSelecto r>
6 <EnableBottomUpSelection> 0 </ EnableBottomUpSelection>
7 </ SdE ventSelec tor>
8 </ c o n f i g L i n k>
9 <!−−−−>
10
11 <c o n f i g L i n k i d=" RSimulat ionStat ionListManager ">
12 <RSimulat ionStat ionListManager>
13 <ReadInAdditionalStationViaXML> 0 </ ReadInAdditionalStationViaXML>
14 <ReadInAdditionalStationViaSQL> 1 </ ReadInAdditionalStationViaSQL>
15 </ RSimulat ionStat ionListManager>
16 </ c o n f i g L i n k>
17
18 <c o n f i g L i n k i d=" R d S t a t i o n A s s o c i a t o r ">
19 <R d S t a t i o n A s s o c i a t o r>
20 <E x c l u d e d S t a t i o n I d s> 187 191 198 207 185 245 246 252 257 </ E x c l u d e d S t a t i o n I d s>
21 <RandomEventTime> no </RandomEventTime>
22 <A d d V i r t u a l S t a t i o n s> 1 </ A d d V i r t u a l S t a t i o n s>
23 <I n f o L e v e l> 1 </ I n f o L e v e l>
24 </ R d S t a t i o n A s s o c i a t o r>
25 </ c o n f i g L i n k>
26
27 <c o n f i g L i n k i d=" Atmosphere ">
28 <A t m o s p h e r e I n t e r f a c e C o n f i g>
29 <P r o f i l e M o d e l> GDAS </ P r o f i l e M o d e l>
30 </ A t m o s p h e r e I n t e r f a c e C o n f i g>
31 </ c o n f i g L i n k>
32
33 <c o n f i g L i n k i d=" RecDataWriter ">
34 <RecDataWriter>
35 <rootOutput>
36 <outputFileName> ADST. r o o t </ outputFileName>
37 </ rootOutput>
38 <SaveRadio> 1 </ SaveRadio>
39 </ RecDataWriter>
40 </ c o n f i g L i n k>
41
42 <c o n f i g L i n k i d=" RdChannelResponseIncorporator ">
43 <RdChannelResponseIncorporator>
44 <ForwardResponseOnFirstCall> 1 </ ForwardResponseOnFirstCall>
45 </ RdChannelResponseIncorporator>
46 </ c o n f i g L i n k>
47
48 <c o n f i g L i n k i d=" R d E v e n t I n i t i a l i z e r ">
49 <R d E v e n t I n i t i a l i z e r>
50 <I n f o L e v e l> 1 </ I n f o L e v e l>
51 <SetCoordinateOriginTo> MCCore </ SetCoordinateOriginTo>
52 <R e f e r e n c e C o r e P o s i t i o n> MC </ R e f e r e n c e C o r e P o s i t i o n>
53 <R e f e r e n c e D i r e c t i o n> MC </ R e f e r e n c e D i r e c t i o n>
54 <UseUserSpecif iedWindows> 1 </ UseUserSpecif iedWindows>
55 <NoiseWindowStart u n i t=" ns "> 6 0 0 0 . 0 </ NoiseWindowStart>
56 <NoiseWindowStop u n i t=" ns "> 8 0 0 0 . 0</NoiseWindowStop>
57 <SignalSearchWindowStart u n i t=" ns "> 1 5 0 0 . 0 </ SignalSearchWindowStart>
58 <SignalSearchWindowStop u n i t=" ns "> 2 5 0 0 . 0 </ SignalSearchWindowStop>
59 </ R d E v e n t I n i t i a l i z e r>
60 </ c o n f i g L i n k>
61
62 <c o n f i g L i n k i d=" RdPlaneFit ">
63 <RdPlaneFit>
64 <a l l o w U n p h y s i c a l C o s i n e s> 1 </ a l l o w U n p h y s i c a l C o s i n e s>
65 </ RdPlaneFit>
66 </ c o n f i g L i n k>
67
68 <c o n f i g L i n k i d=" RdChannelTimeSeriesClipper ">
69 <RdChannelTimeSeriesClipper>
70 <ClippingMethod> RemoveSamplesFromBack </ ClippingMethod>
71 <NumberOfSamplesToKeep> 2048 </NumberOfSamplesToKeep>
72 <NumberOfSamplesToRemove> 0 </NumberOfSamplesToRemove>
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73 </ RdChannelTimeSeriesClipper>
74 </ c o n f i g L i n k>
75
76 <c o n f i g L i n k i d=" RdChannelTimeSeriesTaperer ">
77 <RdChannelTimeSeriesTaperer>
78 <RelativeWindowWidthOnEachSide> 0 . 0 3 </ RelativeWindowWidthOnEachSide>
79 </ RdChannelTimeSeriesTaperer>
80 </ c o n f i g L i n k>
81
82 <c o n f i g L i n k i d=" RdChannelSelector ">
83 <RdChannelSelector>
84 <UseSelectedChannels> 1 </ UseSelectedChannels>
85 <S e l e c t e d C h a n n e l s> 1 2 </ S e l e c t e d C h a n n e l s>
86 </ RdChannelSelector>
87 </ c o n f i g L i n k>
88
89 <c o n f i g L i n k i d=" RdAntennaChannelToStationConverter ">
90 <RdAntennaChannelToStationConverter>
91 <I n f o L e v e l> 1 </ I n f o L e v e l>
92 <Use dDi rec t io n> McTruth </ Us edD ir ect ion>
93 </ RdAntennaChannelToStationConverter>
94 </ c o n f i g L i n k>
95
96 <c o n f i g L i n k i d=" RdChannelBandstopFilter ">
97 <RdChannelBandstopFilter>
98 <UseOnl ineBandstopFi l ter> 1 </ UseOnl ineBandstopFi l ter>
99 <O n l i n e B a n d s t o p F i l t e r S p e c t r u m B a s e l i n e> Median </ O n l i n e B a n d s t o p F i l t e r S p e c t r u m B a s e l i n e>
100 <O n l i n e B a n d s t o p F i l t e r D e v i a t i o n F a c t o r> 3 . 0 </ O n l i n e B a n d s t o p F i l t e r D e v i a t i o n F a c t o r>
101 </ RdChannelBandstopFilter>
102 </ c o n f i g L i n k>
103
104 <c o n f i g L i n k i d=" RdChannelUpsampler ">
105 <RdChannelUpsampler>
106 <UpsamplingFactor> 4 </ UpsamplingFactor>
107 </RdChannelUpsampler>
108 </ c o n f i g L i n k>
109
110 <c o n f i g L i n k i d=" R d S t a t i o n S i g n a l R e c o n s t r u c t o r ">
111 <R d S t a t i o n S i g n a l R e c o n s t r u c t o r>
112 <I n f o L e v e l> 1 </ I n f o L e v e l>
113 <MinSignal> 100 e−6 </ MinSignal>
114 <VectorialComponent> 4 </ VectorialComponent>
115 <useEnvelope> 1 </ useEnvelope>
116 <S i g n a l D e f> Peak </ S i g n a l D e f>
117 <NoiseDef> RMS </ NoiseDef>
118 <SignalToNoiseDef> RatioOfSquares </ SignalToNoiseDef>
119 </ R d S t a t i o n S i g n a l R e c o n s t r u c t o r>
120 </ c o n f i g L i n k>
121
122 <c o n f i g L i n k i d=" R d S t a t i o n E F i e l d V e c t o r C a l c u l a t o r ">
123 <R d S t a t i o n E F i e l d V e c t o r C a l c u l a t o r>
124 <I n f o L e v e l> 1 </ I n f o L e v e l>
125 </ R d S t a t i o n E F i e l d V e c t o r C a l c u l a t o r>
126 </ c o n f i g L i n k>
127
128 <c o n f i g L i n k i d=" RdTopDownStationSelector ">
129 <RdTopDownStationSelector>
130 <I n f o L e v e l> 1 </ I n f o L e v e l>
131 <minNumberOfStations> 4 </ minNumberOfStations>
132 <s t o p A t F i r s t S t a t i o n> 0 </ s t o p A t F i r s t S t a t i o n>
133 <c h i S q u a r e P r o b a b i l i t y C u t V a l u e> 0 . 0 5 </ c h i S q u a r e P r o b a b i l i t y C u t V a l u e>
134 </ RdTopDownStationSelector>
135 </ c o n f i g L i n k>
136
137 <c o n f i g L i n k i d=" RdStationTimeSeriesWindowCutter ">
138 <RdStationTimeSeriesWindowCutter>
139 <WindowSize u n i t=" ns "> 2000 </WindowSize>
140 </ RdStationTimeSeriesWindowCutter>
141 </ c o n f i g L i n k>
142
143 <c o n f i g L i n k i d=" RdGeoCeLDFFitter ">
144 <RdGeoCeLDFFitter>
145 <I n f o L e v e l> 1 </ I n f o L e v e l>
146 <minNuberOfStationsForCoreFit> 5 </ minNuberOfStationsForCoreFit>
147 <f i x C o r e> 0 </ f i x C o r e>
148 </RdGeoCeLDFFitter>
149 </ c o n f i g L i n k>
150
151 <c o n f i g L i n k i d=" R d S t a t i o n P o l a r i z a t i o n R e j e c t o r ">
152 <R d S t a t i o n P o l a r i z a t i o n R e j e c t o r>
153 <!−− I f true , e v e n t s with a high z e n i t h a n g l e are excluded ,
154 as p o l a r i z a t i o n r e j e c t i o n may not work p r o p e r l y f o r them −−>
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155 <zenithCut> 1 </ zenithCut>
156 </ R d S t a t i o n P o l a r i z a t i o n R e j e c t o r>
157 </ c o n f i g L i n k>
158
159 <c o n f i g L i n k i d=" RdTimeJitterAdder ">
160 <RdTimeJitterAdder>
161 <sigma> 5 </ sigma>
162 </ RdTimeJitterAdder>
163 </ c o n f i g L i n k>
164
165 <!−− Set s e e d s to 0 f o r a random seed ( r e s u l t s w i l l not be r e p r o d u c i b l e then ) . −−>
166 <c o n f i g L i n k i d=" RandomEngineRegistry ">
167 <RandomEngineRegistry>
168 <DetectorSeed> 100 </ DetectorSeed>
169 <PhysicsSeed> 200 </ PhysicsSeed>
170 </ RandomEngineRegistry>
171 </ c o n f i g L i n k>
172
173 </ parameterOverr ides>
Listing 3.6: RdReconstructStarshapedStationPattern ModuleSequence.xml without noise.
1 <module> EventFileReaderOG </module>
2
3 <loop numTimes=" 1 " pushEventToStack=" yes ">
4 <!−− i n i t i a l i z e Radio s i m u l a t i o n −−>
5 <module> R d S t a t i o n A s s o c i a t o r </module>
6 <module> EventGeneratorOG </module>
7
8 <!−− ADDED SD SIMULATION −−>
9 &SdSimulationTabulated ;
10 <module> CentralTriggerSimulatorXb </module>
11 <module> CentralTriggerEventBuilderOG </module>




16 <!−− i m i t a t e measurement from s i m u l a t i o n −−>
17 <module> RdAntennaStationToChannelConverter </module>
18 <module> RdChannelResponseIncorporator </module>
19 <module> RdChannelResampler </module>
20 <module> RdChannelTimeSeriesClipper </module>
21 <module> RdChannelVoltageToADCConverter </module>
22
23 <!−− Radio r e c o n s t r u c t i o n −−>
24 <module> R d E v e n t I n i t i a l i z e r </module>
25
26 <module> RdTimeJitterAdder </module>
27
28 <module> R d S t a t i o n R e j e c t o r </module>
29 <module> RdChannelADCToVoltageConverter </module>
30 <module> RdChannelSelector </module>
31 <module> RdChannelPedestalRemover </module>
32 <module> RdChannelResponseIncorporator </module>
33 <module> RdStationTimeWindowConsolidator </module> <!−− ADDED LIKE IN RdObserver−−>
34 <module> RdChannelTimeSeriesTaperer </module>
35 <module> RdChannelBandstopFilter </module>
36 <module> RdChannelUpsampler </module>
37 <module> RdChannelRiseTimeCalculator </module>
38
39 <module> RdAntennaChannelToStationConverter </module>
40
41 <module> R d S t a t i o n S i g n a l R e c o n s t r u c t o r </module>
42 <module> R d S t a t i o n E F i e l d V e c t o r C a l c u l a t o r </module> <!−− ADDED LIKE IN RdObserver−−>
43 <module> RdStationRiseTimeCalculator </module> <!−− ADDED LIKE IN RdObserver−−>
44
45 <module> RdPlaneFit </module>
46 <module> Rd2dLDFFitter </module>
47 <module> RdGeoCeLDFFitter </module>




52 <module> RecDataWriterNG </module>
Here SdSimulationTabulated, SdSimReconstruction, and RdTraceProcessingForWriteOut are
macros consisting of standard sequences of modules:
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Listing 3.7: SdSimulationTabulated
1 <loop numTimes=" unbounded " pushEventToStack=" no ">
2 <module> CachedShowerRegeneratorOG </module>
3 <module> TabulatedTankSimulatorKG </module>
4 </ loop>
5 <module> S d S i m u l a t i o n C a l i b r a t i o n F i l l e r O G </module>
6 <module> SdPMTSimulatorOG </module>
7 <module> SdFilterFADCSimulatorMTU </module>
8 <module> SdBaselineSimulatorOG </module>
9 <module> TankTriggerSimulatorOG </module>
10 <module> TankGPSSimulatorOG </module>
Listing 3.8: SdSimReconstruction
1 <module> EventCheckerOG </module>
2 <module> SdCalibratorOG </module>
3 <module> SdSignalRecoveryKLT </module>
4 <module> SdMonteCarloEventSelectorOG </module>
5 <module> SdEventSelectorOG </module>
6 <module> SdPlaneFitOG </module>
7 <module> LDFFinderKG </module>
8 <t r y>
9 <module> Scinti l latorLDFFinderKG </module>
10 </ t r y>
11 <module> Risetime1000LLL </module>
12 <module> SdEventPoster iorSelectorOG </module>
Listing 3.9: RdTraceProcessingForWriteOut
1 <module> RdStationTimeSeriesWindowCutter </module>
2 <module> RdStationTimeSeriesTaperer </module>
3.A.1.5 RD Simulation Reconstruction Including Measured Noise
The sequence of modules for the reconstruction of simulated air showers has been modified to
be as close to the sequence of reconstruction of data. Not all modules are compatible (beacon
suppression) or necessary (timing correction) and subsequently are left out. The reconstruction
of the simulated SD signal is added too for comparison between RD and SD in both measured air
shower and simulated air shower.
Listing 3.10: RdReconstructStarshapedStationPattern bootstrap.xml with noise.
1 <module> EventFileReaderOG </module>
2
3 <loop numTimes=" 1 " pushEventToStack=" yes ">
4 <!−− i n i t i a l i z e Radio s i m u l a t i o n −−>
5 <module> R d S t a t i o n A s s o c i a t o r </module>
6 <module> EventGeneratorOG </module>
7
8 <!−− ADDED SD SIMULATION −−>
9 &SdSimulationTabulated ;
10 <module> CentralTriggerSimulatorXb </module>
11 <module> CentralTriggerEventBuilderOG </module>




16 <!−− i m i t a t e measurement from s i m u l a t i o n −−>
17 <module> RdAntennaStationToChannelConverter </module>
18 <module> RdChannelResponseIncorporator </module>
19 <module> RdChannelResampler </module>
20 <module> RdChannelTimeSeriesClipper </module>
21 <module> RdChannelVoltageToADCConverter </module>
22
23 <!−− Radio r e c o n s t r u c t i o n −−>
24 <module> R d E v e n t I n i t i a l i z e r </module>
25
26 <module> RdChannelNoiseImporter </module>
27 <module> RdTimeJitterAdder </module>
28
29 <module> R d S t a t i o n R e j e c t o r </module>
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30 <module> RdChannelADCToVoltageConverter </module>
31 <module> RdChannelSelector </module>
32 <module> RdChannelPedestalRemover </module>
33 <module> RdChannelResponseIncorporator </module>
34 <module> RdChannelBrokenLNARejector </module> <!−− ADDED LIKE IN RdObserver−−>
35 <module> RdChannelTimeSeriesTaperer </module>
36 <module> RdChannelBandstopFilter </module>
37 <module> RdChannelUpsampler </module>
38 <module> RdChannelRiseTimeCalculator </module>
39
40 <module> RdAntennaChannelToStationConverter </module>
41
42 <module> R d S t a t i o n S i g n a l R e c o n s t r u c t o r </module>
43 <module> R d S t a t i o n E F i e l d V e c t o r C a l c u l a t o r </module> <!−− ADDED LIKE IN RdObserver−−>
44 <module> RdStationRiseTimeCalculator </module> <!−− ADDED LIKE IN RdObserver−−>
45 <module> RdStat ionPulseShapeRejector </module> <!−− ADDED LIKE IN RdObserver−−>
46 <module> RdClusterFinder </module> <!−− ADDED LIKE IN RdObserver−−>
47
48 <module> RdPlaneFit </module>
49 <module> Rd2dLDFFitter </module>
50 <module> RdGeoCeLDFFitter </module>




55 <module> RecDataWriterNG </module>
56 </ loop>
The configuration for the reconstruction with noise is mostly identical to the case without
noise (Listing 3.5). It only adds settings for two additional modules:
Listing 3.11: RdReconstructStarshapedStationPattern ModuleSequence.xml with noise.
1 <!−− By adding n o i s e s t a t i o n s might have f a l s e s i g n a l s due to RFI n o i s e −−>
2 <c o n f i g L i n k i d=" RdClusterFinder ">
3 <RdClusterFinder>
4 <R e j e c t L o n e l y S t a t i o n s> 0 </ R e j e c t L o n e l y S t a t i o n s>
5 <L o n e l y I f N o n e I n D i s t a n c e u n i t=" meter "> 400 </ L o n e l y I f N o n e I n D i s t a n c e>
6 <L o n e l yI f O n e In D i s t an c e u n i t=" meter "> 800 </ Lo n e l y I f O n e I nD i s t a nc e>
7 <I g n o r e R e j e c t e d S t a t i o n s> 2 </ I g n o r e R e j e c t e d S t a t i o n s>
8 </ RdClusterFinder>
9 </ c o n f i g L i n k>
10
11 <!−− Adding hand−picked , high−q u a l i t y , r e p r e s e n t a t i v e measured n o i s e . S e l e c t e d u s i n g RdMonitoring
12 v i s u a l i z a t i o n t o o l f o r the c r i t e r i a that as many s t a t i o n s as p o s s i b l e should be i n the datastream ,
13 as few as p o s s i b l e should be m a l f u n c t i o n i n g , and the RFI c o n d i t i o n s are o f r e p r e s e n t a t i v e magnitude . −−>
14 <c o n f i g L i n k i d=" RdChannelNoiseImporter ">
15 <RdChannelNoiseImporter>
16 <N o i s e F i l e P a t h> . / rdm_2015_12_22 . r o o t </ N o i s e F i l e P a t h>
17 <I n f o L e v e l> 1 </ I n f o L e v e l>
18 <R e j e c t S t a t i o n s W i t h o u t N o i s e I n f o r m a t i o n> 0 </ R e j e c t S t a t i o n s W i t h o u t N o i s e I n f o r m a t i o n>
19 </ RdChannelNoiseImporter>
20 </ c o n f i g L i n k>
3.A.2 Example of Input Cards for a CORSIKA Air Shower Simulation
The RUN.inp file contains the general setup for a CORSIKA air shower simulation initiated at an
(extreme) altitude of 117 km (FIXHEI ) by a iron nuclei (PRMPAR) of energy E = 1.7 · 1018 eV
(ERANGE) arriving from zenith angle 50.8◦ (THETAP) and azimuth angle −72◦ (PHIP). The
shower is simulated up to a height of 1.5741 km above sea level (height of AERA at the shower
core position) in a geomagnetic field (MAGNET ) and GDAS atmosphere (ATMFILE) from the
time of the measured AERA air shower for which this input card was generated.
Listing 3.12: RUN.inp CORSIKA Input Card
1 RUNNR 000101
2 EVTNR 1
3 SEED 554756 0 0
4 SEED 809651 0 0
5 SEED 18223 0 0
6 NSHOW 1
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7 ERANGE 1.72358 e+09 1.72358 e+09
8 PRMPAR 5626
9 THETAP 50.7531 50.7531
10 PHIP −72.5194 −72.5194
11 ECUTS 0 . 3 0 . 0 1 0.00025 0.00025
12 ELMFLG T T
13 THIN 1e−06 1723.58 0 . 0
14 THINH 1 . 0 0 0E+00 1 . 0 0 0E+02
15 OBSLEV 157410






22 MAGNET 19.5686 −14.2146
23 ATMFILE . / GDAS000100 . t x t
24 PAROUT T F
25 LONGI T 1 0 . T T
26 RADNKG 5 . e5
27 DIRECT . /
28 DATBAS F
29 USER bpont
30 DATDIR / cvmfs / auger . e g i . eu /${PLATFORM}/CORSIKA/ c o r s i k a −77100/ run /
31 FIXHEI 1.098707 e+07 0
32 EXIT
Additionally, an input card for the CoREAS radio simulation is listed below, describing the
same event. Several shower properties are stored for the CoREAS simulation and read-in into
Offline for reconstruction of the radio signal with AERA.
Listing 3.13: SIM.reas CORSIKA Input Card
1 # CoREAS V1 parameter f i l e
2
3
4 # parameters s e t t i n g up the s p a t i a l o b s e r v e r c o n f i g u r a t i o n :
5
6 CoreCoordinateNorth = 0 ; i n cm
7 CoreCoordinateWest = 0 ; i n cm
8 C o r e C o o r d i n a t e V e r t i c a l = 157410 ; i n cm
9
10 # parameters s e t t i n g up the temporal o b s e r v e r c o n f i g u r a t i o n :
11
12 AutomaticTimeBoundaries = 4e−07 ; 0 : o f f , x : automatic \\
13 boundar ies with width x i n s
14 TimeLowerBoundary = −1 ; i n s , only i f AutomaticTimeBoundaries s e t to 0
15 TimeUpperBoundary = 1 ; i n s , only i f AutomaticTimeBoundaries s e t to 0
16 TimeResolution = 5e−10 ; i n s
17 R e s o l u t i o n R e d u c t i o n S c a l e = 0 ; 0 : o f f , x : d e c r e a s e time r e s o l u t i o n \\
18 l i n e a r l y every x cm i n r a d i u s
19 GroundLevelRefract iveIndex = 1.000292 ; s p e c i f y r e f r a c t i v e index at 0 m a s l
20
21 # parameters read from CORSIKA f i l e s , t h e s e are not i n t e r p r e t e d by CoREAS but s t a t e d here f o r \\
22 your c o n v e n i e n c e
23
24 PrimaryPart ic leEnergy = 1.72358 e+18 ; i n eV
25 ShowerZenithAngle = 50.7531 ; i n d e g r e e s
26 ShowerAzimuthAngle = −72.5194 ; i n degrees , 0 : shower propagates to north , 90 : to west
27
28 # book−keeping parameters needed f o r read−i n to O f f l i n e
29
30 C o r s i k a F i l e P a t h = . / ; path to the CORSIKA f i l e s ( cannot i n c l u d e space c h a r a c t e r s ! )
31 C o r s i k a P a r a m e t e r F i l e = RUN000101 . inp ; s p e c i f y CORSIKA card f i l e
32 EventNumber = 6686
33 RunNumber = 100601
34 GPSSecs = 1053449724
35 GPSNanoSecs = 200305000
36 C o r e E a s t i n g O f f l i n e = −26982.5; i n meters
37 C o r e N o r t h i n g O f f l i n e = 1 5 0 6 9 . 3 ; i n meters
38 C o r e V e r t i c a l O f f l i n e = 9 9 . 2 4 7 2 ; i n meters
39 R o t a t i o n A n g l e F o r M a g f i e l d D e c l i n a t i o n = 2 . 3 5 5 3 8 ; i n d e g r e e s
40 Comment = Event 100601.6686 at 2013−05−24 T16:55:08 .200305000Z ; c r e a t e d by RdREASSimPreparator , \\
41 O f f l i n e c o o r d i n a t e s are i n PampaAmarilla c o o r d i n a t e system
The third input card sets up the locations of the radio antenna for which the radio signal is
calculated with CoREAS. The coordinate system used is centered at the core position and lists
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the distance in x, y, and z in cm followed by the name of the station. Note that the list has been
truncated for brevity.
Listing 3.14: SIM.list CORSIKA Input Card
1 AntennaPosit ion = 54856.4 −61375.4 156694 AERA_1
2 AntennaPosit ion = 54842.2 −85897.7 156490 AERA_2
3 AntennaPosit ion = 46823.5 −47179.4 156823 AERA_3
4 AntennaPosit ion = 48268 −72994.9 156552 AERA_4
5 AntennaPosit ion = 49935.3 −99435.7 156353 AERA_5
6 AntennaPosit ion = 40132.6 −36050.8 156941 AERA_6
7 AntennaPosit ion = 40464.7 −61986.2 156645 AERA_7
8 AntennaPosit ion = 41519.8 −86136.4 156389 AERA_8
9 AntennaPosit ion = 43536 −110600 156252 AERA_9
10 AntennaPosit ion = 33152.5 −49147.1 156795 AERA_10
11 AntennaPosit ion = 33749.4 −74429.9 156496 AERA_11
12 AntennaPosit ion = 34307.1 −98757.4 156243 AERA_12
13 AntennaPosit ion = 26348 −61114.1 156626 AERA_13
14 AntennaPosit ion = 27798.5 −86333.2 156339 AERA_14
15 AntennaPosit ion = 17991.4 −49060.8 156727 AERA_15
16 AntennaPosit ion = 19580.8 −74648.9 156461 AERA_16
17 AntennaPosit ion = 20469.8 −99078.1 156190 AERA_17
18 AntennaPosit ion = 12144.5 −61295.5 156562 AERA_18
19 AntennaPosit ion = 10001.2 −87469.7 156296 AERA_19
20 AntennaPosit ion = 5263.33 −74416.5 156421 AERA_20
21 AntennaPosit ion = −2491.2 −62777.4 156468 AERA_21
22 AntennaPosit ion = −1813.95 −87393.6 156283 AERA_22
23 AntennaPosit ion = 39136.6 −87405.9 156376 AERA_24
24 AntennaPosit ion = 13159.1 −113004 155710 AERA_25
25 . . .
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Abstract
The RdMonitoring framework uses measured radio-background data from AERA gath-
ered every 100 s and reduces the recorded voltage time traces and frequency spectra
to a set of derived quantities that are stored in a database. The database contains the
processed periodic data from 2013 to the nearly-live situation of the array (updated
hourly). Limits are set on each of the quantities for nominal behaviour (hardware not
broken, no excessive radio-frequency interference (RFI) noise, etc.) and all data is
automatically flagged if not within set limits. Several plotting tools have been created
to inspect both, the derived quantities and the flags obtained from those. Finally, the
flagged data is used to create periods of bad operation of stations which are stored in
the existing BadPeriod database that is integrated within the Offline analysis software.
Each bad period has the ‘reason’ why it is flagged and one can select all/any reasons
which are deemed useful for the respective analysis. By pre-selecting only periods
without particular station issues, air shower reconstruction will be more reliable.
4.1 Introduction
Besides measuring the radio signals from extensive air showers, every AERA station also peri-
odically records signals when no shower is present. In the early phases of AERA this data was
recorded every 10 seconds and later every 100 seconds when the amount of deployed stations
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increased. This data contains a wealth of information about the performance of the array. Not
only the RFI background is recorded, but also malfunctions of the stations can be identified in
this way.
To monitor the array with periodic data a module for the Offline framework, RdMonitoring,
was initially developed by S. Grebe, A. Nelles, and H. Schoorlemmer [76] in 2011. This module
has been adapted and extended to accommodate the current needs.
For the analysis of air showers it is important to be able to reject the stations that were
not operating as required or when ambient noise significantly affected the measured signals. A
pipeline has been created to flag periodic data that deviates from a nominal signal. The quantities
that are analysed to identify non-nominal operation, are derived from the voltage time trace and
the frequency spectrum of each station’s antenna channels. Each quantity gets its own upper
and lower limit and if these are exceeded they are flagged. For these flags time periods of bad
data are defined and these are stored in a database, such that this can function as an automated
pre-selection of high-quality data for physics analyses. The framework is described in Section 4.2
as a method that can be generally applied to any analysis. It is then applied to select a set
of high-quality AERA air showers (Section 4.3) for the reconstruction of the cosmic-ray mass
composition.
4.2 RFI and Hardware Failure Rejection
4.2.1 Overview of Data Processing
The processing of periodic data consists of three parts: the first one runs as an automated pipeline
on-site in Argentina on the most recent periodic data available, a second part that can be run
to derive periods of bad operation each time new air shower data is released, and a third part
that can run locally to display and troubleshoot the monitoring data. The flowchart in Figure 4.1
shows the input/output and scripts that form the data processing pipeline. A general description
of this will follow below.
The first step in the framework is reading in the ROOT files containing the periodically
triggered data that are stored every 100 seconds (every 10 seconds in the early phases of AERA).
These ROOT files are available for every hour or day. The Offline RdMonitoring module processes
the time traces and frequency spectra into a handful of derived quantities that are stored in the
RdMonitoring database. The Python script RdMon_GetLimits.py samples from this database and
determines what values are ‘normal’. Criteria are set here to formulate limits for each quantity.
The Python script RdMon_ApplyLimits.py then applies these limits to every entry in the database
and stores this bad period flag as a single combined bit pattern of all criteria. Flagged entries can
indicate malfunctioning of a station or deviations in the ambient noise conditions. To interpret
these flags, reduce the amount of data, and make them more useful for use in Offline, the 100 s
flags are combined into bad periods with start time, end time, and reason for flagging. These are
written to the BadPeriod database. If one has different requirements in their respective analysis
RdMon_BadPeriodMaker.py can be run locally as well creating a text file with custom bad periods
that can be loaded into Offline using the RdStationRejector module.
Most scripts in this pipeline can generate figures that display the processed data. These are
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Figure 4.1: The data flow within the RdMonitoring framework described in Section 4.2.
Described in the flow chart here are the analysis tools (blue), output files
(grey, optional output is lighter of color), plotting tools (yellow), and
databases (green). The red dots indicate where free parameters have been set.
(*) On the Lotta server, running on-site at AERA in Argentina, hourly ROOT
file with periodic data are available with the most recently acquired data. On this server
the data processing is automated by a cron job. It runs the RdMonitoring Application,
fills the RdMonitoring database, and flags outlier data. These tools are also available
in the RdMonitoring Application and they can be run locally if the default configured
settings are not sufficient for the user.
also intended as a debugging tool. Furthermore, the framework includes a set of dedicated plotting
tools (displayed in yellow) meant to display the contents of the databases. These scripts also can
serve as a starting point for any other analysis using this periodic data. In the next sections, the
elements of the framework are described in more detail.
The framework requires three configuration files for the processing of the data (red dots in
figure):
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Table 4.1
Quantity Description
traceMean Mean value of raw ADC voltage time trace.
traceRMS Standard deviation from the mean of the raw trace.
traceMin Minimum ADC value of the trace.
traceMax Maximum ADC value of the trace.
PowerAt28MHz Value of the spectrum bin nearest to 28 MHz.
PowerAt33MHz Value of the spectrum bin nearest to 33 MHz.
PowerAt38MHz Value of the spectrum bin nearest to 38 MHz.
PowerAt43MHz Value of the spectrum bin nearest to 43 MHz.
PowerAt51MHz Value of the spectrum bin nearest to 51 MHz.
PowerAt58MHz Value of the spectrum bin nearest to 58 MHz.
PowerAt69MHz Value of the spectrum bin nearest to 69 MHz.
PowerAt80MHz Value of the spectrum bin nearest to 80 MHz.
PowerInBand
∑
(spectrum bin amplitudes)·(binsize) between 30− 80 MHz.
PowerOutsideband
∑
(spectrum bin amplitudes)·(binsize) outside of 30− 80 MHz.
TraceOutliers Number of time-trace bins above a N*traceRMS (see 4.2.1.1).
SpectrumNarrowBandPeaks Number of narrow-band RFI peaks in the spectrum (4.2.1.1).
1. Data reduction settings: The default settings for the RdMonitoring Offline module are
listed in Appendix 4.A.1.1. These settings determine what quantities should be calculated
from the raw periodic data.
2. Flagging criteria: Criteria applied on the derived quantities for each of the periodically
triggered events. A description of the applied criteria is listed in Section 4.2.2.1 (which
will also refer to Appendix 4.A.1.4, which lists the assumptions made for the different
flagging criteria). For the actual values used see the RdMonitoringLimits.csv file in the
RdMonitoring Application in Offline.
3. Bad period criteria: Criteria on how to combine the flagged periodic events into periods
of bad operation are listed in Section 4.2.3.1. Section 4.2.3.2 describes the default settings
(which will refer to Appendix 4.A.1.5 for more detail).
4.2.1.1 Offline RdMonitoring Module
The periodic-data ROOT files are read in by the RdMonitoring module. The module reduces
the old 10 second trigger data to 100 second data by taking only the events matching a 100 s
interval. A 100 s interval is sufficient for the purposes of creating bad periods. It then loops over
all stations and all their antenna channels and reads the time trace and frequency spectrum. The
quantities listed in Table 4.1 are then calculated. Certain settings and values can be changed for
these quantities. See Appendix 4.A.1.1 for a list of these.
The 8 frequencies for which the values for the power in the spectrum are stored, have been
chosen to correspond to the LPDA wire frequencies. If a wire breaks, it should show as a drop in
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Figure 4.2: Example of a frequency spectrum of a single channel where narrow-band noise peaks and
frequency lines of the reference radio beacon are identified. The green crosses are peaks
identified with a signal to noise ratio above 30. The four grey lines are the frequencies
broadcasted by the AERA beacon. One can see that 4 out of 5 found peaks are beacon
lines and one is a narrow-band RFI (NB-RFI) line. The grey band indicates the width
of the bandpass filter applied to radio signals. The red lines are the frequencies that are
stored and analysed in the RdMonitoring framework.
power at the corresponding frequency. Because these frequencies are spread out roughly evenly,
they also serve as a low-resolution spectrum.
Spectrum Narrow-Band RFI and Beacon Detection The frequency spectra typically
contain some narrow-band spikes. These can either be due to RFI noise or the AERA beacon
frequency lines (see Section 3.2.3.1 or [105]). To identify these, a simple narrow-band peak finder
has been created for the RdMonitoring module. It works by the following steps:
1. Select the bin with the highest amplitude.
2. Calculate the signal to noise ratio (SNR) of that bin from the 31 bins around this maxi-
mum. This definition has been chosen to be consistent with the implementation of the SNR
definition of the beacon timing correction calculation.
3. If this frequency matches one of the beacon frequencies (read from a database for the event
time) the beacon frequency and corresponding amplitude are stored (for any SNR).
4. If the frequency of the peak does not match a beacon frequency, it might be noise. If the
SNR is larger than 30 then it is considered an RFI peak and it is added to the Spectrum-
NarrowBandPeaks counter (beacons are not counted here).
5. Next, a window of 9 bins around an identified RFI peak is masked. The rest of spectrum is
scanned again for further peaks, repeating the process from step one, until the highest 1%
of bins of the spectrum have all been checked.
Figure 4.2 shows an example of a frequency spectrum where 5 peaks were found of which 4 are
beacon lines. Also marked with red lines are the 8 frequencies for the PowerAtxxMHz quantities
above.
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Figure 4.3: (Top): Example of a time trace of channel 1 of prototype station LS-153, showing
significant noise in both trace and spectrum. Shown are the trace minimum, maximum,
mean, and 5σ range around the mean. This trace signifies a malfunctioning station.
It does not reflect the typical recorded signals. The red crosses are values of the trace
that exceeded their limits. The number of entries outside of this range is stored in the
RdMonitoring quantity TraceOutliers (Section 4.2.1.1).
(Bottom): The corresponding frequency spectrum. Here the red crosses are NB-peaks
identified with the method described in Section 4.2.1.1 where the SNR is above 30. The
grey crosses indicate peaks identified by the algorithm but with too small SNR.
Time-trace Outlier Detection Ambient noise can also cause short transient spikes in the
time trace. See for example the top plot in Figure 4.3. These spikes can be significant without
corresponding to an identifiable narrow-band peak in the spectrum that could have been filtered
out by the standard Offline narrow-band noise rejection modules (see the description of the Band-
StopFilter in Section 3.2.3). Depending on the nature of the noise, the spikes can correspond to
significant broad-band noise in the spectrum. This is more difficult to remove from the spectrum
and can thus affect an analysis. For this reason the TraceOutliers variable is calculated. The value
contains the number of time-trace bins significantly higher or lower than the typical average trace,
±N ·traceRMS (by default 5 standard deviations: N = 5). In this way it contains information
about a mix of the peak widths and the amount of peaks. The amplitude information of these
peaks is contained in the traceMin and traceMax parameters.
4.2.1.2 RdMonitoring Database
The quantities described above are written to a database for every entry, i.e. the 100 s periodic
trigger. Appendix 4.A.1.2 shows the overview of the RdMonitoring database. Every entry is
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uniquely defined by the combination of GPS time stamp of the event (GPSSecond), station ID
number (StationId), and channel ID number (ChannelId). The DAQ run number (RunId) is also
stored for easier searching and selecting of data. Lastly, the column BadPeriodFlag is present.
This will be used for the flagging of the data at the next stage of processing (see Section 4.2.2).
Two tables are created for the periodic data. The first, RdMonitoringChannel, records most
trace and spectrum quantities, i.e. anything on single-channel level. The second is RdMonitor-
ingBeacon which is linked by RdMonitoringChannel_id to RdMonitoringChannel connecting a
single channel to any beacons that might been have detected.
4.2.2 Flagging of Periodic Data
Most physics analyses of air shower data require at least some cuts to guarantee good quality of
the data. To aid in this, the periodic data is used here to provide a list of flags that mark when
the quantities created in Section 4.2.1.1 are ‘normal’ and when they are not.
4.2.2.1 Defining Limits for Normal Data
Each station hardware type can have different nominal threshold values due to, for example,
differences in sensitivity and response to noise. The same might apply to antennas orientated in
different directions. For example, towards the village El Sosneado more noise is to be expected
in the East-West-aligned antenna arm, whereas the beacon signals are mostly visible in the other
antenna arm. So, the two station channels will need separate treatment when determining the
upper and lower limits on nominal values.
The RdMon_GetLimits.py script is intended to identify the different hardware configurations
and give a first estimate of the corresponding limits for them. In a second step, manual adjust-
ments are made. Here follows an overview of the process of getting these limit estimates.
The detector database, containing a description of all deployed hardware, is used to index
all possible hardware configurations by looking at BitDepth, AntennaType, ChannelType, and
ChannelId. BitDepth indicates the number of bits the digitizer uses for the data acquisition. These
can be the 12-bit KIT/BUW digitizers or the 14-bit RU/NIKHEF digitizers. The AntennaType
can e.g. be Butterfly, LPDA, or SALLA. ChannelType indicates high or low gain channels, being
filtered or not, or having top or bottom scintillator. ChannelId distinguishes between the 4
channels a station can have (LPDA and SALLA stations use the same antenna in channel 1 and
2, so ChannelId is needed to distinguish them). A full list of the possible values is included in
Appendix 4.A.1.3.
For every combination of those four hardware configuration parameters the RdMonitoring
database are searched for all data matching that hardware. A random subset of entries is selected1
and for every quantity in the RdMonitoring database the distribution of the data is fitted with a
Student-t distribution2. The fits for all quantities are stored in a csv file for later use. Figure 4.4
1The idea is that the majority of data should be ‘good’. A subset of data thus should represent the full dataset.
Outliers might be under-represented but that is only an advantage at this step. The maximum size of the subset
is set to keep database query times at reasonable levels.
2This distribution is similar to a Gaussian distribution but allows for longer tails. This makes it more robust
fitting a dataset that contains outliers. Outliers being the noise or hardware failures of the stations that we want
to suppress the effect of as much as possible here.
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Figure 4.4: Example of a plot from RdMon_GetLimits.py showing the mean of the traces of chan-
nel 1 for the KIT/BUW-type LPDA stations. (Bottom left): The time evolution of
traceMean for all stations with this hardware type. Variations in the baseline between
stations is likely the result of manufacturing variabilities of the hardware, causing an
absolute voltage shift (see also RdChannelPedestalRemover in Section 3.2.3). Significant
variations can indicate hardware issues. The data in the region beyond the dotted red
lines is marked as flagged. (Bottom right): Histogram in both linear and logarithmic
scale of all stations in this hardware class. A student-t distribution is fitted (green line).
The shaded regions display the number of standard deviations from the mean. (Top):
Displayed is the same data as in the three bottom plots, but here also the extreme out-
liers are plotted, whereas the bottom plots display only a few standard deviations from
the mean. Gaps in time are a result of no data being recorded. Note that only a random
sample of 80000 entries per station is plotted, out of typically around 1 million samples
for this time period.
shows the fit to the traceMean quantity of channel 1, for all LPDA stations, for a period of about
five years (bottom right). By default a 5σ upper and lower limit are set. These can be changed
in the csv file if not satisfactory. Also shown is a scatter plot of the values over time (bottom
left). Here one can get a feeling for which stations or which values should be considered ‘good’
or ‘bad’. The three top plots are the same as the bottom three, but zoomed out to show also the
extreme outliers.
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Figure 4.5: Long-term evolution of the traceRMS of channel 2 of LS-78 (KIT/BUW-type Butterfly
station). A few days of each year in early April are selected and plotted. A change in
both outliers and average value can be observed. The background color is a 2d gaussian
KDE to show the density of data points. The red markers show data flagged as outliers.
The final step is to interpret the plots and manually adjust the first-estimate limits written
to file. The default fits might serve superficially but they do not consider
• the case where the majority of the data was not ‘good’. This can occur if a hardware class
has only been active for a short time or when a class contains only a few stations. In both
cases, if only one or two stations have issues, they can skew the distribution fit to mark all
data as good.
• the case where despite having the same hardware configuration, stations still have a sig-
nificant offset with respect to each other. For the few SALLA stations in operation this is
often the case. The fit of the distribution typically contains the majority of the data, but
this still requires manual verification.
• how the limits will be used in practice. One might want to reject only hardware failures,
but not flag moderate or extreme noise. Appendix 4.A.1.4 lists how each upper and lower
limit was set to handle this freedom.
As an example: in the case of Figure 4.4, LS-14 poses the question if the mean of the trace
is just a bit lower than the other stations and operating nominally, or perhaps the station is
malfunctioning. Further investigation would be needed into other RdMonitoring quantities or
into the AERA maintenance logs in order to justify setting the limit to include the station within
the limits or not. These factors were taken into account when setting the limits manually for
implementing RdMonitoring in the standard air shower reconstruction.
However, some quantities are observed to change over the years. As an example the traceRMS
for channel 2 of LS-78, a station performing with little issues which is a representative example for
other stations, is shown in Figure 4.5. In the early years of the AERA deployment, noise spiked
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Figure 4.6: Periodic data during two weeks in April of 2018, flagged on the upper limit of the
traceMean quantity for channel 1. The red elements show where data is flagged and in
green is the data that is not flagged. Binning is done per station and per 10 minutes.
The gaps at weekly intervals show the downtime of the array. Periods with no color
indicate the station did not send data to the DAQ and was likely turned off. The grey
regions represent hardware classes not processed in flagging (such as for experimental
and self-triggered stations).
to more than an order of magnitude above the daily oscillation, whereas this is much less frequent
in recent years. Also, a change in amplitude can be observed between the early years and later
years. In recent years the RMS is a bit lower. Whether this is caused by the hardware or the
ambient noise and whether there is a general trend or it is stabilized at this time is unclear. If this
is not the case and nominal data reaches the limits, this should be easily visible. The quantities
typically have a daily oscillation from the galactic and ambient noise background. If limits become
too tight it will start flagging entries at the top/bottom of the daily oscillation for a few hours
per day, every day, for most or all of the station, also giving a huge number of bad periods. When
this happens one can observe this easily using the Python script RdMon_Plot_ClassQuantity.py
and adjust the limits. Evolution over time has been accounted for in the current dataset and
should not change much within the next few years. On the long term this would require further
investigations.
With the limits for all classes set, they can be applied to the full dataset. This is done by the
RdMon_ApplyLimits.py script.
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Figure 4.7: Overview of flagged data for channel 1 of LS-108 (a KIT/BUW-type Butterfly station).
Red elements indicate true conditions; where upper or lower limits are exceeded or for
the last four rows whether the statement is true (conditions are described in Table 4.4
in Appendix 4.A.1.4). The green elements indicate a false condition. The data is binned
per 10 minutes. The gaps at weekly intervals show the downtime of the array. All flags of
the RdMonitering framework are listed in this overview. It allows one to quickly inspect
the relation between the different types of flags.
4.2.2.2 Example Tools for Data Visualisation
Several scripts are provided in the RdMonitoring Application to show the data in the RdMoni-
toring database and what data has been flagged. Four such scripts are used below to show the
results of the flagging of outlier data.
Flagged Data for a Single Flag for all Stations If a station is suspected of having problems
one would like to be able to quickly judge how long this has been going on and if other stations
are affected as well. RdMon_Plot_ArrayFlags.py shows what channels and stations were flagged
over time for a certain flag. Figure 4.6 shows an example for the upper limit of the traceMean
flag for a period of two weeks for channel 1. The data is binned in periods of 10 minutes. The
short gaps at weekly intervals show the downtime of the array when weekly monitoring shifts
start a new run of the DAQ, causing a short down time. As can be seen, a few stations are nearly
continuously flagged (red).
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Figure 4.8: RMS of the trace of channel 1 for 4 KIT/BUW-type Butterfly stations for two weeks
of data. LS-108 is clearly having a problem. The upper and lower limits that were
determined earlier are plotted as grey lines.
Flagged Data of all Flags for a single Station RdMon_Plot_StationFlags.py gives a quick
overview of all flagged data for a single station. It allows one to easily see relations between the
various flags. Figure 4.7 shows an example for LS-108 channel 1 (in the same period of two weeks
in Figure 4.6). The data is again binned per 10 minutes. As can be seen from the figure, this
station had issues, periodically visible in more than just the upper flag of traceMean, as was
shown in the previous figure. Note also the periods where TraceOutliers has flagged the data
while other flags do not. This anti-correlation shows these quantities can provide complementary
information. The next paragraph will continue with the example for LS-108.
A Snapshot of each Quantity per Hardware Class To inspect the behaviour of a single
station, it can be helpful to look at the data of multiple stations of the same type at the same
time. Figure 4.8 shows the traceRMS of channel 1 for four KIT/BUW-type Butterfly antennas
for two weeks of data. LS-108 is shown here to be a station having problems; periodically rising
and dropping in amplitudes. The upper and lower limit for the traceRMS quantity is plotted as
grey lines. In this case, just this limit would have been sufficient to identify the malfunctioning
station.
Showing Flagged Data on the AERA Map To localize a source of the noise or other
observed features/issues it is useful to see the quantities plotted as function of their location in
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Figure 4.9: The traceRMS quantity averaged over two weeks plotted on a map of AERA. Only
stations where traceRMS exceeds its upper limit and at least 1% of the data of their
total uptime contains more than 10 TraceOutliers (pulsed features in the time trace)
are shown. This shows which stations are significantly affected by pulsed noise or have
possible hardware issues. Also plotted are the location of all other radio stations that
where active (white circles) or inactive (grey circles) during the two weeks. Also plotted
are the positions of the SD stations (grey plus signs).
the array. This is what RdMon_Plot_Map.py does. For any period of time the average value of a
given quantity is plotted for the events where data was flagged.
Figure 4.9 shows an example for a period of two weeks in April 2018 for data with the upper
limit flag of traceRMS, where additionally the restriction TraceOutliers > 10 has been applied.
The figure shows the average traceRMS quantity for that flagged data where at least 1% of that
week was flagged (so only the stations that often have exceeding values are highlighted). In the
upper left of the map LS-131, LS-132, and LS-118 have persistent high TraceOutlier values. They
are located next to a electric power line and thus have significantly increased noise levels from
RFI-leaking transformer boxes. In the AERA core region, a few stations (LS-14, 17, 21, 22) seem
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to be affected too. All but LS-22 correspond to the stations reported in the AERA maintenance
logs of that period that have ‘strange filter curves’. This example shows that this monitoring
framework can be used to automatically identify typical hardware failures.
4.2.3 Creating Bad Periods
4.2.3.1 Constructing a Bad Period
To reject periods with issues in air shower reconstruction, the separate flagged entries (at 100
second time intervals) need to be combined into periods with start and stop timestamps that
Offline can interpret. There needs to be a balance between the length and flagging density of
these periods. If made too long, with small periods of good operation in between, too much
good data is rejected, if too short, then there is a risk for not identifying erratic behaviour.
Additionally, a very large set of small periods can slow down Offline. The procedure of creating
a bad period from the individual flags with the python script RdMon_BadPeriodMaker.py, is
displayed in Figure 4.10. At the most basic level it is a matter of connecting the flagged entries
(red dots), based on a set of rules. Connecting the dots is done by first propagating forward
through the flagged entries. The result of this, is a set of periods with start and end times. And
secondly, backwards, to connect these periods further with the same set of rules applied. This
will typically ‘sweep up’ remaining smaller periods when close to a larger period.
The rules imposed on the propagator connecting the dots and periods are described in the
following steps (the numbers below correspond to the numbers in the square boxes in Figure 4.10):
1. Time steps where many stations had flagged entries are typically caused by the full array
seeing the same transient RFI source. Before creating the bad periods, these events can
be filtered out. This is done by checking the number of flagged stations at each time
step. If this is higher than the limit −−NumOfNoisyStationsAllowed, it is seen as a noise
event. By enabling −−RejectNoisyEvents, these time steps can be removed from further
consideration as if there was no data available at that time. No bad period is created
for transient noise since the short time scale of this is unlikely to affect any air shower
(short transient noise measured occasionally at the 100 second intervals is highly unlikely
to coincide with the ns-length cosmic ray signals).
2. There is a certain allowed period between two flagged entries where they can still be con-
nected: −−MaxAllowedGapInit. In part this is needed to prevent a large number of very
small periods, but also to compensate for when the noise events have been removed in step
1, leaving some small gaps.
3. When the propagator continues to connect entries together, the gap over which it may jump
is allowed to grow proportionally. This range grows proportional to the current size of the
period scaled with the −−FractionOfSizeAllowedToJump parameter, but always retains
at least the initial value from the previous step. An additional restriction can be applied
on the fraction of a period (only applied if longer than −−MinAllowedPeriodForwards3)
3If one would apply the minimum flagged fraction criteria to a period that is just a few triggers long, it might
not be very representative of the periods. This will only become apparent when it has grown a bit.
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Figure 4.10: Diagram of the procedure of creating a bad period with RdMon_BadPeriodMaker.py:
In the first step, it is attempted to connect flagged entries (red) for each station. A
successful connection of two entries is displayed with the black arrows. There is an
option to pre-reject time steps for which a certain number of stations have been flagged
(#1). These typically correspond to increased noise measured by most of AERA and
one might not want to include these in bad period creation. The grey lines indicate
the maximum reach to connect to the next flagged entry. There is always a minimum
absolute reach (#2) and an absolute maximum reach (#4). Within these limits, the
reach scales with the number of already successfully connected entries with a restriction
on the minimum fraction of the period that is flagged (#3). If for some reason no data
is available for a station at some time steps, the non-entries are treated as if they are
non-flagged entries (#5). At the end of propagating over time to the end of the dataset,
several bad periods may have been created. A minimum bad period length can be set
(#6). Any period created that is too short, is then ignored. The second step is an
attempt to connect the forward-propagated bad periods by going backwards again with
the same reach limitations as before. Note that it is not the individual entries that
are connected at this step but the created bad periods themselves. At the end of the
backward propagation, there is again an option to reject on a minimum period length
(#7). A successful backwards-propagated connection can be seen in (#8).
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that must be flagged (using −−MinFlaggedFraction). This prevents a bad period from
degrading in cases where, for example, two periods with a high flagged fraction are preferred
over one big period that also includes the good period in between.
4. This scaled growth is limited to a maximum period of time set by−−MaxTimeAllowedToJump
to prevent a run-away growth.
5. If there are no entries available at certain time steps, they are considered as non-flagged
data. Missing data usually indicates a station being shut down or without connection to the
DAQ. In both cases it will not have been able to send air showers data during this period.
So, it does not matter much whether these periods are marked as bad or not. The effect on
the creation of the bad periods is limited.
6. After forward propagation has finished, a set of periods will have been created. Some of
these might be very small in size. −−MinAllowedPeriod sets a lower limit on how small
they can be. By enabling −−RejectSmallPeriodsAfterForwardsPropagation all periods
under this limit will be rejected.
7. Next will start the backward propagation. It again follows the same rules for the jump
range (except for the minimum flagged fraction criteria, that is only used in the forward
propagation). Note that at this point it is important whether small periods were removed
in step #6. With those small periods included it will be much easier to create more con-
nected periods. It depends on the nature of the hardware failure/noise and the flag it is
applied to, to see what is best here. After backwards propagation has finished, there is
again the option to throw away any periods under the lower limit length, this time using
−−RejectSmallPeriodsAfterBackwardsPropagation and−−MinAllowedPeriodForwards.
8. Finally, #8 in the figure shows how backwards propagation can connect periods that for-
wards propagation could not.
Figure 4.11 shows an example of created bad periods for the traceRMS upper limit flag for
the same period of two weeks as previous figures. From the roughly 14000 flagged entries in
this period, four bad periods have been created. Comparing this figure to the flagged data in
Figure 4.6, that displays the same period, shows that small fluctuations in traceMean for some
stations, that resulted in occasional flags, have been ignored in the process of creating bad periods.
Periods with longer and more continuous flagged data have been combined into single periods.
Appendix 4.A.1.5 lists what settings are used for each of the flagging criteria to create bad
periods.
4.2.3.2 Criteria for Inclusion in the BadPeriod Database
Using the default settings of Appendix 4.A.1.5, the bad periods have been created and added
to the existing BadPeriod database. They have been reviewed manually, such that they indeed
accurately represent the underlying flagged periodic data. Offline uses the RdStationRejector
module to reject stations with bad periods in the database (Section 3.2.3). Appendix 4.A.1.5
lists the flags that are included in the database by default. To be somewhat conservative in
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Figure 4.11: Created bad periods for the channel 1 traceMean upper limit flag for a period of two
weeks in April of 2018. The periods have been created with the default settings as
described in Appendix 4.A.1.5. The background of grey points are all (100 second trig-
ger) database entries that have been processed by RdMon_ApplyLimits.py. The white
regions are because of stations being absent from the data stream at that particular
time.
rejecting data periods, not all reasons are used for the identification of bad periods. For example,
significant noise, flagged by some of the flagging quantities, might still be filtered out in the air
shower reconstruction, so a priori it is better not to reject these periods liberally. However, a
station with erratic or broken hardware part needs to be removed, because there it is certain to
not give reliable results in case it would pass later reconstruction criteria.
4.2.3.3 Contents of the BadPeriod Database
The main impact of the bad periods on the air shower reconstruction, is in the amount of time that
stations are rejected. The lower left plot of Figure 4.12 shows the bad periods for all selected bad
period reasons (see Appendix 4.A.1.5) over the period between the start of periodic monitoring
in May of 2013, up to an arbitrarily chosen end time for plotting in 2018. This shows the first few
years of bad periods that are used in the data selection of this thesis. The grey lines represent
the configured stations, stations that are deployed in the field. They need not be operational at
all times in this definition. The red lines are the determined bad periods. In orange are displayed
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Figure 4.12: (Lower left): Bad periods for all selected bad period reasons (see Appendix 4.A.1.5)
in red (or as a single orange pixel if the period is otherwise too small to display). In
grey are displayed all deployed stations. (Upper left): Number of stations at any time
that are: configured/deployed (solid black line), operational (green), bad periods (red).
(Lower right): Total time a station was configured (grey), operational (green), or a bad
period (red).
the periods that are so short that they are smaller than a single pixel in the image. They are
plotted here as a single pixel to still be visible despite of that. Keep in mind that due to this, it
might seem to be covering longer periods of time than is actually the case.
The top figure gives an estimation of the impact on uptime of the array. The solid black line
shows the number of stations that are deployed at any time. The green part shows the number
of stations (averaged over each day) calculated from the stations present in the RdMonitoring
database. These represent the actual uptime of AERA. The red region shows the number of
stations with bad periods at any time. The lower right figure shows, for each station, the total
configured time (grey), the total time the were recording data (green), and bad period time (red).
The dashed black line is the full time window as displayed in the lower left plot.
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4.3 Data Selection
To obtain a high-quality set of air showers, more than just the rejection of bad data, as in
Section 4.2.3, is required. First of all, the Pierre Auger Observatory is a hybrid detector, so it
requires cuts on reconstruction parameters of multiple detectors to guarantee the validity of a
good hybrid air shower reconstruction. In Section 4.3.1 is explained what cuts are needed for the
Surface Detector, Fluorescence Detector, and AERA. Then, these are combined in Section 4.3.3
to create a dataset of hybrid-events with good reconstructions for all three detectors. The main
advantage here is that there are multiple independent reconstructions of the air shower properties,
such as arrival direction, energy, and Xmax, such that the reconstruction of Xmax with AERA and
with the Fluorescence Detector can be evaluated using the same air showers (Section 6.2).
After this independent check of the AERA Xmax reconstruction method, it is key to get a
dataset with the largest possible number of air showers to perform a composition analysis of
the cosmic rays. The overlap in detections between FD and AERA is not very large because of
unfavourable relative positioning and efficiencies, so in Section 4.3.2 the hybrid dataset of just
the Surface Detector and AERA is created to get a large set of air showers. The majority of
AERA stations get their trigger to record data from SD. An independent AERA-only dataset is
not created, since this would not increase the number of events in a significant way. The added
benefit of a well-calibrated estimate of the energy of the primary cosmic ray from SD outweighs by
far the added number of showers from AERA-only events. For these reasons the combined AERA-
SD reconstruction is used at all times in the analysis in later chapters, such that the best qualities
of the two detectors can be combined. The air showers also containing an FD reconstruction are
then only used to independently validate the AERA reconstruction of Xmax.
4.3.1 Cuts on the Air Shower Data
The quality cuts for SD, FD, and AERA data will be described per detector below and for
completeness the complete configuration files have been added to Appendix 4.A.2. All SD and
FD cuts, and the majority of RD cuts are applied using the SelectEvents code, available as
part of Offline. A few additional cuts for RD are added manually for the needs of the analysis of
AERA Xmax reconstruction.
4.3.1.1 SD Cuts
In addition to the pre-selection already made during the reconstruction (Section 3.2.1), some
additional cuts are applied in accordance with the standard cuts for vertical showers measured
within the SD-750 grid, as also used in recent Auger analyses with these SD stations [13].
SD Quality Cuts
Reject events A few SD events are rejected because of known bad LDF fits of the particle
footprint (reject_sd750.txt) possibly caused by coincident lower energy showers.
Reject bad periods Periods where the SD tanks are known to be malfunctioning are also
rejected (BadPeriods_sd750.txt).
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lightning False signals, induced in the SD PMT cables by strong lightning conditions, are
filtered out.
minRecLevel The reconstruction needs to have at least made a successful NKG LDF fit of
the particle footprint.
maxZenithSD Only vertical showers, i.e. showers with zenith angles up to 55◦, are included.
At zenith angles closer to the horizon, additional more subtle effects can start to play a
role for which the standard reconstruction of vertical showers is not guaranteed to work
to the same standards. Additionally, for the RD reconstruction a similar argument
holds and the same zenith angle cut is required.
T4Trigger Sets a requirement on the timing and position of the cluster of triggered SD
tanks. It is meant to select only high-quality high-energy events and reject coinciding
lower energy events.
T5Trigger The T5 trigger is a fiducial trigger that makes sure that the shower footprint
can be reconstructed with high fidelity. It requires the station with the highest signal
to be surrounded by a full hexagon of operational stations (6T5 trigger). This prevents
cases where part of the footprint is not probed because of, for example, being on the
edge of the SD array or when surrounding stations are not operational.
minLgEnergySD A minimum reconstructed cosmic-ray energy of 1016.5 eV is required. The
efficiency and sensitivity of SD reaches its limits here, but more importantly, at such
low energies radio signals are typically too small for AERA to detect, so these events
can be rejected without any loss.
Additionally, a cut of a minimum energy of 1017.5 eV is set for part of the analysis where it
is required to guarantee that the SD trigger is fully efficient to detect showers with any Xmax
[67]. The AERA events are triggered by SD, so for composition studies, this energy cut is a
minimal requirement towards a bias-free AERA dataset. More details on this will be provided in
Section 6.3.2.
4.3.1.2 FD Cuts
The FD event reconstruction is included to be able to compare the FD reconstructed Xmax to the
AERA reconstructed value. This sets different requirements than for full composition study with
FD data where one would require fiducial cuts. For comparisons of Xmax on an event-by-event
basis, only quality cuts determining a reliable FD reconstruction of Xmax are required. For that
reason, the typical strict FD cuts can be somewhat relaxed.
The first cuts select the data streams to be included:
Reject Laser Events
!isCLF Detections of the CLF laser shots by the FD telescope should be rejected.
!isXLF The same holds for the XLF laser shots.
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Select Telescopes
eyeCut Only the telescopes of Coihueco and HEAT overlook the AERA site. However, all
air showers from any FD site (eye) are accepted. Also the combined reconstructions of
the HEAT and Coihueco telescopes (HECO) are accepted.
Then the status of hardware is checked to be operating correctly:
Hardware Status
badFDPeriodRejection Reject periods with bad atmospheric conditions by means of check-
ing for bad vertical aerosol optical depth (VAOD) profiles (the affected periods are listed
in BadPeriods_atm_ADE_NAP_v2.0.txt). Data for this is available up to December
2018 and thus all air showers after this time are also not included in the event selection.
!badPixels If any pixels in the telescopes are known from calibrations to be malfunctioning,
they are rejected since the effect on the reconstruction can be uncertain.
good10MHzCorrection To get nanosecond resolution for the air shower arrival time, the
digitizer clock variations with respect to the GPS timing, are recorded and are corrected
for. If no such correction is available, then the arrival time of the event can’t be verified
and the event is rejected.
The atmospheric conditions require additional cuts to get reliable FD measurements:
Atmosphere
hasMieDatabase The FD reconstruction relies on the amount of Mie scattering measured
with the LIDAR installations.
maxVAOD The vertical aerosol optical depth needs to be below a predefined cut value,
because if the atmosphere is too dense, the systematic uncertainty on the energy recon-
struction increases too much.
cloudCutXmaxPRD14 Reflected light from clouds can affect the measured signal from
the air shower and as such, conditions with too much clouds are rejected.
Information of the SD tanks is used in hybrid with FD, so additional constraints are set for
the hybrid reconstruction:
Full Hybrid Geometry
hybridTankTrigger Requires that both the SD-1500 and SD-750 arrays triggered in hybrid
with FD.
maxCoreTankDist To get a good core estimation, the distance between the core position
and the SD tank with the highest signal needs to be within 1.5 km.
maxZenithFD All zenith angles up to the horizon are accepted (rejects upgoing showers).
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skipSaturated If PMTs are saturated, no reconstruction is made.
Finally, the determination of Xmax is performed by fitting a Gaisser-Hillas function to the
shower profile. A reliable fit has several requirements:
Gaisser-Hillas Fit Quality
xMaxInFOV For the fitting of the Gaisser-Hillas function, ideally, Xmax would be in the
field of view (FOV) of the telescopes. This gives the highest fidelity for the fit. If the
maximum would be far away from the FOV, the function would be fitted on just a single
slope of the Gaisser-Hillas profile. Because of the limited event overlap with AERA,
this FOV requirement has been slightly relaxed such that the maximum need only fall
within 100 g/cm2 of the FOV. The stricter cut of requiring the maximum in the FOV
is also investigated (Section 6.2.2).
minViewAngle FD reconstruction is less certain if the arrival direction of the shower is
close to the FOV direction of the PMTs. If these directions are within 20◦ of each
other, the uncertainties are judged as too high and the air shower is rejected.
xMaxError If the uncertainty on the measured signal is too high the Xmax can’t be de-
termined with precision either. If the uncertainty is above 100 g/cm2, similar to the
maximum allowed AERA Xmax uncertainty, the event is of little use and is rejected.
Most events have FD uncertainties that are much lower so this mostly removes outliers.
maxDepthHole The path of the shower, as seen by the FD, can be partially obscured by
cloudsa. If this leads to gaps (holes) in the shower profile larger than 100 g/cm2 it is
rejected.
profileChi2Sigma The chi-squared probability of the fit is used to reject bad Gaisser-Hillas
fits.
depthTrackLength At least 200 g/cm2 of the shower profile needs to be captured for a
reliable fit.
aOr columns of smoke from nearby farmers burning their fields.
4.3.1.3 RD Cuts
Many of the quality checks for the RD reconstruction are already built into the RdObserver
modules, leaving just a few analysis-dependent quality cuts to be applied afterwards:
Standard RD cuts
eNumberOfStationsWithPulseFound For the AERA Xmax reconstruction a likelihood
procedure is used to minimize the station energy fluences between measured and sim-
ulated air showers. This procedure involves a few free parameters which requires there
to be at least 5 stations with a cosmic-ray pulse to get a reliable solution. A signal
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station is defined as a station with signal to noise ratio (SNR) satisfying
SNR = (fsignal/fnoise)2 > 10, (4.1)
where fsignal is the signal amplitude as defined in Section 2.2.6.3 and fnoise the RMS of
the trace in a time window away from the signal.
eRecStage The event needs to at least have a reconstruction of the core position (barycenter)
and a plane-wave fit for the arrival direction of the shower.
min/maxZenithRD As for the SD cuts, only vertical showers are of interest (zenith angles
between 0◦ and 55◦).
maxAngleSDRD If the reconstructed arrival direction of RD and of SD are more than 10◦
apart, one of them did not have a good reconstruction. In either case that would be
a reason to reject it since both, a good SD energy estimate and good AERA energy
fluences are required for the AERA Xmax reconstruction.
Those quality cuts are all managed with the SelectEvents code within Offline. Two additional
cuts are applied not yet part of that cut machinery:
Additional Cuts
Thunderstorm conditions During thunderstorm conditions, atmospheric electric fields
can affect and even dominate the electric field of radio emission. For that reason, the
electric field is continuously measured at the AERA site using electric-field mills [133]. A
lightning rejection algorithm has been used based on the work by Nehls (2008) [120] and
extended and implemented with Python code SearchForThunderstormEventsInADST.py
distributed in the radiotools package developed within the AERA group [73]. It rejects
showers if, around the time of the air shower, atmospheric electric field conditions ei-
ther surpass the conditions as defined by Nehls (rejection percentage 2.9%), or if an
additional simple threshold criterium is surpassed (10.0%), or if no electric field in-
formation is available (9.0%). These cuts are illustrated in Figure 4.13 by displaying
the reconstruction of the air shower energy with SD versus the energy for AERA from
the 2d-LDF parametrization [122]. The latter estimate will be influenced by strong,
thunderstorm-induced, electric fields, typically giving a higher energy than SD. The
left plot shows all events with an LDF energy estimate, the middle plot cuts away the
events where one or more of the thunderstorm conditions is satisfied, and the right plot
also cuts away events where no electric field data is available.
Core distance between SD and RD With the same reason as for the arrival direction,
also the core position needs to be within reasonable distance of each other. A limit of
400 m is chosen based on the distribution of the difference between SD and RD cores
(Figure 4.16). This is also about halfway in between SD infill stations decreases, on the
750 m grid, setting a natural upper limit.
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Figure 4.13: The effects of thunderstorm conditions on the estimation of the cosmic-ray energy ERD
[5] using the 2d-LDF parametrization [122] compared to the ESD energy estimation.
The left figure shows all events after SD and RD cuts (see Table 4.2 before the thunder-
storm cuts). Under the influence of atmospheric electric fields during thunderstorms,
radio signals from air showers are affected adversely. The middle plot rejects thun-
derstorm conditions following the method of Nehls (2008) [120] and the extension by
Glaser (2016) [71]. The right plot additionally rejects periods where no electric field
measurements were available to determine the presence of thunderstorm conditions.
4.3.2 Radio-Particle Dataset
For this analysis the data stream starts on April 22, 2013 at 12:00:00 UTC when the experi-
mental data acquisition was first moved to the central DAQ where data streams from RD and
other detectors can be merged automatically. The data stream stops on November 17, 2019 at
12:00:00 UTC when the most recent hard drive with raw data was shipped to the data storage
site in Europe4 at the time the analysis pipeline was started in March 2020.
The dataset of selected SD-RD hybrid air showers consists of 2153 events. Table 4.2 lists the
amount of events after each of the cuts described in the previous section. Of the 9336 events
in the data stream, 2832 comply with all SD cuts, of those 2733 remain after the RD cuts.
Thunderstorm conditions reduce this by 20% and additional restraints on the match between
SD and RD geometry remove a little under 1% as outliers. The table splits up the amount of
events by year of recording. The fluctuations in the amount of events per year are dominated by
operational conditions that can change from year to year.
Figure 4.14 shows an overview of the primary particle energy as estimated by SD, and the
azimuth and zenith angles as reconstructed with RD of the final 2153 showers. The lower energy
cut-off is mainly determined by the RD antenna spacing and the 5-station requirement. The
showers with low energy have smaller footprints resulting in an insufficient number of stations
with a good SNR. At the high end of the energy spectrum, the flux of cosmic rays has reduced to
a level where the detection of showers is limited by the detector surface area. The shape of the
4Because of the limited bandwidth and large data volumes, data transfer from Argentina to Europe is done
periodically via physical shipment of hard drives.
4.3 Data Selection 85
Figure 4.14: Distributions of SD cosmic-ray energy, and RD arrival direction in azimuth and zenith
angles for the RD-SD dataset after the quality cuts of Table 4.2 (blue) and for the
RD-SD-FD dataset (red) after quality cuts of Table 4.3.
distribution of azimuth angles is caused by the arrival direction of the showers (~v) with respect to
the geomagnetic field ( ~B), that determines the strength of the Lorentz force (∝ ~v × ~B) and with
that determines the strength of the radio emission. In this plot the magnetic-field axis lies around
90◦, resulting in very little showers with significant signal. The distribution of zenith angles is
manually cut at 55◦ for reasons of reconstruction limitations. At lower zenith angles Z, the solid
angle on the sky Ω = sin2(Z) decreases, leading to a drop in showers. Additionally, the radio
footprint gets smaller with decreasing zenith angle due to the projection of the shower footprint
on the ground, such that the 5-station criteria is met less often, leading to a further decrease in
showers.
Figure 4.15 shows several other features of the dataset. A density map, kernel density esti-
mation (KDE), is made for the shower core positions (top left) and the arrival directions (top
right) of the showers. The core positions are heavily correlated with the antenna density and
triggering mechanism. The dense AERA-I grid measures a large fraction of all showers, followed
by the externally triggered AERA-II antennas that measure most of the remaining showers. The
AERA-III antennas in the south have larger spacings, heavily restricting the amount of events
with at least five station with signals. The self-triggered stations also recorded little events with
at least 5 stations because, either, or both, the somewhat larger station spacings, and/or because
of the less efficient self-trigger. The number of stations per air shower detection is shown (lower
left) to follow an exponential decrease with, as maximum, 23 stations in a single event. In the
bottom right plot the acquisition of the high-quality air showers is shown as function of time from
the start in April 2013 to the end in November 2019. The fluctuations can be ascribed to the
combination of seasonal fluctuations (the length of the day with sunlight and occasional snow
affect solar-panel power supply, extreme cold or heat affect battery capacity, seasonally-bound
thunderstorm conditions, etc.), and operational (broken or degradation of hardware, maintenance
scheduling, etc.) reasons.
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Figure 4.15: Plots of the RD-SD (blue) and RD-SD-FD dataset (red), showing the location of core
positions, where the color intensity is a kernel density estimator (KDE) of the number
of events (top left), sky map of cosmic-ray arrival direction also with KDE coloring (top
right), number of stations in each event (bottom left), and the distribution of events
over time (bottom right). For the latter the non-hatched regions indicate the period of
time for which data was available.
As a quality check the arrival direction and core estimation of RD and SD have been compared
in Figure 4.16. The core position for RD is initially estimated by calculating the barycenter of
signal stations. This is not as precise as can be due to the irregular spacing of antennas, but
this reduced accuracy is partly offset by having an antenna spacing that is much smaller than
the SD tanks. If a GeoCE LDF fit (RdGeoCeLDFFitter) could be made, that more accurately
estimates core position, it is used instead. If that fit did not succeed, it falls back to a core position
fit from the 2d-LDF fit (Rd2dLDFFitter), and if that is also not available the barycenter core
position is used. In the x-direction (easting) the mean of SD versus RD core position is within
−2.84 ± 1.46 m and the typical spread is 58.80 ± 1.85 m 5. For the y-direction (northing) this
difference is somewhat larger at −15.70± 1.60 m with a similar spread to xcore of 61.77± 2.12 m.
5Uncertainties are determined from bootstrap resampling of 75% of the sample.
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Table 4.2: Number of air showers remaining after RD and SD cuts. The last column indicates the
percentage of showers that remain with respect to the previous step.
2013 2014 2015 2016 2017 2018 2019 Total %
nTot 522 1554 1174 1289 1583 1851 1363 9336 –
SD cuts
lightning 522 1554 1174 1289 1583 1851 1363 9336 100.0
minRecLevel 522 1554 1174 1289 1583 1851 1363 9336 100.0
maxZenithSD < 55◦ 278 825 614 653 819 997 688 4874 52.2
T4Trigger 258 778 574 603 775 925 632 4545 93.2
T5Trigger 172 695 530 389 382 608 240 3016 66.4
minLgEnergySD > 16.5 172 695 530 389 382 608 240 3016 100.0
badPeriodsRejectionFromFile 155 667 485 363 349 573 240 2832 93.9
RD cuts
eNumberOfStationsWithPulseFound ≥ 5 155 667 485 363 349 573 240 2832 100.0
eRecStage ≥ 1 155 667 485 363 349 573 240 2832 100.0
minZenithRD ≥ 0◦ 155 667 485 363 349 573 240 2832 100.0
maxZenithRD < 55◦ 151 643 475 359 337 563 234 2762 97.5
maxAngleSDRD < 10◦ 149 639 467 355 335 556 232 2733 99.0
Additional cuts
Thunderstorm (Nehls [120]) 140 631 455 345 323 534 226 2654 97.1
Thunderstorm (Glaser modifications) 130 604 402 286 296 463 208 2389 90.0
Thunderstorm (No E-field data) 120 412 400 281 292 463 205 2173 91.0
maxAzimuthSDRD < 10◦ 120 407 397 280 291 460 204 2160 99.4
maxZenithSDRD < 10◦ 120 407 397 280 291 460 204 2160 100.0
CoreDistanceSDRD < 400 m 120 406 394 280 290 459 204 2153 99.7
Selected 120 406 394 280 290 459 204 2153 –
The difference in azimuth and zenith angle reconstruction are compatible within 0.2◦, with a
resolution of 1◦ which is also around the resolution of the SD direction reconstruction at 0.6◦
[145].
4.3.3 Radio-Particle-Fluorescence Validation Dataset
A second dataset is created where the RD-SD air showers also satisfy the FD cuts of Section 4.3.1.2.
Table 4.3 lists the amount of events remaining after each of the quality cuts. This set is key to
perform an independent check of the AERA Xmax reconstruction (Section 6.2). The distribu-
tions, together with the distributions of the RD-SD dataset, are plotted in the preceding figures.
Figure 4.14 shows the SD energy and RD azimuth and zenith angles. The distribution is similar
in shape to the RD-SD dataset, only the number of events is reduced by 1.5 orders of magnitude,
due to the additional restrictions on uptime from FD (about 10%) and limited overlap in field of
view (about 30%). Figure 4.15 displays the core positions on a map of AERA and the skymap of
arrival directions. To the level of visual inspection the spread is similar to the RD-SD dataset.
The slope in distribution of number of stations is slightly larger than for the RD-SD dataset, likely
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Figure 4.16: Distributions of the difference in reconstruction of the core position and shower axis
angle between SD and RD for the RD-SD (blue) and RD-SD-FD dataset (red). Plot-
ted are the core position in x (easting) and y (northing) directions and the shower
axis direction in zenith angle Z and azimuth angle A. The mean and widths of the
distributions are listed. The quoted uncertainties follow from bootstrap resampling.
due to the restrictions imposed by the field of view on top of the reduced number of stations in
general. The distribution over time for the RD-SD-FD evens is a convolution of the seasonal and
operational effects of AERA, as discussed before, and similar effects for FD. Worth mentioning
specifically is the FD requirement of dark and moon-less nights. This gives additional modulations
to the expected number of events on the time scale of the day-night cycle, the lunar cycle, and the
seasons. Figure 4.16 once again shows the comparisons of the core position and arrival directions
between RD and SD. The resolutions generally improve for the RD-SD-FD dataset since this set
is biased towards events of excellent quality, where reconstructed parameters are more precisely
determined on average.
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Table 4.3: Number of air showers remaining after RD, SD, and FD cuts. The last column indicates
the percentage of showers that remain with respect to the previous cut.
Total %


















xMaxInFOV > −100 g/cm2 189 75.6
minViewAngle < 20◦ 125 66.1
xMaxError < 100 g/cm2 122 97.6
maxDepthHole < 100 g/cm2 122 100.0
profileChi2Sigma 114 93.4
depthTrackLength 92 80.7
CO/HEAT/HECO duplicates 68 73.9
Additional cuts
Thunderstorm (Nehls [120]) 68 100.0
Thunderstorm (Glaser modifications) 68 100.0
Thunderstorm (No E-field data) 60 88.2
maxAzimuthSDRD < 10◦ 60 100.0
maxZenithSDRD < 10◦ 60 100.0
CoreDistanceSDRD < 400 m 60 100.0
Selected 60 –
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4.4 Intermediate Conclusions
The goal of this chapter was to acquire a high-quality dataset of air showers reconstructed with
the Offline framework. First a data-quality monitoring tool was created that can automatically
identify periods of antennas malfunction or excessive RFI noise. This tool treats each type
of hardware configuration separately to define a nominal operating regime based on a set of
quantities derived from the voltage time traces and frequency spectra. If malfunctions in a station
are persistent or reoccurring, then these are identified and logged as periods of bad operation and
the station is automatically rejected during the reconstruction of air showers in Offline. This step
makes sure that the reconstruction is not contaminated, which could lead to failed or skewed
reconstructed air shower properties.
In a second step the timing calibration between AERA stations was improved (Section 3.2.3.1)
to now include previously uncalibrated stations giving better reconstructions of the shower plane.
Then as third and last step, a set of quality cuts was defined to reject low-quality SD and
RD events. The resulting dataset consists of 2153 air showers between roughly 1017 and 1019 eV,
below a zenith angle of 55◦, and with at least 5 radio stations with high signal to noise ratio. A
subset of 60 showers, that also have been reconstructed by FD, have been selected by the criteria
that it should have a good FD Xmax reconstruction on an event-by-event level, such that these





The following quantities can be customized in the XML-configuration file of the RdMonitoring
module in the Offline framework. These defaults have been used in the creation of the bad periods
used in the analysis in this thesis:
• <Downsample10sTriggers> yes </Downsample10sTriggers>
In phase I of AERA (initial 2011 deployment) periodic events were created every 10 s.
Later it became every 100 s. If ‘yes’ is set, only the events on the 100 s timestamp will be
processed. This keeps the RdMonitoring database consistent. Set to ‘no’ to use all events.
• <pathToStoreOutput> ./ </pathToStoreOutput>
Output will be stored in this folder (needs to exist and end with ‘/’).
• <OutputFileName> rdmyyyymmdd_hh </OutputFileName>
Output of this module (txt file with MySQL queries) will then be written in the format of
mysql_rdmyyyymmdd_hh.txt.
• <minFrequency unit="MHz"> 30. </minFrequency>
<maxFrequency unit="MHz"> 80. </maxFrequency>
Minimum and maximum frequencies for the signal band. PowerInBand and PowerOut-
sideBand use these frequency values as their egdes (note that the edges minFrequency and
maxFrequency are in PowerInBand).
• <BeaconFrequencies unit="MHz"> </BeaconFrequencies>
Beacon frequencies can be set manually (space seperated and in MHz). If left empty the
values supplied by Offline are used.
• <SpectrumNoiseFilterSize> 31 </SpectrumNoiseFilterSize>
Number of bins for calculating the noise level with a median filter around the identified
peak in the spectrum (such as beacon lines or RFI). This default value is taken from Rd-
ChannelBeaconTimingCalibrator.
• <SpectrumPeakFilterSize> 9 </SpectrumPeakFilterSize>
Number of bins around the identified peak in the spectrum that should be ignored in further
peak finding. Effecively it acts as the maximum width of peaks.
• <SpectrumMinPeakSNR> 30 </SpectrumMinPeakSNR>
A peak is added to the SpectrumNarrowBandPeaks quantity only if the SNR is larger than
this value. Peaks matching beacon frequencies are not affected by this limit (beacon lines
are also excluded from SpectrumNarrowbandPeaks counter).
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• <SpectrumFractionToSearch> 0.01 </SpectrumFractionToSearch>
The typical spectrum size is ∼ 5000 bins. The highest N=fraction*spectum.size() bins
will be searched for peaks. Depending on the SpectrumMinPeakSNR set, one might want
this fraction to be higher (although it will find the most significant peaks first anyway).
Increasing this fraction will increase computation time of the whole module roughly linearly.
• <TraceNSigmaRMS> 5 </TraceNSigmaRMS>
All time-trace bins with amplitudes ≥ (TraceNSigmaRMS) · (traceRMS) will be counted
and stored in TraceOutliers parameter.
• <DebugStationIds> </DebugStationIds>
List of AERA stations (space-separated and using use LSid + 100 convention, e.g. 101 102
257 for LS-1, LS-2, and LS-157) for which the channel trace and frequency spectrum will
be written to an output file for debugging.
4.A.1.2 RdMonitoring Tables
Here follows an overview of the properties of the RdMonitoring tables.
RdMonitoringChannel Contains quantities calculated from the time traces and frequency
spectra of all AERA stations. StationId, ChannelId, and GPSSecond together form a unique
identifier for an entry in the database. Both GPSSecond and RunId have been indexed to speed
up querying times.
+-------------------------+----------------------+------+-----+---------+----------------+
| Field | Type | Null | Key | Default | Extra |
+-------------------------+----------------------+------+-----+---------+----------------+
| RdMonitoringChannel_id | int(10) unsigned | NO | PRI | NULL | auto_increment |
| RunId | int(11) unsigned | NO | | NULL | |
| StationId | smallint(3) unsigned | NO | MUL | NULL | |
| ChannelId | tinyint(1) unsigned | NO | | NULL | |
| GPSSecond | int(11) unsigned | NO | MUL | NULL | |
| traceMean | float | NO | | NULL | |
| traceRMS | float | NO | | NULL | |
| traceMin | float | NO | | NULL | |
| traceMax | float | NO | | NULL | |
| PowerAt28MHz | float | NO | | NULL | |
| PowerAt33MHz | float | NO | | NULL | |
| PowerAt38MHz | float | NO | | NULL | |
| PowerAt43MHz | float | NO | | NULL | |
| PowerAt51MHz | float | NO | | NULL | |
| PowerAt58MHz | float | NO | | NULL | |
| PowerAt69MHz | float | NO | | NULL | |
| PowerAt80MHz | float | NO | | NULL | |
| PowerInBand | float | NO | | NULL | |
| PowerOutsideBand | float | NO | | NULL | |
| TraceOutliers | int(11) unsigned | NO | | NULL | |
| SpectrumNarrowBandPeaks | int(11) unsigned | NO | | NULL | |
| BadPeriodFlag | bigint(20) | YES | | NULL | |
+-------------------------+----------------------+------+-----+---------+----------------+
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RdMonitoringBeacon Contains information on which of the beacon frequency lines have been
seen by AERA stations. RdMonitoringChannel_id and BeaconFreq together form a unique iden-
tifier for an entry in the database. RdMonitoringChannel_id connects this to the RdMonitor-
ingChannel table.
+------------------------+------------------+------+-----+---------+-------+
| Field | Type | Null | Key | Default | Extra |
+------------------------+------------------+------+-----+---------+-------+
| RdMonitoringChannel_id | int(11) unsigned | NO | PRI | NULL | |
| BeaconFreq | float | NO | PRI | NULL | |
| BeaconSNR | float | NO | | NULL | |
+------------------------+------------------+------+-----+---------+-------+
4.A.1.3 Hardware Types
At the moment of writing these are all possible hardware variations in AERA. Each column lists
all options for that hardware parameter. Not all combinations occur:
BitDepth AntennaType ChannelType ChannelId
12 FilteredHighGain SmallBlackSpider_ground2 1











The hardware configurations currently included in the standard operation of bad period pro-
cedure for AERA are listed below. Excluded are the problematic antennas (empty), prototype
antennas (SALLA, Tripol, and 3D), and self-triggered stations since these contribute only a small
part to the total dataset and would require a more advanced treatment to be combined in air
shower analysis.
BitDepth AntennaType ChannelType ChannelId
12 AntennaHighGain SmallBlackSpider_ground2 1
12 AntennaHighGain SmallBlackSpider_ground2 2
12 AntennaHighGain Butterfly_ground2_North 1
12 AntennaHighGain Butterfly_ground2_East 2
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4.A.1.4 RdMonitoring Flag List
Here follows a list of all status flags that can be assigned to an antenna of a station (Table 4.4).
The status flags are stored in the BadPeriodFlag column in the RdMontioringChannel table as a
64-bit integer. Each bit (FlagBit) corresponds to a single flag. The first four are general status
bits, the others correspond to upper and lower limits for the quantities of RdMonitoringChannel
and RdMonitoringBeacon. The NBeacons quantity is derived from the contents of the RdMoni-
toringBeacon table. The value is the number of beacon lines found with a SNR of 10 or higher.
Table 4.4 lists all implemented flags. For each flag is listed what they represent, how possible
(RFI) noise is either included or rejected, and how each flag can be interpreted. Colors are added
to guide the eye in associating the main interpretation of the flag to the handling of the noise.
In the fourth column is listed under what condition an entry in the database is flagged. Here
µ and σ are the mean and standard deviation of the student-t distribution of the quantity listed.
The number of standard deviations N from the mean is determined by manually inspecting the
figures like Figure 4.4. These limits are different for each hardware class and are not listed in this
table. These are stored in a csv file together with the code in Offline. For the final six flags a
simple integer limit is set.
Column 5, 6, and 7 describe how the quantities and flags handle their sensitivity to noise.
Some flags, like the upper limit of traceMean, are quite stable, i.e. not affected much by RFI
noise. But, for example, the lower limit of traceMin is very sensitive to noise. One of the choices
that has been made here, is to flag traceMean if the noise is larger than in typical non-noisy
conditions. This is a rather strict handling of noise. Another choice would have been to ignore
mostly the spiking values by just setting the limits more lenient. This has been done for example
for the upper limit of traceMax. The trace is in general roughly symmetric around the mean, so
traceMax_upper and traceMin_lower see the same features. By choosing different interpretations
here for the two, both, moderate noise and extreme noise information is preserved. The lenient
approach is for example also applied to the case for the lower limit of traceRMS. That choice is
made here because traceRMS is quite efficient in identifying hardware failures. So, it is deemed
better to use this flag for that than to contaminate it by using it also as a noise identifier. traceMin
for example is much better at showing noisy conditions.
The last column describes what kind of features the quantity upper and lower limits are best
at identifying. Some quantities are sensitive to multiple features. The main ones are:
(a) could indicate a hardware issue of some kind. Applies if a channel is flagged repeatedly and
consistently.
(b) could indicate a broken LPDA wire (for the LPDA stations only).
(c) indicates an increased ambient noise background.
(d) indicates an extreme ambient noise background (e.g. when close to an RFI-leaking electrical
power line or transformer).
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Table 4.4
















0 IsProcessed upper True Keep track of ApplyLimits progress.
1 IsPreConeFixDutch upper True Reject problematic period.6
2 HasEmptyChannelType upper True Flag where ChannelType=’Empty’.
3 HasOutOfRangeValues upper True Identify possibly corrupted data.
4 traceMean lower < µ−Nσ T (a)
5 upper > µ + Nσ T (a)
6 traceRMS lower < µ−Nσ T (a)
7 upper > µ + Nσ T (a) (d)
8 traceMin lower < µ−Nσ T (a) (c) (d)
9 upper > µ + Nσ T (a)
10 traceMax lower < µ−Nσ T (a)
11 upper > µ + Nσ T (a) (d)
12 PowerInBand lower < µ−Nσ T (a)
13 upper > µ + Nσ T (a) (c) (d)
14 PowerOutsideBand lower < µ−Nσ T (a)
15 upper > µ + Nσ T (a) (c) (d)
16 PowerIn28MHz lower < µ−Nσ T (a) (b) (c)
17 upper > µ + Nσ T (a) (d)
18 PowerIn33MHz lower < µ−Nσ T (a) (b) (c)
19 upper > µ + Nσ T (a) (d)
20 PowerIn38MHz lower < µ−Nσ T (a) (b) (c)
21 upper > µ + Nσ T (a) (d)
22 PowerIn43MHz lower < µ−Nσ T (a) (b) (c)
23 upper > µ + Nσ T (a) (d)
24 PowerIn51MHz lower < µ−Nσ T (a) (b) (c)
25 upper > µ + Nσ T (a) (d)
26 PowerIn58MHz lower < µ−Nσ T (a) (b) (c)
27 upper > µ + Nσ T (a) (d)
28 PowerIn69MHz lower < µ−Nσ T (a) (b) (c)
29 upper > µ + Nσ T (a) (d)
30 PowerIn80MHz lower < µ−Nσ T (a) (b) (c)
31 upper > µ + Nσ T (a) (d)
32 TraceOutliers lower > 1 T Identify moderate time-trace noise.
33 upper > 10 T Identify increased time-trace noise.
34 NarrowBandPeaks lower > 2 T Identify moderate NB-RFI noise.
35 upper > 10 T Identify increased NB-RFI noise.
36 NBeacons lower < 4 T Not all 4 beacon lines present.7
37 upper < 1 T Not even 1 beacon line present.
4.A.1.5 Default BadPeriodMaker Settings
Table 4.5 lists the options for the RdMon_BadPeriodMaker.py code, as described in Section 4.2.3,
and the general configuration, as used for the creation of the bad periods in the analysis of this
thesis.
The last column of Table 4.6 shows what kind of features the bad period flag bit can identify.
Some quantities are sensitive to multiple features. The main ones are:
(a) Serious hardware issues.
(b) Extreme noise from a local source.
(c) Extreme noise seen by a large part of the array.
(d) Broad-band RFI (seen outside of the bandpass filter).
(e) Low/moderate noise seen by a large part of the array.
6Before 2017/10/19 8:43:56 UTC the Cone Algorithm interpreted the RU/NIKHEF-type (Dutch) periodic T2
trigger as an event coming exactly from the zenith and was thus rejected as a failed arrival-direction reconstruction.
As a result, only Passthrough trigger data is available before this date for RU/NIKHEF-type stations.
7At the moment of writing at any time four beacon frequencies are configured.
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Table 4.5







−mapf −−MinAllowedPeriodForwards 1000 s
−mapb −−MinAllowedPeriodBackwards 3600 s
−magi −−MaxAllowedGapInit 600 s
−fosatj −−FractionOfSizeAllowedToJump 1.0
−mtatj −−MaxTimeAllowedToJump 86400 s
−mff −−MinFlaggedFraction 0.1
The settings specific to each bad period reason, deviating from the general settings of Table 4.5,
are listed in Table 4.6. Settings that are not listed, were set according to the defaults in the table
above. ‘BPD’ stands for bad period database and ‘RdMon’ for RdMonitoring database. Colors
are added to aid the eye, green meaning it is included in the bad period database, red showing







(BPD) -snf -rn -mff In BPD Use to exclude periods with
4 4+11 etraceMean_lower T T (a)
5 5+11 etraceMean_upper T T (a)
6 6+11 etraceRMS_lower T T (a)
7 7+11 etraceRMS_upper T 0.3 T (a) (b)
8 8+11 etraceMin_lower T 0.8 F (a) (b) (c) (e)
9 9+11 etraceMin_upper T T (a)
10 10+11 etraceMax_lower T T (a)
11 11+11 etraceMax_upper T 0.8 T (a)
12 12+11 ePowerInBand_lower T T (a)
13 13+11 ePowerInBand_upper T T (a) (b) (c)
14 14+11 ePowerOutsideBand_lower T T (a)
15 15+11 ePowerOutsideBand_upper T T (a) (b) (c) (d)
16 16+11 ePowerIn28MHz_lower T T (a) (b) (c)
17 17+11 ePowerIn28MHz_upper T 0.8 T (a) (d)
18 18+11 ePowerIn33MHz_lower T T (a) (b) (c)
19 19+11 ePowerIn33MHz_upper T 0.8 T (a)
20 20+11 ePowerIn38MHz_lower T T (a) (b) (c)
21 21+11 ePowerIn38MHz_upper T 0.8 T (a)
22 22+11 ePowerIn43MHz_lower T T (a) (b) (c)
23 23+11 ePowerIn43MHz_upper T 0.8 T (a)
24 24+11 ePowerIn51MHz_lower T T (a) (b) (c)
25 25+11 ePowerIn51MHz_upper T 0.8 T (a)
26 26+11 ePowerIn58MHz_lower T T (a) (b) (c)
27 27+11 ePowerIn58MHz_upper T 0.8 T (a)
28 28+11 ePowerIn69MHz_lower T T (a) (b) (c)
29 29+11 ePowerIn69MHz_upper T 0.8 T (a)
30 30+11 ePowerIn80MHz_lower T T (a) (b) (c)
31 31+11 ePowerIn80MHz_upper T 0.8 T (a) (d)
32 32+11 eTraceOutliers_lower T 0.3 F (a) (b) (c) (e)
33 33+11 eTraceOutliers_upper T 0.3 F (a) (b) (c) (e)
34 34+11 eNarrowBandPeaks_lower T 0.3 F (a) (b) (c) (e)
35 35+11 eNarrowBandPeaks_upper T 0.3 F (a) (b) (c) (e)
36 36+11 eNBeacons_lower T 0.3 F less than all 4 beacon lines present.8
37 37+11 eNBeacons_upper T 0.3 F not even 1 beacon line present.
8Note that sensitivity to the beacon is direction dependent. The beacon is located to the east of the array so
the North-South aligned antenna arms are more sensitive in general.
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4.A.2 Quality Cuts Configuration
Listing 4.1: Quality Cut Configuration for RD-SD-FD Dataset
1 ### FD ( XmaxStandardSubset . c f g )
2 FDCutFile . /ADST/ S e l e c t i o n C u t s /ICRC2019/ XmaxStandardSubset . c u t s
3 FDBadPeriodsFile . /ADST/ S e l e c t i o n C u t s /ICRC2019/BadPeriods_atm_ADE_NAP_v2 . 0 . t x t
4
5
6 ### SD ( s d 7 5 0 _ v e r t i c a l . c f g )
7 SDCutFile . /ADST/ S e l e c t i o n C u t s /ICRC2019/ s d 7 5 0 _ v e r t i c a l . c u t s
8 SDBadPeriodsFile . /ADST/ S e l e c t i o n C u t s /ICRC2019/ BadPeriods_sd750 . t x t
9 SDIdsFi le . /ADST/ S e l e c t i o n C u t s /ICRC2019/ r e j e c t _ s d 7 5 0 . t x t
10
11 ### RD
12 RDCutFile . /ADST/ AnalysisExamples / rd . c u t s
Listing 4.2: Quality Cut Configuration for SD-RD Dataset
1 ### SD ( s d 7 5 0 _ v e r t i c a l . c f g )
2 SDCutFile . /ADST/ S e l e c t i o n C u t s /ICRC2019/ s d 7 5 0 _ v e r t i c a l . c u t s
3 SDBadPeriodsFile . /ADST/ S e l e c t i o n C u t s /ICRC2019/ BadPeriods_sd750 . t x t
4 SDIdsFi le . /ADST/ S e l e c t i o n C u t s /ICRC2019/ r e j e c t _ s d 7 5 0 . t x t
5
6 ### RD
7 RDCutFile . /ADST/ AnalysisExamples / rd . c u t s
Listing 4.3: SD Quality Cuts
1 ! l i g h t n i n g
2 minRecLevel 3 # s e e SdRecLevel . h
3 maxZenithSD 5 5 . # maximum z e n i t h a n g l e [ deg . ]
4 T4Trigger 2
5 T5Trigger 2 # 1 : 5T5 post , 2 : 6T5 p r i o r , 3 : T5Has
6 minLgEnergySD 1 6 . 5
7 badPe r iodsReject i onFromFi le
Listing 4.4: FD Quality Cuts




5 #==== keep e i t h e r CO/HEAT or HECO
6 eyeCut 111111
7
8 #==== hardware s t a t u s
9 badFDPeriodRejection





15 maxVAOD 0 . 1
16 cloudCutXmaxPRD14 { params: 1 nMinusOne: 21 −10.5 1 0 . 5 } # r e l a x e d v e r s i o n o f PRD14 cut
17





23 s k i p S a t u r a t e d
24 minPBrass 0 . 9
25 maxPBrassProtonIronDiff 0 . 0 5
26
27 #==== q u a l i t y c u t s
28 xMaxInFOV −100
29 minViewAngle 20
30 xMaxError 1 0 0 . 0
31 maxDepthHole 1 0 0 .
32 p r o f i l e C h i 2 S i g m a { params: 3 −1.1 nMinusOne: 400 −20 20 }
33 depthTrackLength 200
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Listing 4.5: RD Quality Cuts
1 hasParameterMin 10 5 # eNumberOfStationsWithPulseFound
2 hasParameterMin 14 1 # eRecStage
3 minZenithRD 0 # minimum z e n i t h a n g l e [ deg ]
4 maxZenithRD 5 5 . # maximum z e n i t h a n g l e [ deg ]
5 maxAngleSDRD 10 # maximum a n g l e between r e c o n s t r u c t e d SD and RD a x i s [ deg ]
Chapter 5
Radio Xmax Reconstruction Method
5.1 Introduction
The reconstruction of the particle type (atomic mass, or simply mass) of ultra high energy cosmic
rays (UHECR) relies on mass-sensitive parameters of the created extensive air showers since the
primary particle, in its initial state, is lost in the first interaction. Measuring this with radio
antennas can be done because the radio emission is extended along the entire shower and thus
contains the information of the entire shower, that in turn is determined by the initial particle.
This mass-sensitivity has been investigated in the past, using several methods that all relate some
properties of the radio signal to the depth of the shower maximum (Xmax). The Xmax values can
be related back to the atomic masses of the particles using air shower simulations.
A short historical overview on Xmax reconstruction from radio signals of air showers will be
given in Section 5.2. It is not intended to be a complete overview, but will be used as a foundation
to motivate the method to reconstruct Xmax for AERA, as set out in Section 5.3. Then, in
Section 5.4, the quality and stability of this reconstruction will be evaluated. The results for
Xmax reconstruction with AERA and a study of systematic uncertainties will be discussed in
Chapter 6.
5.2 Previous Work on Mass Composition
There are several quantities derived from the radio signal that are sensitive to Xmax. Most rely
on the width of the shower footprint to try to parametrize the lateral distribution function (LDF),
but also the shape of the shower front and the slope of the frequency spectrum are sensitive to
some degree. Each of these methods have their own advantages and disadvantages that in essence
all come down to a trade-off between the required computation time, the achievable resolution,
and the required quality of the data.
5.2.1 Parametrizing the Lateral Distribution Profile
One-Dimensional LDF An early method to reconstruct Xmax was derived back in 1971 by
Allan [26] by relating the lateral distribution of the radio signal, measured on the ground, to the
longitudinal profile of the emission. For the shape of the lateral distribution he argued [25] that
the strength of the measured radio signal in the frequency domain Eν should increase with the
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energy of the cosmic ray particle Ep. Furthermore it should scale with the sine of the geomagnetic
angle α because the emission scales with ~v× ~B, where ~B is the geomagnetic field and ~v the shower
arrival direction. It should also scale with the cosine of the zenith angle Z because of projection
effects. Finally he argued that the shower footprint amplitude should decrease exponentially with
distance to the core. Combining these arguments, he arrived at what we now refer to as the Allan
formula:










µV m−1 MHz−1, (5.1)
which describes the lateral distribution function for energies between 1017 and 1018 eV and dis-
tances from the core R < 500 m. The constant R0 was experimentally determined.
This was a long time before the digital age of cosmic-ray radio arrays, that started only
later, after a long period where the radio technique saw little advancements. This changed with
simulations studies such as [94] and experiments such as LOPES [31], that correlated Xmax to the
slope of the lateral distribution of the footprint:
Xmax = a [ln (bεratio)]c , (5.2)
where εratio is the ratio of the radio signal amplitudes at different distances and a, b, and c
are fitting parameters determined from simulations. Using this method they achieved an Xmax
resolution of 90 g/cm2. A similar method is still being used by for example the Yakutsk radio
array [102].
The Tunka-Rex experiment achieved a resolution of 40 g/cm2 for a high-quality set of events
using a one-dimensional Gaussian LDF fit [47]. This analysis also applied a correction, based
on CORSIKA simulations, for the asymmetry in the radio footprint from the interference of the
geomagnetic and charge-excess emission contributions.
Two-Dimensional LDF With the next generation of radio arrays, such as LOFAR, it became
possible to probe the radio footprint in more detail. LOFAR especially contributed significantly
to this due to the dense clusters of radio antennas. Deviations from a simple radially symmetric
lateral distribution were observed and parametrized in a two-dimensional LDF [122]:
P (x′, y′) = A+ exp
(










This function describes the signal strength P using two Gaussian functions in which the
amplitude parameter A+ is sensitive to the energy of the shower and the width parameter σ+ is
sensitive to Xmax. The free parameters were parametrized using CORSIKA simulations such that
Xmax can be determined using just the cosmic-ray energy, shower core, and arrival direction. The
resolution that was achieved was 56 g/cm2 (38 g/cm2 when discarding low-resolution outliers; in
both cases not accounting for systematic uncertainties) [121].
Geomagnetic-Charge-Excess Two-Dimensional LDF Recent work has improved on the
two-dimensional fit by parametrizing the geomagnetic and charge-excess emission in the shower
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development separately, thus also including polarization information in fitting an LDF to mea-
sured shower footprints. The resolution of this method has been determined by reconstruction
of simulated showers (without detector effects) at 13.4 g/cm2 [72]. Applied to the dataset of
measured showers with AERA (similar to the RD-SD dataset in Chapter 4) a resolution of 40
to 90 g/cm2 has been achieved depending on the number of stations that measured a signal in a
footprint [55].
5.2.2 Spectral Slope Fitting and Wave-front Fitting
A completely different method makes use of the fact that the arrival time at the radio antennas
of the radio signals depends on where in the shower the signals were emitted. From geometrical
arguments, emission generated closer to the ground will have a longer path difference between start
and end of the emission region to the observer. As such, the recorded radio pulse will be longer for
deep showers (high Xmax). This results in a change in the slope of the frequency spectrum of the
air shower signal, as a function of the distance from the antenna to Xmax. This was investigated
by Jansen (2016) [97] showing that theoretically Xmax reconstruction can be done, with a single
radio station, at a resolution of 71 g/cm2. In practice, for air showers measured with AERA,
a resolution of about 130 g/cm2 was achieved with two radio stations and about 60 g/cm2 for
showers with five or more stations. This method was also investigated by Canfora (2021) [55], on
the set of showers measured by the externally-triggered AERA stations, with similar resolution for
a low-multiplicity of stations, up to about 70 g/cm2 with 5 stations, and about 50 g/cm2 with 9 or
more stations. While this method is extremely promising for just requiring a single radio antenna,
increasing the number of available air showers significantly, in practice it is however limited by the
quality of the RFI background subtraction procedure, the knowledge of the antenna calibration
response pattern, and the knowledge of the core position.
The shape of the wave front depends on the shower development and thus is correlated to
Xmax. Measurements at LOPES [32] showed Xmax can be reconstructed with a resolution of
140 g/cm2 and theoretically up to a resolution of 25 g/cm2. In practice this is however limited
by the timing resolution.
5.2.3 Simulation Template Fitting
Another method was proposed by Buitink (2014) [53]. This method will be described in short
below as it will be built upon in Section 5.3 for the Xmax analysis of this thesis. In the method by
Buitink, a set of CORSIKA simulations is created for each air shower measured with LOFAR and
by comparing the radio and particle footprints between measurements and simulations, Xmax can
be inferred. A set of 25 proton and 15 iron simulations was created and the chi-squared values
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Here the integrated radio signal P is compared between the measured antenna signals (ant)
and simulated antennas (sim), which is evaluated at the radio station position (xant, yant). A
scale factor fr is introduced to account for systematic uncertainties on the calibration and the
core position of the shower (x0, y0) is also taken as free parameter. The same is done for the
LOFAR particle detectors (LORA), where the deposited energy d is compared between the mea-
sured and simulated signals at the detector positions. The core of the particle footprint is taken
to be the same as the radio footprint. A scaling factor fp is introduced as free parameter to
account for the uncertainty in calibration. The χ2 value for each simulated shower is calculated
separately, while iteratively varying the free parameters to find a global minimum. The χ2 values
are then compared, as a function of Xmax of the simulated showers, and a parabola is fitted to
the values. The minimum of the parabola is then taken as an estimator for the Xmax value of
the measured shower. The uncertainty on the Xmax estimation is determined by reconstructing
each of the simulations as if they were measured showers and taking the spread as uncertainty
of the reconstruction. For the set of 50 showers measured with LOFAR an average resolution of
17 g/cm2 was achieved (resolution depends on the quality of the measured footprint, so this value
will be a function of the primary cosmic-ray energy).
This method was also investigated by Schulz (2016) [143], showing the feasibility for the
application of this method at the AERA radio array. AERA has a larger antenna spacing, making
the method harder to apply, but with the increased surface area with respect to LOFAR, it has
a higher number of air showers at high energies. As noted in its concluding remarks, without a
detailed study of efficiency and systematic uncertainties, this was just a first step towards a mass
composition analysis with AERA (hence, the continuation in this thesis).
In parallel, Xmax reconstruction was investigated by Gate (2016) [70] using the SELFAS
simulation code, using a general set of simulations that is reused repeatedly, by rescaling in
energy and shifting in core position, to match measured radio signals, such that Xmax and the
primary energy can be fitted simultaneously. Using a set of air showers measured with AERA
and the fluorescence detector at the Pierre Auger Observatory the method was estimated to have
a resolution of 72 g/cm2 and a systematic shift of 17 g/cm2. It underlines that to achieve a high
resolution in Xmax, rescaling a small set of general simulations does not suffice and there is a need
for dedicated high-precision simulations for each measured shower to achieved high resolution in
Xmax.
Work by Tunka-Rex also investigated the template fitting method, but using the full radio
signal pulse instead of the integrated signal [46] and achieved a resolution of 35 g/cm2.
Recent efforts by Corstanje (2019) [61] have advanced the work by Buitink for LOFAR, by
including detailed GDAS atmospheric profiles to the simulations procedure. In work before this, an
average atmosphere was used for all simulations, limiting the resolution to the level of atmospheric
variations. Also, a larger dataset of a total of 196 measured air showers with LOFAR was analysed
increasing the amount four-fold compared to earlier work.
5.3 Improving upon the Simulation Template Fitting Method
From the methods described in the previous section, the highest resolution inXmax can be achieved
by creating a simulation set for each measured air shower and fitting for the best match. This
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Figure 5.1: Logic of the template-fitting method set up to reconstructXmax of measured radio signals
of air showers using an ensemble of CORSIKA simulations. The gray block at the top
describes the preparation of a simulation set, the center block describes the processing
of air shower data in Offline, and the bottom blocks the reconstruction of Xmax.
method will be extended in Section 5.3.2. This is also the most flexible method for adding
higher-order effects, such as time-varying magnetic fields and atmospheres and a slightly non-flat
detector plane for AERA. These would be averaged out in, for example, the LDF-fitting methods.
Section 5.3.1 describes the implementation of these higher-order effects to theXmax reconstruction
method by Buitink. The trade-off is, that higher resolution comes at the price of computational
costs, but this is partly offset by the fact that the simulation set is also a necessary tool to
validate the Xmax reconstruction method itself (Section 5.3.3). Furthermore, the determination
of systematic uncertainties in Xmax using simulations would be required equally for every other
Xmax reconstruction method, even when not requiring them for the reconstruction itself.
The flow chart in Figure 5.1 gives an overview of the procedure, developed to reconstruct
Xmax for AERA. At the most basic level, it uses the reconstructed properties of high-quality
AERA showers (Chapter 4) as input to simulate an ensemble of CORSIKA air showers that
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spans the parameter space of the mass of the initial particle. These simulated showers are then
reconstructed, as was described in Chapter 3, to resemble air showers that would be measured
by AERA, i.e. including detector effects. A likelihood procedure is then used to compare the
measured and simulated showers to find the most likely Xmax for the measured shower. To correct
for any systematic bias in this procedure, Xmax is also reconstructed for each of the simulations,
for which the true Xmax values are known from the simulations. The differences between true
and reconstructed values are used to model, separately for each shower, what the reconstruction
resolution is and if a correction to the Xmax estimation needs to be applied for the modelled
systematic bias. This results in an estimation of Xmax and the uncertainty on this estimation for
each measured air shower. Next, this method will be explained in detail following the steps in
Figure 5.1.
5.3.1 Setting up a Simulation Set for a Single Measured Air Shower
The reconstruction of the measured air shower is used as the basis to generate a series of COR-
SIKA air shower simulations that cover the parameter space of Xmax. The air shower development
is determined by the natural stochastic interactions of the particle cascade. Given the arrival di-
rection, position of the shower core on the ground, and the energy of the primary cosmic ray,
a natural distribution of Xmax (see the description of the Gumbel distribution in Section 1.2.2)
would arise if repeated many times. This distribution is different for each primary mass, but
changes smoothly with atomic mass. For the heaviest particles, primarily lower Xmax are com-
mon, while for light particles Xmax is on average higher. By simulating several proton and iron
induced showers, the Gumbel distributions of all masses between proton and iron are also sam-
pled. For higher masses, the Gumbel distribution is effectively indistinguishable within the Xmax
resolutions achievable by current measurements. Simulating up to iron thus suffices. Because of
the overlapping Gumbel distributions for different masses, a single measurement of Xmax is not
sufficient to derive the particle mass. Measurements of Xmax for a large sample of air showers,
however, provide a distribution from which statistically the average mass composition can be
derived.
One would like to sample the natural distribution of air showers, induced by a range in
masses from proton to iron, with as few simulations as possible because CORSIKA simulations
are computationally expensive, one simulation taking on the order of one or more days on a fast
CPU. Previous studies at LOFAR have shown that (for LOFAR) a resolution of 17 g/cm2 is
achievable [53]. This sets a rough lower limit on a useful spacing of Xmax for a set of simulations.
Typically, for showers detectable by AERA, the vast majority of Xmax values fall within the range
of 500 to 1000 g/cm2, so, a sample of at least 20 to 30 showers, uniformly spaced in Xmax, would
be required to achieve a spacing of 15− 25 g/cm2. This is not the same as saying that one could
reach a resolution of 15 − 25 g/cm2, but it is a very rough estimation for it. Ideally, for good
coverage of Xmax, the Xmax values of the simulations would be spaced uniformly, but this is not
trivial to achieve since Xmax is an output parameter of the simulation, and thus not a priori
known.
The naive approach would be to simulate more and more showers until a satisfactory coverage
is achieved, but this requires many simulations for the Xmax values to get a good coverage of the
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tail of the natural Xmax distribution.
A second idea would be to use the much faster CONEX simulations to do this and select the
initial seeds of the Monte Carlo simulation that resulted in the desired Xmax values. This typically
still requires several thousands of simulations1, still giving a large computational load. Additional
restrictions apply here since one needs to use the same seeds in CORSIKA and in CONEX to also
have the same air shower development. The execution then requires that the computing hardware
and software to be identical, in order to get the same random number sequences producing that
same shower. This places strict requirements on which simulations should run on what hardware
and complicates the use of distributed computing that is realistically needed for the 30 simulations
for each of the 2000 AERA events, each taking about two days.
For that reason a third approach is used, making use of the fact that the shower-to-shower
fluctuations are mainly governed by the first interaction, and thus Xmax will scale nearly with the
atmospheric depth of that first interaction. This is supported by the study of shower universality
[111]. The height in the atmosphere where the first interaction takes place can be set as input in
CORSIKA such that an approximate Xmax value can be pre-selected. A model will be created
using CONEX simulations, relating input parameters such as primary energy E, height of first
interaction H1, to the output parameter Xmax. This will be limited in resolution because it
necessarily relies on a single average atmosphere profile, average magnetic field, and neglects
the secondary effect to the spread in Xmax coming from the variation in the position of the first
interaction. Computational costs would essentially reduce back to the second idea described above
if that would be varied for each event. The modelling of Xmax versus height of first interaction
will be described in detail in Section 5.3.1.3.
Having that model, a set of CORSIKA input parameters can be calculated to get an air shower
with approximately the desired Xmax: from the reconstructed measured shower, one gets the en-
ergy of the primary particle from SD, the shower azimuth angle, zenith angle, and core position
from RD. The antenna positions are then defined relative to that core position. This is then com-
bined with the time- and location-dependent atmospheric model from GDAS and geomagnetic-
field model (the magnetic field model used in Offline is exported using RdREASSimPreparator) for
the time of the measured shower at AERA. Then, the interaction-height model mentioned earlier
(and described in Section 5.3.1.3), that uses some of those parameters, completes the required
input. In this way, a set of 12 iron and 15 proton induced showers will be generated for each
measured air shower so that the Xmax range is covered roughly uniformly in Xmax. The uniformity
doesn’t need to be exact, but if gaps in the spacing become too large the reconstruction resolution
will be reduced in the end. This procedure is unfortunately the cost to be able to create such a
large amount of simulations for a dataset as large as the AERA set.
In the next three sections more details will be provided on the setup for the atmospheric model
(Section 5.3.1.1), the addition of additional virtual antennas to the simulation configuration for
a more detailed sampling of the radio emission footprint (Section 5.3.1.2), and the modelling of
the interaction height (Section 5.3.1.3).
1For a dataset with 2000 showers with a natural spread in Xmax, one would need about as many CONEX
simulations to statistically cover that natural range. So, for each shower one would need 2000 simulations to cover
on average the full range in Xmax.
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5.3.1.1 Setting up a GDAS Atmosphere
Understanding the atmospheric conditions is important for a precise determination of Xmax. Sec-
tion 3.3.3 already described the implementation of the density profile and refractive index profile
as a function of altitude and showed that seasonal effects can easily affect Xmax by 10 g/cm2.
Xmax determination with LDF-fit models can’t benefit from the time-dependent GDAS atmo-
spheres due to parametrizing over averaged conditions, but the template-fitting method using
a dedicate simulation set for each AERA shower can. For each of the showers in the selected
dataset, gdastool [115], developed for LOFAR, is used to generate a five-layer atmospheric profile
and refractive index profile in a format readable by CORSIKA for the time (shower arrival time)
and position (lon. −69.3◦, lat. −35.2◦) of the shower. The GDAS model uses a grid with spatial
resolution of 1◦ and time resolution of 3 hours [19]. The closest point to AERA is the grid point
(lon. −69◦, lat. −35◦) that lies about 35 km to the north-east.
An estimation of the effect of the atmospheric profile on Xmax with respect to an average
atmosphere is shown in Figure 5.2. This is calculated by looking at the profile of the difference in
atmospheric depth between the two models and weighing this difference by the Xmax distribution
expected from a Gumbel distribution for a pure proton or pure iron cosmic-ray mass composition.
This then gives the average shift in Xmax for a shower at time t, with energy E, in the regions









Here X(h) is the atmospheric depth profile between mean sea level (h = 0 km) and the
effective top of the atmosphere (here set equal to the model maximum h = 112.8 km). Gumbel
is the Gumbel distribution giving the probability to get a particle of atomic mass A and energy
E, producing a shower with a certain Xmax (the parametrization from [126] is used). The figure
shows the average difference in Xmax between the average atmosphere in Malargüe in October
and the GDAS atmospheres for times of the showers in the RD-SD dataset (see table 4.2). The
leftmost plot shows this as function of time2, followed by the distributions of the differences in
the second plot from the left. The two plots following after show the differences binned by the
time of the day and month of the year, respectively. For this dataset the average differences range
between 2 and 18 g/cm2, with extrema of −15 to 30 g/cm2. Averaged over the whole time period
of the dataset this amounts to a spread of about ±7 g/cm2 for both, proton and iron nuclei. A
small contribution, of about ±2 g/cm2, is due to the differences in the atmosphere during the
day, and about ±6 g/cm2 due to seasonal differences. Note that near October the difference is
smallest, as would be expected since the averaged atmosphere used as reference is for the month
of October. The residual offset for that month can likely be attributed to variable conditions over
multiple years.
2Note that the air showers in this dataset are not uniformly spread in time, which makes the left plot seemingly
less smooth.
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Figure 5.2: Average expected difference in Xmax, ∆Xmax(t)p,Fe, as defined in Equation 5.5, for the
events in the RD-SD dataset, between the time-dependent GDAS atmosphere and the
average atmosphere for Malargüe in October. Plotted on the left are the differences
in column depth between the models for each of the showers in the RD-SD dataset,
assuming a pure proton (red) or iron (blue) cosmic-ray mass composition. A running
mean with standard deviation confidence bands is overlaid. The data is binned in its
entirety to show the typical level of fluctuations (second plot), binned per hour of the
day for day-night effects (third plot), and binned per month of the year for the range due
to seasonal effects (fourth plot). The quoted ∆ values represent the difference between
the maximum and minimum of the averaged points.
The GDAS model has been shown to be within 1 g/cm2 of measured conditions [19]. So, if one
uses this in CORSIKA simulations instead of an average atmosphere, then for example compared
to the Malargüe October atmosphere, a gain in resolution of Xmax of on average 7 g/cm2 can be
obtained, and a systematic effect of on average 10 g/cm2 and up to 30 g/cm2, can be avoided.
5.3.1.2 Adding a Star-Shaped Virtual Array for Energy Fluence Interpolation
The CoREAS radio simulations can only calculate the electric fields of an air shower at specific
pre-defined antenna positions. However, for the simulation of measured air showers the core
position, to which the antennas stations are defined relatively, is only determined up to a certain
accuracy. When later trying to match the simulated signals to the measured ones, an offset in
core position can negatively influence the reconstruction of Xmax. Ideally the location of the
antennas would be shifted at a later stage to minimize also for the core uncertainty. This can be
done in principle if the quantity, that is used for the simulation-measurement comparison, can be
interpolated. The quantity that will be used is the energy fluence, the integrated signal of the radio
pulse, which is a continuous function over the shower footprint on the ground. An interpolation
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(a) (b)
Figure 5.3: (a): Three dimensional plot of the position of the AERA antennas and added star-shaped
grid of virtual antennas that have been aligned in the same plane by fitting a linear plane
to the AERA antenna positions. The colors indicate the height coordinate.
(b): Deviation in height of the AERA antennas and the fitted plane on which the star-
shaped virtual antenna grid has been placed.
method will be described in more detail in Section 5.3.2.2. If, for example, the full signal pulse
shape would be used for the template-fitting, interpolation would be more complicated, since not
only the amplitude of the signals changes, but also the phases of the signals. First steps towards
the interpolation the full pulse shape have recently been made by Khakurdikar (2020) [101], but
this has not been pursued further in this work.
The smooth energy fluence footprint is however not the only requirement. For a good inter-
polation also enough antenna signals are required, while for just the antennas in the measured
events this can be as few as five (five is the manually set lower limit in the RD-SD dataset). For
this reason, 240 extra positions, where the electric field is calculated, are added. These virtual an-
tennas are positioned in concentric rings of each eight stations around the measured core position.
A dense section of 13 rings is placed near the center and a sparser section of 17 rings further away.
The distance from the core to which stations are placed is set by a rough estimation of typical
shower footprint size for a certain shower zenith angle. This has been calculated with Python
code distributed in the radiotools package developed within the AERA group [73]. With this
dense star-shaped virtual antenna grid, interpolation of the energy fluence with good resolution
is possible.
These antennas, which will be called STAR stations by convention from now on, are generated
in the shower plane as concentric rings and then with a coordinate transformation, put on a flat
plane in the ground plane. The AERA antennas are located in a section of the Argentinian pampa
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that is almost perfectly flat, although lying on a small slope, facing south-east. The slope is about
10 m per 1 km. To place the STAR stations in the same plane, a plane fit is made to the AERA
antenna positions and the heights of the STAR stations are adjusted to also lie on this plane.
Figure 5.3 shows an example of the AERA and STAR antennas lying on the slope centered around
the core position of a measured shower3. The deviations between the plane fit and the AERA
antennas are Gaussian-like with a typical spread of at most 1− 2 m, which is also on the order of
the difference in height between LPDA and Butterfly antennas. Although this small correction
in height for the STAR stations was not used in earlier work, it has been added for this work in
order to be able to combine AERA and STAR stations for the energy fluence interpolation, with
as little sources of systematic uncertainty as possible.
5.3.1.3 Modelling CORSIKA Xmax for Efficient Simulation Sampling
Shower development, and thus Xmax, is primarily dominated by first interaction. The rest of
the shower development would be similar each time under the same conditions, as supported by
the study of shower universality [111]. For Xmax reconstruction with AERA, a set of CORSIKA
simulation is needed with Xmax values covering the range that a particular shower could attain
due to the stochastic nature of the shower development. Varying the point of first interaction with
altitude, combined with shower universality, can then provide a representative set of showers. This
range of simulated showers will be compared to measured showers to find the shower development
that most closely represents the measured shower, such that the primary mass of the cosmic-ray
can be estimated with the mass sensitive Xmax parameter.
Conex Parametrization of Height of First Interaction The atmospheric depth X is a
function of the height in the atmosphere H. The height of first interaction H1, occurring at a
depth of X1, can be set in CORSIKA using the fixed height (FIXHEI) parameter. To get a set of
showers spanning the natural Xmax distribution, a general parametrization is made for the height
of first interaction H1 as function of Xmax, zenith angle Z, cosmic-ray atomic mass for protons
and iron nuclei, and cosmic-ray energy E. With this, only a set of H1 values has to be selected
to get the desired approximate uniform range of Xmax values.
A set of in total 1000 CONEX simulations is generated for the construction of the FIXHEI(Xmax)
model. The energy is set in five logarithmic steps from 1017 to 1019 eV, the height of first in-
teraction is set between 2 and 112 km (between ground level at AERA and effective top of the
atmosphere) in 10 logarithmic steps, and then this is done for both protons and iron nuclei. These
100 grid points are repeated 10 times with different starting seeds to include the remaining fluc-
tuations in the model and to calculate, from the spread, the resolution that can be obtained with
this model.





The effect of the zenith angle Z of the path through the atmosphere, from height hmax to h,
only introduces a scaling with the angle and thus need not be varied in the simulation input, but
3The same shower as used in examples in previous (and next) chapters where an example event is shown.
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Figure 5.4: Modelled dependence of Xmax and X1 for a range of energies for protons (a) and iron
nuclei (b) using QGSJetII-04. The error bars are the standard deviation in Xmax from
shower-to-shower fluctuations for a given X1 that was set as input. Linear fits have been
made for each of the 5 sampled energies.
can be rescaled afterwards. A fixed zenith angle of Z = 39.45◦ is set, being both, a typical value
in the AERA dataset and because of being rather inclined, creates a reasonably long atmospheric
profile before reaching the ground. The atmospheric profile used, is the commonly used Malargüe
October atmosphere that approximates a typical atmosphere. The small systematic shift found
in the previous section is not that important, since the goal here is to just get a uniform spacing.
Additionally the average systematic shift of about 10 g/cm2 for this average atmospheric model
is significantly smaller than the resolution of the FIXHEI(Xmax) model that will be achieved (see
Figure 5.6).
From each of the 1000 simulations follows the depth of the first interaction X1 and the depth
of the shower maximum Xmax. Figure 5.4 shows the relation between these parameters for proton
and iron showers for the five steps in energy. Here the 10 iterations of each set of parameters
in the simulation parameter space, are averaged and the standard deviations are calculated and
plotted (squares with error bars). For each energy these points are fitted with a linear function
(dashed lines):
X1 = a ·Xmax + b. (5.7)
The resulting slope a and intercept b parameters, for the different energies and particle types,
are listed in Table 5.1. The slopes are all compatible with unity, so the weighted average over the
five energies is used to get a relation for X1(Xmax) for any energy:
ap(E) = 1.009± 0.011 (5.8)
aFe(E) = 1.012± 0.009. (5.9)
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Table 5.1: Fit parameters to Equation 5.7 that models the relation between the atmospheric depth
at first interaction X1 and the depth of the shower maximum Xmax. Fits are made based
on CONEX air showers for five shower energies and two cosmic-ray particle types (protons
and iron nuclei).
proton iron
log10(E[eV ]) slope intercept [g/cm2] slope intercept [g/cm2]
17.0 0.996 ± 0.040 -606.99 ± 30.43 1.016 ± 0.010 -578.06 ± 7.82
17.5 1.028 ± 0.010 -666.78 ± 8.19 1.007 ± 0.022 -604.08 ± 15.93
18.0 1.006 ± 0.013 -676.94 ± 11.01 1.017 ± 0.011 -639.41 ± 8.29
18.5 0.976 ± 0.029 -688.10 ± 23.73 0.998 ± 0.019 -657.84 ± 14.24
19.0 1.003 ± 0.023 -743.22 ± 19.19 1.019 ± 0.035 -699.83 ± 27.29
The intercept shifts logarithmically with energy. To get a relation of X1(Xmax) as function of
energy, the intercept parameters are fitted with a linear function, resulting in
bp(E) = (−58.76± 18.78) · log10(E) + (381.20± 338.29)g/cm
2 (5.10)
bFe(E) = (−59.46± 6.31) · log10(E) + (434.42± 113.66)g/cm
2, (5.11)
such that a general function X1(Xmax, E) is obtained. Then, an interpolation of the atmospheric
profile XMalargueOctober(h), combined with the zenith dependence of Equation 5.6, relates the
height of first interaction h = H1 to Xmax, E, and Z of the shower. With this relation, just
the FIXHEI values need be set to get approximately the desired Xmax values for the CORSIKA
simulation set of the measured AERA shower.
Note that the parametrization has been made for interaction heights starting at the top of
the atmosphere. Interactions at such heights are extremely unlikely to happen, so the increasing
scatter in Xmax there is of little concern. Typically, showers with an Xmax of 1200 g/cm2 would
already be quite rare (see for example the Gumbel Xmax distributions in Figure 1.6), let alone at
higher values.
Figure 5.5 shows the resulting parametrizations for the height of first interaction FIXHEI as
function of the Xmax values (top). The spread in Xmax, σXmax (bottom), is the resolution with
which a certain Xmax can be obtained by setting the height. The resolution is roughly a constant
20 g/cm2 for protons and 30 g/cm2 for iron nuclei, up to roughly Xmax = 1200 g/cm2, after
which the uncertainty increases on the same order as Xmax itself. So, for Xmax values below
1200 g/cm2 this model describes Xmax sufficiently well to be close to the desired spacing of values
of 15 − 25 g/cm2 (see earlier in this section). The spacing won’t be perfectly uniform, but on
average gaps will remain close to the target spacing.
Selecting Which Simulations to Perform Using the FIXHEI(Xmax) model, Xmax values can
now be selected uniformly. The next step is to select an appropriate lower and upper value for
the Xmax range for each shower. The lowest possible Xmax is set by the height of first interaction
at the top of the atmosphere. In top row of Figure 5.5 that corresponds to where the model
lines stop at the top. This value is around 600 to 700 g/cm2, depending on energy. Natural
shower-to-shower fluctuations push the lowest possible values down a little more.
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Figure 5.5: (Top): Modelled dependence of Xmax as function of the height of first interaction-
parameter in CONEX (FIXHEI) for a range of energies for protons (a) and and iron
nuclei (b). Assumed for the plot is: a zenith angle of Z = 39.45◦ and the Malargüe
October atmospheric profile to convert the depth at first interaction X1 to the height of
first interaction FIXHEI. The error bars are the resulting standard deviation in Xmax
from shower-to-shower fluctuations for a given X1. The modelled lines are shown as
solid lines up to about the highest expected Xmax values (about 1100 g/cm2).
(Bottom): Spread in Xmax due to shower-to-shower fluctuations after the first interac-
tion for protons (a) and iron nuclei (b). This uncertainty represents the resolution of
the model with which it can predict an Xmax value for a given FIXHEI value.
For iron nuclei, the highest value is set manually to be 125 g/cm2 above the lowest, which is
sufficient to capture the main part of the natural distribution of Xmax for iron. For this range,
at uniform spacing, 10 simulation input parameters are prepared for CORSIKA. Due to the
uncertainty in the model, the lowest Xmax simulation might in practice result in a slightly higher
value, such that the lowest part of the natural distribution is cut off. So, between the highest H1
and the second highest, two additional iron simulations are prepared to have some extra coverage
in the lower regions of Xmax.
For protons, the lowest Xmax according to the model, starts at somewhat higher Xmax values
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Figure 5.6: Comparison of Xmax as predicted by the FIXHEI(Xmax) model and the result from a
set of 5000 CONEX simulations spanning E = (1017 − 1019) eV, Z = 0 − 55◦, and
FIXHEI= 2−112 km. The differences for protons (red) and iron nuclei (red) are plotted
for the entire set of simulations (left) and binned as function of Xmax (right).
than for iron nuclei and goes up to a value of 400 g/cm2 above the lower limit value, to about
1050 to 1150 g/cm2, depending on energy. This covers the range of Xmax up to the value, where
with a dataset of 2000 events, one would not expect an Xmax at higher values, even when taking
into account the highest Xmax simulation might fluctuate down by the determined uncertainty of
the model. So, depending on the energy an upper and lower limit on the desired Xmax is then
set, and FIXHEI values can be selected such that that range is uniformly covered.
Validating the Selection Model A second set of CONEX simulations has been created to
validate the reconstruction on a set of simulations that has not been used for the creation of the
model itself. The energies are chosen to be in between the energies used in the model dataset,
to test the model under the most unfavourable conditions. The same is done for the interaction
height values. For this, 5000 CONEX simulations in total are performed. Again for protons and
iron nuclei, in the same energy range in five steps, 10 steps in interaction height, and now also for
five zenith angles between 0 and 55 degrees. This grid of 500 points is then, as before, repeated
10 times with different seeds. Each target Xmax from the model is then compared to the Xmax
value from the CONEX simulation to evaluate the resolution that can be expected when applying
this to the full CORSIKA simulations for the AERA measured showers.
The results are plotted in Figure 5.6. In the left figure, the difference in Xmax between the
model and the CONEX simulation outcome is plotted for protons and iron nuclei for all 5000
simulations. The distribution has a tail, as would be expected for a Gumbel Xmax distribution
where scatter upwards has higher probability, so, also the deviation from model to true value will
follow that shape. The iron distribution of Xmax has a smaller tail than protons, which is reflected
in the relatively smaller differences. In the right figure, the same dataset is plotted as function of
the model Xmax, in bins of 20 g/cm2, to show the dependence of the resolution on Xmax. Note
that there was no significant dependence on energy in the model (bottom row of Figure 5.5), so
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all energies are combined into a single estimation of the resolution. The same is done for the
zenith angles, where there is only a small dependence compared to the variations as function of
Xmax itself.
Practically, the achieved resolution of the model of roughly 20 g/cm2 for iron showers and
50 g/cm2 for most proton showers, is still sufficient to get a near-uniform sampling of air showers
Xmax, considering that on average the model can predict the value correctly and the fluctuations
up and down, make sure that gaps in the spacing are typically not too large. Some occasionally
slightly larger gaps are not a problem by itself, but it might result in reduced resolution in AERA
Xmax reconstruction for a few showers.
5.3.2 Reconstructing Xmax
5.3.2.1 Quantifying Difference between Measurements and Simulations
To quantify the similarity between the simulations and the measured air shower, the energy fluence
is used. The energy fluence is calculated as the integrated signal of the radio pulse, as described
in Equation 2.11. With the energy fluence u and energy fluence uncertainty σu at each AERA




(umeasured − S · usimulated(~rshift))2
σ2umeasured
, (5.12)
where there are 3 free parameters:
Scaling the Energy Fluence A scaling factor S for the energy fluence is introduced that
can account for the uncertainty in the SD energy estimate and any systematic uncertainties
on the energy from the reconstruction by SD, the simulation in CORSIKA, and the simulation
reconstruction in Offline. If there would be no systematic uncertainties and none was introduced
in any of the steps after the SD reconstruction, then the scaling factor would be S = 1, with
a spread corresponding to the uncertainty of the SD input energy. The contributions to the
systematic uncertainty on the energy fluence are discussed in more detail in Section 5.4
Shifting of the RD Core in a Plane Also introduced is a core shift in the shower plane:
in ~v × ~B and ~v × ~v × ~B directions, with ~v the direction of the shower and ~B the geomagnetic
field. This accounts for the uncertainty in the RD core estimate and corrects for imperfections
in case the less precise barycenter core was used when no core from an LDF footprint fit was
available. This barycenter core is not a bias-free estimator of the core position because of the
irregular spacing of the AERA stations, pulling the core towards denser parts of the array. This
effect is not large, but is accounted for automatically by implementing the freedom of a core shift.
5.3.2.2 Station Energy Fluence Interpolation
An interpolation of the energy fluence footprint is used to be able to evaluate the signal at any
point in the shower plane. This is needed, because the input core position for the air shower
simulations are derived from measurements, so have some inherent uncertainty. The CPU time
a CORSIKA simulation takes, is roughly proportional to the number of stations, so the AERA
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Figure 5.7: Reconstruction of energy fluence uFourier (top row) and energy fluence uncertainty
σFourieru (bottom row) of AERA antennas (using Fourier interpolation [62] of the sig-
nals of the star-shaped antenna stations), compared to the true simulated AERA signals
uMC and σMCu . The fractional difference is plotted as function of the true energy fluence
uMC and as function of distance to the nearest STAR station used in the interpolation.
Station data from 1500 simulations has been used. These simulations were generated for
60 measured AERA air showers with varying Xmax, energies, core positions, and arrival
directions.
simulated antennas need to be at pre-defined positions that are a priori unknown, up to the
uncertainty in the core position. The integrated signal of a radio antenna is a smooth function
over the radio footprint, so the evaluation of the interpolated signal still allows the stations to be
shifted after the simulations are done. Having in addition the simulated signals for an additional
240-station star-shaped grid, a more precise interpolation can be obtained.
The selected interpolation method determines the accuracy of the interpolation. Several meth-
ods were evaluated, including the radial basis function (RFB) method from the Python scipy
package [152], of which thin plate gave the best overall results. Recently, an interpolation method
based on Fourier-components was developed [62], that compared to the RBF method, gives a
higher resolution and better stability. For that reason the Fourier-component method will be
implemented here for AERA.
A limiting factor of the algorithm is that it was designed with ideal star-shape grids in mind, so
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it requires each concentric ring of the star-shaped grid to have all 8 stations present. Because the
simulations are reconstructed in the Offline framework, that includes detector effects and possible
rejection of stations, the 8-station requirement is not always met, in which case that ring will now
be excluded from the interpolation. This does not happen often and there are 30 concentric rings
for each event, so this is a minor limitation and accounted for in the resolution of the method
that will be determined. The AERA antennas are thus not included in the interpolation because
they do not lie in concentric circles. They represent only a small number of the total number of
simulated stations, so their contribution would have been marginal in any case.
The interpolation is then evaluated at the positions of the AERA antennas for which the true
value is known from the Offline reconstruction of the signals. The energy fluence u and energy
fluence uncertainty σu are evaluated for a subset of 60 showers of the full simulation set of the RD-
SD dataset with varying energies, core positions, and arrival directions. These showers provide a
set of 1500 simulations (10 iron and 15 proton simulated showers for each measured shower4) with
in total 7730 signal stations to evaluate the interpolation. This subset is sufficient to accurately
determine the uncertainty in the reconstruction method. Figure 5.7 shows the resolution of the
interpolation as function of the true energy fluence and the distance from the evaluated point to
the nearest star-shaped station. As function of both these parameters there is essentially only
an uncertainty in the reconstruction of u of (1.64 ± 0.03)% that is constant with energy fluence
and constant with distance to the nearest station. The bias in the reconstruction is on the order
of 0.5%. The energy fluence uncertainty σu (which is less prone to fluctuations) is reconstructed
with a typical resolution of (0.55± 0.02)% with a bias at most 0.1%.
So, in practice, when the energy fluence is required at a new position after a shift in core
position, the energy fluence and energy fluence uncertainty are interpolated and the uncertainty
of the interpolation method is added in quadrature to the prior reconstructed uncertainty.
5.3.2.3 Minimizing Procedure to find Xmax
Without the free parameters, one could simply evaluate the chi-squared value of Equation 5.12
for each of the simulations and the lowest chi-squared value would be closest to the truth. By
plotting the chi-squared values of the simulations versus their simulated Xmax values, one gets a
shape that near its minimum is of a parabolic shape (see top left of Figure 5.8 for an illustration).
The minimum of the parabola then functions as an estimator for the Xmax value that most closely
represents the measured shower. The width of the parabola near the minimum is a rough indicator
for the uncertainty on Xmax. If many simulations match closely to the measurements (e.g. when
signal uncertainties are high), many chi-squared values will be low and the parabola will be wide.
If, the other way around, not many simulations match closely to the measurements, then the
chi-squared values will increase rapidly surrounding the minimum and the parabola width will
indicate a very narrow allowed Xmax range. This is just to illustrate how the set of simulations
can constrain the Xmax value of the measured shower. A quantitative method to determine the
uncertainty in Xmax will be described in Section 5.3.3.
4Only 10 out of 12 iron simulations were used, as the two additional iron simulations were only added to the
total simulation set at a later stage.
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Including the free parameters into the chi-squared calculation, however, requires an iterative
procedure to find a global minimum for chi-squared values where the free parameters will reach
their most likely value. However, there is only a single true core shift and energy scaling value
between the measured air shower and each of the simulations. Therefore, evaluation of the
parabola minima requires simultaneous evaluation of all simulations of a single measured shower
while varying the free parameters, until a global minimum is found. The procedure is implemented
as follows:
Minimizing Procedure
1. An initial estimate of the free parameters is made. A initial core position shift of ∆~r = (0, 0)
is assumed. Typically for about half of the events an LDF fit of the radio emission footprint
could be made in which case the core position is on average unbiased. For all other events
the bary-center core was set as the core position of the simulations. For those a small bias
is expected, pulled towards the denser regions of the AERA grid. No better estimation
than zero core shift is known however, so the initial core shift in this case is also set to
∆~r = (0, 0). The initial value for the energy scaling is treated similarly. If an LDF was fitted
for the measured and simulated shower the fraction between the two energy reconstructions
(averaged over the 27 simulations for that measured shower) is taken as scaling factor
(S ∝ E2measured/E2simulated). If not available the S factor is set to 1.
2. The chi-squared values for the simulations are calculated for the initial core position and
energy scaling. Then energy fluences of the simulations are calculated with the Fourier in-
terpolation. The uncertainty of the interpolation is added to the calculation in quadrature
and a parabola is fitted to the chi-squared values versus the Xmax values. The quality of
the parabola fit is evaluated to guarantee that the found minimum is of good quality. The
parabola fitting procedure will be explained below. To get a more stable minimization, the
chi-squared value that is used to minimize on, is a mix of the chi-squared values of the sim-
ulations themselves and the minimum of the parabola fit. If on the one hand, minimization
would be done by just looking at the lowest chi-squared value of any of the simulations,
then that would ignore the fact that the chi-squared values will have statistical fluctua-
tions. The chi-squared values of the surrounding simulations give the required information
of those fluctuations. Minimizing on the average of multiple simulations would solve that,
but that would result in a loss of precision in finding the minimum. On the other hand, if
one would just use the minimum of the parabola to fit, one risks that the minimizing will
be biased towards fits that go as low as possible, instead of fits that describe the measured
shower correctly. Restricting the parabola fits to having positive minima, having reasonable
residuals, and not falling outside the simulation Xmax range, helps with stability, but by
itself, does not guarantee stability. By combining the (restricted) parabola minima with the
chi-squared values of the lowest two simulations, they can keep each other from optimizing
on such loophole cases. If the parabola fit cannot be made, the minimization gets penalized
at that position of the parameter space (of core shift and energy scaling) and the iterative
procedure will continue to search for a global minimum elsewhere.
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3. The basinhopping algorithm from the python scipy package is used to iteratively scan
through the parameters space of the free parameters. The basinhopping algorithm is ideal
for parameter spaces with a rugged landscape where normal gradient descent algorithms
could get stuck in local minima. It first performs a typical gradient descent, but then also
makes jumps once in a while to get out of local minima. In this way it iterates towards a
global minimum. The basin hopping also helps to jump over ‘walls’ in the parameter space,
where a good parabola fit cannot be made (some examples of this are presented in the next
part of the text).
4. A coarse grid-search is performed around the found minimum (S is varied by 20% and the
core by 40 m in any direction) to check if the number of basin hops were sufficient to find
the global minimum. If a lower value is found in the coarse grid, then the basin hopping of
step 2 is repeated with initial values around that point.
Parabola Fit Procedure At each step in the minimizing procedure described above an itera-
tive fitting procedure for the Xmax (χ2)-parabola is performed. There are several restrictions and
iterative loosenings of these restrictions applied that have been determined based on trial-and-
error and common sense in order to find stable and good fits where the fit does not try to find
minima that are obviously wrong, as judged by eye. The set of minimal conditions includes:
1. The chi-squared value at the parabola minimum is larger than zero and the parabola is not
upside down (to reject non-physical results).
2. At least 75% of simulations are included in the fit (to get a representative result).
3. At least 10 simulations have reduced chi-squared values below 100 (to use at least the high-
quality simulations). If in the end, the fit can’t be made, it is attempted again without
this last requirement. The reduced chi-squared value is given by the chi-squared value from
Equation 5.12 divided by the degrees of freedom (ndf): ndf = Nsim −Nfree parameters.
4. The found minimum lies within the range of Xmax values of the simulations (to reject ill-
constrained fits).
If these requirements cannot be met, the quality of the parabola can’t be relied upon and the fit
is marked as failed. The chi-squared value is penalized and the minimizing procedure is forced to
look in regions of the parameters space where reliable parabola fits can be made. It is true that
this might lead to finding a local minimum instead of the actual global minimum. To counter this
the chi-squared probability is used later to reject events where a local minimum was found that
is unlikely to be a match to the measured shower (Section 5.3.5).
Figure 5.8 shows the logic of the procedure in more detail, presented in a flow chart. The
parabolic shape of chi-squared value versus Xmax holds best around the actual Xmax minimum,
so an initial estimate for the minimum needs to be made with a certain typical width where the
parabolic shape will hold. An initial value for the center of the parabola-fitting range is chosen
as the value between (1) the median of all simulation Xmax values and (2) the Xmax value of the
simulation with the lowest chi-squared value (for the free parameters of the respective step in
the minimization). Then, all simulations in a range of 100 g/cm2 in both directions are included
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Figure 5.8: Logic used to find the most likely Xmax value of a measured air shower by finding
the minimum of a parabola function. The parabola is fitted to the Xmax values from
CORSIKA simulations and the chi-squared values between the energy fluences of AERA
stations in measured and simulated showers (as defined in Equation 5.12). Note that
the parabola figure in the top left is just an illustration. It is not an reconstruction of
Xmax for an actual air shower, but it closely resembles one.
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in the parabola fit. For the fit the Polyfit algorithm of the Python numpy package [83] is used,
with weights of w =
√
1/χ2 to make the fit more stable near the minimum, by weighing down
the higher reduced chi-squared values. Initially all simulations with reduced chi-squared values
higher than 100 are masked to give no contribution, because these are far from a good match to
the measured shower and as such they will likely no longer follow the parabolic shape. If without
them a good fit can’t be found in the end, then the earlier removed points are included again and
the fitting procedure is attempted again from the start.
5.3.2.4 Xmax Bias in Parabola Minimum
The reconstruction of Xmax using the parabola minimum is expected to not be bias free. The
reason for this is two-fold:
1. The sampling in Xmax is sparse. There are only 15 proton and 12 iron simulations per
measured shower. The CPU time required for these simulations had put a limit on the
number of simulations. Consequently, there are only so many data point that can be used
in the parabola fit, and thus the parabola fit will have extra freedom to ‘misbehave’. This
effect will be larger where data points are sparser; for example near the edge of the simulated
Xmax range or when gaps in the Xmax range between simulations are largest.
2. AERA is a sparse array, so for many air showers there will only be a small number of
antennas. Therefore, the chi-squared value is calculated with only a few data points. This
increases the effect of natural fluctuations of the signals due to noise which is most prominent
when a radio footprint is spread out more. The width of the footprint is related to Xmax, so
the Xmax reconstruction accuracy can depend on Xmax itself and thus give a bias towards
Xmax values where the larger uncertainties provide lower chi-squared values.
For these reasons the Xmax found with the parabola minimum is an estimator of Xmax that
may contain biases. In the next section the bias in this estimation will be investigated and a
method is implemented to calculate and correct for this bias in Xmax on an event-to-event basis.
5.3.3 Reconstructing Xmax Uncertainty and Correcting for Parabola Bias
The uncertainty in Xmax comes from several sources. The uncertainties on the input parameters
(primary energy and shower core position) of the simulation of the air shower will propagate to
an Xmax uncertainty. Secondly, the Xmax reconstruction method itself only has a finite resolu-
tion. As already discussed in the previous section, the reconstruction of Xmax is not guaranteed
to be unbiased. To investigate the uncertainty and bias, the Xmax of each simulation will be
reconstructed as if it was a measured air shower. The CORSIKA simulations are reconstructed
as described in Section 3.3.4 to emulate as closely as possible the measured showers in AERA.
First, the effects of just the reconstruction parabola fitting method is investigated and a procedure
will be described to correct for biases. Then also the effects of the free parameters (core shift
and energy scaling) are investigated as these give additional uncertainty and can in principle give
additional bias due to additional freedom in minimizing. This second contribution to the bias is
then also modelled and corrected for. This two-step procedure will in the end give an improved
estimation of Xmax and provide an uncertainty on the Xmax reconstruction (Section 5.3.3.1). The
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Figure 5.9: Two-step modelling of the uncertainty and bias in Xmax, as determined from recon-
structing Xmax for simulated showers.
(Left): The parabola Xmax values reconstructed for the simulations of a single measured
air shower, as a function of the deviation to the true Monte-Carlo Xmax values (dots).
A kernel density estimation (background color) is made to estimate the probability den-
sity function of the difference at each Xparabolamax value. From this a mean (∆XKDEmax,1)
and width (σXKDEmax,1) is derived as estimation of bias and uncertainty in the Xparabolamax
estimator (following Equation 5.13).
(Right): Additional bias (∆XKDEmax,2) and total uncertainty (σXKDEmax,2) after including the
effects of a free core and free energy scaling in them minimization procedure (following
Equation 5.14).
Xmax reconstruction of simulations will also prove useful to quantify the systematic uncertainties
on Xmax and the spread in Xmax, σ(Xmax) (Section 6.3 in the next chapter).
5.3.3.1 Xmax Uncertainty from the Method
1st Order Bias from Parabola Xmax Estimator Depending on the true Xmax to be recon-
structed, the parabola fit might give a biased result that depends on the true Xmax itself. For
each measured air shower, 12 iron and 15 proton CORSIKA simulations have been created and
each of these has been reconstructed in Offline to account for detector effects of the analog and
digital signal chain.
Each simulation is reconstructed twice. Once by adding measured background RFI noise
(described in Section 3.3.4) to emulate the noisy measured air shower signals, and once without
that noise to get the air shower signal as would be seen by AERA in the absence of background
noise. For each of the reconstructed simulated showers including the noise, Xmax is reconstructed
by comparing it to the simulations reconstructed without noise (excluding the simulation being
reconstructed). To only investigate the effects of the parabola fit, the free parameters for the core
shift and energy scaling are fixed to the true MC values. These true values are known because
both, the simulation with noise and the simulations it is compared to, have the same energy
and core position. The core shift is thus ∆~r = (0, 0) and the energy scaling is S = 1. The
minimization procedure will result in an estimation of Xmax for each of the simulations, for which
one also knows the Monte-Carlo true Xmax value from the simulations themselves.
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The left plot of Figure 5.9 shows the reconstruction of Xmax as function of the difference to
the true Monte-Carlo value. Each point is one reconstructed simulated shower. The spread of the
points indicates the resolution in Xmax that is achievable for this event. This can be different for
each air shower, based on the amount of information available, i.e. the number of stations and their
SNR levels. Any significant deviation from ∆Xmax = 0 indicates that the Xparabolamax estimation was
not bias free. A two-dimensional probability distribution is constructed from these points, using
a kernel density estimator (gaussian_kde() function from the Python scipy.stats package)
which is plotted in the figure as the colored background. To account for the sparseness of the
data, the KDE is averaged over about 100 resamplings, where each time 75% of points are selected
at random out of the set of N simulations. At each parabola Xmax value a slice of the KDE can be
taken as one-dimensional probability density function (PDF) for the spread and deviation from the
true Xmax. If this spread were to be Gaussian, then the standard deviation would be a measure
for a one-sigma error estimation. For more general distributions, the part of the PDF between
the quantiles at probability values p = 0.1587 and p = 0.8413 (that will contain 68 percent of
the distribution, equivalent to the standard deviation of an ideal Gaussian) can be calculated to
account for any deviation from a perfect Gaussian. The value in the middle of the quantiles is then
taken as the estimation of the bias w.r.t. the true Xmax. The one-sigma standard error is then
taken as the distance of the quantile edges to the middle of the range (which is by construction
the same for the left and right intervals.). At regular spacing in parabola Xmax, this mean and
the uncertainty value are plotted as gray bands in the figure. From this, one can observe that
for this particular event5, the reconstruction method, on average, achieves a resolution of about
10 g/cm2 and, on average, gives no shift in Xmax. For lower parabola Xmax values, however, Xmax
is slightly overestimated, as one would expect if fitting a parabola near the edge of the Xmax range
would tend towards the side where there are more data points. For higher parabola Xmax, up
to about 950 g/cm2, the opposite can be seen to occur, also as expected. For the very highest
Xmax values, the sampling gets sparser, which is reflected in a worse estimation of the bias and
uncertainty. Section 5.3.5 will implement several quality criteria on the bias-correction modelling
to make sure that wrong modelling does not pass the quality cuts.
The determined offset can now be used as a first-order correction to the parabola Xmax, such
that a new Xmax estimator that accounts for the parabola bias is given by:





The example event of Figure 5.9 provided a particular way Xmax could be biased towards the
center of the simulation Xmax range. But this is just one example of bias that can occur. How
this manifest depends strongly on the quality of the data (e.g. strength of the pulses or the SNR
of the stations) and spacing of the Monte-Carlo Xmax values. These can all affect the parabola fit
results. This method to identify and parametrize the uncertainty and bias in Xmax reconstruction
is general and will identify any trend that is a smooth function as function of parabola Xmax and
that has a spread in ∆Xmax that is approximately Gaussian. The latter point is guaranteed by a
5This is the only figure in this work that does not follow the same common example event (such as Figures 2.3,
2.5, and 2.11 for the SD, FD, and AERA measured signals and Figures 5.11, 5.12, and 5.13 for the Xmax parabola
fit and minimization stability checks). This example was chosen here to present a more extreme example of a bias
that changes with Xmax. For the canonical example this would be hard to see, because its bias is rather small.
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self-consistency check that will be explained later in this section. If this check is not passed the
reconstruction is flagged as rejected.
Uncertainty and 2nd Order Bias from the Full Method Next, this procedure is repeated,
but without fixing the core shift and energy scaling. Any additional uncertainty and bias intro-
duced by the freedom from the free parameters will now also propagate through the reconstruction,
such that the final results will be representative of how measured air showers would be recon-
structed. Like before, the minimizing procedure is used to first find Xparabolamax . Then the bias




, is pre-corrected for, since it was
shown that the bias is expected to be there despite those fixed parameters. Then the procedure
is followed again and a new kernel density estimation is done to parametrize any remaining offset
between XMCmax and XKDEmax,1, introduced by the now free parameters. The results for the same ex-
ample event as before are shown in the right plot of Figure 5.9. One can observe that a few of the





, which can be corrected for by defining the third, and final,
estimator for Xmax:





This procedure now provides a way to determine Xmax for a measured shower by simply
finding the minimum of the χ2(Xmax)-parabola and then correcting for the two contributions
to the bias using the KDE-bias modelling. The parametrized width of the second-order bias
correction, σXKDEmax,2, then reflects the total uncertainty caused by both, the Xmax reconstruction
method with free core and energy scaling and the intrinsic uncertainties that propagate into Xmax
(such as from the station energy fluences). At the end of this section the uncertainty estimation
will be evaluated. It will be shown that the uncertainties, σXKDEmax,2, still need to be normalized
to function as 1σ-errors, since the KDE depends on the bandwidth parameter of the used kernel
that depends on the number of data points used to determine the KDE.
But first the validity of the second-order bias correction model needs to be verified. Like for
the KDE of the first-order correction, the model for the second-order correction might not always
be a good description. In that case it is flagged and the air shower will be rejected, since no
reliable Xmax reconstruction could be made. The rejection criteria are described in the next part
of this section.
Self-Consistency Check of Bias and Uncertainty Estimation To test if the estimated
Xmax width and bias from the KDE parametrization is a correct description of the underlying data
(which might not be true if the probability density function is far from Gaussian or with extreme
Xmax outliers w.r.t. the MC value), one can compare the difference of bias of the individual data
points to the modelled bias and check if this is compatible within the KDE-model uncertainties.
A threshold is set on that difference by requiring that an outlier is only allowed to occur at






< PPF(p = 1− 1/N), (5.15)
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where XKDEmax,i is the Xmax value determined for one of the simulations after the ith-order bias
correction, XMCmax the true Xmax for that simulation, and ∆Xmax,1 the difference as modelled with
the KDE for the ith-order bias correction. In terms of the uncertainty as determined from the KDE,
σXKDEmax,i, the actual bias and the modelled bias should not be too far apart. This distance threshold
is calculated with the point percentage function (PPF) of the normal distribution. For example
for N = 100 showers, at most one is expected to be outside PPF(p = 1− 1/N) = 2.3 standard
deviations. For 1000 showers that would be 3.1σ. If a reconstructed simulation lies beyond that
threshold, then that model was not a good description of the Xmax bias and uncertainty near
that outlier value, so that air shower reconstruction should be rejected. This is done for both the
first order (i = 1) and second order (i = 2) Xmax corrections. The checks for both corrections
are used since the first- and second-order correction are sensitive to different effects and as such
complement each other. If either of them is violated near the determined Xparabolamax or XKDEmax,1
(respectively for the first and second order bias correction) of the measured air shower, it should
be rejected because the model is locally invalid. The choice of local rejection is chosen here because
a single outlier might be present near 1200 g/cm2 while the found Xmax value is near 600 g/cm2
where the effect of the outlier is not noticeable at all. What ‘near’ means here is quantified by
the strongest restriction out of three conditions:
1. If an outlier is found, then the Xmax region between the nearest simulation above and below
the outlier is flagged as invalid. The KDE might be affected strongly here locally because
of that outlier. Beyond the nearest neighbours the effect decreases, so there the model can
be considered valid. If the outlier was already the highest or lowest value then the whole
region above or below, respectively, is also flagged as invalid.
2. If an outlier is found, then at least a region of ±50 g/cm2 around the outlier is flagged as
invalid.
3. If an outlier is found, then at least a region of ±σXKDEmax,1 or ±σXKDEmax,2 around the outlier is
flagged as invalid, for respectively, the first- and second-order bias correction models.
A second check on the KDE model of the bias corrections is implemented such that the extend
of the model where it is valid does not extend to far beyond the data points on which they are
based. If the found Xparabolamax or XKDEmax,1 is more than 50 g/cm2 beyond the highest or lowest
simulation data point, the air shower is also rejected.
The two checks together make sure that the model is a good description near the Xparabolamax
found for the measured shower.
Normalizing the Xmax Uncertainties: Dependency on the KDE Bandwidth A com-
plication arising from using a KDE as estimator for the uncertainty in Xmax is that the KDE
has a free parameter related to the kernel that is applied to the data points. The kernel used
is a Gaussian kernel. This essentially means that each of the data points are spread out as a
Gaussian with a certain width. The sum of all those Gaussians then forms the KDE. The width
of the kernel is typically referred to as the bandwidth. A common bandwidth used is Scott’s Rule
(b = n−1/(d+4)) where b is the bandwidth, n is the number of data points (Nsimulations, which
might vary in number because some simulations are not reconstructed successfully in Offline),
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Figure 5.10: (Left): Difference in the modelled deviation (∆Xmax,2) and true deviation (XKDEmax,2 −
XMCmax), expressed in the number of standard deviations (σXKDEmax,2) between the devia-
tion. The width of this distribution shows the level to which the KDE width estimation
σXKDEmax,2 overestimates the actual uncertainty σXAERAmax .
(Right): Parametrization of the overestimation of the uncertainty estimator σXKDEmax,2.
The number of simulations may vary per measured air shower which affects the KDE
algorithm. A correction factor CF (Equation 5.18) is calculated as a function of the
number of simulations used in the KDE model.
and d the number of dimensions of the data (d = 2). The width of the KDE, that was determined
before, thus is related to a 1σ-error estimate, but at present, is still a function of the bandwidth
which can change from shower to shower.
The Xmax uncertainty estimation, σXAERAmax , that one would want to construct here, would be
such, that the ∆XKDEmax,2 is a description of the underlying data points, with the spread between
those normally distributed. The width of the KDE, σXKDEmax,2, is a first estimate for this, but it
still depends on the chosen bandwidth of the KDE.
The difference between the KDE-modelled bias and the true difference in units of the width








This distribution of the difference D is plotted in the left part of Figure 5.10 for all simulations
corresponding to the set of measured air showers that is used for the final mass composition study
(see Table 6.3). The width of this distribution is 0.835 ± 0.003 standard deviations, implying
that the KDE width σXKDEmax,2 was overestimating the actual uncertainty on average by about
16 percent.
From the histogram for D, one can also observe that there is a remaining bias of, on average,
0.206±0.005 standard deviations, implying that the modelled bias correction is not able to remove
all bias from the Xmax estimation. The main cause is that the highest and lowest Xmax values are
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Figure 5.11: (Left): An example of a one-dimensional LDF of the energy fluences of the measured
antenna signals (red), the signals for the same station positions for the simulation best
matching the measurement (green), and the additional star-shape station signals from
that same simulation (gray). The simulated signals have been rescaled with the scaling
factor S from the minimization.
(Right): The parabola fit to the reduced chi-squared values between each of the simu-
lated showers and the measured shower (red and blue points). The Xmax at the mini-
mum of the parabola (cyan line) is corrected for bias as described in Section 5.3.3 result-
ing in the intermediate-step XKDEmax,1 estimate (gray line) and final XKDEmax,2 ≡ XAERAmax es-
timator (black line, with uncertainty σXAERAmax ). For comparison, the FD-reconstructed
Xmax is plotted (red line, with uncertainty). The proton simulation near the minimum
is the simulation plotted in green in the left figure.
harder to reconstruct and also harder to correct bias for since the KDE sampling is sparser near
the extrema of the simulation Xmax range. Low Xmax values are more likely to be overestimated,
while high Xmax values are more likely to be underestimated. The latter however are more rare
due to the tailed Gumbel distribution, so the nett effect is a slight positive bias. Note that in the
histogram, simulations with low Xmax values are heavily overrepresented compared to a natural
Xmax distribution, so this does not directly relate to a comparable bias when measuring actual
showers. This systematic bias in Xmax will be discussed in more detail in Section 6.3 and will be
accounted for there.
But as said before, the value of σXKDEmax,2 depends on the bandwidth of the KDE, so the total
distribution is now split up by the number of simulated air showers that were reconstructed in
Offline for each of the measured air showers. This can range from 27 simulations if all simulated
showers were successfully reconstructed, down to only 13 simulations (e.g. for showers with high
Xmax, the shower footprint is narrower so it can happen that not enough stations measured a
significant signal to survive the reconstruction in Offline). The average width of the distributions
for each of the number of simulations per shower is plotted on the right side of Figure 5.10. The
uncertainty is determined from bootstrap resampling of 75% of the sample. The average widths,
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which ideally would have been exactly one, then functions as a correction factor (CF) to normalize
the σXKDEmax,2 values to actual one-sigma uncertainties. The correction factor scales roughly linearly
with the number of simulations per shower and is thus approximated with a linear function:
CF = 0.0076 ·Nsim + 0.6271. (5.17)
The spread of CF at each Nsimulations value is also linearly fitted to parametrize the uncertainty
in the correction factor σCF. The correction factor can then be used to define the one-sigma
uncertainty on XAERAmax as:
σXAERAmax ≡ σXKDEmax,2 · CF ·
√
1 + σ2CF. (5.18)
An example of an XAERAmax value reconstructed using the entire previous procedure is shown
in Figure 5.11. In the left part of the figure the energy fluences of the measured antenna signals
of a single air shower are plotted, for illustration purposes, together with the energy fluences of
the simulated shower (reconstructed with Offline without background noise) that most closely
matched the measurement. The core shift ~rshift and scaling factor S, determined from the min-
imization procedure, are used to recalculate the energy fluences of the simulation after the core
shift and energy scaling. For the scaling this is simply a multiplication with S. For the core shift,
the interpolation of the footprint is evaluated at the core-shifted antenna positions. There is an
excellent match between measured (red) and simulated (green) AERA antenna signals. In the
background, the star-shaped simulated antennas are also plotted (gray). Note that the LDF is
not radially symmetric, leading to different clusterings of the stations, each being one of the eight
star-shaped arms. Also note that the uncertainties on the simulated signals are very small since
no background noise was added to the simulations.
The Xmax reconstruction results are shown on the right side of the figure. For each of the sim-
ulations the reduced chi-squared value is plotted versus the Monte-Carlo Xmax and the parabola
fit is shown. The reduced chi-squared value at the minimum is 0.321 for this reconstruction. The
three Xmax estimators (Xparabolamax , XKDEmax,1, and XAERAmax ) from the two-step bias correction proce-
dure are plotted to illustrate the magnitude of the corrections. The reconstructed XAERAmax (black
line) is compatible with the independent reconstruction from FD for this event (red line).
5.3.4 Stability of the Minimization
To check the stability of the minimizing procedure and parabola fitting, several visualizations
are presented below. The first, in Figure 5.12, samples the parameter space of the three free
parameters in projected slices around the found minimum (i.e. evaluating the two-dimensional
core shift while keeping the energy scaling variable fixed at the value of the found minimum). It
shows the reduced chi-squared values resulting from the parabola fit as function of core offset in
the ~v × ~B and ~v × ~v × ~B directions and the energy scaling. The found minimum for this shower
(the same event as in previous figures) is at (S,∆~v× ~B,∆~v×~v× ~B) = (1.23, 4.49 m, 15.10 m). The
slices in parameter space show a smooth region around the minimum. A one-sigma contour line
(white contour) is plotted for the reduced chi-squared value6 to illustrate the typical uncertainty
on the core shift (∼ 10 m) and scaling factor (∼ 10%).
6Variance of the chi-squared distribution is given by Var = σ2 = 2 ∗ ndf , so that the one-sigma uncertainty on
the reduced chi-squared value is given by
√
(2/ndf).
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Figure 5.12: Reduced chi-squared values for 3 slices of the three-dimensional free parameter space
for the minimization procedure. The found minimum (green dot with dashed lines)
is shown with a one-sigma contour based on the expected variance in the reduced
chi-squared distribution.
The second figure, Figure 5.13, displays several quantities from in the minimization procedure
as function of the core shift around the found minimum. This is meant to show the stability of
those parameters, just like the stability for the reduced chi-squared values in Figure 5.12. The
first parameters shown is the resulting Xparabolamax (top left). The reduced chi-squared contour is
plotted again to show the stability and variability of the Xmax minimum found. It is on the
same order as the final determined uncertainty σXAERAmax = 24 g/cm2 for this event. The second
plot (top right) shows the chi-squared penalty that is added to the minimization step if no good
parabola fit could be made (Section 5.3.2.3). This plot highlights what part of the parameter
space could not be sampled for reasons such as: none of the simulations were a good description
of the measurements leading to a chi-squared(Xmax) shape no longer resembling a parabola. The









The minimization could in principle be penalized based on this residual, but it was not deemed
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Figure 5.13: (Top left): Variability in the reconstructed value of Xmax as function of the core shift,
while keeping the S factor fixed at the found minimum for this particular event. Plotted
are: lines at zero offset to guide the eye (solid); the core shift found in minimization
(dashed lines and green dot); and the 1σ confidence contour identical to Figure 5.12.
(Top right): Similar plot as in the top left, but now showing where the parabola fit
did not meet the set criteria for a good fit. There, a penalty to the chi-squared value
would be added in the minimization procedure.
(Bottom left): Similar plot as before, but showing the residual of the parabola fit.
(Bottom right): Resulting reduced chi-squared value including any penalty values.
necessary. The criteria for a failed fit defined earlier, keep the parabola in check sufficiently. Fi-
nally, the total reduced chi-squared value (chi-squared value including penalty) is plotted (bottom
right). For this particular event the penalties were confined to the upper right corner, so they
effectively do not contribute for this event.
5.3.5 Summary of Quality Cuts on Xmax Reconstruction
A few final quality-cut criteria need to be applied to the Xmax reconstruction to detect when the
reconstruction is not valid. Some have been described in earlier sections already but will be listed
here again in one place for clarity:
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The parabola fit failed: If the conditions to fit a parabola could not be met, then there is no
estimation of Xmax possible and the shower is rejected.
Chi-squared probability of the parabola fit: If none of the simulations was a particularly
good match or if minimization couldn’t find the global minimum, then the chi-squared
probability will show it is unlikely that the found minimum is a good representation of the
measured shower. A cut on this probability is set at p = 0.01.
Maximum on the core offset: If the core offset found in the minimization is larger than 90 m,
the reconstruction is rejected. This distance is motivated by the resolution and the amount
of outliers of the core reconstruction in Figure 5.14.
The KDE uncertainty estimation is not valid locally: As described in Section 5.3.3.1, the
estimation of the Xmax uncertainty (and bias correction) depends on a KDE describing
the reconstructions of simulations. If there are significant outliers from this KDE model
near where the reconstructed Xmax for the measured shower is found, then the model can’t
be relied upon and no estimation of the Xmax uncertainty is possible. The event is then
rejected. The event is also rejected if an Xmax is found beyond the KDE model range.
Upper limit on σXAERAmax : A upper limit on the Xmax uncertainty is set at 200 g/cm2, mo-
tivated by the distribution of reconstructed values (as will be shown in Figure 6.13). An
uncertainty this large is a sign that there wasn’t much information present in the simulations
to match to measurements. Additionally, with such high uncertainties little information is
gained about the Xmax distribution. Regardless, the effect of excluding these events is
investigated as a systematic uncertainty in Section 6.3.4.
SD anti-bias cut: All events below ESD = 1017.5 eV are cut because the SD trigger is not fully
efficient for all Xmax at lower energies [67]. Since AERA takes the majority of its shower
triggers from SD, this cut is required to not bias the Xmax distribution unnecessarily. The
systematic bias caused by the AERA event selection is investigated in Section 6.3.2. For the
subset of showers that also have a good FD reconstruction, this energy cut is not applied.
In Section 6.2 only a shower-to-shower comparison of Xmax will be done. This does not
require a bias-free sample of Xmax. The energy cut can thus be relaxed for that set.
These cuts reduces the set of 2153 air showers in the RD-SD dataset to 1107, primarily due to
the cut on energy and the first criteria that filters out the low-quality showers. The effect of
these cuts on the Xmax distribution will be investigated in Section 6.3. The 60 events from the
RD-SD-FD dataset are reduced to 53 showers. An overview of the impact of each of these cuts is
included in tables 6.3 and 6.1, respectively.
5.4 Reconstruction Quality and Systematic Uncertainties on the
Energy Fluence
Resolution of the Free Parameters in the Minimization A requirement for the Xmax
reconstruction is the ability of the method to correctly estimate the free parameters of the mini-
mization. For the reconstruction of Xmax for simulations with realistic noise, the true core offset
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Figure 5.14: (Top): Resolution of the three free parameters in the Xmax-minimization procedure for
the reconstruction of simulated showers. The differences between reconstructed values
and the true MC values are shown. (Top left): The core shift in the shower plane. The
color represents a KDE of the data point representing the probability density function
of the dataset. (Top Right): The energy fluence scaling factor versus the radial core
shift. The uncertainty of ESD is shown as the uncertainty on S ∝ E2 (vertical grey
lines). Only the range of S = 0.25 to S = 4.00 is allowed in the minimizing procedure.
Quality cuts of Section 5.3.5 are applied.
(Bottom): The same reconstruction, but now for the measured showers. The core
position is compared to the radio-reconstructed core from Offline. Quality cuts of
Section 5.3.5 are applied.
is known to be zero by design. The energy scaling is then expected to be S = 1 since the simula-
tion, for which Xmax is determined, is reconstructed in the same way in Offline as the simulations
it is minimized to. By comparing the reconstructed free parameters (S, ∆~v× ~B, ∆~v×~v× ~B) to the
expected values (1, 0 m, 0 m), the systematic and statistical uncertainties due to the minimization
procedure can be obtained. The top row of Figure 5.14 shows this difference between true and
reconstructed free parameters. The quality cuts of Section 5.3.5 have been applied to the dataset.
These cuts include the cut on the maximum radial core offset (90 m) which is shown as the shaded
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Table 5.2: Statistical and systematic uncertainties on the three free parameters in the Xmax recon-
struction. Listed in the top two blocks are the results from Figure 5.14. The bottom
block disentangles the contribution of the systematic and statistical uncertainties of the









· Core offset in ~v × ~B m -0.202±0.114 14.008±0.156
· Core offset in ~v × ~v × ~B [m] 0.321±0.117 15.059±0.164




· Core offset in ~v × ~B [m] 3.430±0.546 15.713±0.728
· Core offset in ~v × ~v × ~B [m] 1.434±0.586 16.747±0.749
· Energy fluence scaling (S) 1.416±0.028 0.247±0.003
Derived effect of
prior contribution
· Core offset in ~v × ~B [m] 3.632±0.558 7.119±0.056
· Core offset in ~v × ~v × ~B [m] 1.114±0.597 7.326±0.060
· Energy fluence scaling (S) 0.425±0.028 0.078±0.001
hatched region. For the core shift there is a systematic offset of less than 0.5 m and the core is
found with a resolution of between 14 to 15 m. For the energy scaling a systematic offset of
(0.9± 0.4)% is found and a resolution of (23.4± 0.1)%. Part of the uncertainty in S comes from
the uncertainty of ESD. To illustrate its contribution the uncertainty on ESD is propagated into
S and plotted (grey vertical lines on each data point).
The bottom row of the figure repeats this for the minimization procedure of the measured
showers. Here there is no true core position or energy scaling known, but the core estimation of RD
that was used for the simulations is. Thus, the reconstructed core shift with respect to the initial
core shift is plotted. The systematic offset in the core shift is about 1 to 3 m, possibly stemming
from the use of the barycenter core for part of the shower dataset, which is expected to be slightly
biased due to the irregular AERA antenna spacing. The resolution of the core reconstruction
is only marginally larger than for the simulation reconstruction, hinting that the method is the
limiting factor on the resolution here, and not the core uncertainty of AERA. For the energy
scaling factor S there is no a priori value known and the systematic offset of (41.6± 2.8)% shows
there are some significant systematic effects in one or more steps of the Offline reconstruction
of the measured air shower, the CORSIKA simulations, the radio and SD energy scales, or the
Offline reconstruction of the simulated showers.
The biases and resolutions in the free-parameter reconstruction, determined for the measured
showers, include the effects of both intrinsic pre-Xmax-method effects and theXmax-method effects.
The results for the simulation reconstructions only contains the effects of the method. The effect
of the minimization procedure can thus be disentangled from the total effect by subtracting the
effects of the method in quadrature. Table 5.2 first lists the systematic and statistical uncertainties
for the two former results and this is followed by the derived prior-effects-only contribution. This
results in a total average systematic shift on the energy fluence of (42.5± 2.8)% and a statistical
spread of (7.8± 0.1)% that are not caused by the effects of the Xmax-minimization procedure.
To narrow in on the source of the systematic uncertainty, another test is performed. For about
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Figure 5.15: Energy scaling factor S compared to the squared fraction of the RD primary energy
estimator for measured and the best matching simulated air shower (left). Data is
plotted for all measured showers in the RD-SD dataset with a successful 2d-LDF fit.
Error bars represent the uncertainties on the RD energy fraction. The colors of the
points are a Gaussian KDE representing the probability density function added to guide
the eye. A linear fit (red line) to the data is plotted and a diagonal (gray dashed line)
is added to guide the eye. The right figure rescales the vertical axis by S to show the
fractional difference. The mean and standard deviation of the fractional difference are
displayed. No strict cuts are applied to the LDF fits resulting in some outlier values.
half of the measured air showers a 2d-LDF could be successfully fitted to the radio footprint such
that there is an estimation of the total cosmic-ray energy EmeasuredRD,LDF . If an LDF could also be
fitted to the simulation that was the closest match to the measured shower (the one closest to
the found χ2(Xmax)-parabola minimum), then also an estimation of the cosmic-ray energy for
the simulated shower is known: EsimulatedRD,LDF . The fraction of the measured and simulated energy









The fraction of the two LDF energy estimates thus should be directly related to S. Figure 5.15
shows the relation between S from the minimization procedure and the squared LDF energy
fraction (left side). The same values are plotted normalized to S to remove the trend (right side).
Within 1% the S factor is in agreement with the LDF energy fraction, as would be expected if
there is no systematic bias in the minimization procedure. Differences caused by the spread in
ESD, that is used as input for CORSIKA, are thus captured in the S factor, so no systematic bias
originates from that.
To account for the systematic and statistical uncertainties that remain to be explained, a list
of known contributions are listed in Table 5.3. Combining all the known effects, a total systematic
uncertainty of around 40% could be expected by adding the known effects in quadrature. This
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Table 5.3: Known systematic and statistical uncertainties on the measured energy fluence or prop-
agating into the simulated energy fluence. Note that the quoted values for the energy
fluences (u) for the SD energy scale and RD antenna response are calculated from sys-
tematic and statistical uncertainties on the shower energy E ∝
√
u giving σE = σu/2.




Systematic uncertainty to account for (7.8±0.1)% (42.5±2.8)%
From SD energy scale (log10(E) = 17.5− 19.0) [63, 67] 34-24% 28%
From RD antenna response calibration [71] - 28%
From CORSIKA radiation energy [75] 2.6% 5.2%
Total (assuming uncorrelated contributions) 34-24% 40%
value is compatible with the (42.5±2.8)% systematic bias observed in the S factor. The resolution
expected from the statistical uncertainties listed is 34−24%, depending on the cosmic-ray energy,
is more than sufficient to explain the unaccounted (9.1 ± 0.1)% from the variation in S (and
indicates that the quoted statistical uncertainties are possibly correlated to some degree).
In the end, the specific average value of S is not especially important for the Xmax recon-
struction, as long as the systematic offset is accounted for by known systematic uncertainties
(accounting for any value of S was precisely the goal of introducing the S factor in the first
place). CORSIKA simulations with cosmic-ray energies that are underestimated with respect to
the measured shower, have very similar footprints if the scaling of S is applied afterwards, so, sys-
tematic uncertainties stemming from the CORSIKA simulations should have no significant effect
on Xmax reconstruction. The same holds for a systematic uncertainty in the energy scale of SD
which is the input energy for the CORSIKA showers which, with the same argument, is lenient
regarding an offset. A systematic uncertainty caused by the RD antenna calibration would not be
a problem if primarily caused by a single gain offset. If the antenna pattern calibration is strongly
direction or frequency dependent it might affect the reconstruction of measured signals. But since
the energy fluence is an integrated signal this likely averages out most of these dependencies. It is
beyond the scope of this work to investigate the calibration, but it is part of active investigations
within AERA to reduce the systematic uncertainties in the antenna calibration.
Resolution of the XAERAmax Reconstruction Having evaluated the stability, resolution, and
systematic uncertainties of the free parameters of the minimization, now the reconstruction quality
of Xmax itself will be evaluated. For the set of measured showers with good reconstruction quality
(defined in Section 5.3.5), the reconstructed XAERAmax values of the corresponding simulations are
selected if also passing those same quality cuts. For these simulations the reconstructed and MC
true Xmax values are compared in Figure 5.16. The fractional difference is plotted versus the
true value, thus showing the resolution and the systematic biases of the reconstruction method.
The simulations are split in Xmax bins of 40 g/cm2 and log10ESD bins of 0.15 (the same energy
bins as used for the mass composition analysis in Chapter 6). The results for the different
energy bins have been plotted with a small offset, such that they don’t overlap (offset(E) =
20 · (log10 (E)− 17.5) g/cm2). No data is plotted for bins containing less than 10 simulations.
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Figure 5.16: Resolution of theXAERAmax reconstruction method determined from simulations including
all detector and background noise effects. The data is split up in bins in Xmax and
energy. Bins with less than 10 simulations are not displayed. The results for the
different energy bins have been plotted with a small offset, such that they don’t overlap
(offset(E) = 20 · (log10 (E) − 17.5) g/cm2). At the bottom the extend of the Gumbel
Xmax distributions containing 90%, 99%, and 99.9% of the showers from this dataset
are plotted for protons (red) and iron nuclei (blue)
The resolution improves with energy, as would be expected since the measured energy fluences
increase for higher-energy showers. Not unexpectedly, a reconstruction bias is present at the lowest
and highest XMCmax. For the range of XMCmax values of the 27 simulations per measured air shower,
less information is available near the edges of this range to fit the parabola. This was partially
mitigated by correcting for this bias with the two-step KDE correction, but this also has its own
limitations near the edges of the simulation Xmax range. The nett effect is that the values tend
to be estimated closer towards the central XMCmax values than they should be. This degrades the
reconstruction quality there. In addition, at the lower energies this effect is enhanced because of
the lower signals measured by the radio antennas. This leads to a systematic shift in XAERAmax as
function of XMCmax.
These lowest and highest Xmax values are in practice quite rare in nature, so the impact
on mass composition analysis is not as extreme. To provide a quick qualitative estimation of
the impact the reconstruction would have on detecting the natural Xmax distributions, lines are
plotted representing the regions where one would expect to observe a certain fraction of a pure
iron composition (red) or a pure proton composition (blue). These are calculated as the average
Gumbel probability distribution of all successfully reconstructed measured showers that were
included in the figure:
Gumbelp,Fetotal = 〈Gumbel(Eevent; p,Fe)〉event . (5.21)
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The plotted lines then show the regions of the Gumbel distributions containing 90%, 99%,
and 99.9% of the showers. This shows that in case of a heavy mass composition, it is expected
that this method will overestimate XAERAmax for part of the showers. For the systematic shifts at
higher values there are very few showers expected, so the impact of the systematic effect will be
minimal. A quantitative calculation of the effect on the mean and width of the Xmax distribution
will be made in Section 6.3.3.
5.5 Intermediate Conclusions
A method has been developed to reconstruct the depth of the shower maximum, Xmax, for showers
measured with AERA. This method combines elements of several earlier works and builds upon
this to achieve the highest possible resolution and the maximum number of showers in the dataset.
A high resolution is achieved by taking into account the atmospheric and geomagnetic conditions
at the times of the air showers. Applying the method to a high number of showers is achieved
by the development of a model to select which simulations of air showers should be performed, in
order to reduce the computational costs involved for simulating a very large numbers of showers.
By comparing the energy fluences reconstructed from AERA to energy fluences reconstructed
from simulated air showers, a chi-squared measure has been defined to quantify their similarity. A
minimizing procedure has been described to estimate Xmax from a parabola fit while accounting
for statistical and systematic uncertainties in the measured showers. The Xmax values of the
simulated showers themselves are also reconstructed to evaluate the quality of the reconstruction.
This provides an estimation on the uncertainty of each reconstructed Xmax, but also allows for
the identification and correction of systematic effects in the parabola fit estimator of Xmax, which
was not accounted for in previous work. This might be of some importance for other experiments,
performing similar analyses, especially for those similarly limited in the amount of antennas per
measured air shower.
From the minimization procedure for the Xmax estimation, also an estimation is made of
the systematic bias in cosmic-ray energy between the radio emission footprint of measured and
simulated showers. With this independent method, no additional systematic uncertainty beyond
the known systematic effects is found, indicating that the understanding of the radio emission
and the reconstruction thereof has reached maturity rapidly in just this past decade.
Chapter 6
Mass Composition with AERA
6.1 Introduction
In the previous chapter the method was described to reconstruct the depth of the shower maximum
for showers measured with AERA. Defined for this was an estimator XAERAmax (Equation 5.14) with
statistical uncertainty σXAERAmax (Equation 5.18). In this chapter the sets of RD-SD and RD-SD-
FD air showers of Chapter 4 will be reconstructed using this method. First, the showers measured
with both RD and FD, for which there are independentXmax estimates, are evaluated on an event-
by-event basis in Section 6.2. This will quantify the resolution and the systematic uncertainties
of the method with respect to the FD reconstruction1. Then, an inventory of contributions of
the systematic uncertainty on the XAERAmax distribution is made in Section 6.3, in preparation
for the cosmic-ray mass composition results of the full RD-SD dataset presented in Section 6.4.
This last section will close this chapter with a comparison to the composition results from other
experiments and a discussion on the astrophysical implications of the AERA results.
6.2 Radio-emission Xmax vs Fluorescence-light Xmax
6.2.1 Shower-to-Shower Comparison
Section 4.3.3 described the selection of 60 air showers that are measured with both AERA and
FD. The reconstructed Xmax for both have been independently reconstructed, so the FD values
can function as an independent validation of the XAERAmax reconstruction. For the 60 showers there
are still a few radio-reconstruction cuts required, as described in 5.3.5. Table 6.1 lists the number
of events remaining after each successive cut. For FD there is some flexibility how to set the
strictness of cuts, so the quality and quantity of showers requires the right balance. Section 6.2.2
will investigate the effects that this freedom has on the results.
The 53 selected showers from Table 6.1 are analysed now in this section. Figure 6.1 shows the
results of the comparison between FD and AERA Xmax. Shown in the top left of the figure is the
comparison of Xmax for the two methods on an event-to-event basis. The values are normalized
1The FD reconstructions used here are the reconstructions from HEAT (HE), Coihueco FD (CO), or, if available,
the combined reconstruction (HECO).
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Figure 6.1: Results of the comparison of Xmax for showers measured with both FD and AERA.
Plotted are the Xmax values normalized to an energy of 1018 eV (top left), the distri-
butions of Xmax (top right), event-to-event differences in Xmax in units of slant depth
(bottom left) and standard deviations (bottom right). The same figure without the
energy normalization is listed in Appendix 6.A.1.
to E = 1018 eV following
Ymax ≡ Xmax + 54.191(log10(E)− 18.0) g/cm2, (6.1)
where the energy dependence of the average Xmax is removed (i.e. the elongation rate of Xmax
has been removed using the elongation rate of QGSJetII-04 [126]) to disentangle the correlations
from the natural trend of Xmax with energy and the correlation between FD and RD that we are
interested in. The same figure without the energy normalization is listed in Appendix 6.A.1. The
Pearson correlation coefficient between the two datasets of Ymax is r = 0.282+0.152−0.147 (uncertainty
determined from bootstrap resampling of 75% of the sample). The quoted p-value in the figure
indicates the probability that this r would have been obtained from uncorrelated datasets: p =
0.184+0.224−0.178. It should be noted that this test could have provided little strong evidence since the
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Table 6.1: Number of air showers remaining after Xmax quality cuts on FD and AERA.
Nevents Cut criterium Comment
60 Pre-selection See Section 4.3.3
59 Reconstruction complications See Table 6.3 for details.
59 σXFDmax < 80 g/cm2
57 σXFDmax < 60 g/cm2 Canonical FD resolution cut
56 XFDmax > 0 g/cm2 Unphysical ‘good’ fits are rejected.
54 parabola fit pχ2/ndf > 0.01 Reject unlikely Xparabolamax fits.
54 core offset (radially) < 90 m Outlier rejection
54 Valid 1st-order bias correction See Section 5.3.3.1
53 Valid 2nd-order bias correction See Section 5.3.3.1
53 σXAERAmax < 200 g/cm2 Outlier rejection
Xmax range that is sampled is rather small compared to the uncertainties on Xmax. However, it
does show that there is a non-zero correlation between the two datasets that is significant at the
2σ level. The top right part of the figure shows the distributions of the two datasets, showing that
they are in qualitative agreement. The bottom left figure quantifies the event-to-event deviations
between the datasets. The mean value is compatible with zero and the average spread between
the two datasets is 56.8 ± 6.0 g/cm2, which is on the order of the combined resolutions for
the energies in this set of events: 18.5 ± 1.4 g/cm2 and 50.8 ± 6.0 g/cm2, respectively for FD
and AERA. The bottom right plot shows the event-to-event differences again, but scaled by the
combined uncertainties for each of the events. It shows that the uncertainty estimates of the two
methods are compatible within 1.38± 0.18 standard deviations.
Within the limited number of events, there are no hints that there is a significant bias in the
Xmax estimations between FD and RD. The uncertainty estimations are a little too small to be
compatible within 1σ-Gaussian errors, indicating that, either the uncertainty estimation of at least
one of the methods is underestimated, or that there is a systematic uncertainty between the two
measurements. The systematic uncertainty for FD is roughly 10 g/cm2 [1]. Section 6.3 will further
investigate the systematic uncertainties of the AERA Xmax reconstruction. The uncertainties in
this energy range will be shown to be on the order of 10− 20 g/cm2 later in this section, showing
that the possible systematic bias of the order of −5.29± 10.79 g/cm2 would be easily accounted
for within the combined systematic uncertainties. Perhaps more importantly, it suggests that the
estimation of the systematic uncertainties on Xmax might be rather conservative, since apparently
they match better than one would expect from their combined uncertainties.
6.2.2 Variability due to Cut Criteria
There are several cut criteria on the data that had to be set, but are not strict cut or a simply
binary cut. For example:
Effect of the Cut on Xmax Uncertainty Cutting more strictly on σXFDmax and σXAERAmax
increases the number of high-quality reconstructions, but reduces the overall number. For FD, as
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Figure 6.2: Variability in quantities derived from the difference of Xmax between AERA and FD due
to changing the selection cuts. Plotted from left to right are: the differences between FD
and AERAXmax in slant depth (1) and combined uncertainty σ2 ≡ (σXRDmax)2+(σXFDmax)2
(2), the Pearson correlation coefficient r (3) and corresponding probability p (4) of the
energy-normalized Xmax (Equation 6.1), and the average resolution of the events for
AERA (5) and FD (6). The four blocks separated by solid lines represent the 4 variations
of a single cut parameter from a default configuration. The vertical gray band shows
the systematic uncertainty on the FD Xmax reconstruction.
can be seen in Table 6.1, effectively no Xmax values have uncertainties2 between 60 and 100 g/cm2,
on the other hand AERA has more showers with higher uncertainties. Respectively 53, 46, 41, and
39 showers remain after cuts of σXAERAmax < 200 g/cm2, 100 g/cm2, 80 g/cm2, and 60 g/cm2. The
results of varying this cut, on the difference between FD and AERA Xmax, are shown in Figure 6.2
in the top block (red rows). The top row (black) shows again the results of the default cuts as in
Figure 6.1. Plotted from left to right are: the differences between FD and AERA Xmax in units
of column density (1) and combined uncertainty σ2 ≡ (σXRDmax)2 + (σXFDmax)2 (2), the Pearson
correlation coefficient r (3) and corresponding probability3 p (4) of the energy-normalized Xmax
values of RD and FD (Equation 6.1), and the average resolution of the events for AERA (5)
2A pre-selection cut at 100 g/cm2 was set in Chapter 4. This would have already removed the very few showers
with even higher uncertainties.
3Probability that this r would have been obtained from uncorrelated AERA and FD datasets.
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and FD (6). Within the uncertainties, all of these variations on the cuts show results that are
similar, although for a lower cut on σRD ≡ σXRDmax and σFD ≡ σXFDmax, the mean ∆Xmax seemingly
shifts towards XFDmax being relatively higher4. The significance of the correlation r improves as
the resolution improves, as one would expect when there are relatively more high-quality events.
If the correlation had been measured by chance instead, then, with a subset of events with lower
uncertainties, the correlation should not improve.
Effect of the FOV Cut The estimation of XFDmax is better if Xmax is visible in the field of
view of FD. Requiring this to be in the FOV limits the number of showers drastically, especially
because of the limited geometric overlap of AERA and FD. For that reason a region of 100 g/cm2
outside the FOV was allowed for the default set of cuts in Table 6.1. The same results for the
strict FOV cut are shown in Figure 6.2 in the second block (blue row). The results from the
default cuts are repeated again in the black row for readability. Additionally, for the results of
the strict cut, a plot similar to Figure 6.1 is listed in Appendix 6.A.2 in Figure 6.18. The stricter
FOV cut shifts the average deviation in Xmax towards zero. The correlation between AERA and
FD improves slightly, but not significantly, hinting at that the events with Xmax just outside of
the FOV of FD are still of good quality.
Effect of a Cut on Energy The resolution of XAERAmax increases with energy, so a comparison
to FD would be more conclusive at higher energy, but in practice this is offset by the drop in
precision from the reduced number of available events. The effect of a cut on energy is evaluated
in the third block of Figure 6.2 (green rows). Again, AERA and FD are compatible within the
error bars for each energy cut. The results stay roughly constant. The advantage of an increased
resolution is roughly negated by the reduced number of events. Only the cut at the highest
energies seems to give a change in ∆Xmax, but the number of events has decreased to N = 17
and the uncertainty on the average shift has increased such that not much more can be concluded
from this, except that no significant deviations are present. The energy dependence cut is also
evaluated in combination with the strict FOV cut (fourth block in cyan). Little difference is
observed over these energy cuts, except for the highest energies in the last row, for which the
remaining number of events is so low as to be insignificant. The deviation goes into the opposite
direction as for the last energy cut for the case without the strict FOV cut, suggesting there is
no significant trend in the deviation with energy as one might be tempted to interpret from the
green rows.
Overall, little difference can be observed for the variations in cuts on FD and RD events.
There is a trend towards better compatibility when applying stricter cuts but this trend is not
particularly significant due to the decrease in the amount of events. The compatibility over the
varying cuts suggest that the reconstruction of XAERAmax is rather stable and accurate w.r.t. to FD.
The stability over multiple variables suggests that the compatibility is unlikely to change much if
it were to be repeated with an extended or independent set of showers.
4One has to keep in mind that the majority of showers is the same in each row, so when successively removing
a few events with a slightly stronger cut, one will get a smooth change.
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Figure 6.3: Comparison of two Xmax reconstructions, one with background noise drawn from noise
specific to the event times (DailyNoise) and one randomly drawn from a manually se-
lected representative noise file (AverageNoise). (Left): The direct shower-to-shower
comparison of Xmax, normalized to E = 1018 eV following Equation 6.1. A KDE is
plotted as the color scale to guide the eye. (Right): The distribution of the difference
between the two reconstructions and both of them individually w.r.t. the FD recon-
struction. Because of the low number of events and the hard-to-read histograms that
would result from this, the distributions are plotted as kernel density estimations (solid
lines) that use the uncertainty on Xmax as weights on the Xmax data points. Individual
data points (plus signs) are plotted on the KDE function to highlight that the smooth
function contains only a small number of events and should not be interpreted as one
would for a similarly-looking histogram with a high number of events.
6.2.3 Effect of RFI Background Noise Selection
Another source of systematic uncertainty could originate from the choice of background noise that
is added in the Offline reconstruction of the simulated showers. Background noise is available
from the 100-second periodic trigger in data files of 24 hours. In the previous chapter, while not
specifically mentioned, the choice was made to add noise from a single representative noise file.
This choice has been motivated by practical reasons after evaluation of the systematic effects this
might have on Xmax. This approach and one alternative approach to select background noise has
been evaluated and their effects on the Xmax reconstruction will be discussed now.
For the alternate approach one selects the background noise from the periodic trigger as close
as possible in time to the measured shower for which the simulated showers were generated.
This poses technical difficulties such as requiring excellent bad station rejection such that no
irregular ‘bad’ noise of stations with hardware issues are added to the simulated air shower
signals. Also, this can lead to many failed reconstructions in Offline, affecting the ability to
reconstructXmax. Failed reconstructions are, for example, possible due to instability in the on-the-
fly downloading of the background noise files, which is required because of the large data volumes
involved. Secondly, with 27 simulated showers to be reconstructed per measured event, taking
identical noise background signals for each simulation should be avoided to prevent systematic
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effects. So, background signals that are spread out further in time need to be used in that case,
limiting the benefit of using daily noise files. In case a station is not present in the data stream
of the periodic trigger files, a noise trace of a station with the same hardware type is selected,
which can further amplify the issue with bad stations and failed reconstructions.
The other approach is to take a single 24-hour background noise file that is representative
of typical noise that in addition has as few bad stations as possible. The RdMonitoring tools
described in Chapter 4 have been used to select a single daily file where as many stations as possible
are operational and as few as possible stations have issues5. In this approach, background noise
traces are selected at random from the 864 traces per station per 24 hours. This will generally not
lead to much repeated use of noise traces6, so systematic effects are kept to a minimum. In case a
station is not present, a noise trace of a station with the same hardware type is taken (as is done
in both approaches). An advantage of this approach is that the failed Offline reconstructions due
to bad stations are minimized by starting from a high-quality noise file. The failed reconstructions
due to instability of the on-the-fly downloading of noise files is eliminated entirely because the
single noise file is pre-downloaded and verified to be without further issues.
Figure 6.3 shows a comparison of the reconstruction of 24 out of 53 showers from the RD-
SD-FD dataset (the first approach leads to many failed Offline reconstructions of individual
simulations such that the Xmax reconstruction degrades to a point where quality cuts reject
the showers, hence slightly more than half of the showers are reconstructed). Plotted on the
left part of the figure is the reconstructed Xmax (normalized for E = 1018 eV as before) for the
case of daily background noise files (first approach) and the case for the hand-picked average
background noise file (second approach). The correlation is near unity, showing there is little
effect from the choice of noise and additionally it shows a lower limit on the stability of the
Xmax method for a repetition of the same reconstructions. The right hand side of the figure
shows the distribution of the difference between the two approaches and also compares both of
them to the FD reconstruction. The distribution is plotted as a kernel density estimation that
uses the uncertainty on Xmax as weights on the data points. The individual data points are
plotted on the KDE function to highlight that this smooth function contains only a small number
of events and thus should not be interpreted like one would do for a typical histogram (e.g. the
asymmetry around zero of the black curve is not necessarily a significant feature). The systematic
uncertainty between the two approaches is compatible with zero and at most 4.72± 5.14 g/cm2.
The uncertainty in the Xmax reconstruction because of the choice of noise is 17.43± 2.62 g/cm2
which is a 6% effect compared to the general AERA resolution of 50.8 ± 6.0 g/cm2 for the full
RD-SD-FD dataset (Section 6.2.1).
Since the effects remain small, the limited benefit of using the daily noise files is judged to not
outweigh the resulting reduced number of successful reconstructions. So, the use of the typical
noise file is implemented for the Xmax reconstruction throughout this work.
5The selected file is rdm_2015_12_22.root containing periodic triggered events between 2015-12-22 12:00 and
2015-12-23 12:00.
6With 864 traces per 24 hours and about 100 externally-triggered stations, there are about 86400 distinct noise
traces available. Each of the 2153 measured showers has 27 simulated showers that typically need noise traces for
about five signal stations, so this requires about 290000 traces. So, over the full dataset, each trace will be used
about 3 to 4 times on average with vanishingly small probability of multiple repeated uses in any single event.
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6.3 Systematic Uncertainties on the AERA Xmax Distribution
For the reconstructed Xmax to have any meaning it is important to have a good understanding
of the systematic uncertainties at all levels of the reconstruction. In this section the known sys-
tematic effects will be listed (such as due to the CORSIKA hadronic interaction model or the
GDAS atmosphere) and the systematic uncertainties specific to this analysis will be calculated
by evaluating the effect on simulations with known true Xmax. Specifically, the systematic un-
certainties on the average depth of the shower maximum, 〈Xmax〉, and the spread on the natural
distribution of the depth of the shower maximum, σ(Xmax),7 will be investigated as a function
of shower energy ESD. The contributions described and calculated in the following section are
shown in an overview of all systematic uncertainties in Figure 6.10 below.
The natural distribution of Xmax can be estimated from the width of the XAERAmax distribution
by subtracting in quadrature the effect of the method resolution. Since the uncertainty of the
method is not a Gaussian distribution, a bootstrapping procedure is applied, where the uncer-
tainty of the method is repeatedly randomly sampled and subtracted from the total uncertainty.
Assuming that the spread in XAERAmax due to the method resolution and the natural spread are un-
correlated, the probability density function of the average natural spread (i.e. the intrinsic spread
in Xmax due to shower-to-shower fluctuations) is given by
σ(Xmax) ≡ BN
(√






Here BN (x) is defined as the distribution given by performing N bootstrapping iterations on
the argument x, ϕ75(y) is defined as the function that samples 75% of a data series y at random
for the bootstrapping of BN , and ϕ75|1(y) the function that selects one value at random from
ϕ75(y) and returns the uncertainty on y (σy). The first term in the square root then represents
the width of the XAERAmax distribution of the showers and the second term is the XAERAmax uncertainty
estimate of the method. The number of iterations N for the bootstrapping is set at 10000 here to
sample the whole distribution sufficiently. The variance in the first term is calculated accounting
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The mean and width of the σ(Xmax) distribution BN can now be calculated, but since the
distribution is not necessarily a Gaussian distribution, the mean and the quantile region equivalent
7A note on notation: σ(Xmax) is not to be confused with the uncertainty on an individual Xmax value: σXmax.
It is also not to be confused with the width of the measured XAERAmax distribution which also includes the spread
from the method uncertainty and is written as σ(XAERAmax ). Care has been taken to follow this convention. So,
σ(Xmax) will always mean the natural spread of the Xmax distribution.
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to the probability contained in a 1σ standard deviation of a Gaussian (so the region between the
15.87 and 84.13% quantiles) will be quoted in the remainder of this chapter as the mean and
uncertainty on σ(Xmax), respectively.
This section will start with a list of the general systematic uncertainties, independent from
the Xmax reconstruction method or data selection (Section 6.3.1), followed by the systematic
uncertainty introduced by the dataset that, a priori, is not expected to be bias free (Section 6.3.2).
An anti-bias cut will be implemented to compensate for this. Then, the contribution of the
XAERAmax reconstruction will be calculated that remains after the event-by-event bias correction of
Section 5.3.3.1 that was performed during the Xmax reconstruction (Section 6.3.3). In the XAERAmax
reconstruction there are a few free parameters that cut on reconstruction quality that might
lead to a bias in the dataset, so the effects of these are investigated in Section 6.3.4. Finally,
any unidentified systematic bias that remains might be observable as a trend in parameters that
should not depend on Xmax in an unbiased dataset. This possible residual bias is investigated in
Section 6.3.5.
6.3.1 General Systematic Uncertainties
Several systematic uncertainties on Xmax are known to be present, independent of the AERA
Xmax reconstruction method itself:
Hadronic interaction model The first is due to the choice of the hadronic interaction model
in CORSIKA. For example, the radio footprints will be somewhat different for simulations
with QGSJetII-04 (the model that is used here) and EPOS-LHC, resulting in a difference
in 〈Xmax〉 of 5 g/cm2 according to a previous similar study from Buitink (2016) [54].
Atmosphere model The GDAS atmospheric models used in the CORSIKA simulations remove
a large systematic uncertainty compared to the use of an average atmosphere. The GDAS
atmospheric model, however, still has a systematic uncertainty on Xmax of 1 g/cm2 [54], and
the implementation of the atmosphere in CORSIKA as a five-layer model adds an additional
2 g/cm2 to that [115].
Energy scale The energy scale of the SD detector is known up to a systematic uncertainty of
14% [63]. The average Xmax changes as function of energy (i.e. the elongation rate). This
propagates into 〈Xmax〉 as 54.191 g/cm2 per decade in energy for protons in QGSJetII-
04. Within a few percent this elongation rate is also the same for iron nuclei and with a
similar difference also for protons and iron nuclei in the EPOS-LHC and Sibyll 2.3d models
[126]. The width of the Xmax distribution, σ(Xmax), also depends on energy, equalling
roughly 5.6 g/cm2 per decade for protons and slightly lower for iron nuclei. This results in
a systematic uncertainty of at most 54.191 · log10 (1.14) g/cm2 = 2.9 g/cm2 on 〈Xmax〉 and
5.6 · log10 (1.14) g/cm2 = 0.3 g/cm2 on σ(Xmax).
6.3.2 Systematic Uncertainties from the Event Selection
The goal is to determine the Xmax distributions, and in particular the average (〈Xmax〉) and width
(σ(Xmax)) of the distribution. However, air showers with certain Xmax values are easier to detect
with AERA than others. This might give a skewed Xmax distribution w.r.t. the Xmax distribution
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of all showers. For showers interacting high in the atmosphere (lower Xmax), the radio footprint
will be wider. In general, for a sparse array, more stations will detect a signal for a wide footprint
than for a small footprint for air showers with sufficient energy. One would thus expect to detect
more showers with lower Xmax values with such a sparse array.
The primary criterium to get a sample of air showers that is bias free in Xmax is to test if an
air shower would also have been detected at any other Xmax value (i.e. requiring the detection
does not favour a particular cosmic-ray mass). If an air shower, with the same energy, coming
from the same direction, and landing on the same location on the ground, but having interacted
differently in the atmosphere (leading to a different Xmax), could have been detected regardless
of its mass, then that would be a shower that is part of an unbiased dataset.
It needs to be stressed at this point that a set of only such events that might all be part of an
unbiased set, do not necessarily guarantee a complete set. Air showers detectable at any Xmax,
coming from a certain direction on the sky and landing on a certain part of the non-uniform grid
of AERA antennas, might not have been fully detectable at any Xmax under different geometry
conditions. For example, the zenith angle of the arriving shower determines the footprint size on
the ground and for a fixed antenna layout it is more likely to see a shower regardless of Xmax
when it is larger (high zenith angle), than when it comes from near the zenith. Additionally,
the non-uniform sensitivity of the antenna response pattern might affect the detection threshold.
Also, the nature of the geomagnetic radio emission-mechanism affects the signal strength as
function of azimuth angle. All these effects can lead to a different ‘incomplete set of individually
bias-free showers’ for different arrival directions and different array positions. Such systematic
uncertainties can only be avoided by a detailed study of the trigger efficiency for AERA and then
setting the appropriate cuts. This is not available at this point and beyond the scope of this
work to investigate in detail. However, the systematic uncertainty can be quantified to a fair
amount of detail using the 58000 CORSIKA air shower simulations that were performed already
to determine Xmax. The goal in the remainder of this section is to define an anti-bias cut as
best as possible within the limited knowledge and parametrize the remaining possible bias as a
systematic uncertainty.
The first step, as described earlier, is done by imposing a requirement on the detectability
of a measured shower. The goal here is to reject events from the total set of air showers that
are far from bias free. This is not a binary decision. Each shower will have a certain probability
for detection as function of Xmax. A fine balance needs to be found where the increased number
of events from partially bias-free showers is not negated by an increased systematic uncertainty.
Since there are other systematic uncertainties in determining Xmax already, a certain level of
additional systematic uncertainty can be afforded with little impact on the final results. The
second step then is to quantify any residual bias that was not captured by the first criterium.
This can be done by comparing the measured Xmax distributions as function of the geometry
parameters such as azimuth angle, zenith angle, and core position. Any geometry-dependent
‘incompleteness of the dataset’ will show up as non-zero trend in Xmax. This will then be an
estimate for the possible residual bias. This is investigated in Section 6.3.5. First, the method to
quantify the detectability criterium as described above will be presented.
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Figure 6.4: Procedure to determine if a measured shower would have been detectable if it had a
certain Xmax. The simulation set that was created for each measured shower is matched
to the GeoCE LDF parametrization of the energy fluence to describe the number of
stations that Offline would reconstruct. This LDF description is then used to estimate
the number of stations for a measured shower at any Xmax. A detailed explanation is
provided in the text.
Quantifying Shower Detectability as Function of Xmax For air showers that could have
been detected at only a part of the natural Xmax distribution, it needs to be quantified what the
effect could be on 〈Xmax〉 and σ(Xmax). Detectability of an air shower in the RD-SD dataset is
governed by the requirement of having at least five AERA stations with a good signal to noise
ratio on the signal amplitude f (defined in Section 2.2.6.3). For the simulated showers, which are
reconstructed in Offline, the same is done such that it is then known how many signal stations a
shower has for the Xmax values of those simulations
However, because it was found that there is a scaling (S = 1.416, see Section 5.4) between
measured and simulated energy fluences for the same showers, this will on average give less signal
stations for the simulated showers. First, it will be described in short how this can be corrected
for. After this, the procedure will be described in more detail because there are a few subtleties
to deal with that benefit from knowing the general idea in advance.
In short: The effect of the S factor can be corrected for by using a LDF parametrization
(Section 5.2.1) of the energy fluence. First a SNR threshold will be defined on the energy fluences
such that the LDF can predict, on average, the same number of stations (NLDFsimulated) as Offline
(NOfflinesimulated). Then, the LDF is used to calculate the number of stations at a higher energy to
exactly counter the effect of the S factor (i.e. the number of stations that would have been seen
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Figure 6.5: The average number of stations between the Offline reconstruction of simulated show-
ers and the GeoCE LDF model (∆N) as function of the SNR threshold as defined in
Equation 6.5. All simulations of the RD-SD dataset are used for this plot. The spread
in ∆N is plotted as 1σ uncertainty bars for each calculated threshold value. A linear
interpolation is made to find the threshold value where ∆N = 0 (dotted line).
in a simulation if the S factor had been unity: generally it holds that Emeasured '
√
SEsim, so the
simulated shower is now scaled up in energy Esim →
√
SEsim). This then provides an estimate of
the number of stations that would be seen in measurements (NLDFmeasured) for the Xmax values of the
simulations. This then achieves the goal of having an estimate for the number of signal stations
as function of Xmax. A five-station lower limit then defines the detectability of the shower.
In detail: In Section 5.2.1 was described that the energy fluence in the radio footprint can be
approximated as a two-dimensional lateral distribution function described by the parametrized
contributions of the geomagnetic and charge-excess emission. This GeoCE LDF is a function
of the distance to the shower maximum, so by combining this with an atmospheric model, the
GeoCE LDF can be written in terms of the atmospheric depth and thus as a function of Xmax.
This parametrization can then be used to estimate the number of stations that would detect the
air shower at a certain Xmax value.
A few assumptions need to be made to calculate the number of stations from the LDF. For each
air shower in the dataset, the energy of the primary particle will be set to the SD reconstructed
value and the core position and arrival direction to the values of the RD reconstruction. This
then follows the way the CORSIKA simulation input values were set. The magnetic field vector
to calculate the emission strength is set to an average value of ~B = (BEast, BNorth, BVertical) =
(0, 0.1971, 0.1418) Gauss. Together with an average atmospheric model (average of the atmosphere
in Malargüe in October), the energy fluence can be calculated at the positions of radio antennas
for any Xmax value.
The only thing required then, is an estimation for the signal-to-noise threshold to estimate
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the same amount of signal stations in the LDF as a full reconstruction in Offline would give (the
procedure described below can be followed along with in the supplemental diagram shown in Fig-
ure 6.4). For this the set of 27 simulations for each measured shower is used. For each simulation,
for which Xmax is known, there are NOfflinesimulated signal stations reconstructed by Offline. In general
the number of stations reconstructed for the simulations will be lower than in the reconstruc-
tion of measured showers because of the systematic uncertainties in the energy estimation. The
energy scaling factor between measured and simulated showers, determined to be S = 1.416 in
Section 5.4, describes the magnitude of this. In the diagram (top right), as an example of a single
event, this is displayed such that each simulation has less than 5 stations (red points). Next, the
description of the LDF(Xmax) is used to calculate the energy fluences for each of the simulated
antennas. The noise signal of each antenna is taken from the Offline-reconstructed noise levels of
the simulations (simulations for which the periodically measured noise traces were added). The





The signal-to-noise threshold for the LDF stations is then determined by looking for the
threshold value where the difference between the number of stations of the simulations and the
LDF is minimized:
∆N(SNRthreshold) = NOfflinesimulated −NLDFsimulated(SNRthreshold) = 0. (6.5)
Figure 6.5 shows the average ∆N for all simulations of the RD-SD dataset as function of the
SNR threshold. The found value, where the difference is minimized, is at a value of SNRthreshold =
0.859. With this value determined, the number of stations NLDFsimulated can be calculated with the
GeoCE LDF. To determine the number of stations that a measured event with a certain Xmax
would have using this LDF, the S factor needs to be used to rescale the energy (Esim →
√
SEsim '
Emeasured) to account for the systematic offset between the reconstruction of the simulations and
measurement. This results in an estimation of NLDFmeasured(Xmax). In the diagram (bottom left)
this results in several simulations now being above the five-station limit (green points) and some
being below the limit (red points). So, in this example, it turns out that this shower would only
have been seen if it had a relatively low Xmax (while if not accounting for the S factor lowering
the number of signal stations, one would have erroneously concluded it was not detectable at any
Xmax).
Here a remark is in order. The determined SNR threshold is based on the average ∆N being
zero. There is however a non-zero spread (see uncertainty bars in Figure 6.5), so sometimes the
number of stations in the LDF (NLDFsimulated) is overestimated or underestimated with respect to
the number of station in Offline (NOfflinesimulated). If this happens when the measured shower had close
to five stations, this can lead to false positive (FP) and false negative (FN) conclusions of the
detectability. To quantify this, a second condition (the fluctuation condition) is added to the ‘at
least five stations’-criterium (the main condition): if between NLDFmeasured and NLDFsimulated there are
∆NLDF extra signal stations due to the energy rescaling, then the simulated reconstruction in
Offline should have at least
NOfflinesimulated = 5−∆NLDF = 5− (NLDFmeasured −NLDFsimulated) (6.6)
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Table 6.2: Conditions describing whether a measured shower would have been detectable (fourth
column). The two conditions in the second and third column determine if the shower was
correctly identified as detectable (TP), correctly identified to not be detectable (TN),
incorrectly identified as detectable (FP), or incorrectly identified as not detectable (FN).
Case "Main condition" "Fluctuation condition" Detectable
True Positive NLDFmeasured ≥ 5 NOfflinesimulated ≥ 5− (NLDFmeasured −NLDFsimulated) True
True Negative NLDFmeasured < 5 NOfflinesimulated < 5− (NLDFmeasured −NLDFsimulated) False
False Positive NLDFmeasured ≥ 5 NOfflinesimulated < 5− (NLDFmeasured −NLDFsimulated) False
False Negative NLDFmeasured < 5 NOfflinesimulated ≥ 5− (NLDFmeasured −NLDFsimulated) True
stations to start with, to end up with NLDFmeasured = 5 stations. If there were fewer stations in the
end (NLDFmeasured < 5) because of an unlucky fluctuation, then this would be a false negative. The
other way around could lead to a false positive. Both cases can be identified with the fluctuation
criterium. Combining these two criteria, defines four distinct cases that can occur. These are
listed in Table 6.2. Under two of the four conditions the shower is detectable at a certain Xmax.
This detectability then defines the acceptance (A) of a measured shower as function of Xmax:
A(Xmax) = TP(Xmax) + FN(Xmax), (6.7)
where TP and FN are functions describing the true positive identification of detectability and
false negative identification of non-detectability, respectively. These are first determined for the
27 XMCmax values of the simulation set of each measured shower, and then linearly interpolated to
get a continuous function for the acceptance A(Xmax).
Acceptance and the Systematic Uncertainty on the Xmax distribution Measured show-
ers that would only be reconstructed for a certain range of Xmax values will skew the measurement
of the natural distribution of Xmax. The effect on the mean and the width of the distribution
can be estimated by convolving the acceptance with the natural distribution of Xmax as given by
the Gumbel distribution [126]. By calculating this for the Gumbel distribution for protons and
for iron nuclei, an upper limit on the systematic uncertainty can be calculated. It is an upper
limit, since the actual average mass composition will be some value in the range between protons
and iron nuclei, while for this systematic uncertainty, the largest uncertainty over the range of
proton to iron mass compositions has been used, as to not underestimate the contribution. The
systematic uncertainty on the mean of the Xmax distribution due to the acceptance of the events
is then given by comparing the pure Gumbel and the Gumbel convolved with the acceptance and
averaging that over the Xmax range and over all showers. The upper and lower limit of the sys-
tematic uncertainty on the acceptance then are given by whichever of the systematic uncertainties





























where on the right-hand side of the equation 〈x〉y indicates the average of variable x over variable
y, G a Gumbel distribution at the energy of each of the events, and A is the acceptance as defined
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Figure 6.6: Estimated acceptance for measured AERA showers in the energy bin from 1017.95 to
1018.10 eV (black line) and the systematic effect it has on the mean and width of the
Gumbel Xmax distributions for proton and iron mass compositions. The solid red and
blue lines are the Gumbel distributions for protons and iron nuclei, respectively. The
dashed lines are the distributions convolved with the acceptance. Vertical lines for
the respective means are shown. Acceptances for all other energy bins are listed in
Appendix 6.A.5.
in Equation 6.7. The systematic uncertainty on the width of the distribution, σ(Xmax)Asyst, is
determined similarly by calculating the differences between the standard deviations of the distri-
butions. Note that this systematic uncertainty is on the width of the Gumbel distributions, which
represent the Xmax distributions without any added width due to limited Xmax reconstruction
resolution. So, the effect of the resolution of the Xmax reconstruction method does not need to
be subtracted as in the calculation of σ(Xmax) in Equation 6.2.
Since it is expected that the acceptance will, in general, be better at higher energies, because
signals measured by the antennas will be stronger, the systematic uncertainty will be calculated
separately for six energy bins. Figure 6.6 shows the results for the showers in the energy bin
from 1017.95 to 1018.10 eV. It shows the Gumbel distributions for protons (red solid line) and
iron nuclei (blue solid line), and the distributions convolved with the acceptance (dotted lines).
Each of the four plotted distributions is calculated as the average Gumbel distribution over the
set of individual Gumbel distributions for the showers as described in the equation above. The
difference between the means of the pure distribution and the acceptance-convolved distribution
then is an estimation of the systematic bias that might be seen in the measured Xmax distribution
in case of a pure proton or pure iron composition. These composition extrema are taken to be
conservative and to not make assumptions on the underlying mass composition. The solid black
lines shows the average acceptance for the showers in this energy bin. The jagged nature of the
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Figure 6.7: Reduction in the number of events when requiring a certain level of acceptance. A cut
on the acceptance is defined as the fraction of the CDF of the Gumbel Xmax distribution
and the part of that distribution (A ·G) that is detectable by AERA. This is plotted for
a pure iron (blue) and pure proton (red) mass composition. A vertical line is plotted at
the selected acceptance cut of 90%.
acceptance line is the result of the way it is calculated; as the sum of the interpolated A(Xmax)
functions (Equation 6.7) of the showers in the energy bin.
If the acceptance, for a certain event, results in a proton Gumbel distribution that is less
than 90% reconstructable, it is rejected because it will end up skewing the mass composition
measurement. Figure 6.6 already had these events excluded in the plotted acceptance. This cut is
set rather strict for the reason that while a strict cut will reduce the number of events (i.e. increase
statistical uncertainty on the composition), it does reduce the systematic bias. The method
with which the acceptance is calculated here allows for freedom to balance between systematic
and statistical uncertainties by accounting for the effects of partial acceptances as systematic
uncertainty (i.e. the small shifts between the distributions in Figure 6.6 are caused by selecting
90% as a cut on the acceptance instead of 100%). If one were to impose a much stricter cut at, for
example, 99% then the systematic uncertainties would only decrease marginally compared to the
cut at 90%, but the number of remaining events would drop drastically. As such, the acceptance
cut is not set at a higher percentage and the small systematic uncertainty is accounted for.
Figure 6.7 shows the number of events that remain after cutting at a certain fraction (starting
from the number of events after the reconstruction quality cuts as listed in Table 6.3). The
cut is defined as the fraction of a Gumbel Xmax distribution that is reconstructable. This is
calculated for proton and iron mass compositions as the fraction of the cumulative distribution
function (CDF) of the Gumbel distribution G and the CDF of the Gumbel distribution with
the effects of the acceptance A · G. Iron-induced showers are generally easier to detect because
of the wider footprints. Proton showers generally have lower acceptance, so only a cut on the
proton acceptance is required to account for any composition. A line is plotted for the 90% CDF
fraction cut that has been selected as default cut. About half of the showers are rejected because
of this. Requiring for example a less strict 20% acceptance cut would reduce the dataset by just
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9%. Appendix 6.A.3 evaluates the effects this less strict cut would have on the statistical and
systematic uncertainties on the final mass composition results.
Figure 6.6 shows that for this 90% acceptance cut, approximately all remaining showers in the
dataset would have been seen if below about Xmax = 800 g/cm2, where the majority of events
are expected, even for the lightest compositions. This is similar to, but slightly lower than, the
acceptance for the FD detections for similar energies [1]. For low Xmax the radio footprint is wider
than for high Xmax, so it will generally be detectable at lower values and thus the acceptance is
not limited there, whereas the acceptance for FD does drop again at low Xmax because of the
limited FD field of view. At lower energies, when the radio signals get smaller, the acceptance for
AERA generally worsens. Acceptance plots for all other energy bins are listed in Appendix 6.A.5.
The resulting systematic uncertainties on 〈Xmax〉 and σ(Xmax) as function of energy is shown in
the overview of all systematic uncertainties in Figure 6.10.
Overall, the systematic effect of the acceptance, typically will underestimate the true 〈Xmax〉
by about 0− 4 g/cm2 and underestimate σ(Xmax) by about 0− 6 g/cm2. For the acceptance cut
at 20% this would have been 0−10 g/cm2 and 0−11 g/cm2, respectively, showing a gain of about
5 g/cm2 for both by implementing the strict acceptance cut.
6.3.3 Systematic Uncertainties from the Reconstruction Method
Another systematic uncertainty can arise from the developed method to reconstruct XAERAmax . As
was described before, XAERAmax was also determined for each simulated shower reconstructed in
Offline with a realistic RFI background. It was used on event level (namely, one measured shower
with 27 simulated showers) to compensate for biases from the parabola Xmax estimator. That
correction attempted to correct for bias based on the available information of the reconstructed
simulations. This information gets sparser at the edges of theXmax range of the simulated showers.
The reconstruction bias that remained after this correction, was shown in Section 5.4. Here, a
calculation will be performed to determine how this impacts the measured Xmax distribution.
The basis of the approach is similar to the calculation for the acceptance in the previous section
(Section 6.3.2). The systematic effect on the mean of the natural Xmax distribution, 〈Xmax〉, and
the spread, σ(Xmax), are calculated by evaluating the effect on the Gumbel distribution for a pure
proton and pure iron mass composition. This will be done for the same energy bins as for the
systematic uncertainty calculation on the acceptance.
The first step is to weigh down the simulations with XMCmax values that are rare according to the
natural Xmax distributions. The weights are ideally set by the actual distribution in nature, but
are a priori unknown. What can be assumed, however, is that the composition lies between a pure
proton and pure iron mass composition. For these pure compositions the Gumbel distributions
are a description for the Xmax distribution. An upper limit on the systematic uncertainty on
XAERAmax can then be defined as the maximum systematic uncertainty determined for the range
of pure mass compositions. In the same way as was done for the systematic uncertainty on the
acceptance. This upper limit will be used as the estimation of the systematic uncertainty, but
the feasibility of a less conservative approach is discussed at the end of Section 6.3.6.
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Figure 6.8: Estimated systematic uncertainty on the Xmax distribution due to the XAERAmax recon-
struction method in the energy bin from 1017.95 to 1018.1 eV for a protons (left) and
iron nuclei (right). Plotted are the natural Gumbel distributions (solid line), the MC
CORSIKA simulated Xmax values weighted to match the Gumbel distribution (dashed
line), and the reconstructed XAERAmax distribution for those same simulations using those
same weights (green area). This difference between the Gumbel and AERA distributions
provides an estimate for the systematic bias on the mean and width of the distribution.
Results for all other energy bins are listed in Appendix 6.A.6.
The weights w for the simulations with XMCmax are then defined for a pure composition of





where the numerator is the standard Gumbel probability distribution for Xmax for a particular
pure composition of cosmic rays with atomic mass m. The denominator is a Gaussian KDE of the
simulated Xmax values. The latter functions as the probability density function of the simulated
values.
This then allows one to calculate the mean of the Xmax distribution from the simulations,
under the assumption of a certain composition. The weighted mean of all XMCmax (weighted to the











8Atomic mass is named m here instead of the commonly used A to avoid confusion with the acceptance A that
is also used in this chapter.
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by design, approaches the mean of the ideal Gumbel distribution, assuming sufficient number of
simulations used in the KDE. For each simulation (with XMCmax), a value for XAERAmax was recon-











= 〈XMCmax〉Gumbel(m) + ∆Xbiasmax(m). (6.11)
This provides now an expression to calculate the systematic bias on the mean of the XAERAmax
distribution for a certain pure composition for a certain set of events (∆Xbiasmax(m)). As said before,
the upper limit of the systematic uncertainty for any mass composition consisting of only protons
or only iron nuclei is taken as conservative estimation of the total method systematic uncertainty.
The upper and lower limits of the systematic uncertainty range are then given by
〈Xmax〉methodsyst,low = minm=p,Fe
[





〈XAERAmax 〉Gumbel(m) − 〈XGumbel(m)max 〉
]
. (6.13)
A similar calculation is performed to determine the systematic uncertainty on the width of the
pure Gumbel distributions for the AERA values. To get this, the weighted mean is replaced by a
calculation of the weighted standard deviation, such that σ(Xmax)methodsyst,low and σ(Xmax)methodsyst,up are
determined. Note that, as for the calculation of the systematic uncertainty on the acceptance, this
systematic uncertainty is again on the width of the natural Gumbel distributions, so on σ(Xmax),
so the effect of the resolution of the method does not need to be subtracted as in Equation 6.2.
Figure 6.8, as example, shows the distributions of XGumbelmax , XMCmax, and XAERAmax for the sim-
ulations for protons (left) and iron nuclei (right) for the showers with energies between 1017.95
and 1018.10 eV. The full shower dataset is split again in the same six energy bins as before of size
∆ log10 (E) = 0.15 for which the plots are listed in Appendix 6.A.6.
As was already qualitatively clear from the reconstruction resolution of XAERAmax for all simu-
lations in Figure 5.16, heavy compositions give a non-negligible systematic bias towards higher
reconstructed Xmax, which is now quantitatively determined to be 12.92 ± 1.60 g/cm2 for iron
nuclei for this energy bin. For lower energies the systematic bias increases due to relatively lower
measured signals in the antennas, leading to lower quality Xmax reconstructions, hence a higher
systematic bias (see the figures in Appendix 6.A.6 for the individual bins or the overview of all
systematic uncertainties in Figure 6.10). For protons in this energy range, the systematic offset is
−8.24± 2.37 g/cm2, which is, as expected, in the other direction. The systematic offset for light
particles does not change as much with energy as for a heavy particles. For a mixed composition
somewhere in between protons and iron nuclei, the systematic bias falls in between those and thus
will average out a bit to be smaller than either of the extremes.
The width of the distributions is generally underestimated because the highest and lowest
Xmax values are more likely to be underestimated and overestimated, respectively. For protons
the width of the distribution, σ(Xmax), is generally underestimated by 1 to 10 g/cm2, depending
on energy, and for iron nuclei similarly −1 to 5 g/cm2 in the same direction.
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6.3.4 Variability in the Reconstruction Method
The uncertainty on XAERAmax , σXAERAmax , is realistically expected to reach some floor value where
small contributions of just a few g/cm2 can start to matter, that are typically negligible compared
to the larger reconstruction resolution. If for some reason the determination of the uncertainty
in the presented method is underestimated for a particular event, then these small contributions
could become of some importance. These overly low-uncertainty reconstructions then can dis-
proportionally affect the calculation of the XAERAmax weighted mean if this is done for an energy
bin containing relatively few showers. Imposing a lower limit on the uncertainty is then a way
to prevent this from happening. The choice of a value for this uncertainty floor is arbitrary to
an extent. It is at least 0 g/cm2 (in an ideal scenario, and as such 10 g/cm2 is a more realistic
choice for lower limit, although still somewhat arbitrary) and is at most the lowest average re-
constructed σXAERAmax that is achieved for the high-energy showers. Figure 6.12 will show that the
latter value lies around 25 − 10 g/cm2 for energies between 1018.0 and 1018.5 eV, respectively. A
reasonable value in between the lower and upper limits, at 15 g/cm2, is chosen as canonical value
for the minimum Xmax uncertainty. This choice is in part also motivated by the 17 g/cm2 spread
in Xmax reconstruction when changing the background noise for the simulations (Figure 6.3)9.
The calculation of 〈Xmax〉 is repeated for the range of uncertainty floor values between 10 and
20 g/cm2 to evaluate what the effect is of the lack of our knowledge of the exact uncertainty noise
floor. The extrema of 〈Xmax〉 for the varying floor values are taken as upper and lower limit of
this additional systematic uncertainty. The systematic effect is typically negligible, except when
there are few showers in the energy bin and high or low XAERAmax values with small uncertainties
start affecting the results. The results are shown in the top plot of Figure 6.10 (magenta line).
The effect is generally small and typically only becomes larger when the amount of events in the
energy bins decreases.
Imposing that lower limit, however, also might have an effect on the distribution of uncer-
tainties on XAERAmax if the uncertainty floor value is set too high. It will cut into the σXAERAmax
distribution. Consequently, the estimation of width of the natural Xmax distribution, σ(Xmax),
will then be overestimated (see Equation 6.2). The variation in the σXAERAmax floor value on the
σ(Xmax) results are thus also evaluated and taken as a systematic uncertainty on σ(Xmax). Just
as for the systematic uncertainty on XAERAmax , the highest and lowest deviation of σ(Xmax) from
the σ(Xmax) value for the canonical floor value are selected as the upper and lower systematic
uncertainty, respectively. The results are shown in the bottom plot of Figure 6.10 (magenta line).
The magnitude of the systematic uncertainty is mainly driven by showers with very small σXAERAmax
that also have particularly high XAERAmax values. These ‘outliers’ then contribute strongly in the
bootstrapping procedure that is used to calculate σ(Xmax).
Secondly, some reconstructed events might have a large uncertainty in XAERAmax because, for
example, they had an unfavourable station layout, relatively low SNR for the station signals, or
the minimizing procedure for Xmax found multiple sufficiently-good local minima when determin-
ing the XAERAmax uncertainty. Simply cutting events with high uncertainty away is not an option
since that might cut into the natural Xmax distribution. For the calculation of σ(Xmax) in Equa-
9The 17 g/cm2 value itself would be an overestimation since this was determined for events that on average have
a lower energy and thus a relatively higher uncertainty.
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tion 6.2 the bootstrapping procedure can fortunately account for the non-Gaussian distribution
of σXAERAmax . However, reconstructions with very large uncertainties (representing the tail of the
σXAERAmax distribution) can possibly skew the calculation of σ(Xmax). For that reason, the calcu-
lation of 〈Xmax〉 and σ(Xmax) are repeated for cuts on σXAERAmax between 80 g/cm2, where the
distribution of the uncertainties is roughly Gaussian and not containing outliers with overly-high
uncertainties, and 200 g/cm2, at which point the uncertainties have become so large that they will
no longer affect a weighted average in any meaningful way. The extrema of these variations are
again taken as an additional systematic uncertainty. Figure 6.10 shows the resulting systematic
uncertainties (yellow line). The effect is nearly negligible, but for the smaller energies still is
about 1 g/cm2. Had the calculation of σ(Xmax) not accounted for the non-Gaussian shape of the
σXAERAmax distribution, then this systematic uncertainty would have been larger.
6.3.5 Possible Residual Bias
At the start of Section 6.3 it was described that the condition, that an event is reconstructible
at any Xmax, guarantees that the events are bias-free10. But, also that this does not necessarily
guarantee a complete set of events. Some events might not have been detected at all under certain
conditions, such that the final dataset is a skewed representation of the true Xmax distribution.
Identifying if there are missing events is a difficult task considering the complexity of the
detection efficiency of AERA. The efficiency is affected by various effects. The asymmetric an-
tenna response, that is different for the LPDA and Butterfly antennas, gives a dependency on
the azimuth and zenith angles of the shower arrival direction. Secondly, the strength of the ge-
omagnetic emission depends on the angle between the shower arrival direction and the magnetic
field (~v × ~B), which gives a second dependency on azimuth and zenith angles, but in addition
will also depend on where the shower lands on the irregularly-spaced antenna grid. Thirdly, the
charge-excess emission mechanism then also affects the measured signal strength (and thus the
detectability), since the signal strength depends on the shower zenith angle and distance to the
shower core [136].
The common factor of all these efficiency effects is a dependency on geometry; on the effects
of the shower azimuth angle, shower zenith angle, and the shower core position. For this reason
the dependence of Xmax on these parameters will be investigated and any dependency that should
not be there for an unbiased set of showers can then be parametrized. This then will quantify the
possible residual bias that will be added to the other systematic uncertainties on Xmax.
First, the Xmax elongation rate, the expected energy dependence of Xmax, needs to be ac-
counted and corrected for. This dependence is part of the natural distribution and should be
disentangled from the possible residual biases. For this the parameter Ymax was previously de-
fined in Equation 6.1 as the Xmax value normalized to an energy of 1018 eV.
Figure 6.9 shows the relation between Ymax and zenith angle (top left), azimuth angle (top
right), core position along the east-west direction, also called easting or simply x (bottom left),
and core position along the north-south direction, also called northing or simply y (bottom right).
10Or similarly, as implemented in Section 6.3.2, with the requirement that 90% of a Xmax distribution needs to
be reconstructible and that the remaining effects are parametrized as a systematic uncertainty.
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Figure 6.9: Relation between Ymax (Equation 6.1) and the zenith angle (top left), azimuth angle (top
right), core position along the east-west direction, also called easting (bottom left), and
the core position along the north-south direction, also called northing (bottom right).
For reference see Figure 4.15 where the core positions and arrival directions of these
showers are shown. The weighted mean of Ymax is plotted in equally-spaced bins, or
merged bins if containing < 15 events (green squares). The number of events per bin
is quoted next to each bin. Various fits or averages of subsets of the data are plotted
to test for various features in Ymax (black lines with 1σ-confidence bands). The edges
of these lines mark the lowest and highest values in the dataset. The titles of each plot
show the possible residual bias as derived from the difference between the trend lines
and 〈Ymax〉. The derivations are described in the text.
For reference see Figure 4.15 where the core positions and arrival directions of these showers are
plotted.
In the top left of the figure, the mean Ymax is calculated for equal-sized zenith angle bins
(green squares). In case there were less than 15 showers in one of the bins it was successively
merged with the next bin until it contained at least 15. For all bins the points are plotted at the
average Z in that (combined) bin. A linear function is then fitted to those points (black line with
gray 1σ-confidence band). It can be seen that there is a small slope in Ymax(Z) consistent with
zero (0.36± 0.54). A similar slope consistent with zero (0.14± 0.44) was observed for the LOFAR
Xmax reconstruction [61] where a very similar test for Ymax(Z) was performed. If the Ymax(Z)
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slope for AERA would truly be a significant trend, it would still be unknown where events might
be missing in the dataset. It could be that at high zenith angles, low Xmax showers remain unseen,
or the other way around that at low zenith angles, high Xmax showers are not seen. Either case
(or both cases) could give rise to a similar slope. A possible residual bias is thus defined as the
deviation from the mean Ymax (dotted line) at the highest and lowest detected shower (the edges
of the fit line). This gives a lower limit on the systematic bias of 12.4± 13.0 g/cm2 and an upper
limit of 3.1± 15.0 g/cm2. Note that while both values are not significant deviations from zero, it
cannot be excluded that there is a bias and as such it cannot be simply ignored.
In the top right of the figure, the mean Ymax is split in equal bins in azimuth angle in the
same way as for the zenith angle. The effect of the azimuth angle on Ymax is expected to change
according to the symmetries of the antenna response pattern and the symmetries of the geomag-
netic emission w.r.t. the arrival direction. Therefore, a cosine function is fitted to the binned
data. From the fit a small effect is visible that is aligned with the north-south direction (north
in this coordinate system is at approximately 90◦). In the north-direction the strength of the
geomagnetic emission is lowest and thus the number of showers that pass the detection threshold
would consequently be lowest too. As can be seen in the figure, Ymax is on average slightly larger
there. The amplitude of this effect is 4.3 ± 5.3 g/cm2 and thus, like for the zenith angle, is also
not a significant deviation from zero, but also cannot simply be ignored.
In the two bottom plots of the figure, Ymax is binned again in the same way, but now for the
shower core positions in easting and northing. The core position in easting is split in two sections
to evaluate the difference of the station layout on Ymax. The most western (left) part of the array
(x . −27 km) only consists of Butterfly stations on (mostly) a 250 m grid. In the part to the
east (right) there is also that same grid, but combined with a 144 m grid of LPDA stations (for
reference see Figure 4.15 where the core positions of these showers are plotted). A difference in
average Ymax can be observed between the two parts. The right part is compatible with the mean
Ymax of the whole array and the left part is compatible within 1 g/cm2. A possible systematic bias
due to the combined effect of the detector spacing and the antenna types could thus be present,
but it could as well be due to a correlation to one of the other effects.
For the core position in northing the same approach of splitting the array in two is performed.
In the northern part (y & 15.5 km) the array consists mainly of Butterfly stations on a 375 m
grid and in the southern part there is a mix of LPDA and butterfly stations on a mix of 144,
250, and 375 m grids. The northern part is significantly smaller in surface area, so it measures
much fewer showers. The figure shows that the northern part of the array possibly has slightly
higher Ymax values, but also here, this is not significantly different from zero. Interestingly, the
northern part with the wider-spaced Butterfly antennas has a relatively higher mean Ymax while
in the plot for the easting, the also relatively wider-spaced Butterfly antennas in the west had
slightly lower mean Ymax than the overall average. This hints at that the dependencies are likely
just fluctuations and not actual significant biases as also the uncertainty bands would suggest.
In conclusion: first of all, for any individual geometry parameter it is extremely difficult to
identify the cause of possible systematic bias in Ymax, because it is very likely that all these pa-
rameters are highly correlated. For this reason the possible systematic biases cannot simply be
added in quadrature to get a total possible systematic uncertainty. Secondly, for the investigated
dependencies on geometry only 1 g/cm2 of significant bias could be identified which is also con-
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tradicted by the opposite effect in Ymax(Northing). Within the uncertainties it can however not
be excluded that more than 1 g/cm2 residual systematic bias remains. To still be conservative
and account for any possible bias, the extrema of the different systematic uncertainties will be
used as the possible residual systematic uncertainty on Xmax. This will prevent double counting
as much as possible, but will account for the possible effects identified for the azimuth angle, the
zenith angle, easting, and northing. That then results in a lower and upper limit on the 〈Xmax〉
systematic bias of −12.4 and +6.9 g/cm2, respectively.
It should be noted that it can also not be excluded that this possible residual bias is (in part)
caused by an Xmax reconstruction bias (Section 6.3.3) that depends on the geometry. In that case
the possible bias could already be accounted for (in part) by the systematic bias on the Xmax
reconstruction, such that some systematic effects are double-counted. Thus, since these can’t
be simply disentangled, the only option to not underestimate the systematic uncertainty, is to
account for both as if they were independent contributions.
As a final note, after now including this possible residual bias, technically still no guarantee
can be given that within these systematic uncertainties the dataset is complete and that there
are no events unaccounted for. However, any other residual bias would now need to come from a
source that does not make Ymax vary with geometry. There is no indication at this time that such
an effect could contribute in any significant way to a skewing of the Xmax distribution. As such,
the set of selected showers should give an accurate representation of the natural Xmax distribution
within the identified systematic uncertainties.
6.3.6 Total Systematic Uncertainty
The previous sections covered the different contributions to the systematic uncertainty on the
distribution of Xmax. Figure 6.10 now combines these into a single overview and shows the
systematic uncertainty on the mean of the Xmax distribution, 〈Xmax〉, and the width of the
distribution, σ(Xmax). The dashed lines in the figure represent the constant general contributions
to the systematic uncertainty (Section 6.3.1) and the solid lines are the systematic uncertainties
calculated specifically for the AERA data (Sections 6.3.2 to 6.3.5). All contributions are added in
quadrature to give an estimate of the total uncertainty. In general, the systematic uncertainties
decrease with increasing energy due to stronger radio signals at higher energies that make theXmax
reconstruction more accurate and precise. At the higher energies, the systematic uncertainties do
rise again because the uncertainty in the calculation of the systematic uncertainties relies on the
number of simulations that are available and these become fewer in number at higher energies
because the number of showers decreases. This also gives rise to a more jagged structure for some
of the contributions that rely on the number of simulations in their calculation.
It has to be noted that, as described in previous sections, some systematic uncertainties are
possibly not uncorrelated and thus the estimation for the total systematic uncertainty could be
overestimated. Also, underlying the systematic uncertainties on the acceptance and on the re-
construction method, is the assumption that any composition, from the extremes of only protons
to only iron nuclei, could be the true composition. This results in a very broad systematic un-
certainty band, especially in the case of a very heavy composition. Results of the AERA mass
composition (that will be presented in Figure 6.15) point towards a lighter mixed composition of
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Figure 6.10: Overview of systematic uncertainties on 〈Xmax〉 (top) and σ(Xmax) (bottom). Dashed
lines are constant contributions inherent to the simulation of the air showers. The solid
lines are systematic uncertainties calculated for the AERA dataset. Values are plotted
at the weighted average energy of each energy bin.
nitrogen nuclei, helium nuclei, and protons11, even when considering the full systematic uncer-
tainty that also accounted for a possible pure iron composition. The results also indicate a rather
narrow width of the mass composition (see the narrow width of the mean logarithmic mass in
Section 6.4.4) which would disfavour any significant heavy component12. The lower limit of the
systematic uncertainty that accounts for a very heavy composition is thus in reality likely too
conservative. However, a small heavy component is technically not excluded, so the systematic
uncertainty on the reconstruction of heavy particles cannot be simply ignored.
One possible approach to get a less conservative estimate of the systematic uncertainty on
〈Xmax〉, is by fitting the Xmax distribution to the distribution of a mix of elements to constrain
11Since Xmax scales with the mean logarithmic mass, it is convention to look at four mass groups. Roughly
equally spaced in ln(A) one finds protons, helium nuclei, nitrogen nuclei, and iron nuclei, which are used as proxies
to denote these four mass groups.
12Note that all stable particles heavier than iron all fall within ln(A) = (4.0− 4.5).
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the composition (within those systematic uncertainties). With new limits on the composition,
the systematic uncertainties can be narrowed down to that smaller mass range, such that by
repeating this in an iterative procedure one can attempt to find a converging solution for the final
mass-dependent systematic uncertainty and for the composition itself. Due to time constraints
this has not been pursued further in this work.
6.4 Depth of the Shower Maximum for the RD-SD Dataset
6.4.1 Cuts for the Xmax Reconstruction Quality
The dataset of 2153 showers measured with radio and particle detectors was defined in Sec-
tion 4.3.2. For these showers, air shower simulations were generated13 to reconstruct Xmax. After
Xmax has been reconstructed, some additional quality cuts on the reconstruction procedure need
to be applied. In part these are the same as were applied to the Xmax reconstructions for the
RD-SD-FD event set (Table 6.1). Additionally, for some showers Xmax could not be reconstructed
due to the occasional complication in the managing of the reconstruction pipeline. Table 6.3 lists
the number of showers after each successive cut that was applied to the 2153 showers.
For 90% of showers (N = 1946) the Xmax reconstruction finished successfully. After cutting
on the quality of those reconstructions 84% remain (N = 1625). Then, 68% of showers have at
least the minimum energy of 1017.5 eV (N = 1107). This cut on energy is added because below
that energy the trigger for SD is no longer bias-free for Xmax, which can skew the measurement of
the Xmax distribution. The low-energy showers (those that are between 1017.0 and 1017.5 eV) that
are cut, typically have large uncertainties on Xmax (see the trend in Figure 6.12), so the amount
of information on Xmax contained in these showers would have been limited. The spacing of the
AERA antennas is the limiting factor for the low-energy threshold here. The main results of the
mass composition that will be presented later in this chapter will be repeated without this cut
on energy to investigate the possibility of extracting information at lower energies. This will be
shown in Appendix 6.A.4.
Figure 6.11 shows the effect of the main steps of the quality cuts on the distributions of shower
energy (left) and the azimuth and zenith angles of the shower arrival direction (middle and right,
respectively). In the top row it shows the distributions of the RD-SD set of 2153 showers for
which CORSIKA simulations were performed (blue), the 90% of showers for which Xmax could
be reconstructed (gray), and the final set of showers for which all cuts from Table 6.3 are applied
(green). The latter is the set of events for which the mass composition will be determined later in
this chapter. Note that the reduced number of showers for azimuth angles near 90◦ is the result of
the strength of the geomagnetic emission scaling with ~v× ~B, which depends on the angle between
the shower arrival direction ~v and the geomagnetic field ~B.
In the bottom row of the figure, the fraction of showers of the main quality-cut steps w.r.t.
the full RD-SD set are shown. It illustrates that the cuts roughly cut a constant fraction at any
energy, azimuth angle, and zenith angle. The main exception being the hard cut in energy that
13Four additional showers were simulated (SIMINPUT215400 to SIMINPUT215700) for events that did not pass
the reconstruction in Offline as described in previous chapters. These four and a large part of the 2153 showers did
reconstruct with an experimental new energy fluence reconstruction [55], but this was not further pursued in this
work.
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Table 6.3: Number of air showers remaining after Xmax quality cuts.
Nevents Cut criterium Comment
2153 Offline pre-selection See Section 4.3.2
2063 Has event-bias correction
Simulated radio signals are relatively lower than
measured ones by a factor S which can lead to
less signal stations. If not enough simulations
could be reconstructed, the σXAERAmax estimation
could not be determined reliably (Section 5.3.3.1).
2013 Has Fourier signal interpolation
The Fourier interpolation method for the
energy fluence of the radio emission
footprint (Section 5.3.2.2) requires near-perfect
concentric rings of stations. Under some
conditions tolerances can be exceeded.
1971 Shower ROOT file is readable Some Offline-reconstructed files have
become unreadable for various reasons.
1967 ≥ 5 stations in measured event
Lonely stations, at distances larger than
400 m from the core, are rejected. Also, some
stations have a conflict in the detector
description leading to a rejection. Some
events have less than 5 stations due to this.
1946 Parabola fit succeeded See Section 5.3.5
1725 Parabola fit pχ2/ndf > 0.01 Reject unlikely Xparabolamax fits.
1652 Core offset (radially) < 90 m Outlier rejection in minimization.
1645 Valid 1st-order bias correction See Section 5.3.3.1
1631 Valid 2nd-order bias correction See Section 5.3.3.1
1625 σXAERAmax < 200 g/cm2 Outlier rejection of reconstruction
1107 ESD > 1017.5 eV Energy cut for bias-free SD trigger.
594 Acceptance CDF > 0.9 See Section 6.3.2
was manually imposed. Small possible trends might be observed for the zenith angle and azimuth
angle plots, but considering the large scatter in bins with few events, this is close to compatible
with a roughly constant fraction. The absence of strong features in the cut fractions suggest that
little of the ‘possible residual bias’ is introduced by any of these reconstruction cuts (note that
this full set of cuts (green) had already been applied for the possible residual bias check in the
previous section).
Also plotted in Figure 6.11 is the cosmic-ray energy spectrum from SD (gray dotted line) [67].
It has been scaled to match the distribution of the energies for the RD-SD dataset. It can be
observed that above energies of 1018 eV, the set of AERA showers qualitatively follows the Auger
spectrum. This provides further support to a non-significant residual bias, since the matching
spectrum suggests that (at least at the higher energies) the selection of the AERA showers is not
significantly biased in energy. Consequently this suggests that our AERA shower set is less likely
to be missing a large fraction of showers with a particular Xmax that could give rise to a residual
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Figure 6.11: Effect of several stages of the quality cuts on the distributions of shower energy (left)
and the azimuth and zenith angles of the shower arrival direction (middle and right,
respectively). (Top): The RD-SD set of showers from Chapter 4 for which CORSIKA
simulations were performed (blue), the 90% of showers for which Xmax could be re-
constructed (gray), and the final set of showers for which all cuts from Table 6.3 are
applied (green). The cosmic-ray energy spectrum as measured by SD [67] (gray dashed
line) is scaled to the energy distribution of AERA to illustrate the level of completeness
of the AERA event set. (Bottom): The fraction of showers of the two latter sets (grey
and green) in each bin w.r.t. the full RD-SD set (blue).
bias. To make a more quantitative statement a full detector-efficiency study should be conducted,
but this is beyond the scope of this work, and as such the possible residual bias is necessary to
account for the possible detector inefficiencies.
6.4.2 Resolution of the Xmax Reconstruction
Figure 6.12 shows the uncertainties on XAERAmax for all reconstructed XAERAmax values for showers
after the quality cuts (circles). The results are shown in units of atmospheric depth (left) and
as percentage of the reconstructed XAERAmax (right). Plotted with green squares is the median
resolution in XAERAmax . The median has been plotted because the distribution of the uncertainty
in XAERAmax has an exponential tail that would not be well-described by a calculation of the mean
(see also the right column of Figure 6.13 for the distributions of σXAERAmax ). A generic function
scaling with E−0.5 has been fitted (solid line with 1σ-confidence bands). Note that in practice an
uncertainty of 15 g/cm2 is set as the minimum uncertainty for any event (see Section 6.3.4). The
resolution in the figure is without this uncertainty floor as this would otherwise skew the fit. The
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Figure 6.12: Resolution of the XAERAmax reconstruction method as a function of energy in units of
column density (left) and as percentage of the reconstructedXAERAmax (right). Plotted are
the uncertainties on Xmax for all showers after quality cuts (circles), the median values
after binning (squares), and a generic function scaling with E−0.5 fitted to parametrize
the average resolution (solid line with 1σ-confidence bands). The fitted functions are
quoted in the figures.
resulting median resolution on Xmax as function of the SD energy is given by:





where E is the energy from SD. For illustration, the resolution at E = 1017.5 eV is 45 g/cm2, it
improves to 30 g/cm2 at E = 1017.8 eV, and it reaches 11 g/cm2 at E = 1018.5 eV, after which
the number of showers becomes too low to further evaluate the resolution. For comparison, the
resolution for FD is 25 g/cm2 at E = 1017.8 eV and improves to 15 g/cm2 at higher energies
[157]. The resolution of the radio-Xmax method presented in this work is thus quite competitive.
Compared to the radio template-fitting performed at LOFAR, similar resolutions are achieved
if one compares the resolution at the energies where both detectors see showers with sufficient
stations. LOFAR reported an average resolution of 17 g/cm2 for showers with energies between
1017.0 and 1018.0 eV [53] and 20 g/cm2 after a four-fold increase of their dataset in roughly the
same energy range [61]. AERA reaches the same average resolution at energies of 1018 eV. So, by
employing similar Xmax reconstruction methods, LOFAR and AERA are able to achieve similar
resolutions in the energy ranges that they measure in. If one would compare the Xmax resolution
of this method to Xmax resolutions of other methods or experiments it should be kept in mind
that we find a clear relation between the resolution in Xmax and the energy of the showers. A
direct comparison of single quoted values for average resolutions, as has been the norm in the
past for the radio experiments with typically small sets of air showers, should thus generally be
avoided or at least this strong energy dependence should be kept in mind.
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6.4.3 Results for the Reconstructed Xmax Distribution
Distributions of XAERAmax and σXAERAmax Figure 6.13 shows the distributions of the recon-
structed XAERAmax and σXAERAmax values for all showers after the quality cuts (gray histograms).
Each row shows the results for one of the six energy bins, increasing from top to bottom. Each
energy bin contains the showers in 0.15 decades in energy, except for the last bin that also in-
cludes the several showers at higher energies. The left column shows the (weighted) distribution
of XAERAmax , with plotted on top the Gumbel Xmax distributions for a pure proton mass compo-
sition (red), pure iron mass composition (blue), and the mixed-mass composition as determined
by the Auger FD measurements (black) [41]. These Gumbel distributions are the average of indi-
vidual Gumbel distributions for the energies of the AERA showers in the respective energy bins.
Those individual distributions are also convolved with the uncertainties on XAERAmax for each of
the showers. In this way a direct comparisons between the Gumbel distributions and the XAERAmax
distribution can be made. The binning in Xmax of the AERA data has been gradually increased
per energy bin to reflect the respective drop in the amount of showers each bin contains. Quali-
tatively the AERA distributions are comparable to the Auger mixed composition and especially
for the higher energies also with a dominant proton composition. For the lower-energy bins it
can be observed that the lowest Xmax values are under-represented compared to any of the shown
Gumbel distributions. It was already known from the reconstruction of simulated showers in
Figure 5.16 that the lowest Xmax values were systematically overestimated. The systematic effect
on 〈Xmax〉 was determined earlier to account for this, but that systematic uncertainty is the effect
on the average which does not account for the effect on parts of the distribution.
The cumulative distribution functions (CDF) for the reconstructed AERA values and the
(uncertainty-convolved) proton, iron, and Auger-mix Gumbel functions are shown in the middle
column to better illustrate how the distributions change with Xmax. Added as the green dashed
lines is the systematic uncertainty on 〈Xmax〉. The CDF is built up out of single events, uniformly-
distanced in the vertical direction, so each shower’s uncertainty can be shown as a horizontal error
bar, placed on top of the CDF line.
In the first energy bin it can be observed that, because of the systematic bias in reconstructing
the lowest Xmax values, the AERA CDF line shows an average mass composition lighter than
protons. However, taking into account the systematic uncertainties, it still is compatible with
the tail of the proton Gumbel distribution. For the energy bins at higher energy, the systematic
uncertainty due to the overestimation of low Xmax is known to be much smaller and as such,
the AERA CDF lines show compatibility with a mixed-light composition up to 1018 eV and a
near-pure composition at higher energies. For all energies the AERA Xmax distributions are in
agreement with the Auger FD results within the statistical and systematic uncertainties.
The right column shows the distributions of the reconstruction resolution, σXAERAmax , for the six
energy bins. The region below 15 g/cm2 has been masked because a minimum Xmax uncertainty
was imposed on all reconstructed showers. A general trend with energy can be observed where
the average resolution increases with energy (as was also shown in Figure 6.12). Furthermore, rel-
atively many reconstructions at lower energies have particularly high uncertainties, forming a tail
in the distribution. This can be understood from the fact that at lower energies, the signals from
the showers are generally of lower quality because there are fewer antennas measuring high-SNR
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Figure 6.13: Distributions of XAERAmax (PDF left, CDF middle) and σXAERAmax (PDF right) for the
six energy bins. (Left): AERA results compared to a pure proton mass composition,
pure iron mass composition, and the mixed mass composition as measured by Auger
[41] (Gumbel parametrization for QGSJetII-04 [126, 64] are used). Each Gumbel dis-
tribution is convolved with the AERA uncertainties. All histograms and the Gumbel
distributions are normalized. (Middle): Cumulative distribution of the AERA results
with statistical and systematic uncertainties, compared to the same compositions as in
the left column. (Right): Uncertainties on XAERAmax with a minimum uncertainty floor
at 15 g/cm2 (hatched area).
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Figure 6.14: Mean (left) and spread (right) of the Xmax distribution as measured by AERA in this
work (green). Values are plotted at the weighted average energy of each bin. The
results are compared to predictions from CORSIKA air shower simulation for multiple
hadronic interaction models (lines) for proton (red) and iron (blue) mass compositions
[157] and compared to measurements by LOFAR [61], Tunka-Rex [46], Yakutsk-Radio
[103], Tunka-133 [129], Auger FD [157], HiRes/MIA [22], TA [82], and Yakutsk [130].
Colors have been used to distinguish between detection techniques: Cherenkov light
(blue), fluorescence light (black), and radio emission (red). The statistical uncertainties
on the mean and width of the experimental results are plotted as error bars and the
systematic uncertainties as bands if available.
signals. As expect from this reasoning, the relative number of high uncertainties decreases with
energy. It is important to understand the distribution of these uncertainties because they need to
be subtracted from the measured AERA Xmax distribution in order to derive the underlying natu-
ral distribution of Xmax. The tails of the σXAERAmax distributions underline the importance of using
the bootstrapping method to calculate the natural spread of the Xmax distribution (Equation 6.2).
Elongation plots for AERA The set of showers after all quality cuts (see Table 6.3) are split
in energy bins and for each, the first and second moments of Xmax are now calculated. The first
moment of Xmax, 〈Xmax〉, calculated as the weighted average of all showers in each respective
energy bin, is plotted in the left part of Figure 6.14 (green squares). This figure shows the
elongation rate, i.e. the change of the average Xmax with energy. The statistical uncertainties on
〈Xmax〉 are shown using standard Gaussian error bars and the systematic uncertainty is shown as a
shaded confidence band. The red and blue lines show the theoretical predictions from CORSIKA
for three hadronic interaction models for protons and iron nuclei, respectively. The Xmax results
of several other experiments are also plotted with their statistical uncertainties and if available
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also with confidence bands for their systematic uncertainties. The different colors have been used
to distinguish between detection techniques used for those measurements: Cherenkov light (blue),
fluorescence light (black), and radio emission (red). The AERA results show evidence for a light
to mixed-light composition that seems to get lighter at higher energies.
The AERA results for the second Xmax moment, σ(Xmax), are plotted on the right side of
the figure (green squares). The values are calculated with the bootstrapping procedure (Equa-
tion 6.2) and the uncertainty bars represent the edges of the 1σ quantile of the spread in the
bootstrapping results. No simple standard deviation is shown since the spread in the uncertainty
is not necessarily Gaussian. The green shaded region is the total systematic uncertainty confi-
dence band (see also Figure 6.10). Again the CORSIKA models and the measured results from
several experiments are shown. The AERA results for the second Xmax moment, just like the
first moment, show evidence for a light to mixed-light composition, that seems to get lighter with
increasing energy between E = 1017.5 eV and E = 1018.5 eV.
Comparison to the Auger FD measurements From Figure 6.14 it can be seen that the
AERA 〈Xmax〉 results are consistent with the FD measurements within the quoted uncertainties.
While the systematic uncertainties seem quite large considering the level of agreement, it should
first of all be considered that the two measurements share the systematic uncertainty on the SD
energy scale, which is constructed from calibration to the FD energy scale. This reduces both
systematic uncertainty bands by about 3 g/cm2. Secondly, the determination of the systematic
uncertainties for AERA did not make assumptions on the composition, allowing any average
mass composition consisting of only protons or only iron nuclei. If we were to assume a mixed
light composition, like FD reports, then the composition-dependent AERA systematic uncertainty
on the reconstruction method and the acceptance calculation would be reduced to only a small
contribution14. In that case, the systematic uncertainties would be small and in that case it seems
more reasonable that the AERA results lie so close to the FD results, despite the large systematic
uncertainty band from AERA. This is in part supported by the results of Section 6.2, where the
event-by-event comparison of Xmax between AERA and FD shows no significant systematic bias
and sets an upper limit on the systematic bias of XAERAmax −XFDmax = −5.29± 10.79 g/cm2 between
the two measurements at energies around 1018 eV (see Figure 6.1). This RD-FD dataset contained
mostly Xmax values that would not be considered particularly high or low, which is the situation
where the AERA systematic uncertainties would be significantly lower.
The AERA results of the second moment of Xmax, shown on the right side of the figure,
show compatibility with most of the FD results. Only in the fourth AERA energy bin σ(Xmax)
is somewhat lower than for FD. This particular bin shows a quite sudden drop also w.r.t. the
surrounding AERA energy bins. Looking again at the distribution of XAERAmax in Figure 6.13 this
sudden drop might be explained by having rather few showers at high Xmax values combined with
rather many showers with high σXAERAmax (compared to the other five energy bins). Both effects
work in the same direction in Equation 6.2, resulting in the observed downward fluctuation in
σ(Xmax).
14This happens because the AERA systematic uncertainties originate primarily from systematic uncertainties on
the reconstruction of the very highest or very lowest Xmax, which would not significantly impact the average Xmax
for a (light) mixed composition.
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Comparison to the LOFAR measurements The compatibility of the AERA and FD results
raises the question why some of the measurements by other experiments plotted in Figure 6.14 do
not seem to be compatible (to various degrees). For the other experiments that have determined
Xmax using a similar template-fitting method of radio emission footprints (LOFAR and Tunka-
Rex), this point seems even more peculiar since one would expected them to share some of their
systematic uncertainties. A detailed review of possible systematic uncertainties that have not
been considered before by other experiments, that might go towards explaining the difference, is
described below.
First of all, the LOFAR 2019 results [61], similarly to AERA, use CORSIKA/CoREAS simu-
lations with GDAS atmospheric profiles and the QGSJetII-04 hadronic interaction model. They
also simulate a set of simulations for each measured shower, where then a chi-squared measure
between the energy fluences from the radio antennas is fitted with a parabolic function. For
LOFAR there is no method similar to the bias correction with KDE estimations of reconstructed
simulated showers like in Section 5.3.3.1, but this is expected to be less relevant for LOFAR that
has a denser antenna spacing and thus less chance of mis-reconstructing Xmax, such as can hap-
pen for AERA events that often rely on only five radio antennas. Additionally, the work by the
LOFAR group also performs more simulations per shower, which should reduced some systematic
uncertainties in reconstruction further, reducing the need for a AERA-style bias correction.
Many other differences between the methods do exist. For example, for AERA the minimiza-
tion procedure to find the minimum of the parabola is performed simultaneously for all simulations
while varying the free parameters for core shift and energy scaling. For LOFAR, this minimiza-
tion is performed separately for each simulation, which can lead to multiple solutions for the free
parameters being found for the simulations of the same shower. Then, when the estimation of
the Xmax uncertainty is determined by LOFAR as the spread in reconstructed simulated showers,
this can potentially give biases. Additionally, the AERA reconstruction method accounts for a
possible trend in the Xmax reconstruction bias, as is modelled with a KDE, whereas for LOFAR
it is assumed to not have any such trend. While these effects are expected to be smaller for the
dense LOFAR antenna spacing, it might hint at a source of unaccounted systematic biases for
LOFAR.
Another reason for a systematic difference might be in the energy scales, which is based on
the calorimetric fluorescence measurements for Auger and based on the LORA particle detector
for LOFAR [148]. But there is no indication at this point that this could explain such a large
shift between LOFAR and AERA. In more recent work by LOFAR, the LORA particle detector
energy scale has been replaced by a more precise energy scale based on the radio signal, for which
the systematic uncertainty in cosmic-ray energy has been determined to be 6± 20% compared to
the Auger energy scale [118]. In a future analysis this would reduce the systematic uncertainty
on Xmax from the energy scale down to 1.4± 5.4 g/cm2 between AERA and LOFAR.
Other differences between the arrays, such as the detection efficiency, might result in a heavier
composition for LOFAR due to acceptance effects. LOFAR and AERA both have accounted in
some form for the acceptance, by both, putting cuts on the event selection and parametrizing
the possible residual bias as a systematic uncertainty. The possible residual biases in Xmax have
been investigated by both, but due to limited amount of showers over the full zenith range,
the uncertainty on these possible remaining biases remain large. For LOFAR a value of 3.2 ±
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10.1 g/cm2 is found for the possible residual bias from the zenith angle dependence for both, upper
and lower limits [61]. For AERA this is +3.1 ± 15.0 and −12.4 ± 13.0 g/cm2 for the upper and
lower limits, respectively (Section 6.3.5). Both experiments report a (non-significant) increase of
Ymax with zenith angle and because LOFAR on average is sensitive to lower zenith angles than
AERA, this would result in an additive effect of the two systematic uncertainties. Additionally,
for AERA the possible systematic uncertainties have also been investigated for the dependence
on core position and azimuth angle. This results in a slightly larger total possible residual bias
of +6.9 ± 9.0 and −12.4 ± 13.0 g/cm2, for the upper and lower limits, respectively. This might
provide an additional missing systematic bias on the part of LOFAR that might work towards
explaining the difference between the two measured compositions
Worth nothing is that in the case of a heavier composition in nature than measured with
the Auger FD, the AERA results would shift downwards in Xmax, closer to the LOFAR results
due to the mass-dependent systematic uncertainty on the AERA Xmax reconstruction method.
This effect is however not nearly enough to explain a large systematic shift between LOFAR and
AERA. But, at the very least, this would go in the right direction for more compatible results.
The limited amount of data might provide another way to understand the differences. The
LOFAR data contains very few showers where it overlaps in energy with AERA. Low-number
statistics might mask higher residual systematic uncertainties and furthermore, a low number of
showers in an energy bin can lead to reading too much into uncertainty bars in case of over-
represented or under-represented extreme Xmax values (such as is likely the case for σ(Xmax) in
the fourth AERA energy bin. With the increased size of the LOFAR dataset that is expected in
the near future, more detailed comparison studies can be attempted.
A similar line of reasoning holds for the systematic shift between LOFAR and AERA for
the second moment of Xmax. The amount of data points is quite low for the energies where
the two experiments have overlap. Within the statistical uncertainties the results are only just in
agreement at E = 1017.5 eV and a little better at the highest energy bin of LOFAR at E = 1017.8 eV
due to the very large uncertainties. However, when considering the general trend with energy the
two experiments seem to show the same difference in composition as in 〈Xmax〉 (i.e. LOFAR
seeing a heavier composition in both Xmax moments). No systematic uncertainties on σ(Xmax)
are quoted for LOFAR, but based on the similarity in methods and detection technique, the
systematic uncertainty is likely not significantly larger than the AERA systematic uncertainty.
Finally, it should be considered AERA and LOFAR measure on different hemispheres, and as
such a natural cause for a composition difference can not be excluded. At higher energies, the
Pierre Auger Observatory observed a large-scale anisotropy in the arrival directions of cosmic rays
above E = 8 EeV (E = 1018.9 eV)[10]. At the lower energies where AERA and LOFAR measure,
no such anisotropy has been found, but it does illustrate that a composition difference due to
physical processes, rather then systematic effects, remains a possibility.
Comparison to other experiments For other radio experiments, like Tunka-Rex, compar-
isons are more challenging. Their Xmax reconstruction method [46] differs more from AERA than
LOFAR does, the number of showers with reconstructed Xmax is even lower for Tunka-Rex (196
for LOFAR compared to 77 for Tunka-Rex), and systematic uncertainties on the reconstruction
and the energy scale are less well-studied. For the Tunka-Rex event selection, however, the detec-
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tor efficiency was studied and a cut on the acceptance was applied, so concerning the acceptance
little systematic uncertainty would be expected. For the Tunka-Rex (2018) Xmax results [46] there
seems to be some agreement with AERA for a lighter composition at the lower energies, but at
the highest Tunka-Rex energy bin the composition seems to become heavier again according to
Tunka-Rex. That last energy bin, however, contains just 10 showers, so the statistical uncertainty,
which is lowest in the bin with the fewest events, is possibly affected by undersampling. Overall,
the systematic uncertainties for Tunka/Tunka-Rex are less well-studied w.r.t. Auger and LOFAR
and as such are not in Figure 6.14.
The Yakutsk-Radio array uses a parametrization of the slope of the intensity of the radio
emission footprint to determine Xmax [127]. Their results suggest a heavier composition than
AERA, but no systematic uncertainties are reported, limiting any meaningful comparison between
Yakutsk-Radio and AERA.
For the two fluorescence-light 〈Xmax〉 measurements (besides Auger FD) in Figure 6.14, there
is partial agreement with AERA. The HiRes measurements [22] seem to show a heavier com-
position than AERA at 1017.5 eV, although still being compatible within the uncertainties. At
higher energies HiRes shows a light composition, both in agreement with AERA and Auger FD
measurements. The results from Telescope Array (TA) [82], although slightly heavier in average
composition for both Xmax moments, are also compatible within the uncertainties. Detailed com-
parisons between Auger FD and TA results have been done in the past [156] and because of the
close agreement between the AERA and FD Xmax distributions, a similar argument can likely be
made for agreement between TA and AERA.
The Cherenkov-light measurements of Yakutsk [130] are in agreement with both Xmax mo-
ments from AERA within the uncertainties, although, just as for HiRes, the composition seems
lighter for AERA for 〈Xmax〉. For σ(Xmax) the two experiments agree on a light composition. The
Tunka-133 Cherenkov-light measurements [129] generally show a heavier composition, but as for
the Tunka-Rex measurements, no comprehensive systematic uncertainties are available, limiting
also here any meaningful comparison to AERA.
Summarizing, the AERA results show agreement with many of the previous measurements
and provide further evidence for a light mixed composition at E = 1017.5 eV that becomes
lighter towards 1018.5 eV. No particular grouping of Xmax results is observed for the different
detection techniques. Whereas previously the other radio experiments generally suggested a
heavier component than for the fluorescence-light measurements, the AERA results suggest now
that a combination of the limited size of the air shower datasets and limited knowledge of detector-
specific systematic uncertainties are a more likely explanation for the previous grouping instead
of a radio-specific systematic uncertainty.
6.4.4 Mean Logarithmic Mass
The interpretation of Xmax can be better appreciated if it is converted to the mean logarithmic
mass, 〈lnA〉. The same can be done for σ(Xmax), which can be written in terms of the spread
in the mean logarithmic mass, conventionally shown as σ2lnA. This conversion depends on the
assumed hadronic interaction model. A parametrization for these two quantities, using CONEX
simulations for various hadronic interaction models, was created in earlier work by the Pierre
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Figure 6.15: Mean logarithmic mass (top) and spread in the mean logarithmic mass (bottom) for
the AERA mass composition results and for several other experiments. Experimental
Xmax data is interpreted using three hadronic interaction models: EPOS-LHC (left),
Sibyll 2.3d (center), and QGSJetII-04 (right). Xmax data from: LOFAR [61], Auger
FD [157], and Yakutsk [130] (see also Figure 6.14). Systematic uncertainties are shown
where available. The hatched region marks where σ2lnA reaches unphysical negative
values.
Auger Collaboration (2013) [20] and was updated in 2020 to include the most recent versions of
the models [126]:





b · σ2p + f2E
, (6.16)
where for the first ln(A) moment, 〈lnA〉, the mean of the measured Xmax distribution is shifted
with the mean of the Xmax distribution for a pure proton mass composition (〈Xmax〉p) and scaled
by the parametrization fE , that depends on energy and is parametrized with CONEX simulations
for various hadronic interaction models15. The second moment, σ2lnA, depends on the width of
the Xmax distribution, the intrinsic shower-to-shower fluctuations σsh which is a parametrized
function of the intrinsic fluctuations for protons σp and the average composition 〈lnA〉, and the
hadronic interaction model-specific parameter b and again function fE .
15This equation is similar to Equation 1.6, however it also accounts for small deviations from the linear relation
between 〈Xmax〉 and 〈lnA〉 that would only hold if an air shower caused by a particle of mass A can be described
as a superposition of multiple proton showers. Slight deviations from this have been shown from simulations [20].
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Figure 6.15 shows the results of the calculations of the two moments of mean logarithmic mass
for the AERA Xmax data for three hadronic models: EPOS-LHC, Sibyll 2.3d, and QGSJetII-04.
Systematic and statistical uncertainties of 〈Xmax〉 and σ(Xmax) have been propagated. Note that
the second moment of ln(A) depends on both the mean and the width of the Xmax distribution
and as such has relatively larger systematic uncertainties compared to the second moment of
Xmax. The most important model to look at is QGSJetII-04, since this is the model that was
used to simulate the showers in this analysis. This model is known to predict lower masses and a
lower spread in the masses compared to EPOS and Sibyll [20]. σ2lnA reaches unphysical negative
values at higher energies for many of the experimental measurements. Note, that the results have
only been plotted for a selected number of experiments, since the mean logarithmic mass is just
a transformation from the Xmax results of Figure 6.14 (where comparisons were already made
between experiments).
The AERA 〈lnA〉 results (for QGSJetII-04) show compatibility with a light mixed mass com-
position between helium nuclei and protons at E = 1017.5 eV, that gradually changes to a composi-
tion with nearly only protons at E = 1017.5 eV. Interpreting the AERA results using EPOS-LHC,
a slightly heavier average composition is found consisting of helium nuclei, that changes to a mix
of protons and helium nuclei, respectively for the same energies. For Sibyll 2.3d, the resulting
average composition would be again heavier, going from a light mix of nitrogen and helium nuclei
to a near-pure helium mass composition. The σ2lnA results of AERA provide supporting evidence
for a rather narrow range of masses for the composition. The spread in the mean composition is
widest for EPOS-LHC, and gets progressively narrower for Sibyll and QGSJet.
Furthermore, the observed unphysical spreads at high energies, when interpreting the results
of the various measurements using the QGSJetII-04 model, argue against the complete validity
of that hadronic model. The AERA results suggest a similar trend, but within its uncertainties,
the spread is still compatible with a physical positive spread in the composition.
6.5 Astrophysical Interpretation
The origins of high-energy cosmic rays have been a long-standing open question in astrophysics.
For some time now, it has been generally accepted that the particle acceleration in the shock
waves of supernova remnants (SNR) is a prime candidate for the source of cosmic rays in our
Galaxy. This is supported by theoretical modelling of diffusive shock acceleration of particles
[40] that produces a cosmic-ray energy spectrum compatible with radio [77], X-ray [151], and
gamma-ray [23] observations of SNR, thus linking this acceleration mechanism to the astrophysical
objects. Combined with the knowledge on the rate of supernova explosions in the Milky Way,
sufficient cosmic rays could be produced to explain the observed spectrum [147]. Recently, with
the discovery by HAWC of PeV emission by star-forming galaxies [15], also another promising
source-type presented itself, illustrating that the search for the sources of cosmic rays remains a
matter of active research.
The energy spectrum of cosmic-rays (see Figure 1.3) can be explained by the rigidity-dependent
leakage from the Galaxy of, first, the lighter particles, followed successively by heavier species
[89, 44]. The leakage is governed by galactic magnetic fields that can more easily contain the
particles with low rigidity. So, when one by one the lighter particles escape, the energy spectrum
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measured on Earth gets steeper and the composition becomes heavier. The energy range where
this steepening occurs, is called the transition region, i.e. the region where the cosmic-ray spectrum
transitions from cosmic rays coming from our Galaxy, to being dominated by extragalactic sources.
This is expected to occur between energies of 1017 to 1018 eV. The extragalactic contributions
are generally ascribed to originate in radio galaxies [132, 65, 114], gamma-ray bursts [153, 150],
the jets of active galactic nuclei (AGN) [112, 134], or tidal disruption events (TDE) near (super)
massive black holes [81, 37, 48]. A more thorough review of source models can be found in for
example [36, 30].
However, Hillas (2005) [88] showed that the observed cosmic-ray energy spectrum cannot be
explained by just the SNR and extragalactic components. He proposed a second galactic com-
ponent of cosmic-rays that are re-accelerated to higher energies by type-II supernovas (exploding
red supergiants). Another model, by Berezinsky et al. (2006) [43], tried to explain the ‘miss-
ing flux’ by extragalactic cosmic-ray protons that, when interacting with the cosmic microwave
background (CMB), create an additional cosmic-ray contribution in the transition region. This,
however, would require a very high fraction of the extragalactic component to consist of protons,
which is currently disfavoured by observations [157].
The observations of the mass composition of cosmic rays in the transition region (see Fig-
ure 6.16) show a similar picture. The composition of galactic cosmic rays, accelerated by su-
pernova remnants (SNR), would be expected to get heavier at the start of the transition region
(E ∼ 1017 eV) when lighter particles start leaking out of the Galaxy. Thereafter, contrary what
one would expect from the leakage of lighter particles, the composition starts to become lighter
again. At higher energies in the transition region (E ∼ 1018.5 eV) the extragalactic component
starts to dominate the flux and the composition gradually gets heavier again.
Building on these ideas for a second galactic component, Thoudam et al. (2016) [147] in-
vestigated several of these ideas to try to explain the trend in the observations towards a light
composition in the transition region. They showed that a second galactic component from super-
nova explosions of Wolf-Rayet stars is able to explain the current observational data of both, mass
composition and of the cosmic-ray flux. Wolf-Rayet stars are massive stars that have shed their
outer lays in a strong stellar wind. When such a star goes supernova, its shock wave, travelling
through the strong stellar winds, is able to accelerate cosmic rays to higher energies than in regular
supernova explosions. Figure 6.16 shows predicted ln(A) values, for this Wolf-Rayet cosmic-ray
model (WR-CRs), for two carbon-to-helium fractions (C/He) of the stellar winds, each combined
with three extragalactic cosmic-ray source models. A short description of the three extragalactic
models is given below, before comparing the predictions to the AERA measurements.
The first extragalactic model shown in the figure, the EG-Minimal model, attempts to model
the minimum contribution the extragalactic component could give, considering the composition
and flux measured at the highest energies by the Pierre Auger Observatory. The second model,
EG-UFA, considers an additional light component in the transition region caused by photo-
disintegration of heavier particles in, for example, gamma-ray bursts [119] or in tidal disruption
events [66]. The third model, EG-PGS, models an additional light component of protons and
helium nuclei that was accelerated in the early universe during cluster formation [131].
An alternative second contribution to the galactic cosmic-ray flux, is the contribution of re-
acceleration of cosmic rays in galactic-wind termination shocks (GW-CRs) [109]. This was also
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Figure 6.16: Mean logarithmic mass for multiple experiments and multiple cosmic-ray source mod-
els. Experimental Xmax data is interpreted, using three hadronic interaction models.
The region between solid gray lines marks the approximate range of measured values.
These bands are based on the ones from Kampert & Unger (2012) [100], but updated
with more recent data. Cosmic-ray source models from: Thoudam et al. (2016) [147].
Measured Xmax data from: LOFAR [61], Tunka-Rex [46], Yakutsk-Radio [103], Tunka-
133 [129], Auger FD [157], HiRes/MIA [22], TA [82], and Yakutsk [130]. Experiments
that measure using the radio-detection technique are colored in black (and AERA in
green). All other experiments are colored in gray.
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modelled by Thoudam et al., but was disfavoured by observational data and as such not evaluated
in detail with different extragalactic models. Figure 6.16 shows this model as the green line (which
flattens to zero after E = 1018.5 eV due to the choice of extragalactic model, that does not include
a heavy component).
In the remainder of this section, these proposed models will be evaluated to gain some insight
in the possible astrophysical implications of the AERA composition results. Figure 6.16 shows
various model predictions from Thoudam et al. (colored lines), with the composition results from
various experiments. A gray band has been added around the regions with observational data to
guide the eye. This band is based on similar bands in Kampert & Unger (2012) [100], but has
been updated with more recent observations. The experiments that measure the air showers with
radio antennas are highlighted in black to emphasize the increased range in energies that AERA
now provides (green squares). Interpretation of the observational Xmax data in terms of ln(A)
depends on the hadronic interaction model, so plots are shown for EPOS-LHC, Sibyll 2.3d, and
QGSJetII-04 16.
For the QGSJetII-04 model, at an energy of 1017.5 eV, AERA shows a light mixed composition
with an average mass between protons and helium nuclei. When considering also the systematic
uncertainty band, a somewhat heavier composition, consistent with helium nuclei, cannot be
excluded. The composition gradually increases to a near-pure proton composition at 1018.5 eV.
Considering the two main source models, the AERA data favours the WR-CRs model with a
small C/He fraction above a large fraction or the GW-CRs model, but in general, all these
models predict a composition that is too heavy for being compatible with AERA (and several
other experiments for that matter). An even lighter C/He fraction would be required to explain
the observed values.
For the EPOS-LHC hadronic interaction model, the AERA composition would be a little
heavier, being compatible with an average composition between protons and helium nuclei. The
WR-CRs models with a low to moderate C/He fraction would be consistent with the AERA
data. The GW-CRs model is again disfavoured. The EG-UFA extragalactic source models are
slightly preferred over the EG-PCS model for the reason that the EG-UFA photo-disintegration
process produces a slightly lighter composition. However, taking into account the systematic
uncertainties, no strong distinction between the EG-UFA and EG-PCS can be made.
Sibyll 2.3d predicts the heaviest composition of the three interaction models, predicting an
average AERA composition just above helium. The GW-CRs model does not describe the AERA
data particularly well, but a small contribution at 1017.5 eV and 1018.5 eV cannot be entirely ruled
out within the systematic uncertainties. The WR-CRs models are in good agreement and the
models with higher C/He fraction would be favoured over a low fraction. The EG-PCS models
generally are favoured over the UFA models in this case. The EG-minimal model with low C/He
fraction for the Wolf-Rayet stars would also be compatible with the AERA observations. Within
16It should be noted that the AERAXmax reconstruction was done solely with air shower simulations of QGSJetII-
04, and included a systematic uncertainty to account for the Xmax reconstruction when using EPOS-LHC (5 g/cm2,
as determined by Buitink [54] on which the method here is based). Due to computational limitations, this could not
be specifically re-evaluated for this reconstruction here. The difference with Sibyll 2.3d has not been determined,
but is likely to be of similar order. Considering that the systematic uncertainty on the AERA Xmax reconstruction
is by far the dominant systematic uncertainty in this analysis, the exact value of the systematic uncertainty on
Xmax for the choice of hadronic interaction model is not expected to matter significantly.
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the systematic uncertainties of AERA all WR-CRs models, except for the very low-C/He fractions
with UFA extragalactic component and the very heavy high C/He fraction with EG-Minimal
model, are compatible.
The differences in interpretation for the three hadronic interaction models, is a main limiting
factor to distinguish between cosmic-ray source models. However, in all cases, the galactic-wind
model is ruled out as the main source of the second galactic cosmic-ray component. Previous
radio Xmax measurements from LOFAR, Tunka-Rex and Yakutsk could not rule this out due to
the low number of events at energies above 1017.5 eV and in the case of Tunka-Rex and Yakutsk
also for lack of an extensive estimate of their systematic uncertainties.
To conclude, the very light composition measured with AERA in the transition region, by
itself, will generally support any model that results in a comparable light composition. For the
range of models (source models and hadronic interaction models) presented here, that seems
compatible with the models of light cosmic-ray particle acceleration in Wolf-Rayet supernova
explosions and possibly a contribution of photo-disintegration of heavier particles in, for example,
gamma-ray bursts or in tidal disruption events. One should, however, keep in mind that while
these models are quantitatively in agreement, each of the models has its own assumptions and
associated uncertainties. The presented interpretation should be read with that in mind.
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6.A Appendix
6.A.1 AERA and FD Comparison without Energy Normalization
The correlation between FD and AERA Xmax in part originates from the increasing average
Xmax with energy. For that reason, Figure 6.1 removed this trend, before comparing the two
Xmax estimates. It is often common practice to still directly compare the Xmax values themselves,
so this is plotted here for the same data plotted in Figure 6.17. Only the top left figure changes
as a results. For the differences in the three other plots, the energy normalization drops out of
the equations each time.
Figure 6.17: Results of the comparison of Xmax for showers measured with both FD and AERA.
Plotted are the Xmax values (top left), the distributions of Xmax (top right), event-to-
event differences in Xmax in units of slant depth (bottom left) and standard deviations
(bottom right). The same figure with the energy normalization is listed in Section 6.2.
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6.A.2 AERA and FD Comparison with Strict FOV Cut
Figure 6.18: Results of the comparison of Xmax for showers measured with both FD and AERA.
Only showers with Xmax in the FD FOV are included. Plotted are the Xmax values
(top left), the distributions of Xmax (top right), event-to-event differences in Xmax in
units of slant depth (bottom left) and standard deviations (bottom right). The same
figure with the relaxed FOV cut is listed in Section 6.2.
In Section 6.2 the results of comparing Xmax between FD and AERA were shown. The choice
was made to include showers that were measured by FD up to 100 g/cm2 outside its field of
view. If one were to require that Xmax was measured in the FOV of FD, then this should give
a higher-quality set of reconstructions, but that would be at the cost of a reduced number of
showers. Figure 6.18 now shows the same figure as in Section 6.2, but for the strict FOV cut.
As before, Xmax values are normalized to a shower energy of 1018 eV to remove the effect of the
Xmax elongation rate from the correlation r.
The correlation between the two measurements is lower than for the less strict FOV cut, likely
as a result of the reduced number of showers. The systematic offset of −0.05 ± 11.13 g/cm2 is
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smaller than for the less strict FOV cut, but the results are consistent within the uncertainties.
Considering that this set of showers likely has higher-quality FD Xmax estimations and that the
agreement to the AERA values increases, suggests a possible better agreement than the less strict
FOV cut suggested.
6.A.3 Distribution of Xmax for a Less Strict Cut on Acceptance
Figure 6.19: Evaluation of the mean (left) and spread (right) of the Xmax distribution as measured
by AERA (green) under relaxed acceptance cuts (requiring only 20% reconstructability
instead of 90%). The figure is otherwise identical to Figure 6.14 that shows the final
results of the AERA analysis for the strict cut on the acceptance.
Chapter 6 showed the results for the systematic uncertainty estimation and the results for the
moments of Xmax for an acceptance cut where at least 90% of a proton and iron Gumbel Xmax
distribution should be detectable. The data-driven determination of the systematic uncertainties
allows us to be flexible and investigate the effect of a less strict acceptance cut. In that case we
would accept some additional systematic uncertainty as a price for an increase in the number of
showers. A less strict cut at 20%, instead of 90%, is now set and the systematic uncertainty and
final Xmax moments are determined again.
Figure 6.19 shows the Xmax results, determined and displayed in the same way as for the strict
cuts in Figure 6.14. The number of showers has roughly doubled (from N = 594 to N = 1007)
which also means that it extents to slightly higher energies. The mean Xmax is on average slightly
lower than before. This can be explained from the fact that low Xmax values have wider footprints
and are thus easier to be detected by AERA. For this less strict acceptance cut, relatively more
lower Xmax values will be present than when requiring a strict acceptance cut. The upper limit
of the systematic uncertainty band of the mean Xmax stays roughly at the same level. This
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Figure 6.20: Overview of systematic uncertainties on 〈Xmax〉 (top) and σ(Xmax) (bottom) under
relaxed acceptance cuts. The figure is otherwise identical to Figure 6.10 that shows the
final systematic uncertainties of the AERA analysis for the strict cut on the acceptance.
is exactly what one would expect from the systematic bias calculation for acceptance, since it
evaluates the effect the acceptance cut has on the mean Xmax. The systematic uncertainty band
on the lower side extends slightly to lower values compared to the strict cut. This also was to
be expected, since the lowest Xmax values, that are overrepresented in this set of showers, were
already known to be biased to higher Xmax. As a result of that, the systematic uncertainty
increased accordingly. Considering this, a relaxing of the acceptance cuts would not provide
sufficient additional information, in terms of a gain in the amount of showers, to warrant relaxing
the acceptance cut below 90%.
The second moment of Xmax, σ(Xmax), is also slightly lower for the 20% acceptance cut. The
reason for this can be found in the combination of firstly, a more biased Xmax distribution having
a slightly smaller width of its distribution, and secondly, events that are of lower quality, such
that they don’t survive the acceptance cuts, will have relatively higher uncertainties. These two
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effects, considering Equation 6.2, both lower the value of σ(Xmax).
Figure 6.20 shows the systematic uncertainties for the reconstruction with the relaxed ac-
ceptance cut. The systematic uncertainty for the acceptance has increased from a typical value
of 0 − 4 g/cm2 to 0 − 10 g/cm2. Additionally, the possible residual bias has increased from
+3.1± 15.0 and −12.4± 13.0 g/cm2, for upper and lower limits of the zenith angle-dependence,
to +5.1 ± 6.4 and −19.0 ± 6.6 g/cm2, because many showers that are biased towards low Xmax,
were now accepted by the relaxed 20% cut. The uncertainties on the residual bias for zenith angle
have decreased, because this set of showers contains more showers at lower zenith angles, that
were cut away by the strict acceptance cut. The fit uncertainty decreased because of this.
6.A.4 Distribution of Xmax Without any Cut on Energy
Figure 6.21: Evaluation of the mean (left) and spread (right) of the Xmax distribution as measured
by AERA (green) without the cut on energy at 1017.5 eV. The figure is otherwise
identical to Figure 6.14 that shows the final results of the AERA with the energy cut.
The limits of the AERA Xmax reconstruction method are investigated by removing the cut
on energy at 1017.5 eV. The two moments of Xmax are calculated again with no further changes
from Chapter 6. The results of this are shown in Figure 6.21. The showers are put in bins of
the same size as before, but below 1017.5 eV only the bins for log10(E) = 17.20 − 17.35 and
log10(E) = 17.35−17.50 contain showers that remain after all other quality cuts. That lowest bin
only contains nine showers, so the two bins are merged into one. Figure 6.23 shows the systematic
uncertainties for the acceptance and reconstruction method for this energy bin below 1017.5 eV.
It is clear that this reconstruction method starts to degrade in quality at these low energies,
reaching a systematic bias of more than 35 g/cm2, for a hypothetical pure iron mass composition,
and nearly −13 g/cm2 for a proton mass composition. This happens, because at the low energies,
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Figure 6.22: Overview of systematic uncertainties in 〈Xmax〉 (top) and σ(Xmax) (bottom) without
the cut on energy at 1017.5 eV. The figure is otherwise identical to Figure 6.10 that
shows the final systematic uncertainties of the AERA analysis that does include the
energy cut.
the quality of the measured showers goes down (there are fewer stations, with lower signals, and
with lower signal-to-noise), which negatively affects the reconstruction of Xmax.
That is not to say that nothing can be learned from this energy bin. First of all, it provides
an estimate of the mass composition at lower energies. And secondly, it shows the low-energy
threshold of this method, when applied to AERA showers, to be around 1017.5 eV. The default
cut at 1017.5 eV, used in Chapter 6, was coincidentally also motivated by the SD event trigger,
that only above this energy, is bias-free in Xmax. The AERA set of showers, however, is possibly
also not completely bias-free, as is parametrized in the possible residual bias. This residual bias
is observed in Figure 6.22 to increase for the set of showers that also includes the lower-energy
showers (as compared to set default set with the cut on energy). This estimation of the systematic




Figure 6.23: (a) Systematic uncertainty on the acceptance for 〈Xmax〉 and σ(Xmax), for the showers
with energies between log10(E) = 17.20−17.50 (none are present below E = 1017.2 eV).
The same plot for all other energy bins, above the default 1017.5 eV energy threshold,
are shown in Figures 6.24 to 6.29.
(b) Systematic uncertainty on the reconstruction method for 〈Xmax〉 and σ(Xmax), for
the showers with energies between log10(E) = 17.20−17.50. The same plot for all other
energy bins, above the default 1017.5 eV energy threshold, are shown in Figures 6.30 to
6.35.
186 Chapter 6 : Mass Composition with AERA
of the SD trigger. So, the low-energy bin at log10(E) = 17.20 − 17.50 can be said to, at the
very least, put limits on 〈Xmax〉 and σ(Xmax), which suggest an average mixed-light composition
between protons and nitrogen nuclei.
6.A.5 Systematic Uncertainties per Energy Bin on Event Acceptance
The method to calculate the acceptances had been calculated in Section 6.3.2. The resulting
systematic uncertainty on 〈Xmax〉 and σ(Xmax), because of the acceptance, was shown in detail
for one particular energy bin in Figure 6.6. The same plot for all six energy bins are shown in
Figures 6.24 to 6.29.
6.A.6 Systematic Uncertainties per Energy Bin on the Xmax Reconstruction
The method to calculate the systematic uncertainty on 〈Xmax〉 and σ(Xmax), because of the
Xmax reconstruction method, was shown in detail for one particular energy bin in Figure 6.8 in
Section 6.3.3. The same plot for all six energy bins are shown in Figures 6.30 to 6.35.
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Figure 6.24: Calculated acceptances for energy bin 1 (out of 6) of the AERA RD-SD dataset. The
figure is similar to Figure 6.6.
Figure 6.25: Calculated acceptances for energy bin 2 (out of 6) of the AERA RD-SD dataset. The
figure is similar to Figure 6.6.
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Figure 6.26: Calculated acceptances for energy bin 3 (out of 6) of the AERA RD-SD dataset. The
figure is similar to Figure 6.6.
Figure 6.27: Calculated acceptances for energy bin 4 (out of 6) of the AERA RD-SD dataset. The
figure is identical to Figure 6.6 and repeated here for completeness.
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Figure 6.28: Calculated acceptances for energy bin 5 (out of 6) of the AERA RD-SD dataset. The
figure is similar to Figure 6.6.
Figure 6.29: Calculated acceptances for energy bin 6 (out of 6) of the AERA RD-SD dataset. The
figure is similar to Figure 6.6.
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Figure 6.30: Estimated systematic uncertainty on the Xmax distribution due to the XAERAmax recon-
struction method for energy bin 1 (out of 6) of the AERA RD-SD dataset. The figure
is similar to Figure 6.8.
Figure 6.31: Estimated systematic uncertainty on the Xmax distribution due to the XAERAmax recon-
struction method for energy bin 2 (out of 6) of the AERA RD-SD dataset. The figure
is similar to Figure 6.8.
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Figure 6.32: Estimated systematic uncertainty on the Xmax distribution due to the XAERAmax recon-
struction method for energy bin 3 (out of 6) of the AERA RD-SD dataset. The figure
is similar to Figure 6.8.
Figure 6.33: Estimated systematic uncertainty on the Xmax distribution due to the XAERAmax recon-
struction method for energy bin 4 (out of 6) of the AERA RD-SD dataset. The figure
is identical to Figure 6.8 and repeated here for completeness.
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Figure 6.34: Estimated systematic uncertainty on the Xmax distribution due to the XAERAmax recon-
struction method for energy bin 5 (out of 6) of the AERA RD-SD dataset. The figure
is similar to Figure 6.8.
Figure 6.35: Estimated systematic uncertainty on the Xmax distribution due to the XAERAmax recon-
struction method for energy bin 6 (out of 6) of the AERA RD-SD dataset. The figure
is similar to Figure 6.8.
Chapter 7
Conclusion and Outlook
In Chapters 1 and 2 it was described that much progress has been made in the past decade in
reconstructing the properties of cosmic rays and the extensive air showers they initiate. The
detection with radio antennas in particular has made large leaps in recent years. Experiments
such as AERA and LOFAR have provided understanding of the radio emission mechanisms, tested
various antenna designs, created frameworks for the reconstruction of the electric field signals,
and learned how to characterise and reduce the effects of RFI background noise.
This has resulted in the ability to determine the energy of cosmic rays and to get hints of the
particles they consist of. This work now makes a significant step forward in understanding the
particle types of cosmic rays using the radio technique. Compared to other radio arrays, AERA
provides the largest detection surface area and thus the highest sensitivity to higher-energy cosmic
rays. Compared to earlier investigations of the particle type with AERA, this work makes use of
several years of additional measurements and, above all, a greater understanding of systematic
uncertainties. By bringing together the improvements that have been tried over the past years
at the various radio experiments, and building on top of that, it now brings to maturity, the
understanding of the types of particles in cosmic rays as measured at AERA. Determining the
types of particles, i.e. the mass composition, has been the goal in this work.
7.1 Discussion of Results
In Chapter 3 we brought together the elements that are needed to reconstruct the air-shower
properties using the various detector techniques (particle, fluorescence-light, and radio detectors)
at the Pierre Auger Observatory. This allows for a hybrid approach of the reconstruction where
the signals of these detectors are combined. The particle detectors (SD) by themselves are used to
reconstruct the arrival direction and energy of the showers. Combined with the fluorescence
detectors (FD), this provides an improved direction reconstruction, a calibration for the shower
energy, and adds the information on the mass composition. In the same way as FD, the radio
detector (AERA), can provide these same things. And importantly, this provides an independent
measurement of these properties, while probing different aspects of the air showers. In this
chapter we made improvements to the timing calibration of the radio antennas of AERA. We set
up CORSIKA/CoREAS air shower simulations for the simulation of radio emission, for showers
as measured by AERA. We combined this with a simulated detector description to reconstruct
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the air shower properties of the simulated showers as if they were actual showers measured by
AERA. This lays the foundation to interpret the measured showers using the information from
the simulated showers.
In Chapter 4 we increased the quality of the air shower reconstructions, by implementing
a bad station rejection algorithm, that increases the purity of the set of measured air showers
and makes the air shower reconstruction more reliable. We implemented this in the standard
AERA shower reconstrution, so that it can also benefit all future analyses. We then made a
selection of the high-quality air showers, by applying various quality cut criteria, including cuts
on the AERA reconstruction quality, on agreement between the AERA and SD reconstruction,
and on electromagnetic disturbances in the atmosphere due to thunderstorms that can affect the
measured radio signals.
In Chapter 5 we combined the elements of previous chapters, to build a method to reconstruct
the atmospheric depth of the shower maximum (Xmax), which is our probe for the mass compo-
sition of cosmic rays. We developed several procedures to more efficiently simulate a large set of
about 58000 CORSIKA air shower simulations to study Xmax for the more than 2000 high-quality
air showers that we reconstructed in Chapter 4. One of these procedures is a parametrization of
Xmax as function of the height where the cosmic ray first interacts and starts the particle cas-
cade resulting in an extensive air shower. This procedure reduced the number of simulations we
needed to perform per measured air shower. For our Xmax reconstruction method, we build upon
the method developed for LOFAR by Buitink (2016) [54]. We included the GDAS atmospheric
models, using the gdastool [115], for a more accurate simulation of radio emission in CORSIKA.
We set up these CORSIKA simulations to match, as accurately as possible, the conditions of the
measured air showers. We created 27 dedicated simulations (12 for iron nuclei and 15 for protons)
for each of the 2153 high-quality AERA air showers. Besides the use in this work, this set of
simulations, currently the largest of its kind, will be able to function as the basis for a range of
other future studies.
We made improvements to the simulation-template fitting method of Buitink, accounting also
for limitations specific to sparse radio arrays with multiple irregularly-spaced antenna grids and
with multiple antenna types. We found that that these limitations, if not treated properly, can bias
the Xmax reconstruction and affect the estimation of the uncertainty on this Xmax reconstruction.
We performed many cross-checks for method stability and evaluated our reconstruction quality
using the vast CORSIKA simulation set.
In Chapter 6 we applied this reconstruction method to the dataset from Chapter 4. We
carefully accounted for the systematic uncertainties on the energy fluences of the radio antennas,
reconstructed for measured and simulated showers. We showed that the identified systematic
biases are compatible with our current understanding of the various systematic uncertainties in
the reconstruction of the radio signal of air showers. We showed that our Xmax reconstruction in
this way provides independent evidence that, within our systematic uncertainties, we have a good
understanding of the radio signal, the CORSIKA/CoREAS simulations, and the reconstruction
of general air shower properties.
For a subset of showers, measured with both AERA and FD, we performed a shower-to-
shower comparison of the reconstructed Xmax values. We have shown the compatibility of our
method, with the independent, established, fluorescence-light Xmax reconstruction method. We
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showed that there is little to no systematic bias between AERA and FD, which sets an upper
limit on the systematic uncertainty on Xmax, for showers with energies around 1017.5 − 1018 eV,
of XAERAmax −XFDmax = −5.29± 10.79 g/cm2.
We showed that the average resolution of our Xmax reconstruction for AERA, is 45 g/cm2
at the lowest energies in our analysis (E = 1017.5 eV), 30 g/cm2 for roughly the average energy
(around E = 1017.8 eV), and 11 g/cm2 for the highest energy showers (E = 1018.5 eV). This makes
the resolution of this method quite comparable to the fluorescence method, that for the latter
two energies achieves 25 g/cm2 and 15 g/cm2, respectively. For the lower energies, AERA can
not match the resolution FD achieves. The radio technique, however, has the added value that it
essentially has a 100% duty cycle, compared to about 10% for the fluorescence technique that re-
quires dark and clear nights. The AERA resolution is an improvement compared to previousXmax
reconstruction methods applied at AERA. For example, using the GeoCE LDF parametrization
achieved a resolution of 90 to 40 g/cm2 on Xmax, over a similar energy range [55]. Compared to
LOFAR, where a similar simulation template-fitting method to our reconstruction method is used,
comparable resolutions in Xmax are achieved (if one accounts for the different energy regimes in
which they measure); both achieve a resolution between 40 and 10 g/cm2 over their respective
energy ranges [61].
We did and extensive survey of sources of systematic uncertainty onXmax for our method when
applied to AERA data. We included the previously identified systematic uncertainties on the SD
energy scale, of the GDAS atmospheric model, and of the choice of hadronic interaction model
in CORSIKA. Next, we went beyond any systematic uncertainty study previously done for radio
Xmax measurements. We performed a simulation-driven estimation of systematic uncertainties,
as function of energy, on the mean and width of the Xmax distribution that we are trying to
measure with AERA. We did the same for the effects of detector efficiency, applying anti-bias
cuts to reject showers that would not have been detected if the shower had had a different Xmax.
Finally, we quantified the possible residual bias in Xmax, that might result from showers that we
possibly did not see and from any of our quality cuts on the reconstruction that might have cut
asymmetrically into the Xmax distribution.
After having gained sufficient understanding of the Xmax reconstruction resolution and sys-
tematic uncertainties, we determine the cosmic-ray mass composition from these measurements.
We find an average Xmax of 689.4 ± 8.2(stat.) +14.8−32.4(syst.) g/cm2 at E = 1017.6 eV that gradu-
ally increases to 749.8 ± 15.3(stat.) +17.5−20.8(syst.) g/cm2 at E = 1018.4 eV. For the same energies,
respectively, the width of the Xmax distribution is found to be 58.2+13.0−13.3(stat.)
+1.6
−0.6(syst.) g/cm2
increasing slightly to 63.9+13.6−13.5(stat.)
+8.1
−6.9(syst.) g/cm2.
Next, we compare our measured Xmax distribution to other experiments. We show good agree-
ment with the FD results, both, in the mean and the width of the Xmax distribution (first and
second moments of Xmax), and the general shape of the distribution [157]. Comparing to other ra-
dio experiments, we observe that previously there seemed to be a grouping of radio-Xmax results,
with typically a heavier mass composition than for the fluorescence-light and Cherenkov-light
measurements. The AERA Xmax composition shows a lighter composition, in agreement with the
latter experiments, suggesting that the limited knowledge of detector-specific systematic uncer-
tainties for other experiments is the more likely explanation for the previous groupings, rather
than radio-specific systematic uncertainties. Special attention has been given to the comparison
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to the LOFAR results [61], since the shower measurement techniques and the Xmax reconstruc-
tion method are very similar. We discussed possible systematic effects that might go some way
in explaining the composition differences between the two experiments.
The AERA Xmax results are interpreted in terms of the types of the cosmic-ray particles, using
three different hadronic interaction models. Our results provide new, independent, evidence for a
light mixed composition at E = 1017.5 eV, that becomes even lighter towards energies of 1018.5 eV.
This is in agreement with the Auger fluorescence-light measurements. That the mass composition
becomes lighter with energy in the transition region, provides supporting evidence for a second,
light, component to the galactic cosmic rays, besides the acceleration of cosmic rays in supernova
remnants. Our composition results are compared to several models for a second component
[147]. A contribution of Wolf-Rayet supernovas is a compelling candidate-source, that is shown
to be generally compatible with our results; a precise interpretation being mostly limited by the
differences between the hadronic interaction models that govern the air shower development and
uncertainties in the astrophysical models of the cosmic-ray sources. Interpreting our measurements
with some of the interaction models show additional hints for the need of additional sources
that create light cosmic-ray particles, which might be found in contributions from the photo-
disintegration of heavy particles in tidal disruption events or gamma ray bursts or even a light
component accelerated during cluster formation in the early universe. Within the uncertainties
on the AERA measurements, hadronic interaction models, and the source models themselves,
these can currently not be distinguished with much certainty, but they certainly provide some
fascinating insights in the sources of cosmic rays.
7.2 Outlook and Suggestions
Suggestions for improvements There is still room for improvements to our Xmax reconstruc-
tion method. In this work we only included the information of the energy fluence of the AERA
stations when matching the measured radio footprint to the simulated radio footprints. However,
each AERA station measures the radio signal in two polarization directions. This in principle
doubles the amount information in each shower, such that the requirement for having at least five
stations, could be lowered. Currently, in practice, this is limited by the systematic uncertainties
in the implementation of RFI-background subtraction in the energy fluence reconstruction. How-
ever, important first steps have recently been made by Canfora (2021) [55] to improve on this.
This could potentially extend our Xmax reconstruction method to showers detected with fewer
radio antennas, which means that we could also reconstruct Xmax for showers at lower energies.
This can provide additional information on the composition at the start of the transition region
and at the same time increase the overlap with other radio experiments that have measured Xmax.
Even more desirable, would be to use the full measured electric field traces, instead of just the
integrated signals of the energy fluence. However, for our Xmax reconstruction method, this would
mean that the full signals need to be interpolated at positions between antennas. One then would
need to account for both, the amplitude and phase information in the electric field signals. Steps
towards such an interpolation method have recently been made by Khakurdikar (2020) [101] and
in the future the implementation of this could provide a significant improvement to the Xmax
reconstruction.
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Furthermore, the Xmax reconstruction would also benefit from reducing some of the systematic
uncertainties on the energy fluence. Right now, the combination of all of these effects, leads to an
underestimation of 30% on energy fluence in the simulated radio signals, reconstructed with the
AERA detector effects, compared to the reconstructed measured radio signals. This causes many
simulated showers to have fewer stations with a good signal-to-noise ratio than in the measured
showers that they should represent. An improved understanding of the systematic uncertainties
in the calibration of the radio antennas is actively being pursued, with, for example, absolute
calibration on the galactic radio background signals [55, 116]. A reduction of this systematic
uncertainty would benefit our Xmax reconstruction too.
For any of these suggested improvements, the CORSIKA simulation set that was created
in this analysis could be re-used. But, additional simulations, especially at low Xmax values,
could provide additional improvements to the Xmax reconstruction by both, making the Xmax
reconstruction more stable, and by reducing the systematic bias in the reconstruction at these
low Xmax values. At the current point in time this was not feasible, considering the already
high computing costs for the amount of showers in the AREA dataset, but considering that the
amount and speed of computing resources increases continuously, this might not be an obstacle
in the (near) future.
Updates on the Xmax measurements of other radio experiments, such as LOFAR, will be
expected in the future to provide measurements of an increased number of air showers, and with
that an increased understanding of the possible event-selection bias. Until then, a rather large
contribution to the systematic uncertainty, as quoted in this work and for LOFAR [61], will
remain.
Another way to reduce the systematic uncertainties on Xmax, is to further investigate the
mass-dependent systematic uncertainties. In our method we currently make no assumption on the
composition (besides it being any composition between only protons and only iron nuclei). This
conservative estimate can potentially be relaxed, since even within these conservative systematic
uncertainties, the AERA composition results exclude a large heavy component. By determining
the composition with that updated knowledge of the composition a possible overestimation of the
systematic uncertainties can be removed. By repeating these steps iteratively, until a converging
solution is found, an improved estimation of the systematic uncertainties can be found and possibly
even be corrected for.
Outlook Besides improving the Xmax reconstruction for AERA, this work now also provides
a method that can be applied at other radio experiments. Especially for sparse or irregularly-
spaced radio arrays, such as Tunka-Rex and the Yakutsk radio array, this method now provides
an Xmax reconstruction method that takes into account the kinds of limitations such arrays bring.
Additionally, each of these arrays have different sensitivities, so by investigating the systematic
uncertainties in a similar way, as is done here for AERA, our understanding of these effects can
be improved. For dense radio arrays, such as LOFAR (also rather irregularly-spaced) and the
future the Square Kilometer Array (SKA), this work can also be a useful template to investigate
systematic biases in air shower detection and composition reconstructions.
Another interesting prospect is the installation of radio antennas on each of the 1660 SD
stations of the Pierre Auger Observatory. This also includes the SD stations on the smaller 433 m
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and 750 m station grids. The surface area these grids span, are much larger in size than AERA,
such that Xmax can be studied for showers at higher energies. Our method can also be easily
applied, with only minimal changes. Such an analysis will still be mostly limited to vertical air
showers (shower arriving from within 55◦ from the zenith). Sensitivity to the mass composition
using Xmax depends on the distance to the shower maximum. The change of Xmax as function of
the particle type will be relatively smaller for highly inclined showers (i.e. where the path length
through the atmosphere is particularly long and Xmax is relatively far away). Some extension
beyond the 55◦ limit would certainly be interesting to investigate, but the Xmax resolution is
expected to deteriorate significantly when going to very inclined angles.
Having already looked beyond AERA, this is certainly not to say that AERA is done, now
that the mass composition has been determined for nearly seven years of data. In this work we
provide added understanding of the AERA systematic uncertainties and the efficiencies. This can
lay the foundation for future work to determine the energy spectrum, which requires a detailed
study of the shower detection efficiency. The simulation set created for this analysis can likely
provide many more insights. When we would have both, the mass composition and an energy
spectrum, then together these can be used to narrow in on the cosmic-ray sources by removing
degeneracies between source models, that one would have had with just the spectrum or just the
mass composition.
As a concluding remark; AERA was developed to investigate the best ways to measure the
radio signals of air showers; i.e. it really is, as the name says, an engineering array. As such,
over the years, various antenna types, various trigger mechanisms, and various grid spacing were
investigated. This has allowed us to determine how best to measure air shower and cosmic-ray
properties with the radio technique. What’s more, it is incredible to see the amount of physics
that has already been extracted, despite of the complexities and limitations that all the variations
impose. Results include the determination of the polarization of the radio signals, providing an
estimation of the contributions of the geomagnetic and charge-excess emission mechanisms to the
radio signals from air showers [2], the energy in the electromagnetic part of the air shower [4], an
universal energy scale for the total energy of the cosmic rays, which is an energy scale applicable
anywhere on Earth [5], and the recent investigations of the radio emission using inclined air
showers up to E = 1019.5 eV [11], which has shown the proof-of-principle for the upcoming radio
upgrade of the Pierre Auger Observatory that will deploy 1660 radio antennas over an area of
3000 km2.
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Summary
Why look for particles coming from Space? Cosmic rays are atomic nuclei, like any you
would find in the periodic table of elements, that have been accelerated somewhere in the universe
to velocities very close to the speed of light, giving them an enormous amount of kinetic energy.
‘Rays’ is a bit of a historically-grown misnomer. These particles are to an astroparticle physicist
as light is to an astronomer. It allows us to ‘see’ what’s out there in the universe. Our current
understanding is that cosmic rays are accelerated all over the universe. The bigger and stronger
the objects that cause the acceleration, the more energy the cosmic rays get. For example, our
Sun accelerates particles, causing a solar wind that one might see at night as the Northern Lights
when this wind interacts with the molecules in Earth’s atmosphere. Cosmic rays with even higher
energies can be produced when stars explode in supernova explosions. Looking beyond the Milky
Way is where we find the most violent objects in the universe, such powerful jets super-massive
black holes, that can accelerate cosmic rays to enormous energies.
So, the energy is one of the main properties of cosmic rays that can tell us about what is out
there in the universe. A second main piece of information is where the particles came from, the
arrival direction as seen from Earth. This is not as easy as looking up and pointing at where it
came from, because the cosmic-ray nuclei at these enormous energies will have lost their electrons,
so are charged particles. When these travel trough the universe they are affected by the magnetic
fields that are present essentially everywhere. A third main piece of the puzzle is what the type
of particles is that these cosmic rays consist of. Different types of sources produce different types
of particles at different energies, and the heavier particles have larger charges so will be affected
more by the magnetic fields in the solar system, the Milky Way, and beyond. Observe several
or all of these three properties is our window into the universe of the most extreme high-energy
physics out there.
This is all very recent knowledge; a short history: This story so far is the foundation of
the field of cosmic rays nowadays, but a 100 years ago we knew nothing about this. The idea that
atoms exist was only discovered in the past two centuries and radio activity only one century ago.
The existence of cosmic-rays was only discovered by Victor Hess in 1912 when he found that when
going up in a balloon the amount of radiation he detected increased. This made him realize that
this radiation wasn’t coming from just the Earth, but must be coming from space. From here the
field of cosmic-ray research took of. Development of detectors, spread over large surface areas,
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by, for example, Werner Kolhörster and Pierre Auger, found that it is not just single cosmic rays
that hit the Earth’s surface, the higher energy cosmic rays collide with nuclei in the atmosphere
and break apart repeatedly in a cascade of millions of smaller lower-energy particles that reach
the ground over an extended area. These events are called extensive air showers and measuring
them allows us to study the high-energy parts of the universe.
How do we study cosmic ray sources? Over the years many new detectors were developed
and many new detection techniques were used. It was found that not just particles arrive on the
ground, but also that the showers produce Cherenkov light, fluorescence light and radio emission
when travelling down to the surface. These first two can be measured with sensitive telescopes
and the radio emission can be measured with radio antennas, not too dissimilar to who you would
listen to FM radio. Cosmic rays from supernovas, that are nowadays regularly measured with
radio antennas, arrive many times every year per square kilometer of surface area and can extend
over hundreds of meters, meaning that many of these radio pulses of extensive air showers will have
appeared on your local radio station at some point. Only, the pulses are only 10 nanoseconds
or so in length, so getting information about the cosmic rays out of these requires dedicated
experiments such as the Auger Engineering Radio Array (AERA) in Argentina that spans an
area of 17 km2 with more than 150 radio antennas. This experiment is part of the Pierre Auger
Observatory, spanning 3000 km2, that also measures the particles of the air shower on the ground
and the fluorescence light that was produced all along the shower path (and in the future will
also measure the radio emission over this whole area).
This combination of detection methods, this hybrid detection, allows an unprecedented view
into understanding cosmic rays and their sources. So, how would one reconstruct this knowledge
from the signals of air showers? We can determine the direction where the cosmic ray comes
from, by looking at the arrival time of the signals in the array of detectors on the ground. We can
determine the energy by the strength of the signals that we see in the various detectors. Identifying
the type of particle is less straightforward. This information is contained in how the air shower
developed. Heavy particles, such as a iron nuclei, will typically collide earlier with the nuclei in
the atmosphere than light particles, such as a protons, would do. If the shower starts later in the
atmosphere, it will also develop to its maximum extent later. It is much easier to see where the
shower is at its largest extend than seeing the tiny region where it started. The maximum shower
extend thus is a way to probe how heavy that initial particle was. All along the shower, faint
fluorescence light is emitted that we observe with telescopes on the ground. By looking where the
most emission was generated, we can see where the shower was at its maximum. The position in
the atmosphere where this happens we call Xmax, which is the amount of atmosphere that the
particle cascade has traversed up to the point where the cascade reaches its maximum extent.
The faint fluorescence light is not the only way we can measure this. There is also emission in the
radio frequency bands all along the shower path. We can measure this radiation using an array
of radio antennas. From the information of those radio antennas, we can determine how much
radiation was produced and where it hit the ground. This radio emission footprint contains the
radiation that was emitted all along the shower and thus also where the maximum of the shower
occurred. So, from studying this footprint, we can try to derive what the initial particle was.
By repeating this measurement this for many air showers, we can determine the overall mass
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composition, i.e. how many particles do we see for each particle’s mass. This mass composition
we can compare to the models of the sources of cosmic rays, such that we can learn about those
sources.
What we learned in this work about the types of particles in cosmic rays, using the
radio-detection technique at AERA. In this work we use the Auger Engineering Radio Ar-
ray (AERA) in Argentina to measure the radio footprints of extensive air showers. The relatively
radio-quiet and extended flat plains in this region of Argentina make it an excellent location for a
large radio array. AERA is currently the largest radio array of its kind that measures air showers.
Since cosmic rays at higher energy get increasingly more rare, the large surface area of AERA
makes it the most sensitive radio array to the high-energy cosmic rays. In this way AERA is able
to measure cosmic rays that come from our Galaxy but also the higher energy cosmic rays that
come from outside the Milky Way.
In Chapter 3 we describe how we can determine the arrival direction, the radio emission
footprint, and energy of the showers. We then describe how we can use simulations of air showers,
to try to find the best matching shower to what we have measured with AERA. For this we have
to take into account how these simulations of air showers would have looked like if they had been
actual showers measured with AERA. We describe how we add the effects of the AERA detector,
such that we get simulated radio signals as if they were detected in nature by AERA. This allows
us to compare the simulations and the measurements, such that we can look at the simulations to
see where the shower reached its maximum and from this derive the type of particle that initiated
the air shower.
In Chapter 4 we describe how we can improve the reconstruction of the radio signals by
applying quality cuts on the data. In Chapter 3 we already made a first step by improving the
timing calibration between the radio antennas. The radio signals are extremely short, they consist
of pulses that are only about 10 ns long, so to determine where the cosmic ray came from and what
the radio signal was, we need to accurately know when the signals arrived, relatively, between
the antennas. We use the signals emitted by airplanes to calibrate the timing between stations.
Next, we build a tool that reads out all antenna signals every 100 seconds, even when there are
no cosmic rays and only background noise is measured. We use this to see when antennas have
broken components (when there will be no signal or really strong noise signals) or when there is a
strong noise source close-by that could disrupt the measurements of cosmic ray signals. A system
is implemented to automatically identify such issues and reject the bad data. This results in a
much more pure set of data of air shower signals. For this set of air showers we further filter out
the periods where there were thunderstorms nearby. These thunderstorm produce electric fields
due to all the charges moving around in the thunderclouds, which produces radio-wavelength
emission that can interfere with the radio emission from the air showers. After the cleaning of
the data, 2153 air showers were found over the period from 2013 to 2019.
In Chapter 5 we show the method we developed to compare the 2153 measured high-quality
air showers to simulations of air shower, such that we can determine our particle type-sensitive
parameter Xmax for each of them. For each measured shower we create a set of 27 simulations of
air showers, all starting at a different point in the atmosphere, such that we can see how the radio
emission footprint looks like for various Xmax values, ranging typically from 600 to 800 g/cm2
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(atmospheric depth, written as X, is the density integrated along the path of the shower (cm ·
g/cm3)). From comparing the measurements and simulations, we then determine the most likely
Xmax value of the measured shower. To see how accurate our method is, we also check how
well we could determine Xmax for each of the simulated air showers. Since they are simulated
showers we know what the true Xmax values are, so we can look at the difference between that
and our reconstructed Xmax to quantify the resolution of our method. Typically, we reach a
resolution of 50 to 11 g/cm2 (better resolution at higher cosmic-ray energy), which is competitive
to the resolution achieved with the fluorescence light detection method, and comparable with the
LOFAR radio array. We perform a careful study to determine how stable our method is and
make sure that all systematic effects in our data and method are accounted for in systematic
uncertainties.
In Chapter 6 we analyse the results of the Xmax reconstruction of these air showers. Part of the
showers are simultaniously seen by the fluorescence telescopes of the Pierre Auger Observatory,
so we can compare the Xmax values from that to our AERA values. It is important to realize that
these methods probe different parts of the shower, where different physics is responsible for the
produced signals. These two methods are thus really independent checks of the understanding of
air shower physics and our reconstruction procedures. We find that the two method agree very
well.
We then perform an extensive study of the possible systematic uncertainties on our Xmax
reconstruction. The first question we want to answer, relates to how efficient AERA is to detect
showers with particular Xmax values. For example, if air showers produced by an iron nuclei
cosmic ray are easier to detect than showers from protons, then we would measure primarily
Xmax values typical to iron nuclei. This detection efficiency is affected by several factors. The
antennas are not as sensitive in all directions and the strength of the radio emission depends on
the orientation of the geomagnetic field w.r.t. where the cosmic ray came from. We construct
a method to test if the showers that we have in our dataset would also have been detected by
AERA if they had had a different Xmax. In this way we can remove those showers that are in
fact biasing our study of the cosmic-ray mass composition. Related to this, we also account for
the systematic uncertainty from showers that we could not have seen under any circumstances,
the missed events. Next, we quantify the systematic bias that our Xmax reconstruction could give
under various conditions.
Having then gained a good understanding on what the systematic uncertainties are on our
measurements, we interpret our Xmax results and relate this to the sources of cosmic rays. We find
that on average the cosmic rays consist of light particles, mostly protons and a little contribution
of helium nuclei. When looking at cosmic rays at higher and higher energies, we observe that the
mass composition gets even lighter, consisting of almost only protons. Our results are in agreement
with various other experiments, prime amongst them the fluorescence measurements from the
Pierre Auger Observatory 1, providing independent evidence, using a independent technique,
supporting the validity of other experiments. Comparing our mass compositions to several models
for astrophysical sources, we find supporting evidence for a second main source of cosmic-rays in
our Galaxy, beside the commonly accepted idea that they come from the supernova explosions of
1Compared to the full set of showers measured by the fluorescence telescopes, not just the very small overlap it
has on the sky with AERA, that was used before to compare our Xmax reconstructions.
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stars. Good candidates for the source of this second component are very massive stars that have
blown away their outer layers in a strong stellar wind. These stars are called Wolf-Rayet stars.
When these massive stars explode, particles are accelerated in the shock waves that travel trough
the strong stellar wind. This would accelerate these particles to higher energies than normal
supernova explosions could. This idea would be in agreement with both, the amount and the
types of particles that are observed.
The results we obtain now with AERA, supply supporting evidence for this theory and similar
ones. In addition, the method we have developed to reconstruct the particle type, by agreeing
with the Auger fluorescence measurements, provides additional evidence that we have a good
understanding of air shower physics and reconstruction. Furthermore, our particle-type recon-
struction method and the method to identify systematic uncertainties in this reconstruction, can
now be applied by other radio experiments, such as LOFAR, Tunka-Rex, and the Yakutsk radio
array and by future radio experiments that are in the early stages, such as the 1660-antenna radio
upgrade of the Pierre Auger Observatory and the Square Kilometer Array (SKA).

Samenvatting
Waarom kijken we naar deeltjes uit de ruimte? Kosmische straling bestaat uit atoom-
kernen, zoals je die ook in het periodiek systeem der elementen aantreft, die ergens in het heelal
zijn versneld tot snelheden nabij de lichtsnelheid. Hierdoor hebben de deeltjes een enorme hoe-
veelheid kinetische energie gekregen. Kosmische ‘Straling’ is een beetje een misleidende term die
historisch zo gegroeid is. Deze deeltjes zijn voor een astrodeeltjesfysicus als wat licht is voor een
astronoom. Het stelt ons in staat te ‘zien’ wat zich daarboven in het heelal bevindt. Volgens de
huidige inzichten worden de kosmische stralingsdeeltjes overal in het heelal versneld. Hoe groter
en krachtiger de objecten zijn die de versnelling veroorzaken, hoe meer energie de kosmische stra-
ling krijgt. Onze zon versnelt bijvoorbeeld deeltjes, waardoor een zonnewind ontstaat die men
‘s nachts als het noorderlicht kan zien als deze wind de moleculen in de atmosfeer van de aarde
beïnvloedt. Kosmische straling met nog hogere energieën kan geproduceerd worden als sterren
exploderen in supernova-explosies. Als we ook voorbij de Melkweg kijken, vinden we de meest
krachtige objecten in het heelal, zoals krachtige straalstromen van superzware zwarte gaten, die
kosmische straling tot enorme energieën kunnen versnellen.
De energie is dus een van de belangrijkste eigenschappen van kosmische straling die ons iets
kunnen vertellen over wat zich in het heelal bevindt. Een tweede belangrijke informatiebron is
waar de deeltjes vandaan komen, de aankomstrichting zoals wij die zien vanaf de grond. Dit is
niet zo eenvoudig als omhoog kijken en wijzen naar waar het vandaan komt want de kosmische
atoomkernen met zulke enorme energieën hebben hun elektronen verloren en zijn dus geïoniseerde
deeltjes. Wanneer deze door het heelal reizen, worden zij beïnvloed door de magnetische velden
die praktisch overal aanwezig zijn. Een derde belangrijk stuk van de puzzel is uit wat voor soort
deeltjes deze kosmische straling bestaan. Verschillende soorten bronnen produceren verschil-
lende soorten deeltjes met verschillende energieën, en de zwaardere atoomkernen hebben grotere
ladingen en zullen dus meer worden beïnvloed door de magnetische velden in het zonnestelsel, de
Melkweg, en daar buiten. Het waarnemen van één of meerdere van deze drie eigenschappen is de
manier waarop wij de meest extreme hoge-energiefysica in ons universum kunnen bestuderen.
Dit is allemaal zeer recente kennis; een korte geschiedenis: Dit verhaal tot nu toe is
tegenwoordig algemene kennis in het vakgebied van de kosmische straling, maar 100 jaar geleden
wisten we hier nog niets over. Het idee dat atomen bestaan werd pas in de afgelopen twee
eeuwen ontdekt en radioactiviteit pas een eeuw geleden. Het bestaan van kosmische straling
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werd pas in 1912 ontdekt door Victor Hess, toen hij ontdekte dat de hoeveelheid straling die
hij waarnam toenam toen hij in een ballon omhoog ging. Hij besefte hierdoor dat deze straling
niet alleen van de aarde kwam, maar ook uit de ruimte moest komen. Hierdoor kwam het
onderzoek naar kosmische straling op gang. Door de ontwikkeling van detectoren verspreidt over
grote oppervlakten, door bijvoorbeeld Werner Kolhörster en Pierre Auger, werd ontdekt dat het
niet alleen individuele kosmische stralingsdeeltjes zijn die het aardoppervlak raken, maar dat de
kosmische straling met een hogere energie botst op atoomkernen in de atmosfeer en herhaaldelijk
uiteenvalt in een deeltjeslawine van miljoenen kleinere deeltjes met een lagere energie. Vele van
deze deeltjes bereiken de grond uitgespreidt over een groot gebied. Door deze deeltjeslawines te
meten kunnen we de meest hoogenergetische deeltjes van het heelal bestuderen.
Hoe bestuderen we bronnen van kosmische straling? In de loop der jaren werden meer-
dere nieuwe detectoren ontwikkeld en werden vele nieuwe detectietechnieken uitgeprobeerd. Men
ontdekte dat niet alleen deeltjes op de grond aankomen, maar dat de deeltjeslawines ook Cherenkov-
licht, fluorescentielicht en radio-emissie produceren wanneer ze door de atmosfeer gaan. Deze
eerste twee lichtbronnen kunnen worden gemeten met hooggevoelige telescopen. De radiostraling
kan worden gemeten met radioantennes die niet al te verschillend zijn van die degene waarmee
je naar FM-radio zou luisteren. Kosmische straling afkomstig van supernova’s wordt tegenwoor-
dig regelmatig met radioantennes gemeten; per vierkante kilometer arriveren vele malen per jaar
zulke deeltjes. De deeltjeslawines kunnen zich dan over honderden meters in diameter uitstrekken
wat betekent dat u veel van dit soort radiopulsen ooit op de lokale FM-radio voorbij heeft ‘horen’
komen. Alleen zijn de pulsen slechts ongeveer 10 nanoseconden lang, dus om hieruit informatie
over de kosmische straling te halen zijn speciale experimenten nodig. Een voorbeeld hiervan is de
Auger Engineering Radio Array (AERA) in Argentinië, die een gebied van 17 km2 bestrijkt met
meer dan 150 radioantennes. Dit experiment maakt deel uit van het Pierre Auger Observatorium,
dat een oppervlakte van 3000 km2 heeft. Dit experiment meet ook de deeltjes van de deeltjesla-
wines die de grond bereiken en het fluorescentielicht dat wordt geproduceerd in de atmosfeer (en
in de toekomst zal ook radio-emissie over dit hele gebied gemeten gaan worden).
Deze combinatie van detectiemethoden, deze hybridedetectie, maakt het mogelijk om een on-
gekende nieuwe blik te werpen op kosmische straling en hun bronnen. Dus, hoe zouden we deze
kennis kunnen herleiden uit de metingen aan de deeltjeslawines? Wij kunnen de richting bepalen
waar de kosmische straling vandaan komt door te kijken naar de aankomsttijd van de signalen in
de vele detectoren op de grond. We kunnen de energie bepalen aan de hand van de sterkte van de
signalen die we in de verschillende detectoren zien. Het identificeren van het type deeltje is minder
eenvoudig. Deze informatie zit in principe in de manier waarop de deeltjeslawine zich ontwikkeld.
Zware deeltjes, zoals ijzerkernen, zullen gewoonlijk eerder met de atoomkernen in de atmosfeer
in botsing komen dan lichte deeltjes zoals waterstofkernen (protonen). Als de deeltjeslawine later
in de atmosfeer begint, zal deze zich ook later ontwikkelen tot zijn maximale grootte. Het is veel
gemakkelijker te zien waar de deeltjeslawine het grootst is dan te kijken naar het kleine gebied
waar de lawine begon. Het bepalen van de maximale grootte van de deeltjeslawine is dus een
manier om te meten hoe zwaar het originele kosmische stralingsdeeltje was. Overal in de lawine
wordt zwak licht uitgezonden wat we met telescopen op de grond kunnen waarnemen. Door te
kijken waar de meeste emissie werd geproduceerd, kunnen we zien waar de lawine op zijn grootst
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was. De plaats in de atmosfeer waar dit gebeurt noemen we Xmax, wat aangeeft hoeveelheid van
de atmosfeer de deeltjeslawine heeft doorkruist tot het punt waar de lawine zijn maximale omvang
bereikt. Het zwakke fluorescentielicht is niet de enige manier waarop we dit kunnen meten. Er is
ook radio-emissie dat wordt uitgezonden in de deeltjeslawine. We kunnen deze straling meten met
een veeltal van radioantennes. Uit de informatie van die radioantennes kunnen we afleiden hoe-
veel straling er is geproduceerd en waar dit de grond heeft bereikt. Deze radiostralingsvoetafdruk
bevat de straling die overal in deeltjeslawine werd uitgezonden en dus ook waar het maximum
van de deeltjeslawine was. Door het bestuderen van deze voetafdruk kunnen wij dus proberen af
te leiden wat het oorspronkelijke deeltje was. Door deze meting voor vele deeltjeslawines te doen,
kunnen we de totale massasamenstelling bepalen, d.w.z. hoeveel deeltjes zien we per soort deeltje
van een bepaalde massa. Deze massasamenstelling kunnen we vergelijken met de modellen van
de bronnen van kosmische straling zodat we iets over die bronnen te weten kunnen komen.
Wat wij in dit proefschrift hebben geleerd over de soorten deeltjes in kosmische
straling met behulp van de radiodetectietechniek bij AERA. In dit werk gebruiken
we de Auger Engineering Radio Array (AERA) in Argentinië om de radiovoetafdrukken van
deeltjeslawines te meten. De relatief radiostille en uitgestrekte vlakten in deze regio van Argentinië
maken het tot een uitstekende locatie voor zo’n grote radiodetector. AERA is momenteel de
grootste radiodetector ter wereld die deeltjeslawines meet. Aangezien kosmische straling op hogere
energie zeldzamer worden, zorgt het grote oppervlak van AERA ervoor dat het de meest gevoelige
radiodetector voor kosmische straling van hoge energie is. Op deze manier is AERA in staat om
kosmische straling te meten die afkomstig is van ons melkwegstelsel, maar ook de kosmische
straling met hogere energie die van buiten de Melkweg komt.
In hoofdstuk 3 beschrijven we hoe we de aankomstrichting, de radiostralingsvoetafdruk en de
energie van de deeltjeslawines kunnen bepalen. Daarna beschrijven we hoe we met simulaties
van deeltjeslawines kunnen proberen de best passende deeltjeslawine te vinden voor wat we met
AERA hebben gemeten. Hiervoor moeten we rekening houden met hoe deze simulaties van
deeltjeslawines eruit zouden hebben gezien als het werkelijk met AERA gemeten deeltjeslawines
waren geweest. We beschrijven hoe we de detectoreffecten van de AERA antennes toevoegen,
zodat we gesimuleerde radiosignalen krijgen die zoveel als mogelijk lijken op signalen die gemeten
hadden kunnen zijn door AERA. Dit stelt ons in staat om de simulaties en de metingen te
vergelijken, zodat we naar de simulaties kunnen kijken om te zien waar de deeltjeslawine zijn
maximum grootte bereikte. Hieruit kunnen we dan het type deeltje afleiden dat de deeltjeslawine
initieerde.
In hoofdstuk 4 beschrijven we hoe we de reconstructie van de radiosignalen kunnen verbeteren
door kwaliteitseisen toe te passen op de data. In hoofdstuk 3 hebben we al een eerste stap gezet
door de tijdskalibratie tussen de radioantennes te verbeteren. De radiosignalen zijn extreem kort,
ze bestaan uit pulsen die slechts ongeveer 10 ns lang zijn, dus om te bepalen waar de kosmische
straling vandaan kwam en wat de sterkte van het radiosignaal was, moeten we nauwkeurig weten
wanneer de signalen bij de antennes aankwamen ten opzichte van elkaar. We gebruiken de signalen
die door vliegtuigen worden uitgezonden om de timing tussen de stations te ijken. Vervolgens
bouwen we een systeem dat elke 100 seconden alle antennesignalen uitleest, zelfs wanneer er
geen kosmische straling is en alleen achtergrondruis wordt gemeten. We gebruiken dit om te
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zien wanneer antennes kapot zijn (wanneer er geen signaal of zeer sterke ruis is) of wanneer er
een sterke ruisbron in de buurt is die de metingen van kosmische stralingssignalen zou kunnen
verstoren. Er is een systeem geïmplementeerd om dergelijke problemen automatisch op te sporen
en de slechte data niet meer mee te nemen in verdere analyse. Dit resulteert in een veel zuiverder
collectie van deeltjeslawinesignalen. Voor deze collectie van deeltjeslawines filteren we verder
de perioden eruit wanneer er onweersbuien in de buurt waren. Deze onweersbuien produceren
elektrische velden door elektische ladingen die in de onweerswolken bewegen. Dit produceert
radio-emissie dat kan interfereren met de radio-emissie van de deeltjeslawines. Na het opschonen
van de gegevens werden 2153 deeltjeslawines gekozen van hoge kwaliteit, gemeten gedurende de
periode van 2013 tot 2019.
In hoofdstuk 5 laten we de methode zien die we hebben ontwikkeld om de 2153 gemeten
deeltjeslawines van hoge kwaliteit te vergelijken met simulaties van deeltjeslawines, met als doel
dat we voor elk van deze gemeten lawines onze deeltjestype-gevoelige parameter Xmax kunnen
bepalen. Voor elke gemeten deeltjeslawine maken we een set van 27 simulaties van deeltjeslawines,
die allemaal op een andere hoogte in de atmosfeer beginnen. Daarmee we kunnen zien hoe de
voetafdruk van de radio-emissie eruit ziet voor verschillende Xmax waarden, variërend van 600 tot
800 g/cm2 (de atmosferische diepte in de atmosfeer, uitgedrukt in X, is de dichtheid geïntegreerd
over het pad van de deeltjeslawine (cm · g/cm3)). Uit de vergelijking van de metingen en de
simulaties bepalen we dan de meest waarschijnlijke Xmax waarde van de gemeten deeltjeslawine.
Om te zien hoe nauwkeurig onze methode is, gaan we ook na hoe goed we Xmax konden bepalen
voor elk van de gesimuleerde deeltjeslawines. Aangezien het om gesimuleerde deeltjeslawines gaat,
weten we wat de welkelijke Xmax waarden zijn, zodat we naar het verschil tussen die waarde en
onze gereconstrueerde Xmax kunnen kijken om de resolutie van onze methode te kwantificeren.
Doorgaans bereiken we een resolutie van 50 tot 11 g/cm2 (een betere resolutie bij hogere energie
van de deeltjeslawine), wat competitief is met de resolutie die wordt bereikt met de fluorescentie-
lichtdetectiemethode, en vergelijkbaar met de LOFAR radiodetector. We voeren een zorgvuldige
studie uit om te bepalen hoe stabiel onze methode is, en zorgen ervoor dat alle systematische
effecten in onze gegevens en methode in de systematische onzekerheden zijn meegenomen.
In hoofdstuk 6 analyseren we de resultaten van de Xmax reconstructie van deze deeltjeslawi-
nes. Een deel van de deeltjeslawines is tegelijkertijd waargenomen door de fluorescentietelescopen
van het Pierre Auger Observatorium 2, zodat we de Xmax waarden van die telescopen kunnen
vergelijken met onze AERA waarden. Het is belangrijk te beseffen dat men met deze methoden
verschillende delen van de deeltjeslawines onderzoekt en ook dat verschillende fysica verantwoor-
delijk is voor de geproduceerde signalen voor de verschillende signalen. Deze twee methoden zijn
dus echt onafhankelijke controles van ons begrip van de fysica van de deeltjeslawine en van onze
reconstructieprocedures. Wij stellen vast dat de twee methoden zeer goed overeenstemmen.
Vervolgens bestuderen we uitgebreid de mogelijke systematische onzekerheden in onze Xmax
reconstructie. De eerste vraag die we willen beantwoorden heeft betrekking op hoe efficiënt AERA
is om deeltjeslawines met bepaalde Xmax waarden te detecteren. Bijvoorbeeld, als deeltjeslawines
geproduceerd door een kosmische straling met ijzerkernen gemakkelijker te detecteren zijn dan
2Vergeleken met de volledige set van deeltjeslawines die zijn gemeten door de fluorescentietelescopen, en niet
alleen de zeer kleine overlappende kijkhoek met AERA die eerder werd gebruikt om de twee Xmax reconstructies
te vergelijken.
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deeltjeslawines van protonen, dan zouden we vooral Xmax waarden meten die typisch zijn voor
ijzerkernen. Deze opsporingsefficiëntie wordt door verschillende factoren beïnvloed. De anten-
nes zijn niet in alle richtingen even gevoelig en de sterkte van de radio-emissie hangt af van de
oriëntatie van het aardmagnetisch veld t.o.v. waar de kosmische straling vandaan kwam. Wij
stellen een methode op om te testen of de deeltjeslawines die wij in onze dataset hebben ook
door AERA zouden zijn gedetecteerd als deze een andere Xmax hadden gehad. Op deze manier
kunnen we de deeltjeslawines weglaten die in feite onze studie van de massasamenstelling van
de kosmische straling zouden vertekenen. Hierbij houden we ook rekening met de systematische
onzekerheid van deeltjeslawines die we in geen geval hadden kunnen zien, de ‘gemiste’ deeltjes-
lawines. Vervolgens kwantificeren we de systematische fout die onze Xmax reconstructie onder
bepaalde omstandigheden zou kunnen geven.
Nadat we een goed inzicht hebben gekregen in de systematische onzekerheden van onze me-
tingen, interpreteren we onze Xmax resultaten en relateren we die aan de bronnen van kosmische
straling. We stellen vast dat de kosmische straling gemiddeld bestaat uit lichte deeltjes, hoofd-
zakelijk protonen en een kleine bijdrage van heliumkernen. Wanneer we naar kosmische straling
kijken bij steeds hogere energieën, zien we dat de massasamenstelling nog lichter wordt en bijna
uitsluitend uit protonen bestaat. Onze resultaten zijn in overeenstemming met verschillende an-
dere experimenten, waarvan de fluorescentiemetingen van Pierre Auger de belangrijkste zijn, en
leveren onafhankelijk bewijs, door gebruik te maken van een onafhankelijke techniek, dat de gel-
digheid van andere experimenten ondersteunt. Door onze massasamenstellingen te vergelijken
met verschillende modellen voor astronomische bronnen, vinden we ondersteunend bewijs voor
een tweede hoofdbron van kosmische straling in de Melkweg naast het algemeen aanvaarde idee
dat kosmische straling afkomstig is van de supernova-explosies van sterren. Goede kandidaten
voor de bron van deze tweede component zijn zeer massieve sterren die hun buitenste lagen heb-
ben weggeblazen in een sterke stellaire wind. Deze sterren worden Wolf-Rayet sterren genoemd.
Wanneer deze zware sterren exploderen, worden deeltjes versneld in de schokgolven die door de
sterke stellaire wind gaan. Hierdoor zouden deze deeltjes tot hogere energieën worden versneld
dan bij normale supernova-explosies mogelijk is. Dit idee zou in overeenstemming zijn met zowel
de hoeveelheid als de soorten deeltjes die worden waargenomen.
De resultaten die we nu met AERA verkrijgen, leveren ondersteunend bewijs voor deze theorie
en ook voor soortgelijke theorieën. Bovendien levert de methode die wij hebben ontwikkeld om
het deeltjestype te bepalen, door overeenstemming te hebben met de Auger-fluorescentiemetingen,
extra bewijs dat wij een goed inzicht hebben in de fysica en reconstructie van deeltjeslawines. Bo-
vendien kunnen onze reconstructiemethode voor het type deeltjes en de methode om systematische
onzekerheden in deze reconstructie te identificeren, nu worden toegepast bij andere radiodetector
experimenten. Bijvoorbeeld bij LOFAR, Tunka-Rex, en de Yakutsk radiodetector en door toe-
komstige radio-experimenten die in de vroege stadia zijn, zoals de radio upgrade voor het Pierre
Auger Observatorium, bestaande uit 1660 radioantennes, en de Square Kilometer Array (SKA).
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