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DU RÉSEAU ÉLECTRIQUE AVEC LES DISPOSITIFS FACTS ET LES MESURES À
DISTANCE
Huy Nguyen Duc
RÉSUMÉ
Ce travail de recherche présente une méthode d’analyse et de la conception des systèmes de
commande globale pour amortir des oscillations électromécaniques les plus critiques dans
un réseau électrique. Nous utilisons une structure commune de commande hiérarchique, dans
laquelle le contrôleur global fonctionne en parallèle avec les boucles de commande locale. Pour
cette structure de commande il est désiré que le contrôleur global améliore l’amortissement des
modes d’oscillation critiques, sans causer de mauvaises interactions aux autres dynamiques du
réseau.
Pour atteindre cet objectif, nous proposons tout d’abord un schéma de commande spécial, qui
utilise la modulation bang bang et l’identification en ligne pour atténuer l’oscillation critique
du réseau. Cette approche de commande permet à la fois de maximiser l’effort de commande
et de minimiser les interactions.
Une méthode d’analyse de robustesse de ce schéma de commande est aussi élaborée, pour éva-
luer sa robustesse au changement du mode d’opération et au délai de communication. Cette
méthode d’analyse est aussi applicable pour tout type de commande linéaire d’amortissement
du réseau. Un résultat important avec cette méthode est que le lien entre le délai de communi-
cation et la détérioration de l’amortissement de certains modes d’oscillation peut être analysé
quantitativement.
Une analyse de sélection des boucles commande globale est aussi proposée dans ce travail. Un
indice de l’interaction est proposé pour permettre de classifier plus facilement les boucles de
commande, selon leurs interactions avec tous les modes du réseau.
Mots-clés : Stabilité du réseau, analyse de robustesse, modulation bang bang, identification en
ligne, sélection de boucle de commande.
IMPROVING POWER SYSTEM’S OSCILLATION DAMPINGWITH FACTS AND
REMOTE MEASUREMENTS
Huy Nguyen Duc
ABSTRACT
This thesis studies the analysis and design methods for power system global damping control-
lers to stabilize the most critical electromechanical oscillations. We adopt a common hierar-
chical structure, in which the global controller operates on top of local controllers. For this
structure, it is desirable that the global loop improves damping of the most critical oscillations
while having little impact to other power system dynamics.
To meet this objective, we propose a special control scheme that utilizes bang bang modulation
and online identification to suppress the critical oscillation. This approach allows to maximize
the control effort and minimize interaction problems at the same time.
A robustness analysis for this special control scheme is also proposed, to measure its robust-
ness to change in operating conditions and time delay. This robustness analysis framework is
also applicable to all types of linear power swing damping controllers. An important result
from this framework is that we can analyze the link between time delay and the degradation of
damping of some oscillation modes.
An analysis of control loop selection for the global controllers is also proposed in this work.
A new modal interaction index, which allows quick and easy classification of global control
loops by their degree of interaction, is proposed.
Keywords : Power system stability, robustness analysis, bang bang modulation, online identi-
fication, control loop selection.
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INTRODUCTION
Le but d’un réseau électrique est de générer la puissance électrique, et de la transporter à
la charge. Un équilibre entre l’énergie générée et l’énergie consomée doit être maintenue en
tout temps. D’ailleurs, pour un fonctionnement fiable et sécuritaire, le réseau électrique doit
être capable de maintenir la stabilité, suite à plusieurs types de perturbations. Un phénomène
commun dans les grands réseaux est l’oscillation électromécanique. Dans une brève descrip-
tion, l’oscillation électromécanique est un phénomène dans lequel un générateur oscille contre
d’autres générateurs du réseau. Ce phénomène se produit souvent lorsque le système de trans-
port est trop chargé. Il est un facteur qui limite la capacité de transmission de l’énergie élec-
trique. L’amélioration de l’amortissement de ces oscillations permet d’augmenter la capacité
de transmission. De plus, le risque de déclenchement intempestif des systèmes de protection à
cause des oscillations est aussi réduit.
L’approche conventionnelle pour amortir des oscillations électromécaniques consiste à utiliser
les stabilisateurs de puissance (PSS - Power System Stabilizer). Le PSS modifie l’entrée du
régulateur de tension, afin de produire un couple d’amortissement à des oscillations (Larsen
et Swann, 1981). Jusqu’aujourd’hui le PSS est l’outil le plus simple et efficace pour amortir
des oscillations. Dans les années récentes, l’apparition des dispositifs FACTS (Flexible AC
Transmission Systems) nous permet de mieux contrôler les transits de puissance dans le ré-
seau (Hingorani et Gyugyi, 2000). D’ailleurs les dispositifs FACTS offre un outil alternatif
pour augmenter l’amortissement des oscillation de puissance. Dans certains cas, un contrôleur
d’amortissement basé sur FACTS peut être meilleur que le PSS. A fin que les systèmes de
commande basés sur FACTS soient réalisés de façon efficace, il faut bien comprendre le mé-
canisme dans lequel un FACTS peut contribuer à l’amortissement des oscillations. De plus, la
coordination entre un contrôleur FACTS et d’autres contrôleurs existants du réseau est néces-
saire.
La maturité de la technologie de mesure à distance est un autre facteur qui approte grands
2changements au système de commande du réseau. Avec les mesures à distance, on peut conce-
voir des boucles de commande dont l’entrée et la sortie viennent de différentes locations géo-
graphiques du réseau. En général, une boucle de commande avec les mesures à distance est
meilleure qu’une boucle locale pour stabiliser les oscillations interzones, puisque ces oscil-
lations de puissance sont essentiellement un problème global, qui relie plusieurs différentes
parties du réseau.
Problématique de la recherche
Les ingénieurs du réseau disposent désormais de meilleurs outils pour bien contrôler le réseau.
Il reste cependant à déterminer la façon efficace d’exploiter ces nouveaux outils, a fin d’améli-
orer la stabilité dynamique du réseau. Les questions auxquelles on doit répondre, c’est le choix
des boucles de commande, d’une méthode de commande efficace et robuste, et les méthodes
d’analyse et de synthèse du commande qui tiennent compte des variations du mode d’opéra-
tion, et du délai de communication. Ces problèmes sont les sujets de ce travail de recherche,
soit : la méthode de commande, l’analyse de robustesse des contrôleurs FACTS, et le choix
des boucles de commande (i.e. la localisation des FACTS et le choix des signaux d’entrée).
Les objectifs et contributions de la thèse
Le premier objectif de ce travail est de concevoir un nouveau schéma de commande visant à
atténuer l’oscillation électromécanique la plus critique du réseau. Les recherches sur la stabilité
du réseau montrent que l’amortissement des modes dominants est essentiel pour renforcer la
stabilité angulaire (Hauer, 1994). Pour cette raison nous proposons un schéma de commande,
qui se base sur l’identification en ligne pour identifier l’oscillation dominante. Par la suite un
mode de commande spéciale est utiliser pour la supprimer.
Le deuxième objectif de ce travail est d’étudier les différentes approches pour l’analyse de
robustesse, d’étudier le choix des signaux d’entrée et de sortie pour les contrôleurs globaux.
Nous cherchons des critères quantitatifs qui permenttent de classifier les contrôleurs et les
boucles de commande en fonction de leurs performances.
3Les contributions de ce travail sont :
– Un nouveau schéma de commande basé sur identification en ligne et la modulation bang
bang des dispositifs FACTS est proposé.
– Le modèle existant pour l’analyse de robustesse pour le réseau électrique, basé sur la théorie
des valeurs singulières structurées est amélioré et étudié plus profondément. Les résultats
d’analyse de robustesse, basé sur la théorie des valeurs singulières structurées sont com-
parés avec ceux obtenus par les méthodes d’analyse conventionnelles. Des liens entre ces
approches sont expliqués.
– Une nouvelle approche de sélection des boucles de commande pour les systèmes de com-
mande globale du réseau est développée.
Organisation du document
Le chapitre 1 présente une brève revue de la littérature sur la commande globale du réseau.
Dans le chapitre 2, le modèle du réseau électrique et des méthodes de conception du système
de commande d’oscillation sont présentés.
Une nouvelle méthode de commande pour les FACTS avec des mesures à distance est propo-
sée au chapitre 3. L’analyse de robustesse de ce nouveau schéma de commande est présentée
au chapitre 4. Une méthode d’analyse de robustesse des systèmes de commande d’amortisse-
ment, qui tient compte de la variation du mode d’opération et du délai de communication est
présentée.
Le principe de commande proposé dans le chapitre 3 nous amène à une observation impor-
tante : Pour bien amortir les oscillations de puissance du réseau, il est nécessaire d’avoir une
boucle de commande ayant une grande mesure de commandabilité/observabilité des modes
critiques. Par contre il est idéal que cette boucle soit insensible aux autres dynamiques du
réseau. Ces critères seront reflétés par les mesures pratiques proposées dans le chapitre 5.
Le dernier chapitre conclut ce rapport, en discutant quelques sujets de travaux futurs.
CHAPITRE 1
REVUE DE LA LITTÉRATURE
1.1 Oscillation électromécanique et la stabilité angulaire
Le réseau électrique est un grand système dynamique comprenant des milliers d’éléments.
L’instabilité d’un réseau peut donc être causée par différents facteurs. Le système de protec-
tion et de la commande du réseau comprent plusieurs éléments qui fonctionnenet à plusieurs
échelles de temps. Par exemple, suite à un défaut triphasé dans un réseau, la stabilité du réseau
et la continuité de service sont assurées, grâce à plusieurs éléments : Le système de protection
pour isoler le défaut, les contrôleurs d’amortissement pour amortir les oscillations transitoires,
le système d’excitation pour rétablir le niveau de tension, et finalement, les régulateurs de vi-
tesse qui amène le réseau à un nouveau point de fonctionement. Une classification détaillée
des phénomènes et les problèmes de stabilité est présentée dans (IEEE/CIGRE, 2004) (figure
1.1). Trois types de stabilité dynamique ont été définis :
Stabilité angulaire (rotor angle stability)
C’est la capacité des machines génératrices à rester en synchronisme, après une perturbation.
Il y a deux types de stabilité angulaire, soient la stabilité transitoire (transient stability) et la
stabilité petits signaux (small signal stability). La stabilité transitoire représente la capacité des
machines à rester en synchronisation après des grandes et sévères perturbations. La stabilité
petits signaux est la capacité des générateurs de demeurer en synchronisation après des faibles
perturbations comme des changements de la charge. La stabilité petits signaux est caractérisée
par les oscillations électromécaniques des rotors (Kundur, 1994). Ces oscillations seront amor-
ties si le système fournit suffisamment de couple électromécanique pour réduire la variation
de vitesse du rotor.
5Figure 1.1 Classification de la stabilité du réseau.
Tirée de IEEE/CIGRE (2004)
Le couple électromécanique est composé de deux parties : i) Couple de synchronisation, qui
est en phase avec la variation d’angle du rotor ; ii) Couple d’amortissement, qui est en phase
avec la variation de vitesse du rotor. Une manque du couple de synchronisation cause la sépa-
ration des angles des générateurs. Ceci est un phénomène causé par des grandes contingences.
D’ailleurs une manque du couple d’amortissement est la cause des oscillations mal amorties.
Stabilité de tension
La stabilité de tension implique une échelle de temps plus longue que la stabilité angulaire.
Cette catégorie de stabilité représente la réponse des tensions aux barres du réseau, suite à des
perturbations. La stabilité de tension est étroitement reliée à la caractéristique des charges élec-
triques. Après la perte d’une ligne d’interconnexion importante, si la demande de puissance
réactive des charges n’est pas réduite, les générateurs doivent augmenter leurs puissances gé-
nérées. Cette augmentation des transits de puissance rend le réseau plus affaibli et, par consé-
quent, les tensions continuent à baisser. Le mécanisme ci-dessus amène à un écroulement de
tension, un phénomène commun dans les pannes en cascades (NAERC, 2003).
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Ce type de stabilité représente la capacité du réseau de maintenir sa fréquence nominale (60Hz)
suite à des perturbations. L’instabilité de fréquence peut être causée par la perte d’un généra-
teur important, suivie par un rejet de production ou un délestage de charge inefficace.
L’oscillation électromécanique n’est pas le problème le plus critique, parmi les phénomènes
de stabilité ci-haut mentionnés. Cependant ces oscillations se produisent souvent lorsque les
réseaux sont trop chargés. Dans certains cas, ces oscillations peuvent également causer une
panne en cascade, tel que l’incident de 10 Août, 1996 au réseau WECC (Kosterev et al., 1999).
Comme les réseaux électriques doivent fonctionner de plus en plus près de leurs limites de
stabilité, l’amélioration de l’amortissement des oscillations devient de plus en plus importante.
Le sujet de cette recherche est l’amortissement des oscillations électromécaniques, ou des
oscillations de puissance (dans ce travail, ces deux termes sont synonymes). Les oscillations
électromécaniques peuvent être divisées en deux catégories (Kundur, 1994) : i) Oscillation
locale, dans laquelle le rotor d’une machine oscille contre le reste du réseau ; ii) Oscillation
interzone, dans laquelle un groupe des générateurs oscillent contre un autre groupe dans un
autre région. Les oscillations locales ont des fréquences entre 0,7 et 2 Hz, et sont relativement
faciles à contrôler. Ce type d’oscillation peut être étudié en modélisant en détail seulement des
éléments du réseau se situant à proximité du générateur (Klein et al., 1991). Les oscillations
interzones, ayant les fréquences entre 0,1 et 0,8 Hz, sont plus difficiles à stabiliser, car elles
impliquent des générateurs dans des régions différentes. De plus, la structure de ces oscillations
peut changer, dépendamment de la structure du réseau d’interconnexion et de la demande des
charges. Ces oscillations, si elles sont mal amorties, persistent dans une longue période et
limite la capacité de transmission de puissance.
Dans la pratique, chaque réseau électrique possède un ou deux modes dominants (signature),
qui peuvent être identifiés assez facilement, suite à des grandes contingences. Par exemple, le
réseau WECC possède un mode autour de 0.3 Hz (Kosterev et al., 1999), le réseau d’Hydro-
Québec a un mode dominant près de 0.6Hz (Heniche et Kamwa, 2008).
71.2 Amortissement des oscillation par PSS
Le principe selon lequel le sytème d’excitation peut affecter le couple électromécanique a été
élaboré par p. DeMello et Concordia (1969). Les auteurs montrent que les systèmes d’excita-
tion de gain élevé et de faibles constantes de temps ont une influence positive sur le couple de
synchronisation, mais peuvent détériorer le couple d’amortissement. Ce dilemme est résolu,
en utilisant un contrôleur auxiliaire, qui produit un couple d’amortissement positif. Ceci est
le principe des stabilisateurs de puissance (PSS). Les études approfondies sur l’application et
la conception des PSS sont présentées dans (Klein et al., 1991; Larsen et Swann, 1981). Le
schéma de principe d’un générateur synchrone, muni d’un PSS est montré à la figure 1.2.
Figure 1.2 Conception du stabilisateur de puissance.
A fin de déterminer les paramètre du PSS, il est nécessaire de savoir le transfert GEP (s) entre
l’entrée d’excitation Vref et le couple électromécanique Te qui en résulte. A fin d’obtenir un
effet d’amortissement, le PSS doit compenser le retard de phase causé par GEP (s), pour que
le couple Te soit en phase avec la variation de vitesse. Les notions des couples d’amortisse-
ment et de syncrhonisation ont une implication pratique importante. En effet la fonction de
transfert GEP (s) dans la figure 1.2 peut être déterminée approximativement par une procé-
8dure d’identification (Murdoch et al., 1999a,b)(Kundur et al., 1989). D’ailleurs, si le modèle
mathématique du réseau est connu, une façon plus convenable de calcul des paramètres du
PSS est d’utiliser les techniques d’analyse modale.
La structure conventionnelle des PSS comprend un filtre passe-haut (washout filter) et des
blocs de compensation en avance/retard de phase. En général, cette structure permet d’obtenir
une performance satisfaisante autant pour des modes locaux que pour des modes interzones.
Une structure plus flexible de PSS, soit celle du PSS à multi bandes est proposée par l’IREQ-
Hydro Québec (Grondin et al., 1993). Ce nouveau PSS a une réponse en fréquence plus riche,
et permet d’avoir un meilleur amortissement à un plus grand nombre de modes.
Comme la fonction de transfert GEP (s) (figure 1.2) dépend d’une large part des paramètres
du générateur qui sont fixes, le PSS est généralement assez robuste aux changement de mode
d’opération, même avec une structure de commande simple. Ceci est la conclusion de plusieurs
études détaillées du PSS (Rogers, 2000)(Gibbard et al., 2000). Les facteurs qui influencent la
performance du PSS sont étudiés dans (Klein et al., 1991). Cette référence montre que le PSS
amortit des oscillations en modulant la tension des charges. Si les charges ne répondent pas
suffisamment à cette modulation (e.g. les charges de puissance constante), l’influence du PSS
sur les modes interzones est réduite de façon drastique. Dans la discussion de l’article (Klein
et al., 1992), il est mentionné que le même problème s’apllique pour l’amortissement des
oscillations par SVC.
1.3 Amortissement des oscillation par FACTS
Dans les récentes années, les réseaux électriques ont connu une prolifération des dispositifs
FACTS (Flexible AC Transmission System). Un dispositif FACTS est basé sur des circuits
de puissance à ouverture/fermeture électronique (thyristor). Les deux types les plus communs
des FACTS, soit le SVC et TCSC, se basent sur des circuits commandés par thyristor. Les
plus récents FACTS, comme STATCOM, SSSC ou UPFC se basent sur les convertisseurs de
tension/courant (Mathur et Varma, 2002). Les FACTS ont pour principal objectif d’améliorer
9les écoulements de puissance active et réactive dans le réseau. D’ailleurs l’usage des FACTS
dans le but d’améliorer l’amortissement des oscillations est aussi possible, grâce à des circuits
de commande auxiliaires. La méthode d’utilisation des SVC et TCSC pour atténuer les oscil-
lations transitores a été proposée dans (Hammad, 1986; Lerch et al., 1991; Olwegard et al.,
1981). L’idée clé de ces travaux consiste à trouver une loi de commande qui permette de ré-
duire l’accumulation de l’énergie cinétique des rotors durant le régime transitoire.
L’utilisation des FACTS pour améliorer la stabilité angulaire aux petits signaux est aussi pos-
sible. L’approche de conception des contrôleurs d’amortissement basés sur FACTS est très
similaire à celle de conception des PSS. Pour étudier l’influence d’un contrôleur FACTS sur
des oscillations, on peut se baser sur les notions comme le couple électromécanique, la tech-
nique de compensation de phase ou sur l’analyse modale (Larsen et al., 1995).
Une étape importante dans la conception d’un contrôleur d’amortissement basé sur FACTS
est le choix du signal d’entrée. Les meilleurs signaux d’entrées pour un contrôleur d’amortis-
sement sont souvent les vitesses et les puissances actives des générateurs. Pour les PSS, ces
signaux peuvent être obtenus localement, alors que pour les FACTS qui se trouvent en général
loin des centrales de production, il s’agit des mesures à distance. Il est à noter qu’un signal
local peut être utilisé pour le contrôleur d’amortissement du FACTS. Cependant, une boucle
de commande locale pour FACTS contient souvent un zéros près d’un mode interzone, ce qui
limite son efficacité (Martins et Lima, 1990; Mhaskar et Kulkarni, 2006). De nos jours, les
contrôleurs avec les mesures à distance sont possibles, grâce à la maturité des technologie de
communication. Dans la littérature de commande du réseau, le terme “commande globale"
(About-Ela et al., 1996) est utlisé pour les circuits de commande avec des mesures à distance.
Un des premiers travaux portant sur le sytème de commande globale pour FACTS est rapporté
dans (About-Ela et al., 1996). Ce travail propose une structure hiérarchique, dans laquelle le
signal de commande globale est superposé à un signal de commande locale. La même approche
est utilisée dans plusieurs études sur ce sujet (Kamwa et al., 2001; Okou et al., 2005).
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En effet la commande d’amortissement par FACTS peut être généralisée comme une forme de
modulation de charge active/réactive. Cette dernière est aussi le sujet d’un grand nombre de
recherches (Kamwa et al., 1999; Samuelsson et Akke, 1999; Samuelsson et Eliasson, 1997).
1.4 Sélection des boucles de commande
Comme il est mentionné à la section précédente, un bon choix des signaux d’entrée est requis
pour obtenir un bon amortissement des oscillations. De façon similaire, la position des FACTS
joue un rôle important dans la performance de la boucle de commande. Le choix des boucles
de commande pour les contrôleurs d’amortissement (FACTS et PSS) est le sujet de plusiers
études 1. La plupart des études se basent sur la commandabilité/observabilité modale (Hamda
et Elabdalla, 1988), les taux de participation (Kundur, 1994), ou des résidus (Rogers, 2000).
Un inconvénient de ces critères, c’est que les zéros de la fonction de transfert ne sont pas pris
en compte. S’il existe un zéro près d’un mode d’oscillation, il serait difficile de bien amortir ce
mode. Pour cette raison, certains auteurs proposent l’incorporation des zéros du transfert dans
l’analyse des boucles de commande (Martins et Lima, 1990).
Dans la théorie de commande il existe plusieurs techniques de sélection des entrées/sorties
(Skogestad et Postlethwaite, 1996). Certaines mesures pratiques pour évaluer des paires sont :
les valeurs singulières maximale/minimale de la boucle, les valeurs singulière Hankel, les zéros
du demi-plan droit (RHP - Right Half Plane zero), les RGA (Relative Gain Array). En effet,
ces mesures ont été utilisées pour l’étude de sélection des boucles de commande du réseau
(Farsangi et al., 2004, 2007). L’application des mesures RGA pour choisir la location optimale
pour PSS est étudiée exhaustivement dans (Milanovic et Duque, 2004). Dans cette référence,
les auteurs montrent qu’il y a un lien entre une crête dans les valeurs RGA avec un mode
d’oscillation mal amorti.
1. Ici, on suppose que l’emplacement les FACTS est choisi dans le seul but d’améliorer l’amortissement des
oscillations de puissance. En général, la location d’un dispositif FACTS doit tenir compte d’autres aspects, tel
que la capacité de support de tension et de puissance réactive
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En effet, le problème d’amortissement des oscillations électromécaniques est essentiellement
une commande “partielle" dans le domaine fréquentiel. Un bon contrôleur d’amortissement
doit amortir les modes dans la plage de fréquence des oscillations électromécaniques (0.1Hz-
2.5Hz) et de plus, il est préférable qu’il n’interagisse pas avec les autres modes de basses ou de
plus hautes fréquences. Si on tient compte de cette propriété, certains critères dans la théorie
de commande ne sont plus directment applicables au problème de sélection des boucles de
commande d’amortissement du réseau. Prenons par exemple le critère de valeurs singulières
maximale. Une grande valeur singulière maximale implique une bonne commandabilité de la
boucle de commande au mode dominant, mais cette mesure ne donne acune information sur
l’effet de la boucle sur les autres modes.
1.5 Approche de commande robuste
Dans la plupart des travaux de recherche sur la commande des réseaux, on utilise des modèles
linéaires, obtenus en linéarisant le réseau autour d’un point de fonctionnement. En principe
chaque modèle linéaire n’est valide que pour un mode d’opération. Donc il est nécessaire
d’assurer la robustesse des contrôleurs d’amortissement à travers plusieurs modes d’opération.
Les contrôleurs d’amortissement doivent aussi être robustes à d’autres types de perturbations
comme le bruit de mesures, les incertitudes du modèle à hautes fréquences.
Un grand nombre d’études ont porté sur la synthèse des contrôleurs robustes, autant pour les
FACTS que pour le PSS. Le facteur ayant la plus grande influence sur la robustesse du contrôle
lors du changement du point de fonctionnement est le résidu du mode d’oscillation du système
en boucle ouverte. Si la variation de l’angle de ce résidu ne dépasse pas 900 à travers les modes
d’opération, un contrôleur robuste peut être obtenu (Yang et Feliachi, 1994). Dans (Kamwa et
Grondin, 2000), ce critère et d’autres contraintes de robustesse sont exprimés sous forme d’un
problème d’optimisation avec des contraintes non linéaires.
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Les techniques de synthèse de commande robuste sont aussi utilisées dans la conception des
contrôleurs d’amortissement du réseau. L’application de la technique de synthèseH∞ est étu-
diée dans (Taranto et al., 1995; Zhao, 1996; Zhao et Jiang, 1995). La référence (Klein et al.,
1995) propose des méthodes de choix des fonctions de pondération pour des problèmes de
synthèse de commande robuste du réseau. L’utilisation de la technique de μ-synthèse pour
concevoir des contrôleurs robustes du FACTS et PSS est rapportée dans (Chen et Malik, 1995;
Yu et al., 2001).
La synthèse de commande robuste est essentiellement un problème de rejet de perturbation
(Skogestad et Postlethwaite, 1996). Un contrôleur peut être robuste envers un type de pertur-
bation, mais est très fragile envers un autre (Keel et Bhattacharyya, 1997). Il est donc impor-
tant que le modèle de perturbation décrive précisément les changements des paramètres du
réseau, ainsi que des bruits de mesures. D’ailleurs une estimation conservatrice des perturba-
tions pourrait compromettre la performance des contrôleurs d’amortissement. Pour résoudre
ce problème, l’approche utilisant un modèle de perturbation structurée est étudiée. Dans cette
approche, le système est décrit par ses matrices d’état dont les éléments sont soumis à des
perturbations réelles. Cette méthode est appliquée pour le cas du réseau électrique dans (Dju-
kanovic et al., 1998). L’avantage de cette approche est que la marge de stabilité du système
peut être déterminée très précisément (Yu et al., 2001). Suivant ce travail, plusieurs schémas
de commande ont été proposés : dans (Yu et al., 2001), le modèle des perturbations structurées
est utilisé pour vérifier la robustesse en performance d’un contrôleur robuste du SVC. Dans
(Ramanathan et V.Vittal, 2006a,b), les auteurs se basent sur le modèle des perturbations struc-
turées pour concevoir un schéma de modulation des charges actives, qui minimise les valeurs
singulières structurées du système en boucle fermée.
Une autre approche de modélisation des perturbations consiste à analyser la fonction de trans-
fert d’un réseau dans plusieurs modes, et de déduire un modèle de perturbation “sur mesure"
(Simoes et al., 2009).
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La robustesse de la commande globale est aussi affectée par le délai de communication. Dans
une synthèse de commande robuste, le délai de communication peut être considéré comme une
source d’incertitude. Dans la plupart des publications, le délai de communication est représenté
par une approximation Padé (Wu, 2004; Zhang, 2007). D’autres approches de traitement du
délai sont présentées dans (Pal et Chaudhuri, 2005)(Chaudhuri et al., 2004).
1.6 Sommaire
À l’heure actuelle, il y a plusieurs possibilités de conception des systèmes de commande
d’amortissement, grâce à la prolifération des FACTS et à la maturité de la technologie de
communication. Un schéma de commande globale peut être un contrôleur indépendant qui
améliore les modes interzones, ou être en coordination avec des contrôleurs locaux pour amé-
liorer l’ensemble des modes électromécaniques.
La différence majeure d’un stabilisateur d’oscillation basé sur FACTS, par rapport à celui basé
sur les PSS est que le système en boucle fermée, vu par un FACTS est en général moins
robuste que celui vu par un PSS. Il est donc néccessaire de tenir compte des contraintes de
robustesse dans la conception des contrôleurs basé sur FACTS. Ces contraintes de stabilité
doivent tenir compte, en autres, de la variation du délai de communication, qui est inévitable
pour un système de commande globale.
Il est à noter que la commande d’amortissement du réseau est “décentralisée dans le domaine
fréquentiel". Pour chaque plage de fréquence il existe un ensemble des contrôleurs et de plus,
un modèle d’analyse approprié. Comme les contrôleurs d’amortissement basés sur FACTS ne
servent qu’à améliorer certains modes électromécaniques, il faudra réduire leurs interactions
avec d’autres modes du réseau.
CHAPITRE 2
MODÉLISATION DU RÉSEAU ET LES MÉTHODES D’ANALYSE
2.1 Modèle des éléments
2.1.1 Modèle du générateur synchrone et du réseau électrique
Dans les études de stabilité angulaire du réseau, le générateur syncrhone est communément
décrit par un modèle à deux axes, comprenant 4 équations différentielles comme suit :
T ′doi
E ′qi
dt
= −E ′qi − (Xdi −X ′di)Idi + Efdi (2.1)
T ′qoi
E ′di
dt
= −E ′di + (Xqi −X ′qi)Iqi (2.2)
δ
dt
= ωi − ωs (2.3)
2Hi
ωs
dωi
dt
= TMi −E ′diIdi −E ′qiIqi − (X ′qi −X ′di)IdiIqi −KDi(ωi − ωs) (2.4)
dont i = 1, .., m oùm est le nombre des générateurs.
Les dynamiques électromagnétiques dans les lignes de transmission du réseau sont très ra-
pides par rapport aux dynamiques électromécaniques dans les générateurs. Pour cette raison,
dans l’étude des oscillations électromécaniques à basses fréquences, le réseau est considéré
quasi-statique (Pai et al., 2005), et est modélisé par des équations algébriques. Pour chaque
générateur, le stator est décrit par les deux équations algébriques suivantes :
E ′di − Visin(δi − θi)− RsiIdi +X ′qiIqi = 0 (2.5)
E ′qi − Vicos(δi − θi)− RsiIqi +X ′diIdi = 0 (2.6)
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Les équations du réseau, pour les barres des générateurs sont les suivantes :
IdiVisin(δi − θi) + IqiVicos(δi − θi) + PLi(Vi)
−
n∑
k=1
ViVkYikcos(θi − θk − αik) = 0 (2.7)
IqiVicos(δi − θi)− IqiVisin(δi − θi) + QLi(Vi)
−
n∑
k=1
ViVkYiksin(θi − θk − αik) = 0 (2.8)
Les équations du réseau, pour les autres barres :
PLi(Vi)−
n∑
k=1
ViVkYikcos(θi − θk − αik) = 0 (2.9)
QLi(Vi)−
n∑
k=1
ViVkYiksin(θi − θk − αik) = 0 (2.10)
Le système d’équations (2.1)-(2.9) peut être écrit symboliquement comme :
x˙ = f(x, Id−q, V, u) (2.11)
Id−q = h(x, V ) (2.12)
0 = g(x, Id−q, V ) (2.13)
La dynamique du réseau est donc décrite par un système des équations différentielles et des
équations algébriques. Cette description de la dynamique du réseau est appropriée pour étudier
les phénomènes électromécaniques, pour lesquels on peut négliger les dynamiques électromag-
nétiques rapides sur les lignes d’interconnexion.
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2.1.2 Les contrôleurs du générateur
La structure du sytème de contrôle du générateur est décrite à la figure 2.1. Chaque générateur
est muni d’un système de régulation de tension (AVR - Automatic Voltage Regulator). De plus,
le stabilisateur de puissance (PSS) ou le régulateur de vitesse peuvent être utilisés.
Figure 2.1 Système de contrôle du générateur.
2.1.2.1 Régulateur de tension
Nous utilisons dans cette thèse deux modèles de régulateur de tension. Le premier modèle est
montré à la figure 2.2, et correspond à un régulateur utilisant un générateur à courant continu
pour produire la tension d’excitation (modèle DC1A selon (IEEE, 1992)).
Le deuxième modèle du régulateur de tension décrit un régulateur utilisant des circuits de
commande par Thyristor (système d’excitation statique). Ce type d’AVR est similaire au mo-
dèle AC4A (IEEE, 1992), et est caractérisé par un gain élevé et une faible constante de temps
(figure 2.3).
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Figure 2.2 Système d’excitation type DC1A.
Figure 2.3 Système d’excitation statique.
2.1.2.2 Régulateur de vitesse
Dans ce travail nous utilisons un modèle du régulateur de vitesse, comme montrée à la figure
2.4 (Rogers, 2000).
Figure 2.4 Régulateur de vitesse.
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2.1.2.3 Stabilisateur de puissance
Le stabilisateur de puissance (PSS) a pour but d’améliorer l’amortissement des oscillations
électromécanique. La structure d’un PSS conventionnel est montré à la figure 2.5. Un filtre
passe-haut est utilisé pour réduire l’action du PSS à des changements en régime permanent.
La compensation de phase est réalisé par deux blocs d’avance-retard en ajustant les constantes
T1, .., T4.
Figure 2.5 Modèle du stabilisateur de puissance.
2.1.3 Les dispositifs FACTS
À part les générateurs synchrones et les lignes de transport qui ont pour but de générer et de
transporter de l’énergie, des éléments additionnels sont utilisés, visant à améliorer le profil
de tension et le contrôle du transit de l’énergie réactive. Ces éléments sont les compensateurs
shunt ou série. Les compensateurs traditionnels sont les réactances et condensateurs statiques,
ou les condensateurs synchrones. Le développement des dispositifs d’électronique de puis-
sance amène à une nouvelle génération de compensateurs, qui offre une meilleure flexibilité
de commande et de régulation. Ces éléments sont communément appelés FACTS (Flexible AC
Transmission Systems).
Le compensateur shunt (traditionnellement une réactance) peut donc être remplacé par un SVC
(Static VAr Compensator), lequel est composé d’une réactance dont la valeur peut être variée,
en utilisant un circuit commandé par thyristor. De la même façon le compensateur série (tradi-
tionnellement un condensateur fixe) peut être remplacé par un TCSC (Condensateur en série
commandé par Thyristor - Thyristor Controlled Serie Capacitor) dont la capacitance peut aussi
être variée. De plus, on peut utiliser les convertisseurs triphasés de source de tension/courant
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pour assumer les même fonctions. Dans ce cas, le nouveau compensateur shunt est le STAT-
COM (ou SSC (Mathur et Varma, 2002) - Compensateur Statique Synchrone) et le nouveau
compensateur série est le SSSC (Compensateur Synchrone Statique Série). Le UPFC (Unified
Power Flow Controller) est un autre nouvel élément FACTS qui permet de contrôler à la fois
la puissance injectée en shunt et en série, avec une connection à courant continu entre ces deux
éléments.
En premier lieu, les dispositifs FACTS sont utilisés pour améliorer la commande du réseau.
De plus, ils peuvent aussi être munis des circuits de commande auxiliaire visant à améliorer
l’amortissement des oscillations de puissance. À cet effet, dans la modélisation des dispositifs
FACTS, on peut négliger les cicruits d’électronique de puissance dont la dynamique est très ra-
pide, par rapport à la dynamique des oscillations électromécaniques. En général, la sortie d’un
dispositif FACTS peut être représentée par une réactance/capacitance équivalente. La figure
2.6 montre le modèle du SVC utilisé dans ce travail. La boucle de commande principale est un
régulateur de tension, représenté par un gainKR et une constante de temps TR. La dynamique
du circuit d’électronique de puissance est représentée par un délai Td est une constante de
temps Tb. Le circuit de commande auxiliaire modifie l’entrée Vref , et est conçu pour améliorer
la stabilité aux petits signaux.
Figure 2.6 Modèle du SVC pour étude de
stabilité angulaire du réseau.
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Avec le même principe de modélisation, la figure 2.7 montre le modèle du TCSC utilisé dans ce
travail. La capacitance Xcref est déterminée dans le but de réguler l’écoulement de puissance
(Power Scheduling Control. (Pai et al., 2005)). La dynamique interne du TCSC est représentée
par une constante de temps TTCSC . Le bloc de modulation continue a pour but d’améliorer
l’amortissement des oscillations de puissance.
Figure 2.7 Modèle du TCSC pour étude de
stabilité angulaire du réseau.
2.2 Linéarisation du réseau électrique et analyse modale
2.2.1 Linéarisation du réseau
Un modèle d’espace d’état, obtenu en linéarisant le réseau autour de son point de fonctionne-
ment donne des informations utiles sur la structure des oscillations de puissance. La procédure
de linéarisation est brièvement décrite dans cette section. En linéarisant les équations (2.1)
pourm générateurs et en les regroupant, on obtient :
Δx˙ = A1Δx+B1ΔIg +B2ΔVg + E1Δu (2.14)
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où :
x = [δ1 ω1 E
′
q1 E
′
d1 δ2 ω2 .. E
′
qm E
′
dm]
T
Ig = [Id1 Iq1 .. Idm Iqm]
T
Vg = [θ1 V1 .. θm Vm]
T
u = [Efd1 TM1 .. Efdm TMm ]
En linéarisant l’équation (2.5) pour lesm générateurs, on obtient :
0 = C1Δx+D1ΔIg +D2ΔVg (2.15)
En linéarisant l’équation (2.7) pour lesm générateurs, on obtient :
0 = C2Δx+D3ΔIg +D4ΔVg +D5ΔVl (2.16)
dont Vl = [θm+1 Vm+1 .. θn Vn]T est le vecteur des tensions des barres sans-générateur.
Finalement, la linéarisation des équations (2.9) donne :
0 = D6ΔVg +D7ΔVl (2.17)
On regroupe les équations (2.14)-(2.17), et élimine les variables algébriques (Vg, Ig, Vl) et on
obtient :
Δx˙ = AsysΔx+ E1Δu (2.18)
22
où :
Asys = A
′
1 −B′1.(B′2)−1.K2
K1 = D4 −D3.(D1)−1.D2
K2 = C2 −D3.(D1)−1.C1
A′1 = A1 −B1.(D1)−1.C1
B′1 = B2 −B1.(D1)−1.D2
B′2 = K1 −D5.(D7)−1.D6
Des modifications nécessaires doivent être faites aux procédures décrites ci-haut pour tenir
compte des systèmes AVR, SVC et TCSC. Les valeurs propres de la matrice Asys sont les
modes d’oscillation du réseau.
2.2.2 Analyse modale de la commandabilité et de l’observabilité
La commandabilité et l’observabilité sont les mesures communément utilisées pour choisir
des entrées et des sortie de commande. La référence (Hamda et Elabdalla, 1988) présente les
détails de ces mesures. Soit un système linéaire, représenté par :
x˙ = Ax+Bu
y = Cx
(2.19)
où x ∈ Rn, u ∈ Rm, et y ∈ Rl, B = [b1 b2 ... bm], C = [c1 c2 ... cl]T , et λ = (λ1, λ2, .., λn)T
sont des valeurs propres (distinctes) de A. Pour chaque valeur propre λi, on peut trouver un
vecteur propre gauche fi et un vecteur propre droit ei. La mesure de commandabilité du mode
λi, à partir d’une entrée j est déterminée par (Hamda et Elabdalla, 1988) :
mci(j) = cos(θ(fi, bj)) =
|bTj .fi|
‖fi‖.‖bj‖ (2.20)
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mci(j) est donc une mesure de l’angle entre le vecteur bTj et le vecteur fi. Plus cet angle est
faible, plus il est facile de commander le mode i à partir de l’entrée j. De façon similaire, la
mesure d’observabilité du mode λi à partir de la sortie k est déterminée par :
moi(k) = cos(θ(ei, ck)) =
|ck.ei|
‖ei‖.‖ck‖ (2.21)
L’efficacité d’une boucle de commande dépend donc de leur mesures de commandabilité et
d’observabilité au mode d’oscillation critique. Pour cette raison, on peut utiliser la mesure
conjointe de commandabilité/observabilité, définie par :
mcoi(k) = mci.moi (2.22)
Une autre mesure de l’effet total de la boucle de commande est le résidu, défini par (Kamwa
et al., 2005) :
Rij,k = ckeib
T
j (2.23)
Les grandeurs (2.23) et (2.22) sont proportionnelles, mais l’avantage de la mesure conjointe
(2.22), c’est qu’elle ne dépend pas de l’unité de la variable (Kamwa et al., 2001). Cette mesure
peut donc être utilisée pour comparer les signaux de différents types, par exemple fréquence
et vitesse, etc.
2.2.3 Forme de mode et taux de participation.
La structure des oscillations électromécaniques peut être identifiée par la forme du mode et
le taux de participation. Pour chaque valeur propre λi de la matrice Asys (N × N) on peut
déterminer un vecteur fi qui satisfait :
Afi = λifi (2.24)
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Les solutions non triviales fi sont appelées vecteurs propres droits. Par ailleurs, on a aussi N
vecteurs propres gauches ei, i = 1, .., N satisfaisant :
eiA = λiei (2.25)
Un élément fki du vecteur propre droit fi indique la magnitude relative et la phase de la variable
d’état k dans le mode i (forme de mode). D’ailleurs l’élément eki du vecteur propre gauche ei
détermine la contribution de cette activité au mode i (Kundur, 1994). Le produit des vecteurs
droit et gauche donne le taux de participation d’une variable d’état dans un mode d’oscillation,
qui est déterminé par :
Pij = fij.eij (2.26)
Pij indique la participation de la variable d’état j dans le mode i. On se base sur les taux
de participation pour déterminer les générateurs participant à un mode. Les modes ayant une
grande participation des variables ωi, i = 1, .., m sont les modes électromécaniques. D’ailleurs
les formes de mode, calculées pour les variables ωi indiquent quels générateurs oscillent contre
quels générateurs dans un mode électromécanique.
2.2.4 Synthèse d’une commande d’amortissement par compensation de phase
À partir du modèle d’espace d’état, on peut écrire la fonction de transfert d’un système mono-
variable entre l’entrée j et la sortie k, tel que :
G = ck(sI − A)−1bTj (2.27)
G peut être décomposé comme suit :
G =
n∑
i=1
Ri
s− λi (2.28)
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Dans l’Éq. (2.28), λi sont des valeurs propres disctinctes du système. Le terme Ri ressemble
à celui dans (2.23), et est appelé le résidu du mode λi. Afin de bien stabiliser un mode λi, le
résidu de ce mode, i.e. Ri doit être grand. Par contre, les résidus des autres modes doivent être
faibles pour minimiser les interactions du contrôleur.
La grandeur de Ri représente la sensibilité de la valeur propre λi au gain de commande.
D’ailleurs l’angle de Ri du mode d’oscillation critique détermine le niveau de compensation
de phase que le contrôleur doit avoir à la fréquence de cette oscillation. Pour déplacer le pôle
λi vers le demi plan gauche avec une commande par retour de sortie, le contrôleur doit fournir
une avance de phase (Yang et Feliachi, 1994) :
βi = 180
0 − ∠Ri (2.29)
La synthèse d’un contrôleur basée sur les résidus est la méthode la plus souvent utilisée pour
déterminer les paramètres des PSS (Kundur et al., 1989) (Yang et Feliachi, 1994) (Larsen et
Swann, 1981). Pour assurer une compensation de phase robuste, le résidu du mode critique
doit être examiné pour tous les modes d’opération. Lorsque le mode d’opération change, le
vecteur de résidu va aussi changer. Selon (Yang et Feliachi, 1994), la variation maximale de
∠Ri ne doit pas dépasser 900. Dans un tel cas, on peut choisir un niveau de compensation
de phase approprié, de sorte que pour tous les modes d’opération, le pôle lié à l’oscillation
critique se déplace toujours vers la gauche, sous l’action du contrôle.
Il est à noter que le positionnement des autres pôles et les zéros du transfert doivent être pris
en considération lorsqu’on détermine les paramètres d’un contrôleur. Pourtant, la méthode de
compensation de phase, résumé simplement par l’équation (2.29) fournit une directive de base
pour concevoir tout type de contrôleur d’amortissement.
CHAPITRE 3
COMMANDE PAR LA MODULATION BANG BANG
3.1 Introduction
L’objectif principal de la conception d’un contrôleur d’amortissement est de maximiser l’effet
de commande dans la plage des oscillations de puissance, sans causer des effets négatifs aux
autres modes du réseau. Pour réduire les interactions, des filtres appropriés sont utilisés. Par
exemple, avec les PSS, on utilise un filtre passe-haut pour empêcher toute influence sur des
dynamiques lentes, comme la variation de la charge en régime permanent. Dans certains cas,
un filtre à encoche est aussi nécessaire pour réduire l’interaction entre le PSS et les oscillations
sous synchrones (Larsen et Swann, 1981).
Il existe une autre approche de commande d’amortissement plus simple, qui utilise le prin-
cipe de contrôle bang bang. Cette méthode est premièrement proposée pour les SVC et TCSC
(Hammad, 1986; Olwegard et al., 1981). L’idée clé de cette approche est de varier, de façon
discontinue, la réactance d’un SVC (ou d’un TCSC) de sorte que la variation de la puissance
active transitée sur une ligne d’interconnexion est réduite. L’avantage majeur de cette méthode
de commande est que l’effort de commande du SVC et du TCSC est maximisé. De plus, les
interactions de cette variation de réactance avec d’autres modes du réseau sont minimisées
(Taylor, 2001). La séquence optimale de variation discontinue, basée sur le principe de Pon-
triagin (Reitan et Ramarao, 1968) peut être déterminée pour les systèmes simples. Cependant,
il est très difficile de déduire analytiquement une séquence de commande optimale pour un
grand réseau multi-machine.
Pour appliquer cette méthode de commande aux réseaux multi-machine, Hauer (1994) pro-
pose une solution numérique pour déterminer les instants de variation de réactance 1. Selon
Hauer (1994), l’action de contrôleur est interprétée comme une “annulation de sortie", i.e. le
1. en anglais : switching time
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contrôleur produit une oscillation en opposition de phase avec l’oscillation observée. Dans ce
travail, cette approche est étudiée en détails. Les problèmes suivants sont analysés :
– Comment on peut utiliser simultanément différents types de contrôleurs du réseau dans le
schéma de commande, afin de maximiser l’effet d’amortissement.
– La différence entre le schéma de commande par modulation bang bang et les schémas de
commande continue, en ce qui concerne les interactions.
– L’effet du délai de communication sur la performance du système de commande.
3.2 Le principe de commande par la modulation bang bang
Considérons un système simple, comprenant une machine et une barre infinie (Fig. 3.1). Un
SVC est installé au milieu de la ligne d’interconnexion.
Figure 3.1 Réseau d’un générateur et une barre infinie.
Pour ce système, on peut améliorer l’amortissement de l’oscillation transitoire avec une loi de
commande comme suit :
ΔVm = K
dΔδ
dt
(3.1)
oùK est une constante. La démonstration de la loi de commande (3.1) est présentée à l’annexe
I. Une interprétation de (3.1) est que cette commande permet de réduire l’accumulation de
l’énergie cinétique dans les rotors durant le transitoire (Mathur et Varma, 2002, chapitre 6).
L’équation (3.1) suggère que la tension du SVC doit être de 900 en avance de phase par rapport
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à l’oscillation observée dans le signal δ. Dans (Hammad, 1986), cette méthode de commande
est exprimée comme : “appliquer une succeptance maximale (capacitive) lorsque la puissance
transitée augmente, et changer la succeptance du SVC au minimum (inductive) lors que la
puissance transitée diminue". Cette méthode de commande bang bang permet d’utiliser la
capacité maximale du SVC pour l’amortissement.
La loi de commande (3.1) n’est pourtant utilisable qu’avec un seul mode d’oscillation. S’il
existe une fréquence d’oscillation ωcr dans la puissance transitée sur l’interconnexion, tel que :
Pcr = Acre
σcrtcos(ωcrt+ ϕcr), (3.2)
alors le signal de commande d’amortissement idéal pour le contrôleur d’amortissement du
SVC est donc :
Bref = Bmaxsign(cos(ωcrt + ϕcr + π/2)) (3.3)
L’équation (3.3) est valide pour un système simple de la figure 3.1. Dans le cas général, le
signal de commande idéal, selon Hauer (1994) est de :
Bref = Bmaxsign(cos(ωcrt+ ϕcr + 180
0 − ϕ)) (3.4)
où ϕ est l’angle de la fonction de transfert entre l’entrée Bref et la puissance P .
En effet, les lois de commande (3.3) et (3.4) peuvent être appliquées pour tout type de contrô-
leur FACTS (SVC, TCSC ou UPFC, etc.). Si on utilise les mesures locales, les auteurs Mhaskar
et Kulkarni (2006) montrent que l’angle ϕ est assez proche de 900 pour certains types de signal
d’entrée. La preuve dans (Mhaskar et Kulkarni, 2006) est cependant basé sur un modèle sim-
plifié du réseau, dans lequel on néglige les éléments résistifs et les générateurs sont modélisés
par un modèle classique de deuxième ordre. Si un signal mesuré à distance est utilisé, ou bien
si on tient compte d’un modèle non simplifié du réseau, l’analyse modale devrait être utilisé
pour obtenir une valeur précise de ϕ.
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Dans un réseau multi-machine, il existe plusieurs modes d’oscillation interzone. En effet, seul
un nombre limité des modes a besoin d’être stabilisé. Pour appliquer la commande (3.4) à un
mode d’oscillation critique, une méthode d’analyse est nécessaire pour extraire les informa-
tions de ce mode (ωcr et ϕcr). L’extraction de ces informations peut être réalisée avec deux
approches :
– On utilise une méthode d’identification en-ligne, telle que la méthode d’analyse Prony
(Nguyen-Duc et al., 2007)(Nguyen-Duc et al., 2010).
– On utilise une boucle à verrouillage de phase pour déterminer la fréquence et la phase de
l’oscillation critique (Chaudhury et al., 2010).
L’approche de commande basée sur l’identification est étudiée dans ce travail.
3.3 Schéma de commande proposé
Le schéma de commande proposé dans ce travail consiste essentiellement en un mode de com-
mande spécial, utilisant la modulation bang bang du contrôleur FACTS. Ce mode est activé
lorsqu’une oscillation critique est détectée dans le réseau. Lorsque l’oscillation est suffisam-
ment amortie, le mode de commade par modulation bang bang sera désactivé, et un contrôleur
continu conventionnel sera utilisé par la suite.
Cette idée de commande vient du fait que dans un grand réseau électrique, il n’existe souvent
qu’un ou deux modes critiques. Afin de stabiliser le réseau, il est important que ces modes
critiques soient amortis. L’avantage majeur du mode de commande par action discrète est que
la capacité maximale du dispositif FACTS est utilisée. De plus, les problèmes d’interaction
avec les autres dynamiques du réseau sont intrinsèquement évités. En effet, ce schéma de
commande peut être interprété comme un contrôleur dont la bande passante est très étroite
(Taylor, 2001).
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Une analyse hors ligne est effectuée, en se basant sur l’analyse modale, pour déterminer les
modes d’oscillation critique. Basé sur les informations de ce mode (la fréquence, les machines
participantes, les contrôleurs ayant une grande commandabilité à ce mode), un schéma de
commande spécial est conçu pour identifier et amortir le mode.
Le schéma de commande par action discrète (modulation bang bang) est montré à la figure
3.2. Lorsqu’une oscillation critique est détectée, le contrôleur FACTS va générer un signal de
commande comme suit :
uFACTSi = Ui,maxsign(cos(ωcrt+ ϕcr + βi)) (3.5)
Le schéma de commande proposé est composé de plusieurs contrôleurs FACTS dans le réseau.
Le contrôleur central surveille les signaux importants dans le réseau (par exemple, les vitesses
des grands générateurs). Il utilise l’analyse Prony (Hauer et al., 1990) pour détecter la présence
d’une oscillation critique, et ensuite, envoie l’information de cette oscillation à des contrôleurs
FACTS. L’algorithme d’identification Prony est présenté à l’annexe II.
Le contrôleur central fonctionne en deux modes : Mode de surveillance et mode de commande.
Dans le mode de surveillance, l’algorithm d’identification Prony détermine les parties réelles
(σcr) et imaginaires (ωcr) des oscillations pour les signaux mesurés. Si l’amplitude de ce mode
est grand, et le coefficient σcr est faible, le mode de commande sera activé.
Dans le mode de commande, la modulation bang bang du contrôleur FACTS est activée. En
même temps, l’amplitude du mode critique ωcr est surveillé. Nous constatons qu’il est diffi-
cile d’identifier précisément les cœfficents d’amortissement σcr lorsque le mode bang bang
est activé. Pour cette raison dans le mode de commande, l’état de l’oscillation critique est sur-
veillé en se basant sur son amplitude. Lorsque l’amplitude de ce mode est réduit en deçà d’un
seuil pré-déterminé, le schéma de commande spécial sera désactivé. Les contrôleurs continus
conventionnels seront réactivés par la suite, pour assurer que l’oscillation critique soit complè-
tement amortie.
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Figure 3.2 Le schéma de commmande proposé.
Dans le mode de commande spécial, le contrôleur central envoie l’information de l’oscillation
critique à ses contrôleurs locaux. Les informations néccessaires de l’oscillation critique sont :
– La fréquence ωcr de l’oscillation.
– La phase ϕcr de l’oscillation.
Le signal de commade pour chaque contrôleur local est celui de l’équation (3.5). L’angle βi
dépend de la fonction de transfert entre la sortie du contrôleur FACTS et l’entrée de commande
(i.e. la mesure utilisée pour identification). Comme il est discuté au début de cette section, c’est
un paramètre qui est déterminé hors ligne.
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Dans le schéma de commande proposé, on ne se base sur aucun modèle particulier du FACTS.
En effet plusieurs types de FACTS peuvent être utilisés dans ce schéma. Dans ce travail, nous
avons testé le schéma de commande proposé avec les SVC, TCSC et UPFC. Pour un dispositif
FACTS dont il y a deux variables de commande, tel que le UPFC (la puissance réactive injectée
par la branche en shunt, et la puissance active transférée entre la branche en shunt et celle en
série), seule une variable va être modulée pour l’objectif de commande d’amortissement.
Dans des travaux précédents (Quintero et Venkatasubramanian, 2005, 2007), l’identification en
ligne (l’analyse Prony) a été utilisée pour activer des schémas de commande d’amortissement.
Pourtant la nouveauté de la présente approche est que les informations identifiées sont utilisées
pour déterminer le signal de commande. Donc nous avons, pour la première fois, une boucle
fermée identification-commande.
Il est à noter qu’il y a plusieurs méthodes d’identification qu’on peut utiliser dans le schéma de
commande proposé. Dans ce travail, l’analyse Prony est choisie. L’avantage de l’analyse Prony
est d’avoir une meilleure résolution fréquentielle, en utilisant moins de mesures. Cependant la
tâche de calcul de l’analyse Prony est plus intensive, par rapport à celle d’une méthode non-
paramétrique, telle que l’analyse Fourier. L’analyse Prony peut utiliser un groupe de signaux
provenant des générateurs qui participent aux modes critiques (Trudnowski et al., 1999). S’il
existe deux modes de fréquences voisines, cette méthode nous permet de réduire les identifi-
cations erronées.
3.4 Contrôleur à phase fixe
La performance du schéma de commande proposé dépend de la qualité d’identification, et du
choix de l’angle β. La valeur de β est déterminée par l’équation (2.29) (chapitre 2). Si on
utilise une seule valeur de β pour tous les modes d’opération, le contrôleur proposé peut être
interprété comme un contrôleur à phase fixe. La réponse fréquentielle d’un tel contrôleur est
montrée à la figure 3.3.
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Figure 3.3 Contrôleur à phase fixe.
La figure 3.3 montre la réponse fréquentielle de deux contrôleurs SVC pour le réseau 2-zones-
4-machines de Kundur (1994). Le SVC est situé à la barre 9. Pour obtenir un pur effet d’amor-
tissement, le contrôleur du SVC à la barre 9 doit avoir une avance de phase de 230, au mode
d’oscillation interzone 3.81 rad/s. La courbe en trait discontinu représente la réponse fréquen-
tielle d’un contrôleur conventionnel (Voir figure 2.5). Celle en trait continu est la réponse du
contrôleur proposé. Dans la plage de variation de la fréquence du mode interzone, la grandeur
et la phase du contrôleur proposé (équation (2.29)) sont strictement constantes. À l’extérieur de
cette plage de fréquence, le contrôleur proposé a un gain nul. Ceci démontre le grand avantage
de l’approche de commande proposée, puisque les interactions avec les autres dynamiques du
réseau sont absentes.
Dans les sections qui suivent, nous allons voir la performance du schéma de commande pro-
posé pour différents réseaux. Pour chaque réseau, la performance du schéma de commande
proposé va être comparée avec celle des contrôleurs continus conventionnels. L’influence du
délai de communication est également considérée.
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3.5 Les résultats de simulation
3.5.1 Réseau Kundur
Le schéma de commande proposé est conçu pour le réseau Kundur (Kundur, 1994). Ce réseau
est composé de 4 machines et deux zones, interconnectées par deux lignes de transport (Fig.
3.4).
Figure 3.4 Réseau Kundur.
Les valeurs propres de ce réseau en boucle ouverte sont montrées au tableau 3.1. Sans PSS, ce
réseau a un mode interzone instable à 3,81 rad/s.
Tableau 3.1 Valeurs propres du réseau Kundur
-104,73 -0,5420 ± 6,8358i
-103,88 -0,5813 ± 7,1369i
-102,13 0.0241 ± 3.8122i
-102,01 -4,5142 + 0,0665i
-7,2243 ± 18,4610i -4,3300
-8,0131 ± 16,0791i -4,3527
-9,4249 ± 9,7789i -0,0000
-9,5248 ± 9,2365i 0,0000
La figure 3.5 montre la réponse du réseau Kundur, lorsqu’on injecte des impulsions aux entrées
Vref des générateurs G1 à G4. Le mode interzone est dominant et peut être facilement observé
dans cette réponse.
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Figure 3.5 Réponse du réseau Kundur.
L’analyse Prony est effectuée pour le signal P7−8 de la figure 3.5. Pour cette analyse, on sup-
pose que l’ordre du signal est de 14, le temps d’échantillonnage est de 10ms. La fenêtre d’ana-
lyse est de 3s, soit 300 échantillons. Le résultat est montré à la figure 3.6. Il y a trois modes
qui sont identifiés de façon très consistente. Ce sont le mode interzone, un mode local et un
mode électrique. D’ailleurs il y a quelques modes parasites dont les fréquences ne peuvent être
déterminées précisément. Notons que le résultat de la figure 3.6 est obtenu dans une condition
idéale, i.e. sans bruit de mesure. En effet si on ajoute du bruit blanc au signal P7−8, le mode
local et le mode électrique deviennent difficiles à identifier.
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Temps (sec)
Fr
éq
ue
nc
e
(r
ad
/s
)
mode inter-zone (3.825 rad/s)
mode électrique (11.5 rad/s)
mode local (7.66 rad/s)
5 10 15 20 25
0
5
10
15
20
25
30
Figure 3.6 Les fréquences identifiées dans le
signal P7−8, réseau Kundur.
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Par la suite, un contrôleur d’amortissement, basé sur le schéma proposé est conçu pour le
SVC à la barre 9. La puissance active transitée sur la ligne d’interconection (P7−8) est choi-
sie comme l’entrée de commande. Pour cette boucle, la compensation de phase requise pour
stabiliser le mode interzone est de 230. La plage de variation de fréquence du mode interzone
est de 3,5 à 4,2 rad/s. La puissance nominale du SVC est de ±15MVA. Figure 3.7 montre la
réponse du réseau lorsqu’un défaut triphasé d’une durée de 200ms est appliqué à la barre 8, à
t = 5sec. Le délai de communication est 150ms.
Le mode de commande bang bang est activé à t = 8, 4sec. À t = 22sec, le mode bang bang
est désactivé. On peut observer à la figure 3.7, que le schéma de commande proposé a une
performance d’amortissement nettement supérieure au contrôleur continu.
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Figure 3.7 Simulation du réseau Kundur.
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Pour améliorer la performance du contrôleur continu, on peut augmenter son gain. Cependant,
l’amélioration de performance est limitée par un problème d’interaction avec un mode de
haute fréquence. La figure 3.8 montre la réponse du réseau Kundur avec le contrôleur continu,
lorsque son gain est multiplié par 3. On peut observer l’apparition d’une oscillation dont la
fréquence est près de 20 rad/s, à partir de 35s.
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Figure 3.8 Réseau Kundur avec contrôleur conventionnel, gain élevé.
3.5.2 Performance en présence des PSS
Bien que les oscillations puissent être atténuées par la commande auxiliaire des dispositifs
FACTS, le stabilisateur de puissance (PSS) demeure l’outil principal pour renforcer la stabilité
angulaire du réseau. Pour cette raison, il est nécessaire d’examiner comment le schéma de
commande proposé interagit avec les PSS.
Le premier test consiste à comparer la performance du schéma de commande proposé avec
celle d’un PSS au générateur 1 du réseau Kundur. La comparaison est montrée à la figure
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3.9a. Lorsque le mode bang bang n’est pas encore activé, l’effet d’amotissement obtenu par
le PSS est meilleur que celui du SVC. Cependant, après que le mode de commande bang
bang soit activé (à 8,4 sec), le SVC donne une meilleure performance. Finalement, le temps
d’établissement du SVC est meilleur que celui du PSS. Toutefois, ce résultat n’implique pas
une supériorité du SVC (et FACTS en général) par rapport aux PSS.
Dans le deuxième test, on évalue l’amortissement du réseau lorsque le schéma de commande
proposé est utilisé en même temps que le PSS. On obtient dans ce cas une performance nette-
ment supérieure (figure 3.9b).
a) PSS ou SVC
M
W
SVC
PSS
b) PSS avec SVC
M
W
Time (sec)
0 5 10 15 20 25 30
0 5 10 15 20 25 30
400
450
500
400
450
500
Figure 3.9 Performance du schéma proposé, avec PSS et SVC.
Il est bien documenté que la performance du PSS est largement réduite lorsque les charges
ne sont pas des impédances constantes. Ceci est dû au fait que les charges de type impédance
constante répondent fortement à la variation de la tension du générateur, qui est provoquée par
le PSS (Klein et al., 1992). Les charges de type puissance constante, au contraire, ne répondent
pas à cette variation. Dans un tel cas, une modulation du côté des charges, soit par les FACTS,
soit par une modulation d’une faible proportion de la charge, pourrait aider l’amortissement.
39
On reprend l’exemple du réseau Kundur, dont les charges sont modélisées par :
P = P0(
V
V0
)α (3.6)
Q = Q0(
V
V0
)β (3.7)
Notons que pour une charge de type impédance constante, α = β = 2. Pour une charge
purement de type puissance constante, α = β = 0. Dans cette étude, α = 0, 8, β = 0, 5 pour
la charge à la barre 7, et α = 1, β = 0, 3 pour la charge à la barre 9. La réponse du réseau
Kundur, avec PSS et sans SVC est montrée à la figure 3.10, en trait discontinu. On observe
que l’amortissement est détérioré. Si la modulation bang bang est utilisée en même temps que
le PSS, l’amortissement du système est clairement amélioré (figure 3.10, trait continu).
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Figure 3.10 Performance avec les charges de type mixe.
Une remarque intéressante pour le réseau Kundur est que lorsqu’on néglige les régulateurs
de vitesse, la performance du schéma de commande proposé semble améliorer. En effet, en
absence des régulateurs de vitesse, les générateurs peuvent accumuler de l’énergie cinétique
dans les rotors (les résultats de ces simulations ne sont pas montrées dans cette thèse). Par
conséquent, le système s’établit plus rapidement à une vitesse de synchronisation plus élevée.
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3.5.3 Réseau WSCC - 3 machines et 9 barres
On étudie par la suite la performance du schéma de commande proposé pour le réseau WSCC
de 3 machines et 9 barres (Sauer et Pai, 1998). Le schéma du réseau WSCC est montré à
la figure 3.11. La puissance active totale du réseau est de 320MW. Ce réseau a deux modes
interzone dont le mode à 7,59 rads/sec est mal amorti.
Figure 3.11 Réseau WSCC.
Dans cette étude, le réseau WSCC est modifié pour rendre les modes interzones moins stables.
Cela est fait en multipliant la longueur des lignes par 1,5. Les valeurs propres du réseau WSCC
modifié sont montrées au tableau 3.2. Les modes interzone sont montrés en gras.
Tableau 3.2 Les valeurs propres du réseau WSCC
-0,6366 ± 12,1492i -2,2657 ± 2,8707i
-0,0704 ± 7,5945i -4,3591 ± 1,1452i
-2,8969 ± 1,1557i -1,1278
-3,2258 -500
-500 -500
-3,3479 0
Le schéma de commande proposé est conçu pour améliorer l’amortissement du mode 7,59
rad/s. Deux boucles de commande sont utilisées :
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– TCSC sur la ligne 7-8, Xcmax = 0.03pu, soit 33% de la réactance de cette ligne.
– SVC à la barre 5, avec la puissance nominale de 10 MVAR.
Un seul signal d’entrée, soit la puissance active du générateur 2 (Pe2) est utilisé comme entrée
de commande. Pour cette entrée de commande, les compensations de phase nécessaires pour
le TCSC et le SVC sont de 1010 et 850, respectivement. La réponse du réseau WSCC, lors
d’un défaut d’une durée de 300ms à la barre 5, est montrée à la figure 3.12. On peut observer
qu’avec la modulation bang bang du signal de TCSC, l’amortissement du mode 7.59 rad/s est
amélioré.
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Figure 3.12 Réponse du réseau WSCC avec TCSC.
Un problème relié à la modulation bang bang, selon Olwegard et al. (1981) est que les actions
de commande de plusieurs FACTS dans les lignes adjacentes peuvent se perturber l’un l’autre.
Pourtant ce problème ne se produit pas pour le schéma de commande proposé. L’ajout du
signal de commande du SVC à la barre 5 en effet améliore considérablement l’amortissement
de l’oscillation interzone (figure 3.13).
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Figure 3.13 Réponse du réseau WSCC, avec TCSC et SVC.
La figure 3.14 montre le courant du TCSC et la tension du SVC. On peut observer que la
variation du courrant du TCSC et de la tension du SVC est assez faible, autour de leurs valeurs
en régime permanent.
Temps (sec)
C
ou
rr
an
td
u
TC
SC
Temps (sec)
Te
ns
io
n
du
SV
C
mode bang bang
0 5 10 15
0 5 10 15
0.8
0.9
1
1.1
0.5
1
1.5
Figure 3.14 Courrant du TCSC et tension du SVC.
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3.5.4 Réseau New England
On applique par la suite le schéma de commande proposé au réseau New England, comprenant
16 générateurs et 68 barres. La puissance active totale du réseau New England est de 18427
MW. Les 16 générateurs sont munis des systèmes d’excitation de type DC1A (IEEE, 1992).
Le schéma du réseau New England est montré à la figure 3.15.
Figure 3.15 Réseau New England.
Les modes d’oscillation interzone du réseau New England sont montrés au tableau 3.3. Le
mode 2.39 rad/s implique tous les générateurs du système et est aussi mal amorti. Le schéma
de commande proposé est donc construit pour ce mode.
La forme du mode 2.39 rad/s est montré à la figure 3.16. Il est intéressant de constater que
pour ce mode, les générateurs 1 à 13 sont presqu’exactement en phase, et sont en opposition
de phase avec les générateurs 14 à 16.
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Tableau 3.3 Modes interzones du réseau New England
Modes (rad/s) Générateurs participants
2, 39 1-16
3, 2 14,16
3, 95 1-9,12,13
4, 97 14,15,16
6, 06 4,5,6,9
6, 59 2,3,4,5,6,7
7.07 12,13
7, 36 4,5,6,7
7, 87 1,2,3
7, 88 1,2,3,8,9,10,12
8, 31 1,8,10
9, 44 4,5,6,7,8
9, 55 4,5,6,7
9, 55 1,8
11, 34 10,11,12
Ta
ux
de
pa
rti
ci
pa
tio
n
Taux de participation (normalisés)
Fo
rm
e
de
m
od
e
(d
eg
ré
)
Générateur (variable de vitesse)
Forme de mode
2 4 6 8 10 12 14 16
2 4 6 8 10 12 14 16
-50
0
50
100
0
0.2
0.4
0.6
0.8
Figure 3.16 Taux de participation et formes du mode 2.39 rad/s.
3.5.4.1 Performance avec un contrôleur
Comme les générateurs 1 à 13 sont en phase dans ce mode global, tous les signaux de vitesse de
ω1 à ω13 peuvent être utilisés comme signal d’entrée, sans avoir à modifier d’autres paramètres
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de commande (i.e. la compensation de phase associée à chaque signal). Ceci est un grand
avantage du schéma de commande proposé, car on a une grande flexibilité de sélection. Si le
schéma de commande continue est utilisé, cette flexibilité est limitée par les interactions avec
d’autres modes du réseau, comme démontré par la suite.
Le TCSC sur la ligne 1-47 et le SVC à la barre 21 sont choisis pour le schéma de commande,
grâce à leur grande commandabilité au mode 2.39 rad/s. La figure 3.17 montre les réponses du
réseau New England à un défaut triphasé à la barre 42, d’une durée de 200ms. Trois signaux
de vitesse sont considérées comme entrée de commande, soient ω1, ω11 et ω12. Pour ce test,
le délai de communication est varié entre 0-300ms. Pour chaque boucle de commande, on
compare la performance du schéma de commande proposé avec celui basé sur un contrôleur
continu conventionnel.
a) Bref21 − ω1, comm. continue ω1
ω5
ω11
ω13
b) Bref21 − ω1, schéma proposé
c) Xcref1−47 − ω11, comm. continue d) Xc1−47 − ω11, schéma proposé
e) Bref21 − ω12, comm. continue
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Figure 3.17 Réponse du réseau New England avec différentes boucles de commande.
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Comme le réseau New England est assez grand, l’effet d’amortissement d’un contrôleur est
moins prononcé, par rapport à celui avec un réseau de petite taille. On peut constater qu’avec
la boucle SV C21 − ω1, l’amortissement avec le contrôleur conventionnel et celui du schéma
de commande bang bang sont comparables. Pourtant, pour les autres boucles de commande,
les problèmes d’interaction sont observés avec les contrôleurs continus : Le SVC à barre 21
excite le mode 3,9 rad/s, si on utilise ω12 comme signal d’entrée. De même façon, le TCSC sur
la ligne 1-47 excite le mode 11,34 rad/s, si ω11 est utilisé comme signal d’entrée.
Il est à noter que les interactions se produisent lorsque un délai de communication est introduit
dans les boucles de commande. Ce phénomène sera discuté en détails dans le chapitre 4.
3.5.4.2 Performance avec trois contrôleurs
Comme avec le réseau WSCC, l’effet d’amortissement du mode global peut être encore amé-
lioré si on utilise en même temps plusieurs contrôleurs. Le schéma de commande proposé est
maintenant composé de trois contrôleurs FACTS :
– SVC à la barre 21, dont la puissance nominale (utilisée pour la commande d’amortissement)
est ± 13 MVA.
– TCSC sur la ligne 1-47, dont la variation maximale de réactance est ± 21% de la réactance
totale de la ligne.
– UPFC sur la ligne 1-27, dont seule la branche en série est utilisée pour la commande d’amor-
tissement. La variation de tension en série est ± 0,03 pu.
La réponse du réseau New England, lorsque les trois boucles de commande sont fonctionnelles,
est montrée à la figure 3.18. La performance du schéma de commande proposé est aussi vérifiée
avec des contingences plus sévères. La figure 3.19 montre la réponse du réseau New England
avec le même défaut, et la ligne 39-9-36 est mise hors tension. On peut observer que le schéma
de commande proposé peut toujours assurer une bonne performance d’amortissement pour
cette contingence.
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Figure 3.18 Réponse du réseau New England, trois contrôleurs.
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Figure 3.19 Réponse du réseau New England, trois contrôleurs,
lignes 47-48, 30-36 hors tension.
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3.6 Sommaire
Dans ce chapitre, le principe de commande d’amortissement, basé sur une modulation bang
bang et l’analyse Prony est étudié. Il est bien connu que la modulation bang bang est une ap-
proche efficace pour atténuer des oscillations transitoires, mais l’application de cette méthode
dans un réseau multi-machine a reçu, jusqu’à aujourd’hui, peu d’attention. Les inconvénients
associés à la modulation bang bang sont le calcul des instants de variation de réactance pour
un réseau multi-machine, et les interactions entre les contrôleurs du réseau, lorsqu’ils fonc-
tionnent simultanément.
Dans ce travail, les instants de variation sont calculés, en se basant sur l’identification de l’os-
cillation critique et sur l’analyse modale de la structure des oscillations. Grâce à cette approche,
on peut utiliser simultanément plusieurs contrôleurs FACTS pour améliorer l’amortissement
du système. De plus, le problème d’interaction peut être évité. Le schéma de commande, mon-
tré à la figure 3.2 est dédié à une oscillation. Néanmoins, ce schéma peut être développé pour
amortir plusieurs modes d’oscillation. Pour chaque mode, un groupe de contrôleurs FACTS
est choisi, en se basant sur les commandabilités des FACTS pour le mode d’intérêt. En effet,
le schéma de commande proposé est plus efficace pour amortir des modes globaux tel le mode
2.39 rad/s du réseau New England, puisque le nombre de FACTS utilisables pour la commande
d’amortissement est maximisé.
Le problème d’interaction est un facteur qui limite la performance des contrôleurs linéaires.
Pour avoir une réponse rapide, il faudrait augmenter la bande passante du contrôleur. Ceci pro-
voque des problèmes d’interactions. Pour obtenir une meilleure performance d’amortissement
on peut utiliser, soit une approche de commande robuste, soit une commande non linéaire.
L’approche de commande basée sur l’identification en ligne et la modulation bang bang est
une alternative intéressante : d’une part l’effort de commande peut être maximisé ; d’autre
part, la synthèse de commande demeure très simple, ce qui ne requiert que l’angle du résidu
associé au mode critique.
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Un autre avantage du schéma de commande proposé est sa flexibilité. On peut ajouter ou
supprimer un contrôleur dans le schéma de commande, sans avoir à modifier les paramètres des
autres contrôleurs dans le schéma. Le principe de commande proposé peut aussi être appliqué
à la modulation des charges actives. À cette fin, les résultats de ce chapitre sont en accord
avec ceux obtenus par Kamwa et al. (1998), qui démontre que la modulation d’une très faible
portion de la charge peut donner un grand effet d’amortissement.
Grâce aux simulations du réseau Kundur et du réseau New England, on a pu noter qu’il y a un
lien entre le délai de communication et les interactions entre les contrôleurs. Ce phénomène
sera discuté en détail dans le prochain chapitre.
CHAPITRE 4
ANALYSE DE ROBUSTESSE
4.1 Introduction
Comme on a vu dans le chapitre 3, le schéma de commande bang bang, basé sur l’identification
en ligne des oscillations critiques montre une très bonne performance d’amortissement. La loi
de commande proposée (Eq. (3.4)) se base cependant sur une valeur fixe de β. Il est nécessaire
d’évaluer la robustesse de la loi de commande (3.4), face au changement du mode d’opération.
De plus, il faut tenir compte d’autres incertitudes tel le délai de communication dans l’analyse
de robustesse.
En effet, le contrôleur d’amortissement est conçu pour un modèle linéaire du réseau, obtenu
à partir d’un point d’opération typique. Par la suite la performance du contrôleur est évaluée
à plusieurs points d’opération pour assurer sa robustesse. Cette analyse est faite en utilisant
l’analyse modale et des simulations non linéaires.
L’analyse de robustesse est particulièrement nécessaire pour des contrôleurs FACTS, puisque
les contrôleurs FACTS sont en général moins robustes que les PSS (Rogers, 2000). Ceci est
dû au fait que le système en boucle ouverte, vu par le PSS est largement influencé par le
générateur synchrone dont les paramètres sont relativement fixes, alors que les FACTS sont
directement connectés au réseau.
Une méthode d’analyse de robustesse de la loi de commande basée sur identification (3.4) est
présentée dans ce chapitre. Cette approche d’analyse est néanmoins applicable à tout type de
commande par rétroaction linéaire. Le point important dans une analyse basée sur les théories
de commande robuste, c’est d’avoir un modèle adéquat des perturbations. Dans le cadre de ce
travail, on considère deux principales sources de perturbations, soit le changement du mode
d’opération et la variation du délai de communication.
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Dans la littérature de commande robuste, les intertitudes peuvent être divisées en deux catégo-
ries (Zhu, 2001) :
– Dans le domaine fréquentiel, les perturbations sont caracérisées par une fonction de trans-
fert qui est séparée du modèle du système. Cette forme d’incertitude peut être additive ou
multiplicative.
– Dans la représentation d’espace d’état, les éléments des matrices varient en fonction des
incertitudes paramétriques. La relation entre la variation des éléments et les incertitudes
paramétriques peut être décrite comme une perturbation structurée.
La première approche de modélisation des incertitudes est simple. Souvent toutes les incerti-
tudes sont regroupées dans une seule perturbation (incertitude non structurée). Cependant cette
approche amène à une évaluation conservatrice de la robustesse.
La deuxième approche amène à une perturbation structurée qui peut être décrite sous forme
d’une Transformation Linéaire Fractionnaire (LFT - Linear Fractional Transformation). Cette
dernière est présentée par la suite.
4.2 Modèle d’analyse de robustesse basé sur l’analyse μ
4.2.1 La Transformation Linéaire Franctionnaire
La Transformation Linéaire Franctionnaire (LFT), montrée à la figure 4.1 est utilisée dans la
théorie de commande robuste pour décrire comment les incertitudes influencent la relation
entre les entrées et les sorties du système étudié.
Dans la figure 4.1,M est une matrice de transfert complexe, qui peut être décomposée comme
suit :
M =
⎡
⎣M11 M12
M21 M22
⎤
⎦ ∈ C(p1+p2)×(q1+q2) (4.1)
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Dans l’Éq. (4.1), Δu ∈ Cq1×p1 est une autre matrice complexe . La LFT haute de M et de Δ
est définie comme :
Fu(M,Δu) := M22 +M21Δu(I −M11Δu)−1M12. (4.2)
La structure LFT est interprétée comme suit : M22 représente le système nominal, n’incluant
pas des perturbations et perturbé par Δu. Les transferts M12, M21, M11 reflètent les connais-
sances du mécanisme selon lequelΔu affecte le transfert nominal.
Figure 4.1 Schéma d’interconnection pour l’analyse de robustesse.
Le schéma d’interconnection standard pour la synthèse de commande robuste est montrée à la
figure 4.2. Dans cette figure, P est le système nominal,K est le contrôleur. La structure de la
figure 4.2 peut être interprétée comme une structureM −Δ, dans laquelleM est une LFT de
P et deK.
Le transfert Δ représente donc toute source d’incertitude. Dans le cas le plus simple, Δ n’est
qu’un nombre complexe (incertitude non structurée). D’ailleurs Δ peut être composée des
éléments complexes et réelles (perturbation structurée).
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La structure générale de Δ est donc comme suit (Skogestad et Postlethwaite, 1996) :
Δ = {diag[δ1Ir1 , .., δsIrs ,Δ1, ..,ΔF ]}
où δi ∈ R,Δj ∈ Cmj×mj ,
(4.3)
Figure 4.2 Schéma d’interconnexion pour l’analyse de
robustesse en performance.
Dans Eq. (4.3), il y a rs blocs de perturbations réelles et F blocs de perturbations complexes.
La valeur singulière structurée (v.s.s ou μ) est définie comme la perturbation de la plus petite
taille, qui amène un pôle de M sur l’axe imaginaire (det(I − MΔ) = 0). La v.s.s est alors
déterminée par la valeur singulière maximale deΔ, dénotée par σ(Δ) :
μ(M)−1 := min{σ(Δ) : Δ ∈Δ, det(I −MΔ) = 0}. (4.4)
S’il n’existe aucune Δ pour que det(I −MΔ) = 0, alors μ(M) = 0.
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4.2.2 Incertitude due aux changements du mode d’opération
Comme il est mentionné au début de ce chapitre, l’objectif de ce travail est d’évaluer la robus-
tesse des contrôleurs d’amortissement aux changements du mode d’opération. Chaque mode
d’opération est représenté par des matrices d’état du système linéarisé. Le changement de ces
matrices en fonction du mode d’opération est approximé par une structure LFT. Cette ap-
proche a été traitée dans plusieurs études (Djukanovic et al., 1998)(Yu, 2000), avec différentes
variantes. On verra par la suite le principe général de cette approche. Soit δi, i = 1, .., m les
incertitudes paramétriques. La dépendance des matrices d’état A, B, C, D des δi est écrite :
⎡
⎣x˙(t)
y(t)
⎤
⎦ =
⎡
⎣A0 +
∑m
i=1 δiAi B0 +
∑m
i=1 δiBi
C0 +
∑m
i=1 δiCi D0 +
∑m
i=1 δiCi
⎤
⎦
⎡
⎣x(t)
u(t)
⎤
⎦
=
⎛
⎝
⎡
⎣A0 B0
C0 D0
⎤
⎦+∑mi=1 δi
⎡
⎣Ai Bi
Ci Di
⎤
⎦
⎞
⎠
⎡
⎣x(t)
u(t)
⎤
⎦ .
(4.5)
Dans l’Eq. (4.5), chaque δi représente une variation paramétrique. Les matricesA0, B0, C0, D0
sont les matrices d’état du réseau, en mode d’opération nominal. Ce système comprend n états,
nu entrées, et ny sorties. Les matrices d’état des autres modes d’opération sont approximées
par une fonction linéaire de celles du mode nominal et des variables δi. L’Eq. (4.5) peut être
transformée en une représentation LFT. Tout d’abord les matrices
⎡
⎣Ai Bi
Ci Di
⎤
⎦ sont décompo-
sées en utilisant la décomposition en valeur singulière (SVD - Singular Value Decomposition).
Soit ri := rang
⎡
⎣Ai Bi
Ci Di
⎤
⎦, on a :
⎡
⎣Ai Bi
Ci Di
⎤
⎦ =
⎡
⎣Ei
Fi
⎤
⎦[Gi Hi
]
, (4.6)
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où : ⎡
⎣Ei
Fi
⎤
⎦ ∈ R(n+nu)×ri , [Gi Hi
]
∈ Rri×(n+ny).
Le système (4.5) est donc représenté par :
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x˙(t)
y
z1
...
zm
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A0 B0 E1 · · · Em
C0 D0 F1 · · · Fm
G1 H1 0 · · · 0
...
...
... . . .
...
Gm Hm 0 · · · 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x
u
w1
...
wm
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (4.7)
dans laquelle la perturbationΔ prend la structure suivante :
Δ = {diag[δ1Ir1, .., δmIrm ] : δi ∈ R}. (4.8)
Les approximations d’ordres plus élevés (e.g. quadratique) en fonction de δ peuvent aussi être
utilisées. Cependant des recherches de Djukanovic et al. (1998) et Ramanathan et V.Vittal
(2006a) montrent que pour le modèle du réseau électrique, l’approximation linéaire est suffi-
sante pour estimer avec précision la marge de stabilité.
Dans l’analyse de robustesse, les perturbations δi sont normalisées, de sorte que |δi| ≤ 1. Donc
s’il y a m incertitudes paramétriques p1, .., pm, où chaque pi varie entre pmini et pmaxi , alors pi
est exprimé en fonction de δi, comme suit :
pi =
pmaxi + p
min
i
2
+
pmaxi − pmini
2
δi, (4.9)
Lorsque δi varie dans [−1; 1], pi varie dans [pmini ; pmaxi ].
Une représentation du réseau, comme celle de l’Eq. (4.7) donne l’information du modèle no-
minal, et montre également comment les incertitudes paramétriques influencent le système.
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L’avantage de cette représentation est que la robustesse peut être évaluée avec peu de conser-
vatisme, par rapport à la représentation dans laquelle les perturbations sont non structurées, et
sont regroupées dans une seule incertitude complexe (Skogestad et Postlethwaite, 1996).
Le cacul des v.s.s est fait en utilisant un maillage fréquentiel (Mathworks, 2001) . Plutôt que de
calculer la valeur exacte des v.s.s, les outils de l’analyse μ calculent généralement en pratique
un intervalle (i.e des bornes inférieure et supérieure). La borne supérieure est utilisée pour
déterminer la marge de robustesse, alors que la borne inférieure mesure le conservatisme de la
borne supérieure (Alazard et al., 1999).
L’usage du modèle (4.7), engendre cependant souvent un travail de calcul important, puisque
la dimension du bloc Δ est élevée. L’étude de Djukanovic et al. (1998) montre que pour un
réseau de n-générateur, dont chaque machine est représentée par un modèle à deux axes, il y
aura (4n)× (3n−1) éléments de la matrices A qui changent en fonction du point d’opération.
Notre étude dans ce travail montre que pour une seule perturbation, le bloc Δ (avec approxi-
mation linéaire) est souvent de même dimension que la matrice A0 (soit (6n− 1)× (6n− 1)
si on utilise le modèle à deux axes pour le générateur et le système d’excitation de type DC1A
(IEEE, 1992)). Pour l’étude de la robustesse des grands réseaux, avec plusieurs incertitudes
paramétriques, la taille de Δ devient très grande. Notons qu’il n’existe pas une solution ana-
lytique pour trouver les v.s.s. Jusqu’à aujourd’hui, les v.s.s sont déterminées par des méthodes
d’optimisation. La grande dimension de la structure des perturbations pose un problème au
niveau du temps de calcul.
4.3 Les premiers exemples
Cette section présente les premiers résultats de l’application de l’analyse μ pour évaluer la
stabilité robuste du réseau Kundur. On choisit la charge active à la barre 7 comme paramètre
varié. P7 est varié de 867 MW à 1067 MW. 51 points de fonctionnement sont créés. En suivant
les étapes décrites à la section 4.2, on arrive au système d’équation (4.7).
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Le résultat d’analyse est montrée à la figure 4.3. La valeur maximale de μ est de 1,9224, ce qui
implique que le réseau n’est pas stable pour la plage de variation de paramètre sélectionnée.
La fréquence d’oscillation instable est de 100,572 = 3, 73rads/sec, ce qui correspond au mode
interzone. La crête à 1,9224 indique en effet que le réseau serait marginalement stable à une
perturbation |δ| = 1/1, 9224. Ceci correspond au cas où P7 = 9,1498 pu. On fait l’analyse
modale du réseau Kundur avec cette valeur de P7 et obtient les valeurs propres au tableau 4.1.
Fréquence (rads/sec)
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Figure 4.3 Stabilité robuste du réseau Kundur, cas 1.
Tableau 4.1 Valeurs propres du réseau Kundur, cas 1
-104,73 -103,94
-102,14 -102,04
-7,2423 ± 18,4674i -7,9773 ±16,2378i
-9.4075 ± 9,.8628i -9,4790 ± 9,3416i
-0.5498 ± 6,8254i -0,6496 ± 7,0888i
0.0025 ± 3.7223i -4,5148 + 0,0749i
-4,3438 -4,2431
-0,0000 -0,0159
On analyse ensuite la stabilité robuste du réseau Kundur au changement de la charge à la barre
9. La puissance P9 est variée de 1467 MW à 1667 MW. La figure 4.4 présente le résultat de
l’analyse μ. La valeur maximale de μ est de 0,4959, à ω = 3, 82rads/sec. C’est-à-dire, le
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réseau est stable pour la plage de P9 selectionnée. La valeur de P9 qui rend le système mar-
ginalement stable serait P9 = 1768,65 MW. On calcule les valeurs propres du réseau Kundur
avec P9 = 17,6865 pu et obtient le résultat au tableau 4.2.
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Analyse de robustesse
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0
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0.45
Figure 4.4 Stabilité robuste du réseau Kundur, cas 2.
Tableau 4.2 Valeurs propres du réseau Kundur, cas 2
-104,73 -103,88
-102,13 -102,01
-7,2250 ±18,4587i -8,0137 ±16,0773i
-9,4252 ± 9,7789i -9,5260 ± 9,2371i
-0,5578 ± 6,8370i -0,5918 ± 7,1395i
0,0094 ± 3,8133i 0,0000
-0,0291 -4,5137 + 0,0661i
-4,3313 -4,3499
À travers ces deux exemples, on constate que l’analyse μ peut estimer assez exactement les va-
leurs des perturbations qui rendent le système marginalement stable. De plus, le pôle qui passe
en premier au demi plan droit est aussi correctement identifié (ce qui est le mode interzone
dans le cas du réseau Kundur).
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4.4 Incertitude due au délai de communication
Dans le chapitre 3, on a observé que le délai de communication peut nuire à la performance
d’un contrôleur basé sur les mesures à distance. Dans certains cas, le délai déstabilise cer-
tains modes d’oscillation. Le problème d’interaction entre des contrôleurs FACTS et d’autres
contrôleurs du réseau est bien connu (Mathur et Varma, 2002). Cependant, les simulations du
chapitre 3 révèlent que cette interaction est largement influencée par le délai de communica-
tion. Pour cette raison, il est essentiel d’avoir un modèle du délai de communication dans une
analyse de robustesse des contrôleurs d’amortissement.
Le modèle d’analyse de robustesse du réseau en boucle fermée est montré à la figure 4.5. Le
délai est représenté par e−Ts, où T varie entre Tmin et Tmax.
Figure 4.5 Schéma d’interconnection pour l’analyse de
robustesse avec délai.
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4.4.1 Modèle du délai utilisant une perturbation complexe
La méthode la plus simple pour tenir compte du terme e−Ts (figure 4.5) est de l’approximer par
une fonction de transfert. Dans un tel cas le délai est modélisé par une incertitude multiplicative
en sortie comme suit (Gu et al., 2005) :
Wd = (1 +WΔΔT )W, |ΔT | ≤ 1 (4.10)
où Wd = eTjω, W = 1 (transfert nominal). Comme |ΔT | ≤ 1 (perturbation normalisée),
l’inégalité suivante doit être satisfaite :
∣∣∣∣Wd(jω)−W (jω)W (jω)
∣∣∣∣ ≤ |WΔ| (4.11)
PuisqueWd = eTjω = cos Tω + j sin Tω, etW = 1, on a :
√
(cos(Tω)− 1)2 + (sin(Tω))2 ≤ WΔ (4.12)
En variant T de Tmin à Tmax et ω est dans la plage des fréquences d’intérêt, on obtient une
borne supérieure de l’expression à gauche de l’Éq. (4.12), en fonction de la fréquence ω. Par la
suite une fonction analytique WΔ peut être déterminée, en utilisant un outil d’approximation
par les moindres carrées.
4.4.2 Modèle du délai utilisant une perturbation réelle
Le délai de communication peut aussi être modélisé, en utilisant une structure LFT à perturba-
tion réelle. Pour ce faire on se base sur l’approximation Padé du délai. L’approximation Padé
de premier ordre du délai est :
y
u
= e−Ts ≈ −Ts + 1
Ts+ 1
(4.13)
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Une incertitude du délai peut être représenté par (4.13), dans laquelle le terme T est perturbé
par un paramètre réel {δ : δ ∈ [−1; 1]}, comme suit :
T =
Tmin + Tmax
2
+
Tmax − Tmin
2
.δ (4.14)
Cette approche a été utilisée dans les travaux de Wu (2004) et Zhang (2007). Cependant, si
on choisit Tmin = 0, le transfert (4.13) a un pôle à −1/T , qui croise l’axe imaginaire lorsque
δ = −1. Ceci sera interprété par l’outil d’analyse μ (Mathworks, 2001) comme une frontière
de stabilité. Pour résoudre ce problème, on propose dans ce travail une nouvelle représentation
du délai, comme suit :
T = Tmin + (Tmax − Tmin).δ2, (4.15)
On peut observer que selon (4.15), T est toujours positif pour toute valeur de δ. À partir de
(4.13), on peut déduire :
y = 2
u− y
Ts
− u (4.16)
ce qui correspond au modèle de la figure 4.6.
Figure 4.6 Structure LFT pour l’approximation
premier ordre du délai.
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Dans la structure de la figure 4.6, la LFT du 1/T peut être déduite, en se basant sur (4.15). On
obtient : ⎡
⎢⎢⎢⎣
z1
z2
y1/T
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
b/a 1 −b/a− 1
0 1 −1
1/a 0 −1/a
⎤
⎥⎥⎥⎦ .
⎡
⎢⎢⎢⎣
ω1
ω2
x1/T
⎤
⎥⎥⎥⎦ , (4.17)
et ΔT =
⎡
⎣δ 0
0 δ
⎤
⎦ ; a = Tmin; b = Tmax − Tmin.
De la même manière, le modèle LFT du délai peut être construit, en se basant sur l’approxi-
mation Padé de 2e et 3e ordre (Voir annexe III, page 107). La précision du modèle de la figure
4.6 dépend de la précision de l’approximation Padé de 1er ordre. Pour obtenir une meilleure
précision on peut construire les modèles LFT d’ordres plus élevés. Cependant les fonctions
d’approximation Padé de 2e et 3e ordre contiennent elles mêmes des pôles qui varient en fonc-
tion de T . Ceci cause des fausses crêtes dans l’analyse μ qui rend difficile son interprétation.
Pour cette raison, dans ce travail nous utilisons seulement le modèle du délai basé sur la per-
turbation complexe. Le modèle du délai basé su la perturbation réelle de 1er ordre est utilisé à
la section 4.7 pour la synthèse de la commande robuste.
4.5 Les résultats d’analyse
4.5.1 Réseau Kundur
On commence tout d’abord par l’analyse de robustesse de réseau Kundur, présenté à la section
3.5.1. Les plages de variation des paramètres sont :
– Puissance active à la barre 7, de 767 MW à 1267 MW.
– Puissance active à la barre 9, de 1167 MW à 1767 MW.
– Délai de communication, de 0 à 150 ms.
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Selon les étapes présentées à la section 4.2.2, on peut établir un modèle LFT du réseau Kundur
en boucle ouverte. Par la suite l’analyse de robustesse est faite avec le réseau en boucle ouverte,
le réseau avec contrôleur continu et le contrôleur à phase fixe (figure 3.3).
Il est à noter qu’il est difficile de trouver une expression analytique du contrôleur à phase fixe
de la figure 3.3. Pourtant, avec l’outil de μ-analysis and synthesis toolbox (Mathworks, 2001),
il est possible de décrire ce contrôleur sous forme d’une matrice des gains et phases en fonction
de la fréquence. Les résultats sont montrés à la figure 4.7.
L’analyse μmontre deux crêtes : Une crête près de 3,8 rad/s est associée au mode interzone. La
deuxième crête près de 7 rad/s est associée à un mode local du générateur 3. Pour la plage de
variation des paramètres ci-dessus, le système en boucle ouverte est instable, puisque la valeur
maximal des v.s.s est supérieure à 1. Le contrôleur conventionnel, ainsi que le contrôleur à
phase fixe peuvent stabiliser le mode interzone de 3.8 rad/s. Les deux contrôleurs n’ont aucun
effet sur le mode local du générateur 3. D’ailleurs, le contrôleur conventionnel déstabilise un
mode à 18 rad/s. Ce phénomène a été vérifié par simulation non linéaire à la section 3.5.1.
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Figure 4.7 Analyse de robustesse du réseau Kundur.
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4.5.2 Relation entre l’analyse μ et les méthodes conventionnelles
Dans la simulation du chapitre 3, on constate qu’il y a un lien entre le délai de communica-
tion et les interactions. L’approche de l’analyse μ dans ce chapitre confirme aussi ce phéno-
mène. D’ailleurs dans ce travail, nous trouvons qu’il y a une cohérence entre l’analyse μ et
les méthodes d’analyse conventionnelles, telles que la méthode du lieu des racines, la com-
mandabilité et observabilité. Considérons deux autres boucles de commandes pour le réseau
Kundur :
– SVC à la barre 8, qui utilise la mesure à distance P7−8 comme entrée. Le délai de commu-
nication est de 0-150ms.
– Le PSS au générateur 3. Pour ce contrôleur local il n’y a pas de délai de communication.
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Figure 4.8 Analyse de robustesse du SVC à barre 8
et PSS au générateur 3.
Le résultat de l’analyse μ pour ces deux boucles est montré à la figure 4.8. On a les remarques
suivantes :
– Le SVC (barre 8) n’est pas robuste, il ne peut pas assurer la stabilité du mode interzone. De
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plus ce contrôleur fait apparaître une crête à 20 rad/s.
– Le PSS au générateur 3 peut atténuer très efficacement le mode interzone. De plus, la crête
à 6,9 rad/s, qui est associée au mode local du générateur 3 est aussi réduite. Cependant ce
PSS fait apparaître une crête de à 18 rad/s.
Pour vérifier ces remarques, on fait l’analyse du lieu des racines de ces deux contrôleurs. Le
lieu des racines du SVC 8, avec et sans délai, est montré à la figure 4.9.
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Figure 4.9 Lieu des racines du SVC à la barre 8.
En effet, le lieu de racine du SVC 8 explique pourquoi la barre 8 n’est pas un endroit idéal pour
un contrôleur d’amortissement. Avec la boucle de commande choisie, il existe un zéro dans le
demi plan droit (RHP). Ce zéro limite la performance d’amortissement du mode interzone. Le
délai, approximé par une fonction Padé de 4e ordre, introduit un autre zéro au RHP. Ce zéro
déstabilise le mode électrique à 18 rad/s.
Le lieu de racine du PSS au générateur 3 est montré à la figure 4.10. On peut remarquer que le
mode interzone, ainsi que le mode local à 6.9 rad/s sont bien stabilisés avec ce PSS. Cependant
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si le gain du PSS3 est trop élevé, le mode 16 rad/s est déstabilisé.
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Figure 4.10 Lieu de racine, PSS au générateur 3.
En effet l’analyse μ peut détecter les problèmes d’interaction (les crêtes à hautes fréquences de
la figure 4.8). Cependant dans ce cas avec deux modes de fréquences voisines, il faut se baser
sur l’analyse du lieu des racines pour pouvoir tracer les modes associés à ces interactions.
Il est à noter que l’analyse μ et la technique du lieu de racine ne sont pas des tests tout à fait
équivalents. Dans l’analyse μ, on varie le mode d’opération du réseau et le délai de commu-
nication, alors qu’avec la technique du lieu des racines, seul le gain du contrôleur est varié.
Cependant ces exemples montrent une bonne cohérence entre ces deux approches.
4.5.3 Réseau New England
Nous passons par la suite à l’analyse de robustesse des contrôleurs du réseau New England.
La description générale de ce réseau est présentée à la section 3.5.4. Dans cette étude de
robustesse, la plage de variation des paramètres est montrée au tableau 4.3.
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Tableau 4.3 Plage des variation des paramètres,
réseau New England
Paramètre Plage
P9 40MW-1240MW
P33 31MW-1303MW
P47 40MW-1240MW
Délai 0-300ms
La μ-analyse de différentes boucles de commande est présentée à la figure 4.11. Conformé-
ment aux résultats de simulation de la section 3.5.4, (figure 3.17), on peut constater les pro-
blèmes d’interaction associés à ces contrôleurs. Le SVC à la barre 21 tend à déstabiliser le
mode 3,9 rad/s, alors que le TCSC sur la ligne 1-47 tend à déstabiliser le mode 11.34 rad/s.
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Figure 4.11 Analyse de robustesse du réseau New England.
69
4.6 Approche de réduction d’ordre
Comme on peut constater à la figure 4.5, la complexité de calcul des v.s.s dépend essentiel-
lement de la dimension de M et Δ. Le travail de calcul requis serait considérablement réduit
si on pouvait réduire la taille de ces structures. Pour les structures LFT, obtenues à partir des
modèles non linéaires, la dimension de Δ est très grande. Tel est le cas du modèle LFT des
contrôleurs d’avion, pour lesquels un immense effort est fait pour réduire la taille deΔ (Bates
et al., 2003)(Hecker, 2008).
Comme il est discuté à la section 4.2.2, pour le cas d’analyse de la robustesse du réseau élec-
trique, la taille deM etΔ dépend essentiellement de la taille de la matrice d’étatA du système.
Sans tenir compte des PSS et des régulateurs de vitesse, la taille de la matrice A est de 23×23
pour le réseau Kundur, et de 111 × 111 pour le réseau New England. Toutefois, on peut ré-
duire le nombre des variables d’état considérées dans l’analyse de robustesse, ce qui permet
de réduire considérablement le temps de calcul. En effet, dépendemment du choix des entrées
et des sorties des contrôleurs d’amortissement, un grand nombre des variables d’état sont soit
non observables, soit non commandables. Ces variables peuvent donc être supprimées.
4.6.1 Méthode de réduction d’ordre
La méthode de réduction d’ordre dans ce travail se base sur l’analyse des Gramiens de la
commandabilité et de l’observabilité, une technique communément utilisée pour la réduction
d’ordre des systèmes linéaires. Le modèle LFT du réseau, décrit par l’équation (4.7) est lui
même un système linéaire :
G =
⎡
⎣AΣ BΣ
CΣ DΣ
⎤
⎦ (4.18)
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où : AΣ = A0; BΣ = [B0 E1 ..Em]; CΣ = [C0 G1..Gm]T , D =
⎛
⎜⎜⎜⎜⎜⎜⎝
D0 F1 . . . Fm
H1 0 . . . 0
...
... . . .
...
Hm 0 . . . 0
⎞
⎟⎟⎟⎟⎟⎟⎠
.
L’approche de réduction d’ordre basée sur les Gramiens de la commandabilité et de l’observa-
bilité consiste à trouver les matrices P et Q qui satisfont :
AΣP + PA
T
Σ +BΣB
T
Σ ≤ 0
ATΣQ +QAΣ + C
T
ΣCΣ ≤ 0
(4.19)
Une réalisation équilibrée du système (4.18) satisfait P = Q = diag(σ1, σ2, .., σn), et σ1 >
σ2 > .. > σn. Supposons qu’on peut trouver une réalisation équilibrée du G, dénoté par :
Gb =
⎡
⎣AˆΣ BˆΣ
CˆΣ DˆΣ
⎤
⎦ (4.20)
Gb peut être décomposé selon la forme de l’équation (4.7) comme suit :
Gb =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Aˆ11 Aˆ12 Bˆ01 Eˆ1,11 Eˆ1,12 . . . Eˆm,11 Eˆm,12
Aˆ21 Aˆ22 Bˆ02 Eˆ1,21 Eˆ1,22 . . . Eˆm,21 Eˆm,22
Cˆ01 Cˆ02 Dˆ0 Fˆ1,1 Fˆ1,2 . . . Fˆm1 Fˆm,2
Gˆ1,11 Gˆ1,12 Hˆ1 0 0 . . . 0 0
Gˆ1,21 Gˆ1,22 Hˆ1 0 0 . . . 0 0
...
...
...
...
... . . .
...
...
Gˆm,11 Gˆm,12 Hˆm 0 0 . . . 0 0
Gˆm,21 Gˆm,22 Hˆm 0 0 . . . 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4.21)
dont Aˆ11 est une matrice de taille r× r qui contient les r variables d’état les plus importantes.
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En négligéant les variables d’état xr+1, .., xm, et les éléments de Eˆ, Fˆ , Gˆ, Hˆ qui y sont
associées, on obtient la LFT à ordre réduit comme suit :
Grb =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Aˆ11 Bˆ01 Eˆ1,11 . . . Eˆm,11
Cˆ01 Dˆ0 Fˆ1,1 . . . Fˆm,1
Gˆ1,11 Hˆ1 0 . . . 0
...
...
... . . .
...
Gˆm,11 Hˆm 0 . . . 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4.22)
Les références (Wang et al., 1991)(Beck et Pascale, 1997) montrent l’expression de l’erreur
de cette approche de réduction d’ordre, lorsque P et Q satisfont des strictes inégalités de
l’équation (4.19) . Dans le cas général, l’expression de la borne de l’erreur devient beaucoup
plus compliquée (Wang et al., 1991). Dans ce travail, l’erreur de la méthode de réduction
d’ordre est évaluée, en comparant simplement des résultats de l’analyse μ, obtenus avec le
système original et ceux obtenus avec le système réduit.
4.6.2 Les résultats d’analyse
Nous allons voir tout d’abord les résultat de l’analyse μ pour le réseau Kundur, avec le PSS au
générateur 1, et avec le contrôleur continu du SVC à la barre 9, utilisé dans la section 3.5. Les
v.s.s des systèmes en boucle fermée sont montrées à la figure 4.12 et 4.13, respectivement.
Comme on peut constater à travers les analyses de robustesse du réseau Kundur, il existe une
crête associée au mode local du générateur 3 (vers 8 rad/s) dans toutes les analyses μ jusqu’à
présent. Ce mode est ni observable ni commandable à partir du générateur 1. Donc, pour la
réduction d’ordre du LFT basé sur la boucle ouverte du PSS1, la crête correspondante à ce
mode disparait lorsque l’ordre du système est réduit jusqu’à 10 et moins. Par contre, pour le
SVC 9 qui a une certaine commandabilité à ce mode, ce mode est mieux retenu lorsqu’on
réduit l’ordre du système.
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Figure 4.12 Réduction d’ordre du réseau Kundur, boucle du PSS 1.
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Figure 4.13 Réduction d’ordre du réseau Kundur,
boucle du SVC 9.
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Par la suite, nous verrons l’analyse μ du réseau New England (figure 4.14), avec le SVC à
barre 21, utilisant ω11 comme entrée. Pour ce réseau il est impossible de calculer les v.s.s du
système original (ordre 111). La figure 4.14 compare les μ valeurs pour différents système
réduit. Lorsque l’ordre du système réduit dépasse 25, les résultats obtenus sont très proches.
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Figure 4.14 Réduction d’ordre du réseau New England,
boucle SV C21 − ω11.
Dans (Nguyen-Duc et al., 2009), nous avons proposé une autre approche pour la réduction
d’ordre de la LFT, avec laquelle les résultats obtenus sont très similaires à ceux présentés dans
ce chapitre. D’ailleurs l’approche proposée dans (Nguyen-Duc et al., 2009) n’est applicable
que pour les boucles de commande monovariables, alors que l’approche de réduction d’ordre
dans ce chapitre est aussi applicable pour les boucles de commande multivariables.
4.7 Synthèse de commande robuste en tenant compte du délai de communication
Le choix de la location du dispositif FACTS et le signal d’entrée de commande est fait pour
que la boucle de commande atteigne une meilleure performance d’amortissement. Il est à noter
cependant que la commande d’amortissement n’est qu’une fonction auxiliaire du FACTS. Le
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but principal d’un dispositifs FACTS est souvent d’améliorer le profil de tension dans le réseau,
ou d’améliorer le contrôle d’écoulement de puissance. Il est donc désiré qu’on puisse améliorer
l’amortissement et le profil de tension à partir d’une même location.
Revenons au cas du réseau Kundur avec le SVC à la barre 8. Considérant le but d’améliorer le
profil de tension, la barre 8 serait l’endroit idéal pour un SVC puisqu’elle est au milieu de la
ligne d’interconnection. Pourtant il est difficile d’obtenir une bonne performance d’amortisse-
ment à partir de cette barre, selon les analyses de la section 4.5.2 (figure 4.8 et 4.9). Dans cette
section nous essayons, par une technique de synthèse de commande robuste, de contourner ce
problème.
4.7.1 Une analyse qualitative
Le modèle d’analyse de la figure 4.5 nous permet d’évaluer la robustesse avec plus de pré-
cision. Cependant pour la synthèse de la commande, ce modèle d’analyse n’est pas tout à
fait convenable, puisque la dimension de M et Δ est souvent large. Nous utilisons dans cette
section un modèle simple et standard de la synthèse de commande robuste (figure 4.15).
Figure 4.15 Schéma de la synthèse de commande robuste.
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Dans le schéma de synthèse de la figure 4.15, l’incertitude due au changement du mode d’opé-
ration est représentée par une perturbation additiveΔa, avec une fonction de pondérationWa.
L’incertitude due au délai de communication est représentée par le modèle de la figure 4.6.
Une perturbation additionnelle, qui représente le bruit de mesure est dénotée par η. Wu, Wp,
et Wη sont respectivement les fonctions de pondération pour l’entrée de commande, la sortie
(performance) et le bruit de mesure.
En se basant sur les analyses (figure 4.8 et 4.9), on peut faire les remarques suivantes :
– L’amortissement du mode interzone (3.81 rad/s) est affecté par le changement du mode
d’opération, ainsi que par le délai. Comme on peut constater à la figure 4.15, l’amélioration
de l’amortissement du mode interzone, face à ces deux sources de perturbation, peut être in-
terprétée comme un problème d’atténuation de bruit de mesure, et de rejet de perturbation à
une même fréquence. Dans la théorie de commande robuste, ce sont deux critères contradic-
toires (Alazard et al., 1999). Donc, on doit accepter un certain compromis, i.e une certaine
dégradation de l’amortissement, à cause du délai de communication et du changement du
mode d’opération.
– Le délai de communication cause un effet de déphasage. Pour cette raison, la phase du
contrôleur à la fréquence du mode interzone doit être supérieure à la phase déterminée par
(2.29), pour compenser l’effet du délai. Cependant cette augmentation de phase ne peut être
trop large, puisque la performance dans le cas sans délai sera compromise.
– L’interaction avec le mode électrique à 18 rad/s (Voir l’analyse à la page 64) peut être évitée
si le gain du contrôleur est réduit à hautes fréquences.
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4.7.2 Résultat de la synthèse μ et simulation
L’outil μ Analysis and Synthesis Toolbox (Mathworks, 2001) est utilisé pour concevoir un
contrôller μ pour le SVC à la barre 8. Les fonctions de pondération sont comme suit :
Wa = 0, 2
s+ 3
3s+ 1
(4.23)
Wu = 0, 06
s+ 4
9s+ 1
(4.24)
Wη = 0, 03
10s+ 1
s + 10
(4.25)
Wp = 3
s2 + 0, 1s+ 0, 1
s2 + 0, 2s+ 14, 3
s+ 0, 1
0, 1s+ 1
(4.26)
La pondération Wp est choisie pour que les signaux à hautes fréquence soient réduits. L’am-
plitude deWp est ajustée en modifiant le premier terme de (4.26), de sorte que le contrôleur ait
un gain raisonable au mode interzone, sans qu’il y ait une annullation pole-zéro.
Après 4 étapes d’itérations, on obtient un contrôleur de 74e ordre. Ce contrôleur peut être
réduit à un contrôleur de 4e ordre (figure 4.16). La fonction de transfert du contrôleur μ réduit
est comme suit :
Gμ(s) = 0.08× 10s
10s+ 1
× 0.00354s
4 + 0.5027s3 − 47.62s2 − 110.1s− 53.9
s4 + 7.004s3 + 28.47s2 + 67.86s+ 74.19
(4.27)
La figure 4.17 compare la robustesse de ce contrôleur avec celle du contrôleur conventionnel
du SVC 8 (section 4.5.2). Le délai varie entre 0 et 150ms. On peut remarquer que le contrôleur
μ peut marginalement stabiliser le mode interzone 3,81 rad/s, alors que le contrôleur conven-
tionnel ne peut pas stabiliser ce mode. D’ailleurs le contrôleur μ n’a pas d’interaction avec le
mode 18 rad/s.
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Figure 4.16 Réponse fréquentielle du μ-contrôleur.
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Figure 4.17 Analyse de robustesse du SVC à barre 8.
Les simulations non linéaires sont aussi faites pour comparer les deux contrôleurs. On consi-
dère deux modes d’opérations, dont les réponses du réseau sont montrée aux figures 4.18 et
78
4.19. La puissance nominale du SVC est de ±100 MW. Dans le premier mode d’opération, le
transit de puissance active sur la ligne d’interconnexion est de 370MW. Le réseau est stable
avec les deux contrôleurs, mais la performance du contrôleur μ est clairement meilleure. De
plus, lorsqu’on ajoute un délai de 200ms, le contrôleur conventionnel fait apparaître le mode
18 rad/s (figure 4.18b).
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Figure 4.18 Réponse du réseau Kundur, mode I.
Dans le deuxième mode d’opération où le transit de puissance est de 440MW, la performance
des deux contrôleurs est nettement réduite. Cependant le contrôleur μ peut toujours assurer
la stabilité, alors qu’avec le contrôleur conventionnel, le système devient instable (marginale-
ment).
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Figure 4.19 Réponse du réseau Kundur, mode mode II.
4.8 Sommaire
Une méthode d’analyse de robustesse du réseau électrique, basée sur la théorie des valeurs
singulières structurées est présentée dans ce chapitre. La méthode proposée nous permet de
tenir compte des changements du mode d’opération et du délai de communication. Ces chan-
gements sont interprétés comme des perturbations réelles et complexes. Une propriété im-
portante de l’analyse basée sur la théorie des valeurs singulières structurées est que les v.s.s
représentent un indice quantitatif de la robustesse. La méthode proposée peut donc être utili-
sée pour évaluer la robustesse des contrôleurs d’amortissement. À travers les analyses, on peut
constater une forte cohérence entre les résultats de cette méthode avec les techniques d’analyse
conventionnelles, comme la commandabilité/observabilité, ou la technique du lieu des racines.
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On a observé au chapitre 3 un lien entre le délai de communication et les interactions dans
le réseau. L’approche d’analyse proposée dans ce chapitre nous permet d’expliquer ce phéno-
mène. Dans le cas du réseau Kundur, l’ajout du délai déstabilise un mode électrique, alors que
pour le cas du réseau New England, le délai de communication peut détériorer d’autres modes
électromécaniques.
L’approche d’analyse proposée dans ce chapitre peut être utilisée comme un outil de sélec-
tion de boucle de commande, en se basant sur l’analyse de robustesse des contrôleurs conçus
pour différentes boucles. Cependant la tâche de calcul pourrait être très importante, si on veut
considérer un grand nombre des entrées et des sorties. On verra dans le prochain chapitre une
solution alternative.
CHAPITRE 5
SÉLECTION DE BOUCLE DE COMMANDE OPTIMALE
5.1 Introduction
La disponibilité des mesures à distance offre une grande flexibilité dans le choix des signaux
pour l’entrée de commande d’amortissement. Afin d’atténuer les modes interzone, les signaux
à distance sont souvent plus efficaces, puisqu’ils ont une plus grande mesure d’observabilité
des oscillations interzone (Kamwa et al., 2005). De plus, avec une mesure à distance, il y a
moins de problème relié au zéros de transfert (Mhaskar et Kulkarni, 2006).
À travers plusieurs études de conception des système de commande globale, la structure hié-
rarchique est souvent adoptée. Dans cette structure de commande, une boucle de commande
utilisant des mesures à distance est utilisée en parallèle avec une boucle de commande locale
(Kamwa et al., 2001; Okou et al., 2005). Une telle approche nous permet d’améliorer l’amor-
tissement des modes interzone, en assurant la stabilité du réseau (surtout en ce qui concerne
les modes locaux) lors d’une défaillance du système de communication.
La grande disponibilité des mesures nous amène à un autre problème concernant le choix
de l’entrée de commande permettant d’obtenir une meilleure performance. Les critères de
performance sont : l’amortissement du mode critique, la robustesse aux changements du mode
d’opération et du délai de communication, l’absence des interactions avec d’autres dynamiques
du réseau. Bien que les difficultés reliées à la robustesse puissent être contournées, d’une
certaine manière, par des techniques de synthèse de commande robuste, un bon choix de la
paire entrée/sortie peut faciliter largement cette tâche.
Un problème qu’on observe dans les chapitres 3 et 4 est les interactions entre la boucle de com-
mande globale avec d’autres modes non critiques du réseau. Notons que le but d’une boucle de
commande globale est d’améliorer les modes interzone, il est désiré que cette boucle ait peu
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d’effet sur les autres modes. De plus l’absence d’interaction avec les modes non critiques rend
facile la synthèse de commande, car il y aura moins de contraintes à considérer.
Parmi les travaux traitant le problème de sélection des boucles de commande (Farsangi et al.,
2004, 2007; Heniche et Kamwa, 2002; Ray et al., 2008), peu abordent le problème d’interac-
tion. Comme il est discuté plus haut, une propriété très recherchée d’une boucle globale est
l’absence des interactions avec les modes non critiques. Pour trouver une boucle de commande
ayant peu d’interactions, on peut donc analyser la mesure de commandabilité des boucles pour
les modes critiques et non critiques, puisque la mesure de commandabilité (équation (2.20))
reflète bien l’influence de la boucle de commande à un mode. Pourtant, cette tâche devient
assez compliquée avec les grands systèmes où il y a un très grand nombre de modes. On verra
dans ce chapitre une approche plus élégante, qui amène à un indice quantitatif de l’interaction.
5.2 Les critères de sélection des boucles de commande globale
5.2.1 Mesure conjointe de commandabilité/observabilité
Pour cette étude nous utilisons la mesure conjointe de commandabilité/observabilité pour éva-
luer l’efficacité des boucles de commande. Comme il est mentionné à la section 2.2.2, la me-
sure conjointe de commandabilité/observabilité ne dépend pas de l’unité des variables, et peut
être utilisée pour comparer les signaux de différents types. Pour la commodité de lecture, nous
répétons ci-dessous les notions présentées à la section 2.2.2. Soit un système linéaire décrit
par :
x˙ = Ax+Bu
y = Cx
(5.1)
Les valeurs propres de la matriceA sont λi, i = 1, ..n. Ces valeurs propres sont associées avec
les vecteurs propres gauches et droits : E = [e1 e2 ..en] et F = [f1 f2 ..fn]. Les mesures de
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commandabilité (mci) et d’observabilité(moi) du mode i sont :
mci = cos(θ(fi, B)) =
|BT .fi|
||fi||.||B||
moi = cos(θ(C, ei)) =
|ei.C|
||ei||.||C||
(5.2)
La mesure conjointe de commadabilité/observabilité est définie par :
mcoi = mci.moi (5.3)
D’ailleurs le système (5.1) peut être représenté par :
y(s)
u(s)
= C(sI − A)−1B =
n∑
i=1
Ri
s− λi (5.4)
où Ri est le résidu associé au mode λi :
Ri = Ceif
H
i B (5.5)
En se basant sur le résidu, l’avance de phase requise pour le mode λi est :
Φi = 180
0 − ∠Ri (5.6)
5.2.2 Valeur Singulière Hankel
Les valeurs singulières Hankel (HSV) joue un rôle important dans les méthodes de réduction
d’ordre, comme on a vu dans le chapitre 4. Une notion associée aux HSV est la réalisation
équilibrée, dans laquelle chaque variable d’état est “autant commandable qu’elle est obser-
vable" (Skogestad et Postlethwaite, 1996). Dans une réalisation équilibrée, les solutions des
équations :
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AP + PAT +BBT = 0
ATQ +QA+ CTC = 0
(5.7)
satisfont P = Q = diag(σ1, σ2, .., σn), et σ1 > σ2 > .. > σn.
Notons la différence entre (5.7) et (4.19) (page 70). P et Q de (5.7) sont des matrices de
commandabilité et observabilité Gramiennes, qui peuvent être calculées par la commande lyap,
ou balreal et gram de MATLAB. Dans le cas général de (4.19), le calcul de P et Q est plus
compliqué. Les σi sont des HSV de (5.1), qui nous permettent de déterminer l’importance de
chaque variable d’état à la relation entrée/sortie (Pal et Chaudhuri, 2005).
Une boucle de commande avec des larges HSV peut influencer un grand nombre des variables
d’état. Dans le cas général, une telle boucle est préférée dans la conception d’un système de
commande (Farsangi et al., 2004; Skogestad et Postlethwaite, 1996). Cependant pour choisir
les boucles de commande globale, le contraire est recherché, pour des raisons discutées à la
section 5.1.
5.2.3 La matrice des gains relatifs RGA
La RGA (Relative Gain Array) est une mesure intéressante dans l’analyse du système de com-
mande. La valeur des éléments de RGA peut donner plusieurs informations (Skogestad et
Postlethwaite, 1996). Une étude exhaustive des implications de la RGA dans l’analyse de la
stabilité du réseau est présentée dans (Milanovic et Duque, 2004).
Soit un modèle en boucle ouverte du réseau électrique, ayantm entrées et n sorties, tel que :
y(s) = G(s).u(s) (5.8)
où G(s)(n × m) est une matrice complexe de transfert. Supposons qu’on veut contrôler la
sortie yi à partir de l’entrée uj . Le gain relatif de cette paire entrée/sortie est défini comme le
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rapport entre le gain du système non contrôlé (toutes les autres boucles sont ouvertes) et le
gain du système contrôlé (toutes les autres boucles sont fermées) :
λij =
(
Δyi
Δuj
)
Δuk=0,∀k =j(
Δyi
Δuj
)
Δyk=0,∀k =j
= gij(s).g
−1
ij (s) (5.9)
La RGA est la matrice de tous les gains relatifs :
Λ = [λij] = G(s)× (G(s)−1)T (5.10)
où × est une multiplication élément par élément. La RGA est déterminée en fonction de la
fréquence qui reflète les interactions entre des boucles de commande (Skogestad et Postleth-
waite, 1996). Si un élément de la RGA est proche de 1, la paire associée à cet élément aura
une interaction réduite avec les autres boucles. Une recherche exhaustive de la mesure RGA
aux études de la stabilité angulaire du réseau est rapportée dans (Milanovic et Duque, 2004).
Les deux remarques importantes de cette référence sont : i) Une crête dans les RGA signifie
un mode mal amorti ; ii) Si une boucle a la plus grande valeur RGA à une fréquence, elle aura
également le plus grand résidu du mode correspondant.
La RGA n’est cependant pas directement applicable pour déterminer l’interaction entre les
boucles de commande : Il faut définir un ensemble des entrées/sorties avant que la RGA soit
déterminée. Il n’est pas clair quelles sont les boucles à inclure dans l’analyse, surtout quand il
y a un grand nombre des boucles de commande dans un vrai réseau. L’inclusion de toutes les
boucles amènerait à un temps de calcul considérable.
Heniche et Kamwa (2002) propose un critère qui permet d’évaluer l’interaction d’une boucle
à toutes les autres boucles. Dans ce sens, le critère proposé par Heniche et Kamwa (2002) est
similaire à la RGA. En bref, la RGA est une mesure d’interaction entre les boucles. Comme il
est discuté au début de ce chapitre, on veut chercher une mesure d’interaction entre une boucle
et tous les modes du système.
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5.3 Méthode proposée pour la sélection des boucles de commande globale
L’objectif de ce chapitre est d’établir un ensemble de critères de sélection de boucle de com-
mande pour améliorer la stabilité des modes critiques. D’ailleurs nous voulons minimiser l’ef-
fet de cette boucle de commande globale sur tous les autres modes. Pour cet objectif, la me-
sure conjointe de commandabilité/observabilité est un critère essentiel. De plus, nous utilisons
d’autres mesures qui sont présentées par la suite.
5.3.1 Indice d’interaction modale
Comme il est discuté à la section 5.2.3, les indices d’interaction dans la littérature mesurent
l’interaction entre les boucles. Dans ce travail, nous proposons un indice d’interaction entre
une boucle et tous les modes. Cet indice mesure la contribution relative du mode critique à la
relation d’entrée/sortie d’une boucle, par rapport à la contribution totale de tous les modes à la
même boucle. L’indice d’interaction proposée est calculé à travers les étapes suivantes :
– Pour une boucle candidate, les matrices d’état A, B, C, D du système en boucle ouverte
sont déterminées. Une réalisation équilibrée de ce système est calculée, et dénotée par les
matrices Ab, Bb, Cb, Db. Les HSV de ce système équilibré {σi : i = 1, .., N} sont aussi
déterminées.
– Supposons que la boucle de commande globale est conçue pour stabiliser le mode λk. La
contribution du mode λk à la boucle peut être déterminée par l’ensemble des taux de parti-
cipation des états à ce mode (Kundur, 1994). Soit pi(λk) le taux de participation de l’état i
(dans la réalisation équilibrée) au mode λk. Rappelons que la contribution de chaque état i à
la relation entrée/sortie est pondérée par la valeur HSV correspondante, σi. Donc, la contri-
bution totale du mode λk à la relation entrée/sortie de la boucle candidate peut être évaluée
par :
Ck =
N∑
i=1
σ2i .pi(λk) (5.11)
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– La mesure de l’interaction modale du mode λk avec la boucle est définie par le rapport entre
sa contribution individuelle et la somme des contributions de tous les modes :
Ik =
Ck∑
λj∈Λ
Cj
=
∑N
i=1 σ
2
i .pi(λk)∑
λj∈Λ
∑N
i=1 σ
2
i .pi(λj)
(5.12)
où Λ est l’ensemble de tous les modes du système.
En se basant sur (5.12), on peut remarquer que Ik détermine comment les modes non critiques
sont affectés si on veut contrôler le mode λk en utilisant la boucle candidate. La mesure (5.12)
est donc une mesure d’interaction entre boucle et mode, alors que la RGA est une mesure
d’interaction entre boucle et boucle. Il est à noter que la mesure (5.12) ne dépend pas de
l’unité des variables, et donc peut être utilisée pour comparer les signaux de différents types.
Une boucle de commande dont Ik est 1 est idéale, puisqu’elle aura aucune interaction avec
les autres modes. Dans ce travail, nous constatons qu’il est possible et parfois nécessaire de
négliger certains modes dans l’ensemble Λ, par exemple :
– Mode pour lequel la boucle a une très faible commandabilité/observabilité. L’exclusion de
ce mode n’affecte pas le résultat.
– Mode de très haute, ou très basse fréquence. Bien que la boucle considérée puisse avoir une
certaine commandabilité à ce mode, son effet peut être radicalement réduit avec un filtre
approprié. Par exemple, le filtre passe-haut (wash-out filter) est souvent employé dans les
contrôleurs d’amortissement pour éviter l’action du contrôleur face aux changements en
régime permanent.
Considérant l’exclusion de certains modes, la formule (5.12) est modifiée comme suit :
Imk =
∑N
i=1 σ
2
i .pi(λk)∑
λk∈Λr
∑N
i=1 σ
2
i .pi(λk)
(5.13)
où Λr ∈ Λ est l’ensemble des modes retenus dans l’analyse.
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5.3.2 Indice de conflit de phase
Pour chaque mode d’oscillation, il y a une valeur de compensation de phase requise pour obte-
nir un pur effet d’amortissement. Si une boucle de commande a une grande commandabilité à
deux modes, on peut améliorer l’amortissement de deux modes en même temps. Pour exprimer
ce critère, on introduit l’indice de conflit de phase qui est déterminée par les étapes suivantes :
– Supposons qu’on utilise une structure avance/retard de phase pour le contrôleur. La fonction
de transfert du contrôleur est :
K =
Tws
Tws+ 1
(
T1s+ 1
T2s+ 1
)m
(5.14)
où Tw est la constante du filtre passe-haut, T1, T2 sont les constantes de temps du contrôleur,
m est le nombre de blocs d’avance/retard de phase. Afin d’obtenir un pur effet d’amortis-
sement du mode ωk, dont l’avance de phase requise est Φk, les constantes de temps T1, T2
peuvent être déterminées par (About-Ela et al., 1996) :
α =
1− sin(Φk
m
)
1 + sin(Φk
m
)
T1 =
1
ωk
√
α
T2 = αT1
(5.15)
– Supposons qu’il existe un autre mode électromécanique à fréquence ωj dont l’avance de
phase requise est Φj . L’écart entre l’avance de phase requise et sa valeur actuelle pour le
mode ωj , dénotée par ϕkj , est déterminé par :
ϕkj = m.(arctan(T1ωj)− arctan(T2ωj))− Φj . (5.16)
Notons qu’on ne tient pas compte de l’effet du filtre passe-haut, ce qui est quand même faible,
dans l’équation (5.16). Le conflit de phase peut être surmonté en utilisant une structure de
commande d’ordre plus élevé. Cependant une boucle de commande ayant un faible indice de
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conflit de phase nous permetterait de concevoir un contrôleur robuste et d’ordre réduit (Ray
et al., 2008).
5.4 Les résultats d’analyse
5.4.1 Réseau Kundur
Nous commencons par l’analyse du choix d’un signal d’entrée pour le PSS au générateur 1,
réseau Kundur. La sortie de commande est Vref1. L’entrée de commande est choisie parmi
ω3 − ω1, ω1, ω2, ω3, ω4 et P7−8. La figure 5.1a montre les mesures conjointes des boucles
de commande associées à ces signaux. La figure 5.1b montre les indices d’interaction modale,
calculées selon (5.12). La figure 5.1c montre les mesures de conflit de phase, calculées selon
(5.16).
D’une façon similaire, la figure 5.2 montre l’analyse des signaux d’entrée pour un contrôleur
d’amortissement du SVC9 (l’entrée de commande étant Bref9).
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a) Mesure conjointe -7.22+18.5i
-8.01+16.1i
-9.44+9.77i
-9.53+9.23i
-0.843+6.85i
-0.704+7.15i
-0.127+3.81i
c) Conflit de phase
b) Mesure d’interaction
-w1+w3 w1 w2 w3 w4 P7-8
-w1+w3 w1 w2 w3 w4 P7-8
-w1+w3 w1 w2 w3 w4 P7-8
0
0.5
1
0
100
200
0
0.5
1
Figure 5.1 Sélection du signal d’entrée pour PSS1.
a) Mesure conjointe
-7.22+18.5i
-8.01+16.1i
-9.44+9.77i
-9.53+9.23i
-0.843+6.85i
-0.704+7.15i
-0.127+3.81i
c) Conflit de phase
b) Mesure d’interaction
-w1+w3 w1 w2 w3 w4 P7-8
-w1+w3 w1 w2 w3 w4 P7-8
-w1+w3 w1 w2 w3 w4 P7-8
0
0.5
1
0
100
200
0
0.5
1
Figure 5.2 Sélection du signal d’entrée pour SVC 9.
On peut constater que l’indice d’interaction modale (5.12) favorise les mesures à distance,
avec lesquelles il y a moins d’interaction avec les modes locaux. Pour le PSS1, les signaux
ω3, ω4, P7−8 sont meilleurs que les mesures locales ω1 et ω2. Le signal combiné ω3 − ω1 a
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une meilleure mesure de commandabilité/observabilité dans les deux cas. Cependant ce signal
contient les modes locaux, donc sa mesure d’interaction pour le PSS1 est inférieure à celle des
signaux à distance ω3, ω4.
L’interaction entre le SVC9 avec le mode 18 rad/s peut être prévue, selon l’analyse à la figure
5.2, puisque le conflit de phase du mode 18 rad/s, si le contrôleur est conçu pour le mode
3.81 rad/s, est près de 1800. On peut remarquer aussi que la mesure d’interaction proposée
favorise les modes dominants. Plusieurs boucles de commande ont une bonnemesure conjointe
de commandabilité/observabilité aux modes locaux. Pourtant le mode interzone est très mal
amorti, i.e. proche de l’axe imaginaire. Pour cette raison, les mesures d’interaction pour les
boucles étudiées sont en général assez élevées.
5.4.2 Réseau New England
Passons ensuite aux analyses du réseau New England. Pour ce réseau nous analysons les inter-
actions de différentes boucles avec le mode global à 2,39 rad/s. Il est montré dans les section
3.5.4 et 4.5.3 qu’il y a une interaction déstabilisante entre le SVC21 avec le mode 3,9 rad/s. Ce
phénomène peut être observé à la figure 5.3. Les signaux ω10, ω11, ω13 contiennent le mode
3,9 rad/s. De plus les mesures de conflit de phase pour ces signaux sont très élevés. Ceci peut
expliquer le phénomène d’interaction qu’on observe par une simulation non linéaire (figure
3.17).
La figure 5.3 révèle une autre interaction entre la boucle Bref21 − ω5 avec le mode 7,36 rad/s.
La boucle Bref21 − ω5 a une grande mesure conjointe pour ce mode. Pour cette raison, sa
mesure d’interaction (calculée pour le mode global) est assez faible, comparativement à celles
des autres boucles. De plus, le conflit de phase associé au mode 7,36 rad/s est aussi élevé. Cette
remarque peut être vérifiée par une simulation non linéaire (figure 5.4). La figure 5.4b montre
la réponse du réseau si on utilise la boucle Bref21 − ω1. Si on utilise la boucle Bref21 − ω5 et
on augmente le gain de rétroaction pour obtenir une performance similaire, on fait apparaître
le mode 7,36 rad/s.
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a) Mesure conjointe -0.559+9.55i
-0.277+6.6i
-0.287+6.06i
-0.45+7.36i
-0.172+3.95i
-0.0653+2.39i
c) Conflit de phase
b) Mesure d’interaction
ω1 ω5 ω7 ω8 ω9 ω10 ω11 ω13 ω16
ω1 ω5 ω7 ω8 ω9 ω10 ω11 ω13 ω16
ω1 ω5 ω7 ω8 ω9 ω10 ω11 ω13 ω16
0
0.5
1
0
100
200
0
0.5
1
Figure 5.3 Sélection du signal d’entrée pour SVC 21, réseau New England.
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b) SVC 21, avec ω1 comme entrée
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Figure 5.4 Réponse du réseau New England, SVC 21.
La figure 5.5 montre l’analyse des signaux d’entrée pour le contrôleur d’amortissement du
TCSC sur la ligne 1-47. Cette analyse montre que ω11 est un mauvais choix. La boucle
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Xcref1−47 − ω11 a une très faible mesure d’interaction, calculée pour le mode global. Ceci est
causé par une grande commandabilité/observabilité du mode 11,34 rad/s (générateurs 10,11).
a) Mesure conjointe -0.422+11.3i
-0.277+6.6i
-0.287+6.06i
-0.45+7.36i
-0.172+3.95i
-0.0653+2.39i
c) Conflit de phase
b) Mesure d’interaction
ω1 ω5 ω7 ω8 ω9 ω10 ω11 ω13 ω16
ω1 ω5 ω7 ω8 ω9 ω10 ω11 ω13 ω16
ω1 ω5 ω7 ω8 ω9 ω10 ω11 ω13 ω16
0
0.5
1
0
100
200
0
0.1
0.2
Figure 5.5 Analyse des signaux d’entrée pour TCSC 1-47.
La figure 5.6 montre les réponses du réseau New England avec le contrôleur d’amortissement
du TCSC 1-47, lorsqu’on utilise ω11 et ω16 comme signal d’entrée. L’apparition du mode 11.34
rad/s est clairement observée avec entrée ω11.
À travers les analyses dans cette section, on peut constater qu’une boucle avec une très bonne
mesure d’interaction (proche de 1) peut avoir une faible mesure conjointe de commandabi-
lité/observabilité. Ce sont les cas du ω16 pour le réseau New England, et P7−8 pour le réseau
Kundur. En effet, si le but n’est que d’amortir le mode dominant du réseau, ω16 et P7−8 sont
respectivement de très bonnes entrées pour le réseau New England et Kundur. Bien que leurs
mesures conjointes soient faibles, l’effet de ces boucles de commande peut être amélioré en
augmentant le gain de rétroaction. Comme leurs mesures d’interaction sont proches de 1, cette
augmentation du gain ne cause pas d’interaction avec les autres modes.
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Figure 5.6 Réponse du réseau New England, TCSC 1-47.
5.5 Étude de la RGA
Les études ont montré que les mesures RGA peuvent donner des informations utiles concernant
la robustesse du système, et aussi les interactions entre les boucles. Nous verrons dans cette
section l’usage de cette mesure pour détecter les interactions. Comme il est discuté à la section
5.2.3, la valeur les RGA dépend du choix des entrées/sorties. Donc, il faut bien choisir ces
entrées/sorties, dépendamment de ce qu’on veut savoir.
La figure 5.7 montre les RGA quand on choisitBref9, Vref1−Vref4 comme entrée et P7−8, ω1−
ω4 comme sortie. Avec ce choix des entrées/sorties, on peut voir les interactions entre la
boucle de commande d’amortissement du SVC 9 avec les PSS. Sur la figure 5.7, on ne peut
qu’observer les modes électromécaniques. Dans les éléments associés aux boucles locales (i.e.
Vref1−ω1, Vref3−ω3, etc.), on voit deux crêtes, associées au mode interzone et aux modes lo-
caux. D’ailleurs pour les boucles avec une mesure à distance, telle que Vref1−ω3, Bref9−P7−8,
on ne voit qu’une crête, ce qui correspond au mode interzone.
Une information manquante dans la figure 5.7 est l’interaction entre le SVC 9 et le mode 18
rad/s. Pour pouvoir observer cette interaction, on calcule les RGA du système MIMO dont
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Figure 5.7 RGA du réseau Kundur, SVC avec les PSS.
les entrées sont Bref9, Vref1 − Vref4, et les sorties sont P7−8, V g1 − V g4. C’est-à-dire, on
analyse les interactions entre le contrôleur d’amortissememnt du SVC9 avec les circuits AVR.
Les résultats sont montrés à la figure 5.8. Sur cette figure, la crête à 18 rad/s peut être observée
dans les éléments Vref3 − ω3, Vref4 − ω4 et Bref9 − P7−8.
Cet exemple montre que la mesure RGA peut être utilisée pour détecter les interactions, si on
“sait bien ce qu’on cherche". Il est à noter que l’interaction avec le mode 18 rad/s n’est pas
très problématique, car on peut l’éviter en réduisant la bande passante du contrôleur d’amor-
tissement (e.g. le contrôleur μ de la section 4.7).
Pour le réseau New England, l’interaction entre le SVC 21 avec le mode 3,9 rad/s, et l’inter-
action entre le TCSC 1-47 avec le mode 11,34 rad/s peuvent être aussi détectées avec RGA.
La figue 5.9 montre l’interaction du SVC 21 avec la boucle du PSS 12. La figue 5.10 montre
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l’interaction du TCSC 1-47 avec la boucle du PSS 11. Le générateur 8 participe à plusieurs
modes d’oscillation, selon la figure 5.10.
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Figure 5.8 RGA du réseau Kundur, SVC avec les AVR.
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Figure 5.9 RGA du réseau New England, SVC 21.
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De plus, les deux analyses montrent que la boucle du PSS 16 est idéale pour amortir le mode
global 2,39 rad/s, puisqu’il y a une seule crête associée à ce mode dans les RGA de cette
boucle. Cette remarque est similaire à la conclusion de la section 5.4.2.
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Figure 5.10 RGA du réseau New England, TCSC1-47.
Le temps de calcul des RGA ne dépend pas du nombre des variables d’état, mais du nombre
des entrées et des sorties. Par exemple, pour l’analyse de la figure 5.10 (3 entrées et 3 sorties), il
faut calculer 3×3×n valeurs de RGA où n est le nombre de points de fréquence. Donc, même
si la taille du système étudié est grande, on peut utiliser la RGA pour trouver les interactions
avec peu de calcul, si les entrées et sorties appropriées sont choisies.
5.6 Sommaire
Dans ce chapitre, on a étudié plusieurs critères de choix des signaux entrée/sortie pour une
boucle de commande globale. Comme le but de cette boucle est d’amortir les modes domi-
nants, la commandabilité et l’observabilité de cette boucle pour les modes locaux ne sont pas
nécessaires. D’ailleurs une faible interaction avec les modes locaux et les modes non élec-
tromécaniques nous permet de concevoir un contrôleur robuste à ordre réduit. Ce critère est
exprimé par l’indice d’interaction modale, proposée à la section 5.3.1. Dans tous les cas étu-
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diés, les meilleures boucles de commande sont celles dont les mesures d’interaction modale
sont près de 1. Cet indice d’interaction est donc une mesure utile pour la sélection des boucles
de commande globale, qui peut être utilisée en complément avec la mesure conjointe comman-
dabilité/observabilité.
Les analyes du RGAmontrent que cette mesure peut nous permettre de détecter les interactions
entre les boucles de commande. Cependant il faut bien choisir l’ensemble des boucles de
commande avec lesquelles l’interaction se produit. Dans un grand réseau multi-machine, ceci
peut être une tâche compliquée.
Un problème associé à la sélection des boucles de commande est les zéros du transfert. Les
zéros qui se trouvent près du mode critique limite la performance du contrôleur d’amortis-
sement. De plus si le zéro se trouve au demi plan droit (RHP), l’augmentation du gain de
rétroaction peut déstabiliser le système. L’influence du délai de communication est très simi-
laire à celle d’un zéro au RHP. Pour cette raison le problème de zéro au RHP et celui du délai
de communication pourraient être étudiés ensemble.
CONCLUSIONS
Le thème principal de ce travail de recherche est la conception d’un système de commande
globale pour améliorer la stabilité angulaire du réseau électrique. Pour ce faire, nous cherchons
à atténuer les modes dominants du réseau avec un schéma de commande approprié.
Notre travail commence par la conception d’un schéma de commande par modulation bang
bang, basé sur l’identification en ligne des oscillations critiques. Les avantages du mode de
commande des FACTS utilisant la commande bang bang ont été montrés dans les travaux
précédents (Olwegard et al., 1981). L’idée d’utiliser l’analyse Prony pour détecter en ligne
les oscillations critiques a été proposée par Quintero et Venkatasubramanian (2005). Pour-
tant, l’utilisation en boucle fermée de l’identification en ligne et l’action de commande bang
bang est, pour la première fois, proposée dans ce travail. Une étude récemment publiée par
Chaudhury et al. (2010) propose un autre schéma de commande, dans lequel une boucle de
verrouillage de phase est utilisée pour déterminer les informations de l’oscillation critique.
Bien que le schéma de commande étudié dans ce travail utilise une action de commande dis-
crète, non linéaire, nous trouvons que ses paramètres de commande (e.g. l’angle β) peuvent
être déterminés en utilisant l’analyse modale du modèle linéarisé du réseau. C’est-à-dire, on
peut utiliser les mêmes outils de la synthèse de commande linéaire pour ce nouveau schéma
de commande.
Dans tous les cas étudiés, la puissance nominale requise pour le schéma de commande proposé
est très faible. De plus, le schéma de commande proposé nous permet d’utiliser simultanément
plusieurs dispositifs FACTS pour améliorer l’effet d’amortissement total. Le schéma de com-
mande proposé au chapitre 3 est idéalement approprié pour amortir les modes pour lesquels il
y a un grand nombre de générateurs participant, puisque le nombre des dispositifs FACTS qui
peuvent être utilisés serait maximisé.
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Nous constatons qu’il y a un lien entre le délai de communication et le problème d’interac-
tion. Ce phénomène est détecté par les simulations au chapitre 3. Le modèle d’analyse de
robustesse, développé au chapitre 4 nous permet d’expliquer ce phénomène. Les analyses du
chapitre 4 montre également une bonne cohérence entre les résultats obtenus par la μ-analyse
et ceux obtenus par les méthodes conventionnelles telles que la technique de lieu de racine, et
la commandabilité/observabilité.
En ce qui concerne la robustesse au changement du mode d’opération et au délai de communi-
cation, les valeurs singulières structurées μ donne une évaluation quantitative de la robustesse,
en fonction de la fréquence. Notons qu’il y a plusieurs mesures pour évaluer la robustesse
du réseau, telles que les valeurs singulières maximale/minimale, le nombre de conditions, etc.
Cependant ces mesures ne sont pas quantitatives. Par exemple, une boucle de commande ayant
une grande nombre de conditions n’est pas nécessairement meilleure qu’une autre boucle ayant
un faible nombre de conditions. Étant une mesure quantitative, les valeurs μ peuvent être utili-
sées comme indices de sélection de boucle de commande. Un inconvénient de cette approche
est que le travail de calcul exigé est important.
Les boucles de commande globale sont conçues pour stabiliser certains modes interzone du
réseau. Pour ce faire, il est désiré de limiter l’interaction de cette boucle de commande avec
les autres dynamiques du réseau. Nous avons développé un nouvel indice d’interaction au
chapitre 5 pour exprimer ce critère. Les analyses montrent que les boucles de commande ayant
une grande mesure d’interaction (i.e. moins d’interaction) sont idéales pour implémenter une
commande globale, même si leurs mesures de commandabilité/observabilité peuvent être plus
faibles que celles des autres boucles.
Une étude de la mesure RGA est aussi effectuée dans cette thèse. À travers ce travail, nous
constatons que les valeurs RGA dépendent du choix des entrées et des sorties. Le problème
d’interaction entre les boucles de commande peut être détectée par les valeurs RGA, si les
boucles appropriées sont choisies. La RGA peut donc être un bon outil d’analyse d’interaction,
grâce à sa simplicité de calcul, si on peut choisir correctement les boucles impliquées.
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Toutes les analyses dans cette recherche se basent sur le modèle mathématique du réseau,
présenté au chapitre 2. Ce modèle nous permet d’étudier les interactions entre les boucles de
commande avec les modes électromécaniques et les modes de contrôle (associés à l’AVR ou
PSS, tel que le mode 18 rad/s du réseau Kundur). En réalité, les interactions se produisent
dans une plage de fréquence plus large (Mathur et Varma, 2002)[chapitre 9] : Les dispositifs
FACTS et PSS peuvent interagir avec les oscillations sous synchrones, dont la fréquence est
de 10-60Hz. Pour étudier ces types d’interaction, le modèle du réseau basé sur les équations
différentielles-algébriques n’est pas approprié (Pai et al., 2005). Pourtant, les interactions avec
les hautes fréquences sont en général plus faciles à rédoudre en utilisant les filtres appropriés.
Les outils d’analyse utilisés et développés dans ce travail nous permettent d’étudier les pro-
blèmes d’interactions les plus problématiques.
Dans le cadre de ce travail, nous utilisons les méthodes de la commande linéaire. Avec une
approche de commande linéaire, la commande du réseau électrique est essentiellement une
commande “décentralisée dans le domaine fréquentiel". C’est-à-dire, à chaque plage de fré-
quence, il y a une dynamique qui est traitée de façon indépendante des autres. Même pour
la stabilité angulaire, nous utilisons ce principe pour traiter exclusivement les modes d’oscil-
lation interzone (globales). Cette approche amène à une structure de commande hiérarchique
et décentralisée. Dans une telle structure, la bande passante de chaque boucle de commande
devrait être limitée. D’ailleurs avec une approche de commande non linéaire, il est difficile de
décomposer les dynamiques de réseau en plusieurs échelles de temps, mais il serait plus facile
de réaliser un meilleur amortissement dans le régime transitore.
Certaines pistes de recherche dans ce travail peuvent être étudiées plus profondément. Ce sont :
– Développer un nouvel indice pour la sélection des boucles de commande, qui exprime l’effet
du zéro de transfert, surtout les zéros au RHP. Puisque le délai de communication peut être
représenté par un zéro au RHP, un critère d’évaluation de l’effet des zéros au RHP nous
permettrait de mieux choisir les boucles de commande globale, en considérant les délais.
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– Développer un nouveau modèle incertain pour la synthèse de commande robuste. Nous
avons développé un modèle d’analyse de robustesse au chapitre 4. Pourtant ce modèle n’est
pas approprié pour la synthèse de commande, à cause de sa complexité. Un nouveau mo-
dèle qui représente un bon compromis entre la précision et la complexité permetterait de
concevoir des meilleurs contrôleurs d’amortissement.
– Modifier la méthode d’analyse de robustesse du chapitre 4 pour évaluer la robustesse en
performance. Dans ce travail l’analyse μ n’est utilisée que pour évaluer la robustesse. Une
valeur μ maximale inférieure à 1 signifie que les modes restent au demi plan gauche pour
la plage de variation des paramètres choisie. En effet, on peut choisir une région de stabilité
autre que le demi-plan gauche (Alazard et al., 1999)[chapitre 5]. Cette approche nous per-
met de mieux évaluer l’amortissement des modes d’oscillation, à travers plusieurs modes
d’opération.
ANNEXE I
PRINCIPE DE COMMANDE D’AMORTISSEMENT PAR SVC
Considérons un système comprenant une machine et une barre infinie (SMIB), montré à la
figure 3.1. Un SVC est installé au milieu de la ligne d’interconnexion. La tension à la barre du
SVC est Vm. Soit :
V1 = |V1| sin(ωt+ δ)
Vm = |Vm| sin(ωt+ δ
2
) (A I-1)
V2 = |V2| sin(ωt)
Supposons que V1 = V2 = V , la puissance active transférée sur l’interconnexion est :
PE =
V Vm
X/2
sin(
δ
2
) (A I-2)
Linéarisant l’équation (A I.2), on obtient :
ΔPE =
∂PE
∂V
ΔV +
∂PE
∂Vm
ΔVm +
∂PE
∂δ
Δδ (A I-3)
Si les tensions V1, V2 sont constantes, i.e ΔV = 0, on remplace PE dans (A I.3) par PE =
Md2Δδ/dt2 (M est le moment angulaire de la machine) et obtient :
M
d2Δδ
dt2
+
∂PE
∂Vm
ΔVm +
∂PE
∂δ
Δδ = 0 (A I-4)
En se basant sur (A I-4), on peut constater que le cœfficient d’amortissement du système SMIB
sera amélioré si la tension Vm est modulée par une fonction de dΔδ/dt, telle que :
ΔVm = K
dΔδ
dt
(A I-5)
ANNEXE II
IDENTIFICATION PAR ANALYSE PRONY
Méthode d’identification par l’analyse de Prony
La méthode d’analyse Prony consiste à décomposer un signal en une série de M sinusoïdes,
comme montrée à l’équation (A II.1) :
yˆ(t) =
M∑
i=1
Aie
σitcos(ωit+ θi), i = 1,M (A II-1)
Chaque sinusoïde de fréquence ωi est caractérisée par son amplitude Ai, sa phase θi, et son
cœfficient d’amortissement σi. Soit Bi = Ai2 e
jφi, λi = σi + jωi, et p le nombre des valeurs
propres, (A II.1) peut être réécrite :
yˆ(t) =
p∑
i=1
Bie
λit (A II-2)
SoitΔT le temps d’échantillonnage, la valeur estimée du signal à t = kΔT , dénotée par yˆ(k),
est :
yˆ(k) =
p∑
i=1
Biz
k
i (A II-3)
où zi = eλiΔT . Supposons que l’estimation est précise, c’est-à-dire y(k) = yˆ(k), ∀k. En
écrivant de façon répétitive (A II.3) pour N estimés, on obtient :
⎛
⎜⎜⎜⎜⎝
y(0)
y(1)
y(2)
. . .
y(N − 1)
⎞
⎟⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎜⎜⎝
z01 z
0
2 . . . z
0
p
z11 z
1
2 . . . z
1
p
z21 z
2
2 . . . z
2
p
...
...
...
zN−11 z
N−1
2 . . . z
N−1
p
⎞
⎟⎟⎟⎟⎟⎠
×
⎛
⎜⎜⎜⎜⎝
B1
B2
B3
. . .
Bp
⎞
⎟⎟⎟⎟⎠ (A II-4)
Si zi sont connues, les valeurs propres λi et les ammplitudes Bi peuvent être déterminées.
Puisque zi sont les racines d’une équation polynomiale de pe ordre, on a :
Π(z) = zp − a1zp−1 − . . .− ap = 0 (A II-5)
Multipliant la première équation de (A II-4) par −an, la deuxième équation par −an−1, etc. et
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faisant la somme des termes, on obtient :
y(p)− a1y(p− 1)− a2y(p− 2)− . . .− any(0) =
B1(z
p
1 − a1zp−11 − . . .− apz01)+ (A II-6)
+B2(z
p
2 − a1zp−12 − . . .− apz02) + . . .
Comme toutes les zi satisfont (A II-5), le côté droit de l’équation (A II-6) est zéro. Donc on a :
y(p)− a1y(p− 1)− a2y(p− 2)− . . .− any(0) = 0 (A II-7)
Réécrivant de façon répétitive (A II-7) avec toutes les N mesures, on obtient un ensemble de
N − p équations linéaires comme suit :
⎛
⎜⎜⎜⎜⎝
y(p)
y(p+ 1)
y(p+ 2)
. . .
y(N − 1)
⎞
⎟⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎜⎜⎝
yp−1 yp−2 . . . y0
yp yp−1 . . . y1
yp+1 yp . . . y2
...
...
...
yN−2 yN−1 . . . yN−1−p
⎞
⎟⎟⎟⎟⎟⎠
×
⎛
⎜⎜⎝
a1
a2
. . .
ap
⎞
⎟⎟⎠ (A II-8)
L’analyse Prony consiste donc en trois étapes : i) Construire et résoudre (A II-8) pour obtenir
les cœfficients de l’équation caractéristique ; ii) Déterminer les racines zi de l’équation carac-
téristique (A II-5) ; iii) Construire et résoudre (A II-4) pour obtenir les amplitudes complexes
Bi.
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Implémentation dans MATLAB/Simulink sous forme d’une S-fonction
L’implémentation de l’analyse Prony dans Simulink est montrée à la figure ci-dessous. La S-
fonction prony-multiple-instab-detect6 réalise l’agorithme d’identification Prony à multiples
signaux (Trudnowski et al., 1999). La première entrée est l’entrée principale, et est filtrée
par un filtre passe-haut (pour atténuer le bruit de mesure), et un filtre passe-bas (pour réduire
la composante DC). Les constantes de temps de ces deux filtres sont utilisées dans le bloc
d’identification pour corriger le changement de phase dans le signal identifié. Pour améliorer
la précision, le bloc d’identification peut recevoir jusqu’à 4 signaux additionnels. Les sorties
principales du bloc d’identification sont les informations de l’oscillation critique (fréquence,
phase, amplitude), et l’ordre estimé du signal.
Figure-A II-1 Modèle Simulink de l’analyse Prony.
ANNEXE III
MODÈLE LFT DU DÉLAI DE COMMUNICATION BASÉ SUR APPROXIMATION
PADÉ DE DEUXIÈME ET DE TROISIÈME ORDRE
Figure-A III-1 Structure LFT pour l’approximation deuxième ordre du délai.
Figure-A III-2 Structure LFT pour l’approximation troisième ordre du délai.
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