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AN UNCONDITIONALLY SATURATED BANACH SPACE WITH THE
SCALAR-PLUS-COMPACT PROPERTY
ANTONIS MANOUSSAKIS, ANNA PELCZAR-BARWACZ, AND MICHA L S´WIE¸TEK
Abstract. We construct a Bourgain-Delbaen L∞-space XKus with structure that is strongly het-
erogeneous: any bounded operator on XKus is a compact perturbation of a multiple of the identity,
whereas the space XKus is saturated with unconditional basic sequences.
1. Introduction
J. Bourgain and F. Delbaen presented in [8] a brilliant method of constructing L∞-spaces with
peculiar structure. Their method relies on a careful choice of an increasing sequence of finite
dimensional subspaces (Fn)n of ℓ∞(Γ), with countably infinite Γ and each Fn uniformly isomorphic
to ℓdimFn∞ . A suitable choice of (Fn)n guarantees that the space ∪nFn is an L∞-space with no
unconditional basis. The Bourgain-Delbaen example contains no isomorphic copy of c0, answering
an old problem in the theory of L∞-spaces. Later R. Haydon [15] proved that this space is saturated
with reflexive ℓp spaces and introduced the notation used nowadays. The Bourgain-Delbaen method
was used to construct Banach spaces that solved several other long-standing conjectures on the
structure of Banach spaces and showed that one may not hope for an ordinary classification of
L∞-spaces as it happens in the C(K)-spaces case, see [1], [2], [3], [10]. We refer to [7] and [8] for
the properties of the classical Bourgain-Delbaen spaces.
In [2] a general Bourgain-Delbaen-L∞-space is defined and the authors show a remarkable fact
that any separable L∞-space is isomorphic to such a space. We recall from [2] that a BD-L∞-space
is a space X ⊂ ℓ∞(Γ), with Γ countable, associated to a sequence (Γq, iq)q∈N, where (Γq)q is an
increasing sequence of finite sets with Γ = ∪q∈NΓq and (iq)q are uniformly bounded compatible
extension operators iq : ℓ∞(Γq) → ℓ∞(Γ), i.e. iq(x)|Γq = x and iq(x) = ip(iq(x)|Γp)) for any
q < p and x ∈ ℓ∞(Γq). The space X = X(Γq ,iq)q is defined as X = 〈dγ : γ ∈ Γ〉, where dγ is given
by dγ = iq(eγ), with q chosen so that γ ∈ Γq \ Γq−1. An efficient method of defining particular
examples of BD-L∞-spaces as quotients of canonical BD-L∞-spaces was given in [5]. The authors
proved that given a BD-L∞-space X ⊂ ℓ∞(Γ) any so-called self-determined set Γ
′ ⊂ Γ produces a
further L∞-space Y = 〈dγ : γ ∈ Γ \ Γ′〉 and a BD-L∞-space X/Y , with the quotient map defined
by the restriction of Γ to Γ′.
S.A. Argyros and R. Haydon in [3] used the Bourgain-Delbaen method in order to produce an L∞-
space XAH which is hereditary indecomposable (HI) i.e. contains no closed infinitely dimensional
subspace which is a direct sum of further two closed infinitely dimensional subspaces (in particular
the space XAH admits no unconditional basic sequence), and with dual isomorphic to ℓ1. Moreover,
using in an essential way the local unconditional structure imposed by the ℓdimFn∞ -spaces they proved
that the space XAH has the scalar-plus-compact property i.e. every bounded operator on the space
is of the form λI +K, with K compact and λ scalar.
Although it readily follows that there does not exist a Banach space with an unconditional
basis and the scalar-plus-compact property, the latter property does not exclude rich unconditional
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structure inside the space. This is witnessed in [1], where it was shown that, among other spaces,
any separable and uniformly convex Banach space embeds into an L∞-space with the scalar plus
compact property. Therefore, a naturally arising question is whether there exists a Banach space
with the scalar-plus-compact property that is saturated with unconditional basic sequences.
Recall here that the first example of a space with an unconditional basis and a small family
of operators is due to W.T. Gowers, who ”unconditionalized” in [12] the famous Gowers-Maurey
space, [13], producing a space XG with unconditional basis that solved the hyperplane problem.
Afterwards, W.T. Gowers and B. Maurey, [14], proved that any bounded operator on the space
XG is of the form D + S, with D diagonal and S strictly singular. Gowers asked if an analogous
property holds for the operators defined on subspaces of XG and if such property characterises a
class of so-called tight by support Banach spaces, as it is in the case of complex HI spaces according
to [9]. This question was answered negatively by the first two named authors [16].
An example of a space with rich unconditional structure and a small family of bounded operators
of a different type was presented in [4], where the authors built a Banach space saturated with
unconditional sequences and satisfying the following property: any bounded operator on the space
is a strictly singular perturbation of a multiple of identity (recall that an operator is strictly singular
provided none of its restriction to an infinitely dimensional subspace is an isomorphism onto its
range). The construction used the saturated norms technique in a mixed Tsirelson space setting.
In this paper we continue the study of Banach spaces with a small family of operators by showing
the existence of a Banach space with a strongly heterogeneous structure. More precisely we construct
a BD-L∞-space XKus with a basis satisfying the following properties:
(1) Any bounded operator T : XKus → XKus is of the form T = λIdXKus +K, with K compact
and λ scalar.
(2) The space XKus is saturated with unconditional basic sequences.
(3) The dual space to XKus is isomorphic to ℓ1.
The structure of the space of bounded operators B(XKus) implies that the space XKus is inde-
composable, however, being unconditionally saturated, it admits no HI structure. The space XKus
is thus the first example of a Banach space with the scalar-plus-compact property failing to have any
HI structure. Let us recall that M. Tarbard in [17] constructed an indecomposable BD-L∞-space
X∞, that is not HI, but the Calkin algebra B(X∞)/K(X∞) is isomorphic to ℓ1.
In order to build XKus we adapt the idea of a construction of a Banach space Xius of [4] to
the scheme of the Argyros-Haydon construction of Bourgain-Delbaen spaces [3]. This framework
allows to pass from strictly singular operators to compact ones, however, in order to profit from
this key property of the Argyros-Haydon construction we need to strengthen some results of [4] in
the following way: we prove that if a bounded operator on the space converges to zero on the basis,
then it converges to zero on any element of a special class of basic sequences, called RIS, instead of
a saturating family of RIS (Prop. 7.2). In order to avoid a technical inductive construction of the
space XKus we follow the scheme of [5], defining XKus as a suitable quotient of some variation of
the canonical BD-L∞-space BmT defined in [3].
The balance between unconditional saturation and the restricted form of bounded operators on
the whole space in the case of Xius was guaranteed by the form of so-called special functionals - the
major tool in the construction of saturated norms. Any special functional in the norming set of Xius
is a weighted average of a sequence of functionals, where the odd parts are weighted averages of the
basis. Roughly speaking, the choice of the next functional of the weighted average is determined
by the previously chosen odd parts and supports of the even parts. The freedom on the side of
even parts allows changing signs of parts of even functionals of the weighted average, which in turn
provides saturation by unconditional sequences. On the other hand, the control over the supports
of the even parts guarantees the typical property of such construction, i.e. in our case given two
RIS (xn) and (yn) with pairwise disjoint ranges and ǫ > 0 one is able to built on (yn) an average
AN UNCONDITIONALLY SATURATED BANACH SPACE WITH THE SCALAR-PLUS-COMPACT PROPERTY 3∑
n anyn of norm 1, such that ‖
∑
n anxn‖ < ǫ. This last property is crucial for proving the form of
a bounded operator on a space.
The direct translation of the special functionals described above into the setting of BD-spaces
is impossible, as any change of signs of a part of a norming functional changes its support. In
order to overcome this obstacle we use in the definition of functionals on the space XKus projections
on finite intervals instead of projections on right intervals of the form [p,∞) (Section 2.1) and
substitute the equality of supports of even parts of special functionals by tight relation between
tree-analysis of even parts (definition of special nodes, Section 5). The latter notion in the setting
of the Argyros-Haydon construction comes from [11] and proves to be a very efficient tool in our
case.
The paper is organized as follows: in Section 2. we describe the construction of the general space
we shall use, including different kinds of analyses of norming functionals. Section 3. is devoted to
the properties the basis, including the notion of neighbour nodes, within the general framework. In
Section 4. we give the definition of XKus. In Section 5. and 6. we study the rapidly increasing
sequences (RIS) and the dependent sequences respectively. Section 7. contains the results on
bounded operators on the space, whereas Section 8. - the proof of unconditional saturation.
We are grateful to Spiros Argyros and Pavlos Motakis for suggesting using the approach to
defining BD-L∞-spaces of [5] which greatly simplified presentation of the definition of the space
XKus.
2. The base BD-L∞-space XΓ¯
We present in this section a BD-L∞-space XΓ¯, which is a minor modification of the space BmT
defined in [3]. We shall define later the space XKus as determined by some set Γ ⊂ Γ¯ following the
general scheme of [5].
2.1. Definition. Pick (mk)k, (nk)k, (lk)k ր +∞ such that m1 = 4, n1 = 4, l1 = 2 and
(2.1) mkmk−1 ≤ m
lk
1 (
nk−1
mk−1
)lk ≤
nk
mk−1mk
, k ∈ N.
For example take (22
k
)k, (2
2k
2
)k, (2
k)k.
Following [3] we shall define recursively finite sets of nodes ∆¯q and Γ¯q = ∆¯1 ∪ · · · ∪ ∆¯q, q ∈ N.
Along with each set ∆¯q we define functionals (c¯
∗
γ)γ∈∆¯q ⊂ ℓ1(Γ¯q) and further (d¯
∗
γ)γ∈∆¯q ⊂ ℓ1(Γ¯q) as
d¯∗γ = e
∗
γ − c¯
∗
γ . Having defined all sets ∆¯q, q ∈ N, we let Γ¯ = ∪qΓ¯q.
We proceed now to the inductive construction. We let ∆¯1 = {1}, c
∗
1 = 0 and thus d¯
∗
1 = e
∗
1.
Assume we have defined sets ∆¯1, . . . , ∆¯q. By (e
∗
γ)γ∈Γ¯q we denote the standard unit vector basis
of ℓ1(Γ¯q). We enumerate the set ∆¯q using {#Γ¯q−1 + 1, . . . ,#Γ¯q} as the index set and in the set Γ¯q
we consider the corresponding enumeration. Thus we can regard the sets ∆¯q and Γ¯q as intervals of
N. We use the notation (γn)n to refer to this enumeration.
For any interval I ⊂ Γ¯q let P¯
∗
I be the projection onto 〈d¯
∗
γn : n ∈ I〉. For simplicity for any n ∈ N
by P¯ ∗n we denote the projection P¯
∗
(0,n].
For each q ∈ N let Net1,q be a finite symmetric 1/4n2q-net of [−1, 1] containing ±1. We set
Bp,q = {λe
∗
η : λ ∈ Net1,q, η ∈ Γ¯q \ Γ¯p},
where for p = 0 we let Γ¯0 = ∅. For simplicity we write Bq = B0,q, q ∈ N.
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The set ∆¯q+1 is defined to be the set of nodes
∆¯q+1 =
q⋃
j=1
{(q + 1, 0,mj , I, ǫ, b
∗) : I interval ⊂ Γ¯q, ǫ ∈ {−1, 1}, b
∗ ∈ Bq and P¯
∗
I b
∗ 6= 0}
∪
⋃
1≤p<q
p⋃
j=1
{(q + 1, ξ,mj , I, ǫ, b
∗) : ξ ∈ ∆¯p,w(ξ) = m
−1
j , age(ξ) < nj,
ǫ ∈ {−1, 1}, b∗ ∈ Bp,q, I interval ⊂ Γ¯q \ Γ¯p, P¯
∗
I b
∗ 6= 0}.
For any γ ∈ ∆¯q we define c¯
∗
γ as follows.
(2.2) c¯∗γ =
{
1
mj
ǫP¯ ∗I b
∗ for γ = (q + 1, 0,mj , I, ǫ, b
∗)
e∗ξ +
1
mj
ǫP¯ ∗I b
∗ for γ = (q + 1, ξ,mj , I, ǫ, b
∗)
We let also d¯∗γ = e
∗
γ − c¯
∗
γ .
Notation 1. For any γ = (q+1, 0,mj , I, ǫ, b
∗) we define age(γ) = 1 and for γ = (q+1, ξ,mj, I, ǫ, b
∗)
we define age(γ) = age(ξ) + 1. For any γ = (q + 1, 0,mj , I, ǫ, b
∗) or γ = (q + 1, ξ,mj , I, ǫ, b
∗) we
define rank(γ) = q + 1 and weight w(γ) = m−1j .
Remark 2.1. The main difference with the construction from [3] is that in the q-th step instead of
taking b∗ from the net of the unit ball of the suitable ℓ1(Γ¯q \ Γ¯p), we take b
∗ only of the form ǫλe∗η,
where ǫ = ±1, λ belongs to the suitable net of [−1, 1], and η ∈ Γ¯q\Γ¯p. Moreover we allow projections
on all intervals I ⊂ Γ¯q \ Γ¯p, while in [3] the allowable intervals are of the form I = Γ¯q \ Γ¯p.
Adapting the reasoning of [3] we obtain the following two lemmas.
Lemma 2.2. 〈d¯∗γi : i ≤ n〉 = 〈e
∗
γi : i ≤ n〉 for every n ∈ N.
Lemma 2.3. ‖P¯ ∗m‖ ≤
m1
m1−2
= 2 for every m ∈ N.
The above lemma yields that (d¯∗γn)n∈N is a triangular basis of ℓ1(Γ) (in the sense of [3], Def.
3.1). Let (d¯γn)n∈N be its biorthogonal sequence. Regarding each projection P¯
∗
n as an operator
ℓ1(Γ) → ℓ
n
1 we consider the dual operator i¯n : ℓ
n
∞ → ℓ∞(Γ), which is an isomorphic embedding
satisfying ‖¯in‖ ≤ 2. We are ready to define the following.
Definition 2.4. Let XΓ¯ = 〈d¯γn : n ∈ N〉 ⊂ ℓ∞(Γ¯).
Repeating the results of [3] in our setting we obtain the following.
Theorem 2.5. The space XΓ¯ is a BD-L∞-space defined by the sequence (Γ¯q, i¯q)q.
Notation 2. For any interval I ⊂ N we denote by P¯I the canonical projection P¯I : XΓ¯ → 〈d¯γi : i ∈
I〉. In case I = {1, . . . , n}, n ∈ N, we write simply P¯n.
Given any q ∈ N we let M¯q = i¯max ∆¯q [ℓ∞(∆¯q)]. In the rest of the paper we shall consider supports
and ranges of vectors, thus also block sequences, with respect both to the basis (d¯γn)n∈N of XΓ¯ and to
the FDD (M¯q)q∈N of XΓ¯. In the first case we shall use for any x ∈ XΓ¯ the notation suppx, rngx,
whereas in the second we write suppFDD x and rngFDD x.
Definition 2.6. We say that a block sequence (xn)n ⊂ XΓ¯ is skipped provided max rngFDD xn+1 <
min rngFDD xn+1 for each n.
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2.2. The analysis of nodes. We introduce different types of analysis of a node following [3] and
[11], adjusting their scheme to our situation.
The evaluation analysis of e∗γ .
First we notice that every γ ∈ Γ¯ admits a unique analysis as follows (Prop. 4.6 [3]). Let
w(γ) = m−1j . Then using backwards induction we determine a sequence of sets (Ii, ǫi, b
∗
ηi , ξi)
a
i=1 so
that ξa = γ, ξ1 = (q1 + 1, 0,mj , I1, ǫ1, b
∗
η1) and ξi = (qi + 1, ξi−1,mj , Ii, ǫi, b
∗
ηi) for every 1 < i ≤ a,
where b∗ηi = λie
∗
ηi for some λi ∈ Net1,qi .
Repeating the reasoning of [3], as e∗ξ = d¯
∗
ξ + c
∗
ξ for each ξ ∈ Γ, with the above notation we have
e∗γ =
a∑
i=1
d¯∗ξi +m
−1
j
a∑
i=1
ǫiP¯
∗
Iib
∗
ηi =
a∑
i=1
d¯∗ξi +m
−1
j
a∑
i=1
ǫiλiP¯
∗
Iie
∗
ηi
Definition 2.7. Let γ ∈ Γ¯. Then the sequence (Ii, ǫi, λie
∗
ηi , ξi)
a
i=1 satisfying all the above properties
will be called the evaluation analysis of γ.
We define the bd-part and mt-part of e∗γ as
bd(e∗γ) =
a∑
i=1
d¯∗ξi , mt(e
∗
γ) = m
−1
j
a∑
i=1
ǫiλiP¯
∗
Iie
∗
ηi .
Remark 2.8. For any ξ ∈ Γq we have P¯
∗
∆rank(ξ)
e∗ξ = d¯
∗
ξ.
The I(interval)-analysis of a functional e∗γ .
Let I ⊂ N and γ ∈ Γ with P¯ ∗I e
∗
γ 6= 0. Let w(γ) = m
−1
j , a ≤ nj and (Ii, ǫi, λie
∗
ηi , ξi)
a
i=1 the
evaluation analysis of γ. We define the I-analysis of e∗γ as follows:
(a) If for at least one i we have P¯ ∗Ii∩Ie
∗
ηi 6= 0, then the I-analysis of e
∗
γ is of the following form
(Ii ∩ I, ǫi, λie
∗
ηi , ξi)i∈AI ,
where AI = {i : P¯
∗
Ii∩I
e∗ηi 6= 0}. In this case we say that e
∗
γ is I-decomposable.
(b) If P¯ ∗Ii∩Ie
∗
ηi = 0 for all i = 1, . . . , a, then we assign no I-analysis to e
∗
γ and we say that e
∗
γ is
I-indecomposable.
Remark 2.9. Notice that in the second case above, as I is interval and P¯ ∗I e
∗
γ 6= 0, P¯
∗
I e
∗
γ = d
∗
ξi0
for
some i0 ∈ {1, . . . , a}. In other words, e
∗
γ is I-indecomposable iff P¯
∗
I e
∗
γ = d¯
∗
ξ for some element d¯
∗
ξ of
the bd-part of e∗γ .
Now we introduce the tree-analysis of e∗γ analogous to the tree-analysis of a functional in a mixed
Tsirelson space (see [6] Chapter II.1).
We start with some notation. We denote by (T ,) a finite tree, whose elements are finite
sequences of natural numbers ordered by the initial segment partial order. Given t ∈ T denote by
St the set of immediate successors of t.
Let (It)t∈T be a tree of intervals of N such that t  s iff It ⊃ Is and t, s are incomparable
iff It ∩ Is = ∅. For such a family (It)t∈T and t, s incomparable we write t < s iff It < Is (i.e.
max It < min Is).
The tree-analysis of a functional e∗γ .
Let γ ∈ Γ¯. The tree-analysis of e∗γ is a family of the form (It, ǫt, ηt)t∈T defined inductively in the
following way:
(1) T is a finite tree with a unique root denoted by ∅.
(2) Set η∅ = γ, I∅ = (1,max∆rank γ ], ǫ∅ = 1 and let (Ii, ǫi, λie
∗
ηi , ξi)
a
i=1 be the evaluation analysis
of e∗η∅ . Set S∅ = {(1), (2), . . . , (a)} and for every s = (i) ∈ S∅, (Is, ǫs, ηs) = (Ii, ǫi, ηi).
(3) Assume that for t ∈ T the tuple (It, ǫt, ηt) is defined. Let (Ii, ǫi, λie
∗
ηi , ξi)i be the evaluation
analysis of e∗ηt . Consider two cases:
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(a) If e∗ηt is It-decomposable, let (Ii, ǫi, λie
∗
ηi , ξi)i∈AIt be the It-analysis of e
∗
ηt . Set St =
{(tai) : i ∈ AIt}. For every s = (t
ai) ∈ St, let (Is, ǫs, ηs) = (Ii, ǫi, ηi).
(b) If e∗ηt is It-indecomposable, then t is a terminal node of the tree-analysis.
Definition 2.10. Given any γ ∈ Γ, in notation of Remark 2.9 let
mt-supp e∗γ = {ξt : t ∈ T , t terminal} = {ξt : t ∈ T , P¯
∗
Ite
∗
ηt = d¯
∗
ξt}
and bd-suppe∗γ = supp e
∗
γ \mt-supp e
∗
γ .
3. Properties of the basis (d¯γn)
We present here estimates on the averages of the basis (d¯γn)n∈N.
3.1. Neighbours nodes. The result of this section is crucial for the estimates in the sequel.
Definition 3.1. We shall call two nodes ξ1, ξ2 neighbours if there exists γ ∈ Γ with bd(e
∗
γ) =∑a
j=1 d¯
∗
ζj
such that ξi = ζji for some j1 < j2.
Note that from the definition it follows that for any neighbours ξ1, ξ2 we have w(ξ1) = w(ξ2).
Lemma 3.2. Let (d¯γn)n∈N be a subsequence of the basis. Then there exists infinite M ⊂ N such
that no two nodes γn, γm, n,m ∈M , are neighbours.
The proof is based on the fact that the age is uniquely determined for each node.
Proof. If there are infinitely many nodes with different weights we are done. So assume that for all
but finite nodes we have w(γn) = m
−1
k for some fixed k.
Applying Ramsey theorem we obtain an infinite set such that either no two nodes from this set
are neighbours or any two are neighbours.
In the first case we are done. Otherwise passing to a further subsequence we may assume that
rank(γn) < rank(γn+1) for every n.
Since we have that γj , γj+1 are neighbours it follows by a simple induction that
age(γj+1) ≥ age(γj) + 1 ≥ j + 1.
Take j = nk + 1 and pick e
∗
γ of the form
e∗γ =
a∑
r=1
d¯∗ξr +m
−1
k
a∑
r=1
ǫrλre
∗
ηr P¯Ir
with d¯∗γnk+1
= d¯∗ξr for some r. Then age(ξr) ≤ nk which yields a contradiction and ends the
proof. 
3.2. Estimates on some averages of the basis. In [3] it is proved that the sequence (
∑
ξ∈∆n
d¯ξ)n∈N
generates an ℓ1-spreading model in the space XAH . We show that the norm of the vector y =
n−1j
∑
i∈F d¯ξi , where ξi’s are pairwise non-neighbours, is determined by the mt-part of the nodes.
In the sequel we shall use basic properties of mixed Tsirelson spaces. Recall that the mixed
Tsirelson space T [(Ank ,m
−1
k )k∈N] is the completion of c00 with the norm defined by a norming set
D, which is the smallest set in c00 that contains the unit vectors {±en} and satisfies for any k ∈ N
the following condition: for any block sequence f1 < · · · < fd, d ≤ nk, of elements of D the weighted
average m−1k (f1 + · · ·+ fd) also belongs to D. For further details see [6].
Lemma 3.3. Let x = n−1j
∑
i∈G d¯ξi , be such that no two ξi’s are neighbours and #G ≤ nj. Then
for any γ ∈ Γ with w(e∗γ) = m
−1
k we have the following
|e∗γ(x)| ≤
{
1
nj
+ 2mk if k ≥ j
7
mkmj
if k < j,
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In particular
‖n−1j
nj∑
i=1
d¯ξi‖ ≤ 7m
−1
j .
Proof. We shall construct functionals φγ in the norming set of the mixed Tsirelson space Xaux =
T [(Ank ,m
−1
k )k∈N] such that
|e∗γ(x)| ≤ φγ(y) +
2
mjmj−1
where y = 2
∑
k∈G ek/nj ∈ c00(N).
Take γ ∈ Γ and consider its evaluation analysis e∗γ =
∑a
r=1 d¯
∗
βr
+ m−1k
∑a
r=1 ǫrλre
∗
ηr P¯Ir . Let
gγ = bd(e
∗
γ) and fγ = mt(e
∗
γ).
We shall consider two cases.
Case 1. w(γ) ≤ m−1j .
Since the nodes (ξi)i are pairwise non-neighbours and (βi)i are pairwise neighbours it follows that
(3.1) |gγ(x)| ≤ n
−1
j .
Also for every r ≤ a using that |e∗ζ(d¯β)| ≤ 2 for all ζ, β, we get
(3.2) |e∗ηr P¯Ir(x)| ≤ 2
#{i : rng(d∗ξi) ⊂ Ir}
nj
.
It follows from (3.1),(3.2), using that |λr| ≤ 1 for every r, that
(3.3) |e∗γ(x)| ≤
1
nj
+ 2m−1k
a∑
r=1
#{i | rng(d∗ξi) ⊂ Ir}
nj
≤
1
nj
+
2
mk
.
Taking φγ = m
−1
k
∑
n∈F e
∗
n where F = ∪r≤a{n | γn = ξi, rng(d
∗
ξi
) ⊂ Ir for some i ∈ G} it follows
that #F ≤ nj ≤ nk and φγ belongs to the norming set of the mixed Tsirelson space Xaux.
From (3.3) we get
(3.4) |e∗γ(x)| ≤
1
nj
+ 2m−1k
∑
n∈F
e∗n(en)
nj
=
1
nj
+ φγ(y).
Case 2. w(γ) = m−1k > m
−1
j .
Let (It, εt, ηt)t∈T be the tree-analysis of e
∗
γ and T
′ be the subtree of T consisting of all nodes t
of height at most lj . We will describe how to define certain functionals (φt)t∈T ′ in the norming set
of T [(Ank ,m
−1
k )k∈N] that we will use to obtain the desired estimate.
As in the previous case we get
(3.5) |gγ(x)| ≤ n
−1
j .
Using that e∗γ = gγ + fγ and |λr| ≤ 1 for every r, we get
(3.6) |e∗γ(x)| ≤ n
−1
j + |fγ(x)| ≤ n
−1
j +m
−1
k
a∑
r=1
|e∗ηr P¯Ir(x)|.
We shall split now the successors e∗ηr of e
∗
γ into those with weight smaller or equal to m
−1
j and those
with weight bigger that m−1j . For a node γ we set
Sγ,1 = {r ∈ Sγ : w(ηr) ≤ m
−1
j } and Sγ,2 = Sγ \ Sγ,1.
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From (3.6) we get
|e∗γ(x)| ≤ n
−1
j +m
−1
k
 ∑
r∈Sγ,1
|e∗ηr P¯Ir(x)|+
∑
r∈Sγ,2
|e∗ηr P¯Ir(x)|

Using (3.4) for the r ∈ Sγ,1, (3.6) for the r ∈ Sγ,2 and that #Sγ,1 +#Sγ,2 ≤ nk, k < j, we get
|e∗γ(x)| ≤ n
−1
j +
nk
mknj
+
1
mk
 ∑
r∈Sγ,1
φr(y) +
∑
r∈Sγ,2
w(eηr )
∑
s∈Sr
|e∗ηs P¯Is(x)|

≤
1
nj
(1 +
nj−1
mj−1
) +
1
mk
 ∑
r∈Sγ,1
φr(y) +
∑
r∈Sγ,2
w(eηr )
∑
s∈Sr
|e∗ηs P¯Is(x)|
 .(3.7)
Note that the functional m−1k
(∑
r∈Sγ,1
φr
)
belongs to the norming set of the mixed Tsirelson space
Xaux and has room for #Sγ,2 more functionals.
We shall replay the above splitting for every e∗ηs P¯Is . To avoid complicated notation we shall set
ns = #Ss and m
−1
s = w(e
∗
ηs). From (3.7) using e
∗
ηs P¯Is in the place of e
∗
γ we get
|e∗ηs P¯Is(x)| ≤
1
nj
(1 +
nj−1
mj−1
) +m−1s
 ∑
t∈Ss,1
φt(y) +
∑
t∈Ss,2
m−1t
∑
u∈St
|e∗ηu P¯Iu(x)|
 .(3.8)
It follows that∑
r∈Sγ,2
w(eηr )
∑
s∈Sr
|e∗ηs P¯Is(x)| ≤
∑
r∈Sγ,2
m−1r
∑
s∈Sr
1
nj
(1 +
nj−1
mj−1
)(3.9)
+
∑
r∈Sγ,2
m−1r
∑
s∈Sr
m−1s
 ∑
t∈Ss,1
φt(y) +
∑
t∈Ss,2
m−1t
∑
u∈St
|e∗ηu P¯Iu(x)|

≤ nk
nr
mr
1
nj
(1 +
nj−1
mj−1
) since #Sγ,2 ≤ nk and #Sr ≤ nr
+
∑
r∈Sγ,2
m−1r
∑
s∈Sr
m−1s
 ∑
t∈Ss,1
φt(y) +
∑
t∈Ss,2
m−1t
∑
u∈St
|e∗ηuP¯Iu(x)|
 .
By (3.7) and (3.9), using that nrmr ,
nk
mk
≤
nj−1
mj−1
we get
|e∗γ(x)| ≤
1
nj
(1 +
nj−1
mj−1
+ (
nj−1
mj−1
)2 + (
nj−1
mj−1
)3)(3.10)
+
1
mk
 ∑
r∈Sγ,1
φr(y) +
∑
r∈Sγ,2
m−1r
∑
s∈Sr
m−1s
 ∑
t∈Ss,1
φt(y) +
∑
t∈Ss,2
m−1t
∑
u∈St
|e∗ηu P¯Iu(x)|
 .(3.11)
Note that the functional
φγ =
1
mk
 ∑
r∈Sγ,1
φr(y) +
∑
r∈Sγ,2
m−1r
∑
s∈Sr
m−1s
∑
t∈Ss,1
φt(y)

belongs to the norming set of the mixed Tsirelson space Xaux and the functional m
−1
s
∑
t∈Ss,1
φt
has room for #Ss,2 more functionals.
We continue this splitting at most lj times, see (2.1) for the choice of lj, or till Ss,2 = ∅ i.e. we
do not have nodes with weight> m−1j .
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If we stop before the lj-th step we get that |e
∗
γ(x)| is dominated by φγ(y) plus the errors in (3.10),
where the sum end to the lj-th power of nj−1/mj−1. Since φγ belongs to the norming set of the
mixed Tsirelson space Xaux it follows from [6], Lemma II.9, that
φγ(y) ≤ 4m
−1
k m
−1
j .
If we continue the splitting lj-times, then there exists some node with w(γt) > m
−1
j . For every such
node we have(∏
s≺t
w(eγs)
)
|e∗γt(x)| ≤ (
1
m1
)lk |e∗γt(x)| ≤ 2m
−1
k m
−1
j
#{i : rng(d∗ξi) ⊂ It ∩G}
nj
since m
−lj
1 ≤ (mjmj−1)
−1, see (2.1).
Summing the estimation of all those nodes we get upper estimate equal to 2#G/mkmjnj ≤ 2/mkmj.
The remaining nodes provide us with a functional in the norming set of the mixed Tsirelson space
Xaux. By [6] its action on y is bounded by 4m
−1
k m
−1
j .
It remains to handle the errors (3.10). In each case we have
1
nj
(1 +
nj−1
mj−1
+ (
nj−1
mj−1
)2 + · · · + (
nj−1
mj−1
)lj ) ≤
1
nj
(nj−1/mj−1)
lj+1 − 1
(nj/mj−1)− 1
≤
2
mjmj−1
.
Summing all the above estimates we get an upper estimate 7m−1k m
−1
j . 
Remark 3.4. Analogous estimates for the averages of the basis hold by the same argument in other
spaces built in the Argyros-Haydon scheme of Bourgain-Delbaen construction.
Corollary 3.5. Let x = mjn
−1
j
∑nj
i=1 d¯ξi such that no two ξi’s are neighbours. Let i < j, (e
∗
ηp)
ni
p=1
be nodes such that w(e∗ηp) = mlp 6= mj and mlp < mlp+1 for all p ≤ ni. Then
(3.12)
ni∑
p=1
|e∗ηp P¯Ip(x)| ≤
14
mp1
.
Proof. From Lemma 3.3 we get
ni∑
p=1
|e∗ηp P¯Ip(x)| ≤
∑
p:lp<j
|e∗ηp P¯Ip(x)|+
∑
p:lp>j
|e∗ηp P¯Ip(x)|
≤
∑
p:lp<j
7
mp
+
∑
p:lp>j
(
1
nj
+
2mj
mp
)
≤
∑
p:lp<j
7
mp
+
ni
nj
+
∑
p:lp>j
2
mp−1
≤
14
mp1
.

4. The space XKus
In this section we define the space XKus. We shall need the following notion from [5].
Definition 4.1. Let X be a BD-L∞-subspace of ℓ∞(Γ˜). A subset Γ of Γ˜ is called self-determined
provided 〈d¯∗γ : γ ∈ Γ〉 = 〈e
∗
γ : γ ∈ Γ〉, where (d¯
∗
γ)γ∈Γ denotes the biorthogonal sequence to the basis
(d¯γ)γ∈Γ and for γ ∈ Γ, e
∗
γ denotes the element eγ of ℓ1(Γ˜) restricted to X.
Now we proceed to the choice of a self-determined subset Γ of Γ¯ which will determine the space
XKus. This set will consist of regular and special nodes.
We introduce first the notion which will describe the ”freedom” in choosing special nodes.
For any γ ∈ Γ¯ we write rank(bd(e∗γ)) = {rank ξi, i ∈ A}, where bd(e
∗
γ) =
∑
i∈A d
∗
ξi
.
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Definition 4.2. We say that the functionals e∗γ , e
∗
γ˜ , γ, γ˜ ∈ Γ¯, have compatible tree-analyses if
(CT1) e∗γ , e
∗
γ˜ have tree-analyses (It, εt, ηt)t∈T , (It, ε˜t, η˜t)t∈T respectively,
(CT2) w(ηt) = w(η˜t) for any t ∈ T ,
(CT3) mt-supp e∗ηt = mt-supp e
∗
η˜t
for any t ∈ T ,
(CT4) rank(ηt) = rank(η˜t) for any t ∈ T ,
(CT5) rank(bd(e∗ηt)) = rank(bd(e
∗
η˜t
)) for any t ∈ T .
For every γ = (q + 1, ξ,mk, ǫ, I, e
∗
η) ∈ Γ¯ and x ∈ XΓ¯ we set
(4.1) λγ,x =
{
ǫe∗η(x) if e
∗
η(x) 6= 0
ǫn−2k otherwise.
Notice that in the above formula we do not use the projection PI , which in particular yields that
|λγ,x| ≤ 1 for x with ‖x‖ ≤ 1. On the other hand, for any x with rng(x) ⊂ I we have e
∗
η(x) = e
∗
ηPI(x)
and we shall use the above notion in such context.
Definition 4.3 (The tree of the special sequences). We denote by Q the set of all finite sequences
of pairs {(ζ1, x¯1), . . . , (ζk, x¯k)} satisfying the following:
(i) ζi ∈ Γ¯ with rank(ζi) = qi ≥ min rngFDD x¯i for i = 1, . . . , k,
(ii) (x¯1, . . . , x¯k) are vectors with rational coefficients with respect to the basis (d¯γ)γ∈Γ¯, successive
with respect to the FDD (M¯q)q.
We choose a one-to-one function σ : Q → N, called the coding function, so that
(4.2) σ ({(ζ1, x¯1) , . . . , (ζk, x¯k)}) > w(ζk)
−1max suppFDD x¯k ∀{(ζ1, x¯1), . . . , (ζk, x¯k)} ∈ Q.
Definition 4.4. A finite sequence (ζi, x¯i)
d
i=1 ∈ Q is called a j-special sequence, j ∈ N, if d ≤ n2j−1
and the following conditions are satisfied.
(i) ζ1 = (q1 + 1, 0,m2j−1, I1, ǫ1, e
∗
η1) and ζi = (qi + 1, ζi−1,m2j−1, Ii, ǫi, λie
∗
ηi) for every i ≤ d,
(ii) w(η1) = m
−1
4l−2 < n
−2
2j−1 and w(ηi) = m
−1
4σ((ζ1,x¯1),...,(ζi−1,x¯i−1))
for i = 2, . . . , d.
(iii) if i is odd then λi = 1 and ‖x¯i‖ ≤ 1,
(iv) if i is even then ǫi = 1, ηi is chosen to satisfy
mt(e∗ηi) = m
−1
4σ((ζp ,x¯p)
i−1
p=1)
n
4σ((ζp,x¯p)
i−1
p=1
)∑
r=1
d¯∗βr ,
where (d¯βr)r are pairwise non-neighbours. Moreover, we let
x¯i =
m4σ((ζk ,x¯k)i−1k=1)
n4σ((ζk ,x¯k)i−1k=1)
n
4σ((ζk,x¯k)
i−1
k=1
)∑
r=1
d¯βr
and λi ∈ Net1,qi is chosen to satisfy |λi − λζi−1,x¯i−1 | < 1/4n
2
qi−1
.
We denote by U the tree of all special sequences, endowed with the natural ordering “⊑” of initial
segments.
Fix Γ = ∪qΓq, Γq ⊂ Γ¯q. A j-special sequence (ζ1, x¯1), with ζ1 = (q + 1, 0,m2j−1, I1, ǫ, e
∗
η)
is called (Γ, j)-special if η ∈ Γq. A j-special sequence (ζi, x¯i)
d
i=1, d ≤ n2j−1, with ζi = (qi +
1, ζi−1,m2j−1, Ii, ǫi, λie
∗
ηi) is called (Γ, j)-special if ηd ∈ Γq \Γqd−1, ζd−1 ∈ Γqd−1+1 and (ζi, x¯i)
d−1
i=1 is
a (Γqd−1 , j)-special sequence.
Now we are ready to define inductively on q ∈ N the families of nodes (∆q)q and (Γq)q satisfying
∆q ⊂ ∆¯q and Γq = ∪
q
p=1∆p for any q ∈ N.
Set Γ1 = ∆1 = ∆¯1. Fix q ∈ N and assume we have defined all objects up to q-th level.
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The set of regular nodes is defined as
∆regq+1 =
⌊(q+1)/2⌋⋃
j=1
{(q + 1, 0,m2j , I, ǫ, e
∗
η) ∈ ∆¯q+1 : η ∈ Γq}
∪
⋃
1≤p<q
⌊(q+1)/2⌋⋃
j=1
{(q + 1, ξ,m2j , I, ǫ, e
∗
η) ∈ ∆¯q+1 : ξ ∈ ∆p, η ∈ Γq \ Γp}
Now we define the special nodes, i.e. the nodes compatible to the special sequences defined above
(counterparts of special functionals in [4]). We start with the notion of compatibility, which is
defined recursively on age(γ).
Definition 4.5. We say that a node γ = (q + 1, 0,m2j−1, I, ǫ, e
∗
η) ∈ ∆¯q+1 is compatible with a
(Γq, j)-special sequence (ζ1, x¯1), where ζ1 = (q + 1, 0,m2j−1, I, ǫ1, e
∗
η1), if η ∈ Γq and η, η1 have
compatible tree-analyses.
We say that a node γ = (q + 1, ξ,m2j−1, I, ǫ, λe
∗
η) ∈ ∆¯q+1 is compatible with a (Γq, j)-special
sequence (ζi, x¯i)
age(γ)
i=1 , where ζage(γ) = (q + 1, ζage(γ)−1,m2j−1, I, ǫage(γ), λage(γ)e
∗
ηage(γ)
), provided
(1) η, ξ ∈ Γq,
(2) ξ is compatible with the (Γrank(ξ), j)-special sequence (ζi, x¯i)
age(ξ)
i=1 (recall that age(γ) = age(ξ)+
1)
(3) if age(γ) is odd then λ = 1(= λage(γ)) and η, ηage(γ) have compatible tree-analyses,
(4) if age(γ) is even then ǫ = 1, η = ηage(γ) and λ ∈ Net1,q is chosen to satisfy |λ− λξ,x¯age(ξ) | <
1/4n2rank(ξ).
The set of special nodes is defined as
∆spq+1 =
⌊(q+1)/2⌋⋃
j=1
{γ = (q + 1, 0,m2j−1, I, ǫ, e
∗
η) ∈ ∆¯q+1 : γ is compatible with some
(4.3)
(Γq, j)-special sequence (ζ1, x¯1)}
∪
q⋃
p=1
⌊(q+1)/2⌋⋃
j=1
{γ = (q + 1, ξ,m2j−1, I, ǫ, λe
∗
η) ∈ ∆¯q+1 : γ is compatible with some
(Γq, j)-special sequence (ζi, x¯i)
age(γ)
i=1 }.
Finally we set
∆q+1 = ∆
reg
q+1 ∪∆
sp
q+1 and Γq+1 = Γq ∪∆q+1.
Obviously ∆q ⊂ ∆¯q for any q ∈ N. We set Γ = ∪qΓq. Following [5] we denote by R the restriction
on XΓ¯ of the restriction operator ℓ∞(Γ¯)→ ℓ∞(Γ) and for any q ∈ N we let iq : ℓ∞(Γq)→ ℓ∞(Γ) be
defined by iq(x) = R(¯iq(x)) for any x. Given any q ∈ N we let Mq = imaxΓq [ℓ∞(Γq)].
Proposition 4.6. The set Γ is a self-determined subset of Γ¯, hence it defines a BD-L∞-space
X(Γq ,iq)q .
Moreover, the restriction R : XΓ¯ → X(Γq ,iq)q is a well-defined operator of norm at most 1 inducing
the isomorphism between X(Γq ,iq)q and XΓ¯/Y , where Y = 〈d¯γ : γ ∈ Γ¯ \ Γ〉.
Proof. According to Proposition 1.5 [5] it is enough to show that for every γ ∈ ∆q+1 the following
holds
c¯∗γ ∈ {e
∗
γ ◦ PE : γ ∈ Γq, E ⊂ N ∪ {0}}
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This follows readily from the definition of c¯∗γ , see (2.2), using that d¯
∗
γ = e
∗
γ ◦ P{rank(γ)}.
The second part of Proposition follows by Proposition 1.9 [5]. 
Definition 4.7. We let XKus = X(Γq ,iq)q .
In the sequel we shall use the casual notation, c∗γ , d
∗
γ , dγ etc for the objects in the space XKus.
We shall use also notation PI for the projections onto 〈dγ : γ ∈ I〉, notice here that we can consider
I to be an interval in Γ instead of Γ¯. Henceforth, by (γn)n we shall denote the enumeration of Γ
instead of the one of Γ.
Remark 4.8. Notice that all the results from Section 3 are valid also for the basis (dγ)γ∈Γ of the
space XKus, as dγ = Rd¯γ , R
∗e∗γ = e
∗
γ , γ ∈ Γ by Remark 1.11 [5] and ‖R‖ = 1.
By Proposition 1.13 [5] we can use the analysis of nodes introduced in Section 2 in the space
XKus. We write now the precise form of each e
∗
γ depending on the type of the node γ ∈ Γ.
From now on, unless specified otherwise, each node γ shall be assumed to be in Γ.
Remark 4.9. Let a node γ have evaluation analysis (Ii, ǫi, e
∗
ηi , ξi)
a
i=1. Then
(1) if w(γ) = m−12j then
e∗γ =
a∑
i=1
d∗ξi +
1
m2j
a∑
i=1
ǫiP
∗
Iie
∗
ηi ,
(2) if w(γ) = m−12j−1, then
e∗γ =
a∑
i=1
d∗ξi +
1
m2j−1
⌊a/2⌋∑
i=1
(ǫ2i−1P
∗
I2i−1e
∗
η2i−1 + λ2iP
∗
I2ie
∗
η2i) + [ǫaP
∗
Iae
∗
ηa ]
 ,
where the last term in the square brackets appears if a ∈ 2N + 1, and with each e∗η2i having
the mt-part of the following form
mt(e∗η2i) = w(η2i)
∑
k
P ∗∆rank(βk,i)
e∗βk,i = w(η2i)
∑
k
d∗βk,i .
Now we make some comments concerning the possible modification of the mt-part of a functional.
Remark 4.10. (1) Fix (ηs)s=1,...,a, with a ≤ n2j, 2j ≤ q1, ηs ∈ Γqs \ Γps, s = 1, . . . , a, p1 <
q1 < · · · < pa < qa, and (Is)
a
s=1 with Is ⊂ Γqs \ Γps, P
∗
Is
e∗ηs 6= 0 and (ǫs)s=1,...,a ⊂ {±1}.
Then the formulas ξ1 = (q1 + 1, 0,m2j , I1, ǫ1, e
∗
η1) and ξs = (qs + 1, ξs−1,m2j , Is, ǫs, e
∗
ηs)
for any s ≤ a give well-defined regular nodes.
It follows that for any functional e∗γ given by a regular node γ with
mt(e∗γ) =
1
m2j
a∑
i=1
ǫie
∗
ηiPIi
and any (ǫ˜i)i≤a ⊂ {±1} and any (η˜i)i≤a with rank(η˜i) = rank(ηi) and P
∗
Ii
e∗η˜i 6= 0 there is a
regular node γ˜ with
mt(e∗γ˜) =
1
m2j
a∑
i=1
ǫ˜ie
∗
η˜iPIi and rank(γ˜) = rank(γ).
(2) Take a functional e∗γ where γ is compatible with a j-special sequence, with
mt(e∗γ) =
1
m2j−1
⌊a/2⌋∑
i=1
(ǫ2i−1e
∗
η2−iPI2i−1 + λ2ie
∗
η2iPI2i) + [ǫae
∗
ηaPIa ]
 ,
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evaluation analysis (Ii, ǫi, e
∗
ηi , ξi)
a
i=1 and weight w(γ) = m
−1
2j−1. Let (ǫ˜i)
a
i=1 and (η˜i)
a
i=1 satisfy
the following:
(i) if i is even then ǫ˜i = 1, η˜i = ηi,
(ii) if i is odd then η˜i has compatible tree-analysis with ηi.
Then the formulas ξ˜1 = (q1+1, 0,m2j−1, I1, ǫ˜1, λ˜1e
∗
η˜1
) and ξ˜i = (qi+1, ξ˜i−1,m2j−1, Ii, ǫ˜i, λ˜ie
∗
η˜i
),
i ≤ a, give well-defined special nodes. Indeed, it follows from directly applying the definition
of a special node that there exists a node e∗γ˜ with
mt(e∗γ˜) =
1
m2j−1
⌊a/2⌋∑
i=1
(ǫ˜2i−1e
∗
η˜2−iPI2i−1 + λ˜2ie
∗
η˜2iPI2i) + [ǫ˜ae
∗
η˜aPIa ]

where the λ˜2i are chosen to satisfy Definition 4.5 (4), that is comparable with e
∗
γ and hence
it is a special node with the same rank as e∗γ .
Remark 4.11. Notice that by the definition of Γ, for any γ ∈ Γ with a tree-analysis (It, ǫt, ηt)t∈T
we have ηt ∈ Γ and suppbd(ηt) ⊂ Γ for any t ∈ T .
5. Rapidly Increasing Sequences
From now on we shall work in the space XKus. In this section we introduce the basic canonical
tool, i.e. Rapidly Increasing Sequences and state their properties, in particular the fundamental
property of Bourgain-Delbaen spaces in the Argyros-Haydon setting that allows to pass from strictly
singular operators to compact ones. As the proofs of all the results stated here follows directly the
reasoning of [3], we do not present them here.
Recall that skipped block sequences are defined with respect to the FDD (Mq)q∈N.
Definition 5.1. Let I be an interval in N and (xk)k∈I ⊂ XKus be a skipped block sequence. We
shall say that (xk)k∈I is a Rapidly Increasing Sequence with constant C > 0 (C-RIS) if there exists
an increasing sequence (jk)n∈I ⊂ N such that
(1) ‖xk‖ ≤ C for all k ∈ I,
(2) rngFDD xk < jk+1,
(3) |xk(γ)| ≤ Cm
−1
i for all γ with w(γ) = m
−1
i and i < jk.
Lemma 5.2 (Proposition 5.6 [3]). Let (xk)
nj0
k=1 be a C-RIS and s ∈ N.
a) If γ ∈ Γ and w(γ) = m−1i then
(5.1) |e∗γP(s,+∞)
(
1
nj0
nj0∑
k=1
xk
)
| ≤
{
16Cm−1i m
−1
j0
if i < j0
5Cn−1j0 + 6Cm
−1
i if i ≥ j0 .
In particular for i > j0 we have
(5.2) |e∗γ
(
1
nj0
nj0∑
k=1
xk
)
| ≤ 10Cm−2j0
and also
(5.3) ‖
1
nj0
nj0∑
k=1
xk‖ ≤ 10Cm
−1
j0
.
b) If λk, 1 ≤ k ≤ nj0 are scalars with |λk| ≤ 1, satisfying the property
|e∗γ
(∑
k∈J
λkxk
)
| ≤ Cmax
k∈J
|λk|
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for every γ ∈ Γ with w(γ) = m−1j0 and every interval J ⊂ {1, . . . , nj0} then we have
‖
1
nj0
nj0∑
k=1
λkxk‖ ≤
10C
m2j0
.
The following result is proved in a manner similar to how Lemma 3.3 is proved.
Corollary 5.3. Let i < j ∈ N, (xk)
nj
k=1 be a C-RIS, x =
mj
nj
∑nj
k=1 xk and (e
∗
ηp)
ni
p=1 be nodes such
that w(e∗ηp) = m
−1
lp
and mlp 6= mj, mlp < mlp+1 for all p ≤ ni. Then for every choice of intervals
Ip, p ≤ ni, we have
(5.4)
ni∑
p=1
|e∗ηp(PIpx)| ≤ 64C/mp1 .
Lemma 5.4 (Corollary 8.5 [3]). For every block subspace Y ⊂ XKus, C > 2 and every interval
J ⊂ N there exists a normalized C-RIS (xk)k∈J in Y . Moreover, for any ε > 0 and C > 2 the
sequence (xk)k∈J can be chosen to satisfy |d
∗
γ(xk)| < ε for any k ∈ J and γ ∈ Γ.
Notice that if x ∈ ⊕qn=1Mn with q minimal then there exists a unique u ∈ ℓ∞(Γq) such that
iq(u) = x. The local support of x is defined to be the set {γ ∈ Γq | u(γ) 6= 0}. Next results are
again quoted from [3].
Lemma 5.5 (Lemma 5.8 [3]). Let γ ∈ Γ be of weight m−1h and assume that w(ξ) 6= m
−1
h for all ξ
in the local support of x. Then |x(γ)| ≤ 4m−1h ‖x‖.
We recall the two classes of block sequences, characterised by the weights of the elements of the
local support.
Definition 5.6 (Definition 5.9 [3]). We say that a block sequence (xk)k∈N in XKus has bounded
local weight if there exists some j1 such that w(γ) ≥ m
−1
j1
for all γ in the local support of xk, and
all values of k.
We say that a block sequence (xk)k∈N in XKus has rapidly increasing local weight if, for each k
and each γ in the local support of xk+1, we have w(γ) < m
−1
ik
where ik = max rngFDD xk.
Proposition 5.7 (Prop. 5.10 [3]). Let (xk)k∈N ⊂ XKus be a bounded block sequence. If either (xk)
has bounded local weight, or (xk) has rapidly increasing local weight, then the sequence (xk) is a
RIS.
Corollary 5.8 (Prop. 5.11 [3]). Let Y be any Banach space and T : XKus → Y be a bounded
linear operator. If ‖Txk‖ → 0 for every RIS (xk)k in XKus then ‖Txk‖ → 0 for every bounded block
sequence (xk) in XKus.
Corollary 5.9 (Prop. 5.12 [3]). The basis (d∗γn)n is shrinking. It follows that the dual space to
XKus is isomorphic to ℓ1(Γ).
6. Dependent sequences
In this section we introduce the classical tools in the study of spaces defined with the use of
saturated norms.
Lemma 6.1. a) Let j ∈ N and k ≤ n2j . Let also (xk)k ⊂ XKus be a normalized skipped block
sequence such that rngFDD(xk) = (pk−1, pk] for some strictly increasing (pk) with p1 ≥ 2j− 1. Then
there exists a node γ ∈ Γ such that
e∗γ =
n2j∑
k=1
d∗ξk +m
−1
2j
n2j∑
k=1
εke
∗
ηk
PIk
with the following properties
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(i) rank(ξk) = pk + 1 for each k,
(ii) εke
∗
ηk
PIk(xk) ≥ 1/2 and ηk ∈ Γpk \ Γpk−1 for each k,
(iii) e∗γ(
∑n2j
k=1 xk) ≥
n2j
2m2j
.
b) Let (dξi)
n2j
i=1 be a finite subsequence of the basis such that rank(ξi) + 1 < rank(ξi+1) for every i
and rank(ξ1) ≥ 2j − 1.
Then the node
(6.1) e∗ξ =
n2j∑
i=1
d∗ζi +m
−1
2j
n2j∑
i=1
d∗ξi
with rank(ζi) = rank(ξi) + 1 is a regular node and e
∗
ξ(
∑n2j
i=1 dξ) =
n2j
m2j
.
Proof. a) (see[3], Proposition 4.8) Let xk = ik(uk) where uk ∈ Γpk \Γpk−1 is the restriction of xk on
Γpk . Since
2‖uk‖ ≥ ‖ipk(uk)‖ = ‖xk‖ = 1
we can choose ηk ∈ Γpk \ Γpk−1 such that |e
∗
ηk
(uk)| ≥ 1/2. Setting Ik = rngFDD(xk) = ∪
pk
i=pk−1+1
∆i,
choose εk ∈ {−1, 1} such that
(6.2) |e∗ηkPIk(xk)| = εke
∗
ηk
PIk(xk) = εke
∗
ηk
(uk) ≥ 1/2.
The nodes γk = (pk + 1, γk−1,m2j , Ik, εk, e
∗
ηk
), γ0 = 0, k = 1, . . . , n2j give the node γ = γn2j with
the properties (i)-(iii).
b) Take the nodes ζi = (rank(ξi) + 1, ζi−1,m2j , Ii, 1, e
∗
ξi
), ζ0 = 0, where Ii = ∆rank(ξi). 
Definition 6.2. Fix j ∈ N, C ≥ 1 with n2j−1 ≥ 200C and let (γk, x¯k)
d
k=1 be a (Γ, j)-special
sequence.
A sequence (γk, xk)
d
k=1, d ≤ n2j−1, with xk ∈ XKus and γk = (qk + 1, γk−1,m2j−1, Ik, 1, e
∗
ηk
) for
each k, where γ0 = 0, q1 ≥ 4j1 − 2, 2
−q1 ≤ 1/4n22j−1, is called a j-dependent sequence with a
constant C of length d with respect to (γk, x¯k)
d
k=1 if the following conditions are satisfied.
(1) if k is even then xk = Rx¯k, rng(xk) = Ik,
(2) if k is odd then xk =
ckmlk
nlk
nlk∑
l=1
xk,l, where (xk,l)l is a normalized skipped block sequence
which is a C-RIS of length nlk , mlk = w(ηk), ml1 ≥ n
2
2j−1, ‖xk‖ = 1/2, rng(xk) ⊂ Ik and
e∗ηk(xk) ≥
1/40C,
(3) |e∗γ(x¯k)− e
∗
γ(xk)| < 1/4n2qk for every γ ∈ Γ and every k,
(4) (γk, xk)
d−1
k=1 is j-dependent of length d−1 with respect to the (Γ, j)-special sequence (γk, x¯k)
d−1
k=1.
Moreover, we say that a sequence (γk, xk)
d
k=1 is a j-dependent sequence of length d, if it is j-
dependent with respect to some (Γ, j)-special sequence.
Remark 6.3. Take (xk,l)l as in (2) of Definition 6.2 with max rngFDD(xk) ≥ 2lk − 1 for each
k ∈ N. Then Lemmas 5.2a) and 6.1a) yield that there is a node ηk ∈ Γ such that
(6.3)
1
2
≤ e∗ηk(
mlk
nlk
nlk∑
l=1
xk,l) ≤ ‖
mlk
nlk
nlk∑
l=1
xk,l‖ ≤ 10C.
Therefore ck in Definition 6.2 satisfies 1/20C ≤ ck ≤ 1.
Moreover, the last condition in the property (2) of Definition 6.2, i.e. e∗ηk(xk) ≥
1/40C, follows
from (6.3) using the lower bound of ck.
Lemma 6.4. Let (zk)k be a normalized block sequence in XKus and (dξn)n∈M be a subsequence of
the basis. Then for every j ∈ N there exists a j-dependent sequence of length n2j−1, (γi, xi)i≤n2j−1 ,
such that x2i−1 ∈ 〈zk : k ∈ N〉 and x2i ∈ 〈dξn : n ∈M〉.
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Proof. Passing to a further subsequence we may assume that
(6.4) dξn are pairwise non-neighbours and rank(ξn) + 1 < rank(ξn+1).
Let j1 be such that m4j1−2 > n
2
2j−1 and choose q1 big enough to guarantee that 4j1− 2 < q1 and
2−q1 ≤ 1/4n22j−1.
Let (x1,k)
n4j1−2
k=1 be a normalized skipped block sequence of 〈zl : l ≥ q〉 which is a C-RIS. Setting
x1 =
c1m4j1−2
n4j1−2
n4j1−2∑
k=1
x1,k with ‖x1‖ = 1/2
from Remark 6.3 we get 1/20C ≤ c1 ≤ 2 and that there exists a node η1 ∈ Γ with w(η1) = m
−1
4j1−2
such that
e∗η1PI1(x1) ≥
1
40C
,
where I1 =
⋃
{∆p : p ∈ rngFDD(x1)}.
Using that R is a quotient operator of norm 1 take a block y¯1 ∈ XΓ¯ such that x1 = R(y¯1) and
‖y¯1‖ ≤ 1. Then choose a vector x¯1 with rational coefficients in the unit ball of 〈d¯γ : γ ∈ Γ¯q1〉 such
that ‖x¯1 − y¯1‖XΓ¯ ≤
1/4n2q1 .
Note that R(x¯1) = R(x¯1 − y¯1) +R(y¯1) = R(x¯1 − y¯1) + x1 and hence for every γ ∈ Γ,
(6.5) |e∗γ(x¯1)− e
∗
γ(x1)| = |e
∗
γR(x¯1)− e
∗
γR(x1)| ≤ ‖e
∗
γ ◦R‖‖x¯1 − y¯1‖XΓ¯ ≤
1/4n2q1 .
We take γ1 to be the node
γ1 = (q1 + 1, 0,m
−1
2j−1, I1, 1, e
∗
η1).
From the above we get that (γ1, x1) is a j-dependent couple of length 1 with respect to the (Γ, j)-
special sequence (γ1, x¯1).
Set j2 = σ(γ1, x¯1) and choose x2, e
∗
η2 such that
x2 = m4j2n
−1
4j2
∑
k∈F2
dξ2,k ∈ XKus and mt(e
∗
η2) = m
−1
4j2
∑
k∈F2
d∗ξ2,k
where |F2| = n4j2 and q1 + 2 < min rngFDD(x2). Such a node exists by Lemma 6.1(b) since
rank(ξn) + 1 < rank(ξn+1). We also take the node
γ2 = (q2 + 1, γ1,m2j−1, I2, 1, λ2e
∗
η2) ∈ Γ
where I2 = [p2, q2] is the range of x2 with respect to the basis and λ2 ∈ Net1,q1 is chosen such that
|λ2 − e
∗
η1(x¯1)| ≤
1/4n2q1 .
From the above equation and (6.5) we get
|λ2 − e
∗
η1(x1)| ≤
1
2n2q1
⇒ λ2 ≥ e
∗
η1(x1)−
1
2n2q1
≥
c1
2
−
1
2n2q1
≥
1
45C
.
Pick x¯2 to be the corresponding average of (d¯ξ2,k)k∈F2 . It follows that x2 = Rx¯2 (recall that dγ = Rd¯γ
for each γ ∈ Γ) and x¯1 < x¯2. Then we get that (γi, xi)
2
i=1 is j-dependent of length 2 with respect
to the (Γ, j)-special sequence (γi, x¯i)
2
i=1.
Set j3 = σ(γi, x¯i)
2
i=1. We continue to choose x3, e
∗
γ3 , x4, e
∗
γ4 in the same way we have chosen
x1, e
∗
γ1 , x2, e
∗
γ2 taking care that x1, x2, x3, x4 is a skipped block sequence (with respect to the FDD)
and repeat the procedure obtaining the desired dependent sequence. 
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Notice that for a dependent sequence (γi, xi)i≤n2j−1 with a constant C we have ‖
m2j−1
n2j−1
∑n2j−1
i=1 xi‖ ≥
1/45C. Indeed, consider the functional e∗ζn2j−1
determined by the nodes (γi)
n2j−1
i=1 , i.e. of the form
e∗ζn2j−1
=
n2j−1∑
i=1
d∗γi +m
−1
2j−1
n2j−1/2∑
i=1
(e∗η2i−1PI2i−1 + λ2ie
∗
η2iPI2i),
and notice that
e∗ζn2j−1
(
m2j−1
n2j−1
n2j−1∑
i=1
xi
)
≥
1
n2j−1
n2j−1/2∑
i=1
e∗η2i−1PI2i−1(x2i−1) + λ2ie
∗
η2i(x2i)

≥
1
n2j−1
n2j−1/2∑
i=1
(
c2i−1
2
+
c2i−1
2
−
1
2n2q2i−1
)
≥
1
45C
.
using that c2i−1 ≥ 1/20C.
Lemma 6.5. Let (γi, xi)i≤n2j−1 be a j-dependent sequence. Then
‖
1
n2j−1
n2j−1∑
i=1
(−1)i+1xi‖ ≤
250
m22j−1
.
Proof. Let J be an interval of {1, . . . , n2j−1} and z =
∑
i∈J(−1)
i+1xi. We shall verify the assumption
(b) in Lemma 5.2 for j0 = 2j − 1.
Let (γk, x¯k)
n2j−1
k=1 be the special sequence associated with the dependent sequence (γk, xk)
n2j−1
k=1 ,
γk = (qk + 1, γk−1,m2j−1, Ik, ǫk, λke
∗
ηk
) for each k, where γ0 = 0.
Consider a node β with evaluation analysis
e∗β =
n2j−1∑
i=1
d∗ξi +m
−1
2j−1
n2j−1/2∑
i=1
(ǫ˜2i−1e
∗
δ˜2i−1
PI˜2i−1 + λ˜2ie
∗
δ˜2i
PI˜2i)
which is produced from a (Γ, j)-special sequence (ζk, z¯k)k≤n2j−1 . Let
k0 = min{k ≤ n2j−1 : (γk, x¯k) 6= (ζk, z¯k)}
if such a k exists. We estimate separately |e∗βk0−1
(z)| and |(e∗β − e
∗
βk0−1
)(z)|.
We start with |e∗βk0−1
(z)|. Notice that e∗βk0−1
, if k0 > 1, has the following evaluation analysis
e∗βk0−1
=
k0−1∑
i=1
d∗ξi +m
−1
2j−1
⌊(k0−1)/2⌋∑
i=1
(ǫ˜2i−1e
∗
δ˜2i−1
PI2i−1 + λ˜2ie
∗
η2iPI2i) + [ǫ˜k0−1e
∗
δ˜k0−1
PIk0−1 ].
where e∗
δ˜2i−1
and e∗η2i−1 have compatible tree-analyses and the last term in square brackets appears if
k0−1 is odd. By the definition of nodes we have rank(ξi) = rank(γi) ∈ (max rngFDD(xi),min rngFDD(xi+1))
for every i < k0. Therefore
(6.6)
(
k0−1∑
i=1
d∗ξi
)∑
i
(−1)i+1xi = 0.
We partition the indices P = {1, 2, . . . , ⌊(k0−1)/2⌋} into the sets A = {i ∈ P : e
∗
δ˜2i−1
PI2i−1(x¯2i−1) 6=
0} and its complement B.
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For every i ∈ A from the choice of λ˜2i, the fact that rng(x2i−1) ⊂ I2i−1 and (3) of Def. 6.2 we
have
|λ˜2i − ǫ˜2i−1e
∗
δ˜2i−1
(x¯2i−1)| ≤
1
4n22j−1
and(6.7)
|e∗
δ˜2i−1
(x¯2i−1)− e
∗
δ˜2i−1
PI2i−1(x2i−1)| = |e
∗
δ˜2i−1
(x¯2i−1)− e
∗
δ˜2i−1
(x2i−1)| ≤
1
4n22j−1
.
It follows that
|ǫ˜2i−1e
∗
δ˜2i−1
PI2i−1(x2i−1) + λ˜2ie
∗
η2iPI2i(−x2i)| = |ǫ˜2i−1e
∗
δ˜2i−1
PI2i−1(x2i−1)− λ˜2i| ≤
1
2n22j−1
by (6.7).
(6.8)
Similarly for every i ∈ B,
|ǫ˜2i−1e
∗
δ˜2i−1
PI2i−1(x2i−1) + λ˜2ie
∗
η2iPI2i(−x2i)| = |ǫ˜2i−1e
∗
δ˜2i−1
PI2i−1(x2i−1)− λ˜2i| ≤
1
2n22j−1
.(6.9)
For an interval J = [l,m] using that ‖x2i−1‖ = 1/2, ‖x2i‖ ≤ 7 (by Lemma 3.3) and inequalities
(6.6), (6.9) we obtain
|e∗βk0−1
(∑
i∈J
(−1)i+1xi
)
| ≤ 10.
Now we proceed to estimate |(e∗β − e
∗
βk0−1
)(z)|.
Observe that as x2l−1 is a weighted average of a normalized C-RIS of length nj2l−1 we have
(6.10) |
n2j−1∑
i=k0
d∗ξi
 (x2l−1)| ≤ 3n2j−1c2i−1Cmj2l−1
nj2l−1
≤ 2m−2j2l−1 < n
−3
2j−1
The same inequality holds also for the averages of the basis i.e.
(6.11) |
n2j−1∑
i=k0
d∗ξi(x2l)| ≤ n2j−1
mj2l
nj2l
≤ m−3j2l < n
−3
2j−1 ∀l.
We shall distinguish the cases when k0 is odd or even. Assume first that k0 = 2i0 − 1 for some i0.
Then for every i < i0 and every k > k0,
(ǫ˜2i−1e
∗
δ˜2i−1
PI˜2i−1 + λ˜2ie
∗
δ˜2i
PI˜2i)(xk) = 0.
From the injectivity of σ it follows that w(e∗
δ˜2i−1
),w(e∗
δ˜2i
) /∈ {w(e∗ηi′ ) | i
′ > i0} for every i > i0.
Hence by Corollary 5.3, using that |λ˜2i| ≤ 1 and ck ≤ 2, we get for every odd k > k0 the following
|
n2j−1/2∑
i≥i0
(ǫ˜2i−1e
∗
δ˜2i−1
PI˜2i−1+λ˜2ie
∗
δ˜2i
PI˜2i)(xk)| ≤ 64ckC w(δ1) ≤ 128Cn
−2
2j−1.(6.12)
Also from Corollary 3.5 we obtain for every even k > k0 the following
|
n2j−1/2∑
i≥i0
(ǫ˜2i−1e
∗
δ˜2i−1
PI˜2i−1+λ˜2ie
∗
δ˜2i
PI˜2i)(xk)| ≤ 14n
−2
2j−1.(6.13)
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For xk0 we also obtain the following
|
n2j−1/2∑
i≥i0
(ǫ˜2i−1e
∗
δ˜2i−1
PI˜2i−1 + λ˜2ie
∗
δ˜2i
PI˜2i)(xk0)|
(6.14)
≤ |e∗
δ˜k0
PI˜k0
(xk0)|+ |
(
λ˜k0+1e
∗
δ˜k0+1
PI˜k0+1
+
n2j−1/2∑
i>i0
(ǫ˜2i−1e
∗
δ˜2i−1
PI˜2i−1 + λ˜2ie
∗
δ˜2i
PI˜2i)
)
(xk0)|
≤ 4 + 128Cn−22j−1,
using that ‖xk0‖ ≤ 1 and ‖e
∗
γ ◦ PI‖ ≤ ‖PI‖ ≤ 4 while for the second term we get the upper bound
as in (6.12).
The case where k0 is even is similar, except that |e
∗
δ˜k0
PI˜k0
(xk0)| ≤ 7.
Splitting J to J1 = J ∩ [1, i0], J2 = J ∩ (i0, n2j−1) and considering the cases when min J1 is odd
or even we get |(e∗β − e
∗
βk0−1
)
(∑
i∈J(−1)
i+1xi
)
| ≤ 15, using that n2j+1 > 200C. 
The lemmas above imply the following.
Proposition 6.6. Let M ⊂ N be infinite and (yk)k ⊂ XKus be a normalized block sequence. Then
inf{‖x− y‖ : x ∈ 〈dγn : n ∈M〉, y ∈ 〈yk : k ∈ N〉, ‖x‖ = ‖y‖ = 1} = 0.
7. Bounded operators on the space XKus
In this section we show that the space XKus has the scalar-plus-compact property.
Proposition 7.1. Let T : XKus → XKus be a bounded operator and (dγn)n∈M be a subsequence of
the basis. Then
lim
M∋n→+∞
dist(Tdγn ,Rdγn) = 0.
Proof. Assume that dist(Tdγn ,Rdγn) > 4δ for infinitely many n ∈M and some δ > 0.
By Corollary 5.9 and Lemma 3.2 passing to a further subsequence and admitting a small pertur-
bation we may assume that
(P1) (Tdγn)n∈M is a skipped block sequence and setting Rn to be the minimal interval containing
rng(Tdγn) and {n} we have
max rank(Rn) + 2 < min rank(Rn+1).
(P2) no two elements of (dγn)n∈M are neighbours.
By the assumption that dist(Tdγn ,Rdγn) > 4δ it follows that either
‖Pn−1Tdγn‖ ≥ 2δ or ‖(I − Pn)Tdγn‖ ≥ 2δ
(recall that Pm denotes the canonical projection onto 〈dγi : i ≤ m〉, m ∈ N).
Passing to a further subsequence we may assume that one of the two alternatives holds for any
n ∈ N. Let
qn =
{
max rank(Pn−1Tdγn) in the first case
max rank((I − Pn)Tdγn) in the second case.
In the first case we take In = [min rng(Tdγn), n − 1]. Also Pn−1Tdγn = iqn(un) where un =
rqn(Pn−1Tdγn) and hence we may choose ǫn ∈ {−1, 1} and ηn ∈ Γqn \ Γmax rank(Rn−1)+1 such that
(7.1) ǫne
∗
ηnPIn(Tdγn) = ǫne
∗
ηn(Pn−1Tdγn) = ǫne
∗
ηn(un) ≥ δ
using that 2δ ≤ ‖iqn(un)‖ ≤ 2‖un‖.
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In the second case we take In = [n+1,max rng(Tdγn)]. Also since (I −Pn)Tdγn = iqn(un) where
un = rqn((I − Pn)Tdγn) we get ǫn ∈ {−1, 1}, ηn ∈ Γqn \ Γmax rngRn−1+1 such that
(7.2) ǫne
∗
ηnPIn(Tdγn) = ǫne
∗
ηn((I − Pn)Tdγn) = ǫne
∗
ηn(un) ≥ δ.
Given any j ∈ N we shall build a vector y with ‖Ty‖ ≥ δ/28m2j−1 and ‖y‖ ≤ 420/m
2
2j−1 which
for sufficiently big j yields a contradiction.
Assume the first case holds. The second case will follow analogously. Notice that by (P1) for any
i ∈ N and A ⊂M with #A = n2i and max rank(RminA) ≥ 2i− 1 there is a functional e
∗
ψ associated
to a regular node of the form
e∗ψ =
∑
n∈A
d∗ξn +
1
m2i
∑
n∈A
ǫne
∗
ηnPIn .
with rank(ξn) = max rank(Rn) + 1 for each n ∈ A. Let x = m2in
−1
2i
∑
n∈A dγn .
It follows that
‖Tx‖ ≥ e∗ψ(Tx) =
(∑
n∈A
d∗ξn +
1
m2i
∑
n∈A
ǫne
∗
ηnPIn
)(
m2i
n2i
∑
n∈A
Tdγn
)
= m2in
−1
2i
∑
n∈A
d∗ξn(Tdγn) +
1
n2i
∑
n∈A
ǫne
∗
ηnPIn(Tdγn)
=
1
n2i
∑
n∈A
ǫne
∗
ηnPkn−1(Tdγn) ≥ δ.
Fix j ∈ N and choose inductively, as in Lemma 6.4, a j-dependent sequence (ζi, xi), ζi = (qi +
1, ζi−1,m2j−1, Ji, 1, ψi), i = 1, . . . , n2j−1, with ζ0 = 0, with respect to a (Γ, j)-special sequence
(ζi, x¯i), so that it satisfies for any i the following
e∗ψ2i−1 =
∑
n∈Ai
d∗ξn +
1
mj2i−1
∑
n∈Ai
ǫne
∗
ηnPIn , x2i−1 =
c2i−1mj2i−1
nj2i−1
∑
n∈Ai
dγn , ‖x2i−1‖ = 1/2
with rank(ξn) = max rank(Rn) + 1 for each n ∈ ∪iAi. Lemma 3.3 yields that 1/14 ≤ c2i−1 ≤ 1.
Recall that by definition each vector x¯2i−1 satisfies
|e∗γ(x¯2i−1)− e
∗
γ(x2i−1)| ≤ 4n
−2
q2i−1 ∀γ ∈ Γ.
For any i let J2i−1 = rng(e
∗
ψ2i−1
). We demand also that supp e∗ψ2i ∩ suppx2k−1 = ∅ for any i, k,
thus the even parts of the chosen special functional play no role in the estimates on the weighted
averages of (x2i−1). We assume also mj1/mj1+1 ≤ 1/n
2
2j−1.
By the previous remark we have for each i the following
(7.3) e∗ψ2i−1(Tx2i−1) ≥ δ/14.
Let
y =
1
n2j−1
n2j−1/2∑
i=1
x2i−1 =
1
n2j−1
n2j−1/2∑
i=1
c2i−1
mj2i−1
nj2i−1
∑
n∈Ai
dγn
and consider the functional associated to the special node ζn2j−1 , i.e. of the form
e∗ζn2j−1
=
n2j−1∑
i=1
d∗ζi +
1
m2j−1
n2j−1/2∑
i=1
(e∗ψ2i−1PJ2i−1 + λ2ie
∗
ψ2iPJ2i).
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Then
‖Ty‖ ≥ e∗ζn2j−1
(Ty)
=
n2j−1∑
i=1
d∗ζi +
1
m2j−1
n2j−1/2∑
i=1
(e∗ψ2i−1PJ2i−1 + λ2ie
∗
ψ2i
PJ2i)
 ( 1
n2j−1
n2j−1/2∑
i=1
Tx2i−1) = . . .
Notice that J2i ∩ Γrank(φ2i−1) = ∅, whereas by the choice of Rn and the node φ2i−1 we have
rng(Tx2i−1) ⊂ Γrank(φ2i−1). Therefore
· · · =
(n2j−1∑
i=1
d∗ζi
)
(
1
n2j−1
n2j−1/2∑
i=1
Tx2i−1) +
1
n2j−1m2j−1
n2j−1/2∑
i=1
e∗ψ2i−1PJ2i−1(Tx2i−1)
where in the last line the first sum disappears by the choice of (q2i−1), as rank(bd(e
∗
ζn2j−1
)) ∩
rank(Tx2i−1) = ∅ for any i. Therefore we have
(7.4) ‖Ty‖ ≥
δ
28m2j−1
.
On the other hand we estimate ‖y‖. We shall prove that ‖y‖ ≤ 420/m22j−1 yielding for sufficiently
big j a contradiction. By (P2) and Lemma 3.3 we get that (xi) is 7-RIS. By Lemma 5.2 it is enough
to estimate |e∗β(z)|, where e
∗
β is associated to a (Γ, j)-special sequence (δi, z¯i)
a
i=1, and z =
∑
i∈J x2i−1
for some interval J ⊂ {1, . . . , n2j−1}.
Let e∗β have the following form
e∗β =
a∑
i=1
d∗
ζ˜i
+
1
m2j−1
⌊a/2⌋∑
i=1
(ǫ˜2i−1e
∗
ψ˜2i−1
PJ˜2i−1 + λ˜2ie
∗
ψ˜2i
PJ˜2i) +
[
ǫ˜ae
∗
ψaPJ˜a
]
with a ≤ n2j−1, where the last term appears if a is odd. Let i0 = max{i ≤ a : (ζi, x¯i) = (δi, z¯i)} if
such i exists. We estimate |e∗β(z)| assuming i0 is well-defined. We estimate separately |
∑a
i=1 d
∗
ζ˜i
(z)|,
|mt(e∗
ζ˜i0
)(z)| and |(mt(e∗β)−mt(e
∗
ζ˜i0
))(z)|.
First notice that taking into account coordinates of z with respect to the basis (dγ) and that
c2i−1 ≤ 1, we have
(7.5) |
a∑
i=1
d∗
ζ˜i
(z)| ≤ n2j−1
mj1
nj1
.
Now consider the tree-analysis of e∗
ζ˜i0
, recall that it is compatible with the tree-analysis of e∗ζi0
.
Then by the definition of a special node we have
mt(e∗ζi0
) =

1
m2j−1
∑i0/2
i=1 (ǫ˜2i−1e
∗
ψ˜2i−1
PJ2i−1 + λ˜2ie
∗
ψ2i
PJ2i) if i0 even
1
m2j−1
∑⌊i0/2⌋
i=1 (ǫ˜2i−1e
∗
ψ˜2i−1
PJ2i−1 + λ˜2ie
∗
ψ2i
PJ2i) + ǫ˜i0e
∗
ψ˜i0
PJi0 if i0 odd
where for each 2i− 1 ≤ i0 we have
e∗
ψ˜2i−1
=
∑
n∈Ai
d∗
ξ˜n
+
1
mj2i−1
∑
n∈Ai
ǫ˜ne
∗
η˜nPIn .
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Notice that as M ∩ In = ∅ for any n and by the choice of e
∗
ψ2i
and ranks of ξn, thus also ranks of
ξ˜n, we get, assuming that i0 is even,
|mt(e∗ζi0
)(z)| = |
1
m2j−1
i0/2∑
i=1
(ǫ˜2i−1e
∗
ψ˜2i−1
PJ2i−1 + λ˜2ie
∗
ψ2iPJ2i)(z)|(7.6)
= |(
1
m2j−1
i0/2∑
i=1
ǫ˜2i−1
∑
n∈Ai
d∗
ξ˜n
)(
∑
2i−1∈J
c2i−1
mj2i−1
nj2i−1
∑
n∈Ai
dγn)| = 0.
The same holds if i0 is odd.
Now consider mt(e∗β)−mt(e
∗
ζi0
) assuming that i0 < a. Notice that
(1) w(ψs) 6= w(ψ˜i) for each s, i > i0 provided at least one of the indices s, i is bigger than i0+1,
(2) (mt(e∗β)−mt(e
∗
ζi0
))(x2k−1) = 0 for any 2k − 1 ≤ i0.
Using Corollary 3.5 for the terms
∑a
i=i0+1
|e∗
ψ˜i
PJ˜i(x2k−1)| and that |e
∗
ψ˜i0+1
PJ˜i0+1
(xi0+1)| ≤ 4, it
follows that
|(mt(e∗β)−mt(e
∗
ζi0
))(z)| ≤
1
m2j−1
a∑
i=i0+1
n2j−1∑
2k−1=i0+1
|e∗
ψ˜i
PJ˜i(x2k−1)|(7.7)
≤
4
m2j−1
+
1
m2j−1
n2j−1
14
mji0+1
≤
5
m2j−1
.
Therefore by (7.5), (7.6), (7.7) and the choice of j1 we have |e
∗
β(z)| ≤ 6/m2j−1, thus we can apply
Lemma 5.2 obtaining that ‖y‖ ≤ 60 · 7/m22j−1. For sufficiently big j we obtain contradiction with
(7.4) and boundedness of T . 
Proposition 7.2. Let T : XKus → XKus be a bounded operator. If Tdγn → 0, then Tyn → 0 for
every RIS (yn)n.
Proof. Take T : XKus → XKus with Tdγn → 0 and suppose there are a normalized C-RIS (yn)n and
δ > 0 such that ‖Tyn‖ > δ for all n ∈ N. Passing to a subsequence we may assume as in the proof
of Prop. 7.1 that
max rankRn + 2 < min rankRn+1 where Rn = rng(Tyn) ∪ rng(yn).
Pick (µn) ⊂ {±1} and nodes (ψn) with µne
∗
ψn
(Tyn) > δ.
Case 1. There exist a constant c > 0, an infinite set M ⊂ N and nodes (ϕn)n∈M such that
|e∗ϕn(yn)| > c and e
∗
ϕn , e
∗
ψn
have compatible tree-analyses.
Pick signs (νn)n∈M with νne
∗
ϕn(yn) = |e
∗
ϕn(yn)| > c for each n. We may pass to a subsequence
(γkn)n of (γn)n so that ‖Tdγkn‖ ≤ 2
−n for all n. For a fixed j ∈ N, n2j+1 > 200C, we pick, as in
Lemma 6.4, a j-dependent sequence (ζi, xi)i where ζi = (qi+1, ζi−1,m2j−1, Ji, 1, ηi), i = 1, . . . , n2j−1,
with ζ0 = 0, satisfies
mt(e∗η2i−1) =
1
mj2i−1
∑
n∈A2i−1
νne
∗
ϕnPIn , x2i−1 =
c2i−1mj2i−1
nj2i−1
∑
n∈A2i−1
yn, ‖x2i−1‖ = 1/2,
where In = [minRn,maxRn], so that the functional associated to the special node ζn2j+1 with
mt-part of the form
mt(e∗ζn2j−1
) =
1
m2j+1
n2j−1/2∑
i=1
(
e∗η2i−1PJ2i−1 + λ2ie
∗
η2iPJ2i
)
,
satisfies J2i−1 ⊃ rng(Tx2i−1), J2i ∩ rng(Tx2k−1) = ∅ and rank(bd(e
∗
ζn2j+1
)) ∩ rank(Tx2i−1) = ∅ for
any i, k.
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From Remark 6.3 we get
1/20C ≤ c2i−1 ≤ 2.
Using gaps between sets Rn we pick nodes (ξ2i−1)2i−1≤n2j+1 , with
mt(e∗ξ2i−1) =
1
mj2i−1
∑
n∈A2i−1
µne
∗
ψnPIn .
It follows that e∗ξ2i−1(Tx2i−1) >
δ/20C for each i.
Notice also that for x2i =
mj2i
nj2i
∑
n∈A2i
dγn , A2i ⊂ {kn : n ∈ N}, by the condition on (Tdγkn ) we
have ‖Tx2i‖ <
mj2i
nj2i
< 2−i for each i.
Let x =
m2j−1
n2j−1
∑n2j−1/2
i=1 x2i−1 and d =
m2j−1
n2j−1
∑n2j−1/2
i=1 x2i. We have
(7.8) ‖Td‖ ≤
m2j−1
n2j−1
and by Lemma 6.5
(7.9) ‖x− d‖ ≤
250
m22j−1
.
On the other hand by the choice of (ϕn) and (ψn) there is a well-defined special node β, associated
to the same j-special sequence as ζn2j+1 with
mt(e∗β) =
1
m2j−1
n2j−1/2∑
i=1
(
e∗ξ2i−1PJ2i−1 + λ˜2ie
∗
η2iPJ2i
)
,
so that rank(bd(e∗β)) ∩ rank(Tx2i−1) = ∅ for any i. Thus
‖Tx‖ ≥ e∗β(Tx) ≥
δ
40C
which contradicts (7.8) and (7.9) for sufficiently big j as T is bounded.
Case 2. Case 1 does not hold. Applying this assumption for c = n−12j−1m
−1
k , k ∈ N, we pick
inductively an increasing sequence (pk) ⊂ N such that for any node ϕ and n > pk so that e
∗
ϕ, e
∗
ψn
have compatible tree-analyses we have |e∗ϕ(yn)| ≤ n
−1
2j−1m
−1
k . Let M = (pk)k.
Now we repeat the proof of Prop. 7.1, using (yn) instead of (dγn). For a fixed j ∈ N we pick a
j-dependent sequence (ζi, xi), ζi = (qi + 1, ζi−1,m2j−1, Ji, 1, ηi), i = 1, . . . , n2j−1, with ζ0 = 0, such
that for each i we have
mt(e∗η2i−1) =
1
mj2i−1
∑
n∈Ai
µne
∗
ψnPIn , x2i−1 =
c2i−1mj2i−1
nj2i−1
∑
n∈Ai
yn, ‖x2i−1‖ = 1/2,
with Ai ⊂M , #Ai = nj2i−1 J2i−1 = rng(e
∗
η2i−1), J2i∩suppx2k−1 = ∅ for any i, k, In = [minRn,maxRn]
and rank(ξn) = max rngRn + 1 for any n. As in the previous case, 1/20C ≤ c2i−1 ≤ 2. Pick j1 with
mj1/mj1+1 ≤ 1/n
2
2j−1 and let
y =
1
n2j−1
n2j−1/2∑
i=1
x2i−1
As in the proof of Prop. 7.1 it follows that
(7.10) ‖Ty‖ ≥ e∗ζn2j−1
(y) ≥
1
m2j−1n2j−1
n2j−1/2∑
i=1
δ
2
c2i−1 ≥
δ
80Cm2j−1
.
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We shall estimate now ‖y‖. As before we consider a special node β which is compatible with a
(Γ, j)-special sequence (δi, z¯i)
a
i=1, a ≤ n2j−1, and estimate |e
∗
β(z)| where z =
∑
i∈J x2i−1 for some
interval J ⊂ {1, . . . , n2j−1}. Writing
e∗β =
a∑
i=1
d∗
ζ˜i
+
1
m2j−1
⌊a/2⌋∑
i=1
(ǫ˜2i−1e
∗
η˜2i−1PJ˜2i−1 + λ˜2ie
∗
η˜2iPJ˜2i)
with a ≤ n2j−1 we pick as before i0 = min{i ≤ a : (ζi, xi) 6= (δi, zi)} (if such i exists) and estimate
separately |
∑a
i=1 d
∗
ζ˜i
(w)|, |mt(e∗
ζ˜i0
)(w)| and |(mt(e∗β)−mt(e
∗
ζ˜i0
))(w)|.
Repeating the reasoning of the proof of Prop. 7.1, as (yn) have norm bounded by 1 and all
‖d∗
ζ˜i
‖ ≤ 3, we obtain
(7.11) |
a∑
i=1
d∗
ζ˜i
(z)| ≤ 3 · 2n2j−1
mj1
nj1
≤
1
m2j−1
.
Using Corollary 5.3 and the fact that |e∗γPI(xi0+1)| ≤ 4 we obtain that
(7.12) |(mt(e∗β)−mt(e
∗
ζ˜i0
))(z)| ≤
4
m2j−1
+ 2
1
m2j−1
n2j−1
64C
mji0+1
≤
5
m2j−1
using that m−1j1 < n
2
2j−1 and n2j+1 > 200C.
Now consider e∗
ζ˜i0
, recall this functional and e∗ζi0
have compatible tree-analyses. Therefore
mt(e∗
ζ˜i0
) =
{
1
m2j−1
∑i0/2
i=1 (ǫ˜2i−1e
∗
η˜2i−1
PJ2i−1 + λ˜2ie
∗
η2iPJ2i) if i0 even
1
m2j−1
∑⌊i0/2⌋
i=1 (ǫ˜2i−1e
∗
η˜2i−1
PJ2i−1 + λ˜2ie
∗
η2iPJ2i) + ǫ˜i0e
∗
η˜i0
PJi0 if i0 odd
where for each for each 2i− 1 ≤ i0 we have
e∗η˜2i−1 =
∑
n∈Ai
d∗
ξ˜n
+
1
mj2i−1
∑
n∈Ai
ǫ˜ne
∗
ϕnPIn .
By choice of the objects above we have
|mt(e∗
ζ˜i0
)(z)| ≤
1
m2j−1
|(
n2j−1/2∑
i=1
∑
n∈Ai
d∗
ξ˜n
)(
∑
2i−1∈J
c2i−1mj2i−1
nj2i−1
∑
n∈Ai
yn)|
+
1
m2j−1
∑
2i−1∈J
c2i−1mj2i−1
nj2i−1
∑
n∈Ai
|e∗ϕn(yn)|.
As for each n the nodes ψn, ϕn have compatible tree-analyses the last sum can be estimated by
2m−12j−1. The first sum equals 0 by the condition on ranks of ξn, thus also ξ˜n. Therefore we have
(7.13) |mt(e∗
ζ˜i0
)(z)| ≤
2
m2j−1
.
As before by (7.11), (7.12), (7.13) we have |e∗β(z)| ≤ 8/m2j−1, thus we can apply Lemma 5.2
obtaining that ‖y‖ ≤ 80C/m22j−1. For sufficiently big j we obtain contradiction with (7.10) and
boundedness of T .

Theorem 7.3. Let T : XKus → XKus be a bounded operator. Then there exist a compact operator
K : XKus → XKus and a scalar λ such that T = λId+K.
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Proof. By Prop. 7.1 any (dγn)n∈N has a further subsequence (dγn)n∈M such that Tdγn − λdγn → 0
as M ∋ n → ∞, for some λ. By Prop. 6.6 there is a universal λ so that Tdγn − λdγn → 0 as
n→∞. Applying Prop. 7.2 to the operator T − λId we get that Tyn − λyn → 0 for any RIS (yn)
and thus, by Prop. 5.8, for any bounded block sequence (yn). It follows that the operator T − λId
is compact. 
The above theorem implies immediately the following.
Corollary 7.4. The space XKus is indecomposable, i.e. it is not a direct sum of two its infinitely
dimensional closed subspaces.
8. Unconditional saturation of the space XKus
This section is devoted to the proof of saturation of the space XKus by unconditional basic
sequences. We follow the idea of the proof of the corresponding fact from [4] with additional
work in order to control the bd-parts of norming functionals. Below we present a construction of
unconditional sequences in XKus.
Fix a block subspace Y ⊂ XKus and pick sequences jk < jk,1 < jk,2 < · · · < jk,njk , k ∈ N, with
(jk) increasing, and a block sequence (xk)k ⊂ Y , with xk =
mjk
njk
∑njk
i=1 xk,i where for some fixed
C > 2 and for each k ∈ N the sequence (xk,i)i ⊂ Y is a C−RIS with parameters (jk,i)i chosen
according to Lemma 5.4 to satisfy |d∗γ(xk,i)| < 1/n
2
jk
for any i ≤ njk and γ ∈ Γ. Therefore
(8.1) |d∗γ(xk)| < C/n
2
jk
for any k ∈ N, γ ∈ Γ.
We fix the sequence (xk) and the node γ with the tree-analysis (It, ǫt, ηt)t∈T for the sequel.
Recall that St denotes the set of immediate successors of t in the tree T . We order the sets St
with the order on (Is)s∈St and we write s− for the immediate predecessor of s.
Definition 8.1. A couple of nodes (ηs− , ηs) is called a dependent couple with respect to γ if s−, s ∈
St, w(ηt) = m
−1
2j+1 for some j ∈ N and s is at the even position in the mt-part of e
∗
ηt.
Let Eγ = {s ∈ T : (ηs− , ηs) is a dependent couple with respect to γ}.
Definition 8.2. For k ∈ N a couple of nodes (ηs− , ηs) is called a dependent couple with respect to
γ and xk if (ηs− , ηs) is a dependent couple with respect to γ and moreover
min supp(xk+1) > max supp(e
∗
sPIs) ≥ min supp(xk),
max supp(xk−1) ≥ min supp(e
∗
s−PIs− ).
Remark 8.3. Note that if (ηs− , ηs), (ηt− , ηt) are dependent couples then t, s are incomparable.
Let Fγ = {s ∈ T | (ηs− , ηs) is a dependent couple with respect to γ and xk for some k} and let
Qγ =
∑
s∈Fγ
PIs . Then we define yk = Qγxk and x
′
k = xk − yk. As our basis (dγ)γ∈Γ is not
unconditional, the projections (Qγ)γ are not uniformly bounded. However, we have the following
lemma that is proved along the lines of [4].
Lemma 8.4. (i) For every k ∈ N and t ∈ T we have |e∗ηtPIt(yk)| ≤ 10C/mjk ,
(ii) For every k ∈ N and t ∈ T with w(ηt) < m
−1
jk
we have |e∗ηtPIt(x
′
k)| ≤ 11C/mjk .
Proof. Concerning (i), notice first that for any s ∈ Fγ we have |e
∗
ηsPIs(xk)| ≤ 10C/mjk . Indeed,
for w(ηs) = m2j for some j, we consider the following two cases. If m
−1
2j < m
−1
jk
then the estimate
follows by (5.1). If m−12j ≥ m
−1
jk
, then by the form of e∗ηs and (8.1) we have
|e∗ηsPIs(xk)| ≤ 2n2j maxγ∈Γ
|d∗γ(xk)| ≤ 2C/njk
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Now, as each of the sets {s ∈ Fγ | |s| = i, rng(xk) ∩ Is 6= ∅}, i ∈ N, has at most two elements, we
have
|e∗ηtPIt(yk)| ≤
∑
s∈Fγ
(Πtu≺sw(ηu)) |e
∗
ηsPIs(xk)|
=
∑
i
∑
s∈Fγ ,|s|=i
(Πtu≺sw(ηu)) |e
∗
ηsPIs(xk)|
≤
20C
mjk
∑
i
1
mi1
=
10C
mjk
.
Condition (ii) follows from Lemma 5.2 and (i). 
Lemma 8.5. For every choice of signs (δk) there exists a node γ˜ ∈ Γ such that Qγ = Qγ˜ and
ǫ ∈ {±1} so that
|e∗γ(x
′
k)− ǫe
∗
γ˜(δkx
′
k)| ≤
6C
mjk
for any k ∈ N.
Proof. Define
D ={t ∈ T | rng(xk) ∩ rng(e
∗
tPIt) 6= ∅ for at most one k
and if t ∈ Su then rng(xi) ∩ rng(e
∗
uPIu) 6= ∅ for at least two i}.
Since for every branch b of T the set b ∩D has exactly one element we can define a subtree T ′
of T such that D is the set of terminal nodes for T ′. Notice that (T \ T ′) ∩ Fγ = ∅.
If γ ∈ D, then we pick the unique k0 with rng(e
∗
γ) ∩ rng(xk0) 6= ∅ (as I∅ = [1,max∆rank(γ)]) and
let γ˜ = γ and ǫ = δk0 . Then we have the estimate in the lemma for any k ∈ N.
Assume that γ 6∈ D. Using backward induction on T ′ we shall define a node γ˜ with a tree-
analysis (It, ǫ˜t, η˜t)t∈T and associated scalars (λ˜t)t∈T , by modifying the nodes (It, ǫt, ηt)t∈T ′ and
scalars (λt)t∈T ′ starting from elements of D such that
(T1) e∗ηt , e
∗
η˜t
have compatible tree-analyses for any t ∈ T ′,
(T2) Fη˜t = Fηt for any t ∈ T
′,
(T3) ǫ˜te
∗
η˜t
PIt(δkx
′
k) = ǫte
∗
ηtPIt(x
′
k) for any t ∈ D \ Eγ and k,
λ˜te
∗
η˜t
PIt(δkx
′
k) = λte
∗
ηtPIt(x
′
k) for any t ∈ D ∩ Eγ and k,
(T4) ǫ˜t = ǫt for any t ∈ T
′ \D.
Roughly speaking we need to modify only ǫt, t ∈ D, changing signs of some of them. These
modifications determine changes in the rest of the tree, i.e. ηu, u ∈ T
′ \D according to the rules of
producing nodes and Remark 4.10.
Step 1. Take t ∈ D.
Case 1a. t 6∈ Eγ ∪
⋃
u∈Eγ
Su. We set η˜t = ηt and ǫ˜t = δkǫt, if rng(e
∗
tPIt) intersects rng(xk) for
some (unique) k, otherwise ǫ˜t = δmǫt where m = min{i : rng e∗ηtPIt ≤ rng(xi)}.
The condition (T3) follows straitforward.
Case 1b. t ∈ Eγ ∪
⋃
u∈Eγ
Su. In this case we set η˜t = ηt and ǫ˜t = ǫt(= 1). Moreover, for t ∈ Eγ
we set λ˜t = δkλt. Such choice is possible since Net1,q is symmetric. It follows that
|λ˜t − ǫ˜t−e
∗
η
t−
(yt2i−1)| = |δkλt − δkǫt−e
∗
η
t−
(yt2i−1)| = |λt − ǫt−e
∗
η
t−
(yt2i−1)|
where (yti)i are the vectors of the suitable special sequences.
In order to verify condition (T3) we consider two subcases.
(1) if t ∈ Fγ or t ∈ Su for some u ∈ Eγ (then u ∈ Fγ), it follows that rng(e
∗
ηtPIt) ∩ rngx
′
k = ∅
for any k by the definition of x′k, thus we obtain (T3).
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(2) if t ∈ Eγ \ Fγ and rng(e
∗
ηtPIt) ∩ rngx
′
k 6= ∅ for some k, it follows that e
∗
t− ∈ D as well and
moreover rng(e∗ηt−
PIt− ) either intersects only rngxk or intersects no rngxi. In both cases
ǫ˜t− = δkǫt− and so λ˜t = δkλt and (T3) holds.
Notice that in either case conditions (T1)-(T2) and (T4) are straitforwardly satisfied.
Step 2. Now we define inductively nodes in t ∈ T ′ \D. Take t ∈ T ′ \D and assume we have
defined (ǫ˜s, η˜s, Is)s∈St satisfyng (T1)-(T4). In all cases we let ǫ˜t = ǫt, thus (T4) is satisfied. Notice
that t 6∈
⋃
u∈Eγ
Su.
Case 2a. t ∈ Eγ . In this case we set η˜t = ηt. Obviously we have (T1)-(T2).
Case 2b. t 6∈ Eγ , w(ηt) = m
−1
2j . Then using Remark 4.10 (1) we define η˜t so that
mt(e∗η˜t) =
1
m2j
∑
s∈St
ǫ˜se
∗
η˜sPIs .
By definition we have (T1)-(T2).
Case 2c. w(ηt) = m
−1
2j+1, with ηt compatible with a (Γ, j)-special sequence (x¯t, η¯t). Then using
Remark 4.10 (2) we define a special node η˜t which is compatible with the same (Γ, j)-special sequence
(x¯t, η¯t) so that
mt(e∗η˜t) =
1
m2j+1
∑
s∈St∩Eγ
(ǫ˜s−e
∗
η˜s−
PIs− + λ˜se
∗
η˜sPIs).
By definition we have (T1)-(T2).
Let γ˜ = η˜∅. Notice that by conditions (T1)-(T2) we have Qγ˜ = Qγ .
Now we proceed to show the estimate part of the lemma. Fix k ∈ N. For any non-terminal u ∈ T
let
Su,k := {s ∈ Su | rng(xk) ∩ rng(e
∗
sPIs) 6= ∅}.
Let G be the set of minimal nodes u of T ′ with u ∈ D or w(ηu) < m
−1
jk
. By T ′′ denote the subtree
of T ′ with the terminal nodes in G.
We shall prove by induction starting from G that for any u ∈ T ′′ we have
|ǫue
∗
ηuPIu(x
′
k)− ǫ˜ue
∗
η˜uPIu(δkx
′
k)| ≤
22C
mjk
.(8.2)
This will end the proof as it follows by (T4) that |ǫ∅e
∗
η∅
(x′k) − ǫ˜∅e
∗
η˜∅
(δkx
′
k)| = |e
∗
γ(x
′
k) − e
∗
γ˜(δkx
′
k)|.
Thus taking ǫ = 1 we obtain the estimate of the lemma.
Step 1. u ∈ G. If w(ηu) < m
−1
jk
then the estimate (8.2) holds true by Lemma 8.4 (ii). If u ∈ D
then the estimate (8.2) holds true by (T3).
Step 2. u ∈ T ′′ \G. In particular w(ηu) ≥ m
−1
jk
. Obviously Su ⊂ T
′′.
Case 2a. w(ηu) = m
−1
2j . We estimate, using (T3) for s ∈ Su,k ∩D
|e∗η˜uPIu(δkx
′
k)− e
∗
ηuPIu(x
′
k)| = |
∑
s∈Su
d∗
ξ˜s
+
1
m2j
∑
s∈Su,k∩D
ǫ˜se
∗
η˜sPIs +
1
m2j
∑
s∈Su,k\D
ǫ˜se
∗
η˜sPIs
 (δkx′k)
−
∑
s∈Su
d∗ξs +
1
m2j
∑
s∈Su,k∩D
ǫse
∗
ηsPIs +
1
m2j
∑
s∈Su,k\D
ǫse
∗
ηsPIs
 (x′k)|
≤ |
∑
s∈Su
d∗
ξ˜s
(δkx
′
k)|+ |
∑
s∈Su
d∗ξs(x
′
k)|+
1
m2j
∑
s∈Su,k\D
|ǫ˜se
∗
η˜sPIs(δkx
′
k)− ǫse
∗
ηsPIs(x
′
k)|
≤ . . .
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The first two sums are estimated using (8.1) and #Su ≤ n2j ≤ njk , for the third element use the
inductive hypothesis and the fact that #(Su,k \D) ≤ 2, obtaining the following
. . . ≤ 2n2j
C
n2jk
+
2
m2j
·
22C
mjk
≤
22C
mjk
.
Case 2b. w(ηu) = m
−1
2j+1. Recall that by (T3) we have ǫs−e
∗
ηs−
PIs− (x
′
k) = ǫ˜s−e
∗
η˜s−
Is−(δkx
′
k) for
any s ∈ Su ∩ Eγ with s− ∈ D and λse
∗
ηsPIs(x
′
k) = λ˜se
∗
η˜s
Is(δkx
′
k) for any s ∈ Su ∩ Eγ ∩D. Moreover
Eγ \D ⊂ Fγ thus e
∗
ηsPIs(x
′
k) = 0 = e
∗
η˜s
PIs(δkx
′
k) for any s ∈ (Su ∩ Eγ) \D. Therefore we have
|e∗η˜uPIu(δkx
′
k)− e
∗
ηuPIu(x
′
k)|
= |
∑
s∈Su
d∗
ξ˜s
+
1
m2j+1
∑
s−∈Su,k,s∈Eγ
ǫ˜s−e
∗
η˜s−
PIs +
1
m2j+1
∑
s∈Su,k∩Eγ
λ˜se
∗
η˜sPIs
 (δkx′k)
−
∑
s∈Su
d∗ξs +
1
m2j+1
∑
s−∈Su,k,s∈Eγ
ǫs−e
∗
ηs−
PIs +
1
m2j+1
∑
s∈Su,k∩Eγ
λse
∗
ηsPIs
 (x′k)|
= |
∑
s∈Su
d∗
ξ˜s
+
1
m2j+1
∑
s−∈Su,k\D,s∈Eγ
ǫ˜s−e
∗
η˜s−
PIs
 (δkx′k)
−
∑
s∈Su
d∗ξs +
1
m2j+1
∑
s−∈Su,k\D,s∈Eγ
ǫs−e
∗
ηs−
PIs
 (x′k)|
≤ |
∑
s∈Su
d∗
ξ˜s
(δkx
′
k)|+ |
∑
s∈Su
d∗ξs(x
′
k)|+
+
1
m2j+1
∑
s−∈Su,k\D,s∈Eγ
| ˜ǫs−e
∗
η˜s−
PIs− (δkx
′
k)− ǫs−e
∗
ηs−
PIs− (x
′
k)|
≤ . . .
Proceeding as in Case 2a we obtain
. . . ≤ 2n2j+1
C
n2jk
+
2
m2j+1
·
22C
mjk
≤
22C
mjk
.

Theorem 8.6. The space XKus is unconditionally saturated.
Proof. In every block subspace of XKus pick a sequence (xk)k as above with mj1 > 400C. We claim
that such a sequence is unconditional. To this end consider a finite sequence of scalars (ak) with
‖
∑
k akxk‖ = 1 and (δk) ⊂ {±1}. We want to estimate the norm of the vector
∑
k δkakxk. Take
γ ∈ Γ with e∗γ(
∑
k akxk) ≥ 3/4. Define Qγ , (yk) and (x
′
k) and consider γ˜ and ǫ provided by Lemma
8.5. Notice that as Qγ˜ = Qγ , the projection Qγ˜ defines also (yk) and (x
′
k). Estimate, applying
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Lemma 8.5 and Lemma 8.4 (1) both for γ and γ˜, as follows
|e∗γ(
∑
k
akxk)− ǫe
∗
γ˜(
∑
k
δkakxk)|
≤ |e∗γ(
∑
k
akx
′
k)− ǫe
∗
γ˜(
∑
k
δkakx
′
k)|+ |e
∗
γ(
∑
k
akyk)|+ |e
∗
γ˜(
∑
k
δkakyk)|
≤
∑
k
|ak||e
∗
γ(x
′
k)− ǫe
∗
γ˜(δkx
′
k)|+
∑
k
|ak||e
∗
γ(yk)|+
∑
k
|ak||e
∗
γ˜(δkyk)|
≤ 4 · 24C
∑
k
m−1jk ≤ 200Cm
−1
j1
≤ 1/2
where in the last line we use the fact that each |ak| is dominated by twice the basic constant of the
basis (dγ). Therefore ‖
∑
k δkakxk‖ ≥ |e
∗
γ˜(
∑
k δkakxk)| ≥ 1/4, which ends the proof. 
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