ABSTRACT. We consider the creation and propagation of singularities in the solutions of semilinear nonstrictly hyperbolic systems in one space dimension when the initial data has jump discontinuities. We show that singularities travelling along characteristics can branch at points of degeneracy of the vector fields on all other forward characteristics.
1. Introduction. In the last few years the problem of the creation and propagation of singularities for strictly hyperbolic semilinear systems has been studied in great detail (see [1, 2, 3] ), but a recent example [4] has shown that new phenomena can occur when characteristics of variable multiplicity are present.
In this paper we study the Cauchy problem for a nonstrictly hyperbolic semilinear system in one space dimension when the initial data UO is in COO except for finitely many jump discontinuities in UO or in its derivatives. We restrict ourselves to diagonal systems in which exactly two families of characteristic curves are tangent along a smooth noncharacteristic curve while all others are transversal. We also assume that the order of contact is constantly equal to p -1, p even, and the coefficients of the system are smooth.
A locally bounded solution u of our system is uniquely determined by its initial data uO, and it is natural to consider the problem of describing the strength and the location of the singularities of u. We say that u has order m across a curve if all of its first m partial derivatives are continuous across the curve, but the same is not true for m + 1. Jump discontinuities have order -1. The typical situation that we are going to study is sketched in Figure 1 .1.
We consider a characteristic C 1 carrying a singularity of order nl' and we assume that at point P there is a characteristic C 2 tangent to C 1 with an order of contact equal to p -1. We assume also that the other characteristics through Pare transversal and there are no other incoming singularities.
First of all there is a linear phenomenon: a singularity travelling along a characteristic can branch at a point of degeneracy onto the tangent characteristic, FIGURE 
1.1
and it is easy to show that, in the case of Figure 1 .1, the solution is of order n 1 + 1
Then there is a nonlinear phenomenon: the point of degeneracy of a characteristic bearing singularity is a source of new singularities travelling on all forward characteristics from that point. It is hard to determine the strength of these new singularities, as it depends not only on the strength of the incoming singularity but also on the order of contact of the tangent characteristics. Rauch and Reed conjectured in [4] that the right answer was given by the formula
We prove a better result: namely, the order of u is (n 1 + n 1 + 1 + 2)p, and we give an example to show that this is best possible (see §5).
There are substantial new difficulties to overcome. In the strictly hyperbolic case, piecewise smooth initial data give rise to a piecewise smooth solution. Rauch and Reed use this fact to reduce many proofs to studying the propagation of jumps along the singularity bearing curves. In the nonstrictly hyperbolic case this is no longer possible, even if the initial data are piecewise smooth. The solution will have unbounded derivatives near the outgoing characteristic from P. This is not merely a technical difficulty, but a basic feature of nonstrictly hyperbolic problems. (See [4, 5, 6] .) Moreover, the higher order derivatives of u will not even be Ll near these characteristics. This poses a major problem, since we wish to express derivatives of the components of u as integrals over backward characteristics. We overcome this difficulty by observing that, near each characteristic, only certain directional derivatives of certain components of u blow up. We develop a calculus for recursively proving this fact and using it to show that in the integrals over backward characteristics, the high order singularities cancel out. generality, our system can be cast in the form:
XiU(X, t) = /;(x, t, u), i = 1, ... ,n; u(x,O) = UO(x), (2.1) where Xi denotes the vector field at + Ai(X, t )a x , and AI(X, t) = a(x, t)(t -iy-l; A 2 (X, t) = O.
We may assume that i is a fixed positive number, a(x, t) ~ al > 0, and Ai' /;, and a are smooth functions. We consider u only in a trapezoidal region RT whose boundary is composed on the left by the curve tangent at each point to the characteristic vector field of maximal speed, on the right by the curve tangent at each point to the characteristic vector field of minimal speed, and above and below bythelinest = We also use the space C';(RT \ S) of Rn-valued functions on RT \ S which are m times continuously differentiable on RT \ S and all the first m partial derivatives have continuous extensions to the boundaries. In this section we prove the existence of a solution of (2.1) in an appropriate space, involving derivatives of order n l + 2, when we choose the initial data UO such
In the sequel we always assume n 2 ~ n l . The other case can be treated likewise after the change of coordinates (x, t) --+ (y, t), wherey = YI(i; x, t), that reverses the role of C 1 and C 2 • We will look for the solution of our system as a fixed point, in an appropriate space of vector functions, of the map (2.4) (., ((u) ;(x, t) = U?(Yi(O; x, t)) + f /;(u(Yi(r; x, t), r), Yi(r; x, t), r) dr.
°
In fact, if w = .,((w, then w satisfies (2.1) in the sense of distributions and takes on the correct initial data. The space of functions that we must choose has a rather complicated definition because we must allow certain derivatives of order n l + 2 to be unbounded, but integrable, near C I and C 2 for t ~ i; at the same time all the derivatives are bounded everywhere for t < i. In fact if we start with a jump of order n travelling on C I and a jump of order n2 travelling on C 2 , we expect the following picture to be true: For t < i, where the system is strictly hyperbolic, the jump discontinuities propagate along the characteristics C 1 and C 2 ; for t > i the derivatives of order n 1 + 1 still exhibit only jump discontinuities (on C 1 if n 2 > n 1 , on C 1 and C 2 if n 2 = n 1 ), but certain derivatives of order n 1 + 2 will behave like (distance from C 1 or C 2 )-1+1/p; hence, they are unbounded but integrable (see (2.5)(ii), (a), (b»; however, some derivatives of order n 1 + 2 still exhibit only jump discontinuities (see (2.5)(iii», and this feature will be basic in the smoothness results of § §3 and 4. More precisely, we define pn,.nz to be the space of vector functions u = {u i }7=1 such that (x,t)EO, = M2(U) < +00. FIGURE 
2.1
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L(a n + f3,,) = n1 + 2, The crucial step is to show that vIt takes F n l. n 2 into itself. It is relatively straightforward, using Lemma 2.1 of [2] , to show that vltu satisfies conditions (2.5)(i), (iii), (v).
We will now prove (ii)(b) for (vltuh-The proof of (ii)(a) is obtained in the same way after having "straightened out" the first vector field with the change of coordinates </>: (x, t) --+ (y, t), Y = 'Yl(i; x, t). The vector field Xl is in fact mapped in </>X l = (0,1) and X 2 in X 2 = (-(t -i)p-liX(y, t), 1). We thus obtain the same type of geometry with a reversed role for Xl and X 2 . For x =1= ° all derivatives of order n l + 2 of any u in F n l. n 2 are integrable functions along any ith characteristic, i;;:. 1 (see Lemma 2.2); to compute a;l +2U2 we can use formula (2.4), taking the derivative under the integral sign.
(2.6) a;I+2(vltu)ix, t) = a;I+2uO(x) + f a;I+2f2(u(x, r), x, r) dr
where ['] (X'Yi) denotes the jump across C; from right t_o left. Using its definition, we can easily prove the following expression for 'Yl(t; y, t):
Using these inequalities and (2.5)(ii) to estimate the derivatives of u, we get from (2.6) the following bound on 0;1 +2(vltuh(x, t) for every (x, t) in ~2 U ~3 U ~4' t> t:
Yl,-X X) (2.8)
where we have used (2.7) to expressy(x, r).
A similar proof gives the desired bound in region ~4 for t < i. 
(x.t)ER T\(C\UC2 ) 1=0
M/o is defined as in (2.5)(iii), adding the condition t ~ to' and £1 is a pOSItive constant that will be chosen shortly. We first show that.D maps a ball in F n \.n2 of radius 211uoillo into itself if to is small enough. The two basic tools are Lemma Choosing f1 and to small enough, one gets lI..,((u lito::;;;' 2l1uolllo' The proof that..,(( is a contraction follows the same lines. Of the various terms of lI..,((u -..,((wll t we show _ 0 only how to bound flM~O(",((u -..,((w), the remaining ones being similar.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use .,.; C2 { (EI + to) lIuOlltoliu -wllto
This shows the existence of a solution u E F n l. n 2 for a small time; one would like to apply this local existence theorem finitely many times to get existence in all R T • For this purpose one must prove a priori bounds on the solution u to be sure that the interval of existence does not shrink to zero. This can be accomplished, following the scheme of §2 of [2] , using estimates like (2.8) and (2.11). The proof is trivial and will be omitted.
3. Smoothness of the solution. In the previous section we have shown that if the initial data satisfy conditions (2.3), then the system we are considering has a classical solution in RT \ (C 1 U C 2 ) even if n 1 = -1, the case corresponding to a jump discontinuity in u~. However, certain derivatives of order n 1 + 2 of u blow up near C 1 and C 2 • When one tries to take more derivatives of u using formula (2.4), one soon finds that the functions involved are no longer integrable unless one makes a very careful choice of the differential operators appearing under the integral sign. More precisely, we are going to show that derivatives like X/u J are bounded near C i , away from (0, i), for i, j = 1, ... , nand '\;j k. This will permit us to find an explicit representation of the derivatives of any order of u in RT \ (U7_1CJ again using the map .A, provided that only the differential operator Xi appears in the portion of integral crossing C i • This allows us to set up a bootstrap argument to prove that the solution u is actually in COO(RT \ (U7_ 1 CJ).
We postpone the proof of the case k = 1, and we start assuming (3.1) to be true for k. Using the system we get that derivatives like 
Moreover, we have that
clearly satisfies, by the inductive hypothesis at step k, the desired properties near Figure 3 .1.
We assume that the derivatives of order k + 1 of u j exist below C;, and we prove they also exist in the open region 0 between C;2 and C;. C;l is there only to pick an initial value for u J . We can also assume that no other characteristic C r lies between C;, C;l' C;2 The argument we present works everywhere in RT if } ~ 3. If} = 1,2, owing to the tangency of the vector fields Xl and X 2 , we can use it only outside a region B containing the line t = i, but no C r , as in Figure 3 .
The proof that
U; E C OO ( B) for i = 1,2 is trivial and will be sketched at the end of this section.
To show that u J is in Ck+I(O), we need only prove the existence and continuity across C; of X/+IDnl+IU J , as we already know the existence of the derivatives of order n l + 1 + k + 1 containing at least one differentiation along the direction X J License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
(in the open region that we are considering, Xi and X J cannot be parallel). We can also assume nnl +1 = 0;1 +1, as we can write any direction as aO q + bX b and the terms containing X J are continuous by the previous argument. The following formula for the change of order of differentiation holds:
where cg = 1, c:+ 1 = c: + (:), 0 < S ~ k, cz~i = 1. Using the previous formula and recalling that in the (q, I)-plane X J is parallel to aI, we have 
The only term on the r.h.s. of (3.5) that must be shown to be well defined is the derivative of the integral, as the other ones involve only derivatives of order at most We break up the path of integration in several parts according to the scheme in Figure 3 .3 (we have supposed that C r is steeper than C;, but the same argument works for the other case): 
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One can repeat the same argument in the region above C h and then for the other components of u.
x/,+la;l +l Uj computed as above seems to have a jump discontinuity across C i . This depends only on the technique we had to use in order to avoid the creation of certain derivatives of order n 1 + 1 + k + 1 inside the integrals. But once we know that X/,+la;l+lU r exists continuously up to C i for r = 1, ... ,n, we can repeat our argument, taking, inside the integrals, derivatives along the ith direction on all the functions. This eliminates the jump across C i . The previous argument does not work for u i ' i = 1,2, in region B of Figure 3 .3. We fix e > 0 and define 4. Smoothness across ~,j ~ 3. We can now consider the regularity of the solution u of our system across the characteristics C j , j ~ 3. If the system were linear the solution would be smooth across them; in the semilinear case we prove instead that u is at least of order (n1 + n 1 + 1 + 2)p on C j for j ~ 3. The counterexample in the last section shows that this is the best possible result in the general case. The proof is quite long, and we subdivide it into various steps.
Step
We prove Step 1 by induction. We know already from §2 that U j E C nl + 1( R T ) if 
X 1 (a t X 1 )(S-1)/2
if s is odd. We can then follow the scheme of §3 step by step: using (4.2) we can write a formula similar to (3.4) for Ln,+I+k Uj . To compute Ln,+l+k+I Uj we can use the procedure of Lemma 3.1. Namely, inside the various integrals corresponding to the various terms of the sum in the r.h.s. of (4.2), we create (with a change of variable similar to the one used before) a differential operator according to the following rule:
Xi in front of Ln,+l+k u" i;;. 3, i =f. i, at (or Xl according to the parity of n I + 1 + k) in front of the remaining ones.
The terms, analogous to the ones in (3.10), coming from the segment near C I (or C 2 ) and (x, t) either vanish or are continuous, as all the terms of the integrand are in
There is one exception: the case k = n l ; then a term like a;,+I U2 appears in the integrand, but the next derivative is at' so that in computing the derivative there is no jump term across C 2 (as at is parallel to C 2 ), and the jump across C I is zero since a;, + IU2 E C *( RT \ C 2 ). We omit the details referring to §3.
Once we know that (atXI)n, +I Uj E C(R T ) Vi;;. 3, we can write a formula for (at XI) "1 + I U j that is the true achievement of Step 1. Using (4.2) for k = n I + 1 we License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use have ( 
4.4) (atX1rl+1Uj(X, t) = eMj(X't)(I (UO('Y~l(O' x t)))
2(nl + 1) } " [ -M ( nl + 1 ) 1 + j~1 eA. J L (t -i) /(
i).
We will explain how to deal with the case n 1 = -1 later on.
In computing higher order derivatives of u j using (4.7), we create inside the integral derivatives like X:a;1 + 1ur , i, r = 1,2, whose behavior we must now investigate. We set up an inductive argument that will show, at the same time, the bounds on such derivatives and the continuity across 0, j ~ 3, of the derivatives of u up to the order (n1 + n 1 + 1 + 2)p. For this purpose we must study in great detail the behavior of certain derivatives of the solution near the "bad" characteristics C 1 and
C2 •
We assume the following inductive hypothesis for 
where Yp2l(X) is the upper branch of the inverse function of the integral curve through (0, t) of the vector field (-/32Al' 1) for /32 E (0,1).
(n, +1)-I)/p+(n, +2)(I-I/p»),
and sup latk-2(nl+l)L2(nl+l)u/x, t)1 (x.1) E nf2 u n~2
,.; M4(1 +(y(x, t)f(k-2(n1+ll-l)/p+(n1+2)(I-I/P »).
Step 2. Proofs of the bounds on xt-sa~Uj' i, } = 1,2. We suppose the inductive hypothesis (4.6) true for k. We explicitly show the bound for xt-sa~Ui' as atk-sa~Ui can be treated likewise after the usual change of coordinates that exchanges the role of at and Xi' y(x, I) = x -G(y(x, I), 1)(1 -i)P ~ c 1 {x -(lp.(X) -iyG(y(x, I), I )) = c 1 x [1 - .8fG(y, 1)( G(y( x, Y1~l(x; 0, t) ), Y1-,l(x; 0, i)) f1] ~ c2x if .8 1 E (0,1) is small enough and t ~ i.
The case k = n 1 + 2 follows immediately from (2.5)(ii) and (4.7), (4, 8) . Let us suppose now that hypothesis (4.6) is true for k. Then We can now go on to the estimate for Xtla~2U;, i = 1,2, and n 1 + 1 ~ SI + S2 ~ k + 1. If i = 1 and SI ~ 1, we can change the order of the derivatives and use the system and the inductive hypothesis to get the desired result. We focus on the case
Xtla~2u2'
We start with the region Of I, where we already know the bound on a;+lu;, i = 1,2. We can express Xtla~2U2 in terms of a~1 +s2U2 and XlO!u}, a + f3 < SI + S2: where l(m, n) is given by (4.3). (The formula is easily proven by induction.) To get the desired estimates it is sufficient to plug in equality (4.17), the bound on a~1 +s2U2' and the inductive hypothesis (4.6). For example, consider the last term in (4.17) (that is actually the most singular one). Using the bounds on a~1 +S2U 2 we get
We are now going to find a similar bound in the region nfl = {(x, I): x > 0, I,8Jx) ~ I ~ Yil(X)} (see Figure 4 .1). In this region we have, in the inductive hypothesis, the restriction S2 ~ n + 1. The basic fact is that in this region the following relation between x and I holds: (4.18)
The technique is always the same, and we refer to §3 for further details. We already know from Theorem 3.1 that for S2 ~ n + 1 the function X{la~2u2 is continuous in nfl. Using (3.3) and (3.4) with i = l,j = 2, and taking (x, 11) as initial point, where 11 is a fixed number such that 1, 8 
where we have the following expressions for M2 and F 2 ,s,-2: 
Cr,q(X{,-2-r-qa2YIAll)(Xf(Xl
wh'ere F a ,,8 are smooth functions of their arguments.
With the usual technique we compute X{'a~2U2 starting from (4.19):
.
We know how to bound all the derivatives appearing on the r.h.s, of (4.21). In fact, after having applied the system, the only derivative of order k + 1 present in the formula is
for which we can first change the order of the derivatives and then apply the estimates valid in region n~'. The most singular term in (4.21) is
We show how to deal with it. The remaining terms can be treated likewise and turn out to be much easier. Recalling (4.18) (still valid if {31 is replaced by 8) and (4.20)(ii), we have the following bound for the integrand: 
r-t)P-(r-t)
This completes the proof of Step 2.
Step 3. Continuity of Xrk+I (OtXIY' +IU i , r = 1,2, i = 1, . .. ,n, across Cj,j ~ 3, for
First of all we reduce the problem to proving the continuity of Xrk+I(OtXI)n, +IU j across S' j ~ 3. In fact, if we assume that our inductive hypotheses are true for k, and we consider U i near S for i =1= j, we have that XiXt<OtXI)n, +IU i and J0Xlk(OtXI)n, + lUi are continuous together with J0Xt<OtXIY' + IUj (the first using the system, the latter using a technique like the one in §3). The only other derivative we need to examine in order to show that the solution is either Xk+l(':lx)n,+lu. or ok+l(ox)n,+lu. J.~ 3 We choose the first or the
second according to the sign of A j" We fix the index j from now on. Let us assume for definiteness that A j is positive; we then choose to show the continuity of 
where .", (J), ~j are smooth functions bounded away from zero in RT" C I is mapped onto y iYj; 0, i) and C 2 onto y_(Yj; 0, i), symmetric curves with respect to the Yj axis. We can now start to compute higher order derivatives using ( 4.4). We apply the following rules: (4.24) (a) On the term containing (t -1)2(n, +l)(p-l)a;l +lu1a;1 +lU2 we take the right kind of derivative near each C;, i = 1,2, so that the integral makes sense. 1)'(n,+1+s.2(n1 +1) )a s u a n, + 1 u s:!( n we
take a at derivative. This also gives a term at (w, y).
(c) The term Rl in (4.4) is the sum of n -3 terms like h;(a t X 1 )n, +lU;; in front of each of them we create the operator X;; this also gives n -3 terms at (w, y).
(d) In front of the remaining terms we take an Xl derivative.
(e) Since M j = f:'oh(u, q, y) dq, we compute its derivatives by first creating inside the integral the operator L and then mimicking the procedure described in (a)-(d where 
The expressions of Aj are rather complicated, and before we can give them we need some notation.
Let ai, pi be 2n multi-indices. Then we define (4.29) (i) H~,p(u) = fl(xf~a;~Ul)(xf;a;;U2)fl(Xf~La~Ui)' 
Li(la'I+I19'I+I>iD<;;s~(n, +1)~v maxi;>3.,(a~,a~/2)<;;n, +1;a;<;;nl;1/~,19:<;;s~2(nl +1) ' (X{q, y), t{q, y» dq; .h~'1/,eJ,p(U{X, t)H~,pW1/' (())(X, t), where the functions h depend smoothly on u, x(q, y/x, t)), t(q, y/x, t)), w(x, t),
andYj(x, t).
The recursive definition (4.32) is consistent for n 1 ;?; 0, since it contains only A; and B; on the right side with k ::s:;; s -2(nl + 1).
We can now give the expressions for Ai, which are almost identical to the corresponding ones for BI, except for Ai,p' To understand how these complicated expressions arise, we refer to (4.25 In the region w < 0, wherey(x, t) ~ c 4 y) estimates (4.6)(i), (ii) both apply. Hence, using the inductive hypothesis it is easy to recognize that the most singular term can be bounded as follows: (x, t) tends to 0 thenYj -+ i and so does t(O, y/x, t». Hence, the left side of (4.36) goes to zero for k ~ 2(nl + l)(p -1) + P unless r = v = 0, s = k -1, k = 2(nl + 1)( P -1) + p. In that case one has to prove the continuity of (a;l +lu 1 a;1 +lU2)(0, y) across (0, i). Here the parity of p plays a role. In fact, since p is even, the two characteristics C 1 and C 2 do not cross, and (a;l + lu 1 a;1 +lU2)(0, y) is continuous across (0, i) even if n 1 = n 2 , so both derivatives have jumps. 
Now if

