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Linear response and moderate deviations:
hierarchical approach. IV
Boris Tsirelson
Abstract
The Moderate Deviations Principle (MDP) is well-understood for
sums of independent random variables, worse understood for station-
ary random sequences, and scantily understood for random fields.
Here it is established for splittable random fields integrated against
test functions.
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1 Definition, and main result formulated
The definition of a splittable random field, used in [2] and [3], is geared toward
integrals
∫
B
Xt dt of the random field (Xt)t∈Rd over boxes B ⊂ Rd rather than
more general integrals
∫
ϕ(t)Xt dt with a test function ϕ : R
d → R. In order
to examine integrals with test functions, here we introduce a new definition
of a splittable random field.
We still do not need random variables Xt; instead, by a random field
on Rd we mean a random locally finite signed Borel measure (LFSBM) on
R
d, denoted (if only for convenience) by B 7→ ∫
B
Xt dt where B runs over
1
bounded Borel measurable subsets of Rd. The set of all such measures (LFS-
BMs) is a standard measurable space; its σ-field is generated by the functions
µ 7→ ∫ f dµ where f runs over all compactly supported continuous functions
R
d → R (or, equivalently, all bounded Borel functions with bounded support;
or only indicator functions of boxes). Accordingly, a random LFSBM is a
measurable map from a given probability space to the space of LFSBMs; for
convenience we say “random field” instead of “random LFSBM”.1 Sometimes
we specify d or/and Ω, saying “random field on Rd”, or “random field on Rd
and Ω”, or “random field on Ω”. The notions “independent” and “identically
distributed” for such random fields are interpreted naturally. Note that in-
dependence makes sense only for random fields on the same Ω. In contrast,
identically distributed random fields may live on different Ω (but the same
R
d).
1.1 Definition. A split of a random field X (on Rd and Ω) is a triple of ran-
dom fields X0, X−, X+ (all the three on Rd and the same Ω˜ possibly different
from Ω) such that the two random fields X−, X+ are (mutually) independent
and the four random fields X,X0, X−, X+ are identically distributed.
Informally, a split is useful when its leak, defined below, is small.2
1.2 Definition. (a) Let X be a random field on Rd and Ω, and (X0, X−, X+)
a split of X on Ω˜. The leak of this split is the random field Y on Rd and Ω˜
such that3,4,5
Yt1,...,td =
{
X−t1,...,td −X0t1,...,td when t1 < 0,
X+t1,...,td −X0t1,...,td when t1 ≥ 0;
that is,
∫
A
Yt dt =
∫
A
(X−t − X0t ) dt for every bounded Borel measurable set
A ⊂ (−∞, 0)×Rd−1, and ∫
A
Yt dt =
∫
A
(X+t −X0t ) dt for every bounded Borel
measurable set A ⊂ [0,∞)× Rd−1.
(b) Let X be a random field on Rd and Ω. A random field Y on Rd and
Ω1 is a leak for X , if there exists a split of X on some Ω˜ such that the leak
of this split is distributed like Y .6
1Thus, the centered Poisson point process is still an example, but the white noise is
not. (Both are mentioned in [1, page 2] for d = 1.)
2The same is written in [2, p. 2]; see Sect. 5 below (in particular, Prop. 5.2 and Lemma
5.3) for relations between the notions “split” and “leak” here and in [2].
3It is convenient to formulate relations in terms of (generally nonexistent) random
variables Xt when it is immediate to rewrite these relations in terms of LFSBMs.
4Typically, Yt1,...,td decays for large |t1|.
5In [2, p. 2] the leak is taken along a coordinate hyperplane {(t1, . . . , td) : tk = r};
in contrast, here we restrict ourselves to k = 1 and r = 0, which simplifies Def. 1.2 but
complicates Def. 1.3(c).
6That is, Y and this leak are identically distributed.
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Ultimately we are interested in stationary (that is, shift-invariant in dis-
tribution) random fields, but for now we waive stationary, getting in exchange
a useful property, see Item 1 in the numbered list below.
The variation of a LFSBM is a locally finite Borel measure (positive, not
signed). Thus, the variance of a random field is a random locally finite Borel
measure; we denote it B 7→ ∫
B
|Xt| dt.
We’ll define the notion “splittable random field” satisfying the following.
1. If (Xt)t∈Rd is splittable and ϕ : Rd → R is bounded Borel measurable,
then (ϕ(t)Xt)t∈Rd is splittable.1
2. If (Xt1,...,td)t1,...,td∈R is splittable and (k1, . . . , kd) is a permutation of
(1, . . . , d), then (Xtk1 ,...,tkd )t1,...,td∈R is splittable (“permutation invari-
ance”).2
3. If (Xt)t∈Rd is splittable and s ∈ Rd, then (Xt+s)t∈Rd is splittable (“shift
invariance”).3
4. If (Xt)t∈Rd is splittable and A ⊂ Rd bounded Borel measurable, then
E exp ε
∫
A
|Xt| dt <∞ for some ε > 0,4 and E
∫
A
Xt dt = 0.
5
5. If (Xt)t∈Rd is splittable and compactly supported (that is,∫
Rd\B |Xt| dt = 0 a.s. for some bounded Borel measurable B), then
there exists a splittable (Ys)s∈Rd−1 such that
(∫∞
−∞Xr,s dr
)
s∈Rd−1 is
distributed like the sum of (Ys)s∈Rd−1 and two mutually independent
random fields, one distributed like
(∫ 0
−∞Xr,s dr
)
s∈Rd−1 , the other dis-
tributed like
(∫∞
0
Xr,s dr
)
s∈Rd−1 .6
6. In the case d = 1 the previous item means existence of a random
variable Y such that
∫∞
−∞Xr dr is distributed like the sum of Y and two
mutually independent random variables, one distributed like
∫ 0
−∞Xr dr,
the other distributed like
∫∞
0
Xr dr, and E exp ε|Y | < ∞ for some
ε > 0.
1.3 Definition. Let d ∈ {1, 2, . . . } and k ∈ {1, . . . , d}. A random field
(Xt)t∈Rd is (1, k)-splittable, if
1See Corollary 2.3.
2See Corollary 2.9.
3See Corollary 2.10.
4Follows from Def. 1.3(a), since E exp ε
∫
A∪B
|Xt| dt ≤
E
(
exp ε
∫
A |Xt| dt
)(
exp ε
∫
B |Xt| dt
) ≤ (E exp 2ε ∫A |Xt| dt)1/2(E exp 2ε ∫B |Xt| dt)1/2.
5See Def. 1.3(b).
6See Prop. 2.19.
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(a) for every s ∈ Rk,1
E exp
∫
([0,1)k+s)×Rd−k
|Xt| dt ≤ 2 ;
(b) EXt = 0 for all t ∈ Rd; that is, for every bounded Borel measurable
set A ⊂ Rd,
E
∫
A
Xt dt = 0
(this expectation is well-defined, since (a) implies E
∫
A
|Xt| dt <∞);
(c) for every i ∈ {1, . . . , k} and every r ∈ R the random field X˜ defined
by
X˜t1,...,td = Xt2,...,ti,t1+r,ti+1,...,td
has a leak Y˜ such that the random field Y defined by2
Yt1,...,td = Y˜tk,t1,...,tk−1,tk+1,...,td
is (1, k−1)-splittable, provided that k > 1; otherwise, if k = 1, Y is required
to satisfy
E exp
∫
Rd
|Yt| dt ≤ 2 .
1.4 Definition. (a) Let C ∈ (0,∞). A random field X = (Xt)t∈Rd is
(C, k)-splittable, if the random field 1
C
X =
(
1
C
Xt
)
t∈Rd is (1, k)-splittable.
(b) In the case k = d we say that X is C-splittable.
(c) If X is C-splittable for some C ∈ (0,∞), then we say that X is
splittable.
1.5 Theorem (“linear response”). For every splittable stationary random
field X on Rd there exists a number (evidently unique) σX ∈ [0,∞) such
that for every continuous compactly supported function ϕ : Rd → R holds
lim
r→∞,λ→0
λ logd r→0
1
rdλ2
logE exp λ
∫
Rd
ϕ
(1
r
t
)
Xt dt =
1
2
‖ϕ‖2σ2X
where ‖ϕ‖2 = ∫
Rd
ϕ2(t) dt.
1Of course, [0, 1)k + s stands for the unit cube shifted by s. Typically, Xt1,...,td decays
for large t2k+1 + · · ·+ t2d.
2A leak Y˜ for X˜ (along {(t1, . . . , td) : t1 = 0}) could be thought of as a leak for X
along {(t1, . . . , td) : ti = r} (recall the last footnote to Def. 1.2) taken at (t2, . . . , ti, t1 +
r, ti+1, . . . , td). Note that Y˜(t1,...,td) switches at t1 = 0; accordingly, Y switches at tk = 0.
Typically, Y(t1,...,td) decays for large t
2
k + · · ·+ t2d.
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1.6 Corollary (moderate deviations). For X and ϕ as above, if ‖ϕ‖σX 6= 0,
then
lim
r→∞,c→∞
(c logd r)2/rd→0
1
c2
logP
( ∫
Rd
ϕ
(1
r
t
)
Xt dt ≥ c‖ϕ‖σXrd/2
)
= −1
2
.
1.7 Corollary. For X and ϕ as above, if ‖ϕ‖σX 6= 0, then the distribution
of r−d/2
∫
Rd
ϕ
(
1
r
t
)
Xt dt converges (as r → ∞) to the normal distribution
N(0, ‖ϕ‖2σ2X).
2 Basic observations
Notions of (1, k)-splittability and (C, k)-splittability are used in this section
only (for induction in k). Further, in Sections 3–5, we use only splittabil-
ity and C-splittability, and need only corollaries (rather than lemmas and
propositions) from this section.
2.1 Proposition. If (Xt)t∈Rd is (1, k)-splittable and ϕ : Rd → [−1, 1] is
Borel measurable, then (ϕ(t)Xt)t∈Rd is (1, k)-splittable.
2.2 Lemma. Let ϕ : Rd → R be a locally bounded Borel measurable func-
tion.
(a) If (X0, X−, X+) is a split of a random field X , then (ϕX0, ϕX−, ϕX+)
is a split of the random field ϕX = (ϕ(t)Xt)t∈Rd.
(b) If Y is the leak of the split (X0, X−, X+), then ϕY is the leak of the
split (ϕX0, ϕX−, ϕX+).
(c) If Y is a leak for X , then ϕY is a leak for ϕX .
Proof. (a): just from Def. 1.1; (b): just from (a) and Def. 1.2(a); (c): just
from (b) and Def. 1.2(b).
Proof of Prop. 2.1. Induction in k = 1, . . . , d. We inspect Def. 1.3(a,b,c).
(a) Just |ϕ(t)Xt| ≤ |Xt|.
(b) First, for an indicator function ϕ(t) = 1lB(t) just
∫
A
ϕ(t)Xt dt =∫
A∩B Xt dt. Second, take linear combinations of such ϕ. Third, take limits
of such combinations.
(c) In the notation of Def. 1.3(c) we have ϕ˜X = ϕ˜X˜ , ϕ˜ : Rd → [−1, 1]; by
Lemma 2.2(c), ϕ˜X˜ has a leak ϕ˜Y˜ ; instead of Y we get ψY , ψ : Rd → [−1, 1];
and ψY is (1, k − 1)-splittable by the induction hypothesis, provided that
k > 1; otherwise, for k = 1, just |ψ(t)Yt| ≤ |Yt|.
2.3 Corollary. If (Xt)t∈Rd is C1-splittable and ϕ : Rd → [−C2, C2] Borel
measurable, then (ϕ(t)Xt)t∈Rd is C1C2-splittable.
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Proof. 1
C1
X is (1, d)-splittable; by Prop. 2.1, 1
C2
ϕ 1
C1
X is (1, d)-splittable.
2.4 Proposition. If (Xt1,...,td)t1,...,td∈R is (1, k)-splittable, (ℓ1, . . . , ℓk) is a per-
mutation of (1, . . . , k), and s ∈ Rd, then
(Xtℓ1+s1,...,tℓk+sk,tk+1+sk+1,...,td+sd)t1,...,td∈R
is (1, k)-splittable.
Given a random field X on Rd and a homeomorphism α : Rd → Rd
that preserves Lebesgue measure, we introduce the random field X ◦ α by
∀t ∈ Rd (X ◦α)t = Xα(t); that is,
∫
B
(X ◦α)t dt =
∫
α(B)
Xt dt for all bounded
Borel measurable B ⊂ Rd.
We need only coordinate permutations and shifts; that is, homeomor-
phisms α of the form α(p, s) : (t1, . . . , td) 7→ (tp(1) + s1, . . . , tp(d) + sd) where
p : {1, . . . , d} → {1, . . . , d} is a permutation, and s ∈ Rd. These α(p, s)
are a group of transformations. We denote by Sk (for k ∈ {1, . . . , d}) the
subgroup of all permutations p such that p(k+ 1) = k+ 1, . . . , p(d) = d. We
reformulate Prop. 2.4 accordingly:
(2.5) if X is (1, k)-splittable, then X ◦ α(p, s) is (1, k)-splittable
whenever p ∈ Sk and s ∈ Rd .
2.6 Lemma. If Y is a leak for X , then Y ◦ α(p, s) is a leak for X ◦ α(p, s)
whenever p(1) = 1 and s1 = 0.
Proof. Having a split (X0, X−, X+) of X such that1
Yt1,...,td =
{
X−t1,...,td −X0t1,...,td when t1 < 0,
X+t1,...,td −X0t1,...,td when t1 ≥ 0
and denoting α = α(p, s), we observe that (X0 ◦ α,X−◦ α,X+◦ α) is a split
of X ◦ α, and
(Y ◦ α)t1,...,td =
{
(X−◦ α)t1,...,td − (X0 ◦ α)t1,...,td when t1 < 0,
(X+◦ α)t1,...,td − (X0 ◦ α)t1,...,td when t1 ≥ 0.
Proof of Prop. 2.4. Induction in k = 1, . . . , d. We inspect Def. 1.3(a,b,c).
(a)
∫
([0,1)k+r)×Rd−k |Xα(p,s)(t)| dt =
∫
([0,1)k+r′)×Rd−k |Xt| dt where
r′ = (rp(1) + s1, . . . , rp(k) + sk).
1Or rather, Y is distributed like this.
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(b)
∫
A
Xα(p,s)(t) dt =
∫
B
Xt dt where B = α(p, s)(A).
(c) We introduce transformations βi,r and γk by
βi,r : (t1, . . . , td) 7→ (t2, . . . , ti, t1 + r, ti+1, . . . , td),
γk : (t1, . . . , td) 7→ (tk, t1, . . . , tk−1, tk+1, . . . , td);
or, more formally, in terms of coordinate functions f1, . . . , fd : R
d → R,
fi : (t1, . . . , td) 7→ ti, we have f1 ◦ γk = fk, fj ◦ γk = fj−1 for j such that
2 ≤ j ≤ k (if any), etc. We observe in 1.3(c) that X˜ = X◦βi,r and Y = Y˜ ◦γk.
We have to check 1.3(c) for X ◦ α(p, s). Given i ∈ {1, . . . , k} and r ∈ R, we
note that
(2.7) fi ◦ βi,r = f1 + r ;
taking i′ = p−1(i) we get
fi′ ◦ α(p, s) ◦ βi,r = fp(i′) ◦ βi,r + si′ = fi ◦ βi,r + si′ = f1 + r + si′ .
We take r′ = r + si′ and get
fi′ ◦ βi′,r′ = f1 + r′ = f1 + r + si′ .
By (2.7), f1 ◦ β−1i,r = fi − r (since fi = fi ◦ βi,r ◦ β−1i,r = f1 ◦ β−1i,r + r), and
similarly f1 ◦ β−1i′,r′ = fi′ − r′. We introduce δ = β−1i′,r′ ◦ α(p, s) ◦ βi,r and get
(2.8) f1 ◦ δ = f1
(since f1 ◦ δ = fi′ ◦ α(p, s) ◦ βi,r − r′ = f1), which shows that δ satisfies the
condition of Lemma 2.6.
Lemma 2.6 applied to δ and the leak Y˜ for X˜ = X ◦ βi′,r′ provides a leak
Y˜ ◦ δ for X˜ ◦ δ = X ◦ βi′,r′ ◦ δ = X ◦ α(p, s) ◦ βi,r.
Case k = 1. The permutation p is necessarily trivial; α(p, s) is the
shift by s; r′ = r + s1; δ is the shift by (0, s2, . . . , sd); Y = Y˜ ; and finally∫
Rd
|(Y ◦ δ)t| dt =
∫
Rd
|Yt| dt.
Case k > 1. We know that Y˜ ◦ γk is (1, k − 1)-splittable. We have
f1 ◦ γk = fk, thus
fk ◦ γ−1k = f1
(since f1 = f1 ◦ γk ◦ γ−1k = fk ◦ γ−1k ). We introduce ε = γ−1k ◦ δ ◦ γk and note
that
fk ◦ ε = fk
(since fk ◦ ε = fk ◦ γ−1k ◦ δ ◦ γk = f1 ◦ δ ◦ γk = f1 ◦ γk = fk); taking into
account that fm ◦ ε = fm for all m ∈ {k+1, . . . , d} (since this relation holds
for α(p, s), γk, βi,r and βi′,r′) we conclude that ε is of the form α(p
′, s′) with
p′ ∈ Sk−1. By the induction hypothesis, (1, k − 1)-splittability of Y˜ ◦ γk
implies (1, k − 1)-splittability of Y˜ ◦ γk ◦ ε = Y˜ ◦ δ ◦ γk, as required.
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2.9 Corollary. If (Xt1,...,td)t1,...,td∈R is C-splittable and (ℓ1, . . . , ℓd) is a per-
mutation of (1, . . . , d), then (Xtℓ1 ,...,tℓd )t1,...,td∈R is C-splittable.
Proof.
(
1
C
Xt1,...,td
)
t1,...,td∈R is (1, d)-splittable; by Prop. 2.4,
(
1
C
Xtℓ1 ,...,tℓd
)
t1,...,td∈R
is (1, d)-splittable.
2.10 Corollary. If (Xt)t∈Rd is C-splittable and s ∈ Rd, then (Xt+s)t∈Rd is
C-splittable.
Proof. 1
C
X is (1, d)-splittable; by Prop. 2.4, its shift is (1, d)-splittable.
2.11 Remark. If (Xt)t∈Rd is splittable, then (Xct)t∈Rd is splittable when-
ever c ∈ (0,∞). This is not evident because of the unit cube used in
Def. 1.3(a); but see Prop. 4.7. Moreover, (Xc1t1,...,cdtd)t1,...,td∈R is splittable
whenever c1, . . . , cd ∈ (0,∞). However, these facts will not be used here.
Let d1, d2 ∈ {1, 2, . . . }, d = d1 + d2, and B ⊂ Rd2 be a Borel measurable
set. Let X be a random field on Rd such that for every bounded Borel
measurable set A ⊂ Rd1 holds ∫
A×B |Xt| dt < ∞ a.s. We introduce the
random field X(B) on Rd1 by
X(B)s =
∫
B
Xs,t dt for s ∈ Rd1 ,
that is, ∫
A
X(B)s ds =
∫
A×B
Xt dt for bounded Borel A ⊂ Rd1 .
2.12 Lemma. (a) If (X0, X−, X+) is a split ofX , then
(
(X0)(B), (X−)(B), (X+)(B)
)
is a split of X(B).
(b) If Y is a leak for X , then Y (B) is a leak for X(B).
Proof. (a) Immediate from Def. 1.1.
(b) Immediate from (a) and Def. 1.2.
Let X be a (1, k)-splittable random field on Rd, and k < d, and ℓ ∈
{1, . . . , d − k}. We treat Rd as Rd−ℓ × Rℓ, consider X(B) for B = Rℓ and
denote it X(R
ℓ) or just X(ℓ); this random field on Rd−ℓ is well-defined, since
for bounded Borel A ⊂ Rd−ℓ the relation “∫
A×Rd−ℓ |Xt| dt < ∞ a.s.” follows
easily from Def. 1.3(a).
By Lemma 2.12(b), for each ℓ ∈ {1, . . . , d− k},
(2.13) if Y is a leak for X , then Y (ℓ) is a leak for X(ℓ) .
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2.14 Lemma. If X is (1, k)-splittable and 1 ≤ ℓ ≤ d − k, then X(ℓ) is a
(1, k)-splittable random field on Rd−ℓ.
Proof. Induction in k = 1, . . . , d− ℓ. We inspect Def. 1.3(a,b,c).
(a)
∫
([0,1)k+s)×Rd−ℓ−k |X
(ℓ)
t | dt =
∫
([0,1)k+s)×Rd−ℓ−k dt
∣∣ ∫
Rℓ
Xt,r dr
∣∣ ≤∫
([0,1)k+s)×Rd−k |Xt| dt, thus E exp(. . . ) ≤ 2.
(b) EX
(ℓ)
s = E
∫
Rℓ
Xs,r dr =
∫
Rℓ
EXs,r dr = 0.
(c) Let i ∈ {1, . . . , k} and r ∈ R; we consider the random field X˜(ℓ):
X˜(ℓ)t1,...,td−ℓ = X
(ℓ)
t2,...,ti,t1+r,ti+1,...,td−ℓ
=
∫
Rℓ
Xt2,...,ti,t1+r,ti+1,...,tddtd−ℓ+1 . . . dtd =∫
Rℓ
X˜t1,...,td dtd−ℓ+1 . . .dtd = X˜
(ℓ)
t1,...,td−ℓ
; that is, X˜(ℓ) = X˜(ℓ). We have a
leak Y˜ of X˜ ; by (2.13), Y˜ (ℓ) is a leak of X˜(ℓ). Now, (1, k − 1)-split-
tability of Y implies (1, k − 1)-splittability of Y (ℓ) by the induction hy-
pothesis, provided that k > 1; and Y
(ℓ)
t1,...,td−ℓ
=
∫
Rℓ
Yt1,...,td dtd−ℓ+1 . . .dtd =∫
Rℓ
Y˜tk,t1,...,tk−1,tk+1,...,td dtd−ℓ+1 . . .dtd = Y˜
(ℓ)
tk ,t1,...,tk−1,tk+1,...,td−ℓ
, as required. Oth-
erwise, if k = 1, we have
∫
Rd−ℓ
|Y (ℓ)t | dt =
∫
Rd−ℓ
dt
∣∣ ∫
Rℓ
Yt,r dr
∣∣ ≤ ∫
Rd
|Yt| dt,
thus E exp(·) ≤ 2.
2.15 Corollary. If X is (C, k)-splittable on Rd and k < d, then X(d−k) is
C-splittable on Rk.
Proof. Lemma 2.14 for ℓ = d − k gives (1, k)-splittability of 1
C
X(d−k) on
R
k.
This fact generalizes readily, as follows.
2.16 Corollary. Let X be (C, k)-splittable on Rd, k < d, and B ⊂ Rd−k a
Borel measurable set. Then X(B) is C-splittable on Rk.
Proof. 1 X · 1lRk×B is (C, k)-splittable on Rd by Prop. 2.1, and X(B) = (X ·
1lRk×B)(d−k).
2.17 Lemma. 2 Let X be C-splittable on Rd. Then X has a leak Y such
that the random field Z on Rd−1 defined by Zt1,...,td−1 =
∫
R
Ys,t1,...,td−1 ds is
C-splittable (on Rd−1).
Proof. WLOG, C = 1 (otherwise divide X, Y, Z by C). Def. 1.3(c) for
k = d, i = 1 and r = 0 gives a leak Y˜ for X˜ = X such that the ran-
dom field Y defined by Yt1,...,td = Y˜td,t1,...,td−1 is (1, d− 1)-splittable. We have
Zt1,...,td−1 =
∫
R
Y˜s,t1,...,td−1 ds =
∫
R
Yt1,...,td−1,s ds, that is, Z = Y
(1). We apply
to Y Corollary 2.15 with k = d− 1 (and C = 1).
11lA stands for the indicator function of a set A; it equals 1 within A and 0 outside A.
2To be used in Sect. 5.
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2.18 Remark. Once again, the same holds for Z defined by Zt1,...,td−1 =∫
B
Ys,t1,...,td−1 ds whenever B ⊂ R is a Borel measurable set. (Just use Corol-
lary 2.16 rather than 2.15; now Z = Y (B).)
2.19 Proposition. Let X be a C-splittable random field on Rd, d > 1,
B ⊂ Rd−1 a box, and r > 0. Then there exist random variables U, V,W, Z
(on some probability space) and a C-splittable random field Y on Rd−1 such
that U , V are (mutually) independent, W + Z = U + V , and
U ∼
∫
[−r,0)×B
Xt dt , (here “∼” means “distributed as”)
V ∼
∫
[0,r)×B
Xt dt ,
W ∼
∫
[−r,r)×B
Xt dt ,
Z ∼
∫
B
Ys ds .
Proof. WLOG, Xt1,...,td = 0 whenever t1 /∈ [−r, r); otherwise we multiply X
by 1l[−r,r)×Rd−1 and use Corollary 2.3. By Item (c) of Def. 1.3 for k = d, i = 1
and r = 0, 1
C
X has a leak 1
C
Y˜ such that the random field (Y˜td,t1,...,td−1)t1,...,td∈R
is (C, d − 1)-splittable. By Corollary 2.15 for k = d − 1, the random field
Y = (
∫
R
Y˜s,t1,...,td−1 ds)t1,...,td−1∈R = (
∫
R
Y˜t1,...,td dt1)t2,...,td∈R is C-splittable on
R
d−1. We take a split (X0, X−, X+) of X whose leak is Y˜ , and introduce
U =
∫
[−r,0)×B
X−t dt ,
V =
∫
[0,r)×B
X+t dt ,
W =
∫
[−r,r)×B
X0t dt ,
Z =
∫
[−r,r)×B
Y˜t dt =
∫
B
Ys ds .
Independence of X−, X+ implies independence of U, V . The equali-
ties
∫
[−r,0)×B(X
−
t − X0t ) dt =
∫
[−r,0)×B Y˜t dt and
∫
[0,r)×B(X
+
t − X0t ) dt =∫
[0,r)×B Y˜t dt imply U + V −W = Z.
2.20 Remark. For d = 1 we have no B, no Y , but U ∼ ∫
[−r,0)Xt dt, V ∼∫
[0,r)
Xt dt, W ∼
∫
[−r,r)Xt dt, and E exp |Z| ≤ 2, and EZ = 0.
In the proof: Y is just a random variable
∫
R
Y˜t dt, and E exp
∫
R
|Y˜t| dt ≤ 2;
Z = Y ; |Z| ≤ ∫
R
|Y˜t| dt; thus E exp |Z| ≤ 2.
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3 Upper bounds: abstract nonsense
We consider functions f : ∪∞d=0
(
R×(0,+∞)d)→ [0,+∞], where R×(0,+∞)0
means just R. 1
Informally, f(λ; r1, . . . , rd) is intended to be an upper bound on the cu-
mulant generating function
logE exp
λ√
r1 . . . rd
∫
[0,r1)×···×[0,rd)
Xt dt
for a class of random fields (Xt)t∈Rd . Invariance (in distribution) under per-
mutations (of coordinates t1, . . . , td) and shifts, not required of a random field,
is required of the class of random fields, which motivates the first condition
on f :
(3.1) f(λ; r1, . . . , rd) = f(λ; rk1, . . . , rkd)
whenever (k1, . . . , kd) is a permutation of (1, . . . , d) .
The second condition on f (“duplication inequality”) is more complicated;
for its motivation see Prop. 4.3:
(3.2)
f(λ; r1, . . . , rd) ≤ 2
p
f
( pλ√
2
;
r1
2
, r2, . . . , rd
)
+
p− 1
p
f
(
− p
p− 1
λ√
r1
; r2, . . . , rd
)
whenever p ∈ (1,∞).
Here is the third (last) condition on f ; for its motivation see Prop. 4.7:
(3.3) ∀d ∈ {1, 2, . . . } ∀C ∈ [1,∞) ∃ε > 0
∀r1, . . . , rd ∈ [12C,C] ∀λ ∈ [−ε, ε] ε2f(λ; r1, . . . , rd) ≤ λ2 .
More formally, for each d ∈ {0, 1, 2, . . . } we introduce condition Ad as
follows. For d 6= 0 condition Ad is the conjunction of (3.1), (3.2) and (3.3)
(for the given d). And condition A0 is just
(3.4) ∃ε > 0 ∀λ ∈ [−ε, ε] ε2f(λ) ≤ λ2 .
3.5 Theorem. If f satisfies condition Ad for all d, then for each d there exists
Cd such that f(λ; r1, . . . , rd) ≤ Cdλ2 whenever Cd|λ| ≤ √r1 . . . rd log−d(r1 . . . rd)
and min(r1, . . . , rd) ≥ Cd. 2
1The sets R× (0,+∞)d are pairwise disjoint, of course.
2 log−d(. . . ) means 1/
(
log(. . . ))d, of course.
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This is basically Theorem 1.5 of [2], somewhat reformulated and gen-
eralized. For convenience, for each d ∈ {0, 1, 2, . . .} we introduce condi-
tion Bd as follows. For d 6= 0, condition Bd requires existence of Cd such
that f(λ; r1, . . . , rd) ≤ Cdλ2 whenever Cd|λ| ≤ √r1 . . . rd log−d(r1 . . . rd) and
min(r1, . . . , rd) ≥ Cd. For d = 0, condition B0 requires existence of C0 such
that f(λ) ≤ C0λ2 whenever C0|λ| ≤ 1. Note that B0 ⇐⇒ A0.
Thus, Theorem 3.5 says that (∀d Ad) =⇒ (∀d Bd). Induction in d,
started with the trivial relation A0 =⇒ B0, reduces Theorem 3.5 to the
following result (to be proved later).
3.6 Proposition. For each d ∈ {1, 2, . . . } holds (Ad ∧ Bd−1) =⇒ Bd.
It is possible to translate nearly all calculations in [2] from the language of
fB(λ) used there into the language of f(λ; r1, . . . , rd) used here. Alternatively,
we define fB(λ) in our terms:
(3.7) fB(λ) = f(λ; β1 − α1, . . . , βd − αd) for B = [α1, β1]× · · · × [αd, βd] .
We rewrite Lemma 2.4 of [2] in our terms and prove it in our framework.
For simplicity we formulate it as a duplication inequality for the first coor-
dinate, but it generalizes readily to k-th coordinate (k = 1, . . . , d) due to
(3.1).
3.8 Lemma. Let f satisfy conditions Ad and Bd−1 for a given d ≥ 1; r1 ∈
(0,∞); r2, . . . , rd ∈ [Cd−1,∞). Then for all p ∈ (1,∞) and λ ∈ R satisfying
Cd−1|λ| ≤ p−1p
√
2v log−(d−1) v
r1
, where v = r1 . . . rd (for d = 1 read C0|λ| ≤
p−1
p
√
2r1 ), holds
f(λ; 2r1, r2, . . . , rd) ≤ 2
p
f
( pλ√
2
; r1, . . . , rd
)
+ Cd−1
p
p− 1
λ2
2r1
.
Proof. By (3.2), f(λ; 2r1, r2, . . . , rd) ≤ 2pf
(
pλ√
2
; r1, . . . , rd
)
+
p−1
p
f
(− p
p−1
λ√
2r1
; r2, . . . , rd
)
; it suffices to prove that f(−µ; r2, . . . , rd) ≤
Cd−1µ2 where µ =
p
p−1
λ√
2r1
. Condition Bd−1 reduces it to
Cd−1|µ| ≤ √r2 . . . rd log−(d−1)(r2 . . . rd), that is, Cd−1|µ| ≤
√
v
r1
log−(d−1) v
r1
(for d = 1 read C0|µ| ≤ 1); it remains to rewrite the latter in terms of λ.
This lemma is the only property of fB(λ) used in the proof of [2, Prop. 2.6].
The same proof applies to fB(λ) defined by (3.7), which gives Prop. 3.9 below.
Similarly to [2, p. 5] we denote for convenience
R(v) = v
1
d and S(v) = v
d−1
d for all v ∈ (0,∞) .
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3.9 Proposition. Let f satisfy conditions Ad and Bd−1 for a given d ≥ 1,
and C be large enough. Then for every δ > 0 there exists natural N such
that for all r1, . . . , rd ∈ [C, 2C] and a ≥ CR(r1...rd) satisfying
fB0(λ) ≤ aλ2 for all λ ∈ [−δ, δ] ,
where B0 = [0, r1]×· · ·× [0, rd] (and fB0(λ) is defined by (3.7)), the following
holds for all n1, . . . , nd ∈ {0, 1, 2. . . .} satisfying n1 + · · ·+ nd ≥ N :
fB(λ) ≤ 2aλ2 for all λ ∈ [−∆,∆] ,
where B = [0, 2n1r1]×· · ·×[0, 2ndrd] and ∆ = 1Cd−1
√
1
a
S(volB) log−(d−1) S(volB).
(For d = 1, by convention, log−(d−1) S(. . . ) = 1, notwithstanding that
S(. . . ) = 1.)
The formulation above is stronger than [2, Prop. 2.6] because it incorpo-
rates the fact that N depends only on d, C and δ noted in [2, Remark 2.7].
For completeness, here is the same result in terms of f(λ; r1, . . . , rd).
3.9a Proposition. Let f satisfy conditions Ad and Bd−1 for a given d ≥ 1,
and C be large enough. Then for every δ > 0 there exists natural N such
that the following holds for all r1, . . . , rd ∈ [C, 2C], a ≥ CR(r1...rd) , n1, . . . , nd
satisfying n1+· · ·+nd ≥ N , provided that ∀λ ∈ [−δ, δ] f(λ; r1, . . . , rd) ≤ aλ2:
f(λ; 2n1r1, . . . , 2
ndrd) ≤ 2aλ2 for all λ ∈ [−∆,∆] ,
where ∆ = 1
Cd−1
√
1
a
S(2n1r1 . . . 2ndrd) log
−(d−1) S(2n1r1 . . . 2ndrd).
We define for convenience, as in [2, Sect. 2],
fv,C(λ) = sup
r1...rd=v,min(r1,...,rd)≥C
f(λ; r1, . . . , rd)
for v ≥ Cd.
Now we adapt Prop. 2.3 of [2].
3.10 Proposition. Let f satisfy conditions Ad and Bd−1 for a given d ≥ 1.
Then there exists C ∈ (1,∞) such that
fv,C(λ) ≤ Cλ2 whenever C|λ| ≤
√
S(v) log−(d−1) v and v ≥ Cd .
13
Proof. We take C large enough according to Prop. 3.9a. Condition (3.3)
gives ε > 0 such that ε2f(λ; r1, . . . , rd) ≤ λ2 whenever r1, . . . , rd ∈ [C, 2C]
and |λ| ≤ ε. We take δ = ε, a = max(1, 1
ε2
)
. Prop. 3.9a gives N . We
take M = max(2a, 2C · 2N/d). It is sufficient to prove that fv,M(λ) ≤ Mλ2
whenever M |λ| ≤√S(v) log−(d−1) v and v ≥ Md. That is, f(λ; r1, . . . , rd) ≤
Mλ2 whenever r1 . . . rd = v, r1, . . . , rd ≥M .
Given such r1, . . . , rd, we have r1, . . . , rd ≥ M ≥ C; Lemma [3, 3.1]
gives n1, . . . , nd such that 2
−n1r1, . . . , 2−ndrd ∈ [C, 2C) and 2−dr1 . . . rd <
Cd2n1+···+nd, whence 2n1+···+nd > (2C)−dr1 . . . rd ≥ (2C)−dMd ≥ 2N and so,
n1 + · · ·+ nd > N .
Taking into account that f(λ; 2−n1r1, . . . , 2−ndrd) ≤ 1ε2λ2 ≤ aλ2 for
λ ∈ [−δ, δ] ⊂ [−ε, ε], and a ≥ 1 ≥ C
R(2−n1 r1...2−nd )
, we apply Prop. 3.9a to
2−n1r1, . . . , 2−ndrd, getting f(λ; r1, . . . , rd) ≤ 2aλ2 ≤Mλ2 as needed.
Toward proving Prop. 3.6 we assume Ad and Bd−1 for a given d ≥ 1; we
need to deduce Bd. Prop. 3.10 gives a constant C; denote it C3.10. WLOG,
C3.10 ≥ Cd−1. We define for convenience, as in [2, Sect. 3],
fv(λ) = fv,C3.10(λ) = sup
r1...rd=v,min(r1,...,rd)≥C3.10
f(λ; r1, . . . , rd) for v ≥ Cd3.10 ,
and adapt Lemma 3.2 of [2].
3.11 Lemma. For all p ∈ (1,∞),
f2v(λ) ≤ 2
p
fv
( pλ√
2
)
+ Cd−1
p
p− 1 ·
λ2
R(2v)
whenever Cd−1|λ| ≤ p−1p
√
2v log−(d−1) S(2v) and 2v ≥ (2C3.10)d.
Proof. Given r1, . . . , rd ∈ [C3.10,∞) such that r1 . . . rd = 2v, we assume
that max(r1, . . . , rd) = r1 (WLOG, due to (3.1)) and apply Lemma 3.8 to
1
2
r1, r2, . . . , rd:
f(λ; r1, . . . , rd) ≤ 2
p
f
( pλ√
2
;
r1
2
, r2, . . . , rd
)
+ Cd−1
p
p− 1
λ2
r1
for Cd−1|λ| ≤ p−1p
√
2v log−(d−1) 2v
r1
. We note that r1 ≥ R(2v) ≥ R
(
(2C3.10)
d
)
=
2C3.10, thus f
(
pλ√
2
; r1
2
, r2, . . . , rd
) ≤ fv( pλ√2) and λ2r1 ≤ λ2R(2v) . Also, 2vr1 ≤ 2vR(2v) =
S(2v), thus log−(d−1) S(2v) ≤ log−(d−1) 2v
r1
.
This lemma is the only property of fv(λ) used in [2] when proving Corol-
laries 3.3, 3.4, 3.5, Lemmas 3.9, 3.11, 3.13, 3.14, 3.16 and ultimately Prop. 3.6
(C1 there is Cd−1 here; C2 there is C3.10 here; and (3.1) there is ensured by
Prop. 3.10 here), which gives the following remake of [2, Prop. 3.6].
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3.12 Proposition. There exists C ∈ (1,∞) such that for every λ ∈ R,
if C|λ| ≤ √v log−d v and v ≥ Cd , then fv,C(λ) ≤ Cλ2 .
Denoting this C by Cd we get condition Bd, thus deduced from Ad and
Bd−1. This completes the proof of Prop. 3.6 and Theorem 3.5.
4 Upper bounds, applied
We define for d ∈ {1, 2, . . . }
(4.1) f(λ; r1, . . . , rd) = sup
X
logE exp
λ√
r1 . . . rd
∫
[0,r1)×···×[0,rd)
Xt dt
where the supremum is taken over all 1-splittable random fields X on Rd;
and for d = 0,
(4.2) f(λ) =
{
λ2 for |λ| ≤ 1,
+∞ for |λ| > 1,
Condition (3.1) is satisfied due to Corollary 2.9.
4.3 Proposition. Condition (3.2) is satisfied.
We borrow a general fact [4, Lemma 1.7].
4.4 Lemma. For all random variables X, Y and all p ∈ (1,∞),
p logE exp
1
p
X − (p− 1) logE exp
(
− 1
p− 1Y
)
≤
≤ logE exp(X + Y ) ≤ 1
p
logE exp pX +
p− 1
p
logE exp
p
p− 1Y .
(In the lower bound we interpret ∞−∞ as −∞.)
Proof. By the Ho¨lder inequality,
E exp(X + Y ) = E (expX · exp Y ) ≤ (E exp pX)1/p
(
E exp
p
p− 1Y
)(p−1)/p
;
the upper bound follows. We apply the upper bound to 1
p
(X+Y ) and
(−1
p
Y
)
instead of X, Y :
logE exp
1
p
X ≤ 1
p
logE exp(X + Y ) +
p− 1
p
logE exp
(
− 1
p− 1Y
)
;
the lower bound follows.
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4.5 Lemma. LetX be a 1-splittable random field on Rd, d > 1, r, r2, . . . , rd >
0, and B = [0, r2)× · · · × [0, rd) ⊂ Rd−1. Then for all λ ∈ R holds1
p logE exp
λ
p
∫
[−r,0)×B
Xt dt+ p logE exp
λ
p
∫
[0,r)×B
Xt dt−
− (p− 1)f
( λ
p− 1
√
volB; r2, . . . , rd
)
≤
≤ logE expλ
∫
[−r,r)×B
Xt dt ≤ 1
p
logE exp pλ
∫
[−r,0)×B
Xt dt+
+
1
p
logE exp pλ
∫
[0,r)×B
Xt dt +
p− 1
p
f
(
− p
p− 1λ
√
volB; r2, . . . , rd
)
.
Proof. Prop. 2.19 gives a 1-splittable random field Y on Rd−1 and random
variables U, V,W, Z such that U, V are independent, W + Z = U + V , and
U ∼ ∫
[−r,0)×BXt dt, V ∼
∫
[0,r)×BXt dt, W ∼
∫
[−r,r)×BXt dt, Z ∼
∫
B
Ys ds.
It remains to apply Lemma 4.4 to X = λ(U + V ), Y = −λZ and use
independence of U, V .
Another general fact, borrowed from [1, Lemma 2a8] (see also [2, Lemma
1.8]: for arbitrary random variable Z,
(4.6) if E exp |Z| ≤ 2 and EZ = 0 , then ∀λ ∈ [−1, 1] logE exp λZ ≤ λ2 .
Proof of Prop. 4.3. For d > 1, Lemma 4.5 (the upper bound) applied to
r = 1
2
r1 and
λ√
r1...rd
instead of λ gives
logE exp
λ√
r1 . . . rd
∫
[−r,r)×B
Xt dt ≤ 1
p
logE exp
pλ√
r1 . . . rd
∫
[−r,0)×B
Xt dt+
+
1
p
logE exp
pλ√
r1 . . . rd
∫
[0,r)×B
Xt dt +
p− 1
p
f
(
− p
p− 1
λ√
r1
; r2, . . . , rd
)
;
the first term (in the right-hand side) does not exceed 1
p
f
(
pλ√
2
; 1
2
r1, r2, . . . , rd
)
;
the same holds for the second term. It remains to take the supremum over
all 1-splittable random fields X on Rd.
For d = 1, Remark 2.20 gives (U, V,W and) Z such that E exp |Z| ≤ 2
and EZ = 0. By (4.2) and (4.6), logE exp λZ ≤ f(λ) for all λ (and all
relevant Z), and so, logE exp λ√
r
W ≤ 2
p
f
(
pλ√
2
; 1
2
r
)
+ p−1
p
f
(− p
p−1
λ√
r
)
.
4.7 Proposition. Condition (3.3) is satisfied.
1The lower bound will be used in Sect. 5.
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We introduce ϕ : (0,∞)d → [0,∞] by
ϕ(r1, . . . , rd) = lim sup
λ→0
f(λ; r1, . . . , rd)
and prove that this function is identically zero. Note that ϕ(r1, . . . , rd) =
lim supλ→0 f(λ
√
r1, . . . , rd; r1, . . . , rd), and f(λ
√
r1, . . . , rd; r1, . . . , rd) =
supX logE exp λ
∫
[0,r1)×···×[0,rd)Xt dt = log supX E exp λ
∫
[0,r1)×···×[0,rd)Xt dt.
4.8 Lemma. The function ϕ is increasing.
Proof. Given r1 ≤ s1, . . . , rd ≤ sd and a 1-splittable X , we note that Y =
X · 1l[0,r1)×···×[0,rd) is 1-splittable by Corollary 2.3, and
∫
[0,s1)×···×[0,sd) Yt dt =∫
[0,r1)×···×[0,rd)Xt dt, whence logE exp λ
∫
[0,r1)×···×[0,rd)Xt dt =
logE expλ
∫
[0,s1)×···×[0,sd) Yt dt ≤ f(λ
√
s1, . . . , sd; s1, . . . , sd); supremum in X
gives f(λ
√
r1, . . . , rd; r1, . . . , rd) ≤ f(λ√s1, . . . , sd; s1, . . . , sd); lim sup in λ
gives ϕ(r1, . . . , rd) ≤ ϕ(s1, . . . , sd).
4.9 Lemma. For arbitrary r2, . . . , rd ∈ (0,∞) the function ψ : r 7→
ϕ(r, r2, . . . , rd) satisfies ψ(r + s) ≤
(
ψ(r) + ψ(s)
)
/2 for all r, s ∈ (0,∞).
Proof. Denoting B = [0, r2)× · · · × [0, rd) ⊂ Rd−1 we have
E exp λ
∫
[0,r+s)×BXt dt = E exp
(
λ
∫
[0,r)×BXt dt + λ
∫
[r,r+s)×BXt dt
) ≤(
E exp 2λ
∫
[0,r)×BXt dt
)
1/2
(
E exp 2λ
∫
[r,r+s)×BXt dt
)
1/2 ≤
exp 1
2
(
f(2λ; r, r2, . . . , rd) + f(2λ; s, r2, . . . , rd)
)
; supremum in X gives
f(λ; r + s, r2, . . . , rd) ≤ 12
(
f(2λ; r, r2, . . . , rd) + f(2λ; s, r2, . . . , rd)
)
, and then
lim sup in λ gives ψ(r + s) ≤ 1
2
(
ψ(r) + ψ(s)
)
.
4.10 Lemma. The function ϕ is constant.
Proof. We’ll prove that the function ψ (introduced in Lemma 4.9) is constant;
this is sufficient due to (3.1). For every r ∈ (0,∞), first, ψ(s) ≤ ψ(r) for all
s ∈ (0, r] by Lemma 4.8; second, ψ(s) ≤ ψ(r) for all s ∈ (0, 2r] by Lemma
4.9; and so on; ψ(s) ≤ ψ(r) for all s ∈ (0,∞) and all r ∈ (0,∞).
4.11 Lemma. ϕ(r1, . . . , rd) = 0 for all r1, . . . , rd ∈ (0,∞).
Proof. By Lemma 4.10 it is sufficient to prove that ϕ(1, . . . , 1) = 0. By
Def. 1.3(a) (for k = d), E exp
∫
[0,1)d
|Xt| dt ≤ 2 for every 1-splittable X .
We apply (4.6), taking into account that E
∫
[0,1)d
Xt dt = 0 by 1.3(b) and
| ∫
[0,1)d
Xt dt| ≤
∫
[0,1)d
|Xt| dt; we get logE expλ
∫
[0,1)d
Xt dt ≤ λ2 for all λ ∈
[−1, 1]. Thus, f(λ; 1, . . . , 1) ≤ λ2 for these λ.
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Proof of Prop. 4.7. First, a general fact. For arbitrary random variable W ,
(4.12) if E eW ≤ 5
4
and E e−W ≤ 5
4
, then E e|W | ≤ 2 ,
since e|W | = 4
3
(e|W |+e−|W |−1)− 1
3
(e|W |/2−2e−|W |/2)2 ≤ 4
3
(e|W |+e−|W |−1) =
4
3
(eW + e−W − 1).
Therefore, by (4.6),
(4.13) if E eW ≤ 5
4
, E e−W ≤ 5
4
and EW = 0 , then
∀λ ∈ [−1, 1] logE exp λW ≤ λ2 .
Applying (4.13) to W = ε√
r1...rd
∫
[0,r1)×[0,rd)Xt dt (and taking supremum
in X) we get, for arbitrary ε > 0,
if exp f(±ε; r1, . . . , rd) ≤ 5
4
, then ∀λ ∈ [−1, 1] f(ελ; r1, . . . , rd) ≤ λ2 ,
that is,
(4.14) ∀λ ∈ [−ε, ε] ε2f(λ; r1, . . . , rd) ≤ λ2 .
Due to Lemma 4.11, for arbitrary r1, . . . , rd there exists ε > 0 such that
f(±ε; r1, . . . , rd) ≤ log 54 , and therefore (4.14) holds.
In order to obtain a single ε for all r1, . . . , rd ∈ [12C,C] we recall that
f(λ
√
r1 . . . rd; r1, . . . , rd) is an increasing function of r1, . . . , rd (as noted in
the proof of Lemma 4.8). We take ε such that
∀λ ∈ [−ε, ε] ε2f(λ;C, . . . , C) ≤ λ2, that is, ε2f(λ
√
Cd;C, . . . , C) ≤ Cdλ2
for |λ| ≤ C−d/2ε; then ε2f(λ√r1 . . . rd; r1, . . . , rd) ≤ Cdλ2 for |λ| ≤ C−d/2ε,
that is, ε2f(λ; r1, . . . , rd) ≤ Cdr1...rdλ2 for |λ| ≤
√
r1 . . . rdC
−d/2ε, which implies
(2−d/2ε)2f(λ; r1, . . . , rd) ≤ λ2 for |λ| ≤ 2−d/2ε.
We summarize.
4.15 Theorem. The function f defined by (4.1) satisfies condition Ad for
all d.
4.16 Corollary. For each d there exists Cd such that f(λ; r1, . . . , rd) ≤ Cdλ2
whenever Cd|λ| ≤ √r1 . . . rd log−d(r1 . . . rd) and min(r1, . . . , rd) ≥ Cd; here f
is defined by (4.1).
Proof. Combine theorems 3.5 and 4.15.
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5 Proving the main result
The term “splittable” is defined both here and in [2], and the definitions are
nonequivalent. In order to avoid ambiguity, below we use either “C-split-
table” (defined here by Def. 1.4(b) and undefined in [2]) or “uniformly split-
table” (defined in [2, Def. 1.4] and undefined here).
Every C-splittable random field X on Rd leads to a centered random
field Xˆ on Rd as defined in [2, Sect. 1]; it is just the family of integrals∫
[α1,β1)×···×[αd,βd)Xt dt indexed by boxes [α1, β1]× · · · × [αd, βd] ⊂ Rd; that is,∫
[α1,β1]×···×[αd,βd]
Xˆt dt =
∫
[α1,β1)×···×[αd,βd)
Xt dt
whenever α1 < β1, . . . , αd < βd. (If puzzled, note that the left-hand side
is nothing but a conventional notation used in [2] and [3]; half-open inter-
vals could be used there equally well.) The additivity [2, (1.1)] is evidently
satisfied. The zero mean condition [2, (1.2)] is ensured by Def. 1.3(b).
If, in addition, X is stationary, then Xˆ is a centered measurable stationary
(“CMS”) random field on Rd as defined in [2, Sect. 1] (see also [3, Sect. 1]).
Stationarity is evident.
5.1 Lemma. The measurability condition [2, (1.3)] is satisfied.
Proof. For arbitrary u1, . . . , ud, v1, . . . , vd ∈ [0,∞) the symmetric difference
B∆B0 between boxes B = [α1 − u1, β1 − v1) × · · · × [αd − ud, βd − vd) and
B0 = [α1, β1)×· · ·× [αd, βd) satisfies B∆B0 = (B ∪B0) \ (B ∩B0) ⊂ B2 \B1
where B2 = [α1 − u1, β1)× · · · × [αd − ud, βd) and B1 = [α1, β1 − v1)× · · · ×
[αd, βd − vd). Also, B2 \ B1 ⊂ (B2 \ B) ∪ (B \ B1) (equal, in fact). Thus,
| ∫
B
Xt dt−
∫
B0
Xt dt| ≤
∫
B2\B |Xt| dt+
∫
B\B1 |Xt| dt. It follows that
∫
B
Xt dt
converges to
∫
B0
Xt dt (as u1, . . . , ud, v1, . . . , vd → 0+) almost surely, there-
fore, in distribution. By stationarity,
∫
[α1,β1+u1−v1)×···×[αd,βd+ud−vd)Xt dt is
distributed like
∫
B
Xt dt and therefore converges to
∫
B0
Xt dt in distribution.
It shows that
∫
[α1,β1+w1)×···×[αd,βd+wd)Xt dt converges to
∫
B0
Xt dt in distribu-
tion as w1, . . . , wd → 0 (not “→ 0+” this time). Thus, the distribution of∫
[0,r1)×···×[0,rd)Xt dt as a function of r1, . . . , rd is continuous, therefore Borel
measurable.
For every d ∈ {1, 2, . . .} and C ∈ (0,∞) we consider the set SplC(d)
of all C-splittable random fields on Rd, and the family (Xˆ)X∈SplC(d) of the
corresponding centered random fields on Rd.
Uniform splittability is defined (in [2]) by recursion in dimension d ∈
{0, 1, 2, . . . }, treating a centered random field on R0 as just a single random
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variable of zero mean. Accordingly we define SplC(0) as the set of all random
variables X such that E exp 1
C
|X| ≤ 2 and EX = 0. (See also the last line
of Def. 1.3(c).) For X ∈ SplC(0) we define just Xˆ = X .
5.2 Proposition. For every d ∈ {0, 1, 2, . . .} and C ∈ (0,∞) the family
(Xˆ)X∈SplC(d) is uniformly splittable.
5.3 Lemma. Let X be a random field on Rd, (X−, X+, X0) a split of X ,
and Y the leak of this split. Then, in terms of [2], (X̂−, X̂+, X̂0) is a split of
Xˆ , and its leak along the hyperplane {0} ×Rd−1 on a strip [a, b]×Rd−1 (for
arbitrary a < 0, b > 0) is Uˆ where U is a random field on Rd−1 defined by
Ut2,...,td =
∫
[a,b)
Yt1,...,td dt1.
Proof. 1 Clearly, (X̂−, X̂+, X̂0) is a split of Xˆ. Its leak Z on the given strip
is defined (in [2, p. 2]) by∫
[α2,β2]×···×[αd,βd]
Z(t) dt =
∫
[a,0]×[α2,β2]×···×[αd,βd]
X̂−(t) dt +
+
∫
[0,b]×[α2,β2]×···×[αd,βd]
X̂+(t) dt−
∫
[a,b]×[α2,β2]×···×[αd,βd]
X̂0(t) dt .
The right-hand side is∫
[a,0)×[α2,β2)×···×[αd,βd)
X−(t) dt +
∫
[0,b)×[α2,β2)×···×[αd,βd)
X+(t) dt−
−
∫
[a,b)×[α2,β2)×···×[αd,βd)
X0(t) dt =
∫
[a,b)×[α2,β2)×···×[αd,βd)
Y (t) dt
(by Def. 1.2). On the other hand,∫
[α2,β2]×···×[αd,βd]
Uˆ(s) ds =
∫
[α2,β2)×···×[αd,βd)
U(s) ds =
=
∫
[a,b)×[α2,β2)×···×[αd,βd)
Yt dt
whenever α2 < β2, . . . , αd < βd. Thus, Z = Uˆ .
Proof of Prop. 5.2. Induction in d. For d = 0 we take ε = 1/C and get
E exp ε|Xˆ| ≤ 2 as required. For d ≥ 1, Condition (a) of [2, Def. 1.4] (there
1The proof is straightforward and boring, but written out anyway.
20
take B = [0, 1]d and ε = 1/C) follows from Condition (a) of Def. 1.3 here
(for 1
C
X and k = d).
In order to check Condition (b) of [2, Def. 1.4] (for d ≥ 1) we need splits
of Xˆ (indexed by k ∈ {1, . . . , d} and r ∈ R) whose leaks (as defined there)
are members of the family (Yˆ )Y ∈SplC(d−1); this is sufficient, since this family
is uniformly splittable by the induction hypothesis.
WLOG, k = 1 (the first coordinate) since, first, SplC(d) and SplC(d− 1)
are permutation invariant (by Corollary 2.9), and second, in [2], the class
of all centered random fields is permutation invariant, and leaks on different
coordinates turn into one another under coordinate permutations. Likewise,
WLOG, s = 0 (use shift invariance).
Lemma 2.17 (in combination with Remark 2.18) gives a leak Y for X
such that for all a < 0, b > 0 the random field U on Rd−1 defined by
Ut1,...,td−1 =
∫
[a,b)
Ys,t1,...,td−1 ds is C-splittable, that is, belongs to SplC(d− 1).
By Lemma 5.3, the leak of the corresponding split of Xˆ along the hyperplane
{0} × Rd−1 on [a, b]× Rd−1 is Uˆ .
5.4 Corollary. (a) For every splittable1 random field X on Rd, the corre-
sponding centered random field Xˆ is splittable (in the sense of [2], [3]).
(b) For every splittable2 stationary random fieldX on Rd, the correspond-
ing CMS random field Xˆ is splittable (in the sense of [2], [3]).
Our main results (Theorem 1.5 and Corollaries 1.6 and 1.7) are formulated
for compactly supported continuous functions ϕ : Rd → R. More generally,
we may try compactly supported bounded Borel measurable functions ϕ :
R
d → R. We introduce the space BB(d) of all such functions, and its subset
G(d) of all functions ϕ ∈ BB(d) such that the claim of Theorem 1.5 holds
for ϕ. If ϕ ∈ G(d), then the shifted function t 7→ ϕ(t + s) belongs to G(d)
(for every s ∈ Rd) due to stationarity. If ϕ ∈ G(d) and c ∈ R, then cϕ ∈
G(d), since cX is splittable whenever X is. Also, invariance of G(d) under
permutations of coordinates follows from such invariance of splittability.
By a box (in Rd) we mean here a set of the form [α1, β1)× · · · × [αd, βd)
for α1 < β1, . . . , αd < βd.
5.5 Proposition. For every box B ⊂ Rd, its indicator function 1lB belongs
to G(d).
Proof. Corollary 5.4(b) in combination with [3, Theorem 1.1] gives
1
r1 . . . rdλ2
logE exp λ
∫
[0,r1]×···×[0,rd]
Xˆt dt→ σ
2
2
1According to Def. 1.4(c).
2According to Def. 1.4(c).
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as r1, . . . , rd → ∞, λ → 0, λ logd(r1 . . . rd) → 0. In particular, for arbitrary
r1, . . . , rd > 0,
1
(r1r) . . . (rdr)λ2
logE exp λ
∫
[0,r1r)×···×[0,rdr)
Xt dt→ σ
2
2
as r →∞, λ→ 0, λ logd r → 0. Thus (using stationarity),
1
rd · volB · λ2 logE expλ
∫
rB
Xt dt→ σ
2
2
as r →∞, λ→ 0, λ logd r → 0. That is, for ϕ = 1lB and σX = σ,
1
rdλ2
logE expλ
∫
Rd
ϕ
(1
r
t
)
Xt dt→ σ
2
X
2
∫
Rd
ϕ2(t) dt .
5.6 Proposition. Let ϕ ∈ BB(d), and the two functions ϕ · 1l(−∞,0)×Rd−1 ,
ϕ · 1l[0,∞)×Rd−1 belong to G(d). Then ϕ ∈ G(d). 1
Given ϕ ∈ BB(d) and a stationary splittable random field X on Rd,
we introduce for convenience I(r) =
∫
Rd
ϕ
(
1
r
t
)
Xt dt and similarly I−(r) =∫
(−∞,0)×Rd−1 ϕ
(
1
r
t
)
Xt dt, I+(r) =
∫
[0,∞)×Rd−1 ϕ
(
1
r
t
)
Xt dt.
5.7 Lemma.
lim sup
r→∞,λ→0
λ logd r→0
1
rdλ2
logE exp λI(r) ≤
≤ lim sup
r→∞,λ→0
λ logd r→0
1
rdλ2
logE exp λI−(r) + lim sup
r→∞,λ→0
λ logd r→0
1
rdλ2
logE exp λI+(r) .
Proof. We take C ∈ (0,∞) such that ϕX is C-splittable by Corollary 2.3,
and a ∈ (0,∞) such that ϕ(·) = 0 outside [−a, a)d. We apply Lemma 4.5
(the upper bound) to the 1-splittable random field
(
1
C
ϕ
(
1
r
t
)
Xt
)
t∈Rd and the
box B = [−ra, ra)d−1 (not of the form [0, r2) × . . . [0, rd), which is harmless
due to shift invariance of splittability); we get
logE exp
λ
C
I(r) ≤ 1
p
logE exp
pλ
C
I−(r) +
1
p
logE exp
pλ
C
I+(r)+
+
p− 1
p
f
(
− p
p− 1λ(2ra)
(d−1)/2; 2ra, . . . , 2ra︸ ︷︷ ︸
d−1
)
.
1See also [4, Lemma 2.14].
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By Corollary 4.16, the last term (in the right-hand side) does not exceed
p−1
p
Cd−1
(
p
p−1λ(2ra)
(d−1)/2)2 provided that Cd−1∣∣ pp−1λ(2ra)(d−1)/2∣∣ ≤
(2ra)(d−1)/2 log−d(2ra)d−1 and 2ra ≥ Cd−1. When r is large enough and
|λ| logd r is small enough, we get O(rd−1λ2) for that last term, and therefore
1
rdλ2
logE exp
λ
C
I(r) ≤
≤ 1
p
· 1
rdλ2
logE exp
pλ
C
I−(r) +
1
p
· 1
rdλ2
logE exp
pλ
C
I+(r) +O
(1
r
)
,
that is (substituting Cλ for λ and multiplying by C2)
1
rdλ2
logE expλI(r) ≤
≤ 1
p
· 1
rdλ2
logE exp pλI−(r) +
1
p
· 1
rdλ2
logE exp pλI+(r) +O
(1
r
)
.
Taking into account that (substituting λ
p
for λ)
1
p
lim sup
r→∞,λ→0
λ logd r→0
1
rdλ2
logE exp pλI−(r) = p lim sup
r→∞,λ→0
λ logd r→0
1
rdλ2
logE expλI−(r)
and the same for I+, we get
lim sup
r→∞,λ→0
λ logd r→0
1
rdλ2
logE exp λI(r) ≤
≤ p lim sup
r→∞,λ→0
λ logd r→0
1
rdλ2
logE exp λI−(r) + p lim sup
r→∞,λ→0
λ logd r→0
1
rdλ2
logE exp λI+(r)
for all p > 1, therefore, also for p = 1.
Proof of Prop. 5.6. Lemma 5.7 gives the upper bound
lim sup
r→∞,λ→0
λ logd r→0
1
rdλ2
logE exp λI(r) ≤
≤ σ
2
X
2
∫
(−∞,0)×Rd−1
ϕ2(t) dt+
σ2X
2
∫
[0,∞)×Rd−1
ϕ2(t) dt =
σ2X
2
∫
Rd
ϕ2(t) dt .
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The lower bound
lim inf
r→∞,λ→0
λ logd r→0
1
rdλ2
logE exp λI(r) ≥
≥ lim inf
r→∞,λ→0
λ logd r→0
1
rdλ2
logE expλI−(r) + lim inf
r→∞,λ→0
λ logd r→0
1
rdλ2
logE exp λI+(r) =
=
σ2X
2
∫
(−∞,0)×Rd−1
ϕ2(t) dt +
σ2X
2
∫
[0,∞)×Rd−1
ϕ2(t) dt =
σ2X
2
∫
Rd
ϕ2(t) dt
is obtained similarly (via the lower bound in Lemma 4.5).
A linear combination of (finitely many) indicators of boxes will be called
a step function.
5.8 Lemma. Every step function belongs to G(d).
Proof. A linear combination of indicators of two disjoint boxes belongs to
G(d) by Propositions 5.5 and 5.6. (Prop. 5.6 is formulated for the hyperplane
{0}×Rd−1, but holds for every Rk−1×{s}×Rd−k due to shift and permutation
invariance of G(d).) Continuing this way, every step function can be obtained
in finitely many steps.1
5.9 Lemma. Let ϕ, ϕ1, ϕ2, · · · ∈ BB(D), supt∈Rd |ϕn(t)− ϕ(t)| → 0 as n→
∞, and ϕn be uniformly compactly supported (that is, they all vanish outside
a single bounded set). If ϕ1, ϕ2, · · · ∈ G(d), then ϕ ∈ G(d). 2
The proof is somewhat similar to that of Lemma 5.7.
Proof. Given a splittable X , for arbitrary r ∈ (0,∞) we consider I(r) =∫
Rd
ϕ
(
1
r
t
)
Xt dt and In(r) =
∫
Rd
ϕn
(
1
r
t
)
Xt dt. WLOG, X is 1-splittable (oth-
erwise, for a C-splittable X , turn to Cϕ, Cϕn and
1
C
X). We take a ∈ (0,∞)
such that ∀n ϕn(·) = 0 outside [−a, a)d. Given ε > 0, we take nε such that
∀t |ϕn(t) − ϕ(t)| ≤ ε whenever n ≥ nε. Lemma 4.4 applied to p = 11−ε and
random variables λIn(r) and λ
(
I(r)− In(r)
)
for arbitrary λ ∈ R gives
1
1− ε logE exp(1− ε)λIn(r)−
ε
1− ε logE exp
(
− 1− ε
ε
λ
(
I(r)− In(r)
)) ≤
≤ logE exp λI(r) ≤ (1−ε) logE exp λ
1− εIn(r)+ε logE exp
λ
ε
(
I(r)−In(r)
)
.
1No pun intended. . .
2See also [4, Lemma 2.17].
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By Corollary 4.16 (and 2.3),
logE exp
λ
ε
(
I(r)−In(r)
)
= logE exp λ
∫
[−ra,ra)d
1
ε
(
ϕ
(1
r
t
)
−ϕn
(1
r
t
))
Xt dt ≤
≤ f((2ra)d/2λ; 2ra, . . . , 2ra) ≤ Cd(2ra)dλ2
whenever n ≥ nε, Cd|(2ra)d/2λ| ≤ (2ra)d/2 log−d(2ra)d and 2ra ≥ Cd. When
n and r are large enough and |λ| logd r is small enough, we have
1
rdλ2
logE exp
λ
ε
(
I(r)− In(r)
) ≤ Cd(2a)d ,
and similarly,
1
rdλ2
logE exp
(
− 1− ε
ε
λ
(
I(r)− In(r)
)) ≤ (1− ε)2Cd(2a)d .
Taking into account that
lim
r→∞,λ→0
λ logd r→0
1
rdλ2
logE exp(1− ε)λIn(r) =
= (1−ε)2 lim
r→∞,λ→0
λ logd r→0
1
rd((1− ε)λ)2 logE exp(1−ε)λIn(r) = (1−ε)
2σ
2
X
2
∫
Rd
ϕ2n(t) dt ,
and similarly
lim
r→∞,λ→0
λ logd r→0
1
rdλ2
logE exp
λ
1− εIn(r) =
1
(1− ε)2
σ2X
2
∫
Rd
ϕ2n(t) dt ,
we have
(1− ε)σ
2
X
2
∫
Rd
ϕ2n(t) dt− ε(1− ε)Cd(2a)d ≤
≤ lim inf
r→∞,λ→0
λ logd r→0
1
rdλ2
logE expλI(r) ≤ lim sup
r→∞,λ→0
λ logd r→0
1
rdλ2
logE exp λI(r) ≤
≤ 1
1− ε
σ2X
2
∫
Rd
ϕ2n(t) dt+ εCd(2a)
d
for all ε > 0 and n ≥ nε. In the limit n → ∞,
∫
Rd
ϕ2n(t) dt turns into∫
Rd
ϕ2(t) dt. Finally, take ε→ 0+.
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Proof of Theorem 1.5. Given a compactly supported continuous function ϕ :
R
d → R, we take step functions ϕn satisfying the conditions of Lemma 5.9.
By Lemma 5.8, each ϕn belongs to G(d). By Lemma 5.9, ϕ belongs to G(d),
which means that the claim of Theorem 1.5 holds for ϕ.
Corollaries 1.6 and 1.7 follow from Theorem 1.5 in the same way as [1,
Corollaries 1.7, 1.8] follow from [1, Theorem 1.6]. (See also [3, Sect. 6].)
5.10 Remark. More generally,
lim
r1,...,rd→∞,λ→0
λ logd(r1...rd)→0
1
r1 . . . rdλ2
logE exp λ
∫
Rd
ϕ
( 1
r1
t1, . . . ,
1
rd
td
)
Xt dt =
1
2
‖ϕ‖2σ2X ,
where t = (t1, . . . , td) ∈ Rd. The proof needs only trivial modifications
(starting from Prop. 5.5).
References
[1] B. Tsirelson (2016): Linear response and moderate deviations:
hierarchical approach. I. arXiv:1612.08396.
[2] B. Tsirelson (2017): Linear response and moderate deviations:
hierarchical approach. II. arXiv:1706.00991.
[3] B. Tsirelson (2017): Linear response and moderate deviations:
hierarchical approach. III. arXiv:1711.05247.
[4] B. Tsirelson (2008): Moderate deviations for random fields and random
complex zeroes. arXiv:0801.1050.
Boris Tsirelson
School of Mathematics
Tel Aviv University
Tel Aviv 69978, Israel
mailto:tsirel@post.tau.ac.il
http://www.tau.ac.il/~ tsirel/
26
