The Kullback Leibler (KL) Divergence is a widely used tool in statistics and pattern recognition. The KL divergence between two Gaussian Mixture Models (GMMs) is frequently needed in the fields of speech and image recognition. Unfortunately the KL divergence between two GMMs is not analytically tractable, nor does any efficient computational algorithm exist. Some techniques cope with this problem by replacing the KL divergence with other functions that can be computed efficiently. We introduce two new methods, the variational approximation and the variational upper bound, and compare them to existing methods. We discuss seven different techniques in total and weigh the benefits of each one against the others. To conclude we evaluate the performance of each one through numerical experiments.
INTRODUCTION
The KL-divergence, [1] , also known as the relative entropy, between two probability density functions f(x) and g(x), D(f l9)ld f(x)log g(}) dx, (1) is commonly used in statistics as a measure of similarity between two density distributions. The divergence satisfies three properties, hereafter referred to as the divergence properties: The KL divergence is used in many aspects of speech and image recognition, such as determining if two acoustic models are similar, [2] , measuring how confusable two words or HMMs are, [3, 4, 5] , computing the best match using histogram image models [6] , clustering of models, and optimization by minimizing or maximizing the KL divergence between distributions.
For two gaussians f and g the KL divergence has a closed formed expression, D(f 119) 2 [log g + Tr[g 1Zf] -d where 7r is the prior probability of each state, and Af(x; ,u,,; Y,,) is a gaussian in x with mean ,a,, and variance Za.
We will frequently use the shorthand notation f, (x) A\f(x; ,t,,; a,,) andgb(X) = Af(x; /tb; YZb). Our estimates of D(f g) will make use ofthe KL-divergence between individual components, which we thus write as D(fa I|9b) -
In the next section we review the mechanics of estimating D(f 119) using Monte Carlo sampling. Section 3 reviews the related unscented transformation. In section 4, we show two ways of estimating D(f 119) by approximating f and g with a single gaussian. In section 5 we show how Jensen's inequality leads to an approximation in terms of products of gaussians. In section 6 we review the matched bound approximation and in sections 7 and 8, we introduce two approximations based on variational methods [7] . The final section shows experimental results. (4) as n-*oo. The variance of the estimation error is Varf [log f 1g].
MONTE CARLO SAMPLING
To compute DMc(f lg), we need to generate the i.i.d. samples {fX}n 1 from f. To draw a sample xi from a GMM f we first draw a discrete sample ai according to the probabilities 7ra. Then we draw a continuous sample xi from the resulting gaussian component fai (X).
The Monte Carlo method is the only method we discuss that yields a convergent method. It satisfies the similarity property, but the positivity property does not hold (the identification property will only fail in very artificial circumstances and with probability 0).
THE UNSCENTED TRANSFORMATION
The unscented transform, [8] , is an approach to estimate Ef" [h(x)] in such a way that the approximation is exactfor all quadratic functions h(x). It is possible to pick 2d "sigma" points {fXa,k}12d 1 such that +(1tf -lg)TZgl(Ilf t -g)] whereas for two GMMs no such closed form expression exists.
In the rest of this paper we consider f and g to be GMMs. The 
The unscented estimate satisfies the similarity property, but the identification or positivity property do not hold in general. The unscented estimator is similar to a Monte Carlo technique except that the samples are chosen deterministically.
GAUSSIAN APPROXIMATIONS
A commonly used approximation to D(f llg) is to replace f and g with gaussians, f and g. In one incarnation, one uses gaussians whose mean and covariance matches that of f and g. The mean and covariance of f are given by f= , 7 a8Pa
The approximation Dgaussian (f 9) is given by the closed-form expression, Dgaussian(f I9) = D(f 119), using equation (2).
Another popular method is to use the nearest pair of gaussians resulting in, Dmin = min D(fa gb). Both Dgaussian(f 9) and Dmin(f 9) satisfy the positivity and similarity properties, but the identification property does not hold. Although they are simple to formulate, as we show later, they are both rather poor approximations.
THE PRODUCT OF GAUSSIANS APPROXIMATION
The likelihood Lf (g), defined by Lf (g) = Ef (,) [ where Zab def fa(X)gb(x)dx is the normalizing constant for a product of Gaussians, which has a well known closed-form solution.
The KL-divergence can now be estimated in a simple closed form:
Cl suggested by Do [10] . Based on this equation, Goldberger et. al, [6] , suggest a similar approximate formula to estimate D(f 19). Define a matching function, m : {1, . . , nf} + { 1, . .. , ng}, between the nf components of f and ng components of g as follows:
Goldberger's approximate formula can then be written
Unlike equation (13), Dgoldberger (f g) is not an upper bound of D(f llg). It also satisfies none of the divergence properties. This can be seen by considering the case where f and g are equal to a single gaussian, h but f is formulated as a mixture of identical components. It has also been reported that the method performs poorly with GMMs that have a few low-probability components [5] . However, compared to some of the preceding methods, Dgoldberger turns out to work well empirically.
THE VARIATIONAL APPROXIMATION
In this section we introduce a variational lower bound to the likelihood. In section 5 we pulled the log outside the integral for an upper bound. Here we will take it inside the sum to obtain a lower bound.
We define variational parameters blba > 0 such that Lb blba = 1-By Jensen's inequality we have
Lf (9) Dvariational(f 11g) satisfies the similarity property, but it does not in general satisfy the positivity property. Like Dgaussian and Dproduct, Dvariational is a simple closed-form expression. In optimization problems, gradients with respect to the parameters of f and g can be readily computed. In its formulation with b and i1, alternating between optimization of the variational parameters and the parameters of g leads to an EM algorithm. The method can also be extended to the KL-divergence between hidden Markov models. The methods of Do and Goldberger in the preceding section can be seen as approximations to this formula, where the b and i1 are a generalization of the matching function. For equal numbers of components, if we restrict Ob Ia and ba'la to have only one non-zero element for a given a, the formula reduces exactly to the chain rule upper bound given in equation (13). For unequal numbers of components, we get a formula similar to Dgoldberger except that it satisfies the similarity property.
THE VARIATIONAL UPPER BOUND
Here we propose a direct upper bound on the divergence again using a variational approach. We introduce the variational parameters Other approximations emerge as special cases from Do,,p (f 119) for various choices of 5,~b. Firstly, the value 0bla = aIb = TaWb yields the convexity bound on D(f I9), [9] : D(f l9) < 1cFaWbD(fa l9b).
Secondly, ifnf = ng the matched pair bound of equation (13) Dupper (f IIg) will satisfy the three divergence constraints.
EXPERIMENTS
In our experiments we used GMMs from an acoustic model used for speech recognition [2] . The features x C Rd are 39 dimensional, Deviation from DMc(1M) 2 3 The best possible upper bound can be attained by finding the variational parameters m and i1 that minimize Do,f, (f 19 Deviation from DMC(1M) Fig. 3 . Distribution ofthe simple/closed-form approximations to KL divergence relative to the reference estimate DMc(1M). A trivial lower bound of zero is also included for reference. Figure 3 plots the distributions of the simple / closed-form approximations, showing that Dproduct, Dmin, and Dgaussian are significantly worse than Dvariational. The trivial lower-bound of zero is included to illustrate a worst-case scenario. It also indirectly shows the overall distribution of the data.
The simple methods were relatively quick to compute. In our experiments, Dmin, Dgoldberger, Dvariational, and Dupper, all took less than 0.1 ms per pair of GMMs. The Dgaussian, Dunscented,
