We study a vector field of R 3 equivariant under the D2 symmetry group, called "the D2 field" in the literature. We construct the complete list of Darboux polynomials for it, solving the partial differential equation defining them. We also use these polynomials to comment on its global qualitative behaviour. This is meant to be a first step towards the comparison of vector fields based on the module generated by their Darboux polynomials.
Introduction
Vector fields possessing some kind of symmetry occur very often in applications and attract therefore the attention of many researchers. For an introduction to the problems and methods of dynamical systems invariant under a symmetry group one may consult [1, 9, 2] , while in [10] an exposition is given of the topological properties of three-dimensional flows invariant under various symmetry groups.
Let us recall that, if (G, * ) is a compact Lie group, a polynomial p ∈ R[x 1 , x 2 , .., x n ] is called invariant with respect to this group if p(gx) = p(x), ∀g ∈ G. The set of all invariant polynomials is called the invariant ring of G and it is generated by finitely many homogeneous invariant polynomials.
A polynomial mapping f : R n → R n is called equivariant if f (gx) = gf (x), ∀g ∈ G. Their set forms a module over the invariant ring.
In what follows we do not distinguish between a vector field f : R 3 → R 3 and the associated system of equationsẋ = f (x), x ∈ R 3 . We shall call symmetric the system of equations associated with an equivariant vector field.
Here we consider the group generated by the following transformations of R 3 :
(x, y, z) → (x, y, z), (x, y, z) → (−x, −y, z), (x, y, z) → (−x, y, −z), (x, y, z) → (x, −y, −z).
The following was proved in [6] .
1.1 Lemma A three-dimensional autonomous system, symmetric with respect to the above group and having linear and quadratic terms, can be written in the form:ẋ = ax + yż y = by + xz (1)
where a, b are free parameters.
If the sign of the nonlinear term in the third equation is chosen to be positive, the system is gradient and its behaviour quite simple to analyse. We shall therefore be interested in system (1) only in the case that the nonlinear term of the third equation is negative (we will, however, include some results for the positive sign case). Following [6] , we shall call this system "D 2 " and we denote the corresponding vector field by X. There are two reasons for studying vector field X. First, it is the representative of an entire class of vector fields, namely quadratic fields equivariant under this specific symmetry group. Thus, be studying this field we illuminate the behaviour of its entire class. Second, its global behaviour is quite complicated, as demonstrated in [15] . Studying its phase space provides an understanding of the interplay between symmetry and complicated structures arising in it.
We wish to study the existence of Darboux polynomials of this vector field. A polynomial F : R n → R is called a Darboux polynomial for the vector field X of R n if it satisfies equation L X F = kF , where L X F denotes the Lie derivative of F along the flow of the field X and k is a real polynomial k : R n → R, called the cofactor of F. In this case, the algebraic manifold F = 0 remains invariant under the flow of X. If the cofactor is identically zero, F is a polynomial first integral for X.
Knowledge of the Darboux polynomials a vector field has is of great importance, since they can be used to study the field's global phase space. One may see [11, 13, 14, 16] for studies conserning this direction.
Here, in section 2, we construct the complete list of Darboux polynomials for the vector field X, for every value of its parameters. To achieve that, we solve equation L X F = kF , exploiting the degrees of the polynomials involved. We also present, in the same section, the complete list of Darboux polynomials for vector field (1) , in the case of the positive sign in the third equation. In section 3, we present the global phase portraits of X, using the Darboux polynomials already constructed. Some of the results of this section have already appeared in [15] . However, we include them here as well, in a more systematic way, both for the sake of completeness and to be able to comment on them.
Let us here note that in [5] the Darboux polynomials for the Rössler system were presented, a system wich possesses no symmetry, while in [4] the complete list of Darboux polynomials for the Lorenz system was constructed, a system which possesses a two-fold symmetry. Our ultimate goal is to detect symmetries (or other qualitative properties) of vector fields based on the algebraic properties of the module generated by their Darboux polynomials. The study of the Darboux polynomials of a system symmetric with respect to the D 2 group serves as a first step towards this direction. The degree of a monomial Cx λ y µ z ν is d = λ + µ + ν, for λ, µ, ν ∈ N and C ∈ R, and the degree of a polynomial f is the largest of the degrees of its constituent monomials. We shall denote by D d f , where d ∈ N, the sum of those monomials in f which have degree exactly d.
Suppose that polynomial f has degree d and is of the form:
The polynomial f , under the action of the vector field X, tranforms to a polynomial having degree at most d + 1:
Specifically, the polynomial L X f is the sum of the d-degree term:
and the (d+1)-degree term:
We now prove a lemma central to the analysis that follows.
Lemma Darboux polynomials for the vector field X have constant cofactors.
Proof. According to relation (2), the polynomial f under the action of the vector field X transforms to the polynomial L X f , which has degree at most d + 1. Equation L X f = kf is satisfied if, and only if, the cofactor is a polynomial of first degree. Thus, every cofactor has the following form:
Comparing terms of the same degree in equation (2), we arrive at the following equations:
Let us now suppose that
Then, the left-hand side of equation (3) equals:
while the right-hand side is:
giving us the relation c 0 = aλ + bµ + ν.
To solve equation (4), we make a complex transformation: the x, y axes remain real, while z-axis represents the imaginary numbers. We also assume that c 3 is an imaginary number. Then, equation (4) implies three systems of equations, eliminating in each case one variable. The first system of equations is:
the second system of equations is:
and the third system of equations is:
We wish to solve system (5). Thus we use the complex transformation:
and assume that there is a polynomial solution:
for λ + r + s = n and λ, r, s ∈ N, so that f (x, y, z) = ω(x, ζ 1 , ξ 1 ). Then, from equation (5a) we get i(s − r) = c 1 , which holds when c 1 = 0, since c 1 is a real number, giving us that r = s. Equation (5b) obtains the form:
and we find that the coefficients c 2 and c 3 of the cofactor k are equal to zero. For solving the second system of equations we use the complex transformation:
Suppose that f (x, y, z) = ω(y, ζ 2 , ξ 2 ) and
for µ + r + s = n and µ, r, s ∈ N. Using equation (6a) we find that i(s − r) = c 2 , which is verified when c 2 = 0, since c 2 is a real number, and implies that r = s. Correspondingly, equation (6b) may be written as:
and we find that the coefficients c 2 and c 3 of the cofactor k are equal to zero. To solve the third system of equations we use the transformation:
Suppose that f (x, y, z) = ω(z, ζ 3 , ξ 3 ) and
for ν + r + s = n and ν, r, s ∈ N. Using equation (7a) we have that:
which is verified when c 3 = 0, since c 3 is an imaginary number, and implies that r = s. Then, equation (7b) takes the form:
and we find that the coefficients c 1 and c 2 of the cofactor k are equal to zero. We therefore find that, for all three cases above, c 1 = c 2 = c 3 = 0 and so the cofactor k is a constant real number.
The analysis above allows us to write down explicit solutions of the equations studied.
Corollary
The polynomial solutions of equations (7), (8) and (9) respectively are:
where n is an even natural number.
Proof. To solve system (5), we suppose that it has the polynomial solution:
Since r = s and c 2 = c 3 = 0, equation (8) results to λ = 0. Therefore, we have that:
Using transformation ζ 1 = y + iz and ξ 1 = y − iz, ω is converted to:
In order to solve system (6), we suppose that it has the polynomial solution:
Since r = s and c 1 = c 3 = 0, equation (9) results to µ = 0. Therefore, the polynomial ω can be written as:
which, using the transformation ζ 2 = x + iz and ξ 2 = x − iz, converts to:
Similarly, suppose that system (7) has the polynomial solution:
Since r = s and c 1 = c 2 = 0, equation (10) results to ν = 0. The polynomial ω is thus written as:
and using transformation ζ 3 = x + y and ξ 3 = x − y, it takes the form:
The irreducible components of f 1 , f 2 , f 3 are Darboux polynomials, for appropriately chosen values of the parameters a and b. We make this more explicit in the following:
Proposition For b = 1, the Darboux polynomial for the vector field X is
f 4 (x, y, z) = C(y 2 + z 2 ) d 2
and the value of the cofactor is k = d, d being an even number. For a = 1, the Darboux polynomial for the vector field X is
and the value of the cofactor is k = d, d being an even number. For a = b, the Darboux polynomial for the vector field X is
and the value of the cofactor is k = ad, d being an even number.
Proof. We only prove the statement for b = 1, since the other two are proved in exactly the same way. The polynomial C(y 2 +z 2 ) d 2 under the action of the vector field X transforms to:
so that the value of cofactor is k = d.
We now recall, from [3] , the following lemma. • H b (x, y, z) = x 2 + z 2 , for a = 1 and b ∈ R, having cofactor 2.
Lemma
• H a (x, y, z) = y 2 + z 2 , for b = 1 and a ∈ R, having cofactor 2.
• H ab (x, y, z) = x 2 − y 2 , for a = b ∈ R, having cofactor 2a.
All other Darboux polynomials are sums and products of the above three functions.
We have thus constructed the complete list of Darboux polynomials for the vector field of interest here. Following the exact same steps, one may find the complete list of Darboux polynomials for vector field (1), in case the sign in the last equation in positive. We state this result here as well, omitting the proof. • K b (x, y, z) = x 2 − z 2 , for a = 1 and b ∈ R, having cofactor 2.
Theorem Consider vector field (ax + yz)
• K a (x, y, z) = y 2 − z 2 , for b = 1 and a ∈ R, having cofactor 2.
• K ab (x, y, z) = x 2 − y 2 , for a = b ∈ R, having cofactor 2a.
All other Darboux polynomials are sums and products of the above three functions.
Having constructed the complete list of Darboux polynomials for the vector field of interest, we are now going to use these polynomials to comment on the global behaviour of this field.
Global phase portraits
In this section, we study the global behavior of the vector field X, using the Darboux polynomials constructed above.
The
We begin by considering the a = 1 case. It turns out that the qualtative behaviour of the vector field is quite simple. We describe it in the next:
Proposition
Consider vector field X, with a = 1. Then:
• For b > 0 there exists a unique fixed point, located at the origin. This fixed point is globally repelling.
• For b = 0 the whole y-axis consists of fixed points. All other orbits of the field tend to one of these fixed points, for t → −∞, and to infinity, for t → +∞.
• For b < 0 there exists a unique fixed point, located at the origin. This fixed point is hyperbolic, having a one-dimensional stable manifold, that is, the y-axis. All other orbits tend to infinity, for t → +∞.
We omit the proof, since it is based on the fact that, for these parameter values, vector field X possesses H b as a Darboux polynomial.
Remark
Note that in [15] , and specifically in the proof of Proposition (1), polynomial H b is used as a Darboux polynomial for b = 0 and every positive value of a, although, as we have seen above, it is a Darboux polynomial only for a = 1. However, the conclusions of that proposition still hold, since one may use the same function to prove that the distance of every regular orbit from the y-axis becomes infinite, as t → +∞.
Using the existence of H a , for b = 1, one may prove the following:
Proposition
Consider vector field X, with b = 1. Then:
• For a > 0 there exists a unique fixed point, located at the origin. This fixed point is globally repelling.
• For a = 0 the whole x-axis consists of fixed points. All other orbits tend to one of these fixed points, for t → −∞, and to infinity, for t → +∞.
• For a < 0 there exists a unique fixed point, located at the origin. This fixed point is hyperbolic, having a one-dimensional stable manifold, that is, the x-axis. All other orbits tend to infinity, for t → +∞.
The a = b case
It turns out that the a = b case is more complicated than the cases studied above. Once again, we have to distinguish between cases.
Proposition
Consider vector field X for a = b > 0. There exists a unique fixed point, located at the origin, which is globally repelling.
Proof. Since H a,b is a Darboux polynomial having cofactor 2a > 0, surfaces x 2 − y 2 = 0 ⇒ x = ±y remain invariant under the flow of vector field X, while all other orbits escape to infinity.
The restriction of the vector field X on the x = y surface reads as (ax + xz)
It possesses a unique fixed point, located at the origin, which is globally repelling, since V (x, z) = x 2 + z 2 serves as a Lyapunov function. The restriction of the vector field X on the x = −y surface reads as (ax − xz)
∂ ∂z , which has the same behaviour as before.
Consider vector field X for a = b = 0. Both the x and the y axes consist of fixed points. All other orbits tend to infinity, for t → +∞.
Proof. The proof relies on the fact that, for a = b = 0, H ab serves as first integral of the system, since it is a Darboux polynomial with zero cofactor.
The most interesting case is the a = b < 0, where we have the following:
3.3 Proposition For a = b < 0 vector field X possesses five fixed points, namely the origin and:
all of which are hyperbolic saddles. There exist four heteroclinic orbits, connecting each one of the non-trivial equilibria with the origin, contained in the invariant planes x = ±y. All other orbits tend to these two planes for t → +∞.
The a = b < 0 is thus the most interesting one. In [15] it is shown that this case serves as the starting point, in the parameter space of the system, of a path leading to chaotic behaviour, which deserves a more systematic study.
Conclusions
The theory of Darboux integrability is a well established one and of particular importance since it provides us with results which enlighten the global behaviour of vector fields (see [8] for details). Therefore, a number of systems have been studied from this perspective. Let us focus here on articles [4, 5] . In these articles the Darboux integrability of two famous systems was studied, namely those due to Lorenz and Rössler. These systems present different symmetric properties, since the Lorenz system possesses a two-fold symmetry while the Rössler system possesses no symmetry at all. We have here studied the Darboux polynomials of a system with richer symmetries than those of Lorenz.
A natural question arises: can one determine the symmetric properties of a vector field from the algebraic properties of the module generated from the Darboux polynomials of the system? What other global properties can be deduced from the structure of this module? Let us note here that the structure of vector fields having a given set of polynomials as Darboux polynomials has already attracted the attention of researchers (see [7, 12] ) and deserves much more attention.
We hope to further comment on these issues in a future publication.
