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Abstract
Variability has become one of the vital challenges that the designers of integrated circuits
encounter. variability becomes increasingly important. Imperfect manufacturing process
manifest itself as variations in the design parameters. These variations and those in the
operating environment of VLSI circuits result in unexpected changes in the timing, power,
and reliability of the circuits. With scaling transistor dimensions, process and environ-
mental variations become significantly important in the modern VLSI design. A smaller
feature size means that the physical characteristics of a device are more prone to these
unaccounted-for changes. To achieve a robust design, the random and systematic fluctu-
ations in the manufacturing process and the variations in the environmental parameters
should be analyzed and the impact on the parametric yield should be addressed.
This thesis studies the challenges and comprises solutions for designing robust VLSI
systems in the presence of variations. Initially, to get some insight into the system design
under variability, the parametric yield is examined for a small circuit. Understanding the
impact of variations on the yield at the circuit level is vital to accurately estimate and
optimize the yield at the system granularity. Motivated by the observations and results,
found at the circuit level, statistical analyses are performed, and solutions are proposed,
at the system level of abstraction, to reduce the impact of the variations and increase the
parametric yield.
At the circuit level, the impact of the supply and threshold voltage variations on the
parametric yield is discussed. Here, a design centering methodology is proposed to maxi-
mize the parametric yield and optimize the power-performance trade-off under variations.
In addition, the scaling trend in the yield loss is studied. Also, some considerations for
design centering in the current and future CMOS technologies are explored.
The investigation, at the circuit level, suggests that the operating temperature signifi-
cantly affects the parametric yield. In addition, the yield is very sensitive to the magnitude
of the variations in supply and threshold voltage. Therefore, the spatial variations in pro-
cess and environmental variations make it necessary to analyze the yield at a higher granu-
larity. Here, temperature and voltage variations are mapped across the chip to accurately
estimate the yield loss at the system level.
At the system level, initially the impact of process-induced temperature variations on
the power grid design is analyzed. Also, an efficient verification method is provided that
ensures the robustness of the power grid in the presence of variations. Then, a statistical
analysis of the timing yield is conducted, by taking into account both the process and
environmental variations. By considering the statistical profile of the temperature and
supply voltage, the process variations are mapped to the delay variations across a die. This
ensures an accurate estimation of the timing yield. In addition, a method is proposed to
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accurately estimate the power yield considering process-induced temperature and supply
voltage variations. This helps check the robustness of the circuits early in the design
process.
Lastly, design solutions are presented to reduce the power consumption and increase
the timing yield under the variations. In the first solution, a guideline for floorplaning
optimization in the presence of temperature variations is offered. Non-uniformity in the
thermal profiles of integrated circuits is an issue that impacts the parametric yield and
threatens chip reliability. Therefore, the correlation between the total power consumption
and the temperature variations across a chip is examined. As a result, floorplanning guide-
lines are proposed that uses the correlation to efficiently optimize the chip’s total power
and takes into account the thermal uniformity. The second design solution provides an
optimization methodology for assigning the power supply pads across the chip for maxi-
mizing the timing yield. A mixed-integer nonlinear programming (MINLP) optimization
problem, subject to voltage drop and current constraint, is efficiently solved to find the
optimum number and location of the pads.
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The increasing impact of process and environmental variations on the yield and the com-
plexity of different parameters has made parametric yield an attractive subject for research.
Recently, the director of Computer-Aided Design and Test at the Semiconductor Research
Corp. (SRC), presented eight hypothetical companies with potential solutions for nanome-
ter variability, and asked the panelists, where they would invest. The winners were startups,
offering lithography and process variation modeling, variation-resistant regular fabrics, and
variation-tolerant designs [2]. In addition, the industry advocates conducting research on
the yield. Anthony Nicoli, from Mentor Graphics Corp points out that “traditionally the
path to yield was fairly simple: comply with all the design rules, and yield would follow.
In the nanometer era, the game has changed. To succeed in the yield game, we need new
ways to incorporate yield functionalities into the newly developed automated design tools”
[2].
Ted Vucurevich, CTO at Cadence said, EE times reported, “variability is a first-class
design concern. Gate oxides are so thin that a change of one atom can cause a 25 percent
difference in substrate current.” Although the introduction of high-k materials and metal
gates has created opportunities that mitigate the impact of variability on the design, but
the challenges remain. Furthermore, Vucurevich said, the modes in which a device oper-
ates have become a source of variability. A cell phone chip exhibits different “hot spots”
depending on whether it is taking a call, playing a video, or displaying pictures. Handling
the challenges, Vucurevich said, will require a next-generation EDA architecture.
The number of transistors in VLSI circuits increases from one generation to the next.
The ever increasing demand for more functionalities, as well as the increased density of
devices and interconnects, results in more power consumption and more heat generation
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within the chip. The supply voltage (Vdd) and threshold voltage (Vth) are two crucial de-
sign variables that directly impact the power consumption and performance of circuits. In
addition, temperature plays a significant role in the design of modern VLSI circuits. Leak-
age power is strongly dependant on the threshold voltage and the operating temperature.
Also, the dynamic power depends on the supply voltage. These power components increase
as the technology scales [3]. Also, the performance of a circuit depends on these voltages
and is degraded at high temperatures. Therefore, variations in these parameters directly
impact both power and performance, and consequently, the yield.
In addition to the Vdd and the Vth, temperature impacts various aspects of VLSI circuit
and system design. Technology scaling shrinks the sizes, while the total power consumption
increases. The result is an increase in the power density and, therefore, a heat generation
which is manifested as the elevated temperature of integrated circuits. High operating
temperatures mean that the design will not meet its objectives. For example, performance
degradation, a jump in the leakage power, and serious reliability concerns are the conse-
quences of such temperature increases [4][5].
Finally, process variations significantly impact the leakage power, a pivotal parameter
in designing a power grid. Because of the strong relationship between the temperature and
leakage power, the variations also impose statistical behavior on the operating temperature.
In addition, the metal resistivity of a power grid increases with the temperature. Therefore,
ignoring the interdependency between leakage and temperature can introduce large errors
in the power grid design, and, consequently, an increase in the timing and power yield.
The necessity to address these issues at the system level is the motivation behind this
thesis. Although variations in the supply voltage impact the delay of a single gate, the
IR drop is addressed at the chip level. In addition, the variations in the threshold voltage
impose uncertainty in the leakage current of a single gate. However, the leakage current
variations are translated into cross-chip variations in the voltage drop. Moreover, both
power and performance of a circuit are functions of the operating temperature. But, an
architecture-level decision can impact the chip floorplan, change the thermal profile, and,
as a result, increase the power and degrade the circuit performance. Consequently, analyses
and optimizations are proposed in this thesis so that the designer can accurately estimate
and enhance the parametric yield at different design stages.
1.2 Thesis Organization
The remaining chapters are organized as follows:
Chapter 2 provides an overview of some investigations in the literature, particularly
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of the design of VLSI circuits and systems in the presence of process and environ-
mental variations.
Chapter 3 comprises a newly developed design-specific yield optimization, consid-
ering variations in the supply and threshold voltage. The work provides a guideline
for design centering under voltage variations.
In addition, a scaling analysis of the yield optimization, under the supply and thresh-
old voltage variations is presented in this chapter. Here, the impact of supply (Vdd)
and threshold voltage (Vth) variations on the yield loss for the current and future
CMOS technologies is investigated.
Chapter 4 concerns the power grid analysis, considering a statistical thermal profile
across the grid. An efficient verification method is developed to ensure the robustness
of the power grid in the presence of variations.
Chapter 5 is composed of a statistical analysis of the timing yield by taking into
account both the process and the environmental variations. By considering the statis-
tical profile of the temperature and supply voltage, the process variations are mapped
to the delay variations across the chip.
Also, this chapter introduces a method to accurately estimate the power yield, con-
sidering the process-induced temperature and supply voltage variations. Here, by
considering the statistical profile of temperature, and Vdd, the power yield is esti-
mated for the chip.
Chapter 6 consists of design solutions to alleviate the process-induced environmental
variations and improve parametric yield. First, the floorplanning in the presence of
temperature variations is explored. The impact of the temperature variations on
different objectives of the floorplanning is examined, and an efficient methodology to
achieve the objectives is proposed.
Subsequently, an optimization methodology for assigning power supply pads across
the chip for maximizing the timing yield is presented. A mixed-integer nonlinear
programming (MINLP) optimization problem subject to voltage drop and current
constraint is efficiently solved to find the optimum number and location of the pads.
Chapter 7 concludes the thesis and suggests some future work on the design of
integrated circuits and systems in the presence of variations.
3
Chapter 2
Background and Related Work
2.1 Introduction
Pursuing Moore’s law has introduced a broad range of challenges. To accommodate more
transistors and to gain a better performance in each new generation of VLSI circuits, the
challenges need to be addressed at many levels from circuit to system. As identified in
the 2006 International Technology Roadmap for Semiconductors (ITRS), variability is one
of the key difficult challenges in scaled technologies. This chapter provides a background
for variations and their sources in nanoscale design. Also, some of the techniques used to
alleviate the impact of variations are explained. At the end of the chapter, the proposed
methodologies for designing under variations are briefly introduced.
Variations in the manufacturing process and design environment impact the perfor-
mance, power, integrity, and reliability of a design. Traditionally, worst-case scenarios have
been used to analyze the impact of variations. However, these corner-based approaches
lead to pessimistic results. Guard-banding for parameter variations does not guarantee a
reliable design, and is costly and increases the time to market. Since different corners must
be studied by different simulations, the process cannot represent a unified result. However,
statistical approaches provide a unified mechanism in which the implication of variations
for the degradation of different design metrics is taken into account simultaneously. This
helps the designer achieve the correct analysis and best optimization for the design metrics
and yield.
New generations of ICs exhibit a sharp increase in the magnitude of the variations
and are exposed to new sources of variability. Variation in the channel length has almost
doubled, from 130nm to 65nm [6]. This indicates that the traditional corner-based methods
should be replaced by statistical approaches for both analysis and optimization of the design









Figure 2.1: Device characteristics that are impacted by an imperfect manufacturing
process.
In the traditional corner-based approach, a margin is considered, for the design parame-
ters. Because at the design time, some factors are difficult to model. The margin, however,
is growing rapidly due to the increase in variability. For example, such a margin in the
delay becomes a large portion of the clock cycle. To understand the unknown factors, the
variations must be characterized by their sources.
2.2 Process Variations
The manufacturing process is not perfect. Many fabrication parameters are involved in
controlling the process. Imperfect parameters result in a deviation from the nominal values
to be met in a design. As depicted in Fig 2.1, design parameters include some device
geometry parameters, such as the effective channel length(Leff ), oxide thickness (tox),
channel width (W ), overlap length (Lov), and junction depth (Yj). In addition, the dopant
concentration (Na), inter-layer dielectric thickness (tILD), and interconnect dimensions are
other parameters that are affected by process variability. The power and performance
of both the device and interconnects are significantly affected by the deviation of the
parameters from their nominal values. The variations can impact different designs in
different ways. Some designs are more susceptible to variation than others. The variation
of the design metrics creates a statistical distribution over a large number of samples.
These distributions are used to define the parametric yield as a measure for describing a
fraction of the design samples that meet certain criteria. The parametric yield is referred
to as a timing yield, when the timing measurement is intended. Similarly, a power yield is
employed as a metric for the samples that meet the power requirements.
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2.2.1 Variations Classifications
Process variations are categorized into two classes: inter-die and intra-die variations. This
classification is useful because they impact the design differently.
• Inter-Die Variations: This term refers to die-to-die or wafer-to-wafer or lot-to-lot
variations. It is assumed that the process parameter does not vary on a single die.
To capture this variation, a shift from the nominal value is chosen. The shift is a
random value that is the same for the parameter on the die. Lens aberrations result
in a variation in the gate thickness from one die to the next on a wafer. This is an
example of inter-die variations. An analysis of these variations is conducted by using
the corners of the process parameters. If more than one parameter is studied, the
correlation between their variations is also included. This can increase the complexity,
when the number of parameters is high.
• Intra-Die Variations: These are the variations within a single die, where a ran-
dom variable is needed for each device or a portion of the circuit to represent such
variations. The intra-die variations consist of two patterns.
Random Variations: These are the deviations from the nominal values due to
purely random sources such as random doping fluctuations. However, random uncer-
tainties such as the dopant number and location cannot be predicted and cause all
the devices in close proximity to exhibit different, characteristics. Random variations
can also have a spatial correlation. For example, variations in the channel length of
two neighboring transistors can be very similar. Some other process parameters such
as tox or Na are usually uncorrelated.
Systematic Variations: The variability of some process parameters exhibit a
systematic behavior which can be predicted. Because of lithographic and etching
techniques, layout-dependant variations exist within a die. Such variations can be
modeled. For example, an across-chip channel length variation can be predicted
by modeling the optical proximity correction (OPC). In addition, the modeling of
chemical mechanical polishing (CMP) can be employed to predict the variations
in Inter-Layer Dielectric (ILD) [7]. For simplicity and the lack of manufacturing
information, the systematic variations can also be threaded as random variations.
By using the aforementioned variations, the channel length parameter is expressed
as follows:
L = Lnom + ∆Linter + ∆Lspatial(xi, yi) + ∆Lrandom,i , (2.1)
where ∆Lspatial(xi, yi) takes into account the spatial correlation of the channel length.
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Figure 2.2: Imperfect ion implantation [11].
2.2.2 Variations in the Threshold Voltage
Variations in the threshold voltage occur, because the manufacturing parameters such as
the channel length, oxide thickness, and doping density deviate from their nominal values.
Such variations can be systematic or random in nature, and fall into the following cate-
gories: within-die, die-to-die, inter-wafer, and lot-to-lot. Systematic variations depend on
the position of the device on a die and the layout environment surrounding the devices [8].
Lithographic, etching, and layout information are used to model, predict, and compensate
for systematic variations [9]. In current technologies, the largest portion of the variations
in the threshold voltage is due to the variations in the channel length which is more sys-
tematic. However, the share of random fluctuations in the variations is increasing, as they
become more significant with scaling [10]. Fig. 2.2 illustrates the imperfect distribution
of dopants in a device. The analytical model for the variations due to the random dopant















where q denotes the elementary charge, εSi and εox are the permittivity of silicon and oxide,
Tox is the gate oxide thickness, and Weff and Leff are the respective effective channel width
and length. Also, QB = 2KBT ln(N/ni), where KB represents the Boltzmanns constant,
N is the channel dopant concentration, T the absolute temperature, and ni denotes the
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Figure 2.3: Rapid reduction in the number of dopants [12].
intrinsic carrier concentration. Fig. 2.3 demonstrates that the number of dopants is
rapidly reduced as technology scales. Therefore, in the current and future technologies
adding or removing few atom results in a relative large Vth variation. It is evident from (2.2)
that the variation is inversely related to the dimensions of the device. Here, increasing the
width of a transistor can reduce the variation. However, as discussed in the next chapter,
the increase in the transistor size can lead to the parametric yield loss due to the higher
power consumption and consequently elevated temperature.
In addition to the random dopant fluctuation, variations in the channel length strongly
impacts the Vth. As shown in Fig. 2.4, the gap between the feature size of a CMOS device
and the wavelength, used in the lithography to manufacture it, is increasing [14]. This
diffraction of light, referred to as Optical Proximity Effect (OPE), in turn, results in larger
variations in the channel length. In short channel devices, the depletion region extends into
the channel and affects the electric field and potential inside the channel. This phenomena
is called Short Channel Effect (SCE). Fig. 2.5 demonstrates the impact of channel length
variations on the Vth roll-off due to the SCE. It is seen that variations in the Vth is larger
for smaller feature sizes. The following equation expresses the dependency of variations in
the Vth on the channel length [16]




where Vth0 is the long channel threshold voltage, k is a technology dependent parameter,
and λd is the Drain-Induced Barrier Lowering (DIBL) coefficient. It is evident that, because
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Figure 2.4: Difference between the lithography wavelength and feature size for current
and future technologies [14].
Figure 2.5: Roll-off effect in threshold voltage in respect to the channel length [15].
of DIBL, the threshold voltage is greatly susceptible to the variations in the channel length.
Also, the Vth is a function of the drain to source voltage (VDS).
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There are other sources of variations that cause fluctuation in the Vth including Line
Edge Roughness (LER), variations in the oxide thickness, channel width, mobility, and
oxide charges. LER is associated with the imperfect gate patterning. The uneven poly-gate
edges results in large variations in the Vth for sub-50nm devices [17]. Variations in the oxide
thickness impacts the threshold voltage. However, introducing high-k materials and metal
gates has restored the traditional scaling trend of the gate thickness and the variations is
well-controlled [12]. Variations in the channel width also change the Vth characteristics.
The impact is less significant, compared to the fluctuation in the channel length because
the width is several times larger. Mobility of charge carriers, in a device, correlates with
the drift velocity, the average velocity under the electric field, and the applied electric
field. The drift velocity is directly related to the Electric field. Therefore, the variation
in the mobility is a function of the variation in the field, temperature, and impurity [18].
Variations in the mobility and threshold voltage are related but the dependency is not
significant [19]. Finally, the presence of charges in the oxide affects the mobility and
results in the Vth mismatch, in different devices. The variation is more pronounced in the
interface of high-k materials [12].
2.2.3 Interconnect Variations
Interconnect parameters exhibit large variations. Lithography modifies the line width and
line spacing, where they depend on the neighboring pattern in the layout (proximity effect),
the location in the layout (lens aberration), and the density of features on the mask (flare)
[20]. Variations in the line width and line space impose fluctuations in the line resistance
and inter-line capacitance.
In addition, Chemical-Mechanical Polishing (CMP) process is used to remove unwanted
metals and have flat topography on the wafer. However, CMP is also layout patter depen-
dent and is subject to variations. Different hardness of interconnect and dielectric material
results in the imperfect CMP process. Fig. 2.6 depicts two problems associated with the
variations in CMP: dishing and erosion. Dishing results in a thin interconnect and in-
creases for wide interconnects. Erosion causes interconnect and dielectric thinning and is
more significant for dense areas. Variations in the line and Inter-Layer Dielectric (ILD)
thickness, caused by CMP, lead to larger resistance and thus degrade performance [21].
Fig. 2.7 shows the dependency of the interconnect resistance on the line width and the
radius of the dishing. The etching process, used for forming the vias and metal contacts,
is also imperfect. Therefore, the uneven etching leads to variations in the thickness of the
vias and contacts. This, in turn, imposes variations in the metal resistance [22].
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Figure 2.6: Pattern dependent problems of dishing and erosion in copper CMP and the
impact on the interconnect height [21].
Figure 2.7: Metal line resistance as a function of line width for different dishing radius
[22].
2.3 Environmental Variations
Environmental variations are due to fluctuations in the parameters of the environment,
where the chip is operating. Variations in the parameters such as the supply voltage, oper-
ating temperature, and switching activity impact the performance, power, and reliability
of the chip.
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Figure 2.8: Temporal variations in supply voltage [14].
2.3.1 Variations in the Supply Voltage
Variations in the supply voltage are primarily due to the non-uniformity of the distribution
of the power supply and the changes in the switching activity of the circuit. The current
drawn from the power supply varies for different dies. However, recent voltage regulators
are less sensitive to the current [23]. Therefore, the die-to-die Vdd variations can be small.
Historically, designers tend to limit the within-die changes in the Vdd, due to the IR and
Ldi/dt drops, to a maximum of 10%. Nonetheless, with the scaling of technology, the
increase in the current density and rate of switching make it more challenging to retain
this traditional bound on the supply voltage noise [24].
Voltage drop reduces the overdrive current, degrading the performance. An increase in
the voltage and switching activity increases the dynamic power. As illustrated in Fig. 2.8,
variations in the supply voltage are time dependant. Because of changes in the workload
and current flowing in the power grid, the supply voltage and activity fluctuate. The change
in the current can be caused by the increase in the leakage current, which, in turn, can be
the result of the process or temperature variations. Analyzing the corners of the variations
is a difficult task due to the fluctuating work load, temperature, and demanding current.




Figure 2.9: Spatial temperature variations of a Pentium M chip running Applu SPEC
benchmark [25].
2.3.2 Temperature Variations
Different parts of a chip have different power densities that result in temperature gradients
across a chip. Such changes in the thermal map create spatial variations, forming hotspots.
This spatial temperature variation can also change over time based on the instruction mixes
that are executed, targeted at different functional blocks. Fig. 2.9 indicates the spatial
and Fig. 2.10 shows temporal variations in the temperature of a Pentium M chip running
the Applu SPEC benchmark [25]. With the scaling of technology, the hotspots move from
the points with the highest switching activity to those with the low threshold voltage [26].
This, however, can cause a performance mismatch, increasing the power consumption, and
jeopardizing the reliability of a design [27]. To address these issues, a statistical framework
is needed to model the variations, and, then, analyze the effect of such variations on circuits
and systems.
In addition to the process variations, temperature variations impact the Vth. Tem-
perature and leakage power are closely related. Therefore, the within-die temperature
fluctuation and, as a result, the average power consumption, varies for different dies. This,
in turn, causes inter-die variations in the temperature and Vdd. To estimate the spread
of the supply voltage, and temperature, the impact of the process variations on these two
environmental parameters must be analyzed [28][29]. Higher temperatures exponentially
increase leakage power. The interdependency of the subthreshold the leakage and tem-
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Figure 2.10: Temporal temperature variations of a Pentium M chip running Applu SPEC
benchmark [25].
perature can also create a positive feedback that can lead to higher temperatures, and,
eventually, thermal runaway. Most mechanisms fail because they depend on the operating
temperature and such that the variations pose reliability issues. Therefore, a self-consistent
analysis is required to explore the impact of temperature variations [23].
2.4 Other Sources of Variations
In addition to the aforementioned variations, there are other types of variations that occur
over a long period of time. Hot carrier injection and negative bias temperature instability
(NBTI) cause the threshold voltage to increase over time. Electromigration is another
failure mechanism that shrinks the wire width and, in a severe case, leads to open cir-
cuits. These variations depend on process and environmental variations. For example,
fluctuations in the oxide thickness impact NBTI and hot carrier injection, degrading the
performance and leakage power. Also, electromigration depends on the current density and
temperature. Thus, the reduction in the width of a wire and increase in the temperature
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Figure 2.11: Impact of variations on delay [31].
exacerbate electromigration. The time-dependency nature of these variations make it dif-
ficult to investigate their impact in a short period of time. Consequently, burn-in tests are
employed to accelerate such phenomena. During the burn-in test, which is time consuming
and expensive, the chips are placed under current and temperature stress to show their
possible vulnerability to the time-dependant failure mechanisms. Sachdev et. al show that
the burn-in environment can change due to the increase in the leakage power [30]. Varia-
tions in the temperature and threshold voltage can cause such an increase. Therefore, it
is crucial to take into account the different sources of variations in a statistical analysis to
avoid an unexpected yield loss.
2.5 Impact of the Variations on Design
With the scaling of the CMOS technology, the impact of the Vdd, Vth, and temperature
variations on performance, power, and reliability becomes more significant.
2.5.1 Impact on Performance
Variations in the threshold voltage impose fluctuations in the delay. Fig. 2.11 demonstrates
the distribution in the delay for the different types of variations. Device performance is
related to the difference between the Vdd and Vth, referred to as the overdrive voltage
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Figure 2.12: Impact of variations on power [33].
(Vdd -Vth). As technology scales, the Vdd is reduced to maintain a constant electric field
across the gate-oxide, and to limit the increase in the power density to ensure reliability.
The reduction in the Vdd causes the gate delay to increase. As a result, the Vth is also
reduced to maintain an acceptable performance. Although, the values of the Vdd and Vth
decrease, the magnitude of their variations becomes comparable to their nominal values.
Consequently, in scaled technologies, the variations in the overdrive are then comparable
to the overdrive’s nominal value such that the effect of the variations on the performance
is more pronounced. As an example, a 10% variation in the Vdd can cause a 20% variation
in the delay [32]. Moreover, the mobility of the charge carriers and the resistance of the
interconnects depend on the operating temperature. Thus, variations in the temperature
leads to variations in the device and interconnect delay [18].
2.5.2 Impact on Power Consumption
The subthreshold leakage power, exponentially, depends on the Vth. This dependency is
clearly illustrated in Fig. 2.12, where the cumulative distribution functions of the leakage
power for the different types of process variations are identified. Also, the dynamic power
consumption has a quadratic relationship with the power supply. Thus, an increase in the
magnitude of the variations in the Vth and Vdd impacts the principal components of the
total power consumption.
The dependency of the mobility and threshold voltage on temperature, makes perfor-
mance sensitive to the variation in temperature. This dependency, however, is the source
of uncertainty in the performance and can lead to a timing yield loss. In addition to per-
formance, the exponential relationship between the subthreshold leakage and temperature
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Figure 2.13: Large variations in leakage power and performance are due to process varia-
tions, at 130nm [14].
indicates it is crucial to account for the temperature variations in any power analysis. The
effect of the temperature variations on design is a multi-dimensional problem that must
be solved by including the supply voltage, threshold voltage, delay, leakage and dynamic
power, and temperature. These parameters, together, address the electrothermal coupling
in the design.
Fig. 2.13 depicts that for a 30% variation in frequency, the leakage current varies up
to 20 times, due to the process variations. As it can be seen, many design samples at the
two extreme sides fail to meet either the timing or leakage power constraints. It is a clear
example that shows the effect of the growing variations and their impact on the different
aspects of a design.
2.5.3 Modeling Variations
Different models at different stages of a design are used to model power and performance.
However, these models are not perfect and result in different error magnitudes. Some of
the models are more aggressive where as others are more conservative. The former models
lead to a yield loss, and the latter ones reject many designs, because they do not meet
the constraints. The impact of aggressive models is a huge overhead and in some cases,
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Figure 2.14: The existing approaches for yield analysis and optimization are categorized
into different design domains.
2.6 Related Work: Design under Variations
Several researchers have addressed the variability-aware design and optimization of power,
performance, and yield under variations [34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 14].
Fig. 2.14 depicts different design domains at which the parametric yield has been studied
in the literature. Some focus on circuit-level analyses, where as others study the impact
of variations at the architecture, and system level. CAD methodologies have also been
examined to increase the robustness of the design.
2.6.1 Variability-Aware Circuit Design
2.6.1.1 Power-Performance Trade-Offs
Sylvester et al. attain a gate-level parametric yield estimation by obtaining the corre-
lation between performance and leakage power [34]. Initially, the inter-die and intra-die
threshold voltage variations, mostly due to the variations in the channel length and dopant
fluctuation, are modeled. Spatial correlation is also taken into account by partitioning a
circuit (Fig. 2.15) and assigning random variables. Then, the joint probability distribution
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Figure 2.15: Partition of a circuit to model the correlated component of variation [34].
Figure 2.16: Joint probability distribution function for the bivariate Gaussian distribution
for c3540 [34].
function is used to estimate the yield to avoid the error that is imposed, if the performance
and leakage are modeled independently. The distribution is illustrated in Fig. 2.16.
More specifically, some analyses have been carried out in the literature to investigate
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Figure 2.17: Optimal operating line and different optimal metrics [46].
the impact of the variations in the Vdd and Vth on the parametric yield. The impact of
leakage on the parametric yield is analytically shown, and the sensitivity of the yield to
the Vdd, power and performance is examined by Rao et al. [47]. However, this conservative
analysis is based on the minimum and maximum channel lengths and the Vth. In addition,
the effect of temperature on the leakage power is ignored. Gonzalez et al. have investigated
the effect of scaling the Vdd and Vth on energy and delay [48]. Also, they have demonstrated
that optimizing both voltages saves energy, and increases performance. The effect of the
Vdd and Vth variations on their design metric, Energy Delay Product (EDP), has also been
addressed, but the EDP, under uncertainty, is obtained by the multiplication of the energy
and the delay at the four corners of the supply voltage and temperature. The electrothermal
effects have been incorporated in the optimization by Banerjee et al. to account for the
high temperature impact on performance, power, and reliability [49].
The variations in the Vth have a larger impact on the EDP, if the electrothermal coupling
is taken to account. In particular, Sengupta and Saleh have proposed more general metrics
(PmDn and PT µ) to give priority either to the power, or the delay for specific applications
[46][50]. It has been demonstrated how a design metric such as the EDP changes with the
variations in the Vdd and Vth. From Fig. 2.17, it is evident that all the optimal points for
the trade-off between the power and performance, measured using PmDn metric, lie along
the trajectory of the best operating point (unconstrained optimal).
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Figure 2.18: Total power as a function of frequency for transistor sizing and dual Vth
assignment [51].
2.6.1.2 Threshold Voltage Assignment
Dual Vth assignment is an effective leakage power reduction technique [51], where high Vth
transistors are used in circuits with delay slack. Fig. 2.18 compares different methods for
the threshold voltage assignment and transistor sizing. It can be seen that iterative sizing
and dual Vth assignment leads to best results. The dual Vth technique has been revisited by
Agarwal et al. to account for all leakage components and the variations in the delay and
leakage to maximize the leakage power saving [41]. The simultaneous sizing and dual Vth
design are applied, where the impact of the halo profile on the variations of the threshold
voltage is considered. Since a high threshold voltage (high-Vth) has larger variations due
to the high halo doping concentration, a device-aware dual-Vth is needed to minimize the
leakage, while guaranteeing the yield. It is claimed that a 10%-20% extra leakage power is
saved, compared to the conventional dual-Vth design [41].
The total power has been minimized under timing yield constraints by Devgan et al.
[35]. The power reduction is achieved by simultaneous gate sizing and the Vth assignment.
Based on the power-delay sensitivity, time slacks are assigned to the certain gates in a
circuit to reduce the power under variations in the channel length and threshold variations.
As demonstrated in Fig. 2.19, the statistical optimization results in a better trade-off
between power and performance.
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Figure 2.19: Power delay curves for 99.9% timing and power yield [35].
Figure 2.20: Schematic for achieving multiple operating modes [40].
2.6.1.3 Adaptive Solutions
Adaptive techniques have been reported to alleviate the impact of variations on power
and performance of a circuit. Agarwal and Nowka have proposed an adaptive technique to
reduce the spread in the delay [40]. As depicted in Fig. 2.20, the circuit technique comprises
a combination of two supply voltage levels, VDDH and VDDL. When computationally
intensive jobs are executed, the entire logic operates at a high level. Performance is traded
or power, when a high performance is not needed for some logic runs at the VDDL. The
authors compare their method with Clustered Voltage Scaling (CVS) and dynamic voltage
scaling (DVS), and argue that, unlike CVS, the adaptive switching capability, between the
different modes, renders it a dynamic approach. Also, by using static voltage levels, no
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Figure 2.21: Leakage vs. delay spread due to process variation [40].
voltage converter is needed, and, therefore, it does not have the overhead of the DVS. In
addition, it is claimed that, unlike the DVS at the system level, the method is applicable at
a finer granularity and has the potential to save more energy. Tightening the distribution
of the delay is achieved by switching to the opposite mode if necessary. For example, the
circuit switches to the slow mode for operating at a high performance, where the leakage is
high, and it switches to the fast mode when the leakage is very low and the delay is high.
Comparing Fig. 2.21 and Fig. 2.22 demonstrates the effectiveness of the adaptive solution
in tightening the power and performance distributions.
An Adaptive Voltage Scaling (AVS) is proposed by Elgebaly and Sachdev [43]. The
AVS emulates the actual critical path under various conditions of the process. Tracking
the critical path helps to avoid a large margin, required for the delay to ensure error-
free operation. A customized path delay is programmed to track the critical path on the
chip. This is to reduce the margin required by conventional circuits under voltage and
temperature variations. Such tracking across different processes and interconnect parasitic
corners achieves more energy efficiency, compared to open-loop or closed-loop systems.
Tschanz et al. study bidirectional Adaptive Body Bias (ABB) and, as a result, show a
reduction in the frequency variations by a factor of seven [52]. The threshold voltage, and,
therefore, leakage power and performance, can be controlled by applying non-zero voltage
to the device body in respect to its source. Reverse Body Bias (RBB) increases the Vth,
and, thus, reduces leakage power. Forward Body Bias (FBB) reduces the Vth and improves
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Figure 2.22: Impact of variations on power [40].
its roll-off, and, therefor, enhances the performance. Fig. 2.23 shows the block diagram of
the test chip. The phase detector compares the target frequency with the frequency of the
critical path. The counter and the bias selector provides a suitable body bias according to
the frequency difference. This mechanism can be utilized to reduce the impact of process
variations and have more dies in the highest frequency bin. Fig. 2.24 demonstrates that
utilizing both ABB and AVS yield better performance, where a large number of dies ends
up in higher frequency bin.
Chen and Naffziger compare the effectiveness of adaptive body bias (ABB) and adaptive
supply voltage (ASV) in reducing the variability and improving power and performance
[37]. In the post-silicon tuning, ABB changes the threshold voltage by either a forward
or a reverse body bios. This tightens the distribution of the maximum frequency and
power. In addition, the ASV has similar effect on power and performance. It is argued
that both the ABB and ASV are effective in trading performance for power and visa versa.
A little difference exists between the two methods, attributed to their physical complexity,
requirements for voltage regulation, and silicon overhead.
2.6.1.4 Voltage Scaling
Sylvester et al. first compare two existing Vdd assignments, CVS and Extended Clustered
Voltage Scaling (ECVS) [44]. Both the CVS and ECVS traverse from the Primary Output
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Figure 2.24: Comparing the effectiveness of adaptive solutions [53].
(PO) to the Primary Input (PI) and assign voltages to the gates in a levelized manner.
However, the CVS cells with the VddL cannot drive those with the VddH . This is due to the
imperfect switching of the driven cell, causing a huge leakage current in the gate. For the
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Figure 2.25: Temperature dependent deactivation scheme [42].
CVS, the level conversion occurs at the output of sequential elements, called synchronous
level conversion. Extra power saving is achieved in the ECVS by using Asynchronous Level
Converters (ACL). They facilitate a level conversion at the output of a VddL driven cell. A
greedy algorithm, presented by the authors, makes it possible to remove the limitation of
visiting the cells for a voltage assignment in a legalized manner. It is also observed that
the level converters significantly impact the system-level power consumption.
Najm et al. report a methodology to minimize the power consumption of a parallel
system design, considering within-die process variations [42]. Their results show that the
optimum supply voltage is higher than that obtained when no within-die variation is taken
into account. It is also observed that changes in the temperature can have a substantial
impact on the selection of the optimum supply voltage and on the power consumption of a
parallel system. Although body bios has been used in the literature to reduce the impact of
temperature variations, the work proposes a Temperature Dependant Deactivation Scheme
(TDDS), illustrated in Fig. 2.25. It relies on a temperature sensor to calculate the number
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Figure 2.26: Effect of WID process variations on Energy/Operation [42].
of required parallel blocks, based on the operating temperature. This is claimed to reduce
the power variation by lowering the temperature variations, and, consequently, lets the
designer select a lower supply voltage and thus save more power. Fig. 2.26 shows that
if process variations are not considered, the difference between the expected energy (solid
line) and the circuit energy after silicon (top curve) is large.
Alioto and Palumbo evaluate the delay sensitivity to the variations in the supply voltage
[38]. For this, several full adders with different topologies are examined. It is demonstrated
that the delay sensitivity is reduced with the increase in the Vdd. Therefore, the increase in
the supply voltage not only increases the delay, traded for a higher power, but also leads
to a lower sensitivity in the delay. It is also pinpointed that the technology scaling results
in a higher sensitivity in the delay in respect to the Vdd which highlights the importance
of the supply voltage scaling in recent technologies.
Jha et al. propose a two-phase approach for DVS and ABB to deterministically optimize
both the dynamic and leakage power consumption for distributed real-time embedded
systems [39]. The objective is to perform the DVS and ABB to optimize the trade-off
between the power and execution time. Therefore, for a given clock frequency, an optimal
supply voltage and body bias voltage are obtained. Then, slacks are allocated for a set
of tasks for a precedent relationship and real-time constraints. The results, shown in
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Figure 2.27: Normalized power consumption of three different schemes for the 70nm
technology [39].
Fig. 2.27, indicate a large reduction in the total power when both DVS and ABB reduce
dynamic and leakage power.
2.6.2 Design Optimization at Architecture Level
Elevated temperatures introduce a wide range of issues in IC design. On one side of the
spectrum there is a reduction in the carrier mobility of a single device, and, on the other
side the heat transfer and thermal reliability of the chip.
2.6.2.1 High Temperature Effect
Several studies have been conducted on the high temperature effects on the reliability and
performance of integrated circuits. Pedram et. al, have conduct a survey on thermal
analysis and management in VLSI circuits [56]. Elevated temperatures, in this report,
are identified as a key source of power consumption that impacts the reliability and per-
formance of CMOS circuits. Ajami et al. have investigate the effect of a non-uniform
temperature distribution on the substrate regarding the performance of the interconnects,
clock skew, and IR drop [57, 58]. It is found that high temperature gradients degrade
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Figure 2.28: Block temperatures for gcc benchmark [54].
the interconnect performance and clock skew. To alleviate such impact, Srivastava et al.
propose an electrothermal analysis tool for managing the hot-spots [59]. As seen from Fig.
2.28, these hot spots can move overtime from one architectural block to the next.
2.6.2.2 Temperature-Aware Floorplanning
Floorplanning has proved to be effective in reducing the peak temperature [60]. At the
architecture level, the designer has information regarding the interconnection of the ar-
chitectural blocks, block activities, and DTM policies [61]. Subsequently, the available
information can be utilized to address such issues as the temperature variations more
effectively.
Most of the existing work on floorplanning focus on optimizing the area and wire length.
An extensive survey on floorplanning algorithms, most of which use simulated annealing,
has been presented [62]. Architectures with different floorplans have also been compared to
meet the performance and thermal constraints [55, 63]. Fig. 2.29 exhibits the difference in
temperature variations for two different floorplanning techniques. Considering the thermal
coupling, with the neighboring block around the multiple cores results in lower average
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Figure 2.29: A temperature profile comparison between two floorplanning methods [55].
temperature.
HotFloorplan has been presented to minimize the peak temperature [60]. Zhou et al.
propose a temperature-aware floorplanner for three dimensional integrated circuits [64].
A temperature-dependent leakage model is also included to connect the feedback loop
between the temperature distribution and the leakage power consumption. The idea in the
optimization process is to reduce the area, white space, wire length, and via count. Also,
the layer assignment and global optimization are integrated. In addition to these studies
on thermal integrity and minimizing the number of hot-spots, [65][66] have investigated the
impact of leakage power in a system on chip. Gupta et al. have provided an optimization
guideline for leakage-aware floorplanning [65]. Mogal and Bazargan have proposed an
algorithm for leakage reduction by modeling the temperature dependant leakage on the
thermal profile [66].
2.6.3 Effects of Process Variations at the System Level
Variations in the supply voltage are related to several global components such as the power














Figure 2.30: RC network representing a power grid under variability.
representing a power grid under variability, where the variations impose statistical measures
on the current flowing into the underlying circuits. To address the variations, some system
level information such as the network resistivity, block power consumptions, and thermal
profile, is needed. Therefore, some analyses have been undertaken and some optimization
methods have been studied at the system level to deal with the variations.
2.6.3.1 Power Grid Verification
Ferzli and Najm provides a statistical model for voltage drop due to the current noise
induced by leakage variations [36]. With this model, a verification method is developed
to find the parts of the power distribution network that are susceptible to such variations.
Fig. 2.31 demonstrates the distribution of the difference between the nodes upper bound
voltage and a user-defined threshold value. This difference is a figure of merit for the
statistical verification procedure and determines if a node on the power grid is safe. The
methodology avoids pessimistic conclusions that can arise due to worst-case studies by
analyzing the within-die leakage variations.
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Figure 2.31: Distribution of the upper bound of the supply voltage in respect to a user-
defined threshold value [28].
2.6.3.2 Statistical Static Timing Analyses
Maurine et al. propose a sensitivity-based timing analysis technique to capture the impact
of the temperature and supply voltage variations on the timing of combinational circuits
[45]. By using the methodology, the performance of a design can be computed under
different temperature and voltage conditions. Since performance is strongly temperature
and supply voltage dependant, to alleviate the complexity of the verification step, an
analytical timing model is developed to relax the pessimistic margin suggested by a corner-
based approach.
Najm et al. propose a Static Timing Analysis (STA) methodology, where the maximum
delay of a circuit is obtained by considering the mismatch between the power supply of
successive gates on a path [67]. In conventional STA approaches, the maximum delay of the
circuit is computed at the worst corners of the supply voltage. However, in the presented
timing verification technique, the dependency of the circuit delay on the local gate delay
is not sufficient, such that a global approach, considering the voltages on the power grid,
is needed. Instead of solving a computationally expensive vector-based grid analysis, a
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Figure 2.32: Histogram of C880 circuit delay under supply voltage variations [67].
vectorless technique is used in which the upper bounds of the circuit currents are employed
as constraints on the current sources of the grid. The delay of the circuit is expressed as a
function of the supply voltage variations. Fig. 2.32 shows the histogram of the delay. As
seen from the figure, applying minimum supply voltage to all the gates does not lead to
the worst case delay. The actual worst case delay is calculated by considering the voltage
variations and supply mismatch.
Ferzli et al. propose a full-chip model that models die-to-die and within-die process
variations by a generic parameter model [68]. The generic nature of the model provides
the ease of use for taking the impact of the variations into account for analyzing the static
timing before layout. Although the worst case device file setting calls for a setting of
4L = +3σL, the generic model uses 4L = +δσL. The δ is modeled as a function of
the timing yield. This generic formulation helps to continue the use of existing STA tools
early in the design, where the layout information is not available. The timing analysis
is performed by utilizing a generic critical path by examining the statistical properties of
such a path. The yield loss is estimated by a statistical model for the process variations.
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Figure 2.33: Probability density function of leakage to active power ratio for three cases:
die-to-die (case 1), adding within-die (case 2), and considering die-to-die temperature vari-
ations (case 3) [23].
2.6.3.3 Power and Temperature Estimation
Full-chip leakage estimation in the presence of supply voltage and temperature variations
has been preposed by Nassif et al. [5]. By employing an iterative method, the voltage and
temperature profile of a chip are obtained, and a closed-form model is applied to attain
the leakage profile of the chip.
Process, voltage, and temperature variations, and their impact on the circuit and mi-
croarchitecture are examined by Borkar et al. [14]. When the number of critical paths
increases, the mean of the frequency distribution is reduced. In addition, the variations in
the delay increases with the reduction of the logic depth. Therefore, the microarchitecture
designs that increase the critical path or reduce the logic depth also reduce the probability
of meeting the target performance. The authors suggest the ABB, as well as the temper-
ature and supply voltage control techniques to increase the tolerability of the design to
variations.
A probabilistic framework is presented for full-chip subthreshold leakage estimation
under process, voltage, and temperature (PVT) variations [23]. In addition, a sensitivity
analysis of the PVT variations is conducted for the leakage power. The impact of the
variations on the yield is also examined. It is demonstrated that ignoring the die-to-die
and within-die PVT variations results in a significant error in estimating the yield. Fig.
2.33 illustrates the probability density function of leakage to active power ratio for three
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cases. In case 1, only die-to-die variations are considered. Within-die variations are added
in case 2, and die-to-die temperature variations are taken into account in case 3. It is
evident that ignoring within-die and temperature variations impose significant error in the
spread of the leakage power.
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2.7 Proposed Analysis and Methodologies
This thesis proposes analyses and solutions for addressing the impact of process and envi-
ronmental variations on VLSI systems. The results of the analyses can be used at various
design stages. This allows the designer to utilize the flexibility of the early phases or the
detailed knowledge of the later design stages for minimizing the impact of the variations.
An overview of the research conducted in this thesis is shown in Fig. 2.34.
First, to get some insight into the circuit design under process and environmental
variations, parametric yield is investigated at the circuit level. Here, a robust design
is identified so that the power and performance of the circuits are most immune to the
variations in the Vdd and Vth. The existing work focus on the trade-off between the power
and performance for a nominal design. Their proposed extensions to include the uncertainty
in their studies, do not provide a clear guideline for designing under variations. In many
cases, the design is subject to constraints, and, therefore, an unconstrained optimum point,
suggested by these analyses, does not satisfy the constraints, and, thus, is not acceptable.
This part of the thesis proposes a statistical methodology for optimizing the Vdd and Vth
under variations to maximize the parametric yield. The study comprises the following
contributions at the circuit level.
• A design center in the Vdd-Vth plane is identified by a statistical design methodology,
where the center has the highest probability of meeting the constraints in the presence
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of variations.
• A two-level optimization method is proposed that maximizes the yield, and, as a
secondary objective, achieves the best possible (near-optimal) trade-off between the
power and performance, specific to a given application.
• A guideline for a variability-aware Vdd and Vth scaling optimization is developed. This
helps a designer to take into account the effect of the switching activity, transistor
sizing, and design constraints on the voltage scaling schemes, while maximizing the
targeted yield.
It is also important to see how the design center moves in the Vth-Vdd plane. Here,
the trend for the shift in the design center is given to maximize the yield for different
technologies. The designer can predict the impact of the variations on the yield and
foresee the trade-off between power and performance, and develop an effective scheme for
the voltage scaling. The details of the proposed work are presented in Chapter 3.
Motivated by the results of the investigation, found at the circuit level, the impact of
variations is examined at the system level. Process variations significantly impact leakage
power, a pivotal parameter in designing a power grid. Because of the strong relation-
ship between the temperature and leakage power, the variations also impose statistical
behavior on the operating temperature. In addition, the metal resistivity of a power grid
increases with temperature. Therefore, ignoring the interdependency between the leakage
and temperature can introduce large errors in the power grid design. In this part of the
thesis, initially in Chapter 4, a power grid analysis is proposed that considers a statistical
thermal profile across the grid. Then, this analysis is employed, in Chapter 5, to analyze
the timing and power yield. Here, by considering the statistical profile of the temperature
and supply voltage, the process variations are mapped to the delay variations across a die.
Moreover, the statistical behavior of the temperature and voltage drop, imposed by the
process variations, affects the power consumption. The existing research forgo to consider
the interdependency between the voltage and temperature variations. To avoid inaccurate
results, the power yield analysis is proposed to address the interdependency and check the
robustness of the circuits early in the design process.
Finally, in Chapter 6, CAD and design solutions are proposed to alleviate the variations
and their impact on the design. First, the correlation between the total power consumption
and the temperature variations across a chip is examined. As a result, floorplanning
guidelines are proposed that utilize the correlation to efficiently optimize the chip’s total
power and takes into account the thermal uniformity. Research in the literature, discussing
high temperature effects on IC design, focus on either thermal integrity or on the leakage
power reduction. In this thesis, not only is a given maximum temperature constraint
guaranteed, but also the sensitivity of the total power consumption to variations in the
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temperature of the different blocks is minimized. This research presents thermal-aware
floorplanning to efficiently minimize the total power consumption of a chip in the presence
of temperature variations. The thesis provides answers to the following questions.
• Is there any correlation between the total power consumption of a chip and the
temperature variations of the floorplan?
• How should a designer optimize a floorplan to minimize the total power efficiently?
• How can the thermal variations on the chip, subject to a given small deviation from
the minimum total power, be reduced?
Finally, a solution is proposed to maximize the timing yield. Here, an optimization
methodology is presented for assigning the power supply pads across the chip. A mixed-
integer nonlinear programming (MINLP) optimization problem, subject to voltage drop
and current constraints, is efficiently solved to find the optimum number and location of
the pads. The details of the proposed solutions are provided in Chapter 6.
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Chapter 3
Designing Robust Integrated Circuits
Considering Supply and Threshold
Voltage Variations
3.1 Introduction
A preliminary research is conducted to get some insights into what parameters are involved
in designing robust integrated circuits. The circuit level investigation and the respective
simulation results are discussed in this chapter. Understanding the results is critical to
analyze and optimize the parametric yield at the system level, in the subsequent chapters.
Process and environmental variations cause design variables to deviate from their nom-
inal values. These variations are on the rise, and thus, the robustness of the design of
integrated circuits emerges as one critical challenge [3]. The supply voltage (Vdd) and
threshold voltage (Vth) are two significant design variables which directly impact the power
consumption and performance of the circuits. The scaling of these voltages has become a
popular option for designers in order to reduce switching and leakage power, and manage
the operating temperature [69],[70]. Authors in [69] and [71] employ a dynamic voltage
scaling scheme using a feedback control to scale the supply voltage, and therefore, control
the dynamic power. In addition, scaling the threshold voltage can significantly change the
subthreshold leakage power. Adaptive Body Bias (ABB) can effectively control the body
bias voltage and thus vary Vth dynamically over a continuous range at run time [72][73].
Threshold voltage can also be scaled in a discrete fashion [74],[70]. In the scaling of Vdd and
Vth, the voltages must be selected so that the design constraints are met and the circuits
operate with the least sensitivity to the variations of these two parameters, Vdd and Vth.
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3.2 Related Work
Several analyses have been carried out in the literature to investigate the impact of the
variations in Vdd and Vth on the parametric yield. In [47], the impact of leakage on the
parametric yield has been analytically shown, and the sensitivity of the yield to the Vdd,
power and performance has been examined. However, this conservative analysis is based
on the minimum and maximum channel length and the Vth. In addition, the effect of
temperature on the leakage power is not taken into account. Gonzalez et al. have investi-
gated the effect of scaling Vdd and Vth on energy and delay [48]. It has been demonstrated
that optimizing both voltages can save energy, and increase performance. The effect of
Vdd and Vth variations on their design metric, Energy Delay Product (EDP), has also been
addressed, but the EDP under uncertainty has been obtained by the multiplication of the
energy and the delay at the four corners of the supply voltage and temperature. In [49],
the electrothermal effects have been incorporated in the optimization to account for the
high temperature impact on power, performance, and reliability. Variations in the Vth have
a larger impact on the EDP, if electrothermal coupling is taken to account. In particular,
two papers [46][50] have proposed more general metrics (PmDn and PT µ) to give priority
either to the power or the delay for specific applications. It has been demonstrated how a
design metric such as the EDP changes with the variations in Vdd and Vth. However, these
work focus on the trade-off between the power and performance for a nominal design.
Their extension to include the uncertainty in their studies do not provide a clear guide-
line for designing under variations. In addition, in many cases, the design is subject to
constraints, and therefore, an unconstrained optimum point, suggested by these analyses,
does not satisfy the constraints, and thus, is not acceptable.
This chapter describes the work on design-specific yield optimization considering vari-
ations in supply and threshold voltage. The contributions of the work are as follows:
• A design center in the Vdd-Vth plane is identified, by a statistical design methodology,
where the center has the highest probability of meeting the constraints in the presence
of variations.
• A two-level optimization method is proposed that maximizes the yield and, as a
secondary objective, it achieves the best possible (near-optimal) trade-off between
the power and performance specific to a given application.
• A guideline for variability-aware Vdd and Vth scaling optimization is developed. This
helps a designer to take into account the effect of switching activity, transistor sizing,
and design constraints on the voltage scaling schemes while maximizing the targeted
yield.
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To achieve these contributions, a feasible region is initially constructed by using the
constraint contours in the Vdd-Vth plane. A tolerance box that represents the variations
in the voltages (µ ± 3σ) is placed in the design space. The final location of the box and
its center indicate the optimum value of the design variables; i.e., the Vdd and Vth. This
design center maximizes the parametric yield, and optimizes the application-specific design
metric such as the EDP, as the secondary objective, with respect to the maximum yield.
The minimum performance and maximum temperature are the design constraints in this
research work. The method proves to be reliable, efficient, and converges in polynomial
time.
3.3 Design Metrics for the Yield Estimation
To measure the goodness of the trade-off between power and performance, designers select
a metric. The type of the metric depends on the importance of power versus performance in
the application. Energy delay product is a popular metric in high performance applications.
Here, initially, EDP is used as the chosen metric, and, then, the impact of the selecting
other metrics on the design is discussed.
3.3.1 Energy Delay Model
The impact of variations in Vdd and Vth on power and performance can be demonstrated
using EDP. There are several gates on the critical path, each with a different delay. Nev-
ertheless, the changes in the Vdd and Vth impact all the gates in a similar way. Therefore,
the delay of each gate is almost proportional to the delay of an inverter [48]. By using the










where C is the load capacitance, ID is the drain current, and Ld is the logic depth. The
drain current is expressed as [76]
ID(T ) = Kνsat(T )(Vdd − Vth(T ))a (3.3)
where K, νsat, and a are a technology constant, saturation velocity, and saturation velocity
index respectively. Note that stacked gates can show more sensitivity to variations in
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threshold voltage. The sensitivity is a function of circuit design-style, input pattern, and
sizing [77]. However, forced stacks are usually used in non-critical path to avoid the delay
penalty. Hence, we also use the delay model provided by Gonzalez et al. to illustrate the
proposed methodology.
In addition, the power consumption in VLSI circuits consists of two major compo-
nents: dynamic and leakage power. The short circuit power is less significant, and thus,
is neglected for simplicity [78][79]. The total dynamic power per operation of the chip,







where 0 ≤ α ≤ 1 is the node dynamic transition activity factor, f is the clock frequency
and Ceff is the total load capacitance of the output node. In addition, the static current,
including the subthreshold, gate leakage, and drain-induced barrier lowering current, con-
tribute to the dissipation of static energy. The gate leakage in the 90nm technology where
SiO2 is used as the gate dielectric can be significant. However, starting from 45nm due to
the use of high-k dielectrics and specifically for the high performance applications running
at high temperature, subthreshold leakage power is dominant [80][81]. Therefore, the focus






Is is the zero-threshold leakage current, γ is the subthreshold slope factor, V0 is the sub-
threshold slope, and Weff is the effective width. In addition, a design metric is required
to determine which value of the Vdd and which of the Vth give the desired performance for

















where K is proportionality constant specific to a given technology. As similarly illustrated
in [48] for 0.25µm technology, Fig. 3.1 depicts the reversed normalized EDP contours and
iso-performance curves at an average of 40 ◦C for 90nm CMOS technology. The optimal
value shown here is the nominal EDP value of an unconstrained minimization of the EDP
equation. Also, the contours are obtained by solving (3.6) by using numerical methods
for different values given to EDP. Note that the contours are normalized by dividing the
minimum EDP by the calculated EDP for any pair of the (Vth and Vdd ). For example,
the EDP value of the contour, identified as 0.5, is twice as large as that of the minimum
EDP. Also, points on the Iso-performance curve identified as 1.3 outperform those on the
curve identified as 1 by 1.3 times. It is also assumed that the chip does not operate in the
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Figure 3.1: Normalized EDP contours and iso-performance curves for velocity saturation
index α = 1.3 at 40 ◦ C.
subthreshold region. Therefore, the valid pairs are the ones that lie above the Vdd = Vth
line.
3.3.2 Incorporating Temperature
It is essential to take into account the effect of high temperatures on the power and per-
formance. The threshold voltage is expressed as a function of temperature as follows:
Vth = Vth0 − k(Tj − Tamb) (3.7)
where Vth0 is the Vth at the ambient temperature, k is the temperature coefficient of the
Vth, and Tj is the junction temperature. νsat is another parameter that changes with the
temperature [82] and is expressed as
νsat = νsat0 − η(Tj − Tamb) (3.8)
where νsat0 and η are the saturation velocity at the ambient temperature and the saturation
velocity temperature coefficient.
There is a positive feedback between the subthreshold leakage and the temperature in
which an increase in the temperature results in an increase in the subthreshold leakage.
The higher power dissipation generates more heat which, in turn, results in the higher
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Figure 3.2: The steady-state temperature and power estimation methodology and identi-
fying thermal runaway region.
temperature. This closed loop either converges, or a thermal runaway occurs, possibly
leading to a thermal breakdown.
Power density of different parts of a chip varies and therefore, temperature may change
from one point to the next. Hence, accurate 3-D thermal modeling is needed for precise
temperature estimation. This requires detailed information about the cooling system, the
application that is executed, and the chip floorplan which is not included at this level.
Therefore, as similarly done in [49], the 1-D thermal model is employed to estimate the
temperature for a given pair of Vdd and Vth. The following shows the average junction
temperature as a function of the total power consumption:
Tj = Tamb + θjaP (3.9)
where Tamb, θja, and P are the ambient temperature, thermal impedance of the junction to
the ambient, and the total power consumption respectively. Fig. 3.2 shows the methodol-
ogy for estimating the steady-state temperature. To obtain the temperature, the system is
initiated at room temperature, and the total power is estimated. Then, (3.9) is employed
to calculate a new junction temperature for the power consumption. At each iteration, the
convergence is checked to obtain the final temperature, or the thermal runaway is identi-
fied; i.e., the chip temperature does not converge to a stable temperature. As long as the
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Figure 3.3: Normalized EDP contours and iso-performance curves where the effect of
temperature on power and performance is taken into account. The contours of subthreshold
leakage to total power ratio are also shown and thermal runaway region is specified.
cooling system can remove enough heat, or the total power does not steadily increase, the
chip is thermally stable.
The steady-state EDP and iso-performance contours for a 90nm design are depicted
in Fig. 3.3. These contours are similar to that of reported in [49] for 130nm technology.
All the contours, drawn in Fig. 3.3, are obtained for the steady-state temperature, and
after being updated in several iterations. Once the steady-state temperature is found, the
power and frequency are updated accordingly. In this process, the methodology, shown
in Fig. 3.2, is applied to several pairs of (Vdd and Vth). In addition, area in which the
loop does not converge, and therefore, a thermal runaway occurs, is specified. The thermal
runaway usually occurs, where the Vth is small and the Vdd is large, resulting in large values
for the leakage and dynamic power. For example, if Vth = 0.294 V and Vdd = 0.5 V , the
normalized EDP is 0.9 (the actual EDP = (1/0.9) × EDPmininum ≈ 1.11 EDPmininum).
In addition, for this example, f/fEDPmin = 1 where fEDPmin is the frequency at the
minimum EDP point. However, for Vth = 0.22 V and Vdd = 0.6 V the temperature does
not converge; subthreshold leakage monotonically increases and the thermal runaway is
identified. In addition, the contours of subthreshold leakage to total power ratios are also
indicated. Towards the low threshold voltages, this ratio exponentially increases. However,
the effectiveness of the leakage control techniques depends on the ratio of the subthreshold
leakage to the total power [83]. Therefore, a designer can limit this ratio to achieve an
improved power saving mechanism. As a result, this can impose a constraint on the selected
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pair of Vdd and Vth.
3.4 Constructing the Feasible Region and Modeling
the Design Variable Distribution
The design constraints are application dependent. In high-performance applications, at-
taining the targeted performance is the main requirement and most design decisions are
made to deliver this performance. However, in a mobile application, necessary steps are
taken to save as much power as possible. In addition, the design constraints can also change
over time [84][85]. For example, in a real-time applications the minimum performance con-
straint can change to manage the deadlines. Hence, depending on the application, Vdd and
Vth can be selected to fulfill the design constraints. To illustrate the methodology proposed
in this work, three design requirements are considered to construct the design space.
3.4.1 Minimum Performance Constraint
The first constraint in the design is the minimum performance or maximum delay. This
ensures that the design delivers the guaranteed minimum performance. From the circuit
design perspective, the circuit clock frequency must exceed a given minimum value (fmin).
Therefore,
f ≥ fmin (3.10)
To meet this constraint, the design should shift towards the higher supply voltages or lower
threshold voltages in order to increase the overdrive voltage (Vdd-Vth). However, this shift
is bound by another constraint, the maximum temperature.
3.4.2 Maximum Temperature and Thermal Reliability Constraint
As discussed in Section 3.3, for the close loop between the subthreshold leakage and tem-
perature, it is essential that the circuit operates at a stable steady-state temperature; i.e.,
the design space must not overlap the thermal runaway region. Any point in this region
does not have a known steady-state temperature. Thus having just the maximum temper-
ature constraint is not sufficient to exclude this region from the design space. The region
is identified using the iterative method shown in Fig. 3.2.
In addition, a limit on the temperature that the circuit can reach is also essential.
Constraining the maximum operating temperature is pivotal for reducing the chip failure
due to electromigration, Time Dependant Dielectric Breakdown (TDDB), thermal cycling,
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and other temperature dependent failure mechanisms on a chip [86]. As a result, the
following constraint must also be satisfied:
Tj ≤ Tmax (3.11)
In practice, the maximum temperature, Tmax, is obtained so that the design meets the ten
years of Mean Time To Failure (MTTF) requirement. Due to the increase in the activity
of a circuit, the junction temperature can exceed this maximum value. In such cases a
Dynamic Thermal Management (DTM) triggers a policy such as dynamic voltage scaling
to reduce the power and temperature [61]. Note that, in this work with the focus on high-
performance circuits, maximum temperature is selected as a design requirement. However,
in a power-limited application where a limited power budget must be met, the maximum
power can replace this constraint.
Finally, as mentioned in Section 3.3, it is assumed that the chip does not operate in
the subthreshold region such that
Vdd ≥ Vth (3.12)
This constraint is not usually active; i.e., it does not intersect with the feasible region.
This is due to the high overdrive voltage needed to meet the minimum performance, and
thus, the Vdd must be relatively higher than the Vth.
3.4.3 Constructing the Feasible Region
The feasible region, Fs, is formed by the previous constraints: minimal performance, max-
imum temperature, and thermal reliability. Any point in Fs satisfies the constraints and
is expressed as
Fs = {x ∈ <2 | fi(x) ≥ 0, i = 1, 2, 3} (3.13)
where x is the design parameter vector ([Vth ; Vdd]), and fi(x) is i
th facet plane, defined by
the constraints given in (3.10), (3.11), and the thermal runaway region respectively. These
constraints can assume different values from one application to the next. Here, for the
purpose of illustration, it is assumed that the minimum frequency is 30% greater than the
frequency at the point with the minimum EDP in the Vth-Vdd plane. In high-performance
ICs, temperatures as high as 120 ◦C exist [87]. Here, 100 ◦C is chosen as an example of
the maximum temperature and the feasible region in Fig. 3.4 is constructed by considering
these values of the constraints. To exclude the thermal runaway region from the design
space, methodology illustrated in Fig. 3.2 was used where the thermal resistance of the
junction to ambient was assumed to be 0.9 K/W.
So far, the design space has been constructed. For the purpose of the yield optimization,
distribution of the design variables is modeled. Simulation results indicate that the Vth and
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Figure 3.4: Normalized EDP contours, iso-performance curves, and contours of tempera-
ture are shown. The feasible region used as an example in this work is also shaded.
Vdd variations can be modeled as normal distributions [23][88]. Nonetheless, the normal
distribution does not have a closed form Cumulative Distribution Function (CDF) which
is necessary for the yield estimation. Therefore, Kumaraswamy’s distribution [89], Double-
Bounded-Probability Density Function (DB-PDF) with the following form is used instead:
f(z) = abza−1(1− za)b−1
z = x−x
min
xmax−xmin , and x
min ≤ x ≤ xmax (3.14)
where xmin and xmax are the lower and upper bounds of the design variables. By assigning
different values to a and b, the PDF can take a variety of shapes, including a truncated
Gaussian distribution. The closed form CDF of this distribution is given by
F (z) = 1− (1− za)b (3.15)
This is used for the yield estimation in the following section.
3.5 Yield Optimization
To maximize the yield, as the primary objective, a two-level optimization is employed.
First, the design metric, (EDP which is PT 2, PT 3, PT 4), is deterministically optimized
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Figure 3.5: The final location of the tolerance box over which the yield is maximized.
to find the optimum point in the feasible region. At the second level, a tolerance box,
initially its center located on the deterministic optimum point, is moved over the design
space to find the best box’s location in order to maximize the yield. Between the two
locations of the tolerance box and for the same yield, the one with the minimum deviation
from the deterministic optimum point is desirable and is selected. The tolerance box is
rectangular and related to the probability distribution of the design variables, stated in
(3.16). These variables are assumed to be independent. Fig. 3.5 depicts the final location
of the optimum tolerance box for 90nm technology, and the center at which the immunity
of the design to the variations is maximal (3σV th = 0.045 and 3σV dd = 0.08 [3]). This
center is as close as possible to the optimum EDP in the feasible region. The minimum
performance is assumed to be fmin = 1.3fEDPmin , and the maximum allowed temperature
is 100 ◦C for this example. The outer box represents the tolerance box and the inner
box is the tolerance box with the maximum yield in the feasible region. At the second
optimization level, the optimal tolerance box is bound by the tolerance range and indicates
a design with the largest yield for that range. If the variations in the design variables can
be controlled so that the size of the outer box is reduced to that of the inner box, the yield
becomes 100%. The final location and the center of the box, indicate a design that has the
highest immunity to the variations in Vdd and Vth. The yield is expressed as a function of
the lower and upper bounds of the variables [90], and a reference point (referring to the
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location of the optimum box), and is obtained by
Y ield(xr, xl, xu) =
2∏
i=1


























where xr or [V rth,V
r
dd] is the bottom left corner of the outer box, x
l and xu are the bottom
left and upper right corners of the optimum box in respect to the design variables. Also
tV dd and tV th represent the range of the distribution of Vdd and Vth and F denotes the CDF
of the variables. By using the model in (3.16), the yield is maximized as follows:
max Y ield(xr, xl, xu)
subject to :
R(xl, xu) ⊆ Fs
xr ≥ xmin
xl ≥ xr
xu − xl ≤ t
xr + t ≤ xmax (3.17)
where R is the inner optimum tolerance box contained in the feasible region. Therefore,
R(xl, xu) = {x ∈ <2 | xl ≤ x ≤ xu} (3.18)
The previous optimization is implemented iteratively. The final location of the tolerance
box is a function of the yield and the shape of the feasible region. To better clarify the
two-level optimization, assume that the feasible region is large enough to surround the
entire tolerance box. As long as the tolerance box is inside the feasible region, no matter
where the design center is located, the yield is 100%. Although the yield is maximal in all
of those locations, the center must be as close as possible to the deterministic optimum
point. This is to also provide the best possible trade-off between power and performance.
The two-level optimization is to meet these two objectives. By minimizing the objective
function λ in (3.19), the tolerance box is moved over the feasible region to maximize the
yield and minimize the deviation from the deterministic optimum point.
min λ = [(x− xc)(x− xc)T ]
1
2
subject to : gi(x) = 0 (3.19)
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Table 3.1: Yield optimization for two different cases of variations in supply and thresh-
old voltages and for various design metrics (estimated and monte carlo results for 90nm
technology).
Parameters Design Metrics
PT 2 (EDP) PT 3 PT 4
6σ (%) Vth 30 15 30 15 30 15
Vdd 20 10 20 10 20 10
Vth
Nominal (V) 0.286 0.272 0.292 0.283 0.293 0.284
STD 0.018 0.090 0.018 0.090 0.018 0.090
Vdd
Nominal (V) 0.668 0.620 0.683 0.653 0.685 0.695
STD 0.036 0.018 0.036 0.018 0.036 0.018
Normalized PTμ Nominal 0.782 0.830 0.920 0.940 0.890 0.920STD 0.041 0.026 0.048 0.027 0.052 0.031
Yield (%) Estimated 94 100 94 100 94 100Monte-Carlo 96 100 96 100 96 100
where superscript T stands for the transpose of a vector, x is a point on the surface of
constraint gi(x) which has the shortest distance from the center of the tolerance box (x
c).
3.6 Simulation Results and Discussion for 90nm
3.6.1 Solving the Optimization Problem
The optimization problem is solved by using Sequential Quadratic Programming (SQP) in
MATLAB. The MOSFET model for 90nm technology is adapted from the BSIM4 model
[91]. A closed loop between the leakage power and temperature is used to update the
temperature iteratively, to find the steady-state temperature for any pair of Vth and Vdd,
and to identify the thermal runaway region. As stated in the previous section, in addition
to identifying the thermal runaway region, the other constraints for this specific design are
assumed to be fmin = 1.3fEDPmin and Tmax = 100
◦C. The subscript EDPmin indicates
the parameter’s value at the solution point of the unconstrained EDP minimization in the
Vth-Vdd plane. This point is obtained by minimizing EDP given in (3.6). Note that the
optimum values, here, calculated for Vth and Vdd , are not in the feasible region and are
used for normalization only.
Table 3.1 shows the yield, nominal, and standard deviation of the design variables and
for the different design metrics. Note that, due to the variations in the design variables,
power, performance, and EDP have statistical measures. Mean and standard deviation of
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EDP, at the maximum yield point, are given for different standard deviations in Vth-Vdd.
To increase the yield, the process and environmental variations must be controlled so that
the size of the tolerance box (the outer box) is as close as possible to that of the 100%
yield box (the inner box). This is managed by increasing the precision of the equipment
in the fabrication process, at a higher cost, or by controlling the noise sources such as the
IR drop. To attain a good trade-off between the increase in the yield and the cost of the
design and manufacturing, the financial data must also be evaluated.
Although a designer can gain some limited control over the manufacturing results
through a litho-friendly layout design [92][93], usually, there is little control over reducing
the variations in the design variables, and for the designer, these variations are considered
fixed. Therefore, to increase the yield, the constraints must be relaxed. For example, the
minimum allowed frequency can be lowered to achieve a 100% yield. This occurs when the
feasible region is expanded with a new fmin constraint so that the yield loss is zero. The
relaxed minimum frequency is calculated by adding a few extra iterations. Fig. 3.6 reflects
the Monte Carlo simulation for the relaxed and tight constraints. It is evident that several
designs fail to satisfy either constraint. If the frequency is high, the probability of violat-
ing the maximum temperature increases due to the high dependency of the subthreshold
leakage on the operating temperature.
3.6.2 Optimizing the Design Metrics and Simulation Results
Any pair of Vdd and Vth in the feasible region satisfies the design constraints. However, for
the optimum pair not only is the yield maximal, but also, it pinpoints the best possible
trade-off between the power consumption and performance. For this, a design metric
(PT µ) is initially selected, based on the priority that needs to be given to the power as
opposed to the performance in a given application. The respective metric is optimized,
subject to the constraints, and the solution of the constrained optimization is adopted as
the initial solution for the yield optimization. While maximizing the yield, λ in (3.19) is
minimized. This ensures that the center of the tolerance box is as close as possible to the
optimum value of the design metric in the feasible region. Consequently, the probability
that more design samples can meet the constraints, while yielding a better efficiency, is
higher. Fig. 3.7 reflects how the different design metrics (PT 2 (EDP), PT 3, and PT 4)
cause the design center to move within the feasible region, leading to different designs in
the presence of uncertainty in the design variables. To better illustrate the difference, the
minimum frequency constraint is relaxed to fmin = fEDPmin , and the variations in the
design variables are assumed to be (3σV th = 0.023 and 3σV dd = 0.04). This expands the
region, thus, the tolerance box has more flexibility to move within the region. Therefore,
the center of the tolerance box has a chance to get as close as possible to the deterministic
optimum point, while maintaining its maximum yield.
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Figure 3.6: Monte Carlo simulations for various voltage pairs: (a),(c) for the tight con-
straints (yield = 87%); (b),(d) for the relaxed constraints (yield = 99%), (e),(f) normalized
EDP (tight constraints yield = 87%).
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Near-Optimal Maximum Yield Point
Figure 3.7: The effect of selecting three different design metrics on the final location of











Figure 3.8: The simulated circuit consisting of a ring oscillator and a multi-level NAND
chain for selecting different activity factors.
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Figure 3.9: Normalized EDP contours and iso-performance curves of 90nm CMOS tech-
nology for the simulated circuit (Fig. 3.8) for α = 0.1. The contours of temperature and
subthreshold leakage to total power ratio are also shown.
To verify the methodology, Cadence SPECTRE simulations are performed for the cir-
cuit adapted from [46]. This circuit, in (Fig. 3.8), consists of 11 stages and 10 levels. The
first level is a NAND ring oscillator where as the other levels are NAND chains. The activ-
ity factor of the circuit is controlled by assigning ‘0’ or ‘1’ to the Select inputs. By assigning
‘1’ to Select0 and ‘0’ to the subsequent select inputs, the circuit becomes a ring oscillator
(activity factor of 0.1). The circuit is simulated by using 90nm CMOS technology. To
choose the Vth for the different simulations, the device model is modified and new models
are generated. The temperature and Vdd are swept in order to extract the frequency and
power consumption for vectors of Vth and Vdd.
Fig. 3.9 denotes the normalized EDP contours, iso-frequency curves and contours of
the subthreshold leakage to the total power ratio for the simulated circuit with an activity
factor of 0.1. The contours are very similar to those, obtained by using the power and
delay model. The distortion in the contours is due to the variations of the Vth around the





















W = 2 Wmin
W = 4 Wmin
Figure 3.10: Sensitivity of the parametric yield to the activity factor and transistor sizing.
3.6.3 Design Considerations
Fig. 3.10 conveys the effect of the activity and transistor sizing on the yield. As more
select inputs are set at ’1’, the number of chains that switch increases (activity increases).
The frequency of the circuit is the same as that of the ring oscillator (fmin = 1.3fEDPmin
for all activity factors). However, the switching probability of the internal nodes increases,
and consequently, the power consumption increases. As a result, the temperature of the
circuit is elevated. Therefore, in the Vth-Vdd plane, the contours of the temperature shift
towards the lower supply voltages and have a smaller shift towards higher Vth values. For
example, at a higher activity, the circuit reaches 100 ◦C at a lower Vdd. This causes the
feasible region to shrink, and results in a yield loss.
The variations in the threshold voltage is slightly reduced by the increase in the device
size, that in turn, enhances the yield if considered independently [94]. However, in an
application for which temperature is constrained by a maximum value, the increase in the
size of the transistors reduces the yield. Because the transistors parasitic capacitance, and
therefore, their power consumption are increased by increasing their sizes. Consequently,
similar to those of the higher activity, the temperature contours shift towards the lower
Vdds and have a smaller shift towards higher Vths where it results in the yield loss. The
simulation results demonstrate that when the transistors sizes are scaled up the contours of
frequency are steeper and slightly shifted towards lower Vdds and have a small shift towards
higher Vths which indicate a small performance enhancement. However, the increase rate
in the power consumption is larger than that of the performance. Consequently, the shift
of the temperature contours is greater than that of the performance contours. The overall
result is that the feasible region shrinks and the yield is reduced. As shown in Fig. 3.10,















3  = [0.045, 0.08]
3  = [0.090, 0.16]
3  = [0.180, 0.24]
Figure 3.11: Sensitivity of yield to temperature constraint for three cases of variations in
the design variables
sensitive to the sizing than to the activity where the activity factor is 0.2. Because at 0.2,
the feasible region is small enough that the power increase due to scaling up the sizes has
a big impact on the yield and imposes a sharp yield loss.
In many cases, the yield is not 100% for the given set of constraints. To increase the
yield, a designer can relax the design constraints. This is specifically the case when the
variations in the design variables are fixed such that there is no control over the size of the
tolerance box. By employing a DTM system with a faster policy response, a designer can
select the maximum temperature that is less conservative. As depicted in Fig. 3.11, the
parametric yield is very sensitive to the temperature constraint. Such a sensitivity is more
pronounced when the variations is lower. This provides the motivation to investigate the
trade-offs between using more expensive DTMs and lower yields.
As technology scales, the design center that is most immune to the variations, for the
same set of constraints, tends to shift towards the smaller values of the Vdd and higher
values of the Vth. This is due to the fact that by increasing the power density, leakage,
and temperature, the thermal runaway region is expanded towards the higher Vth, and the
temperature contours shift towards the lower Vdds. That is, in spite of the need for a higher
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Figure 3.12: The average normalized yield loss and the error in the estimated yield for
the discrete case where limited number of voltage pairs are available.
rate of the Vth scaling in new technologies. It is also noteworthy that some points in the
tolerance box fall in the thermal runaway region. Obviously, the location of the design
center affects not only the parametric yield loss, but also the risk of chip failure.
So far, both Vdd and Vth have assumed any values in their ranges. However, in some
voltage scaling schemes such as Vth hopping, the available nominal voltage levels are limited
[71][95]. Thus, in order to maximize the yield, neighbor-mapping is required. Therefore,
the closest available voltage pair in respect to the center of the tolerance box is selected.
As depicted in Fig. 3.12, deviating from the original maximum yield center degrades the
yield. The figure shows the average yield loss and the error imposed when a limited number
of threshold and supply voltage levels is available. This yield loss is much higher when
the available number of voltage pairs is low. Therefore, relaxing the constraints must be
considered, for this cases, in order to improve the yield. In addition, neighbor mapping can
introduce error in obtaining the maximum yield for the discrete case. This is due to the
fact that the feasible region is not symmetric. Therefore, two points with the same distance
from the center of the tolerance box can have two different yield values. However, the error
decreases with the increase in the number of available voltage pairs. These average yield
loss and error numbers are obtained using Monte-Carlo (MC) simulations for the example
depicted in Fig. 3.5 where the voltage pairs are randomly generated in the feasible region.
Then, the pair representing the maximum yield is identified among the available pairs. This
yield is compared with the maximum yield obtained from MC, for the continuous case, to
report the yield loss. The maximum yield, from the discrete case, is also compared with
58
the one obtained using the methodology and the error is calculated. The MC simulation
is executed for 1000 times and the average numbers are reported on the figure. The low
complexity and high efficiency of the presented methodology makes it appealing even for
the discrete cases where high accuracy is not required or the number of available pairs
is high. Moreover, the high sensitivity of the subthreshold logic circuits to temperature
and process variation is a good motivation to extend the method in order to increase the
robustness of sub-threshold MOS logic families [96]. However, the subthreshold designs
are low power/ performance applications and the thermal runaway constraint would not
be useful. Instead, the maximum power and minimum performance can form the feasible
region and PDP can be employed as a more appropriate design metric.
3.7 Impact of Scaling
Because of the increase in process and environmental variations, the physical characteristics
of a device are even more prone to uncertainties in future technology nodes. Understanding
the trend of the changes in the parametric yield, as transistor dimensions are scaled, helps
designers to make informed decisions, in regards to voltage scaling, transistor sizing, power-
performance trade-offs, and thermal management.
Researchers from Intel R© have argued that process variations are not an “insurmount-
able barrier” to Moores Law, but is simply another challenge to be overcome [12]. They
provide evidences regarding ICs designed by using 45nm technology, where the use of
HiK+MG has been a significant factor in variation management.
A key objective of this section is to quantify the changes in the parametric yield of
the current and future nodes, and provide designers with insight into designing robust
integrated circuits in scaled technologies. In addition, design centering is used to propose
a design with the maximum immunity to the variations for each technology node. Also, the
change in the design feasible region, illustrated in this work, is interesting from a designer’s
point of view. This helps to balance the trade-off between relaxing the design constraints
and the cost of maintaining or increasing the yield in the future generations of CMOS
technologies.
3.7.1 Trend of Variations in the Design Parameters
Variations in the threshold voltage occur because the manufacturing parameters deviate
from their nominal values. There are several sources of variations, some of which are
critical. Random dopant fluctuation (RDF) is becoming more significant as the number
of dopant atoms in the device channel decreases to less than 100 beyond 45nm. Conse-
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Figure 3.13: Area of the feasible region and the tolerance box for different technology
nodes.
associated with poly-gate patterning, increase the subthreshold current and degrade the
Vth characteristics. The introduced HiK+MG are also impacted by the variations in the
gate dielectric, including oxide thickness, interface traps and fixed charges. The variations
in the Vth, due to these sources are becoming comparable to the RDF. To alleviate the
effect of the variations on the threshold voltage, the process and design techniques, or a
combination of both, are utilized. The square poly endcap, patterning, and dielectric trap
improvement are among the process techniques, while input chopping is an example of
the design techniques in 45nm [12]. However, despite these temporary improvements, the
fluctuations in the Vth increase beyond 45nm [97], [3].
The variations of the supply voltage are primarily due to the non-uniformity in the
distribution of the power supply and the changes in the switching activity of the circuit.
Historically, designers tend to limit the within-die changes in the Vdd due to the IR and
Ldi/dt drops, to a maximum of 10%. Nonetheless, with the scaling of technology, the
increase in the current density and rate of switching make it more challenging to retain
this traditional bound on the supply voltage noise [24].
In this research, the interest is in the total variations in the Vdd and Vth due to the
aforementioned sources. The variation in the Vdd is assumed to be 10% and the variation
in the Vth for different nodes, have been estimated according to our simulation results and
others in the literature [12], [98], and [99]. These values are listed in Table 3.2.
Fig. 3.13 compares the area of the feasible regions from 90nm to 16nm. These are the
regions, bound by the design constraints for the given technology node. To find the design
centers, the yield optimization methodology, explained in Section 3.5, is applied to different
technologies. The dimensions of the tolerance box, moved over the design space, depend
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on the probability distribution of the design variables, Vth and Vdd, for a given technology.
The smaller the tolerance box (lower variations), the higher the chance is for the box to
be embedded within the design space, where more designs fall in the feasible region. This
results in a larger yield. As seen in Fig. 3.13, the relative area of the tolerance box to that
of the feasible region, increases by scaling the devices beyond 45nm.
3.7.2 Comparing the Results for Different Technologies
To compare the different nodes, Cadence SPECTRE simulations are performed on the
circuit, adapted from [46]. For technologies from 45nm to 16nm, HSPICE simulations are
carried out on the Predictive Technology Models (PTM) [100]. The circuit in Fig. 3.8
consists of 11 stages and 10 levels. The first level is a NAND ring oscillator whereas the
other levels are NAND chains. The activity factor of the circuit is controlled by assigning
‘0’ or ‘1’ to the Select inputs. By assigning ‘1’ to Select 0 and ‘0’ to the subsequent select
inputs, the circuit becomes a ring oscillator (an activity factor of 0.1).
The 1D thermal model, Tj = Tamb + θjaP , is used iteratively to estimate the steady
state temperature for a given pair of Vdd and Vth. Here, Tamb, θja, and P are the ambient
temperature, thermal impedance of the junction to the ambient, and the total power con-
sumption, respectively. If the model does not converge for a voltage pair, the corresponding
design is considered to be in the thermal runaway region. θja is assumed to be 0.9 K/W,
for all the nodes to have a fair comparison. Fig. 3.14 illustrates the normalized EDP
contours, iso-performance curves, and temperature contours for one of the nodes in 32nm
technology. The distortion of the contours is caused by variations of the Vth around the
value set in the model file and its impact on power and performance.
3.8 Design Insights for Current and Future Technolo-
gies
If the constraints that form the feasible region are tight, the region shrinks, and, therefore,
the yield loss increases. Fig. 3.15 illustrates the yield as a function of the maximum
allowed temperature (relaxing the temperature constraint). As seen from the figure, when
the design tolerates higher temperatures, a higher yield is achieved for all the technologies.
However, the sensitivity of the yield varies for each case. It can also be observed that
when the variations increase, the sensitivity decreases, where further relaxation of the
temperature constraint does not gain as much yield enhancement. In addition, when
the variations increase, no matter what the maximum temperature constraint is, a 100%


























































Figure 3.15: Sensitivity of yield to maximum allowed temperature for different technology
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Figure 3.16: Sensitivity of the parametric yield to the activity factor and transistor sizing
for different technology nodes.
control over the manufacturing results through a litho-friendly layout design [92][93] or
other techniques, discussed in Section 3.7.1. Usually, the designer has little control over
reducing the variations in the design variables. Therefore, in such cases, relaxing the
performance constraint is the last alternative.
Fig. 3.16 depicts the impact of the activity factor and gate sizing on the parametric
yield for different technology nodes, where Wmin is the width of a minimum size inverter
in the simulated circuit. By setting more select signals in the simulated circuit at ‘1’,
the number of chains which switch increases. Here, more internal nodes switch, and,
thus the dynamic power consumption increases. Consequently, the temperature of the
circuit increases, resulting in an increase in the yield loss. The larger gate sizes reduce the
variations in the threshold voltage due to the relative lower fluctuations in the number of
dopants [94]. However, for an application where the maximum temperature is a constraint,
bigger gates have the same impact as the most activities and result in a higher yield loss.
By using HiK+MG in 45nm, temporarily, alleviates the impact of the activity and gate
sizing on the yield degradation. The sensitivity of the yield loss to the activity and gate
size is larger for the technologies that are more sensitive to a power increase such as 16nm.
In Fig. 3.17, the result of yield optimization is depicted, indicating the robust design
centers for different technology nodes. Also, the shift in the thermal runaway region is
illustrated, where their region borders are identified by lines. The area to the left of each
line represents the region, where no steady state temperature is found for the specified






























0.15 0.25 0.35 0.45
Threshold Voltage ( V)
Figure 3.17: Maximum yield design centers and the shift in the thermal runaway region
for different technology nodes.
the thermal runaway region expands to the right for the technologies beyond 45nm. This
slows down dynamic voltage scaling, a vital power saving mechanism, and the Vth scaling
that attains a performance enhancement as a substantial scaling motivation. Therefore,
the thermal reliability concern manifests itself as another obstacle in designing robust
integrated circuits.
Table 3.2 shows the results of the yield maximization for the specified technologies.
The mean and standard deviation of the design metrics, at the maximum yield point,
are given for each node. As shown in Table 3.3, relaxing the performance, Case 1, and
temperature, Case 2, by 30% can significantly increase the yield. However, allowing either
a lower performance or a higher temperature in many applications is not an option. In
such cases to guarantee a 100% yield, a better control over the voltage noise, as well as an
increase in the precision of manufacturing equipment are needed.
3.9 Conclusions
Robustness is becoming a top priority that drives most design decisions for nanometer
CMOS technologies. A statistical methodology is proposed in this work to achieve the
robustness and the best possible trade-off. To increase the yield, a designer can relax the
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Table 3.2: Yield optimization for different technology nodes.
90 65 45 32 22 16
0.108 0.120 0.066 0.099 0.149 0.223
0.200 0.200 0.200 0.180 0.160 0.160
Vth Nominal (V) 0.271 0.376 0.265 0.324 0.331 0.350
Vdd Nominal (V) 0.510 0.647 0.458 0.584 0.584 0.584
Nominal (V) 0.324 0.390 0.338 0.405 0.430 0.462
STD 0.020 0.020 0.011 0.021 0.031 0.037
Nominal (V) 0.794 0.820 0.697 0.840 0.850 0.860
STD 0.026 0.037 0.033 0.027 0.036 0.027
Nominal 0.560 0.436 0.680 0.441 0.412 0.464
STD 0.051 0.038 0.046 0.032 0.027 0.060
Nominal 1.538 1.334 1.384 1.357 1.270 1.392
STD 0.133 0.133 0.126 0.109 0.109 0.175
















Table 3.3: Increasing yield by 30% relaxation of performance, Case 1, and temperature,
Case 2 constraints
90 65 45 32 22 16
Case 1 100 100 100 100 96 88
Case 2 100 96 100 91 78 65
Technology Nodes
Yield (%)
constraints. In a design with tighter constraints, the chosen metric (the given priority to
the delay as opposed to the power) is less important. It is the yield that dictates where the
design center should be, not the power-performance trade-off. Using this methodology, a
pair of optimal Vdd and Vth is obtained for which the yield is maximized and a near-optimal
trade-off between power and performance is achieved (as a secondary objective).
Introducing high-k materials and metal gates creates opportunities that mitigate the
impact of variability on the design. However, it is demonstrated in this thesis that en-
hancing performance, reducing power consumption, and attaining an acceptable level of
reliability beyond 45nm technology requires close attention to the trend of changes in the
parametric yield. The maximum yield design centers for future nodes are also proposed in
this chapter, and the impact of switching activity and device sizing on the parametric yield
is discussed. However, expanding the feasible region, where, for example, higher temper-




Power Grid Analysis and Verification
Considering Temperature Variations
4.1 Introduction
The experimental results, at the circuit level, in the previous chapter reveals two important
points. First, temperature significantly impacts the parametric yield, especially for high
performance applications. It is found that the yield is degraded in a circuit with a high
activity factor and large devices, where the increase in the temperature is responsible for
the yield loss. Second, the yield is very sensitive to the value of supply and threshold
voltage and their respective variations. In fact, based on the simulation results at 22nm,
about 20% of all designs lead to thermal runaway and fail. This is due to the increase in
the magnitude of the variations. Therefore, the interdependency between temperature and
voltage variations should be taken into account to accurately estimate and optimize the
yield.
Motivated by the results of the study at the circuit level, the impact of process vari-
ations on the voltage drop is studied in this chapter. Subsequently, the interdependency
of process and environmental variations and the impact on the system parametric yield
are investigated in the next chapter. The global nature and spatial variations of process,
temperature, and supply voltage call for the analysis at the system level to achieve more
accurate results.
Reducing power supply (Vdd) and threshold voltage (Vth) in modern integrated circuits
have increased the sensitivity of the circuits to the voltage variations. To guarantee the
appropriate functionalities for the circuits, a power grid must deliver a proper Vdd to each
node over the chip. One of the principal sources of variations in the node voltages is the
variation of the leakage current, drawn from a node. This is a result of process variations
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manifesting themselves as large Vth variations in new technologies [101]. This chapter
presents an analysis for power grid verification in the presence of such variations.
4.2 Related Work
Traditionally, power grids have been designed, based on the data available from previous
experience. The lack of data in the early stage makes it challenging to start with what
was known as “safe” and “over-designed grids” in former designs. Several efforts have
been reported in the literature to analyze power grids when there is limited information
about the current density of underlying circuits. A recent work presents a deterministic
power grid verification method that takes the local current constraints as the user input
in order to find the worst voltage drop on the grid [102]. The method uses a sparsity
technique that reduces the size of the optimization problem. In [36], a method is proposed
for estimating the voltage variance of a power grid. Here, a lognormal distribution for
the voltage drop is obtained, considering random leakage currents. In [103], a stochastic
method is provided for analyzing voltage drop variations of an on-chip power grid network.
In the work, the data retrieved from normal transient simulation of a circuit is employed
to estimate the variance of node responses. The authors in [104] derive an upper bound for
a worst-case voltage drop on a grid by using the information of chip power consumption.
Here, a random-walk algorithm is presented for the heuristic search of the worst voltage
drop.
The aforementioned work do not account for high temperature impact in their power
grid analyses. Although the random selection of current sources in existing works simplifies
the analysis of a power grid, such a selection does not provide realistic results. Power grid
verification is carried out as early as the floorplanning stage, where the design is flexible
enough to allocate adequate resources to a portion or all of the grid. However, changing the
floorplan can significantly alter the chip thermal profile. The use of independent leakage
numbers cannot capture the impact of such changes on the final results.
Few work have included high temperature impacts on leakage power and discussed
the implication for IR drop in the power supply network [105], [106]. However, these
deterministic analyses do not address variability in the design of modern ICs. Su et al.
[5] have estimated the leakage power across the chip considering uneven temperature and
voltage profile. They have also used a polynomial model to include the impact of these
non-uniformities in the leakage estimation. But they forgo to account for the variability of
process parameters. Therefore, their method only provides a rough estimate of the nominal
leakage power.
The subthreshold leakage power is exponentially related to the transistor operating
temperature. Also, the resistivity of interconnects linearly increases with increased tem-
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peratures. Consequently, ignoring the temperature variations leads to significant underes-
timations in the power grid design.
The contributions of this chapter of the thesis are as follows:
Due to the strong interdependency of leakage power and temperature, the process varia-
tions impose statistical behavior on the operating temperature. Also, the metal resistivity
of a power grid increases with temperature. This work generates a statistical thermal
profile across a power grid. Then the close loop between the temperature and leakage
power consumption is used to map the process variations to the voltage drop statistics.
It is shown, in this chapter, that the IR drop is significantly impacted by the statistical
thermal profile.
In addition, motivated by the results of the analysis, it is strongly advocated that any
verifications of a power grid should account for process-induced statistical thermal profile.
A power grid verification method is also presented to efficiently find any voltage violation in
the microprocessor. Since both dynamic and leakage power depend on the supply voltage,
the iterative method, in this work, ensures a high accuracy for the extracted voltage drop
moments.
4.3 Statistical Thermal Analysis
4.3.1 Motivation and Workflow
The strong correlation between the process variations and the statistical thermal profile has
been demonstrated in the early version of the thermal analyzer [107]. It has been shown
that process variations can impose significant variations in the temperature across the chip.
In fact, based on the results in [107], using just the nominal temperature map and ignoring
the statistical thermal profile leads up to 30 ◦C underestimation of the on-die temperature
in 90nm technology. This temperature difference will be even larger for smaller feature
sizes where variations are more significant. As illustrated later in this section, Fig. 4.2,
our simulation of a ring oscillator shows that this, in turn, results in up to 80% error in
the estimation of the leakage power. The impact of such inaccuracy on the power grid
verification and timing yield is significant. Ignoring statistical measures of the operating
temperature leads to underestimation of IR drop and consequently can cause performance
degradation.
In this section, the thermal analyzer is extended to include the interdependency between
the statistical thermal profile and supply voltage variations.
The power grid analysis, in this work, consists of two stages. First, statistical measures
of the power and temperature are extracted across the die. Next, as discussed in the next
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section, the statistical moments of the voltage drop are obtained by using the extracted
temperature and power moments. This two stages are executed sequentially in a loop
(outer loop). This is to ensure high accuracy by taking into account the impact of the
voltage drops, while the temperature and power statistics are computed. The complete
algorithm is discussed in Algorithm 4.1.
The voltage drop on the nodes of a power grid are a function of the currents drawn off
the nodes. The power grids are modeled as RC networks with current sources, representing
the drawn currents, connected to the nodes. These currents, in turn, depend on the power
consumption of the underlying circuits. The power consumption composes of two primary
components, dynamic power and leakage power. Process variations result in significant
variations in leakage power across a die. Subthreshold, gate leakage, and drain-induced
barrier lowering, all, contribute to the total leakage power. However, due to the use of
high-k dielectrics specifically for high performance applications, subthreshold leakage is
the dominant component [80]. In addition, subthreshold leakage is exponentially related
to the operating temperature of the circuits. Because of this strong interdependency,
variations in leakage power impose statistical behavior on the operating temperature that
must be captured to accurately analyze the power grid.
4.3.2 Statistical Thermal Model
This section models and extracts the statistics of the power and temperature for the analysis
of the power grid in the subsequent sections.
The following heat transfer equation governs the chip steady-state temperature [23]:
k(x, y, z).∇2T (x, y, z) + p(x, y, z) = 0 , (4.1)
where k is the thermal conductivity, T is the temperature, and p is the power density.
Leakage component of the power consumptions is spatially correlated across the die [108].
Therefore, a deterministic solution for the heat transfer equation does not capture the
variability impact as well as the interdependency between the leakage and temperature.
To accurately estimate the static measures of temperature distribution over the die, a
statistical thermal analyzer is adopted from [107]. Initially, as illustrated in Fig. 4.1, the
die area is discretized into n grids and modeled as an equivalent circuit network [1]. Thus,
the grids’ temperature are obtained by the following matrix multiplication:
tm×1 = Am×m × pm×1 , (4.2)
where t is the vector of grid temperatures. A is the inverse of the admittance matrix








































Figure 4.1: Discretized die with six cores and the package structure [1] (a) Top view (b)
Lateral view
thermal grids and other grids for modeling the packaging components. Also, pm is the
current source used to model the chip to ambient removing power, where pm = Tamb/Rcon
and Rcon is the heat resistance from the heat sink to the air. Note that this equivalent
circuit is used to accurately take into account the heat transfer from the die to the thermal
interface, heat spreader, heat sink and subsequently to ambient. In this 3D thermal model,
the heat is transferred to the heat sink by heat conduction. The heat, then, is removed
from the heat sink by the cooling system through heat convection. Rcon represents the
thermal resistance of the heat sink to ambient. All these thermal resistors are used to form
matrix A.
We consider inter-die and spatially correlated intra-die variations in the gate length (Lg)
and oxide thickness (Tox), as the sources of the variations. Note that the Random Dopant

































































Figure 4.3: Normalized power consumption as a function of supply voltage for the circuit
in Fig. 3.8.
number of uncorrelated random variables results in a random variable with zero standard
deviation (law of large numbers), and, thus, RDF is ignored. The following expresses the
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variability in a single grid i, hereafter is referred to as the thermal grid to distinguish it
from the power grid:
Xi = X0 +4Xi , (4.3)
where X0 is the nominal value of the physical parameter X, and 4Xi is the deviation from
the nominal value. 4Xi = {4L,4Tox} is assumed to have a Gaussian zero-mean random
distribution with the standard deviation of {σL, σTox}.
The subthreshold leakage current is exponentially related to the variations in the gate
length and the gate leakage current has an exponential dependency on the oxide thickness










where βXi is the first-order derivative of the leakage current logarithm in thermal grid i.
To model the leakage power, a polynomial regression around the temperature and
supply voltage nominal values is chosen for each thermal grid. In addition the dynamic
power is modeled using a quadratic function of the supply voltage. As shown in Fig. 4.2
and 4.3, the models are in good agreement with the data obtained by simulating the circuit
in Fig. 3.8 using 65nm technology. Therefore,
Pdyn−i = b1i
(
1 + b2i(Vi − Vdd) + b3i(Vi − Vdd)2
)
Pleak−i = Îleak−i × c1i
(
1 + c2i(Ti − Tref) + c3i(Ti − Tref)2
+c4i(Vi − Vdd) + c5i(Vi − Vdd)2 + c6i(Ti − Tref)(Vi − Vdd)
)
, (4.5)
where Pleak−i, Pdyn−i, and Vi are random variables that represent the leakage power, dy-
namic power, and supply voltage, respectively, in thermal grid i, considering the process
variations. b2i-b3i and c1i-c6i are the fitting parameters, and b1i is the dynamic power at
the ideal supply voltage Vi = Vdd. Also, c1i denotes the nominal total leakage power in
thermal grid i at reference temperature Tref and Vdd. The statistical behavior of the power
consumption leads to variations in the operating temperature of each thermal grid which




aij.Pj + aim.pm , (4.6)
where Pj is the total power in thermal grid j and aij is an element in the inverse of thermal
admittance matrix (A).
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Match Moments with 
Lognormal Distributions
Figure 4.4: Flowchart of statistical thermal analyzer [107].
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The aforementioned power/temperature models are employed to obtain the statistical
measures of power/temperature in the statistical thermal analyzer, depicted in Fig. 4.4.
In the first step, to consider the closed-loop effect between leakage and temperature, the























































are obtained from b1j -b3j and c1j -c6j , Tref , and Vdd. After the
nominal power/temperature are calculated for each thermal grid, the uncertainty, due
to process variations, is captured in the second step. Note that the spatial correlation
between the process variations in the two grids are taken into account in this step. Here,
the expected value and covariance of power are extracted for all the thermal grids by
evaluating
E[Pj] = E[Pdyn−j + Pleak−j]
Cov(Pi, Pj) = E[PiPj]− E[Pi]E[Pj] . (4.8)




















j Îleak−j] + c
′
6j
E[TjVj Îleak−j]) , (4.9)
and
E[PiPj] = E[Pdyn−iPdyn−j] + E[Pdyn−iPleak−j]
+ E[Pdyn−iPleak−j] + E[Pleak−iPleak−j] . (4.10)
Adopted from [107], the following properties are utilized to find the components of (4.9),
(4.10), and consequently extract the moments of power in (4.8).
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Property 1 Given a normal random variable X with mean and variance of (µ, σ2), if
Y = eβ.X , then the expected value of Y can be calculated as














Property 2 Given a vector of lognormal correlated random variables, Xn×1 = [X1, X2, ..., Xk].
If mXi and sXi are the expected value and standard deviation of the ln(Xi), respectively,





i is lognormal with the expected value of
















and ρXiXj is obtained from the following property:
Property 3 Assume two correlated lognormal random variables X1 = e
Z1 and X2 = e
Z2
with given E[X1X2], where Z1 and Z2 have the mean and standard deviation of (µ1, σ1)












By using the above properties, all components in (4.9), (4.10), and subsequently the mo-
ments of power in (4.8) are determined. The extracted statistic measures of power in all
the thermal grids form matrices of expected values and covariance (MPn×1 , SPn×n). Using
the matrix notation, the matrices of the expected values and covariance of temperature
over the die are restated as
MTn×1 = An×n ×MPn×1 + pm.an×1
STn×n = An×n × SPn×n × ATn×n , (4.15)
where An×n is the first left/upper n× n sub-matrix of the inverse admittance, and an×1 is
the vector of the ambient temperature coefficients (aim).
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The extracted moments of temperature, are fed back and the moments of power are
updated. The new power moments are used to obtain the temperature statistical mea-
sures. The iterative process (inner loop) is continued until the closed loop converges. By
concluding this stage, the moments of temperature and power are used in the next stage
for calculating the statistics of the voltage drop.
4.4 Voltage Drop Statistics
The objective of this section is to integrate the statistical thermal profile, extracted in
Section 4.3, into the power grid model. This is to accurately map process variations to the
statistics of the voltage drop across the power grid.
We consider a RC network that is distributed over the die in multiple metal layers.
Each branch of the grid is modeled with a resistor, and all the nodes have a capacitor
to the ground. Also, an ideal current source is assumed to be connected to the nodes in
the first metal layer (M1). The Modified Nodal Analysis (MNA) governs the relationship
between the current and voltage of every node, and is expressed as
GV (t) + C
V (t)
dt
= −i(t) +GVdd , (4.16)
where V(t) is the vector of voltages at each node, and i(t) is the vector of the current
sources. G, C are the conductance and capacitance matrices, respectively. By setting




= i(t) . (4.17)
An AC analysis of the power grid provides more detailed information, regarding the voltage
drop wave form. However, in the early stage of the design, including transient data requires
assumptions that can lead to inaccurate results. This occurs because there are various
modes that the circuits can operate in. In addition, the thermal response time is several
magnitudes larger than the clock speed. Therefore, a DC analysis is considered in this
work. Nevertheless, the methodology is flexible enough to take the trace of the dynamic
power as input and generate the transient data. The matrix format of (4.17) is
GV = I , (4.18)
where V is the vector of voltage drop, and I is the vector of currents drawn off the power
grid. Since the Power grid nodes are distributed over the die, several power grid nodes exist
in each thermal grid. This is due to the fact that the power grid has a higher resolution
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(thousands of nodes) in respect to the thermal grid (e.g., a 50×50 grid). Let vl denote the
voltage drop on node l of the power grid, located over thermal grid i. For all the N nodes,
[GV ]l = Il, ∀l = 1, ..., N . (4.19)
To solve for voltage drop, (4.18) is rewritten as
V = G−1I (4.20)
In addition, the resistivity of power grid wires is a linear function of temperature variations
expressed by
R = r0(1 + c(Tl − Tref )) , (4.21)
where r0, is the resistivity at the reference temperature, and c is the temperature coefficient
of the resistance. Therefore (4.20) is restated as
V = G−10 ΦI (4.22)
Φ = diag(1 + c(T − Tref )) , (4.23)
here G0 is the conductance matrix at the ambient temperature. By applying the E[.] and
V ar[.] operators, as similarly done in [36], the statistical moments of the voltage drop is
extracted by
E[V ] = G−10 E[ΦI]
Var(V ) = G
−1(2)
0 Var(ΦI) , (4.24)
where G
−1(2)
0 denotes a matrix whose elements are the square of each element in the inverse
of G0.
Property 4 Let [X ∼ (µX , σX)] and [Y ∼ (µY , σY )] denote two dependent random vari-
ables. The expected value and the variance of E[XY ] are given as in [109]
E[XY ] = Cov(X, Y ) + E(X)E(Y ) (4.25)
and






Y + 2ρµXµY σXσY . (4.26)
The moments of (ΦI) are extracted by using (4.25), and (4.26). Note that ρ is obtained,
based on the dependency of I and Φ on temperature. To verify the new model, 10000
Monte Carlo simulations are performed on (4.19) for a power grid with 16642 nodes. This
model, on average, introduces a 0.9% and 3.8% error in the mean and standard deviation
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of the estimated voltage drops, respectively. The error is reduced for larger power grids
due to the increase in the number of nodes located over each thermal grid.
By using this property, (4.24) is evaluated. The calculated moments of the voltage
drops are used in the next iteration, where dynamic and leakage power are updated and
subsequently new values for temperature statistics are determined.
Considering the lognormal distribution of I, the voltage drop also has a lognormal
distribution [110]. This occurs because of the linear relationship between the current
sources and nodes’ voltage drop. The extracted voltage drop statistics are employed for
the verification and mapping of the chip voltage drop, depicted in the next sections.
4.5 Power Grid Verification
Maintaining an acceptable noise margin at the reduced supply voltage in modern tech-
nologies requires a restrict upper bound on voltage drop. Consequently, a power grid
verification is necessary to ensure that the voltage drop, at each node, does not exceed the
given threshold. Given the lognormal distribution of voltage drop Vl, with the expected
value and variance of (ml, vl), a normal random variable Wl, with a mean and standard
deviation of (µl, σl), exists such that Wl = ln(Vl). The power grid is said to be robust, if
v̄l = e
µl+rσl ≤ vt, ∀l = 1, ..., N , (4.27)
where v̄l is the upper bound of the voltage drop, vt is the maximum acceptable voltage drop,
and r is closely related to the confidence level 100× (1− γ). γ is a small positive number









For example, to attain 99.73% of the nodes meet the maximum voltage drop constraint, it
is necessary to use 3σ measure (r = 3). In addition, the mean and standard deviation of















From (4.28) and (4.29), (4.27) can be evaluated for all the nodes in order to check the
robustness of the power grid.
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Algorithm 4.1 MAXIMUM VOLTAGE DROP
Input: µX , σX , ρX , A, Pdyn, Pleak, G, γ, δ {Process variations data, package thermal
admittance, initial power conductance, confidence, and tolerance}
Output: v̄
repeat





until |T (k+1) − T (k)| < tolerance
2: Extract MP , SP , MT , ST {statistical moments of power and temperature}
repeat
Compute E[Pj], Cov(Pi, Pj) using (4.8)
Extract MT , ST using (4.15)
until moments change < tolerance
3: Estimate E[ΦI], Var(ΦI)
Compute E[ΦI] using (4.25)
Extract Var(ΦI) using (4.26)
4: Compute v̄ {voltage drop upper bound}
Obtain E[V ] and Var(V ) using (4.24)
Obtain µl, σl, r using (4.28), (4.29)
Compute v̄ using (4.27)
until changes of V moments < tolerance
For a very large power grid, calculating the inverse of conductance matrix G0, consumes
large CPU and memory resources. Therefore, the inverse matrix can be approximated using
a method such as SPAI [102], [112] to speed up the verification process.
The statistics of the voltage drop are extracted from (4.24). Subsequently, the upper
bound of the voltage drops are obtained, and the robustness of the power grid is checked
from (4.27). Algorithm 4.1 depicts the verification process by taking the power numbers,
package information as the input and, provides the maximum voltage drop across the die.
The algorithm runtime is discussed in the next section.
4.6 Results and Discussion
To implement the methodology, an Alpha 21364 microprocessor running a MCF application
is used for modeling the power and temperature. The power consumptions are assigned





























































































Figure 4.5: Statistical profile of the temperature and voltage drop of a 16642 node power
grid across an Alpha 21364 CPU core.
illustrated in Fig. 4.1(b), is assumed to have a 50µm thermal interface at the top of a die
whose thickness is 300µm. The package also consists of a 30 × 30 × 1 mm heat spreader,
as well as a 60× 60× 6.9 mm heat sink. The ambient temperature is assumed to be 35 ◦C.
The 3σL and 3σTox are set to 12% and 5%. The diminishing rate (ρX) for considering the
spatially correlated variations follows that of [115]. Also, the floorplan area is discretized
to n = 50× 50 = 2500 thermal grids. In regards to the power grid, we select metal layers,
pitch, and width per layer based on IBM benchmarks [116], scaled for 65nm technology.
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PDF at point C
PDF at point D
Nominal 99.73th percentile at point C
Nominal 99.73th
percentile at point D
Figure 4.6: PDF of the voltage drop at the maximum expected value (point C) and at the
maximum standard deviation (point D). The nominal upper bound of the voltage drops
are also depicted at these points, where the nominal thermal profile is used.
We also assume a uniform distribution of C4s taking Vdd = 1V . Also, the temperature
coefficient is assumed to be 0.0032 considering the thin barrier effect for the copper wires
[106].
The proposed method is implemented in MATLAB and executed on a 3.4 GHz Pentium-
4 PC with 2GB RAM. 2 iterations for the outer loop and 3 iterations for the inner loop
(temperature-leakage closed loop) are enough to reduce the average error in the expected
value of the voltage drops to less than 0.1%. Fig. 4.5 shows the profile of the temperature
and voltage drop statistics across the core floorplan for a power grid with 16642 nodes
and 100 C4s. In Fig. 4.5(a) and 4.5(b), the expected value and standard deviation of the
temperature are mapped respectively. Also in Fig. 4.5(c), the expected value and in Fig.
4.5(d), the standard deviation of the voltage drop are demonstrated. Nodes A, B, C, and
D represent the largest values of the temperature expected value, the highest temperature
standard deviation, the maximum voltage drop, and the largest voltage drop standard
deviation respectively.
Fig. 4.5(d), depicts how the voltage drop changes from one fabricated chip to the next
under process variations. Node D exhibits the maximum standard deviation in the voltage
drop among different fabricated sample chips. Usually, blocks with a high activity (e.g.,
the blocks close to node A) and those with a high performance (e.g., the blocks close to
node B), both exhibit high voltage drop variations. However, from (4.8), the variations in
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Figure 4.7: Q-Q plot of the voltage drop for the Monte-Carlo samples and that of the
proposed method at the maximum expected value (point C)






















Figure 4.8: Distribution of error between the proposed methodology and Monte-Carlo
simulations
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Table 4.1: Runtime of the proposed methodology.








the power consumption, and therefore, the current drawn off the power grid are functions
of the leakage and temperature of the thermal grid. Consequently, the largest expected
value and variation might not occur on the same node. This, in turn, can lead to a design
failure that does not take into account the variations in temperature and power due to the
process variations.
Fig. 4.6 shows the Probability Density Function (PDF) of the voltage drop at node
C and D of Fig. 4.5. Also the upper bound, 99.73th percentile, of the voltage drops are
identified, where the nominal thermal profile is used. Here, the nominal thermal profile is
extracted and utilized to estimate the statics of the voltage drop. Then 99.73th percentile
of the voltage drop is calculated. To have a fair comparison, the temperature-leakage
loop is also considered for the nominal case. It is evident that depending on the nominal
thermal profile leads to ignoring many unsafe power grid nodes with large voltage drops.
In addition, note that the mean of the voltage drop at node C is relatively higher than
that of the node D. However, because of the larger voltage drop variation at node D, the
upper bound of the voltage drop for both nodes are very close. This figure pin points the
possibility of the design failure. Without extracting the statistical thermal profile, node C
may be highlighted as the worst corner/ upper bound for the voltage drop. Nevertheless,
in reality, a sample chip may experience a higher voltage drop at the less anticipated point,
node D. Therefore, the large variations can easily undermine any noise margin a designer
sets aside to guarantee a reliable functionality.
For the verification of large power grids, the direct computation of G−1 takes large
memory resources. Therefor, the proposed methodology, depicted in Algorithm 4.1, ex-
tracts the temperature/power statistics, utilizes the sparsity of the G matrix, and then
estimates the voltage drop upper bound. Fig. 4.7 compares the quantiles of the voltage
drop distribution obtained using the proposed method with that of the Monte-Carlo sim-
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ulations. The comparison is illustrated for the node with the largest expected value of
the voltage drop, point C. In addition, Fig. 4.8 depicts the distribution of the total error,
introduced by the newly developed methodology, in respect to the Monte-Carlo simulation
results. As shown in the figure, the average error is small and the maximum error is less
than 1% of Vdd.
The available techniques for sparse matrix operations in Matlab are employed to manage
the memory. Then, Algorithm 4.1 is executed for different power grids. Table 4.1 denotes
the runtime of the verification methodology. Note that the low runtime of the presented
method is due to the availability of statistical information. The extraction of the power
statistics across the die, in the first step, eliminates the need for solving expensive Linear
Problems (LP), as done in some existing work ([102],[117]). In addition to the efficiency
and accuracy, unlike the corner-based verification methods, the presented methodology
leads to more realistic upper bounds for the voltage drops in the presence of correlated
variations in the early stage of the design.
4.7 Conclusions
In this chapter, a power grid analysis and a verification method are proposed, where the
statistical behavior of power and temperature in the presence of the process variations are
taken into account. Variations in the gate length and oxide thickness are mapped to the
upper bounds of the voltage drop across a die, considering fluctuations in temperature-
dependent power consumption. The statistics of power and temperature are extracted
by modeling the inter-die and spatially correlated interadie variations. By using these
statistics and the locality of the power grid problem, the voltage drop is modeled over
the die. Finally, the results indicate a small error in respect to Monte-Carlo simulations.
This is achieved by feeding back the voltage drop statistics for accurate computation of





Temperature and Supply Voltage
Variations
5.1 Introduction
This chapter studies the parametric yield by taking into account the process and environ-
mental variations. Process variations introduce uncertainty in the design parameters. The
leakage power significantly varies from one manufactured chip to the next. This is due to
the process-induced variations in the threshold voltage (Vth). In addition, the voltage of
the nodes on a power grid is a function of the current drawn by the underlying circuits.
Therefore, fluctuation in the leakage current leads to variations in the supply voltage (Vdd).
Here, the role of the operating temperature across the die is two-folded: first the temper-
ature has a strong interdependency with the leakage power. In addition, the resistivity of
the power grid’s wires increases as the temperature increases. Consequently, for an accu-
rate estimation of the variations in the delay, leakage and dynamic power, the variations
in the Vth, Vdd, and temperature must be taken into account.
Parametric yield is a metric that indicates what percentage of all the manufactured
chips meet the design constraints. The constraints and the priority of the parameters are
application-specific. In high-performance applications, the ultimate goal is to deliver a
guaranteed minimum performance. Therefore, most design decisions are made to deliver
such a requirement. However, in some mobile applications, both the power and performance
are vital. Consequently, the design utilizes a set of power reduction techniques to maintain
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the power consumption within the budget and to deliver the functionality in a timely
manner. Moreover, for a hearing device, all efforts are centered on minimizing the power.
As a result, for many applications, the estimation of the timing and power yield, early in
the design phase, is critical. Here, the flexibility of the design in the initial stages can be
employed to address any timing or power violations.
5.2 Related Work
Traditionally, the impact of variations is addressed at the device, circuit, and logic level.
An optimization methodology is reported in [35] to minimize the total power by considering
the process variations. The work utilizes the transistor down-sizing and multi-threshold
assignment are used to reduce the power. In [118], a gate-level leakage model is extended
to obtain the distribution of the leakage power. The distribution of the gate lengths for all
the gates in a circuit are combined to analytically extract the mean and standard deviation
of the leakage power for the circuit. In [119], a high level synthesis framework where the
power yield of the function units is enhanced. The impact of the process variations is taken
into account for the module selection, scheduling, and resource sharing.
Recently, due to the increase in the variability, more studies have been focused on the
analysis of variations at the system level. Some of these work reviewed and discussed
in [120]. Some variation reduction techniques such as adaptive body bias and variation-
tolerant microarchitecture mechanisms are considered in [121]. Here, Variation-tolerant
techniques for coping with the variability and estimating the power for a SOC at the
system level are also described. A two-sided yield window for power and performance
is discussed in [122, 123] to provide a constraint-based analysis for parametric yield. A
full-chip leakage estimation is reported in [124], where some information such as the cell
library, cell usage, and dimensions of the layout are applied to find the statistics of the
leakage power.
More specifically on the timing yield, a static timing analysis (STA) considering statis-
tical voltage noise is presented in [125]. The work utilizes an orthogonalization method to
transform the correlated variables involved in the power noise to a subset of uncorrelated
variables, and estimates the delay by using STA. To facilitate the current timing verifica-
tions that use corners and timing margins, a generic approach for determining the timing
yield is suggested in [126]. Here, the design corners are selected, and the impact of the
variations on the existing cell/transistor corners is examined. In some early work such as
in [127], the timing analysis relies on the use of uncorrelated variations. The authors in
[128], model the variations as the global sources to account for the correlation, and evaluate
the impact on the timing yield. In [129], [130], Principal Component Analysis (PCA) and
Independent Component Analysis (ICA) are developed, respectively, in order to simplify
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the complexity of including the correlation on Statistical STA (SSTA). A nonlinear delay
optimization is proposed and solved in [131] where the impact of voltage noise on the tim-
ing yield is accounted for by placing constraints on currents. A two-sided yield window
is discussed in [122] to provide a constraint-based analysis for the timing yield. Here, the
impact of the variations on the power and performance is investigated. The authors in
[132] include a simple temperature model for their power/timing model, and discuss Vth
and Vdd scaling to maximize the timing yield under variations.
Process variations impose the statistical behavior on the temperature that is missing
in existing reports. It is understood that timing verification must be performed deter-
ministically to be completely accurate. However, a statistical analysis on the timing yield
early in the design process predicts the impact of the variations on the robustness of the
design. Altering the floorplan can significantly change the thermal profile, resulting in
timing violations.
In addition, the impact of temperature variations on power has been studied in [133],
where a Monte Carlo analysis is chosen to capture the variations in the power. In [132],
a simple temperature model is included in the power/timing model and maximizes the
parametric yield under variations.
This part of the thesis generates a statistical thermal profile and maps its associated
voltage drops across the power grid. Then the extracted statistics of temperature and
voltage drop are used to accurately estimate the chip timing and power yield. This allows
designers to utilize the flexibility of early design stages to prevent any possible over-design.
5.3 Statistical Profile of Temperature and Voltage Drop
In this section, the statistical models of temperature and voltage drop variations are re-
stated. The models are discussed in detail in Section 4.3 and Section 4.4.
The strong correlation between the process variations and the statistical thermal profile
was discussed in Section 4.3. It has been shown that process variations can impose sig-
nificant variations in the temperature across the chip. Ignoring statistical measures of the
operating temperature leads to underestimation of IR drop and consequently can cause
performance degradation.
The interdependency of power and temperature is modeled to obtain the statistical
measures of power/temperature in the statistical thermal analyzer, depicted in Fig. 4.4.
In the first step, to consider the closed-loop effect between leakage and temperature, the
























































are the fitting parameters. After the nominal power/temperature are
calculated for each thermal grid, the uncertainty, due to process variations, is captured in
the second step. Note that the spatial correlation between the process variations in the
two grids are taken into account in this step. Here, the expected value and covariance of
power are extracted for all the thermal grids by evaluating
E[Pj] = E[Pdyn−j + Pleak−j]
Cov(Pi, Pj) = E[PiPj]− E[Pi]E[Pj] . (5.2)
By using the properties explained in Section 4.3, all components and subsequently the
moments of power in (5.2) are determined. The extracted statistic measures of power in
all the thermal grids form matrices of expected values and covariance (MPn×1 , SPn×n). Using
the matrix notation, the matrices of the expected values and covariance of temperature
over the die are restated as
MTn×1 = An×n ×MPn×1 + pm.an×1
STn×n = An×n × SPn×n × ATn×n , (5.3)
where An×n is the first left/upper n× n sub-matrix of the inverse admittance, and an×1 is
the vector of the ambient temperature coefficients (aim).
The extracted moments of temperature, are fed back and the moments of power are
updated. The new power moments are used to obtain the temperature statistical mea-
sures. The iterative process (inner loop) is continued until the closed loop converges. By
concluding this stage, the moments of temperature and power are used in the next stage
for calculating the statistics of the voltage drop.
In addition, the power grid model is restated. The details of the model are elaborated on
in Section 4.4. The objective, here, is to integrate the statistical thermal profile, extracted
in the beginning of this section, into the power grid model. This is to accurately map
process variations to the statistics of the voltage drop across the power grid.
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The Modified Nodal Analysis (MNA) governs the relationship between the current and
voltage of every node and its matrix format for the DC analysis is given by
GV = I , (5.4)
where V is the vector of voltage drop, and I is the vector of currents drawn off the power
grid. To solve for voltage drop, (5.4) is rewritten as
V = G−1I (5.5)
In addition, the resistivity of power grid wires is a linear function of temperature variations
expressed by
R = r0(1 + c(Tl − Tref )) , (5.6)
where r0, is the resistivity at the reference temperature, and c is the temperature coefficient
of the resistance. Therefore (5.5) is restated as
V = G−10 ΦI (5.7)
Φ = diag(1 + c(T − Tref )) , (5.8)
here G0 is the conductance matrix at the ambient temperature. By applying the E[.] and
V ar[.] operators, as similarly done in [36], the statistical moments of the voltage drop is
extracted by
E[V ] = G−10 E[ΦI]
Var(V ) = G
−1(2)
0 Var(ΦI) , (5.9)
where G
−1(2)
0 denotes a matrix whose elements are the square of each element in the inverse
of G0. The moments of (ΦI) are extracted by using the properties (4.25), and (4.26). The
calculated moments of the voltage drops are used in the next iteration, where dynamic
and leakage power are updated and subsequently new values for temperature statistics are
determined.
5.4 Timing Yield
Delivering the right functionality in an acceptable timing interval is the primary objective in
designing high performance ICs. However, process variations impact the design parameters
and may lead to timing violations. Therefore, a number of fabricated chips may not adhere
to the designs’ set objectives. The percentage of these failed chips represents the timing
yield loss. An accurate estimation of the yield, specifically in the early stage of the design
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gives the designer the flexibility to change small or large portions of the circuits and their
parameters to maximize the yield.
The delay of the gates and interconnects depends on their operating temperature.
In addition, the delays are functions of the supply voltage. With the increase in the
manufacturing process variations, the fluctuations in the threshold voltage, increases where
they are directly affected by the parameters such as gate length and oxide thickness. The
exponential relationship between leakage current and Vth and the closed-loop between the
leakage power and temperature makes the temperature a significant parameter in the
variability-aware design. Moreover, the power delivery network consists of thousands of
nodes in various metal layers connected to the underlying circuits. Since the IR drop is
a function of the current drawn by the circuits, the node voltage indirectly depends on
the operating temperature. Consequently, ignoring the impact of the spatially correlated
process variations on the temperature undermines the accuracy of the estimated yield.
In STA, a Program Evaluation and Review Technique (PERT)-like circuit graph is
employed for the delay estimation [134]. In this commonly used technique, the primary
inputs and outputs are connected to a virtual source and a virtual sink, respectively. The
timing graph is then traversed in a topological order from the source to the sink by using
a sum or a max operation to calculate the delay of each edge and to find the longest
path. Process and environmental variations, however, affect the delay of the gates and
interconnects and therefore, introduce uncertainty in identifying the longest path with
the largest delay. In SSTA, the problem is formulated as finding the distribution of the
maximum delay of all paths from all the primary inputs to all the primary outputs. The
delay of each gate or a wire segment is represented by a correlated Gaussian Random
Variable (RV) [dk ∼ N(µk, σk)].
To extract the statistics of the circuit delay, PCA is chosen to decorrelate the RVs by
discretizing the circuit area [130]. The delay of a gate or an interconnect k is expressed as
a function of a linear combination of the PCs,




µk is the mean of dk, and akj are the coefficients, associated with pcj. Because the PCs





The available thermal grids are used to extract the circuit delay statistics. Each PC, pcj,
associated with thermal grid j must capture the impact of the process variations on delay
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statistics. Also, the electrothermal coupling must be taken into account. The threshold
voltage is expressed as a function of the temperature variations as follows:
Vth = Vth0 − k(∆T ) , (5.12)
where Vth0 is the Vth at the ambient temperature, and k is the temperature coefficient of
Vth. In addition, from (5.6), the interconnect delay linearly increases with the increase
in the temperature. Also, the gate delay is directly related to the temperature variations
through the carrier saturation velocity (νsat) that is a function of ∆T [82] such that
νsat = νsat0 − η(∆T ) , (5.13)
where νsat0 and η are the saturation velocity at the ambient temperature and the saturation
velocity temperature coefficient, respectively. Moreover, the supply voltage variations are
closely related to the variations in the neighboring leakage currents drawn off the power
grid. Because of the interdependency of the leakage and temperature, and also the locality
of power grid problem ([135]), the voltage noise is a function of ∆T . By considering the
aforementioned dependencies, the delay component in thermal grid i can be stated as
di
′ = di + a∆Vthi(∆Ti) + b∆Ti + c∆Vi(∆Ti) , (5.14)
where di is the delay RV, representing the decorrelated delay component due to the vari-
ations in the gate length and oxide thickness. The mean and variance of di
′ are obtained
by solving




+ a2σ2Vthi + b
2σ2Ti + c
2σ2Vi
+ 2[abCov(Vthi, Ti) + bcCov(Ti, Vi) + acCov(Vthi, Vi)] , (5.15)
where the coefficients of a,b, and c are obtained from the sensitivity analysis, and the
covariance between the parameters are easily obtained from their discussed dependencies
(5.12) and (5.13).
To perform the PERT-like traversal algorithm, the sum and max operation are used




and variance of dsum are the sum of the mean and variance of di
′. Here, l denotes the
number of gates and interconnect segments in the path. For the max operation, however,
the distribution of the path delay is not necessarily Gaussian. But the delay can be
approximated as a Gaussian distribution, represented by an RV [dmax ∼ N(µmax, σmax)].
To capture the correlation, two paths are taken at a time, such that
dmax = max{d1, d2, ..., dl−1, dl}
= max{d1, d2, ...,max{dl−1, dl}}
= max{d1, d2, ...,max{dl−2, dN−1,l}}
= max{d1, d2, ..., dl−2,l} = d1,l , (5.16)
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wheremax{dl−1, dl} is approximated by dl−1,l with a normal distribution, whose mean(µl−1,l)
and standard deviation (σl−1,l) are extracted as follows [136]:























and Φ, ϕ are, respectively, the Cumulative Distribution Function (CDF) and the Proba-
bility Density Function (PDF) of the normal RV [∼ N(µ = 0, σ = 1)], and ρl−1,l is the
correlation coefficient between dl−1 and dl. After estimating the statistics of dl−1,l, the
same process is used to find the distribution of dl−2,l = max{dl−2, dl−1,l}. However, for






By continuing the recursive process, the distribution of dmax can be estimated. For
sequential circuits, the setup and hold time must be evaluated for possible violations.
For the setup, the distribution of the maximum required arrival time at the latches is
obtained by using the discussed method. For the hold time, however, an analysis of
the short-paths is needed. This, in fact, is a special case of the max operation, where
dmin = −max(−d1, ...,−dl).
With the estimated distribution of the circuit delay, the timing yield is expressed as
[137]

















































































































































































































Figure 5.3: Normalized dynamic power consumption as a function of supply voltage for
different gates 93
5.4.1 Simulation Results and Discussion
The proposed method is implemented in C++ and MATLAB and executed on a 3.4 GHz
Pentium-4 PC with 2GB RAM. The experiments are performed on edge-triggered ISCAS89
benchmarks by using 65nm technology parameters. The process parameters are adapted
from [115]. The package is assumed to have a 50µm thermal interface at the top of a die,
whose thickness is 300µm. The package also consists of a 30 × 30 × 1 mm heat spreader,
as well as a 60 × 60 × 6.9 mm heat sink. In regards to the power grid, the metal layers,
pitch, and width per layer are selected according to the IBM benchmarks [116], scaled for
65nm technology. A power grid with 4762 nodes is used and a uniform distribution of C4s
is assumed where Vdd = 1.0V . 2 iterations for the outer loop and 3 iterations for the inner
loop (temperature-leakage closed loop) are enough to reduce the average error in expected
value of the voltage drops to less than 0.1%.
The circuits are initially placed by using Capo [138], and a global routing is performed
for all the nets. Then the die area is discretized into a number of grids, used for both
the delay calculation and extracting the temperature, and the voltage drop statistics. The
number of grids are selected according to the size of the circuits. The power of each
grid is calculated, based on the placement of the gates and interconnects and their power
consumption. Subsequently, statistical thermal profile and the statistics of the voltage drop
in each grid are extracted. Here, based on the simulation results for the gates, shown in
Fig. 5.1, 5.2, and 5.3, lookup tables are constructed for both dynamic and leakage power.
To be more accurate, different fitting factors are used for different gates. This is to update
dynamic and leakage power at various channel lengths, oxide thicknesses, temperatures,
and voltage drops in each thermal grid.
Fig. 5.4(a) and 5.4(b) illustrate the expected value and standard deviation of the
temperature across the s38584 circuit, respectively. In addition, Fig. 5.4(c) and 5.4(d)
exhibit the profile of the expected value and the standard deviation of the voltage drop for
the circuit, respectively. Here, point A denotes a location on a sample die that, on average,
exhibits the largest temperature. Point B represents a location on the die that shows the
largest temperature variations, comparing all manufactured dies. Similarly, C1 is a point
on the die where the expected value of the voltage drop is maximal and D1 pinpoints a
location on the die with maximum voltage drop variations. In addition, C2 and D2 denote
the nodes on the power grid with ideal supply voltage.
Fig. 5.4 depicts how the temperature and voltage drop changes, for the s38584 circuit,
from one fabricated chip to the next under process variations. For example, in all fab-
ricated chips, the upper left area of the circuit experiences the maximum changes in the
temperature and voltage drop. Note that, here, for both the temperature and voltage drop
profiles, the position of the hot spots for the expected value and standard deviation are



































Figure 5.4: statistical profiles for circuit s38584: (a) the profile of temperature expected
value, (b) temperature standard deviation, (c) voltage drop expected value (d) voltage
drop standard deviation
chitectural blocks. Usually, the blocks with both high activities and those blocks with high
performance both exhibit high temperature and voltage drop variations. However, from
(5.2), the variations in the power consumption, and therefore, the current drawn off the
power grid are functions of the leakage and temperature of the thermal grid. Consequently,
the largest expected value and variation might not occur on the same grid. This, in turn,
can impact the statistics of the delay and lead to the failure of a design that does not take
into account the variations in the temperature and power under process variations.
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Figure 5.5: Probability density function of delay for circuit s38584
























s1196 547 501.4 48.1 499.4 47.9 435.1 41.7 560.2 88.9
s5378 2958 444.8 40.0 443.1 39.6 413.1 38.4 528.3 98.1
s9234 5825 717.0 73.5 715.9 73.2 600.9 56.3 769.7 76.3
s13207 8260 1271.0 135.0 1270.4 133.8 1073.1 106.5 1392.4 81.6
s15850 10369 1451.7 143.9 1446.7 143.1 1212.4 116.2 1561.1 77.6
s35932 17793 1136.7 96.9 1135.5 95.5 1074.7 95.9 1362.4 99.0
s38417 23815 1009.7 92.6 1005.9 90.6 874.0 87.9 1137.7 91.7
s38584 20705 1704.6 151.7 1701.1 149.9 1530.8 143.1 1960.0 95.4
Finally, the statistical measures of the temperature and voltage drop are taken into
account to find the expected value and standard deviation of the circuit delay. Fig. 5.5
is a comparison of the probability density function of the delay, obtained by the proposed
method. Also the PDF of the delay, estimated from 10,000 Monte-Carlo simulation runs, is
shown in the figure. Moreover the upper bound, 99.73th percentile, of the delay is identified,
where the nominal thermal profile is used. Here, the nominal thermal profile is extracted
and utilized to estimate the statics of the voltage drop. Then 99.73th percentile of the delay
is calculated. To have a fair comparison, the temperature-leakage loop is also considered
for the nominal case. It is evident that depending on the nominal thermal profile leads to
significant delay underestimation.
Table 5.1 summarizes the delay statistics of the benchmark circuits of the proposed
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s27 131.3 124.0 5.9
s1196 643.1 585.8 9.8
s5378 561.9 478.5 17.4
s9234 935.5 867.2 7.9
s13207 1671.8 1474.9 13.4
s15850 1876.0 1661.2 12.9
s35932 1422.0 1349.2 5.4
s38417 1277.7 1159.4 10.2




Percentile of Delay (ps)
method, obtained from the model and the Monte-Carlo simulations. To calculate the
statistics of the delay by the Monte-Carlo simulations, the 10,000 samples are generated,
where channel lengths, oxide thicknesses, temperatures, and voltage drops, is selected
randomly according to their distributions. Then the delay of the circuit is computed for
each sample. The average and standard deviation of the samples’ delay are compared with
respective values that are calculated by the Statistical Static Timing Analyzer (SSTA) of
[129]. It is seen that by ignoring the impact of the statistical thermal profile, and as a
result, the inaccurate estimation of the expected values and standard deviations of the
voltage drop, results a significant underestimation of both the mean and sigma of the
circuit delay. The timing yields, listed in Table 5.1, are estimated in relation to the target
delay and the new statistics of the delay. Assume that a designer puts a constraint on the
delay, and uses the SSTA upper bound (µ + 3σ) as the target delay. In such a case, the
increase in the delay mean and sigma values results in a yield loss. In the case of the s9234
circuit, almost 23.7% of the designs do not meet the maximum delay constraint, and fail.
Table 5.2 compares the upper bound of the circuits’ delay, 99.73th percentile, utilizing the
nominal and statistical thermal profiles [45]. It is evident that a large error occur in the
estimation of timing yield by ignoring the statistical measures of the temperature and the
respective impact on the voltage drop.
A number of factors impact the yield, including the number and placement of the
critical paths, location of the temperature hot spots, and the location of the power grid
C4s. These parameters affect the sensitivity of the yield to the variations in the temperature
and voltage drop. Fig. 5.6 demonstrates the sensitivity of the yield as a function of the
temperature coefficient. Note that the coefficients are inversely normalized. By reducing
the temperature coefficient, the increase of the timing yield varies significantly for the three
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s27 4 364.0 0.1 364.1
s1196 16 365.0 4.6 369.6
s5378 64 366.0 32.3 398.3
s9234 64 366.0 71.1 437.1
s13207 100 370.6 146.1 516.7
s15850 100 370.6 164.9 535.5
s35932 100 370.6 563.8 934.3
s38417 100 370.6 386.7 757.3
s38584 100 370.6 427.5 798.1
RuntimeCircuit
examined circuits. Therefore accurate extraction of the thermal and voltage drop profile
is crucial for the yield estimation.
The runtime of the proposed approach is provided for the benchmark circuits in Table
5.3. Increasing the grid resolution increases the accuracy of the statistical thermal profile
and node voltage drops. Nevertheless, a 10× 10 resolution keeps the error lower than 3%
for the s38584 circuit, and the yield is estimated in less than 10 mins.
5.5 Power Yield
As discussed in this chapter, the statistical moments of the temperature and voltage drop
statistics are updated iteratively. The entire process is repeated until the system reaches
a steady state. To determine the distribution of the chip total power at the steady state,
the following relationship between the total power and the average chip’s temperature is
utilized:




where Tavg is the average temperature of the chip, Ta, Rθ, and A are the ambient temper-
ature, the junction to the ambient thermal resistance, and the chip area, respectively. The















































From (5.23), we have









Finally, the power yield can be found by using the moments of the chip’s total power as
follows [137]:






where Pb is the power budget that must be met, µPtot and σPtot are the mean and standard
deviation of a normal distribution respectively, associated with the lognormal distribution
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Here, the mean (m) and variance (v) of Ptot are obtained from (5.25).
5.5.1 Experimental Results and Design Insights
As similarly done for the timing yield analysis, the proposed method is implemented in
C++ and MATLAB, and executed on a 3.4 GHz Pentium-4 PC with 2GB RAM. The ex-
periments are performed on edge-triggered ISCAS89 benchmarks by using 65nm technology
parameters. The process parameters are adapted from [129]. The package is assumed to
have a 50µm thermal interface at the top of a die, whose thickness is 300µm. Also, the
package consists of a 30 × 30 × 1 mm heat spreader, as well as a 60 × 60 × 6.9 mm heat
sink. In regards to the power grid, the metal layers, pitch, and width per layer are selected
according to the IBM benchmarks [116], scaled for the 65nm technology. A power grid with
4762 nodes is chosen, and a uniform distribution of C4s is assumed, where Vdd = 1.0V .
Two iterations for the outer loop, and three iterations for the inner loop (the temperature-
leakage closed loop) are enough to reduce the average error in the expected value of the
voltage drops to less than 0.1%. Initially, the circuits are placed by using Capo [138],
and a global routing is performed for all the nets. Then, the die area is discretized into a
number of grids, for the power calculation and extracting the temperature, and the voltage
drop statistics. The number of grids are selected according to the size of the circuits. The
power of each grid is calculated, based on the placement of the gates and interconnects and
their power consumption. Subsequently, the statistical thermal profile and the statistics
of the voltage drop in each grid are extracted. Here, based on the simulation results for
different gates, lookup tables are constructed for both the dynamic and leakage power. To
be more accurate, different fitting factors are used for different gates. This is to update the
dynamic and leakage power at various channel lengths, oxide thicknesses, temperatures,
and voltage drops in each thermal grid. Fig. 5.7 depicts a comparison of the probability
density function of the power, obtained by the proposed method. Also the PDF of the
power, estimated from 10,000 Monte-Carlo simulation runs, is shown in the figure.
The statistics of the total power consumption are depicted in Table 5.4 for the bench-
mark circuits by using the proposed method, obtained from the model and the Monte-Carlo
simulations. The results are compared with the respective values that are calculated by the
Statistical Power Analyzer (SPA). In SPA, the statistics of the total power are obtained
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Figure 5.7: Probability density function of total power for circuit s38584.
by considering the process variations but ignoring the impact of the statistical thermal
profile. The power yields, listed in Table 5.4, are estimated from the target power and the
statistics of the power obtained from the presented model. Assume that a designer puts
a constraint on the power, and uses the SPA upper bound (µ + 3σ) as the target power.
In such a case, the increase in the power mean and sigma values results in a yield loss. In
the case of the s9234 circuit, almost 33.9% of the designs do not meet the maximum power
constraint, and fail.
Table 5.5 lists the runtime of the proposed approach for the benchmark circuits. In-
creasing the grid resolution increases the accuracy of the statistical thermal profile, and
node voltage drops. However, a 10 × 10 resolution keeps the error lower than 1.3% for
the s38584 circuit, and the yield is estimated in less than 5 mins. The analysis presented
in this chapter can be used to enhance the system architecture or to improve the power
management policies.
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Mean (µW) Std (µW) Mean (µW) Std (µW) Mean (µW) Std (µW)








s1196 547 1426.3 81.2 1438.2 83.2 1320.8 49.8 1470.2 64.4
s5378 2958 6986.3 277.8 7154.7 283.6 6795.3 189.1 7362.7 81.1
s9234 5825 8150.9 305.0 8243.5 311.7 7681.6 223.5 8352.1 67.1
s13207 8260 13574.4 659.9 13898.0 637.3 12610.5 369.2 13718.1 56.3
s15850 10369 13960.4 488.8 14196.2 514.5 13185.3 365.0 14280.4 66.9
s35932 17793 24433.2 827.9 24277.9 840.8 23546.7 656.7 25516.9 80.4
s38417 23815 33967.9 1106.1 33961.1 1109.7 32785.6 945.1 35621.0 83.5
s38584 20705 38863.2 1357.6 38975.2 1365.8 37638.5 1037.2 40750.0 81.8














s27 4 105 2 107
s1196 16 112 14 126
s5378 64 114 129 243
s9234 64 114 129 243
s13207 64 126 129 255
s15850 100 126 154 280
s35932 100 126 154 280
s38417 100 126 154 280
s38584 100 126 154 280
RuntimeCircuit
5.6 Conclusions
A higher complexity of the statistical static timing analysis is tolerated to avoid over-
design. Therefore, it is crucial to include the effective factors in the estimation of the
timing yield. This work proposes a comprehensive method for the timing and power yield
analysis by taking into account the statistical thermal profile and its associated voltage
drop across the die. Here, the impact of the intra-die process variations and the spatial
correlation is considered to extract the statistical thermal and voltage drop profile. Then,
these profiles are used to estimate both timing and power yield. The results indicate that
if the variation of the temperature and its related voltage drop are ignored, a significant
yield loss occurs. Finally, the additional overhead, with respect to a conventional statistical
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analysis, is linear in the number of grids.
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Chapter 6
Design Solutions for VLSI Systems
under Variability
6.1 Introduction
As discussed in the pervious chapters, there are challenges in designing robust VLSI sys-
tems. However, there exist some opportunities to be explored in order to reduce the sources
of variations as well as their impact on the parametric yield. This chapter proposes two
optimization mechanisms and shows that they can be effective in reducing the variations.
First, floorplanning under temperature variations is studied, where the total power is mini-
mized. Subsequently, optimum supply pad assignment is presented to maximize the timing
yield.
6.2 Solution 1: Total Power Reduction in the Pres-
ence of Temperature Variations
There are several components, each with a different functionality, on a VLSI chip. These
components have various power consumptions, and consequently, operate at different tem-
peratures. Temperature variations, as high as 50 ◦C, can exist in a chip due to aggressive
dynamic power management (DPM), clock gating, and nonuniform switching activities of
the various blocks. High temperature gradients significantly impact the performance and
reliability of VLSI circuits [139],[57]. Changing the floorplan of a chip creates a different
heat transfer path and can be very effective in addressing the non-uniformity of the tem-
perature distribution across a chip. In addition, the total power of a chip is a function of
the wire length and the temperature distribution of the chip’s floorplan.
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Therefore, it is very crucial to take into account both the total power consumption and
the temperature variations in the floorplanning, as proposed in this work.
6.2.1 Related Work
The related work on floorplanning are categorized into three main categories. The primary
focus of the works in the first category is to compare the floorplanning algorithms in regards
to their complexity and efficiency for area and wire length optimization. In [140], slicing
algorithm and in [141] non-slicing floorplans are optimized for area and wire length. Also,
in [142] a modified convex formulation is presented and solved to minimize the area of the
floorplan. An extensive survey on floorplanning algorithms, most of which use simulated
annealing, has been presented in [62]. These work do not include the important thermal
or power effect in their floorplanning methodology. In the second category, the operating
temperature is minimized. Architectures with different floorplans, in order to meet the
performance and thermal constraints, are compared in [55] and [63]. HotFloorplan is
presented in [60] to minimize the peak temperature. Lowering the peak temperature of
an architecture has also been studied in [143] and [144], where a communication profile is
explored. A genetic algorithm is proposed in [145] to facilitate the search for a floorplan
that has a smaller area as well as a lower maximum temperature.
Although the studies in this category propose thermal-aware floorplanning solutions,
power consumption is not considered in their work. Minimizing the leakage power is the
focus of the third category. In [146], [65], and [66], the implication of leakage power
on floorplanning in a system on chip is examined. Authors in [146] present an active sub-
threshold leakage reduction using task migration where the computation of hot modules are
migrated to reduce leakage by reducing the chip temperature. An optimization guideline
for leakage-aware floorplanning is provided in [65] and an algorithm for leakage reduction
is presented in [66] by modeling the temperature-dependant leakage for a thermal profile.
Although the studies in the last category include leakage power and temperature in their
work, total power consumption and non-uniformity of thermal profile are missing.
The focus of this work is to simultaneously reduce total power consumption and gain
from the benefits associated with a more uniform thermal profile. We consider the nonlinear
relationship between subthreshold leakage and the operating temperature of the blocks of a
floorplan. This work examines our intuition that temperature variations of the hot blocks
have higher impact on leakage variations than temperature variations of the cold blocks. As
a result, reducing the thermal variations may lead to lowering the number of high leakage
blocks and consequently saving power.
• This chapter intends to provide guidelines for optimizing a floorplan in order to
minimize the total power, as a primary objective, while achieving the minimum
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possible temperature variations across a chip as a secondary goal. To realize these
two objectives, a correlation is established between the total power consumption of
a chip and the thermal uniformity of the floorplan. Subsequently, the impact of the
temperature variations of the chip thermal profile on leakage and variations power
is analyzed. The results show that lower thermal variations can lead to a significant
savings in total power.
• In addition, it is demonstrated that despite the aforementioned correlation, the most
uniform thermal profile does not necessarily correspond to a maximum power re-
duction. Therefore, it is illustrated that a small deviation from the minimum total
power can be traded for a significant increase in the uniformity of the temperature
distribution.
This work utilizes Parquet floorplanner [147], a fixed-outline/ non-slicing floorplanning
tool, in its core engine where the search is performed using simulated annealing algorithm.
However, the presented floorplanning methodology is not limited to these types of floor-
plans and other tools/algorithms can also be employed to gain from the proposed benefits.
6.2.2 Preliminaries and Understanding the Correlation between
the Total Power and Temperature Variations
In this section, the thermal and power models are detailed and the correlation between the
total power consumption and the temperature variations, associated with a floorplan, is
investigated.
6.2.2.1 Temperature and Power Modeling
There are two types of leakage power, active leakage current accounts for the leakage power
consumed during the circuit active mode and standby leakage, dissipated when the circuit
is in the standby mode. Because of process variations, up to 20 times variations in the
leakage power and 30% variations in performance have been reported in the literature
[14]. In addition, the temperature distribution and power consumption are interdependent
due to the dependency of both active and standby leakage power on temperature [146].
Therefore, this dependency needs to be modeled to accurately obtain the thermal and
power profile. Of the available methods, HotSpot, the compact thermal model developed
and verified by Skadron et. al. has proved to be efficient and accurate. The model uses
the existing duality between the thermal and electrical phenomena to construct a thermal
RC network [148]. To obtain the profile of the total power for each floorplan, the dynamic
and leakage power of the floorplan are added for each block. Any deviation from the
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original floorplan impacts the dynamic power through the changes in the total wire length.
Therefore, the relative changes in the dynamic power need to be captured. The well-known
Half Perimeter Wire Length (HPWL) is used in the literature to account for such changes
in the dynamic power. Here, the wire length between two blocks is expressed as
WireLength = |x1− x2|+ |y1− y2| (6.1)
where x1, y1, x2, and y2 are the coordinates of the center of the blocks. The interconnect
matrix, representing the number of interconnects between every two blocks, is then used
in the floorplanning to provide the total HPWL for the generated floorplan. The leakage
power of a floorplan comprises two components: gate leakage and subthreshold leakage.
Gate leakage current is due to the direct tunneling of electrons through the gate oxide
which is independent of temperature [149]. Therefore, the gate leakage is insensitive to
temperature. However, subthreshold leakage power has a supperlinear interdependency
with the operating temperature. To estimate the total leakage for a generated floorplan,
initially, the leakage of the original floorplan is obtained at room temperature. Subse-
quently, the subthreshold leakage power of each block is updated according to the new
temperature of the block. The subthreshold leakage of each block can be modeled by the
following superlinear function, as similarly done in [88]
PLj = KjAj{c1(Tj − Ta)3 + c2(Tj − Ta)2 + c3(Tj − Ta) + c4} (6.2)
where Kj is the block leakage factor, Aj is the block area, Tj is the block average tem-
perature, and c1-c4 are the fitting constants obtained for each block. These constants are
calculated by plugging some known leakage and temperature numbers in (6.2).
6.2.2.2 The Correlation between the Total Power and Temperature Variations
Thousands of generated floorplans, represented by dots, in Fig. 6.1 illustrate the correlation
between the leakage power and the temperature standard deviation for the Alpha 21264
processor, scaled down to the 90-nm technology running gcc application. The increase
in the leakage is normalized in respect to the minimum leakage power. Every floorplan
has different temperature and power statistics. Note that the variation in temperature,
here, is represented by the standard deviation. As seen in Fig. 6.1, when the temperature
variations increase, the probability of attaining a higher leakage power also increases. This
is due to the nonlinear dependency of the subthreshold leakage power on temperature.
For a floorplan with high temperature variations, the probability of having hot blocks is
higher. Consequently, the probability of having blocks that leak more increases with the
temperature variations. In addition, dynamic power randomly fluctuates with temperature
variations. As a result, as demonstrated in Fig. 6.2, there is a correlation between the total
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Figure 6.1: Normalized increase in the leakage power in respect to the increase in tem-
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Figure 6.2: Normalized deviation from the minimum total power (power increase) as a
function of temperature variations.
for high thermal variations. This is due to the fact that the spread of the leakage power
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Figure 6.3: Normalized deviation from the minimum leakage power as a function of the
temperature variations at constant average temperature of 83 ◦C.
6.2.3 Proposed Floorplanning Optimization
6.2.3.1 Objective Function
In this research, the objective is to not only minimize the total power, but also to address
the thermal integrity by using an efficient and accurate approach. The correlation between
the leakage power and temperature variations, found in the previous section, is used to
efficiently optimize the floorplan for minimizing the total power and taking into account
the thermal integrity. Both the average temperature and temperature variations must be
minimized to ensure that the leakage power is also at its minimum. Also, the HPWL
component should be included in the objective function to minimize the dynamic power.
The leakage power substantially depends on the average temperature of the thermal profile.
Variations around an average temperature, as shown in Fig.6.3, lead to variations in the
leakage power. As a result, ideally, a floorplanner should minimize the average temperature,
temperature variations, and HPWL not only to minimize the total power, but also to
increase the thermal uniformity. Therefore, the weighted sum of these components is
minimized. The objective function of this work is mathematically expressed as
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Here, σT is the standard deviation of the blocks temperature, and α, β, and γ are the
weighting factors. As discussed in the next section, the weighting factors depend on the
priority of the objectives that are to be realized. Minimizing this objective function with
different weighting factors can lead to achieving various objectives. However, the advocated
objective, in this work, is to primarily minimize the total power and as the secondary
objective have the maximum possible thermal uniformity across the chip. Since the blocks
are “soft blocks”, the area of each block (ai) in the floorplan is the same as that of the
original floorplan. However, the height and width of each block can change. In addition,
for this fixed-die floorplanning, the total area of the floorplan (A) is constrained to be less
than that of the original Alpha floorplan. Since, the increase of whitespace reduces the
average temperature, it impacts the thermal resistance of the chip. To establish a fair
comparison between the newly attained results and the ones in the literature, the total
whitespace in the floorplan is also constrained to a given value (WSmax). Finally, the
aspect ratio (AR) of the core of the processor takes a given constant value (CAR).
6.2.3.2 The Optimization Methodology
Fig. 6.4 depicts the optimization methodology. In Step 1, the initial values for dynamic
power and leakage power are obtained for the given micro-architectural blocks. In the
initial moves to have a better starting point, the maximum die temperature is estimated
based on the heat diffusion of the hottest blocks to their neighboring blocks. For that,
initially, a one dimensional heat transfer equation, T = Ta + θPtotal, is utilized in Step
1 to obtain the primary thermal profiles where P is the block’s total power and θ is
the die to ambient thermal resistance. The reason for using a one dimensional model
at this stage is just to find a starting-point floorplan. In Step 2, it does not need high
accuracy to identify and start with a floorplan that has a low temperature variation.
Initially, in Step 2 the heat diffusion is integrated in the floorplanner’s objective function
as Obj = γHPWL − λD where γ and λ are the weighing factors for the wire length and
heat diffusion. Also D =
∑
shared length(T1− T2), the total heat diffusion of the die, is
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Step 1:
Estimate dynamic and 
leakage power
Initial estimation of blocks’ temperature using 
one dimensional heat transfer equation
T=T + P
Step 2:




subject to: A # Aorig and AR = CAR
Extrapolate leakage power for 
new temperature distribution




Estimate new dynamic power using 
half perimeter wire length
 
simulated annealing where:
A # Aorig and AR = CAR
No
Update blocks’ power density and
accurately estimate their  temperature
Step 4:
Evaluate the proposed objective 
function:
min{ $Tavg + %&T+!HPWL}




Figure 6.4: Optimization methodology using the correlation found between the tempera-
ture variations and total power of a floorplan.
estimated by using the temperature of the blocks and the length of the edges they share
[150]. The negative sign of the heat diffusion component in the objective function is to
maximize the diffusion and therefore to have a lower maximum temperature. Subsequently,
more accurate temperature estimation is employed in Step 3, where leakage numbers are
updated for all the blocks according to equation 6.2. In this step, the closed loop between
leakage power and temperature is taken into account to find the steady state temperature.
The dynamic power is also updated based on the new HPWL. The leakage and dynamic
power are added to find the power density and hence extract the new thermal profile. It is
more reliable to perform this step in a self-consistent manner where the leakage power is
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updated iteratively and thermal runaway is declared if the temperature does not converge
i.e. no steady-state temperature is available. Note that the statistics of temperature, Tavg
and σT , are obtained for each generated floorplan by using the temperature of each block
as one data sample. Here, the weighted mean and standard deviation of the floorplan is
obtained by giving a weighting factor to the temperature of every block. The weight is
determined based on the area of the block. In Step 4, in order to obtain the optimum
floorplan, (6.3) is evaluated and the next moves are suggested until a timeout is reached
or no improvement in the reduction of the objective function is observed. Note that if
one is to optimize the floorplan only for power consumption, the total power has to be
directly minimized in the cost function. In addition, for high efficiency, the extraction of
the thermal profile and the evaluation of the respective cost function have to be moved to
the simulated annealing engine.
6.2.4 Results and Discussion
To set up the optimization engine, the thermal profile, dynamic power, and leakage power
are estimated by using HotSpot, Wattch [151], and the extended HotLeakage [152], respec-
tively. Also, Parquet is used as the core engine of the floorplanner , and the blocks are
set to be “soft blocks” where the area of a block is fixed, but its aspect ratio can change.
Wattch is a popular architecture-level power simulator that estimates the switching power
for a given application. The tool takes into account the activity of each block, and how
many times they are accessed in a given time interval. When executing a given application
and based on the estimation of the unit capacitances for the block, the dynamic power is
estimated. Before executing Wattch, the system must be configured for the given processor.
The extended version of HotLeakage is employed to estimate the gate and subthreshold
leakage for all microarchitecture structures. Note that, for Alpha processor, the ev6-like
floorplan and for the MCNC the same benchmarks are used for all the applications. The
optimization is performed on an Intelr 3.4 GHz CPU with 2GB RAM. Fig. 6.5 signi-
fies the final floorplan with a minimum total power and the lowest possible temperature
variations for the core of the Alpha processor running the gcc application. To compare
the temperature statistics, the temperature of each block in a given floorplan is taken as
a data sample. Then using the weighted mean and standard deviation, the statistics of
temperature for the entire thermal profile is obtained [153]. Here, the block area is used
as the weight of the block.
Various objectives in floorplanning have been targeted in the literature. Fig. 6.6 offers a
comparison of the normalized deviation from the minimum total power for the objectives of
the existing work (minimum Tmax, minimum leakage, and minimum HPWL) with those of
this research. The provided data for the existing work has been obtained by regenerating
their work using the proposed model. This is done by modifying the cost function to
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Figure 6.5: Optimum floorplan with minimum total power and the lowest possible tem-
perature variations of the core of an Alpha processor.
replicate their models. The increase in the total power is also shown, when the maximum
thermal uniformity is targeted. As Fig. 6.6 shows, the objectives of the existing work can
dramatically increase the total power. For example, when the processor executes the gcc
program, if the target is to minimize the maximum temperature, the total power is 9%
more than the minimum value. For the swim program, minimizing the leakage power as
the only objective can result in almost a 10% increase in the total power.
As seen in Fig. 6.2, despite reducing the probability of having a high leakage, the most
uniform thermal profile does not necessarily yield the highest total power savings. This
is due to the longer wire length, caused by moving the hot blocks away from each other
to increase the uniformity in the thermal profile. In order to minimize the total power,
these two counter-effects must be balanced. As seen in Fig. 6.6, the deviation from the
minimum total power for “Proposed Objective Function” is small for all programs.
Table 6.1 depicts the runtime of the optimization process for Alpha processor and
MCNC benchmarks. Note that the majority of the execution time is spent on running
HotSpot as an external tool for more accurate temperature estimation. Thus, temperature
estimation, internally, in the core engine will improve the runtime.
The secondary objective is to minimize the temperature variations. This is to benefit






































































Figure 6.6: Normalized deviation from the minimum total power for the objectives of the
existing work in the literature and those of this work.
Table 6.1: Runtime of the optimization process for Alpha and MCNC benchmarks.
Circuit Block Count Net Count Runtime (s)
Alpha 15 32 397
ami33 33 123 490
ami49 49 397 662
apte 9 94 115
hp 11 65 167
xerox 10 181 144
reliability and avoiding performance degradation due to the lower number of hotspots.
Fig. 6.7 conveys that by allowing only a 2% increase in the total power, as much as a
25% increase in the thermal uniformity can be achieved. For example, when mcf is the
target application, if one optimizes the floorplan to have minimum total power, the thermal
uniformity will deviate by 15% from its maximum. The same floorplan can be optimized,
using a higher value for β, where the deviation from the maximum thermal uniformity
drops to just 2.2%. This uniformity improvement is achieved by allowing only 2% deviation
from the minimum total power. For many applications, such as high performance designs
where the power budget is not a strict constraint, relaxing the power constraint by 2% is
acceptable.
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Figure 6.7: Temperature variations of two cases: when the minimum total power is the
objective of the floorplanning and the case where a 2% power increase is traded for lower
temperature variations.
ability, but also is financially beneficial. This is because a more uniform thermal profile
reduces the number of hotspots and eliminates the needs for an expensive cooling systems
or a sophisticated Dynamic Thermal Management (DTM) [154].
By selecting the appropriate weighting factors, a different objective can be achieved. In
high-performance applications, attaining the targeted performance is the main requirement
and most design decisions are made to deliver this performance. In such cases, hotspots
are easily formed because some architectural blocks exhibit high activity and large power
density. These hotspots impact both the performance of the devices as well as the delay of
the interconnects [139], [57]. Assigning a larger weight to β increases the thermal uniformity
and reduces the number of hotspots. On the other hand, for a hearing device application,
where the power budget is limited, the weight factors are balanced to minimize the total
power. When the objective is to guarantee the reliability of a chip, selecting a large value for
β addresses two reliability concerns, thermal runaway and electromigration. The hotspots
are susceptible to the possibility of a thermal break down when the close loop between
the temperature and leakage power does not converge. In addition the 10 years time
to failure, due to electromigration, exponentially depends on the operating temperature
[155]. Therefore, in order not to violate this requirement the thermal uniformity must be
increased accordingly.
Table 6.2 shows how different objectives can be achieved by utilizing the proposed
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Table 6.2: Achieving various objectives for four different leakage to total power ratios by

























gcc 0.50 0.80 0.20 0.00 250.92 22.00 0.00 105 1.99 13.58
art 0.41 0.80 0.20 0.00 248.67 22.38 0.00 99 3.04 16.78
ammp 0.33 0.80 0.20 0.00 241.07 23.19 0.00 95 5.88 13.60
swim 0.19 0.80 0.20 0.00 256.41 23.32 0.00 67 9.80 4.78
gcc 0.50 0.30 0.30 0.40 248.67 16.50 6.18 109 1.62 14.58
art 0.41 0.20 0.20 0.60 253.18 16.50 9.94 105 2.12 20.92
ammp 0.33 0.30 0.30 0.40 245.40 16.50 4.07 99 0.05 13.40
swim 0.19 0.30 0.30 0.40 244.62 16.50 1.26 68 0.10 5.04
gcc 0.50 0.10 0.90 0.00 251.65 24.24 10.25 99 9.40 12.20
art 0.41 0.10 0.90 0.00 242.70 24.90 1.24 93 6.07 14.78
ammp 0.33 0.10 0.90 0.00 256.41 18.74 5.67 88 3.20 12.10
swim 0.19 0.10 0.90 0.00 246.46 19.55 2.02 64 4.81 3.93
gcc 0.50 0.00 1.00 0.00 251.65 24.24 10.25 99 9.80 12.20
art 0.41 0.00 1.00 0.00 242.70 24.90 1.24 94 6.07 14.78
ammp 0.33 0.00 1.00 0.00 256.41 18.74 5.67 87 3.20 12.10
swim 0.19 0.00 1.00 0.00 246.46 19.55 2.02 64 4.81 3.93
gcc 0.50 0.36 0.36 0.28 250.91 18.53 0.97 103 0.00 12.57
art 0.41 0.36 0.36 0.28 253.18 18.40 4.41 98 1.30 16.24
ammp 0.33 0.36 0.36 0.28 245.40 16.50 4.07 94 0.20 13.40














methodology. Four cases, for four applications, with different leakage to total power ratios
(for the original Alpha floorplan at room temperature) are illustrated where appropriate
weighting factors are set to optimize the floorplanning in according to the set objectives.
For example, assume a gcc application is executed where average leakage to total power
is 0.5 for the original floorplan. To optimize the floorplan for minimum leakage using the
proposed methodology, the weighting factors must be selected as follows: α = 0.8, β = 0.2,
and γ = 0. The large value for α is because of the high dependency of leakage power on
the average temperature. However, to optimize for minimum HPWL, a larger weight must
be given to γ. note that For some objectives such as HPWL, selecting a very high value,
for the respective weighting factor, may not be necessary. For the above example, γ > 0.4
minimizes HPWL. Consequently, in such cases, giving a reasonable weight to other factors
leads to relatively realizing other objectives. For minimum Tmax and maximum thermal
uniformity, a larger value is assigned to β (0.9 and 1 respectively for the gcc case). And
finally, for the presented objective function, the weight is close for the three factors. This
is to achieve a minimum total power and maximum possible thermal uniformity. Also note
that these factors are usually set equally for all the benchmarks. But, the setting may be
application specific.
It is noteworthy to know that blindly following the maximum thermal uniformity objec-
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tive is not beneficial and also may lead to unnecessary power increase. When the objective
is to minimize Tmax, the designer gives large values to β for reducing the temperature
variation. But the designer does not forego the reduction of the average temperature by
applying a non-zero value to α. On the other hand, the objective of absolute possible uni-
formity in the thermal profile enforces assigning maximum value (1.00) to β. This one-sided
optimization is not wise even though it guarantees the lowest number of hotspots.
Meeting the minimum performance constraint is crucial for many applications. To
accurately account for performance, it is necessary to model the changes in the delay due
to changes in the original floorplan. The use of the sum of weighted latencies is one way to
address performance in floorplanning [156]. This is where a weighting factor is assigned to
the critical busses between the different blocks to capture the impact on performance. Here,
the weighted interconnect matrix in [150] is adopted in the experiments. By minimizing
the HPWL in the objective function, the minimum performance degradation is ensured.
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6.3 Solution 2: Power Supply Pads Assignment for
Maximizing Timing Yield
Power distribution networks must be designed with great care to ensure the delivery of the
correct functionalities within a limited time. The increasing process variations, lower noise
margins, and high electromigration in modern technologies make it even more challenging
to design a robust power distribution network. The high number of power supply pads in
such a design and the significant impact of their assignments to different nodes calls for a
robust solution. This section proposes an optimum supply pads assignment to bound the
variations in supply voltage and maximize the timing yield.
6.3.1 Related Work
The analysis and verification of power grids start from the early design phases [104, 157].
In recent years, the deign of power grid has been investigated in different areas and design
stages. A wire sizing optimization is discussed in [158] where the locality of the power
grid is utilized to optimize the partitioned grid. The authors in [159] explain their method
for floorplanning and power network cosynthesis. Here, the area and wire length are
minimized, while fixing the IR drop violations.
The authors in [160, 161] optimize the topology of the power distribution network by
including the routing congestion and area in their cost function. The optimization of
multi-layer topology is studied in [162, 163]. The objective is to minimize the IR drops
by optimizing the wire width and reducing the mesh layer impedance. The authors in
[164, 165, 166] optimize the number and location of the supply pads in order to bound
the IR drop within its constraint. The optimization of the wire width in a power grid is
discussed in [167], while addressing the reliability and current density of the circuits.
The deterministic approaches in the aforementioned work are no longer reliable under
process variations. These variations impose statistical measures on the voltage drop due to
the variations in the power consumption of the chip blocks. The variations in the supply
voltage (Vdd), then, introduces new sources of variations in the circuits’ delay. The impact
of the IR drop on the circuits timing is examined in [168, 131]. Here, the timing analysis
is carried out to investigate the effect of the supply voltage variations on the critical path
delay.
The location of the power supply pads, pins, and voltage regulators, hereafter referred
to as pads, substantially affect the design. The magnitude of the voltage drops and their
variations depend on the number and location of the pads. Consequently, the delay of the
gates on a critical path can change with the pads location. Therefore, it is critical to take
into account the chip timing yield while assigning the pads on the power grid. Ignoring
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such a dependency, under process variations, leads to unreliable designs that do not meet
their timing objectives.
This research formulates the pad assignment optimization as a Mixed-Integer Non-
Linear Programming (MINLP) problem. Here, the objective is to minimize the timing
yield loss. The constraint on the voltage drop ensures a sufficient noise margin and correct
functionality. Also, the maximum current constraints limit the current of the voltage
regulator and guarantees the Mean Time To Failure (MTTF) due to electromigration.
The well-known macromodeling technique [169] is chosen in our method to increase the
efficiency, specifically for large power grids.
The proposed optimization methodology can be employed for finding either the best
pad number and location at the chip-level or for the pad/pin assignment at the block-level.
In addition, both wire-bond and flip-chip packages can use the methodology for locating
the optimal pads on the peripheral power ring in the former case, or for the over the block
supply pins in the latter.
6.3.2 Voltage Drop and Supply Current Statistics
The objective of this section is to model the supply voltage variations across the power
grid. This is to accurately map the process variations to the statistics of the voltage drop
across the power grid.
In this research, as similarly discussed in the previous chapters, a RC network that is
distributed over the die in multiple metal layers is considered. Each branch of the grid is
modeled with a resistor, and all the nodes have a capacitor to the ground. Also, an ideal
current source is assumed to be connected to the nodes in the first metal layer (M1). The
Modified Nodal Analysis (MNA) governs the relationship between the current and voltage
of each node, and is expressed as
GV (t) + C
V (t)
dt
= −i(t) +GVdd , (6.4)
where V(t) is the vector of voltages at each node, and i(t) is the vector of the current
sources. G, C are the conductance and capacitance matrices, respectively. An AC analysis
of the power grid provides more detailed information, regarding the voltage drop wave form.
However, including transient data requires assumptions that can lead to inaccurate results.
This occurs because there are various modes that the circuits can operate in. Therefore, a
DC analysis is considered in this work. Nevertheless, the methodology is flexible enough
to take the trace of the dynamic power as the input and use the transient data for the AC
analysis. The matrix format of (6.4) is






Figure 6.8: Macromodel schematic
where V is the vector of supply voltages, and I is the vector of currents drawn off the
power grid.
However, solving (6.5), as a part of an optimization problem, is very expensive due
to large number of nodes. Therefore, the macromodel idea in [169] is applied to reduce
the number of nodes to a subset of selected nodes, referred to as ports. The transfer
characteristic of the macromodel, shown in Fig. 6.8, is given by
I = A.V + S, I, V, S ∈ Rm, A ∈ Rm×m , (6.6)
where A is the port conductance matrix, S is the vector of all current sources connected
to the ports, I is the vector of currents flowing into the model through the ports, V is a
vector representing the port voltages, and m is the number of ports. In the macromodel,
the internal nodes of the local grids are abstracted, and the current sources connected
to these nodes are moved to the ports. In the proposed optimization, all the ports of
the multi-port model are considered as candidates for assigning the supply pads. The
relationship between the components of the macromodel and those of the modified nodal













where Gij is the submatrix of the conductance matrix, U is the vector of the internal nodes’
voltage, and V is the vectors of the ports’ voltage. Also, J1 is the vector of current sources
connected to the internal nodes and J2 denotes the current sources connected to the ports.
A and S are obtained from
A = G22 −GT12G−111 G12 S = GT12G−111 J1 − J2 (6.8)
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To avoid computing the inverse of a large matrix in the previous equation, as explained in
[169], the submatrices of the Cholesky factors are used. The ports of the macromodel are
partitioned to the assigned ports and observation ports. It is assumed that the assigned


















where Aij are the submatrices of A, V is the vector of voltages at the observation ports,
and S1 and S2 are the vectors of current sources connected to the observation ports and
the supply pads respectively. In addition, I is the vector of the currents flowing into the
model through the supply pads. Note that no current flows into the model through the
observation ports. Let ν = Vdd − V be the vector of the voltage drops at the observation
ports. From (6.9),
A11ν = A11Vdd + A12Vdd + S1
I = AT12Vdd + A22Vdd + S2 − AT12ν, . (6.10)
By applying the E[.] and V ar[.] operators, as similarly done in [36], the statistical moments
of the voltage drop is extracted by
E[ν] = A−111
(




11 Var(S1) , (6.11)
where A
−1(2)
11 denotes a matrix whose elements are the square of each element in the inverse
of A11. Also, from (6.10), the statistical moments of the currents, flowing into the model
through the supply pads, are given by
E[I] = AT12Vdd + A22Vdd + E[S2]− AT12E[ν]
Var(I) = Var(S2 − AT12ν) . (6.12)
The locality of the grid problem ([135]) states that the voltage drop is closely related to
the variations in the neighboring current sources. Therefore, it is safe to assume that the
two components in (6.12), S2 and A
T
12ν, are not highly correlated. Here, S2 is the vector
of the current sources connected to the power pads while ν denotes the voltage drops at
the observation ports. Consequently,
Var(I) = Var(S2) + A
T (2)
12 Var(ν) . (6.13)
The statistics of the voltage drops and currents are used in the next section to put an
upper bound on their respective constraints.
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6.3.3 Design Constraints and Yield Optimization
Assigning the power pads changes the voltage drop profile across the chip. The delay of
the gates on the critical paths is sensitive to these voltage drops. Under process varia-
tions, the voltage drops have statistical measures, which, in turn, introduce new sources
of uncertainty in the delay. Therefore, the pad assignment impacts the delay, such that a
non-critical path can become critical.
To optimally assign the supply pad to the correct ports, the die area is discretized into
tiles. The candidate pads are selected in each tile, where the selection depends on the
package design. For example, in a flip-chip package, the c4 bump locations determine the
candidate power pads. In a wire-bound package, the location of the terminals, routed to
the peripheral power ring, determines where the candidate pads should be located.
To capture the impact of the voltage drop variations on the delay, the objective function




ajwj(µνj + rσνj) , (6.14)
where n is the number of tiles, wj is the weighting factor, aj is the delay sensitivity to the
voltage drop in tile j, µνj is the expected value, and σνj is the standard deviation of the
voltage drop distribution in tile j. Also, r is determined by the distribution confidence
level in the ν upper bound. For minimizing the delay, all the potential critical paths are
taken into account. Many of them pass through different tiles. Assigning a supply pad in
a tile with a larger number of critical paths has a larger effect on the delay. Therefore,
in the cost function, a weighting factor, given to each tile, is used to take this point into
consideration.
In regards to the constraints, for the limited number of pads, the power grid should meet
the maximum voltage drop constraint (µνj+rσνj <= νt). This ensures valid functionalities,
as well as acceptable noise margins across the chip.
In addition, the current that flows through the supply pad must not exceed the threshold
value (µIj + rσIj <= It). This constraint guarantees that the Mean Time To Failure
(MTTF), due to electromigration meets the requirement. In addition, the upper bound on
the supply current leads to a more uniform current density profile, and, thus, more reliable
circuits [106].
Moreover, the expected values and variance of the voltage drops, and the currents must
satisfy (6.11) and (6.12). Finally, the number of pads is limited.
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ajwj(µνj + rσνj)yj, yj ∈ {0, 1}
subject to :



















µIj + rσIj <= Ityj ,
µIj =
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yj <= N , and
µνj , σνj , µIj , σIj >= 0 , (6.15)
where N is the number of candidate pads. The output of the MINLP problem consists
of the values for the continuous variables, µνj , σνj , as well as the integer variable, yj for
∀j = 1, ..., N .
The use of yj and 1− yj in the respective constraints enforces the port partitioning, to
candidate and to the observation pads, and ensures the feasibility of the solution.
6.3.4 Results and Discussion
The proposed method is implemented in C++ and MATLAB, and executed on a 3.4 GHz
Pentium-4 PC with 2GB RAM. The experiments are performed on edge-triggered ISCAS89
benchmarks by using 65nm technology parameters. The process parameters are adapted
from [115]. In regards to the power grid, the metal layers, pitch, and width per layer are
selected according to the IBM benchmarks [116], scaled for 65nm technology.
To set up the MINLP problem, and test it on the benchmark circuits, the following
steps are adhered to.
Step 1: Place and route the circuits. They are initially placed by using Capo [138], and a
global routing is performed for all the nets. Then, the die area is discretized into
a number of tiles for both the delay calculation and pad assignment. The number



















Figure 6.9: Discretized die area , the tiles that share critical paths, and the candidate
pads. The darker color represents a larger weighting factor for the respective tile where it
shares a larger number of critical paths.
Step 2: Estimate the statistical moments of the current sources in each tile. The simula-
tion data are chosen for the benchmark circuit, instead of random current sources
([131]). This makes the result more accurate. This step is performed by using an
in-house tool set.
Step 3: Extract the potential critical paths. Monte-Carlo simulations are executed for each
circuit under process variations, and the critical paths are stored in each run. In
the end, the tiles’ weighting factors are calculated, based on the total number of
the critical paths in all the runs, for each tile. Fig. 6.9 reflects an example of the
discretized die area, the tiles that share critical paths, and the candidate pads.
The darker color represents a larger weighting factor for the respective tile, where
it shares a larger number of critical paths.
Step 4: Reduce the size of the problem by employing the macromodel technique, where
the components of the macromodel are extracted according to (6.8).
Step 5: Solve the optimization problem with additional partitioning, as described in the
previous section. TOMLABr is used as the optimization engine, where its minlpBB
solver utilizes the branch-and-bound search scheme.
Step 6: Estimate the timing yield for the optimal supply pad assignment. Here, the sta-
tistical timing analysis is carried out for the circuits by taking into account the
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Delay Std  
(picosecond)
s1196 547 16 4,762 8 480.26 48.56 6 490.81 52.21 436.58 3.5
s5378 2958 64 16,642 16 381.59 33.27 15 406.72 37.05 363.51 17.2
s9234 5825 64 16,642 16 679.74 57.02 16 746.61 59.60 602.36 8.0
s13207 8260 64 16,642 24 1073.23 96.87 24 1171.74 129.12 1058.08 24.9
s15850 10369 64 82,370 24 1286.26 111.98 23 1383.60 121.89 1194.87 14.6
s35932 17793 64 82,370 24 1081.22 88.47 20 1104.10 90.32 1046.10 8.5
s38417 23815 100 434,282 32 886.02 77.02 27 985.55 101.85 875.50 30.6
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statistical moments of the voltage drop in each tile.
The previous steps are followed for different circuits and power grids. Table 6.3 demon-
strates the delay statistics for the optimal and random pad assignment. The number of
candidate pads is chosen according to the size of the circuit. In addition, the target delay
is assumed to be the upper bound (µ + 3σ) of the circuit delay, where each node has an
ideal supply voltage. It is observed that the optimal pad assignment can significantly im-
prove the timing yield. For example, the yield increases by 30.6% in the case of the s38417
circuit.
The runtime of the optimization method consists of the time spent on macromodel
extraction and the time is required to solve the MINLP problem. As summarized in Table
6.4, the components of the macromodel are efficiently extracted by using the submatrices of
the Cholesky factors [169]. However, for a large number of pad candidates, a few minutes is
needed to find the optimal pad assignment. This can be improved by defining the priority
order in which the non-integer variables are selected.
The magnitude of the yield enhancement depends on several parameters, including the
number of pads, size of the power grid, and current sources. In addition to the pads, a larger
yield is observed for the larger power grids. When the size of the power grid increases, the
effective impedance of the grid is reduced such that the voltage drop decreases. However,
as depicted in Fig. 6.10, the circuits demonstrate different yield sensitivity in respect to
the total number of supply pads. But, for all the circuits, the effectiveness of the pad
assignment decreases as the number of pads increases.
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s1196 16 4,762 1 4 5
s5378 64 16,642 1 14 15
s9234 64 16,642 1 16 17
s13207 64 16,642 1 22 23
s15850 64 82,370 1 19 20
s35932 64 82,370 1 20 22
s38417 100 434,282 16 136 152
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Figure 6.10: Timing yield sensitivity of two test circuits as a function of the number of
supply pads.
6.4 Conclusions
Two solutions are proposed in this chapter that address the variability in VLSI systems.
First, the correlation between the total power consumption and temperature variations,
associated with a floorplan, is investigated. With this correlation, it is demonstrated that
the architectural blocks of a floorplan can be placed such that total power consumption is
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reduced and a more uniform thermal profile is achieved. However, due to the possibility
of longer wire lengths, the most uniform thermal profile does not necessarily yield the
highest total power reduction. Also, it is shown that for a small increase in the total
power, a significant reduction in the temperature variations can be achieved. The proposed
methodology can be used in the early phase of the design to reduce the total power and to
address the thermal integrity issues.
As the next solution, the power supply pads assignment is presented to maximize
the timing yield. Supply pad assignment significantly impacts the chip performance and
reliability. Under process variations, a non-optimal pad selection can result in a design that
does not meet its set objective. Here, the statistics of the currents, drawn off the power grid,
are used to bound the voltage drops and supply currents across the die. A Mixed-Integer
Non-Linear Programming (MINLP) problem is formed to maximize the timing yield while
addressing the noise margin and electromigration concerns. The results demonstrate large
yield improvements. Finally, by utilizing the macromodel technique, the optimal solution
converges in a few minutes.
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Chapter 7
Conclusions and Future Work
7.1 Summary of Contributions
In this thesis, yield optimization and the design of integrated circuits and systems under
variability are studied. Initially, at the circuit level, a statistical methodology is proposed
to achieve the circuit robustness, and find the best possible trade-off between power and
performance. By using this design centering methodology, a pair of optimal Vdd and Vth
is obtained for which the parametric yield is maximized. In addition, the scaling trend
of variations in the parametric yield is presented. The maximum yield design centers for
future nodes are also suggested. The impact of the switching activity and device sizing on
the parametric yield is explored. It is demonstrated that by enhancing the performance,
reducing the power consumption, and attaining an acceptable level of reliability beyond
45nm technology, calls for close attention to the trend of changes in the parametric yield.
At the system level, a power grid analysis is proposed to map the process varia-
tions to the upper bounds of the voltage drop across a chip, by considering variations
in temperature-dependent power consumption. Here, the statistical thermal profile is gen-
erated across a power grid. Then, the close loop, between the temperature and leakage
power consumption, is used to map the process variations to the voltage drop statistics.
It is found that the IR drop is significantly impacted by the statistical thermal profile.
This analysis, then, is utilized to propose a comprehensive method for the timing yield
analysis under variations. Here, the statistical profiles of temperature and voltage drops
are developed to estimate the circuit delay. By ignoring the variations of the temperature
and their associated voltage drops, a significant yield loss results. In addition, an analysis
is proposed to accurately estimate the power yield under process variations. This study
integrates the thermal analysis, power estimation, and IR drop calculation to ensure the
robustness and reliability of the system.
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Lastly, two solutions are proposed to alleviate the impact of variations on the VLSI
systems and enhance parametric yield. In the first solution, the correlation between the
temperature variations, associated with a floorplan and the total power consumption, is
examined. Then, this correlation is utilized to optimize the floorplan to reduce the power
and address the thermal integrity of the architecture blocks. It is also shown that, due to
the possibility of longer wire lengths, the most uniform thermal profile does not necessarily
yield the highest total power reduction. Also, it is denoted that, in high performance appli-
cations, for a small increase in the total power, a significant reduction in the temperature
variations can be achieved. As the second solution, supply pad assignment is proposed.
Here, a Mixed-Integer Non-Linear Programming (MINLP) is formed not only to maximize
the timing yield, but also to address the noise margin and electromigration concerns. The
results demonstrate large timing yield improvements.
The analyses and optimization methodologies proposed in this thesis can be applied to
estimate and improve the parametric yield. Voltage scaling, low power floorplanning, and
designing robust power grids, are few examples of such applications.
7.2 Future Research Directions
The proposals in the thesis can be extended in various levels of abstraction. At the circuit
level, the dual-supply voltage (Vdd) and dual-threshold voltage (Vth) framework can be
covered by introducing new design variables. Since many designs have already adopted
these power reduction techniques, this extension should also be beneficial.
In addition, one of the application that can benefit from the circuit level study is sub-
threshold circuit design. The operation of such applications greatly depends on the leakage
current, and, thus, variations in Vth significantly impact the parametric yield. Therefore,
the robustness of the subthreshold design can be enhanced by carefully constructing the
feasible region and optimizing the yield.
At the system level, the study can be extended to include a transient analysis for the
power grid and parametric yield. Here, in addition to the IR drop, the statistical moments
of the voltage drop in an AC analysis can be extracted. Then the moments, are used to
compute the timing and power yield. Also, the inductive effect of the power grid can be
significant in high-performance applications. Therefore, adding Ldi/dt component to the
voltage drop makes the analyses more accurate for such applications.
Moreover, the timing and power yield depend on the same underlying parameters.
Therefore, it is very useful to simultaneously analyze the timing and power yield. As a
result, the parametric yield can be estimated and analyzed under temperature and supply
voltage variations.
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The aforementioned extensions are also applicable to the proposed solutions. The
supply voltage variations can be added so that the floorplanning methodology is more
effective. The interdependency of the voltage and temperature variations can be addressed
at the system level. For this, the cost function needs to be redefined and the total power
should be minimized more effectively.
Furthermore, the pad assignment can address applications for maximizing the power
yield in a power limited design. This is achievable by changing the constraints and objective
function.
There are other solutions that can exploit the analyses for managing the variability.
Placement and optimization of on-chip decoupling capacitors are two examples that can
utilize the results and methodologies presented in this thesis.
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ABB Adaptive body bias
AC Alternating current
ACL Asynchronous level converter
AR Aspect ratio
ASV Adaptive supply voltage
AVS Adaptive voltage scaling
CAD Computer-aided design
CDF Cumulative distribution function
CMP Chemical-mechanical polishing
CVS Clustered voltage scaling
D2D Die-to-die
DB-PDF Double-bounded probability density function
DC Direct current
DIBL Drain-induced barrier lowering
DPM Dynamic power management
DTM Dynamic thermal management
DVS Dynamic voltage scaling
RBB Reverse body bias
ECVS Extended clustered voltage scaling
EDP Energy delay product
FBB Forward body bias
HiK+MG High-k dielectric and metal gate device
HPWL Half perimeter wire length
IC Integrated circuit
ICA Independent component analysis
ILD Inter-layer dielectric
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ISCAS International symposium on circuits and systems
ITRS International technology roadmap for semiconductors
LER Line edge roughness
MCNC Microelectronics center of North Carolina
MINLP Mixed-integer nonlinear programming
MNA Modified nodal analysis
MTTF Mean time to failure
NBTI Negative bias temperature instability
OPC Optical proximity correction
OPE Optical proximity effect
PC Principal component
PCA Principal component analysis
PDF Probability density function
PDP Power delay product
PERT Program evaluation and review technique
PI Primary input
PO Primary output
PTM Predictive technology models
PVT Process, voltage, and temperature
RDF Random dopant fluctuation
RV Random variable
SCE Short channel effect
SOC System-on-chip
SPA Statistical power analysis
SQP Sequential quadratic programming
SSTA Statistical static timing analysis
STA Static timing analysis
TDDB Time dependant dielectric breakdown
TDDS Temperature dependant deactivation scheme
VDDH High supply voltage
VDDL Low supply voltage






∆L Variation in channel length
∆Tox Variation in oxide thickness
Îleak−i Random variable for leakage current in grid i
µdelay Expected value of longest path delay
νsat Saturation velocity
νsat0 Saturation velocity at ambient temperature
σdelay Standard deviation of longest path delay
σTox Standard deviation of oxide thickness
σL Standard deviation of channel length
σT Standard deviation of temperature
θja Junction to ambient thermal resistance
εox Oxide permittivity
εSi Silicon permittivity
Am×m Inverse of admittance matrix
aorig Original area of a block
Aorig Original area of the floorplan
AR Aspect ratio of the floorplan
Ceff Effective capacitance
dmax Random variable associated with maximum delay
dsum Random variable associated with sum of the delays
di Discritized delay in grid i
dt Target delay





Is Zero-threshold leakage current
KB Boltzmann’s constant
L Channel length
Leff Effective channel length
Lov Junction and channel overlap
Ld Logic depth
MPn×1 Matrix of expected values of power




leak−j Leakage power at time step k in grid j
Pdyn Dynamic power
Pleak Leakage power







Rcon Heat sink to air heat resistance
SPn×n Matrix of covariance of power
STn×n Matrix of covariance of temperature
T
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i Temperature at time step k+1 in grid i
Tamb Ambient temperature
Tavg Average temperature
tILD Inter-layer dielectric thickness
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