ABSTRACT Language models (LM) for interactive speech recognition systems are trained on large amounts of data and the model parameters are optimized on past user data. New application intents and interaction types are released for these systems over time, imposing challenges to adapt the LMs since the existing training data is no longer sufficient to model the future user interactions. It is unclear how to adapt LMs to new application intents without degrading the performance on existing applications. In this paper, we propose a solution to (a) estimate n-gram counts directly from the hand-written grammar for training LMs and (b) use constrained optimization to optimize the system parameters for future use cases, while not degrading the performance on past usage. We evaluated our approach on new applications intents for a personal assistant system and find that the adaptation improves the word error rate by up to 15% on new applications even when there is no adaptation data available for an application.
INTRODUCTION
The quality of the data used for language modeling (LM) directly determines the accuracy of an automatic speech recognition (ASR) system. Most commercial ASR systems use ngram based LMs trained on large amounts of text data. In spoken dialog systems like Amazon Alexa and Google Home, transcribed user utterances, collected from live traffic, form a large part of the training data. The transcribed data is also used for optimizing the LM parameters. Due to this, the data for training and tuning the LM parameters is always from the past user usage. When a new application intent is added to the system 1 , the past user data is no longer sufficient to model the user interactions expected with the release of the application intent. This mismatch often leads to a reduced recognition quality on recently launched applications.
In the absence of text data for training n-gram models, a common approach is to use a probabilistic context-free grammar (pCFG), similar to one described in [1] . Figure 1 shows an example grammar for a new application intent "cooking 1 An example of a new application intent is the ability to ask for cooking recipes i_want_to = (("[i]" ("[want]" | "[need"] | ("[would]" "[like"])) "[to"])); action = ("[prepare]" | "[cook]" | "[bake]" ); food_or_drink = (["food"] | DISH_NAME); cook_dish = ( i_want_to action food_or_drink) Fig. 1 : Example grammar written for an application intent "cooking recipe" in thrax [2] format recipes". The grammar is written to encompass the expected user interaction for the new application. The non terminals (DISH NAME in the example) are expanded by specifying a catalog of entities for each non-terminal. Further, weights can be specified for the phrases and entities in the grammar to assign a probability to each sentence generated by the pCFG. In this sense, the pCFG can be regarded as a LM which is specific to a particular application intent.
The LM of an ASR system can be adapted to the new application by combining the pCFG with an existing model. A common approach is to sample data from the grammar [3] , [4] , or transform out-of-domain sentences into indomain sentences using a simulator [5] and combine this data with pre-existing training data. However, certain grammars, e.g. those with large non-terminal, can encode exponentially many different paths, and hence, a large amount of data must be generated from these grammars to capture all possible variations. Another approach is to represent the final LM as a union of the grammar and n-gram models, where each of them is represented as an FST [6] , [7] . However, rapidly accelerating spoken dialogue systems introduce ten's of new applications every month, and the final model can become quite large and lead to increased latency. In section 2, we introduce a novel method for extracting n-gram counts directly from the grammar, thereby eliminating the need for generating sampled data. These counts can be then used to train a n-gram based model or as additional data for training neural network based models.
Language model adaptation has also been studied in recent studies. [8] adapted a recurrent neural network LM to a single domain while [9] , [10] built a multi-domain neural network model by using domain vectors to modify the model output. However, an important missing aspect of the aforementioned approaches is the ways of optimizing the LM training for multiple domains while maintaining the performance on past usage. In section 3, we introduce a constrained optimization criteria that minimizes the loss on a new application intents while not degrading the performance on existing applications supported by the spoken dialogue system. Our work can be extended to adapting neural language models by applying the same constrained loss during network training.
ESTIMATING N-GRAM MODELS FROM PCFG
A language model estimates the probability of a given sequence of words − → w . N-gram LMs make the assumption that the probability of word w i depends only on previous n − 1 words, so that the probability can be written as:
For maximum likelihood estimation, it can be shown that
is count of the n-gram w i , h in the training data. Furthermore, for most commonly used smoothing techniques [11] , n-gram counts are sufficient to estimate the n-gram LM. In this paper, we extract fractional n-gram counts directly from a pCFG using the algorithm described in 2.1, and use smoothing techniques that can work with expected counts to estimate the n-gram probabilities.
Expected n-gram counts
A pCFG can be represented as a weighted finite state transducer (FST) where each arc represents either a word or a nonterminal, and the weights on the arcs are the probabilities associated with them; each non-terminal is also represented as an FST. When a sentence is sampled from the FST, the nonterminal arcs are replaced by the non-terminal FST to generate the final sentence. Each sequence − → w generated from the FST has an associated probability p( − → w ). Then, the expected count of an n-gram w 1 , w 2 , ...w n within this sequence is same as p( − → w ). The expected count of an n-gram for the entire FST can be calculated by generating all possible sequences and summing their expected counts:
puting this sum is non-trivial, as it requires enumerating all the sequences − → w i in FST and calculating the normalized probability p( − → w i ). However, we can use dynamic programming to efficiently compute the n-gram counts as well as the normalized probability for each n-gram.
Each n-gram w 1 , ..., w n is represented as a sequence of arcs arc 1 , ..arc n in an FST and the expected count of the ngram can be computed by the sum of the probability of all paths that include the corresponding sequence of arcs. If s 1 is the initial state of arc 1 , s n is the final state of arc n , then the sum of probabilities for the sequence of arcs is:
where α s1 and β sn is the unnormalized sum of the probabilities of the paths ending in state s 1 and starting in s n respectively, c arci is the unnormalized probability of arc arc i , and Z is the normalization factor ( sum of all paths in the FST). The values of α s , β s for every state in the FST and the normalization factor Z can be computed efficiently using the forward-backward algorithm [12] . Then, the expected count of the n-gram is same as p(arc 1→n ).
To compute the counts of all n-grams in the FST, we traverse the FST in a forward topological order. For each state, we iterate over all the incoming n-grams w 1 , w 2 ...w n−1 with their corresponding accumulated probability p(arc 1→n−1 ). For each out-going arc at the state, with word w n , we calculate the expected count E(w 1 , w 2 , ..., w n ) using the following iterative equation: (4) and propagate the n-gram w 1 , w 2 , ...w n to the next state of the arc 2 along with its accumulated probability p(arc 1→n ).
Estimating Language Models
Given the fractional counts extracted from a pCFG, smoothing algorithms that use fractional n-gram counts [13] , [14] to build the n-gram model can be used. Using count-of-count methods like Katz smoothing [15] and mod-KN smoothing [11] requires extracting count-of-counts from the pCFG, which can be done in a way similar to extracting fractional n-gram counts. Similarly, the n-gram counts can be used to train a feed-forward neural network or interpolate with an existing neural network model [16] . However, for simplicity, in this paper, we use Katz smoothing on scaled fractional counts to build the final n-gram model.
OPTIMIZING INTERPOLATION WEIGHTS
A pre-existing LM can be adapted to the new application intent by linear interpolation with the LM from section 2, where the probability of a word sequence − → w is calculated by using different interpolation weights, λ i 's, for each LM in the mixture:
such that k λ i = 1. In this approach, the interpolation weights are estimated by minimizing a loss, e.g. perplexity on representative data from the new application intent. When bootstrapping an existing LM with a grammar, however, just optimizing on the application's data is not sufficient; we need to make sure that the final LM does not degrade on existing applications. Hence, we propose a constrained optimization problem:
where − → λ = λ app , 1 − λ app are interpolation weights for pre-existing LM and application intent LM respectively, Loss(D| − → λ ) is the loss function being minimized, D app is representative data for the new application, and D past is development set based on past usage.
Loss functions
The actual loss function to be minimized (or constrained) depends on the adaptation data available for a new application intent. In this paper, we propose to use three loss functions:
Negative squared minimization
When no data is available for a application intent, the only way to optimize the LM for the new intent is to assign maximum possible interpolation weight to the feature LM. Hence, the loss can be expressed as:
This will maximize the application intent's interpolation weight until we violate the constraint on past data.
Perplexity minimization
When sample text data, from the new application intent, is available for LM adaptation, one can minimize the perplexity of the interpolated model on the data
where p mix (w i ) is the probability assigned by the interpolated model to the word w i and M is the total number of words in the data.
Expected WER minimization
When there is transcribed audio available for an application intent, we can directly minimize the expected recognition error rate of the ASR system as explained in [17] . [18] showed that perplexity is often not correlated with WER, and hence it might be better to directly minimize the WER when possible. 
In order to make the sum over all possible hypothesis tractable, we approximate the sum by restricting − → w s to an n-best list of ASR hypothesis.
Constraint optimization
The constraint on past usage is implemented as a penalty term [19] in the final optimization function:
where C = Loss(D past |Baseline), is the loss of the preexisting LM, and σ is the penalty coefficient to control the tolerance of the constraint. σ can be set either statically to a high value or changed dynamically with every iteration of the optimization as suggested in [20] . In this paper, we use a static penalty value of 1000. The loss function for the constraint can be either perplexity or expected WER. However, we expect that adding the constraint on WER will lead to better interpolation weights for the new application intent.
Scaling to multiple applications
The proposed method can easily scale to adding multiple application intent grammars at the same time to an existing ngram LM. We can extend equation 6 with one loss per application:
The choice of loss function and the constraint used is independent of each application intent which enables us to choose the loss function for each intent depending on the availability of data for that application.
EXPERIMENTS
The training data for the baseline language model is a combination of transcribed data from users of a personal assistant system as well as other in-house data sources 3 . We build one LM for each data source and interpolate them into a single LM. The interpolation weights are optimized on a held-out subset of transcribed data from users. We evaluate our approach on grammars written for new application intents which have little or no coverage in the LM (a) Perplexity (b) Word error rate Fig. 2: Figure above shows the perplexity and word error rate results when different amount of data is sampled from the grammars for generating n-gram models. Sampling size=0 shows the baseline perplexity and n-gram count is the method proposed in the paper For running ASR experiments, we use an in-house ASR system 4 based on [21, 22] . The acoustic model is a DNN trained on concatenated LFBE and i-vectors, and the baseline LM is a 4-gram models with a vocabulary of 200K trained with modified kneser-ney smoothing [11] . The LMs for the data extracted from application grammars were trained using Katz smoothing, and we limited the number of new vocabulary words (new relative to baseline) to 10K. Each intent was tested for perplexity (PPL) and word error rate (WER) on a held out test set targeted towards the intent containing about 500 to 700 utterances 5 . We also report the PPL and the relative WER degradation on past usage test set, dubbed as Past Data. 4 Trained on only a subset of data used for our production system 5 The test set was collected in-house by language experts and is not reflective of actual live usage of the application
n-gram count extraction
In section 2.1, we proposed extracting n-gram counts directly from the pCFG written for a new application intent. In figure 2, we compare the proposed method with a model trained on data sampled from the pCFGs on three application intents. The application LM is interpolated with the baseline model based on weights estimated using constrained optimization with expected word error as the loss and the constraint. We find that the difference in performance of the two techniques varies for different applications -the perplexity difference is small for Recipes and Stock Price and significantly better for Flights info. Similar results are observed on word error rate, although Stock Price word error rate degrades with larger number of samples. We looked at the total number of tri-grams (without replacing non-terminals) in the grammars for the applications intents as well as the total number of non-terminals in the three grammars. Flight Info and Stock Price application grammars have much larger number of tri-grams in the grammar. However, Flight Info has a large number of non-terminals pairs (nonterminals appearing next to each other), which leads to an exponentially large number of n-grams that can be sampled, # of tri-grams  152k  49k  306k  # of non-terminals  3  12  23  # of non-terminal pair 3 23 203 and hence we observe a large drop in perplexity and word error rate when using the proposed method.
Stock Price Recipes Flight Info

Comparing Loss function and constraint
Section 3 describes different methods for estimating interpolation weights, both for the loss to be minimized as well the constraint. Table 1 shows the comparison of different loss functions and constraining on perplexity of baseline LM on the past data. It also compares the same loss functions but with expected WER as the constraint in the optimization. While both constraints ensure that the WER on past data degrades only marginally, constraint of expected WER leads to larger improvements in WER for new features. The improvements vary across the different application intent, and is more than 10% relative for Flights Info and Recipes applications, which can be attributed to the initial model having a high perplexity on these applications. We also find that L2 minimization works quite with expected WER constraint and the improvement in WER is comparable to other loss functions. This is quite useful as it shows that we can adapt to new application intents even when there is no adaptation data available. The expected WER constraint uses the acoustic scores of each word when calculating the posterior probability, thereby reducing the dependency on the LM scores. This can explain why expected WER is lessstricter constraint than perplexity and assigns larger interpolation weights to new application intent LMs.
Scalability
In the previous experiments, each application intent was optimized separately on its own loss function. However, our proposed method allows us to add as many new application intents into the optimization as we want. In figure 3 , we show the word error rate change for the three application intents as more and more application intents are added into the optimization. We find even though the word error rate increases with very new application added, the increase is not significant even with 12 new applications.
CONCLUSION
We propose a new method for adapting the language model of a spoken dialogue system, specifically designed to scale Fig. 3 : Word error rate values of three different application intents and past data as more applications are added into the system to support multiple application intents. The proposed constrained optimization function ensures that the accuracy of the system does not degrade as new applications are added to the system. We also show that using word error rate as a constraint leads to better adaptation for the new applications and removes the need for any adaptation data. In the future, we want to extend the same framework for adaptation of neural network based LMs.
