Abstract-We propose a new multistatic adaptive microwave imaging (MAMI) method for early breast cancer detection. MAMI is a two-stage robust Capon beamforming (RCB) based image formation algorithm. MAMI exhibits higher resolution, lower sidelobes, and better noise and interference rejection capabilities than the existing approaches. The effectiveness of using MAMI for breast cancer detection is demonstrated via a simulated 3-D breast model and several numerical examples.
1 American Cancer Society. [Online] . Available: www.cancer.org. selectively heat tumors and ultrasound transducers to detect pressure waves generated by the expansion of the heated tissues [10] . The active methods include the tomography image reconstruction [11] , [12] and the ultra-wideband (UWB) confocal microwave imaging (CMI) methods [13] . The tomography image reconstruction methods involve illuminating the breast with microwaves and then measuring transmitted or reflected microwave signals, to quantitative compute the spatial distributions of the dielectric constant and/or conductivity. UWB CMI is a more recent approach, where UWB microwave pulses are transmitted from antennas at different locations near the breast surface, the backscattered responses from the breast are recorded, and the backscattered energy distribution is calculated coherently. The advantages of UWB CMI include high-resolution resulting from the ultra-wide band signaling, as well as simple yet effective signal processing algorithms for image reconstruction.
Depending on how data is acquired, there are monostatic [13] , bistatic [14] , and multistatic [15] , [16] CMI approaches. In the monostatic approach, the transmitter is also used as a receiver and is moved across the breast to form a synthetic aperture. For the bistatic approach, the transmitting and receiving antennas are different. In the multistatic approach, a real aperture array (see Fig. 1 ) is used for data collection. Each antenna in the array takes turns to transmit the probing pulse. For each transmitting antenna, all antennas in the array are used to receive the backscattered signals. The multistatic approach can give better imaging results than its monostatic or bistatic counterparts when the synthetic aperture formed by the latter two approaches is similar to the real aperture array used by the former. An intuitive explanation for this better performance is that the multistatic approach exploits multiple received signals that propagate via different routes, accruing more information about the tumor.
For monostatic and bistatic ultra-wideband CMI, the simple delay-and-sum (DAS) scheme [13] , [15] , the data-independent space-time beamforming (MIST) method [17] , [18] , and the data-adaptive robust Capon beamforming (RCB) method [14] as well as the amplitude and phase estimation (APES) algorithm [14] have been considered for image formation. The simulated breast models used to test these methods include 0018 -9294/$20.00 © 2006 IEEE a two-dimensional (2-D) model based on a breast magnetic resonance imaging scan, which was used with the monostatic DAS [13] and MIST [17] , [18] ; simple three-dimensional (3-D) cylindrical and planar models were used with the monostatic DAS [19] , [20] ; the more realistic 3-D hemispherical model was used with the monostatic DAS [21] , [22] as well as RCB and APES [14] . For multistatic CMI, only DAS was considered so far for image formation using the simulated 2-D [15] and 3-D hemispherical breast models [22] .
In this paper, we present a multistatic adaptive microwave imaging (MAMI) method for UWB CMI for early-stage breast cancer detection. MAMI employs the data adaptive RCB algorithm [23] , [24] in two-stages. We use it with a realistic 3-D breast model to demonstrate its performance. The 3-D breast model is simulated using the finite-difference time-domain (FDTD) [25] , [26] method. We show that MAMI has much better resolution and much better interference rejection capability than the existing methods.
The remainder of this paper is organized as follows. In Section II, we describe the pre-processing of the received signals, which precedes adaptive beamforming. Section III presents the MAMI algorithm for image formation. Numerical examples are presented in Section IV. Finally, Section V contains our conclusions.
II. PROBLEM FORMULATION AND DATA PREPROCESSING

A. Problem Formulation
We consider a multistatic imaging system, where antennas are arranged on a hemisphere relatively close to the breast skin, at known locations ( ). Here, denotes the transpose. The configuration of the array is shown in Fig. 1 . The antennas are arranged on layers with antennas per layer, where . Each antenna takes turns to transmit an UWB probing pulse while all of the antennas record the backscattered signals. Let , denote the backscattered signal generated by the probing pulse sent by the th transmitting antenna and received by the th receiving antenna. The 3 1 vectors and denote the locations of the th transmitting and th receiving antennas, respectively, and denotes an imaging location.
Our goal herein is to form a 3-D image of the backscattered energy on a grid of points within the breast, with the goal of detecting the tumor. In our algorithm, the location is varied to cover the entire grid points of the breast model. The backscattered energy is estimated from the complete received data for each location of interest.
B. Data Preprocessing
Before employing the MAMI for image formation, we preprocess the received signals to remove, as much as possible, backscattered signals (other than the tumor response), and to compensate for the propagation loss of the signal amplitude.
First, to remove the undesired content in the received signals, we use a removal method similar to that in [13] . Note that the received signals contain the tumor responses but also other backscattered signals, such as the incident pulse, reflections from the skin, fatty and glandular tissues and the chest wall, as well as parasitic signals due to the couplings among the antennas. In fact the undesired signals are usually much stronger than the tumor responses. A calibration signal is formed as an average of the signals containing similar strong undesired signals. Then the calibration signal is subtracted out from these signals to remove the undesired signals as much as possible. This simple removal method could be improved, but the residual of undesired content can be tolerated by our robust adaptive algorithm to some extent. Advanced methods such as those presented in [17] can be used here and a better performance may be achieved. Let denote the signal after subtracting out the calibration signal.
In the second step, to process the signals coherently, we timeshift by a number of samples to align the returns from the focal point (at location ). The discrete time delays for the received signals can be determined from the corresponding transmitter and receiver locations , and the imaging location of interest (1) where stands for rounding to the greatest integer less than , denotes the Euclidean norm, is the approximate velocity of the microwaves propagating in the normal breast tissues, and is the sampling interval, which is assumed to be well below the Nyquist interval. Note that (1) assumes that the breast tissue is homogeneous, which in fact is not true. However, this approximation causes little performance degradations when used with our robust adaptive algorithm. Let be the time shifted signal. Then, (2) where is the maximum round-trip discrete-time delay required for a pulse to propagate from the transmitter to the skin or chest wall and back to the receiver. Hence defines the maximum duration of interest of the received signal.
Next, we apply a time-window to the time-shifted signals. The window is given by otherwise (3) where is the approximate time duration of the backscattered signal from the focal point . Note that is determined by the duration of the known transmitted pulse and the sampling interval. Let , , denote the windowed signal.
Finally, we consider the effects of propagation attenuation in the lossy breast tissues. The major attenuation is caused by a decrease in the amplitude of the spherical wave as it expands.
To eliminate this attenuation, we multiply each received signal by a suitable compensation factor. The compensation factor can be determined from the locations of the transmitter and receiver, , , and of the focal point, , as follows:
Then the compensated signal is given by (5) We remark that since our problem is interference (due to undesired reflections) limited, rather than noise limited, the loss of SNR caused by the aforementioned attenuation compensation is insignificant.
III. MAMI
MAMI is a two-stage adaptive imaging method. First, the data-adaptive RCB algorithm is used spatially to obtain a vector of multiple backscattered waveforms for each probing signal. Second, RCB is employed to recover a scalar waveform based on the estimated vector of waveforms obtained in the first stage. The estimated scalar waveform is used to compute the backscattered energy .
A. MAMI-Stage I
For notational simplicity, the dependence of on the generic location vector is omitted in what follows. Consider the following model for the preprocessed signal vector: (6) where . The scalar denotes the backscattered signal (from the focal point at location ) corresponding to the probing signal from the th transmitting antenna. The vector in (6) is referred to as the array steering vector; note that is approximately equal to since all the signals have been aligned temporally and their attenuations compensated for. The vector denotes the residual term at point , which includes the unmodeled noise and interference due to undesired reflections.
There are two assumptions with this model. First, we assume that the steering vector varies with , and is nearly a constant with respect to . Second, we assume that the backscattered signal waveform depends only on but not on , the th receiving antenna. The truth, however, is that the steering vector is not exactly known and changes slightly with both and due to array calibration errors and other factors. The signal waveform should also vary with both and , due to the frequency-dependent lossy medium within the breast [27] . These assumptions simplify the problem slightly and cause little performance degradations when used with robust adaptive algorithms. By assuming that the true steering vector is time-varying, we allocate more "room" for robustness.
Due to the errors induced by waveform distortions, antenna location uncertainties, time-delay roundoffs, etc., the steering vector will be imprecise in practice, in the sense that the elements of may differ slightly from 1. This uncertainty in the steering vector motivates us to consider using RCB for waveform estimation. To make the paper as self-contained as possible, we give a review of the RCB algorithm. RCB is derived from the Standard Capon Beamforming (SCB) algorithm. SCB aims at estimating the signal waveform (or signal energy), by choosing a weight vector for the data, which minimizes the array output power and passes the signal of interest without any distortion. To improve the performance of SCB in the presence of steering vector errors and in the case of a low number of snapshots, RCB makes an explicit use of an uncertainty set for the array steering vector. Therefore, we assume that the true steering vector lies in the vicinity of the assumed steering vector , and that the only knowledge we have about is that (7) where is used to describe the uncertainty of about , the choice of which will be discussed later on.
In Stage I, for a given time , , we can estimate the true steering vector via the following covariance fitting approach [23] of RCB (8) where is the power of the "signal of interest," and (9) is the sample covariance matrix with (10) Observe that both the signal power and the steering vector are treated as unknowns in (8) . Hence there is a "scaling ambiguity" between these two unknowns (see [28] ), in the sense that and (for any ) give the same term . To eliminate this ambiguity, we later impose the norm constraint (11) For any given , the solution to (8) is [28] (12)
Hence, (8) can be reduced to the following quadratic optimization problem with quadratic constraint:
(13) To exclude the trivial solution , we need to assume that the uncertainty parameter is sufficiently small (14) To determine the solution of (13) under (14), we use the Lagrange multiplier methodology and consider the following function: (15) where is the real-valued Lagrange multiplier satisfying , so that (15) can be minimized with respect to . For the unconstrained minimization of , for a fixed , the solution is given by (16) where the matrix inversion lemma [14] has been used to obtain the second equality. Let denote the uncertainty set defined in (7) . It can be shown that the solution belongs to the boundary of and, hence, satisfies (17) By using (16) in (17), we can obtain the Lagrange multiplier as the solution to the constraint equation (18) Let the eigendecomposition of be (19) where the columns of are the eigenvectors of and the diagonal elements of the diagonal matrix , , are the corresponding eigenvalues. Here, the dependencies of and on are omitted for simplicity. Let and denote its th element. Then, (18) can be rewritten as (20) Note that is a monotonically decreasing function of . Also, it is clear that by (14) , and . Hence, there is a unique solution to (20) , which can be solved efficiently, say, by the Newton's method. Inserting in (16), we readily determine the solution . To eliminate the aforementioned "scaling ambiguity," by (11), we replace the solution with (21) To obtain the signal waveform, we apply a weight vector to the received signals. The weight vector is determined by using the estimated steering vector in the weight vector expression formula of SCB (see, e.g., [28] ). The weight vector used in Stage I of MAMI has the form given by
The equality to obtain (23) is due to inserting (16) and (21) in (22) . Note that (23) has a diagonal loading form. Diagonal loading is a popular approach to mitigate the performance degradations of SCB in the presence of steering vector errors or small sample size problems. The distinction between RCB and the conventional diagonal loading methods is that RCB directly determines the optimal diagonal loading level needed for a given steering vector uncertainty set. Note that by diagonal loading, we can even allow the sample covariance matrix to be rank-deficient.
The beamformer output can be written as a vector (24) Here, contains the waveform estimates at of the backscattered signals (from the focal point ) due to all the probing signals indexed from 1 to . Repeating the above process from to , we obtain the complete multiple backscattered signal waveform estimates.
Note that, at this stage, we have obtained estimates of the backscattered waveforms corresponding to the probing signals sent by each of the transmitting antenna. Since these probing signals are UWB pulses with the same waveform, we can assume that the backscattered signal waveforms from due to all the probing signals are (nearly) identical. To estimate the backscattering energy coherently, in the next stage, a scalar waveform is recovered from these estimated -dimensional signal waveform vectors .
B. MAMI-Stage II
In the second stage of MAMI, the signal waveform vector , , is treated as a snapshot from an -element (fictitious) "array" (25) where is approximately equal to for the same reason as in Stage I. However, the "steering vector" may again be imprecise, and hence RCB is needed again. In (25) , denotes the nominal backscattered signal waveform, due to all probing signals, and each element of contains the differences between the corresponding element in and . Paralleling the description of Stage I, we estimate via the following RCB formulation: (26) where is the power of the signal of interest, is a user parameter, and is the following temporal sample covariance matrix: (27) Note that here we can use the same assumed steering vector as in Stage I. To eliminate the scaling ambiguity, we again impose the norm constraint (28) Similarly to Stage I, the solution to (26) is (29) where is the corresponding Lagrange multiplier used in solving (26) , which can be determined similarly to obtaining . Similar to (28), we replace with (30) Therefore, the adaptive weight vector for Stage II is determined by a formula similar to (23) (31) (32) where (32) shows again the diagonal loading form of the weight vector.
The weighted output is the estimate of (33) Finally, the backscattered energy for the focal point is computed as (34) In summary, the MAMI method can be described as follows.
Step 1: Preprocess the received signal, i.e., remove the unwanted content, time-shift, apply the time-window and compensate for the propagation loss.
Step 2: From the preprocessed signals, obtain multiple backscattered signal waveform estimates via RCB.
Step 3: Estimate the scalar waveform from via RCB. Finally compute the backscattered energy via (34).
For RCB used in Stages I and II of MAMI, the choice of and should be made as small as possible. It can be experimentally observed that as or increases, the resolution of RCB decreases. When or is large, the ability of RCB to suppress interferences that are close to the signal of interest degrades. Also, the smaller the sample size or the larger the steering vector and the system errors, the larger should and be chosen [23] , [24] . Such qualitative guidelines are usually sufficient for the choice of uncertainty size parameters, as the performance of RCB dose not depend very critically on them (as long as they take on "reasonable values") [28] . In our numerical examples, we choose two reasonable initial values of them and then make adjustment experimentally to obtain the best image quality.
Regarding the computational complexity of MAMI, the major computational cost of MAMI is due to RCB used in Stages I and II. The major flop count of using RCB comes from the eigen-decomposition of the sample covariance matrices [23] , [24] ( for Stage I and for Stage II), each requiring flops. Also, RCB is used times in Stage I and once in Stage II. Hence MAMI requires flops for a given focal point, which is larger than the flops of DAS.
IV. NUMERICAL EXAMPLES
A. Breast Model and Data Acquisition
In our numerical examples, we consider a 3-D simulated breast model. Two cross sections of the model are shown in Fig. 2 . The 3-D model includes randomly distributed fatty breast tissue, glandular tissue, 2-mm-thick skin, as well as the nipple and chest wall. To reduce the reflections from the skin, the breast model is immersed in a lossless liquid with permittivity similar to that of the breast fatty tissue. The breast is a hemisphere with 100 mm in diameter. A 6 mm-diameter tumor (a 4 mm-diameter tumor at the same location will be treated in our fourth example) is located 27 mm under the skin (at , , ). The diameter of the tumor is larger than that of the smallest 2-mm-diameter tumor considered in the literature [17] . However, the smaller tumor considered there was for a 2-D model, which is equivalent to an infinitely long cylindrical tumor in the 3-D model. Thus it has significantly larger backscattered energy in the FDTD simulations than our spherical tumor in the 3-D model.
The dielectric properties of the breast tissues are assumed to be Gaussian random variables with variations of around their nominal values. This variation represents the upper bound reported in the literature [3] , [6] . The nominal values are chosen to be typical of the reported data [3] [4] [5] [6] [7] , which is given in Table I . The dielectric constants of glandular tissues are between and . Since the transmitted signal is an UWB pulse, the dispersive properties of the fatty breast tissue and those of the tumor are also considered in the model. The frequency dependencies of permittivity and conductivity are modeled by the single-pole Debye model [13] . The randomly distributed breast tissues with variable dielectric properties are representative of the nonhomogeneity of the breast from an actual patient.
As shown in Fig. 1 , a hemispherical antenna array consisting of omnidirectional antennas is used, with each antenna being approximated as a point source. The antennas are 1 cm away from the breast skin, on in the -axis dimension. The layers of the antenna are arranged along the -axis between 5.0 cm and 7.5 cm, with 0.5-cm spacing between the layers. Within each layer, antennas are placed on a cross-sectional circle with uniform spacing.
The UWB signal used in our simulations is a Gaussian pulse, with the pulse interval being about 120 ps. The spectrum of this source waveform has a peak near 5 GHz. The probing signals [29] [30] [31] . The transform [32] , [33] is used to implement the FDTD method whenever materials with frequency-dependent properties are involved. Finally, the length of the time window in the preprocessing step is 150 samples, therefore for each of the preprocessed signal.
B. Imaging Results
In this section, several numerical examples are provided to demonstrate the performance of MAMI under various conditions. For comparison purposes, the multistatic DAS scheme presented in [15] , and several monostatic methods, namely RCB [14] , APES [34] , [35] , MIST [17] , and the monostatic DAS [13] (see Table II) , are also applied to the same datasets. The monostatic and multistatic DAS are simple schemes that estimate the signal waveform using the data-independent weight vector (35) Then the estimated backscattered signal waveform for the monostatic case is (36) MIST uses a data-independent weight vector that is designed to pass the backscattered signals from with unit gain and attenuate signals from other locations [17] . We have generalized the 2-D algorithm in [17] to the 3-D case. APES and RCB [14] are data-adaptive approaches for monostatic or bistatic microwave imaging. Fig. 3 shows the 3-D images obtained via MAMI and the aforementioned methods. Fig. 4 shows the correspondingand -cross section images. The images are displayed on a logarithmic scale with a 20-dB dynamic range. In Fig. 3(a) as well as in 4(a1) and 4(a2), which correspond to MAMI, the tumor is conspicuously shown at the true location in theplane, with negligible clutter. The resolution in the -plane is poorer due to the geometry of the array. The images obtained with the other methods are poorer or much poorer than the MAMI images. Note that the images in Figs. 3(c) -(f) and 4(c1)-(f2) are worse than those in [14] . The reason is that the antennas in our examples are away from the breast skin, instead of being on the skin as in [14] . Consequently the strengths of the tumor responses in our examples are lower than those in the examples of [14] . In all the numerical examples, the user parameters and are adjusted to obtained the best image quality. Note that the resolution in the direction is poorer than those in the and directions, due to the geometry of our array (the array aperture is smaller in the -dimension than in itscounterpart.)
The second example shows the imaging results when additive Gaussian noise with zero-mean and variance is added to the data in Example 1. The signal-to-noise ratio (SNR) is defined as (38)
The in (38) is the received signal due to the tumor only, which is not available in practice. Hence, to compute the SNR, we performed the simulation twice, with and without the tumor, and took the difference of the two received signals as an approximation to . In the preprocessing, a simple low-pass filter is applied to the raw data to remove some noise. The noise suppression capability of MAMI is demonstrated in Fig. 5, where . At such a low SNR, the received tumor responses are completely buried in noise. Note from Fig. 5(a1) and (a2) that MAMI can still produce quite clear images, with the tumor only slightly blurred by noise. The other methods perform much worse. In particular, in all monostatic images, the tumor is completely buried in the noise and clutter. This superior performance of MAMI demonstrates the effec- tiveness of the two-stage RCB scheme in suppressing the noise. We also varied SNR in our numerical experiments, and as expected, the image quality of all imaging methods degrade with decreased SNR.
In the third example, the number of antennas is decreased to one quarter of the original number: only 18 antennas are used, arranged on the same hemisphere as before. The original 6 layers of antennas are reduced to 3 layers in that every other layer is eliminated; for each remaining layer, the original 12 antennas are reduced to 6 antennas in that every other antenna is eliminated. Again, the thermal noise is added, with . In the practical imaging system design, the size of the antenna array is one of the most important concerns: due to the limited available space around the breast, a small number of antennas is desirable. Yet reducing the antenna number poses a challenge to any imaging methods, due to the greatly reduced amount of information for imaging. Fig. 6(a) and (a2) show the cross section images produced by MAMI. The tumor stands out by more than 10 dB compared to the neighboring clutter and interference. In Fig. 6(b1) and (b2) , which are produces by multi- static DAS, the tumor is complete buried in clutter. The quality of the images produced by MAMI using 18 antennas is comparable to that corresponding to the best monostatic methods using 72 antennas.
In the fourth example, we vary and . Fig. 7(a)-(c) shows the images of the 6-mm-diameter tumor formed by MAMI with different and (here we choose for simplicity). We note that the image quality does not vary significantly with and .
The fifth example is similar to the first one except that the tumor size is now reduced to 4 mm in diameter. The backscattered microwave energy is much smaller in this case since the backscattered energy from tumor is proportional to the square of the tumor diameter. Fig. 8(a1) and (a2) show the MAMI images, where the tumor is still observable, about 10 dB higher than the neighboring clutter. The other methods, as shown in Fig. 8(b1)-(f2) , give much poorer performance.
We measure the tumor localization accuracy based on the maximum pixel value in the image, and measure the tumor size based on the full-width at half-maximum the tumor response [20] . To quantify the image quality, we use the signal-to-clutter ratio [20] , which is defined as the ratio of the maximum tumor response to the maximum clutter value in the same image. The maximum clutter value is determined as the maximum pixel value outside the volume containing the tumor. Such measurements for the images in Figs. 3-8 are summarized in Tables II  and III. V. CONCLUSION We have considered adaptive multistatic microwave imaging for breast cancer detection. A real aperture array is used for data collection. Each antenna in the array takes turns to transmit an ultra-wideband pulse while all antennas receive the backscattered signals. The data-adaptive algorithm, referred to as the MAMI algorithm, is a two-stage robust Capon beamforming algorithm. Using a 3-D breast model simulated via the finitedifference time-domain (FDTD) method, we have shown that MAMI exhibits higher resolution, lower sidelobes, and better noise and interference rejection capability than other existing approaches. He is also a member of the Royal Swedish Academy of Engineering Sciences, an honorary member of the Romanian Academy, and a fellow of the Royal Statistical Society.
