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1. Introduction
The goal of this note is to study Sobolev- or C∞-well-posedness for strictly hyperbolic
Cauchy problems with non-Lipschitz coefficients. Our model Cauchy problem is
utt − a(t)uxx + b(t)ux = 0 in [0, T ] ×R, (1.1)
u(0, x)= ϕ(x), ut (0, x)=ψ(x).
We suppose that (1.1) is strictly hyperbolic, i.e. a(t)  C > 0. It is well known that to
obtain well-posedness for (1.1) some regularity on the coefficients has to be assumed. Let
us recall some results in the case b ≡ 0. If a ∈ Cα[0, T ] with α ∈ (0,1), then the Cauchy
problem (1.1) is well-posed in the Gevrey spaces of order s < 11−α . If a is Lipschitz-
continuous, then (1.1) is C∞-well-posed, but in order to obtain the C∞-well-posedness the
Lipschitz-continuity is not a necessary condition (see [2]). The well-posedness for strictly
hyperbolic equations of second order with Log-Lipschitz coefficients depending on time
as well as on spatial variables is studied in [4]. In this work it is shown among other
things that the Log-Lipschitz-continuity of the coefficients is enough to ensure a finite loss
of derivatives between the Sobolev regularity of the solutions and the Sobolev regularity
of the Cauchy data. This fact together with the finite propagation speed of the solutions
implies C∞-well-posedness. In [3] the violation of the Lipschitz-continuity is described in
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equations of second order with time-dependent coefficients) the assumptions
a ∈C[0, T ] ∩C1(0, T ], ∣∣ta′(t)∣∣ C, (1.2)
allow to prove C∞-well-posedness.
In this note we want to discuss whether the condition (1.2) is optimal or not. We can
give some answer if we suppose a ∈ C2(0, T ]. In fact we are able to prove the following
result.
Theorem 1.1. Suppose that the functions a ∈ C[0, T ] ∩ C2(0, T ] and b ∈ L1(0, T ) ∩
C1(0, T ] satisfy∣∣a(k)(t)∣∣  Ak(1
t
log
1
t
)k
, k = 1,2;
(1.3)∣∣b(k)(t)∣∣  Bk(1
t
log
1
t
)k+1
, k = 0,1,
near t = 0, where Ak and Bk are nonnegative constants. Then the Cauchy problem
utt − a(t)uxx + b(t)ux = 0 in [0, T ] ×R,
u(0, x)= ϕ(x), ut (0, x)=ψ(x)
is C∞-well-posed.
The approach of [3] is based on the energy method applied to the equation obtained
from (1.1) via Fourier transformation (with respect to x). The energy estimates used in [3]
can be also deduced by transforming the cited o.d.e. with parameter ξ into a first order
system and carrying out a diagonalization of its principal part in a particular region of
the phase space. Comparing this idea with the approach used in the present work we
remark that here we will use two steps of perfect diagonalization, and we will obtain a
representation of the solutions. This technique is inspired by the similar one developed
in [8]. The procedure used here needs a ∈ C2(0, T ], b ∈ C1(0, T ], but on the other hand
it allows us to weaken the asymptotic behaviour of a′(t) from (1.2) to (1.3). From the
representation of the solutions we deduce some new energy estimates and from these ones
we obtain a finite loss of derivatives in Sobolev spaces. The argument is concluded by
using the finite speed of propagation of the solutions.
The next three theorems are devoted to counterexamples to the C∞-well-posedness of
the Cauchy problem (1.1).
Theorem 1.2. Let ω : (0,1/2] → (0,+∞) be a continuous, decreasing function with the
following properties:
lim
s→0+
ω(s)=+∞,
there exists c > 0 such that
ω(s/2) cω(s) for all s ∈ (0,1/2].
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properties:
1/2 a(t) 3/2 for all t ∈R, (1.4)
there exists t0 > 0 such that∣∣a′(t)∣∣ ω(t)(1
t
log
1
t
)
for all 0< t < t0, (1.5)
and there exist two functions ϕ, ψ ∈C∞(R) such that the Cauchy problem
utt − a(t)uxx = 0, u(0, x)= ϕ(x), ut (0, x)=ψ(x) (1.6)
has no solution in C0([0, r);D′(R)) for all r > 0.
Theorem 1.3. Let ω be as in the previous theorem. Then there exists a function a ∈
C∞(R \ {0})∩C0(R)) with the following properties:
1/2 a(t) 3/2 for all t ∈R, (1.7)
there exists t0 > 0 such that for all p ∈N there exists Cp > 0 such that∣∣a(p)(t)∣∣ Cpω(t)(1
t
log
1
t
)p
for all 0< t < t0, (1.8)
and there exist two functions ϕ, ψ ∈C∞(R) such that the Cauchy problem
utt − a(t)uxx = 0, u(0, x)= ϕ(x), ut (0, x)=ψ(x) (1.9)
has no solution in C0([0, r);D′(R)) for all r > 0.
Example 1.1. As an example we only mention ω(t) = log log . . . log C
t
, where log is
applied q times with q  2, and C is a constant depending on q .
Remark 1.1. By a duality argument it is possible to show that (1.6) in Theorem 1.2
and (1.9) in Theorem 1.3 do not have any solution in C0([0, r);D′((x0 − r, x0 + r))) for
all r > 0 and for all x0 ∈R.
Remark 1.2. In Theorem 1.2 only the first derivative of a is controlled and in the
meanwhile a is in
⋂
α<1C
α(R). On the contrary in Theorem 1.3 we control the behaviour
of all the derivatives of a and we construct a only continuous. Theorem 1.3 shows
the sharpness of the result of Theorem 1.1. Moreover Theorem 1.3 has an interesting
connection to [6]. In that paper the authors construct a parametrix under assumptions
similar but a little sharper than (1.3) for all derivatives. Thus, the statement of Theorem 1.3
shows that the hypotheses of the results in [6] are almost necessary.
We can also inverse the perspective, fixing the regularity of a (via a modulus of
continuity which is not Log-Lipschitz) and then constructing a counterexample with the
best possible condition on the first derivative. This is contained in the following theorem.
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following properties:
lim
s→0+µ(s)=+∞,
there exists c > 0 such that
µ(s/2) cµ(s) for all s ∈ (0,1/2],
there exist C > 0 and β ∈ (0,1) such that
µ(s) Cs−β for all s ∈ (0,1/2].
Let M be the inverse of the function µ. Let m be a positive integer number and denote
by log(m) x the value log log . . . logx , where log is applied m times. Then there exists a
function a ∈ C∞(R \ {0}) with the following properties:
1/2 a(t) 3/2 for all t ∈R, (1.10)
sup
0<|t−τ |<1/2
|a(t)− a(τ)|
|t − τ | log( 1|t−τ |)µ(|t − τ |) <+∞, (1.11)
there exist t0, C > 0 such that∣∣a′(t)∣∣ C(1
t
log(m)
1
t
)
log
1
M
( 1
t
log(m) 1
t
) for all 0< t < t0, (1.12)
and there exist two functions ϕ, ψ ∈C∞(R) such that the Cauchy problem
utt − a(t)uxx = 0, u(0, x)= ϕ(x), ut (0, x)=ψ(x) (1.13)
has no solution in C0([0, r);D′(R)) for all r > 0.
Example 1.2. (i) If we take µ(s)= | log s|β with β > 0 and m= 2, we obtain∣∣a′(t)∣∣ C(1
t
log log
1
t
)1+1/β
for all 0 < t < 1/e2.
(ii) If µ(s)= exp(| log s|σ ) with 0 < σ < 1 and m= 2, we have∣∣a′(t)∣∣ Cσ ′ 1
t
(
log
1
t
)1/σ ′
for all σ ′ < σ and for all 0 < t < 1/2.
Corollary 1.1. Let h, N be two integer numbers with h > 0 and N > h. Then there exists
a function a ∈ C∞(R \ {0}) with the following properties:
1/2 a(t) 3/2 for all t ∈R,
there exists t0 > 0 such that
sup
0<|t−τ |<t0
|a(t)− a(τ)|
|t − τ | log( 1 ) exp(log 1 / log(h) 1 ) <+∞,|t−τ | |t−τ | |t−τ |
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t
log
1
t
)(
log(h)
1
t
)(
log(N)
1
t
)
for all 0 < t < t1,
and there exist two functions ϕ, ψ ∈ C∞(R) such that the Cauchy problem (1.13) has no
solution in C0([0, r);D′(R)) for all r > 0.
2. Preliminaries
It is enough to study the Cauchy problem
utt − a(t)uxx + b(t)ux = 0 in [0, T ] ×R, (2.1)
u(0, x)= ϕ(x), ut (0, x)=ψ(x)
for small T since a ∈ C2(0, T ], b ∈ C1(0, T ] and consequently some well known results
on strictly hyperbolic equations can be applied. We perform a partial Fourier transform
with respect to x; setting v = uˆ we obtain
vtt + a(t)ξ2v + ib(t)ξv = 0, (2.2)
v(0, ξ)= ϕˆ(ξ), vt (0, ξ)= ψˆ(ξ).
Our strategy is to split the phase space [0, T ] × Rξ into subdomains that will be called
zones. In each zone we derive energy estimates for the solutions of (2.2) which lead
immediately to energy estimates for the solutions of (2.1). The energy estimates will be
the basic tool in proving Theorem 1.1.
For any given positive p0 and N that will be fixed later on, we define on the set
{ξ ∈R: |ξ | p0} the value tξ = t|ξ | as the solution to the equation
Λ(t)= N log |ξ ||ξ | where Λ(t) :=
t∫
0
√
a(s)ds. (2.3)
We define the interior zone
Zint =
{
(t, ξ) ∈ [0, T ] × {ξ : |ξ | p0}},
the pseudodifferential zone
Zpd(N)=
{
(t, ξ) ∈ [0, T ] × {ξ : |ξ | p0}: t  tξ}
and the hyperbolic zone
Zhyp(N)=
{
(t, ξ) ∈ [0, T ] × {ξ : |ξ | p0}: t  tξ}.
Remark 2.1. The assumption a ∈ C[0, T ] implies that D1t  Λ(t)  D2t , where D1 :=
min[0,T ]
√
a(t) and D2 :=max[0,T ] √a(t).
For the considerations in Zhyp(N) we need suitable classes of symbols with limited
smoothness with respect to t .
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the class of symbols d = d(t, ξ) ∈ C([0, T ] ×R) such that for all integer k  r and for all
multi-indices α there exists Ck,α > 0 such that∣∣Dkt Dαξ d(t, ξ)∣∣ Ck,α|ξ |m1−|α|(1t log 1t
)m2+k
for all (t, ξ) ∈Zhyp(N).
In the next two sections we will derive some energy estimates only in Zpd(N) and
Zhyp(N). Setting V = (v,Dt v), from (2.2), using also the compactness of Zint, we obtain
that ∣∣V (t, ξ)∣∣ C∣∣V (0, ξ)∣∣ for all (t, ξ) ∈Zint. (2.4)
3. Energy estimates in Zpd(N) and Zhyp(N)
3.1. Considerations in Zpd(N)
Setting V = (ξv,Dt v)T Eq. (2.2) can be transformed into the following first order
system
DtV =
(
0 ξ
a(t)ξ + ib(t) 0
)
V =:A(t, ξ)V . (3.1)
We are interested in the fundamental solution to the Cauchy problem for (3.1), i.e. in the
matrix-valued solution V = V(t, r, ξ) to the system (3.1) with initial condition V(r, r, ξ)=
I (identity matrix). Using the matrizant we can write V in an explicit way by
V(t, r, ξ)= I +
∞∑
k=1
ik
t∫
r
A(t1, ξ)
t1∫
r
A(t2, ξ) . . .
tk−1∫
r
A(tk, ξ)dtk . . .dt1.
The norm ‖A(t, ξ)‖ can be estimated by |b(t)| +max(1,D22)|ξ |. Consequently,
tξ∫
0
∥∥A(s, ξ)∥∥ ds  tξ∫
0
∣∣b(s)∣∣ds +max(1,D22)|ξ |tξ .
Since b ∈ L1(0, T ) and t min[0,T ] √a(t)  Λ(t), we deduce for t ∈ [0, tξ ] the following
estimate
∥∥V(t,0, ξ)∥∥ exp( t∫
0
∥∥A(s, ξ)∥∥ds) C exp(C1N log |ξ |),
where
C1 := max(1,D
2
2)
D1
(3.2)
with D1 and D2 defined in Remark 2.1. Hence we have the following result.
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where C1 is defined in (3.2).
3.2. Considerations in Zhyp(N)
In the hyperbolic zone we define the energy as in the strictly hyperbolic case with
Lipschitz coefficients. Starting again with (2.2) and setting V = (√a(t)ξv,Dt v)T we
obtain
DtV −
( Dta
2a
√
aξ√
aξ + ib√
a
0
)
V = 0. (3.4)
To derive an energy estimate we carry out the first one of the two steps of the
diagonalization procedure.
1 step: Diagonalization of the principal part
Let us define the matrices
M = 1
2
(
1 −1
1 1
)
, M−1 =
(
1 1
−1 1
)
. (3.5)
Then the system (3.4) can be transformed into a first order system for a new function
V0 :=MV in the following way:
DtV0 −M
(
0
√
aξ√
aξ 0
)
M−1V0 −M
( Dta
2a 0
ib√
a
0
)
M−1V0 = 0,
DtV0 −
(
τ1 0
0 τ2
)
V0 + 12
ib√
a
(
1 0
0 −1
)
V0
− 1
2
(
0 Dta2a − ib√a
Dt a
2a + ib√a 0
)
V0 = 0,
where
τ1(t, ξ) := −
√
a(t)ξ + 1
2
Dta
2a
, τ2(t, ξ) :=
√
a(t)ξ + 1
2
Dta
2a
. (3.6)
Now let us determine to which symbol classes the matrices belong to. Using the
assumptions (1.3) we deduce that √aξ ∈ S2(1,0) and Dta2a , b√a ∈ S1(0,1). In Zhyp(N) we
have Sk+1(1,0)⊂ Sk(1,0) and Sk(0,1)⊂ Sk(1,0). The first relation is evident, the second
one follows from (2.3) and the definition of Zhyp(N) if we take into consideration that
1
t
log
1
t
 2D2|ξ |
N
, log
1
t
 2D2Λ(t)|ξ |
ND1
, log |ξ | Λ(t)|ξ |
N
, (3.7)
respectively, and if we suppose logD2  logp0 and N logp0  1. Summarizing we obtain
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(
τ1 0
0 τ2
)
∈ S1{1,0};
F0 := 12
ib√
a
(
1 0
0 −1
)
∈ S1{0,1};
R0 := 12
(
0 Dta2a − ib√a
Dt a
2a + ib√a 0
)
∈ S1{0,1}.
Consequently, substituting V0 :=MV in (3.4) with M from (3.5) we obtain the following
first order system:
DtV0 −DV0 + F0V0 −R0V0 = 0, (3.8)
where D ∈ S1{1,0},F0 ∈ S1{0,1} and R0 ∈ S1{0,1}. Thus we can denote this step as a
diagonalization modulo S1{0,1}.
Remark 3.1. If we would stop here our diagonalization procedure, then assuming a ∈
C[0, T ] ∩ C1(0, T ], b ∈ L1(0, T ) and |a′(t)|  Ct we would obtain the same result as
in [3].
2 step: Diagonalization of the remainder R0
Let us set
N (1) :=−1
2
 0 Dt a2a − ib√aτ1−τ2
Dt a
2a + ib√a
τ2−τ1 0
= 1
4
 0
Dt a
2a − ib√a√
aξ
Dt a
2a + ib√a
−√aξ 0
 .
Then the matrix N1 := I +N (1) is invertible in Zhyp(N) for sufficiently large N . Remark
that ‖N (1)‖ 1/2. This follows from∣∣∣∣ Dta2a 32 ξ
∣∣∣∣ A1
( 1
t
log 1
t
)
2D31 |ξ |
 2A1D2|ξ |
2ND31 |ξ |
= A1D2
ND31
< 1, (3.9)∣∣∣∣ baξ
∣∣∣∣ B0
( 1
t
log 1
t
)
D21 |ξ |
 2B0D2|ξ |
ND21 |ξ |
= 2B0D2
ND21
< 1, (3.10)
where we take into account (3.7). Thus we obtain two conditions (3.9) and (3.10) for the
choice of N . We observe that on one hand N1D−DN1 =R0 and on the other hand
(Dt −D+ F0 −R0)N1 =N1(Dt −D+ F0 −R1), (3.11)
where
R1 := −N−11
(
DtN (1) −N (1)F0 + F0N (1) −R0N (1)
)
. (3.12)
Recalling the Definition 2.1 we haveN (1) ∈ S1{−1,1}, N1 ∈ S1{0,0} and R1 ∈ S0{−1,2}.
Setting V1 :=N−11 V0 in (3.8), we obtain, recalling (3.11), the following first order system:
DtV1 −DV1 + F0V1 −R1V1 = 0. (3.13)
We can denote this step as a diagonalization modulo S0{−1,2}.
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that R1 belongs to the symbol class S0{−1,2} we have to make the regularity assumptions
for a and b as in Theorem 1.1. On the other side, R1 ∈ S0{−1,2} allows us to weaken the
assumption for a′ = a′(t) (cf. with Remark 3.1). Moreover we remark that further steps
of diagonalization will not improve the properties of the remainder, this means, R2 would
belong to the same symbol class S0{−1,2} if we suppose higher regularity for a and b.
Consequently, it is useless to continue the diagonalization procedure.
Now let us devote to the Cauchy problem for (3.13), that is, to
DtV1 −DV1 + F0V1 −R1V1 = 0, V1(tξ , ξ)= V1,0(ξ).
The datum V1,0 arises from the values of the solution V = V (t, ξ) in Zpd(N) on t = tξ and
the above transformations, that is,
V1,0(ξ)=N−11 (tξ , ξ)MV (tξ , ξ). (3.14)
Conversely, if we have a solution V1 = V1(t, ξ) in Zhyp(N), then V = V (t, ξ) which is
defined by
V (t, ξ)=M−1N1(t, ξ)V1(t, ξ) (3.15)
solves (3.4) with given V (tξ , ξ) on t = tξ .
In the following we will derive an explicit representation for the solution of the Cauchy
problem for (3.13).
1 step: Derivation of an explicit representation
If we omit the remainder −R1, then the matrix-valued function
E2(t, r, ξ) :=
(
exp
(
i
∫ t
r
(−√a(s)ξ + 12 Dsa(s)a(s) − 12 ib(s)√a(s))ds) 0
0 exp
(
i
∫ t
r
(√
a(s)ξ + 12 Dsa(s)a(s) + 12 ib(s)√a(s)
)
ds
) )
solves the Cauchy problem
(Dt −D+ F0)E(t, r, ξ)= 0, E(r, r, ξ)= I. (3.16)
For the new matrix-valued function H =H(t, r, ξ) with
H(t, r, ξ) :=E2(r, t, ξ)R1(t, ξ)E2(t, r, ξ), t, r  tξ ,
we obtain the next statement.
Lemma 3.2. The matrix-valued function H satisfies in Zhyp(N) the estimate
∥∥H(t, r, ξ)∥∥ C2|ξ |−1(1
t
log
1
t
)2
with a suitable nonnegative constant C2 depending on the constants A1, A2, B0, B1, D1
and D2 from Theorem 1.1 and Remark 2.1.
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and a ∈ C[0, T ] guarantee that H satisfies the same estimate as R1. From Definition 2.1
we get immediately the statement for H . ✷
By the aid of H we define the matrix-valued function Q=Q(t, r, ξ) by
Q(t, r, ξ) :=
∞∑
k=1
ik
t∫
r
H (t, r, ξ)dt1
t1∫
r
H (t2, r, ξ)dt2 . . .
tk−1∫
r
H (tk, r, ξ)dtk.
The function Q solves the Cauchy problem
Dt Q(t, r, ξ)−H(t, r, ξ)Q(t, r, ξ)−H(t, r, ξ)= 0, Q(r, r, ξ)= 0, (3.17)
where t, r  tξ . The reason for introducing the function Q is that with (3.16) and (3.17)
the function
V1 = V1(t, ξ) :=E2(t, tξ , ξ)
(
I +Q(t, tξ , ξ)
)
V1,0(ξ) (3.18)
represents a solution of (3.13).
Lemma 3.3. The function V1 defined by (3.18) solves the Cauchy problem
DtV1 −DV1 + F0V1 −R1V1 = 0, V1(tξ , ξ)= V1,0(ξ)
for t  tξ .
Proof. The initial condition is obviously satisfied. For DtV1 we obtain
DtV1 =
(
DtE2(I +Q)+E2DtQ
)
V1,0(ξ)
= ((D− F0)E2(I +Q)+E2(HQ+H))V1,0(ξ)
= (D− F0)V1 +E2H(I +Q)V1,0(ξ)
= (D− F0)V1 +E2(t, tξ , ξ)E2(tξ , t, ξ)R1V1
= (D− F0 +R1)V1.
This completes the statement of the lemma. ✷
2 step: Derivation of an estimate for V in Zhyp(N)
The key point for the further considerations is that Lemma 3.2 guarantees a suitable
estimate for Q.
Lemma 3.4. The function Q satisfies in Zhyp(N) the estimate∥∥Q(t, tξ , ξ)∥∥ |ξ |4C2D32/(ND21 ),
where C2 is taken from Lemma 3.2, D1 and D2 from Remark 2.1 and N satisfies the
conditions (3.9) and (3.10).
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∫ t
tξ
‖H(s, tξ , ξ)‖ds. Due to Lemma 3.2
t∫
tξ
∥∥H(s, tξ , ξ)∥∥ds  C2|ξ |
t∫
tξ
(
1
s
log
1
s
)2
ds.
Using partial integration we have
t∫
tξ
(
1
s
log
1
s
)2
ds =−1
s
(
log
1
s
)2∣∣∣∣t
tξ
− 2
t∫
tξ
1
s2
log
1
s
ds  1
tξ
(
log
1
tξ
)2
.
By the aid of Remark 2.1 and (3.7) we get
1
|ξ |
t∫
tξ
(
1
s
log
1
s
)2
ds  D2|ξ |Λ(tξ )
(
log
1
tξ
)2
 D2
N log |ξ |
4D22N
2(log |ξ |)2
N2D21
= 4D
3
2
ND21
log |ξ |.
Consequently,
t∫
tξ
∥∥H(s, tξ , ξ)∥∥ds  4C2D32
ND21
log |ξ |.
Using the representation for Q we get immediately
∥∥Q(t, tξ , ξ)∥∥ exp
( t∫
tξ
∥∥H(s, tξ , ξ)∥∥ds
)
 |ξ |4C2D32/(ND21 ). ✷
Now we are in position to conclude estimates for V1,V respectively.
Corollary 3.1. There exists a nonnegative constant C such that∣∣V1(t, ξ)∣∣ C(1+ |ξ |4C2D32/(ND21 ))∣∣V1,0(ξ)∣∣.
Proof. This statement follows from (3.18), Lemmas 3.3 and 3.4. ✷
Corollary 3.2. The solution to (3.4) with the initial condition on t = tξ satisfies∣∣V (t, ξ)∣∣ C(1+ |ξ |4C2D32/(ND21 ))∣∣V (tξ , ξ)∣∣,
where C is a suitable nonnegative constant.
Proof. The inequality follows from Corollary 3.1, (3.14), (3.15), (3.5) and N1,N−11 ∈
S1{0,0}. ✷
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obtain an estimate for the solution to (2.2).
Corollary 3.3. The solution v = v(t, ξ) of
vtt + a(t)ξ2v + ib(t)ξv = 0, v(0, ξ)= ϕˆ(ξ), vt (0, ξ)= ψˆ(ξ)
satisfies the a-priori estimate∣∣∣∣(ξvvt
)∣∣∣∣ C(1+ |ξ |4C2D32/(ND21 )+C1N )∣∣∣∣(ξϕˆ(ξ)ψˆ(ξ)
)∣∣∣∣
for all (t, ξ) ∈ [0, T ] × R, where C1 is from (3.2), C2 from Lemma 3.2, D1 and D2 from
Remark 2.1 and N satisfies the inequalities (3.9) and (3.10).
We can omit the proof. We recall only the definition of (2.3). If we fixed N and for
example p0 sufficiently large, then a suitable, in general small, T gives the three zones.
A small T is sufficient for our considerations.
The next result on existence of Sobolev solutions follows from Corollary 3.3.
Theorem 3.1. Let us suppose that the functions a ∈ C[0, T ]∩C2(0, T ] and b ∈ L1(0, T )∩
C1(0, T ] satisfy∣∣a(k)(t)∣∣Ak(1
t
log
1
t
)k
, k = 1,2;
∣∣b(k)(t)∣∣ Bk(1
t
log
1
t
)k+1
, k = 0,1,
where T is sufficiently small. For all (ϕ,ψ) ∈ Hs(R) × Hs−1(R), s ∈ R, there exists a
unique solution u= u(t, x) of the Cauchy problem
utt − a(t)uxx + b(t)ux = 0 in [0, T ] ×R,
u(0, x)= ϕ(x), ut (0, x)=ψ(x).
The solution u belongs to L∞((0, T ),H s−s0(R)) ∩W 1∞((0, T ),H s−s0−1(R)). The loss of
derivatives s0 can be determined by
s0 := 4C2D
3
2
ND21
+C1N
(see Corollary 3.3).
By standard arguments the statement of Theorem 1.1 follows from Theorem 3.1 and
from the property of finite propagation speed of solutions. In the hypotheses of the
Theorem 1.1 the property of finite propagation speed follows easily from [2, Theorem 3].
For the reader’s convenience we summarize it in the following result.
Theorem 3.2. Let us suppose that the functions a ∈ C[0, T ]∩C2(0, T ] and b ∈ L1(0, T )∩
C1(0, T ] satisfy
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t
log
1
t
)k
, k = 1,2;
∣∣b(k)(t)∣∣ Bk(1
t
log
1
t
)k+1
, k = 0,1,
where T is sufficiently small. If for a point (x0, t0) ∈ R× (0, T ) the data ϕ,ψ ∈ C∞(R)
are vanishing on KD2(x0, t0)∩{t = 0}, where KD2(x0, t0) denotes the backward cone with
slope D2 :=max[0,T ] √a(t), that is,
KD2(x0, t0)=
{
(t, x) ∈ [0, t0] ×R: |x − x0|<D2(t0 − t)
}
,
then the solution u = u(t, x) ∈ L∞((0, T ),H s−s0(R)) ∩W 1∞((0, T ),H s−s0−1(R)) to the
Cauchy problem
utt − a(t)uxx + b(t)ux = 0, u(0, x)= ϕ(x), ut (0, x)=ψ(x)
vanishes on KD2(x0, t0).
The Theorems 3.1 and 3.2 lead to the next corollary which implies Theorem 1.1.
Corollary 3.4. Under the assumptions of the previous theorem to each ϕ,ψ ∈ C∞(R)
there exists a unique solution u ∈ C1([0, T ],C∞(R)) of the Cauchy problem
utt − a(t)uxx + b(t)ux = 0, u(0, x)= ϕ(x), ut (0, x)=ψ(x).
Remark 3.3. At the end of this section let us discuss the possibility to generalize the
statements of Theorem 1.1 to more general Cauchy problems than (1.1). It seems to be
no problem to transfer Theorem 1.1 to strictly hyperbolic Cauchy problems with principal
part
utt −
n∑
k,l=1
akl(t)uxkxl .
In opposite to such problems the situation becomes more difficult if we consider, e.g.,
strictly hyperbolic Cauchy problems of the form
utt −
n∑
k,l=1
akl(t, x)uxkxl = 0, u(0, x)= ϕ(x), ut (0, x)=ψ(x).
Recently, the linear Cauchy problem of this type with lower order terms was considered
in [1]. There the elliptic term satisfies a condition like (1.2). The C∞-well posedness of the
Cauchy problem was proved by using pseudo-differential operators based on an argument
used in [3]. Quasi-linear Cauchy problems of this type with conditions like (1.2) are studied
in [7]. There a reduction scheme transfers the starting problem to an auxiliary problem
of strictly hyperbolic type with right-hand side having a suitable asymptotic behaviour.
Energy method and cone of dependence property lead to C∞-well posedness. Finally, the
question for C∞-well posedness of the above Cauchy problem was studied in [6] under the
assumptions∣∣Dkt Dβx akl(t, x)∣∣ Ckβ(1t
(
log
1
t
)γ)k
(3.19)
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handle so-called slow oscillations, γ ∈ [0,1). The case of fast oscillations, γ = 1, which
we studied for a special case in this paper, remains open.
In the next section we will show by proving Theorems 1.2 to 1.4 that one cannot expect
C∞-well-posedness in the case of very fast oscillations, this means, (3.19) is not satisfied
for γ = 1.
4. Proofs of Theorems 1.2, 1.3, 1.4 and of Corollary 1.1
The proofs of the Theorems 1.2, 1.3, 1.4 and of Corollary 1.1 are inspired by the proof
of Theorem 4 in [3] and they are similar to the proof of Theorem 1 in [5]. Let us start with
the proof of Theorem 1.2. For the reader’s convenience we outline most part of the details.
For τ  0 we define
αε(τ )= 1− 4ερ(τ) sin 2τ + 2ερ′(τ ) cos2 τ − 4ε2ρ2(τ ) cos4 τ, (4.1)
w˜ε(τ )= cosτ exp
(
ετ − 2ε
τ∫
0
ρ(s) cos2 s ds
)
, (4.2)
wε(τ)= e−ετ w˜ε(τ ), (4.3)
and for τ < 0 we set
αε(τ )= αε(−τ ), w˜ε(τ )= w˜ε(−τ ), wε(τ )=wε(−τ ). (4.4)
Here ρ is a real non-negative 2π -periodic C∞ function defined on R such that ρ is
identically 0 in a neighborhood of 0 and
2π∫
0
ρ(τ) cos2 τ dτ = π,
and ε is a positive parameter. The functions αε and wε belong to C∞(R) and using (4.1)
to (4.4) they satisfy
w′′ε (τ )+ αε(τ )wε(τ )= 0, wε(0)= 1, w′ε(0)= 0. (4.5)
There exists a constant M > 0, independent of ε, such that∣∣αε(τ )− 1∣∣Mε, and ∣∣α′ε(τ )∣∣Mε for all τ ∈R. (4.6)
Finally αε and w˜ε are 2π -periodic in (−∞,0] and [0,+∞).
We consider then four monotone sequences {hk}, {ηk}, {ρk} and {εk} of positive real
numbers such that
hk →+∞, ηk →+∞, εk → 0, ρk → 0, (4.7)
εk  1/(2M) for all k ∈N, (4.8)
hk,hkρk/4π ∈N for all k ∈N, (4.9)
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k=1
ρk <+∞. (4.10)
We set
tk = ρk2 +
+∞∑
j=k+1
ρj
and
Ik =
[
tk − ρk2 , tk +
ρk
2
]
for all k ∈N.
We define
a(t)=
{
αεk (hk(t − tk)) for t ∈ Ik ,
1 for t ∈R \⋃+∞k=1 Ik . (4.11)
Since a is identically equal to 1 in a neighborhood of the boundary of each interval Ik ,
we deduce that a ∈ C∞(R \ {0}). Moreover, from the first part of (4.6) and from (4.8) we
obtain (1.4). By the fact that αε is 2π -periodic, using also the second part of (4.6), (4.9)
and (4.11) we have
sup
t,s∈Ik
t =s
|a(t)− a(s)|
|t − s|α  supt,s∈[tk,tk+2π/hk]
t =s
|a(t)− a(s)|
|t − s|α
 sup
t,s∈Ik
t =s
|a(t)− a(s)|
|t − s|
(
2π
hk
)1−α
 M(2π)1−αεkhαk .
Consequently, if we suppose that
sup
k∈N
εkh
α
k <+∞ for all α < 1, (4.12)
then a ∈⋂α<1Cα(R). Finally, assuming
sup
k∈N
∑+∞
j=k ρj
| log(∑+∞j=k ρj )|ω(∑+∞j=k ρj )εkhk <+∞ for all β > 0 (4.13)
the condition (1.5) follows.
We come now to the construction of ϕ and ψ . Let vk be the solution to
v′′k (t)+ h2ka(t)vk(t)= 0, vk(tk)= ηk, v′k(tk)= 0. (4.14)
We have that vk ∈C∞(R \ {0})∩C2,α(R) for all α < 1. Due to (4.5) it holds
vk(t)= ηkwεk
(
hk(t − tk)
)= ηke−εkhk |t−tk|w˜εk(hk(t − tk)) for all t ∈ Ik. (4.15)
Introducing the quantities Ek and E˜k defined by
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∣∣vk(t)∣∣2 + ∣∣v′k(t)∣∣2,
E˜k(t) = h2ka(t)
∣∣vk(t)∣∣2 + ∣∣v′k(t)∣∣2,
we deduce from (4.9) and (4.15) that
Ek(tk ± ρk/2)= E˜k(tk ± ρk/2)= h2kη2k exp(−εkhkρk).
Using Gronwall’s lemma we obtain, for all t  tk − ρk/2,
Ek(t)  Ek(tk − ρk/2) exp
(
hk
tk−ρk/2∫
t
∣∣1− a(s)∣∣ds)
 h2kη2k exp(−εkhkρk) exp
(
hk
+∞∑
j=k+1
Mεjρj
)
 h2kη2k exp
(
hk
(
−εkρk +M
+∞∑
j=k+1
εjρj
))
and similarly, for all t  tk + ρk/2,
E˜k(t)  E˜k(tk + ρk/2) exp
( t∫
tk+ρk/2
|a′(s)|
a(s)
ds
)
 h2kη2k exp(−εkhkρk) exp
(
k−1∑
j=1
2Mεjhjρj
)
.
Supposing now that
2M
+∞∑
j=k+1
εjρj  εkρk for all k ∈N (4.16)
and
4M
k−1∑
j=1
εjhjρj  εkhkρk for all k ∈N, (4.17)
we have
Ek(t) h2kη2k exp
(
−1
2
εkhkρk
)
for all t  tk − ρk/2
and
E˜k(t) h2kη2k exp
(
−1
2
εkhkρk
)
for all t  tk + ρk/2.
Consequently, if we assume that
lim p loghk + 4 logηk − εkhkρk =−∞ for all p > 0 (4.18)
k→+∞
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We define the data
ϕ(x)=
+∞∑
k=1
vk(0)eihkx , ψ(x)=
+∞∑
k=1
v′k(0)eihkx. (4.20)
Using (4.14) the formal solution of (1.6) with data (4.20) can be written as
u(t, x)=
+∞∑
k=1
vk(t)e
ihkx. (4.21)
By the Paley–Wiener theorem for Fourier series we have with (4.19) that ϕ, ψ ∈ C∞(R)
and u ∈C∞(R \ {0};C∞(R)).
We claim now that
lim
k→+∞ηk exp
(−h1/sk )= 0 for all s  1. (4.22)
In fact, suppose by contradiction that there exists s0  1 such that
lim sup
k→+∞
logηk − h1/s0k >−∞,
then for all s1 > s0 we have
lim sup
k→+∞
logηk − h1/s1k =+∞.
But (4.7) and (4.12) imply that limk→+∞ h1−1/s1k εkρk = 0, so that
lim sup
k→+∞
logηk − hkεkρk
= lim sup
k→+∞
logηk − h1/s1k
(
h
1−1/s1
k εkρk
)
= lim sup
k→+∞
logηk − h1/s1k + lim
k→+∞h
1/s1
k
(
1− h1−1/s1k εkρk
)=+∞
in contradiction to (4.18). From (4.15), (4.19) and (4.22) we infer that∣∣vk(t)∣∣+ ∣∣v′k(t)∣∣ Cs exp(h1/sk ) for all t ∈R and for all s  1,
and this implies that u ∈ C2,α(R;D′(s)(R)) for s > 1 and all α < 1. Moreover, u is the
unique solution to (1.6) in this space (see [2, Theorem 6]). Finally requiring
lim
k→+∞h
−p
k ηk =+∞ for all p > 0, (4.23)
we have that u /∈ C([0, r);D′(−r, r)) for all r > 0.
To end the proof it will be sufficient to choose the four sequences {hk}, {ηk}, {ρk} and
{εk}. We take
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[
exp
(
Nk0+kω
(
e−Nk0+k
)/
log
(
ω
(
e−Nk0+k
)))]
,
ηk = exp
(
Nk0+kω
(
e−Nk0+k
)/
log
(
log
(
ω
(
e−Nk0+k
))))
,
ρk = 4π
[
exp
(−Nk0+k)hk]h−1k ,
εk = h−1k ρ−1k log
(
ρ−1k
)
ω(ρk),
where [x] denotes the maximum integer  x and k0 and N are sufficiently large integers.
Let us remark only that with this choice
∑+∞
j=k ρj  2ρk , so that, since ω(s/2)  cω(s),
(4.13) is a consequence of
sup
k∈N
ρk
| log(ρk)|ω(ρk)εkhk <+∞. (4.24)
We leave to the interested reader to verify that (4.7), (4.8), (4.9), (4.10), (4.12), (4.24),
(4.16), (4.17), (4.18) and (4.23) are satisfied. This completes the proof of Theorem 1.2.
The proof of Theorem 1.3 is similar to the previous one. To obtain the continuity of the
function a the condition (4.12) is substituted by
lim
k→+∞ εk = 0,
which is already required in (4.7). To have (1.8) it will be sufficient to replace (4.13) by
sup
k∈N
(
∑+∞
j=k ρj )p
| log(∑+∞j=k ρj )|pω(∑+∞j=k ρj )εkhpk <+∞, for all p ∈N. (4.25)
A suitable choice of {hk}, {ηk}, {ρk} and {εk} satisfying (4.7), (4.8), (4.9), (4.10), (4.25),
(4.16), (4.17), (4.18) and (4.23) is
hk =
[
exp
(
Nk0+k
)
Nk0+k log
(
ω
(
e−Nk0+k
))
log
(
logω
(
e−Nk0+k
))]
,
ηk = exp
(
Nk0+k log
(
logω
(
e−Nk0+k
)))
,
ρk = 4π
[
exp
(−Nk0+k)hk]h−1k ,
εk =
(
log
(
logω
(
e−Nk0+k
)))−1
.
This leads to the statements of Theorem 1.3.
To prove Theorem 1.4 we argue in the same way as in the two previous cases. To obtain
(1.11) we require that
sup
k∈N
εkhk
loghkµ(h−1k )
<+∞. (4.26)
Similarly (1.12) will be implied by
sup
k∈N
(+∞∑
j=k
ρj
)/(
log(m)
((+∞∑
j=k
ρj
)−1)
× log
(
1
M((
∑+∞
ρj )−1 log(m)((
∑+∞
ρj )−1))
))
εkhk <+∞. (4.27)j=k j=k
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hk =
[
1/
(
M
(
eN
k0+k log(m)
(
eN
k0+k)))]
,
ηk = h
√
k
k ,
ρk = 4π
[
exp
(−Nk0+k)hk]h−1k ,
εk = h−1k loghkµ
(
h−1k
)
,
and (4.7), (4.8), (4.9), (4.10), (4.26), (4.27), (4.16), (4.17), (4.18) and (4.23) are verified.
This concludes the proof of Theorem 1.4.
Let us finally sketch the proof of Corollary 1.1. We set
µ(s)= exp
(
log 1/s
log(h) 1/s
)
.
Then defining ϕh(x)= x/ log(h) x we have
M(σ)= exp(−ϕ−1h−1(logσ)),
where M and ϕ−1h−1 are the inverse functions of µ and ϕh−1 respectively. Remarking that
there exists x0 > 0 such that
x  x log
(h−1)(x) log(N)(x)
log(h−1)(x log(h−1)(x) log(N)(x))
for all x > x0,
and applying to both terms of this inequality the increasing function ϕ−1h−1 we deduce that
ϕ−1h−1(x) x log
(h−1)(x) log(N)(x) for all x > x0. (4.28)
We use the result of Theorem 1.4 taking m=N +1 and we obtain that there exist t0, C > 0
such that∣∣a′(t)∣∣ C(1
t
log(N+1) 1
t
)
ϕ−1h−1
(
log
(
1
t
log(N+1) 1
t
))
for all 0 < t < t0. (4.29)
From (4.28) and (4.29) we get that there exists t1 > 0 such that∣∣a′(t)∣∣  C(1
t
log(N+1)
1
t
)
log
(
1
t
log(N+1)
1
t
)
log(h)
(
1
t
log(N+1)
1
t
)
× log(N+1)
(
1
t
log(N+1) 1
t
)
,
for all 0 < t < t1. From this inequality we obtain that there exists C′ > 0 such that∣∣a′(t)∣∣ C′(1
t
log
1
t
)(
log(h)
1
t
)(
log(N+1) 1
t
)3
for all 0 < t < t1.
The conclusion of Corollary 1.1 follows easily.
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