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Abstract
We show the asymptotic behavior of the solution to the Cauchy problem of the two-
dimensional damped wave equation. It is shown that the solution of the linear damped wave
equation asymptotically decompose into a solution of the heat and wave equations and the
difference of those solutions satisﬁes the Lp  Lq type estimate. This is a two-dimensional
generalization of the three-dimensional result due to Nishihara (Math. Z. 244 (2003) 631). To
show this, we use the Fourier transform and observe that the evolution operators of the
damped wave equation can be approximated by the solutions of the heat and wave equations.
By using the Lp  Lq estimate, we also discuss the asymptotic behavior of the semilinear
problem of the damped wave equation with the power nonlinearity jujau: Our result covers the
whole super critical case a41; where the a ¼ 1 is well known as the Fujita exponent when
n ¼ 2:
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1. Introduction
In this paper, we consider the Cauchy problem for the damped wave equation in
two-dimensional space
@2t u  Du þ @tu ¼ jujau; ðt; xÞAð0;NÞ  R2;
uð0; xÞ ¼ u0ðxÞ; xAR2;
@tuð0; xÞ ¼ u1ðxÞ; xAR2;
8><>: ð1:1Þ
where u ¼ uðt; xÞ :Rþ  R2-R; a40:
The semilinear Cauchy problem (1.1) has been investigated by many authors
[10,12–16,18,19,21–24,27,31–33].
It has been conjectured that the damped wave equation has the diffusive structure
as t-N (see [1,17]). This suggests that problem (1.1) should have a similar critical
exponent as one can observe for the semilinear heat equation. This exponent a ¼ 2
n
is
known as the Fujita exponent (cf. [9]). Indeed, Todorova–Yordanov [31] proved that
the critical exponent of (1.1) is exactly the same as the Fujita exponent for the
semilinear heat equation a ¼ 2
n
in general space dimension. This result is obtained by
taking the data of a compact support. Ikehata–Miyaoka–Nakatake [13] showed the
global existence of the weak solution to (1.1) and its decay when 1oao 2
n2 ðn ¼
1; 2; 3Þ without assuming that the data is compact support. When n ¼ 3 and a42
3
;
Nishihara [25] showed the global existence of the weak solution to (1.1) and its
decay. Ono [27] also showed the global existence for a42
n
when n ¼ 1; 2; 3 for the
data in ðH1-L1Þ  ðL2-L1Þ (see also [14]).
To analyse the dissipative structure further more, Nishihara [25] considered the
three-dimensional Cauchy problem for the linear damped wave equation and
obtained the Lp  Lq estimate of the difference with the solution of corresponding
heat and wave equations. More precisely, let uðt; xÞ be the solution to the following
linearized damped wave equation;
@2t u  Du þ @tu ¼ 0; ðt; xÞAð0;NÞ  R3;
uð0; xÞ ¼ u0ðxÞ; xAR3;
@tuð0; xÞ ¼ u1ðxÞ; xAR3;
8><>: ð1:2Þ
vðt; xÞ be the solution of linear heat equation;
@tv  Dv ¼ 0; ðt; xÞAð0;NÞ  R3;
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and wðt; xÞ and w˜ðt; xÞ be the solution of linear wave equation:
@2t w  Dw ¼ 0; ðt; xÞAð0;NÞ  R3;
wð0; xÞ ¼ u0ðxÞ; xAR3;
@twð0; xÞ ¼ u1ðxÞ; xAR3;
8><>: ð1:4Þ
where w˜ðt; xÞ corresponds the solution of the linear wave equation (1.4) with the
initial data wð0; xÞ ¼ 0; @twð0; xÞ ¼ u0ðxÞ: Then for tX1;
























pCtg1ðjju0jjLq þ jju1jjLqÞ ð1:5Þ






Þ: Marcati–Nishihara [19] also showed the Lp  Lq estimate (1.1)
when n ¼ 1: This estimate was applied to the semilinear problem (1.1).
Our purpose of this paper is to obtain the similar Lp  Lq estimate as (1.5) in the
two space dimensions. To derive the linear estimate (1.5), Nishihara used the explicit
form of the fundamental solution to the linear damped wave equation which is
expressed by the Bessel function. One-dimensional result can be also dealt with the
exact form of the fundamental solutions. However, the explicit form of the evolution
kernel in the two-dimensional case is rather complicated. To avoid this complexity,
we employ the Fourier transform and observe the detailed asymptotics of the
fundamental solution to (1.2) in two-dimensions. The Taylor expansion of the
Fourier transform of the evolution operator implies the asymptotics like (1.5). An
analogous method was applied by Matsumura [21], Kawashima–Nakao–Ono [16].
The key point is how to obtain the estimate for the high-frequency part of the
fundamental solution. The argument due to Marshall–Strauss–Wainger [20] inspires
us to employ the modiﬁed way of stationary phase method on the expression of the
Fourier transform for the radial function. We should note that quite recently,
Narazaki [23] also obtained the similar asymptotic decomposition for any higher
dimensions. However, his expansion in the high frequency is not explicitly expressed
by the solution of the wave equation but some modulated form. This is partially
because the extracting the solution of the wave equations from the solution of the
damped wave equation as in the form (1.5) is only possible for the lower dimensional
cases n ¼ 1; 2; 3:
Next, we give the global existence and decay rate of the solutions to the semilinear
problem (1.1) with a small initial data. It is observed by Ono [27] that the semi-linear
problem has a global solution for the small data when the exponent is super critical
a42=n: Applying the estimate for the linear problem (1.2) in two dimensions, we
show the global existence of the solution to problem (1.1) for a wider class of initial
data. To reduce the condition on the initial data, we introduce the Besov space
B12;1ðR2Þ which is one of the largest class embedded into LN in n ¼ 2: We employ the
successive approximation for the corresponding integral equation and obtain the
solution by the ﬁxed point theorem.
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Finally, we consider the asymptotic behavior of the solutions to the semilinear
problem. We prove that the solution to nonlinear damped wave equation (1.1)
obtained above can be decomposed into the solutions of related forced heat equation
and linear wave equations and it holds a related Lp  Lq type estimate to (1.5) with v
being changed to the solution of the inhomogeneous heat equation. As a by-product
of this estimate, we show that the solution of nonlinear damped wave equation
approximately converges to the heat kernel as the self-similar proﬁle, namely
t11=pjjuðtÞ  MGtjjLp ¼ oð1Þ ð1:6Þ
as t-N; where M is a certain constant and Gt is the two-dimensional heat kernel.
This nature was observed in the study for the semilinear heat equations (cf.
Escobedo-Zuazua [7] for heat convection case and Carpio [5], Fujigaki–Miyakawa
[8] for the case of the Navier–Stokes equation). For the semilinear damped wave
equations, Gallay–Raugel [10] showed (1.6) for n ¼ 1 in slightly general equation
(see also Karch [15] for the case 4=noa; n ¼ 2; 3). Our result covers the whole super
critical case a41:
Before closing this section, we give some notations to be used below. Let F½ f 
denote the Fourier transform of f deﬁned by




with cn ¼ ð2pÞ
n
2: For r40; Brðx0Þ ¼ fxARn: jx  x0jorg is the open ball in Rn and
Br ¼ Brð0Þ: The norm of a Banach space Z is denoted by jj  jjZ: For kAN,f0g;
pA½1;N; W k;pðRnÞ is the Sobolev space;






The Sobolev space introduced by the Fourier transform is written as Hs;pðRnÞ; for
sAR;
Hs;pðRnÞ :¼ f :Rn-R: jj f jjHs;p :¼ jjF1½/xSsfˆðxÞjjLpoN
n o
;
where / S :¼ ð1þ j  j2Þ12: It is well known that the Fourier multiplier theorem
implies W k;pðRnÞ ¼ Hk;pðRnÞ if 1opoN: Let f #fjðxÞgNj¼NCCN0 ðRnxÞ be the
Littlewood–Paley dyadic decomposition:










#fjðxÞ ¼ 1; with #f0 :¼ #c:
8>><>>>:
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By using the Littlewood–Paley dyadic decomposition, the Besov space Bsp;s is deﬁned
as follows:
For sX0 and 1pp; spN;









See for the details of the Besov space [2].
2. Main theorems
Our ﬁrst theorem is the result for the Cauchy problem of the linear equation
@2t u  Du þ @tu ¼ 0; ðt; xÞAð0;NÞ  R2;
uð0; xÞ ¼ u0ðxÞ; xAR2;
@tuð0; xÞ ¼ u1ðxÞ; xAR2:
8><>: ð2:1Þ
Theorem 2.1. For 1pqpppN and u0; u1ALqðR2Þ; let uðt; xÞ be the solutions to (2.1)
and vðt; xÞ; wðt; xÞ; w˜ðt; xÞ be the solutions to the following Cauchy problems (2.2),
(2.3), and (2.4), respectively,
@tv  Dv ¼ 0; ðt; xÞAð0;NÞ  R2;
vð0; xÞ ¼ u0ðxÞ þ u1ðxÞ; xAR2;
(
ð2:2Þ
@2t w  Dw ¼ 0; ðt; xÞAð0;NÞ  R2;
wð0; xÞ ¼ u0ðxÞ; xAR2;
@twð0; xÞ ¼ u1ðxÞ; xAR2;
8><>: ð2:3Þ
@2t w˜  Dw˜ ¼ 0; ðt; xÞAð0;NÞ  R2;
w˜ð0; xÞ ¼ 0; xAR2;
@tw˜ð0; xÞ ¼ u0ðxÞ; xAR2:
8><>: ð2:4Þ




; we have the following Lp  Lq estimate

























g1ðjju0jjLq þ jju1jjLqÞ; tX1;
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Remark. (i) Let uðt; xÞ be the solutions to (2.1) and vðt; xÞ be the solutions to the





jjuðtÞ  vðtÞ  e t2ðM0ðtÞu0 þ M1ðtÞu1ÞjjLppCð1þ tÞ
ng
2
1ðjju0jjLq þ jju1jjLqÞ ð2:6Þ
for all t41; where
M1ðt; xÞ ¼F1 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jxj2  1
4









































: The above result shows that when the dimension is
higher the terms of M0ðt; xÞ and M1ðt; xÞ are increasing. Even when the dimension is
two, it can be simpliﬁed as
















































pCð1þ tÞg1ðjju0jjLq þ jju1jjLqÞ ð2:7Þ
for all t41: As is seen, the terms appearing (2.7) is not exactly the solution of wave
equation, while our result is given by the solution of wave equation. Also we remark
that our result includes the case q ¼ 1; p ¼N:
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(ii) When n ¼ 2; it is well known that the solution vðt; xÞ of (2.2) satisﬁes the
following Lp  Lq estimate;
jjvðtÞjjLppCtgðjju0jjLq þ jju1jjLqÞ; 1pqpppN:
Similarly wðt; xÞ and w˜ðt; xÞ also satisfy
jjwðtÞjjLppCtg
0 ðjjjrjmu0jjLq þ jjjrjm1u1jjLqÞ;
2ppo 2ðn þ 1Þ











Comparing those estimates, Theorem 2.1 shows that the large-time asymptotic
proﬁle of the solution to the damped wave equation is converging to the solution of
the heat equation. On the other hand, since estimate (2.5) separates the wave part of
the solution to the damped wave equation, the regularity of the initial data is not
required. In other words, when we show the Lp estimate for the solution to (2.1), the
regularity assumption on the data is required which is completely determined by
wave part of the solutions wðtÞ and w˜ðtÞ:
Our next purpose is to consider the Cauchy problem of the semi-linear equation
(1.1). First we show the time-global existence theorem as follows.
Theorem 2.2. Let 2pppN and u0AB12;1ðR2Þ-L1ðR2Þ; u1AB02;1ðR2Þ-L1ðR2Þ and
a41: If jju0; u1jjX :¼ jju0jjB1
2;1
þ jju0jjL1 þ jju1jjB0
2;1
þ jju1jjL1 is sufficiently small, then




Þjju0; u1jjX : ð2:8Þ
Moreover, we have
uðtÞACð½0;NÞ; H1Þ-C1ð½0;NÞ; L2Þ ð2:9Þ
and
jjruðtÞjjL2pCð1þ tÞ1jju0; u1jjX : ð2:10Þ
Remark. Suppose that the data ðu0; u1ÞAðB12;1ðR2Þ-W 1;1ðR2ÞÞ  ðL2ðR2Þ-L1ðR2ÞÞ;
then one can extend estimate (2.8) for 1pppN as in [25,27]. Note that the condition
on the exponent of the nonlinear term is exactly the critical case; a41: When ap1; it
is known that there exists blow up solution in n ¼ 2 (see [18,31]).
When n ¼ 2 and a41; Matsumura [21] showed the global existence of a small
solution to (1.1) with small initial data ðu0; u1ÞAðH4ðR2Þ-L1ðR2ÞÞ 
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ðH3ðR2Þ-L1ðR2ÞÞ and its decay in L2ðR2Þ and LNðR2Þ: The decay order is the same
as (2.8) when p ¼ 2 and p ¼N: Nakao–Ono [22] has obtained the global solution
uðtÞACð½0;NÞ; H1Þ-C1ð½0;NÞ; L2Þ for 4
n
pao 4
n2 ðnX3Þ; 4npaoN ðn ¼ 1; 2Þ and
showed the decay with small initial data. When n ¼ 3; Nishihara [25] obtained the
global existence of a unique solution to (1.1) with the condition
ðu0; u1ÞAðW 1;1-W 1;NÞ  ðL1-LNÞ and a423: It is also showed in [25] that the
solution has the Lp  Lq decay property. Ono also proved the similar global result
[27]. Although the class of initial data B12;1 in our Theorem 2 is slightly smaller than
the energy class H1; it is one of the largest class that includes LN and the condition
of the derivatives of data is weakest as known.
We give the two-dimensional version for the result of the semilinear equation
which corresponds to the result due to Nishihara [25] when n ¼ 3:
Theorem 2.3. Let a41; 1pppN; u0AB12;1ðR2Þ-L1ðR2Þ and u1AB02;1ðR2Þ-L1ðR2Þ:
For a solution uðt; xÞ to (1.1), let %vðt; xÞ be the solution to the following perturbed heat
equation:
@t %v  D %v ¼ jujau; ðt; xÞAð0;NÞ  R2;
%vð0; xÞ ¼ u0ðxÞ þ u1ðxÞ; xAR2:
(
ð2:11Þ
Then if jju0; u1jjX :¼ jju0jjB1
2;1
þ jju0jjL1 þ jju1jjB0
2;1
þ jju1jjL1 is sufficiently small, we
have for tX1;
uðtÞ  %vðtÞ  e
t



























Þejju0; u1jjX ; ð2:12Þ
where e ¼ minf1; a ð1 1
p
Þg40:
Remark. When n ¼ 3; Nishihara [25] showed the analogous estimate as (2.12) with
the initial data ðu0; u1ÞAðW 1;1-W 1;NÞ  ðL1-LNÞ and a423: The reason why the
regularity assumption of our result is much reduced than [25] is because we remove
the wave part wðtÞ and w˜ðtÞ as well as heat part %vðtÞ from the solution uðtÞ of (1.1)
(see the remark after Theorem 2.1 on the initial data).
Since the above theorem states that the main term of the solution uðtÞ is
asymptotically expressed by %vðtÞ; one can derive the asymptotic self-similar proﬁle of
the solution as is shown in [10] for the one-dimensional case.
Corollary 2.4. Let a41; 1pppN and let u0 satisfy u0AW 1;1ðR2Þ besides the same
conditions in Theorem 2.3. For a solution uðt; xÞ to ð1:1Þ; we have the following
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asymptotic self-similar form: for t-N;
uðtÞ  MGt  e
t








































To identify the asymptotic self-similar proﬁle is rather well-known for the solution
of semilinear heat equations. For the semilinear damped wave equations, Gallay–
Raugel [10] considered a slightly general equation in n ¼ 1 and showed the self-
similar proﬁle upto the second order. Karch [15] also considered the similar
asymptotics for more general dissipative equations. His results seems to cover the
case n ¼ 2; 3 and 4=noao4=ðn  2Þ for the negative sign of the nonlinear term.
3. Preliminaries
3.1. Interpolation and useful inequalities
In this section, we prepare several lemmas for the following sections. For
fAL2-Lp; 1pppN; let mðxÞ be the Fourier multiplier and Tm be the Fourier
multiplier operator deﬁned by




We deﬁne Mp and MpðmÞ as follows.






The following lemma is well known Carleson–Beurling’s inequality and is useful to
show the Lp boundedness for Fourier multipliers.
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Lemma 3.1 (Carleson–Beurling’s inequality). If mAB
n
2
























See for the proof of Lemma 3.1 [4, p. 18].
We also use the following well-known interpolation theorem (see [2]).
Lemma 3.2 (The Riesz–Thorin complex interpolation). For 1pp0; p1pN; let T be
the linear operator bounded from Lq0 to Lp0 and Lq1 to Lp1 ; namely for some
M0; M140;
jjTf jjLp0pM0jj f jjLq0 ;
jjTf jjLp1pM1jj f jjLq1 :
Then for yAð0; 1Þ andfALq; we have














The following lemma is useful to estimate the decay of the solution.
Lemma 3.3. Let a40; b40 and maxða; bÞ41: There exist a constant C depending
only on a and b such that the following inequality holds:Z t
0
ð1þ t  sÞað1þ sÞb dspCð1þ tÞminða;bÞ:
In particular, we have Z t
0
ecðtsÞð1þ sÞb dspCð1þ tÞb
for any c40:
See for the proof of Lemma 3.3 [28].
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3.2. Solutions of linear equation
According to Courant–Hilbert [6], we introduce the Fourier transform of the




























Then the solution uðtÞ of linear equation (2.1) is given through the Fourier transform
by K0ðtÞ and K1ðtÞ as





The Duhamel principle implies that the solution uðtÞ of nonlinear equation (1.1)
solves the integral equation
uðt; xÞ ¼ Kðu0; u1Þ þ
Z t
0
K1ðt  sÞ  jujauðs; Þ ds: ð3:4Þ
Similarly, we introduce the evolution group of the wave equation; let W0ðtÞ; W1ðtÞ
be
W0ðtÞ :¼ cosðtjrjÞ ¼ F1½cosðtjxjÞ; ð3:5Þ





The solution wðtÞ of linear wave equation (2.3) is also given by
wðtÞ :¼ W0ðtÞu0 þ W1ðtÞu1: ð3:7Þ
One of the evolution operators W1ðtÞ satisﬁes the following estimate:
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(ii) When n ¼ 2; W1ðtÞ satisfies the following LN  LN estimate
jjW1ðtÞgjjLNptjjgjjLN ð3:9Þ
for gALNðR2Þ: Especially, the operator W1ðtÞ belongs to the class Mp for all 1pppN
with the bound t:
Proof of Lemma 3.4. (i) See for example [3,11,30].














































































p dr ¼ tjjgjjN: &
4. Proof of Theorem 2.1
We show that the solution of the linear damped wave equation can be
approximated by the solutions of heat and wave equations. This can be observed
by a heuristic argument as follows. By the deﬁnition of bK0ðtÞ; bK1ðtÞ; we see for the
low frequency part jxjp1
2
that























q' (0@ 1A; ð4:1Þ
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On the other hand, for the high-frequency part jxj41;
bK0ðtÞ ¼ et2 cosftaðxÞgC et2 cosðtjxjÞ þ et2 t


















bK1ðtÞ ¼ et2 sinftaðxÞgaðxÞ C et2 sinðtjxjÞjxj þ et2O tdjxj2
 !







where d40: Hence one can represent the error of the solution as
K0ðtÞ  e
t





















 etDðu0 þ u1Þ
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According to the above observation, to prove Theorem 1, it sufﬁces to show the
following proposition.
Proposition 4.1. Let K0ðtÞ; K1ðtÞ be the evolution operator of (2.1) and W0ðtÞ; W1ðtÞ
be defined in (3.5) and (3.6). Then for 1pqpppN and gALqðR2Þ; we have
K0ðtÞ  e
t





























































Then the proof of Proposition 4.1 can be reduced into the following proposition.
Proposition 4.2. Let 1pqpppN; gALqðR2Þ and wh; wl be cut-off functions defined by
(4.8) and (4.9). Then for all tX0; the following estimates hold with positive constant d





$wh  K0ðtÞ  e
t



































$wl  K0ðtÞ  e
t



























pCð1þ tÞg1jjgjjLq : ð4:12Þ




gjjLppCð1þ tÞg1jjgjjLq : ð4:13Þ
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Once Proposition 4.2 is proved, one can show Proposition 4.1 by noticing the
following obvious estimates for the middle-frequency parts. Let wmðxÞ :¼ 1 whðxÞ 
wlðxÞ then we have for 1pqpppN; u0ALqðR2Þ and u1ALqðR2Þ;
F1 wm K0ðtÞ  e
t



























pCedtjjgjjLq ; t40 ð4:14Þ
jjF1½wmfðK1ðtÞ  e
t
2W1ðtÞÞ  etDggjjLppCedtjjgjjLq ; t40 ð4:15Þ
for some 0odo1=2: Since the symbols are compactly supported, bounded and
smooth around jxj ¼ 1
2
; the estimates (4.14) and (4.15) are easily follows from the
Hausdorff–Young inequality.
Proof of Proposition 4.2. We show only (4.10) and (4.12). The other cases (4.11) and
(4.13) are slightly simpler and one can show them in a similar way.
Let us consider the two Fourier multipliers;
mhðxÞ :¼ whðxÞ e
t











mlðxÞ :¼ wlðxÞ e
t











We ﬁrst claim that by Lemma 3.1, mhðxÞ; mlðxÞAMp for all 1pppN: This shows
that the corresponding Fourier multiplier operators Tmh and Tml are L
p bounded.
Namely, we show the estimate of (4.10) and (4.12) for gALp with 1pq ¼ ppN:
jjTmh gjjLppCð1þ tÞ2et=2jjgjjLp ; ð4:18Þ
jjTml gjjLppCð1þ tÞ1jjgjjLp : ð4:19Þ
Next we claim the LN  L1 estimates for Tmh and Tml : For gAL1;
jjTmh gjjLNpCt1edtjjgjjL1 ; ð4:20Þ
jjTml gjjLNpCð1þ tÞ2jjgjjL1 ; ð4:21Þ
then combining those estimates, Lemma 3.2 (the Riesz–Thorin complex interpola-
tion theorem) yields
jjTmh gjjLppCtgedtjjgjjLq ; ð4:22Þ
jjTml gjjLppCð1þ tÞg1jjgjjLq : ð4:23Þ




which is the desired estimate (4.10) and (4.12).
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We ﬁrstly claim that mhAMp for all pA½1;N; namely show that (4.18). Since the
heat evolution is uniformly Lp-bounded by L1 summability of its kernel, we show the
bound for the oscillating part. Since aðxÞ  jxj ¼  1
8jxj þ Oð 1jxj3Þ for jxj41; the mean
value theorem yields for some y; y0Að0; 1Þ;
f ðt; xÞ :¼ cosftaðxÞg  cosðtjxjÞ  t
8jxj sinðtjxjÞ
¼ t
8jxj sinftðjxj þ yðaðxÞ  jxjÞÞg 
t
8jxj sinðtjxjÞ þ Aðt; xÞ
¼ t
2
8jxj yðaðxÞ  jxjÞcosftðjxj þ y
0ðaðxÞ  jxjÞÞg þ Aðt; xÞ
¼  t
2
64jxj2 y cosftðjxj þ y












0ðaðxÞ  jxjÞÞg  cos tjxjg
þ Aðt; xÞ þ Bðt; xÞ; ð4:24Þ
where
Aðt; xÞ :¼ t aðxÞ  jxj þ 1
8jxj
 
sinftðjxj þ yðaðxÞ  jxjÞÞg ¼ O tjxj3
 !
;
Bðt; xÞ :¼ yt
2









for jxj41 and t40: Since the right-hand side of (4.24) is order Oðjxj2Þ and the
symbol wh f is smooth and supported over jxj41; we have jjwh f jjL2pCð1þ tÞ2et=2:
Analogously, the derivatives up to the second order of the right-hand side of (4.24)
still have the same order Oðjxj2Þ when jxjb1: This shows that r2ðwh f ÞAL2 with
jjr2ðwh f ÞjjL2pCð1þ tÞ4et=2: Hence Lemma 3.1 implies (4.18).
Next we show (4.19). To see it, we need to be a little more careful for the order of
the time decay. Observing expression (4.1), we set
gðt; xÞ :¼ wlðxÞ e
t






Then the multiplier can be written as
mlðxÞ ¼ gðt; xÞ  wlðxÞ e
t
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The second part of the right-hand side of (4.26) is compactly supported and decays
exponentially. Hence, its L2 norm is bounded by a constant with et=2 factor. Let
fjðxÞ be the Littlewood–Paley decomposition in x variable. Then since
XN
j¼0
2jjjfj  ðwlðxÞcosðtjxjÞÞjjL2pjjc  ðwlðxÞcosðtjxjÞÞjjL2pC; ð4:27Þ
we have jjwlðxÞcosðtjxjÞjjB1
2;1
ðR2xÞpCt and the ﬁrst assertion of Lemma 3.1 yields the L
p
boundedness of the cosine part of the right-hand side of (4.26) with the bound
Ctet=2: For the sine part, we note that multiplying wl is a smoothing operator and is
certainly Lp bounded. The oscillation part can be bound by (3.9) in Lemma 3.4.
Hence, we have the Lp boundedness for the Fourier multiplier of the second part of
(4.26). The ﬁrst part can be treated as





















wlðxÞhðt; xÞ þ OðetÞ; ð4:28Þ
where







Again the second part of the gðt; xÞ has a compact support and decays exponentially.
Hence the issue is reduced to hðt; xÞ: Since hðt; xÞ is the radially symmetric function,
the second derivative with respect to x is
@2jxjhðt; xÞ ¼  2tetjxj
2 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 4jxj2












q et2 ð1 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ14jxj2p 2jxj2Þ
0B@
1CA
¼: J1 þ J2 þ J3; ð4:29Þ
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Note that the estimates for jjhr2wl jjL2ðR2xÞ and jjrhrwl jjL2ðR2xÞ have better decay
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Thus by (4.37), (4.36) and Lemma 3.1, taking n ¼ 2 and s ¼ 2; we see
MNðmlÞpCð1þ tÞ1; ð4:38Þ
which proves (4.19).
Next we show (4.20) and (4.21). In view of expansion (4.24), the following estimate
is required to derive the high-frequency estimate (4.20) (cf. [20]).
















Proof. We use the well-known formula for the Fourier transform of a radial









where r ¼ jxj and J0 denotes the Bessel function of order 0. The Bessel function J0
satisﬁes the following properties (cf. [29, p. 158]).
d
ds
ðJ0ðsÞÞ ¼ J1ðsÞ; ð4:40Þ
jJ0ðsÞj; jJ1ðsÞjpCjsj
1






cos s  p
4
' (
þ Oðs32Þ as s-þN; ð4:42Þ
jJ0ðsÞjp1 for all s40: ð4:43Þ








2 cosðtrÞcos jxjr  p
4
' (
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The second term of the right-hand side in (4.44) can be estimate as Oðt1Þ since




























































The ﬁrst term can be bounded by a constant for small to1 by (4.43) and bounded by























































































under jxjot: Hence we showed (4.39). &
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Proof of Proposition 4.2 continue. To see that (4.20) holds, it sufﬁces to prove that by





From (4.24), it follows that for 0oyo1 and jxj41;






jxj2 ¼ Aðt; xÞ þ Bðt; xÞ þ Cðt; xÞ;
where











By the Hausdorff–Young inequality for the Fourier transform, we have from the
error estimates (4.25) and (4.47) that
e
t






























































































































































: The last term of (4.49) can be treated by the stationary phase method.
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2 þ wlðxÞ e
t























From (4.30), it follows
wlðxÞ e
t






































pCð1þ tÞ2 þ Cedt ð4:52Þ
for 0odo1=2: Thus by (4.51),
jjF1½mlðxÞjjLNpCe
t
2 þ Cð1þ tÞ2 þ Cedt
pCð1þ tÞ2: ð4:53Þ
This concludes (4.21) and Proposition 4.2 has proved. &




for all tARþ and g ¼ 1q  1p: Note that the bound ð1þ tÞg in (4.54) is bounded
function for small t: It is well known that the solution v of (2.2) satisﬁes
jjvðtÞjjLppCðjju0jjLp þ jju1jjLpÞ:
Making use of (4.54) with p ¼ q; we have
jjðK1ðtÞ  e
t
2W1ðtÞÞðu0 þ u1Þ  vðtÞjjLppCðjju0jjLp þ jju1jjLpÞ
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for 0ptp1: Thus, adding to (4.7) with tX1; the estimate
jjðK1ðtÞ  e
t
2W1ðtÞÞðu0 þ u1Þ  vðtÞjjLppCð1þ tÞ1ðjju0jjLp þ jju1jjLpÞ ð4:55Þ
holds for 1pppN: Both (4.54) and (4.55) is necessary to prove Theorems 2.2 and
2.3.
5. Proof of Theorem 2.2
First we give a linear estimate for the homogeneous part (2.1).
Lemma 5.1 (Matsumura [21]). Let u0AB12;1ðR2Þ-L1ðR2Þ and u1AB02;1ðR2Þ-L1ðR2Þ:
Then the solution uðt; xÞ ¼ Kðu0; u1Þ to (2.1) satisfies the following estimates:
jjKðu0; u1ÞjjL2pCð1þ tÞ
1
2ðjju0jjL2 þ jju0jjL1 þ jju1jjL2 þ jju1jjL1Þ; ð5:1Þ
jjKðu0; u1ÞjjLNpCð1þ tÞ1ðjju0jjB1
2;1





þ jju0jjL1 þ jju1jjB0
2;1
þ jju1jjL1Þ: ð5:3Þ
Proof. The ﬁrst estimate (5.1) is shown by Matsumura [21]. The last estimate (5.3)
follows from the estimate
jjrKðu0; u1ÞjjL2pCð1þ tÞ1ðjju0jjH1 þ jju0jjL1 þ jju1jjL2 þ jju1jjL1Þ;








We only show the ﬁrst inequality (5.4). The other case can be proved by a similar
way. By Hausdorff–Young’s inequality,
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pCð1þ tÞ1jju0jjL1 : ð5:7Þ



















To estimate I3; we recall f #fjðxÞgNj¼N be the Littlewood–Paley dyadic decomposi-
tion. Let



















jj *#fjðxÞjjL2 jj #fj uˆ0jjL2
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By (5.6)–(5.9), we have (5.4). &
Lemma 5.2 (Matsumura [21]). Let K1 be the operator defined in (3.2). For
fAH1ðR2Þ-L1ðR2Þ; we have
jjK1 f jjL2pCjj f jjL2 ; ð5:10Þ
jjrK1 f jjL2pCðjj f jjL1 þ jj f jjL2Þ: ð5:11Þ
See [21] for the proof of Lemma 5.2.
To show the existence of solution, we introduce the successive approximation
sequence fuðnÞgNn¼0 deﬁned as follows:
uð0Þðt; xÞ ¼ Kðu0; u1Þ;
uðnþ1Þðt; xÞ ¼ Kðu0; u1Þ þ
R t
0
K1ðt  sÞjuðnÞjauðnÞðs; Þ ds:
(
ð5:12Þ
We also deﬁne the metric space X ; Y as follows.
X :¼ fðu; vÞAðB12;1-L1Þ  ðB02;1-L1Þ : jju; vjjXoNg; ð5:13Þ
Y :¼ fuACð½0;NÞ; L2-LNÞ : jjujjYoMg; ð5:14Þ
where
jju; vjjX :¼ jjujjB1
2;1
þ jjujjL1 þ jjvjjB0
2;1
þ jjvjjL1 ; ð5:15Þ
jjujjY :¼ sup
tA½0;NÞ
fð1þ tÞ12jjujjL2 þ ð1þ tÞjjujjLNg: ð5:16Þ
Proposition 5.3. Let fuðnÞgnAN be the sequence defined by (5.12). If jju0; u1jjX is
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fð1þ tÞ12jjuð0ÞðtÞjjL2 þ ð1þ tÞjjuð0ÞðtÞjjLNg
pC0jju0; u1jjX : ð5:18Þ
Next we assume that jjuðnÞjjYp2C0jju0; u1jjX for nX1: Since a41; we have from
(5.10) and (5.12) that
jjuðnþ1ÞjjL2p jjuð0ÞjjL2 þ C
Z t
0
jjK1ðt  sÞjuðnÞjauðnÞðsÞjjL2 ds
p jjuð0ÞjjL2 þ CjjuðnÞjjaþ1X
Z t
0
ð1þ t  sÞ12ð1þ sÞa ds
p jjuð0ÞjjL2 þ C1ð1þ tÞ
1
2jjuðnÞjjaþ1X : ð5:19Þ
Using (3.9) in Lemma 3.4 and (4.54) with p ¼N; q ¼ 1; it follows
jjuðnþ1ÞjjLNp jjuð0ÞjjLN þ C
Z t
0
jjðK1ðt  sÞ  e
ts






2 jjW1ðt  sÞjuðnÞjauðnÞðsÞjjLN ds
p jjuð0ÞjjLN þ C
Z t
0






2 ðt  sÞjjjuðnÞjaþ1jjLN ds
p jjuð0ÞjjLN þ C
Z t
0






2 ðt  sÞð1þ sÞa1 dsjjuðnÞjjaþ1X
p jjuð0ÞjjLN þ C2ð1þ tÞ1jjuðnÞjjaþ1X : ð5:20Þ
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Hence (5.19) and (5.20) yield
jjuðnþ1ÞjjYpjjuð0ÞjjY þ CjjuðnÞjjaþ1Y ;
where C is maxðC1; C2Þ: Therefore if 2Cð2C0jju0; u1jjX Þao1; then we have
jjuðnþ1ÞjjYp2C0jju0; u1jjX : &
To see the approximation sequence fuðnÞgnAN is Cauchy, we need the following
proposition.





jjuðnÞ  uðn1ÞjjY : ð5:21Þ









ðK1ðt  sÞ  e
ts






2 W1ðt  sÞðjuðnÞjauðnÞðsÞ  juðn1Þjauðn1ÞðsÞÞ ds: ð5:22Þ
Noting that
jajaa  jbjab ¼
Z t
0
ðaþ 1Þjya þ ð1 yÞbjaða  bÞ dy
for any a; b40; it follows by Minkowski’s inequality that
jjðjuðnÞjauðnÞðsÞ  juðn1Þjauðn1ÞðsÞÞjjL2
pCðjjjuðnÞjajjLN þ jjjuðn1ÞjajjLNÞjjuðnÞ  uðn1ÞjjL2
pCðjjuðnÞjjaLN þ jjuðn1ÞjjaLNÞjjuðnÞ  uðn1ÞjjL2 :
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ðjjuðnÞjjaLN þ jjuðn1ÞjjaLNÞjjuðnÞ  uðn1ÞjjL2 ds






2jju0; u1jjaX jjuðnÞ  uðn1ÞjjY : ð5:23Þ





jjðK1ðt  sÞ  e
ts


























2 ðt  sÞð1 sÞa1 dsðjjuðnÞjjaY þ jjuðn1ÞjjaY ÞjjuðnÞ  uðn1ÞjjY
pC4ð1þ tÞ1jju0; u1jjaX jjuðnÞ  uðn1ÞjjY : ð5:24Þ




jjuðnÞ  uðn1ÞjjY ð5:25Þ
under the condition maxðC3; C4Þjju0; u1jjaXp12: Hence we proved the proposi-
tion. &
Proof of Theorem 2.2. We ﬁx a constant C0 so that (5.18) is satisﬁed. Put M ¼
2C0jju0; u1jjX : Since by Propositions 5.3 and 5.4, the sequence fuðnÞgnAN; deﬁned
ARTICLE IN PRESS
T. Hosono, T. Ogawa / J. Differential Equations 203 (2004) 82–118 109




uniquely exists in Y : By the ﬁxed point theorem, we have the solution u to the






namely we obtain (2.8). Moreover, using (5.3) and (5.11),
jjruðtÞjjL2p jjrKðu0; u1ÞjjL2 þ
Z t
0
jjrK1ðt  sÞjujauðsÞjjL2 ds
pCð1þ tÞ1jju0; u1jjX þ
Z t
0
ð1þ t  sÞ1ðjjjujauðsÞjjL1 þ jjjujauðsÞjjL2Þ ds
pCð1þ tÞ1jju0; u1jjX þ
Z t
0
ð1þ t  sÞ1ð1þ sÞa dsjju0; u1jjX
pCð1þ tÞ1jju0; u1jjX : ð5:27Þ
Therefore, we have (2.9) and (2.10). This completes the proof of
Theorem 2.2. &
6. Proof of Theorem 2.3
In Theorem 2.3, we show that the semilinear damped wave equation can be also
approximated by the solutions of heat and wave equations as well as the linear
equation. We prove Theorem 2.3 by applying the linear estimates and the decay
estimate obtained in Theorems 2.1 and 2.2.
Proof of Theorem 2.3. Let u; %v; w; w˜ be the solutions to (1.1), (2.11), (2.3), (2.4),
respectively. Then using the solution v of (2.2), we have
uðtÞ  %vðtÞ  e
t

























fðK1ðt  sÞ  e
ts
2 W1ðt  sÞÞ  eðtsÞDgjujauðsÞ ds: ð6:1Þ
By Theorem 2.1,
uðtÞ  %vðtÞ  e
t





































jjfðK1ðt  sÞ  e
ts
2 W1ðt  sÞÞ  eðtsÞDgjujauðsÞjjLp ds: ð6:2Þ













































2 jjW1ðt  sÞjujauðsÞjjLp dspCð1þ tÞ
ð11
p
Þejju0; u1jjX : ð6:4Þ
To estimate the third term of (6.2), we use the identity; for a; b; c40;
a2  b2  c2 ¼ ða  bÞða  b  cÞ þ ða  b  cÞc þ 2ða  bÞb:
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jjfðK1ðt  sÞ  e
ts

















 K1 t  s
2
' (














































































¼: I1 þ I2 þ 2I3: ð6:5Þ




ð1þ t  sÞ1 K1 t  s
2
' (





























ð1þ t  sÞð1
1
p
Þ1ð1þ sÞa dsjju0; u1jjX :




Þejju0; u1jjX : ð6:6Þ
By (4.55) in the remark after proof of Theorem 2.1 and the Lp  Lq estimate of heat









ð1þ t  sÞ1ðt  sÞð1
1
p










Þð1þ sÞa dsjju0; u1jjX
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Þ1jju0; u1jjX þ Cð1þ tÞ
ð11
p
Þejju0; u1jjX : ð6:7Þ
















































































4 ðt  sÞð1þ sÞa dsjju0; u1jjX : ð6:8Þ




Þejju0; u1jjX : ð6:9Þ
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Making use of (6.2), (6.4), (6.5), (6.7) and (6.9),
uðtÞ  %vðtÞ  e
t




























for 2pppN; a41: Thus we have completed the proof of Theorem 2.3. &
In view of Theorem 2.3, the proof for the Corollary 2.4 only requires to show the
asymptotic proﬁle of the solution of %vðtÞ: The following proposition directly yields
the result.
Proposition 6.1. Let u be a solution of the semi-linear damped wave equation and %vðtÞ
solves the homogeneous heat equation (2.11). Then we have






























uiðxÞ dx is the average of the initial data and Gt ¼ GtðxÞ ¼ 14pt ejxj
2=4t
is the heat kernel.
Proof. Since from Theorem 2.2
jjuðsÞjjaþ1Laþ1pCð1þ sÞa
and a42=n ¼ 1 implies that the above norm is integrable over tA½0;NÞ:





























since the term from the initial data is shown much easier way.
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Since a41; the last term decay faster as t-N: Hence the main term is the ﬁrst term.
















































































































































 I1 þ I2 þ I3: ð6:13Þ
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1 a dð1þ dtÞ
aþ1 þ Cða 1Þða 2Þ t




































































































































ð1 sÞ1þ1=pð1þ tsÞa ds þ Cð1þ dtÞaþ1
pC tð1þ dtÞa
 
þ Cð1þ dtÞaþ1-0 as t-N; ð6:18Þ
where we used poN and a42=n ¼ 1: When p ¼N; we simply arrange the estimate
in (6.18) by using the Lp  Lq estimate of the heat ﬂow and yields the same
conclusion. &
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