. Node degree distributions for each of the 50-node and 100-node networks produced by GeneNetWeaver (Schaffter et al. 2011) . The distributions are varied, with the E. coli networks tending to have more hubs, and the S. cerevisiae networks tending to be more densely connected. Figure S3 : Related to Figure 5 . Influence of discretization algorithm and estimator on network inference performance. AUPR (A) and AUROC (B) scores quantifying the accuracy of inferred networks calculated using in silico data simulated from five 50-gene networks (see Methods). Coloured lines indicate the results obtained with different datasets. Each plot shows the results obtained using a different combination of discretization algorithm (rows) and MI estimator (columns). Choice of algorithm and estimator clearly affects the relative scores of the network inference algorithms, suggesting that comparisons made using inconsistent combinations should be interpreted with caution; we find that the PIDC inference algorithm performs consistently well across the different combinations. The R package minet was used to implement the existing algorithms using the default parameters (Meyer et al. 2008) .
MI (estimator)
MI (maximum likelihood) Figure S4 : Related to Figure 5 . Influence of discretization algorithm and estimator on MI rank. MI was estimated for every pair of genes in a 50-gene in silico network, using different combinations of discretization algorithms (uniform width or Bayesian blocks (Vanderplas et al. 2012 , Scargle et al. 2013 ) and MI estimators (Dirichlet, Miller-Madow, shrinkage and maximum likelihood); see Methods for details. Each plot shows the relative ranks of MI scores obtained using the maximum likelihood estimator (horizontal axis) versus one of the other estimators (vertical axis); the top and bottom rows show results obtained using data discretized using a uniform width or Bayesian blocks algorithm respectively. MI ranks were the most consistent when using Bayesian blocks discretization (with the exception of the Miller-Madow estimator, which is an entropy bias correction that should not be used in higher-dimensional estimation and is included here due to its frequent misuse as an MI estimator). Table S1 : Related to Figures 2 and S2. Topological characteristics of the 50-node and 100-node (in brackets) networks from which data were simulated by GeneNetWeaver (Schaffter et al. 2011) . In all networks the vast majority of all possible node triples were either unconnected or had only one edge connecting two nodes in the triple. Figure S3 and Table S3 . Joint entropy estimates, in bits, for up to four independent random variables, calculated using different estimators and uniform width discretization. Each variable is uniformly distributed over n = 64 bins and sampled 64 2 times, with theoretical entropy, log 2 (n). The theoretical joint entropy of independent variables is the sum of their entropies. The Dirichlet estimator is given priors of 1/n or 1, and the shrinkage estimator is given a uniform target (as indicated in parentheses in table headings). The means of 100 repetitions are given, and the variances are all < 10 −4 . Only the Dirichlet and shrinkage estimators produce accurate estimates with three and four variables.
Number of variables
Theoretical value
Maximum likelihood
MillerMadow Table S3 : Related to Figure S3 and Table S2 . Estimates of the difference between joint and marginal entropies of four independent random variables. The theoretical difference for independent variables is 0. Estimates are made for three sets of variables, drawn from three different distributions (uniform, normal or exponential). The Dirichlet estimator is given priors of 1/n and 1, and the shrinkage estimator is given a uniform target (as indicated in parentheses in table headings). The means of 100 repetitions are given, and the variances are all < 0.2. The estimators perform differently depending on the distribution: the Dirichlet and shrinkage estimator are the most accurate when given the correct prior, but can be the least accurate when the prior is wrong.
Distribution Maximum likelihood
MillerMadow 
