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OQ Las ecuaciones en diferencias finitas coristltuyen un material relativamente
poco conocido, a pesar de que desde el siglo p asado George Boole escribi6 una
obr a y a cl asic a sobre elias, esp ecl elmente sabre las del tipo ordinario, con una
sola variable discreta independiente. Sin embargo, el caso de dichas ecuaciones
ordinarias lineales, es bien conocido de los tratadtst as p.z.r.o.s ] y sabre else
conocen los teoremas de exi stenci a y unicidad de soluclone s , de sup erposicion de
soluciones particulares y otros en los cuales se apoy a el estudio de esas ecuaci.2.
ne s. Hay metodos conocido s y sencillospara resolver esas ecuaciones, sean ho-
mogeneas 0 no homogeneas, cuando los coeficientes san const aite s y en algunas
formas especi ales de coeflclente s vari abies.
lQ Lo l,ue sf no aparece presentado en ninguno de los tratados sobre e stos temas
(ver blblioqr aff a al final de este artjculo) son las ecuaciones sumator las. Solo
Jordan las menciona de p asada , como una posibilidad , perc sin dedicarles ninguna
atenclen • Por este motivo , y per haberl as encontrado en varlo s trabajos sabre
graduaci6n de series estadlsticas (especialmente demograticas), el autor deesta
nota ha dedicado algun esfuerzo al estudio de las ecuaciones sumatorias y de m,i
todos para resotverlas •
2Q Una ecu aci 6n sumatori a es un a ecu aci6n funcion al de I a forma
i=b
(2.1) u(x) = I(x) + ,\ L F [ x , !' uri) ]
i=a
en donde u(x) es una sucestsn de valores re ale s , cuya forma se trata de e stable-
cer, Que es funcion de la variable discreta x, ,. I(x) es una suceslen definida
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para los valores de lamisma variable x , F es una forma funcional que contiene
expl [citamente a x , a u(i) y, a veces, al mismo indice i , Este [ndice adopta
los valore s de l a variable x , a los cuales pertenecen, per supuesto, los limites
de Ia sumatori a, a. b. En cuanto a ,\ , es un par;imetro real cuyo valor puede
estar prescrito de zntemano 0 no .
Parano compll car innecesariamente el estudio de estasecuaciones en un
primer enfoque , suele convenlr se en que los valore s que recorren x, i son
equidi stantes, s , en particular, que coincidei con los numeros naturales, 10
cual no es unarestricci6n esenci al •
3Q Con esta notaci6n , una ecuaci6n sumatori a lineal (de segunda esieclej tiene
I a forma
(3.1) i=bu(x) = I(x) + A I Kt x, i) u(i).
i=a
x E to. 1, 2.... I
EI lector recono cerj enseguida I a aJalogia formal entre este tipo de ecuacio-
nes y las ecuaciones integrales lineales, de manera que a I as sumatorias podri-
an apli carse I as clasificaciones y Ias definiciones (J.Jeson usuales para I as e-
cuaciones integrales. Por ejemplo, direrno s que l a ecuaci6n <3.1). es de segunda
esrecle mientras que la ecuaci6n
(3.2) ~ I(x)
i=h
I K(x. i) u(i)
i=a
es de primera especi e. Asi mi smo, en <3,1> direno s CJ.lees homogenea si I(x) =
o ( con cada valor de x)y que es no-homogenea en el caso cootrario. Si uno de
los Ifmites, de la sumaci6n (par ejemplo, h) es variable con la misma x, la e-
cuaci6n se llama de Volterra. y si ambos Ifmites son constantes, se llama de
Fredholm. [7, 9] •
4Q Sealaecuaci6n m diferenciasfinitas, lineal, no-homogenea
en donde g(x) es una sucesi6n conocida. Veremos CJ.lesta ecuacion es equiva-
Iente a una ecuaci6n sumatori a de Vol terra, de segunda especie •
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!::n efecto : pongamos
/).n y(x) = u(x)
entonces
x-l








en donde Pix) es un pol inornio de grado r , como se de sirende de un teorern a
muy conocido de I a teor] a de sucesiones(cornunmente II amada calculo de diferen-
clas flnitas ), Este polinomio puede calcularse en cada caso , por el procedimien
to relteratlvo indicado en (4,2), y acudiendo a las identidades bi ei conocldas •
n=x-l k
I n = Bk (x - 1). k E {I, 2••••
n=o
en donde Bk(x) es el polinomio de Bernouilli de orden k con argumento x , [ 8•..
10] De este modo l a ecuaclsn (4.1) se Iransforma en
(4.3)
x-I x-I x r!






= soi- I c. ~ a .. P.(x)
i-L t 1=0 HI I •














identidad por medic de l a cual una sumac lsn multiple, de multiplicidad h ,puede
expresarse por una sumaclgn simple (de orden 1) , EI autor no ha vi sto publicada
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ni utilizada esta f6rmula en ningunaotra parte de fa literatura referenteal tema,
que el autor ha explorado extensamente. Esta identidad es l a analoga de l a for-
mula de Abel, que permite expresar integrales multiples como una integral de
convoluclgn ,
La demostraci6n de (5,Il se aioya en cuatro teoremas el ementales, mas 0
menos conocidos , referentes a las funciones generatrices de sucesiones reales
(supue sto que admiten funci6n generatriz , por supuesto) :
..
xh'l'l
~ u(i) I = gl u(i) I
i=o
J
(1 • x la) (5.1.1)
x-L <r!
g I ~ ~
"t =0 x2=0
h sum acione s
siendo g el operador juncion generatri z 0 tr ansform acidn » Z 0 transjoTmacion
geom etric a , y x I a vari able muda de est a tran sformaci6n :
g I a(i) I ='1,00 a(i) xi = G(x).
i=o
b) Siendo h un numero natural , y siendo i una v ari able que recorre 10 s natura-
1es (i = 0, 1, 2, • • • 'a funci6n generatriz de una hilera en el triangulo de
Pascal es :
h ). 0
10 anterior es 10 mismo cue,
(5.1.2) g l(i+h.1)1 = J/(l.xl
h·1
h > 1.
c) EI producto de las funciones generatrices de dos sucesiones es identico a I a
funci6n generatriz del producto convolutivo de I as mismas suce siones :
(5.1.3) g I a(i) 1,. gl b(i) I gla(i) * b(i) I
siendo
i
a(i) * b(i) = ~ a(j). b(i· ;)
;=0
d) La transformaci6n geometric a ( 0 de la funci6n generatriz) es univoca en ambos
sentidos ,
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Apf ic aido estas cu atro propo slctone s y haciendo un cambio de indice, resulta
de inmediato I a identidad (5.1). Ademas , observando ure
(5.2)
(
X'i-]) = (x·i·l)(x·i·2) ••• (x-i·h+]) = (x.i·]i·] 1/
h·] (h·l)! (h'l)!
y que cuando i es mayor que (x » h) los terminos (5.2) son nulo s , podemos
escrlbir la identidad (5.1) como
(5. 3)
x-L i-:
u(j) = ~ [x r i r l ] u(i)/(h·])!.
i=o
Esta f6rmul a nos permite escribir Ia ecuacion (4.3) en terminos de sumaciones sim
pies. En efecto, designando con /(x) el I ado derecho de I a ecuaci6n (4.3), esta
puede escribirse en I a forma:
x-I n-L
u(x) + 4· [a](x)+a2(x)(x·i.])+ ••• +an(x)(x.i.]) j(n.])!]u(i)t=o
= f(x)
y esta ultima es una ecuactsn sumetorla de Volterra, de segunda especie I no- ho-
mogenea, ecuivalente ala ecuaci6n en DD.FF. (4.1) propuesta ,
6Q La soluci6n de ina ecuactsnde sumaci6n de Volterra escrlta en la forma
(6.])
x·]
ut x} = f(x) + A ~ K(x,i) uri)
i=o
puede intentarse por el metodo de sustituciones sucesivas, tal como se hace con
ecuacione 5 integr aJ es de Volterr a. Sustituyendo uri) per el valor dado en I a mi 5
rna ecuacion (6.1), y repitiendo reiteradamente n veces l a sustltuclsn , se tiene
x-L . 2 x-L . i- ] .. .
(6.2) utx} = /(x) + A ~ K(x,i) f(t) + A ~ K(x,t) l s«, t1) f(t]) + ••••
o 0
x-L i.] in'Z'l
+ An ~ K(x,i) ~ K(i, ~]) ••• ~ K(in•2,in.]) f(in-]) + Rn+](x).
t=o t]=o 'n.l =0
• • • • • • * •••••
V Se trata de las potencias factoriales descendientes: x(k) = x (x.l) ... (x.k+l).
2.1




Entonces, si K,(x,i) esta definida en to dos los punto s de una cuadracula rectan-
gular R de coordenadas enteras po sltlv as (O~x~a,O~i~b),setieneun M
tal cue
I s;», i) I ~ M en 0" x < a, 0 ~ i .;; b ;
y si /(x) esta definida en x. = 0, 1, 2, ••• , a , se tiene un N tal que
I !(x) I ~ N en 0 <: x <: a.
Per otra p arte
_____r_--
J
k sum acione s
Por 10 tanto
La serie cuyo termino general es IAlk N (Ma)k;k! es convergente, yes mayoran-
te de I a serie cnyo termino general es I Tk I , como 10 indica la Inecuacign , De
e sto se sigue c:,ue la sene infinita
(6. 4) ui x) = To(x) + T l(x) + ••••••
es absoluta y uniformemente convergente, cuae sculera (JJesean losvalores (rea-
les ) de A, N , M , a.
EI resultado de l a expansion (6.2) es
x-I i-L in-I -I
Rn+ 1(x) = A
n+1 I K(x, i) I -.. I K(in_1, in) u(in)·
o i1=0 in=o
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Es cl aro que en x = 0, 1•••• ,a. u(x) tiene un maximo para su valor absolute,
que lIamaremos U, demanera que se tiene la acotaci6n
I R (x) I s: 1,\ In+1 U Mn+1 in+1)/ (n+ 1) !' n--L ,
y por 10 tanto
lim R /x) = 0
n ...cc n+
Esto nos demuestra L,ue l a funci6n dada por (6.2) es la misma que describe la
serie infinita del lado derecho de (6.4) y que e stamo s [ustlflcados al poner a
a ambas como iguales a u (x). Ademas, la expansi6n (6.4) dada en (6.4) sati s
face l a ecuactgn sumatoria (6.1) , como puede verifl carse facilmente. Esto mues
tra ~e la ecuaclsn sumatorl a de Volterra definida sobre una red fin ita tiene una
sol uci6n un i ca.
79 Un ejempfo sirve para ilustrar I a transformaci6n de una ecuaclgn en diferen-
cias finitas a una ecuacisn sumatoria y I a soluci6n de esta. Consideremos I a e-
cuaci6n
(7. 1) 82 y(x) a2 y(x) , con x = 0, 1, 2, •.•• yeO) = 0, y(l) = 1 •
Poniendo








y(x) = :£ 8y(i) + B
o
.t·1 )-1
s: ~ u(i) + Ax + B
j=o t=o
x-2
:£ (x - 1- i) u(i) + Ax + B
i=o
Las condiciones lnlcl ale s permlten evaluar las constantes aditivas, que resultan
ser B = 0 , A = 1 • Por 10 tanto, 1 a suce slzn buscada se puede escri bir








u(x) = c? x + a: L (x-I- i) uri)
i=o
(x ;:. 0).
Esta ecuacijin se puede resolver per el metodo de sustituciones sucesivas cue
ya se indic6. Reempl azaido uri) por 10 cue expresa l a ecuaclen anterior para
u(x) • y repitiendo sucesiva e indefinidamente I a mi sma sustltuclen , se lIega a
I a serie infinita
x-2 i-2 i]"2 in_2-2
L [x-Lri} L (i-l-i1) L ... L (i _2-1-i -I) i -Io 0 0 0 n n n
+ ••••••••••
Para c alcul ar los terminos de esta serie, usamos l a f6rmula sum aori a bien cono clda
[4, 11 ] :
5-1L /k) = 1
;=a k+ 1
/k+l) i' = sCk+1) - a(k+1)
a k + 1




x-2 s-z x-2 «z
~ xi- ~ (i + 1)i = xLi - L (i+ 1/2)
t=o t v- o 0 0






De manera <J1iiloga se calcul a
x-z i-L
L (x-I-i) L (i-1-i1) i1 = x(5)/51o 0
y asl los demas terminos de I a serie (7.4), cue es
(7.5) u(x) = a2 x + a4 x(3)/31 + a6 x(5)/51 + ••• + a2k x(2k-l)/(2k-1) I + •••••
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Notando que para x~ 0 se tiene




y cue 1a seri e cuyo termino generi co es
a2k x2k-l/(2k_l) !
converge absolut a y uniformemente en todo valor real de x( hacia el valor de
a senh ax -, I se deduce ure 1a serie (7.5) es ab soluta y uniformemente converqen-
te en todo valor real de x I y I en particular I en los numero s naturales. Por








(7.6) x > o.
Es evidente ure esta serie satisface la condicic5n
2
u(x) = a y(x)
que es ecuivalente ala ecuactsn en diferencias finitas (7.1); y s alsface fa con-
dici6n yeO) = 0 I Y la condicic5n y(l) = 1 , porque 1(3) = l5) = •• = O.
P or otr a parte I para cada numero natural x (por ejempfo x = p > 1 ), 1a seri e
(7.6) termina y se convlerte en un polinomio numerico I puesto que todas las po-
tenclas Iactorl ales decrecientes de P, mayore s liUe p I son identicamente nul as
1/. Por 10 t artola serie (7.6) de potencias factoriales decrecientes es la 5Olu-
ciOn de la ecuacic5n de diferencias finitas (7.1). As[ mismo ,Ia :serie (7.5) consll
tuye lasolucic5n de laecuacic5n sumatoria <7.3).
1/ Par esta misma raz6n la serie (7.5) converge unilormemente en los enteros po-
sitivos •
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La soluclon halladapuede describirse en l a siguiente tabla
x y(x) t'J.y(x) t'J.2y(x) = u(x)
0 0 1 0
1 1 1 a2
2 2 1 + a2 2a2
3 3 + a2 1 + 3 a2 302+04
4 4 + 4 a2 1+602+04 4a2+4a2
5 5+1002+ 04 1+ 1002 + 504 502+ 1004+ a6
8Q Como el ejemplo anterior podrjat aducirse mucho mas a titulo llustr attvo. La
idea cue aL,uf se sulJraya es I a posibilidad de convert! r una ecuactsn en diferer.l
ct as finitas en ecuaci6n sumatoria y el gran interes cue tiene el estudio de las
ecuaciones srmatortas I cue aun son tal poco conocldad , En cuanto a los meto-
des de resolver ecuaciones sumatorias I seran motlvo de otros ensayos ltue el 3!!
tor espera presentar en esta misma publicaci6n.
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