ABSTRACT The processing time of incremental structure from motion increases exponentially with the number of images. As a result, a huge amount of time is needed for large datasets. In this paper, to improve time efficiency, a block partitioning and a merging strategy are proposed. We automatically split the image set into several overlapping subsets, and then each subset can be processed in parallel. Finally, the reconstruction results of each subset can be merged together according to the shared images and tie points. The image adjacency matrix obtained from the feature matching result is the input of our block partitioning algorithm. And by repeatedly using the matrix bandwidth reduction algorithm to reorder the images, the block can be partitioned into subsets. The partitioning result is satisfactory, namely, images assigned into a subset have a very strong connection, and the shape of each subset is compact. Most importantly, the algorithm is very simple and fast. We have successfully processed many large-scale aerial image datasets in a computer cluster system with 10 processing nodes. And, the time efficiency and the precision of the reconstruction are satisfactory.
I. INTRODUCTION
With more and more ways to capture images, the scale of a structure from motion (SFM) problem [1] can be extremely large now. The incremental (sequential) SFM approaches are very popular methods to do the sparse reconstruction. Starting from a pair or triplet of images, a number of images are added to the current model and the result is optimized. The process repeats until the full model is solved. These types of approaches benefit from the careful progression. However, the optimization is carried out by bundle adjustment and is computationally expensive. With the expansion of image amount, two problems occur: large scale tasks cannot be executed on a single computer for the sake of memory and the processing time becomes unacceptable. To solve the problem, we propose a block partitioning and merging strategy in this paper. The whole scene is automatically split into several
The associate editor coordinating the review of this manuscript and approving it for publication was Feng Shao. overlapping subsets. Then each subset is processed parallel in a Cluster Processing System. After that, the results of each subset are merged into a complete reconstruction. The emphasis of this paper is how to split the scene and merge the scene automatically.
In existing literature, several methods have been proposed to deal with the large scale structure from motion problem. Some of them focus on the bundle adjustment [2] , [3] since it is the most time-consuming step. Reference [4] proposed an algorithm to partition the parameter space of large optimization problems into smaller and better-conditioned sub-problems which can be efficiently optimized. The algorithm is similar to spectral graph partitioning, the difference resides in using the Hessian matrix of bundle adjustment instead of Graph Laplacian matrix. Reference [5] partitions the whole bundle adjustment parameter vector into a set of individual sub-vectors via normalized cut. These methods imply that the scene must be already approximately reconstructed. Some methods take the redundancy of data into account. In papers [6] , [7] , they find and reconstruct a minimal subset (skeletal subset) of photographs that capture the essential connectivity of the match graph, then add back in all the remaining images using pose estimation. Other methods adopt different strategies to solve the Structure from Motion problem, such as the hierarchical SFM approach [8] - [11] and the global SFM approach [12] - [14] . In paper [10] , images are organized into a dendrogram by clustering them according to their overlap. The structure and motion computation proceeds hierarchically along this tree, from the leaves to the root, using three kinds of operations: relative orientation, resection-intersection and model merging. Our algorithm is different because we do the merging only at the final step while the hierarchical methods do the merging in intermediate steps many times. The global SFM approaches solve absolute rotations in a first step and separately estimate scene structure and camera positions in a subsequent step. It is efficient and easy to parallelize. For the moment, the incremental SFM pipelines are less scalable, but more robust and accurate due to the extensive use of outlier filtering and repeated use of bundle adjustment. Global SFM approaches are more scalable but are more susceptible to outliers. In our workflow, the subsets are processed by the incremental SFM pipelines.
By searching related literature, we find that very few papers have discussed the partitioning method for large scale SFM. Papers [15] and [16] are those that are close to the topic of this paper. The authors of paper [16] also published some other closely related papers, such as papers [17] and [18] . The workflow in papers [15] and [16] is similar to ours. But the block partitioning algorithms are totally different. The former assumes that pictures taken close together in time are also close in space, so they subdivide the scene based on the order in which the images were acquired. This assumption is not always true in practice. The latter uses the normalized cut [19] - [21] method to subdivide the scene. But normalized cut has two problems when being used in this situation: the first problem is that the partitions of normalized cut have no overlapping and the second problem is that the size of each partition is not consistent and should be controlled carefully. So they have to take a two-step camera clustering algorithm to subdivide the scene: the graph division step starts with the camera graph, and iteratively applies normalized-cut to divide any sub-graph not satisfying the size constraint (maximum images within a subset) into two balanced subgraphs, until no subgraphs violate the size constraint. Then the graph expansion step iteratively adds the discarded edges and associated vertices randomly to one of its connected sub-graphs if the completeness ratio (a value controlling the overlapping between subsets) of the subgraph is smaller than a threshold. The size constraint may be violated after graph expansion, so they iterate between graph division and graph expansion until both constraints are satisfied. Comparatively, our block partitioning algorithm can handle the overlapping and the sizes of partitions in a very natural way, therefore, no efforts have to be paid on such problems. All we need to do is to use the matrix bandwidth reduction algorithm to reorder the images. So our algorithm is very straightforward as well as effective, and the details will be described in later sections.
On the other hand, our block merging method is very robust by using a workflow similar to incremental SFM. By selecting good starting point sub-blocks and every next best sub-blocks, and doing global bundle adjustment after each merging step, we can ensure a very steady merging process of the whole block. If we call the incremental SFM in each sub-block as the fine level SFM, we can call our block merging process as the coarse level SFM. As a result, the robustness of our system is good. From our tests, we find the robustness of our system is even better than the SFM modules of ContextCapture [22] and Agisoft PhotoScan [23] , which are two representatives of the state-of-the-art in 3D reconstruction. The comparison between the SFM results of our system and ContextCapture and PhotoScan will be given in later sections.
The paper is organized as follows: the overall workflow of our sparse reconstruction algorithm is illustrated in section II, the block partitioning algorithm is introduced in section III, the block merging algorithm is introduced in section IV, the experiments and results are presented in section V, and finally, the conclusions are given in Section VI.
II. THE OVERALL WORKFLOW
The workflow of our sparse reconstruction is illustrated in Figure 1 . The images of the whole block are the The illustration of block merging between two subsets. According to the image IDs, we can find the corresponding images between them. Then their camera parameters and the image parameters can be averaged. According to the feature point IDs, we can recognize the corresponding tie points. For a tie point p1 in Subset1 and a tie point p2 in Subset2, we can merge p1 and p2 to one tie point p, because p1 and p2 share two same tracks on image3 and image4. After point merging, the tie point p has four tracks, the tracks on image1, image3, image4 and image2. And p1 and p2 are deleted.
input dataset. The first processing step is feature extraction which can be executed in distributed manner. The output of feature extraction is the features of every image. These features can be used to do the image retrieval, from which images that may have overlapping can be found. These image pairs are the candidate matching pairs that need to be matched by image matching algorithm. The matching tasks can also be executed in distributed manner. After image matching, the image adjacency information can be obtained. One image is viewed as adjacent to another image if and only if they have enough corresponding points. The image adjacency matrix is the input of our block partitioning algorithm. The block partitioning algorithm partitions the whole block into some smaller sub-blocks. It decides which images should be assigned to a subset as well as the overlapping images between two sub-blocks. Then these sub-blocks are processed by incremental SFM algorithms in a distributed manner. After the sparse reconstruction result of every sub-block is obtained, the block merging algorithm is executed to get the complete reconstruction from these sub-block reconstruction results.
III. THE BLOCK PARTITIONING ALGORITHM
When designing the block partitioning algorithm, we want it to have the following trait: not relying on auxiliary information, such as the GPS/IMU information and the imaging time information, etc. These information is helpful for splitting the block, but dependence on them will reduce the generality of the algorithm. So the raw images are the only input of our workflow.
One requirement the block partitioning algorithm must meet is that images with better connections should be grouped together for a robust reconstruction in later steps, and images with no connections should not be assigned into the same subset. So finding the correct images connections is very important to the block partitioning. To unordered images, we use the feature matching workflow to obtain the connections between images as described above.
After feature matching, the image adjacency matrix can be obtained. Suppose there are n images in total, then the image adjacency matrix A is a symmetric n by n matrix. The value of element A[i, j] of the matrix is one if image i and image j have connections, otherwise, the value is zero. Two images are viewed as connected if they have more than 500 corresponding points. In practice, one image is usually only connected to a certain number of images, so the image adjacency matrix is often a sparse matrix. One example is shown in Figure 2(a) .
Initially, the images are ordered alphabetically. This initial ordering list is denoted by L0. Under this ordering, images with connections are not necessarily very close to each other. This can be seen from the distribution of bright pixels (elements with value one) in the adjacency matrix. The distribution of bright pixels in the adjacency matrix is influenced by the image ordering.
The underlying idea of our block partitioning algorithm is that we reorder the images to make images with strong connections very close to each other in the ordering list. Then we can split the block according to the ordering list. When images with connections are very close to each other in the ordering list, the distribution of bright pixels will become very compact along the diagonal of the adjacency matrix, as shown in Figure 2(b) . By permutation of the rows and columns of the matrix, in other words, by adjusting the image orders, we can realize this purpose. And interestingly, this is very similar to the purpose of matrix bandwidth reduction. So we can use matrix bandwidth reduction algorithms [24] to reorder the images.
An example of the process of image reordering is illustrated in Figure 3 . First, the connections of seven images are given in Figure 3 (a) as an undirected graph. The corresponding adjacency matrix is given in Figure 3(b) . The number of rows and columns of the matrix equals the number of images in the graph. Initially, the order of the images is 1, 2, 3, 4, 5, 6, and 7. After reordering, the order of the images is 5, 3, 2, 4, 1, 6, and 7. Initially, the bandwidth of the adjacency matrix is 6. After the reordering, the bandwidth reduces to 4, and the images with connections are much closer to each other in the new ordering list.
The implementation of our block partitioning algorithm is described below. The initial image ordering list is denoted by L0 and the initial input image adjacency matrix is denoted by A0. The size of a subset is denoted by s and the size of overlapping images between subsets is denoted by o. The parameter s and o can be designated by the user. Then the algorithm does the following steps:
(1) The matrix A0 is permutated into a block diagonal matrix using the matrix bandwidth reduction algorithm. The new ordering list after the matrix permutation is denoted by L1. Images with better connections are closer with each other in this new ordering, and images with poor or no connections are farther apart from each other.
(2) Then according to the user setting, the first s images of L1 are assigned to Subset 1. After that, the adjacency matrix A1 of images whose order are within the range [s -o, end] of list L1 are reordered again using matrix bandwidth reduction algorithm to obtain a new ordering list L2 for these images, namely images that have not been assigned to any subsets along with o overlapping images.
(3) Then the first s images of L2 are assigned to Subset 2. After that, the adjacency matrix A2 of images whose order are within the range [s -o, end] of list L2 are processed again using matrix bandwidth reduction algorithm to obtain a new ordering list L3 for these images.
(4) The process is repeated until no more than s images left, and these remaining images are assigned to the last subset.
In summary, starting from the initial image adjacency matrix, we repeat using the matrix bandwidth reduction algorithm to reorder the images, and each time assign the first s images to a new subset. We name our algorithm as Iterative Bandwidth Reduction Partitioning algorithm. The characters VOLUME 7, 2019 of our algorithm are: (1) do not need any information other than the images themselves, (2) the size of a subset and the size of overlapping images between subsets can be designated by the user, (3) images with better connections are grouped together for a robust geometry estimation, (4) the block partitioning algorithm itself is easy and very time efficient. The partitioning itself can be done in just one or two seconds for 100,000 images.
IV. THE BLOCK MERGING ALGORITHM
After block partitioning, the sparse reconstruction of each subset can be executed parallel on the cluster. So the coordinate system of each sub-reconstruction is individual. To obtain a complete reconstruction that everything is in a unified coordinate system, we have to do the block merging. By doing the block merging, the tracks of tie points are merged and the shared parameters of different sub-blocks are unified and optimized.
The basis of our block merging algorithm is the image IDs and point IDs. Each image and each feature point has a unique ID among the whole block. Based on these IDs, we can find the connections between different sub-blocks. The workflow of our block merging algorithm is analogous to the workflow of the incremental SFM as described below.
(1) First, the best two sub-blocks are found. Two subblocks are viewed as best if they have the most shared tie points.
(2) Next is the space similarity transformation step. One of the sub-block found by step (1) is viewed as the reference block, the other is viewed as the target block. And the coordinate system of the target block is transformed into the coordinate system of the reference block. The 3D space similarity transformation is used as the transformation model and the transformation parameters between the two sub-blocks are calculated according to the coordinates of shared points between them.
(3) Then is the data merging step for the reference block and the transformed target block, including camera merging, image merging and point merging, as shown in Figure 4 . The camera merging averages the camera parameters of a camera from the two blocks. The camera parameters include the focal length, the principal point coordinates and the distortion parameters. The image merging averages the image parameters of an image from the two blocks. The image parameters include the image position parameters and the orientation parameters. The point merging not only averages the coordinates of a point, but also reorganizes the tracks of the point. After the data merging, a new reconstruction is produced from the two sub-reconstructions.
(4) Then is the global bundle adjustment step to the produced reconstruction. The parameters obtained by the data merging step are approximate initial values. They should be optimized by global bundle adjustment to avoid degeneration.
(5) After the bundle adjustment step, the produced reconstruction is viewed as the reference block. Then the next best k sub-blocks are found. A sub-block is viewed as best if it has most shared tie points with the reference block. The k sub-blocks are viewed as target blocks. In our implementation k is 10. (6) Then the similarity transformation process, the data merging process and the global bundle adjustment process is executed to the reference block and the k target blocks. After that, these blocks become the new reference block.
(7) The step (5) and (6) repeats until no more target blocks exist. And at last, we can obtain a complete reconstruction.
The number of doing global bundle adjustment is very small, approximately (n/s)/k. n is the number of total images, and s is the size of each subset. Then n/s is approximately the number of sub-blocks. And k is the number of target blocks added to the reference block at one time. For example, if n = 30000, s = 500, k = 10, then the number of doing global bundle adjustment is approximately 6 times. So the time cost of block merging is not very large.
V. EXPERIMENTS AND RESULTS
In this part, we will present some tests and results from five aspects to illustrate our algorithm furthermore.
A. THE BLOCK PARTITIONING RESULTS
First, we will present what the block partitioning results look like. To visualize the block partitioning results, images of different subsets are displayed in different colors and the shared images between subsets are displayed in one of the colors of these subsets. In the following, some datasets along with their block partitioning results are presented. As a comparison, the partitioning results of normalized cut method are also given. The normalized cut code we used is Graclus [25] , [26] . From these experimental results, we can see our block partitioning algorithm can split the block in a good way.
The first dataset is a small dataset with only 38 images as shown in Figure 5 (a). These images were captured around a stone object. In practice, such small dataset needs not to be partitioned. We use it here just for showing the characteristics of our algorithm. The block was partitioned into 3 subsets. The second dataset is an aerial image dataset with 2282 images as shown in Figure 5 (b). The block was partitioned into 6 subsets. The third dataset is an aerial image dataset with 4427 images as shown in Figure 5 (c). The block was partitioned into 10 subsets. From the first dataset in Figure 5 (a), we can see normalized cut method prefers to partition the images at places where the image connections are weak. And sometimes it assigns images to a wrong partition, as shown in Figure 5(b) . And the shape of its partitions is very uncompact as shown in Figure 5 (c). These issues are mainly caused by the object function of the normalized cut method. Comparatively, our partitioning algorithm tries to get a minimum matrix bandwidth instead of the minimum cut. From these examples, we can see our block partitioning algorithm can assign adjacent images with strong connections into a same subset, and the size and the shape of subsets are well-distributed.
B. HOW TO CHOOSE THE SIZE OF A SUBSET
When doing block partitioning, the size of a subset is something we should consider. To find the relationship between the processing time of a subset and the size of a subset, we did some tests. Each time we assign a different number of images to a subset, and record the processing time for the subset. The test results are presented in Figure 6 . From which we can see, when the size of a subset is less than 1500 images, FIGURE 9. The comparison of sparse reconstruction results of dataset 'dk'. The (a)(b)(c) shows the scene of this dataset, which is a Buddha cave. And the reconstruction of our system is given in (d). The reconstruction of ContextCapture is given in (e) which is broken; and the reconstruction of PhotoScan is given in (f) which has no tie points on the roof.
the relationship between the two is approximately linear. And when the size continues growing, the relationship tends to be exponential, which is consistent with the conclusion that the processing time of incremental SFM increases exponentially with the number of images. By the way, the time cost is also influenced by other factors, such as the size of an image and the mean track length of the dataset, etc. In these tests, the size of an image is 750x500 pixels and the mean track length of tie points is about 20. We choose 500 images as the default size of a subset in our implementation.
C. TIME EFFICIENCY
In the following we will compare the time costs of three different processing strategies: the first one is our incremental SFM strategy with no block partitioning and using only a single computer; the second strategy is our SFM workflow with block partitioning, but all these sub-blocks are processed sequentially on a single computer; the third strategy is our SFM workflow with block partitioning, and all these subtasks are processed in distributed manner on a computer cluster process system with 10 working nodes.
The test results are given in Table 1 . The last eight datasets were not processed by the first strategy because the time cost is too huge, so the corresponding table cells are marked with an ''X'', indicating that the information is not available. Similarly, the last four datasets were not processed by the second strategy. The second strategy is more time efficient than the first strategy because it turns the exponential time cost into approximately linear cost. The third strategy is more time efficient than the second strategy because it turns the workflow from sequential processing to parallel processing. The time cost of the third strategy is also influenced by the number of sub-blocks and the number of working nodes.
D. THE PRECISION OF OUR DISTRIBUTED SFM WORKFLOW
Besides the time efficiency, the precision of the reconstruction is also an important aspect that should be considered. To check the precision of our distributed SFM workflow, we use some ground control points to turn the sparse reconstruction from free net to controlled net. And then use some other ground control points as checkpoints to verify the precision of reconstruction. In the following, the results of two datasets are presented.
The first dataset is gg-10k, an aerial image dataset that has 11,992 images. These images were captured by an UAV mounted with five SONY cameras. The ground sampling distance of this dataset is 2cm. The scene was taken in plain areas. There are 2,658,001 tie points in total, and the mean track length of a tie point is 20.65. The spare reconstruction result is presented in Figure 7 . Eight ground control points were used to turn the free net to controlled net. And another eight ground control points were checkpoints. The precision of these checkpoints is shown in Table 2 .
The second dataset is gg-20k, also an aerial image dataset with 21,957 images. These images were captured by an UAV mounted with five SONY cameras, too. The ground sampling distance of this dataset is 3cm. The scene was taken in urban areas. There are 4,393,284 tie points in total, and the mean track length of a tie point is 22.04. The spare reconstruction result is presented in Figure 8 . There were 13 ground control points were used to turn the free net to controlled net. And another 13 ground control points were checkpoints. The precision of these checkpoints is shown in Table 3 .
E. THE ROBUSTNESS OF OUR DISTRIBUTED SFM WORKFLOW
Besides the time efficiency and the orientation precision, the robustness of our system is also very good. For the purpose of comparison, we also tested the 20 image datasets listed in Table 1 using two other software: the ContextCapture and the PhotoScan, which are two representatives of the state of art in 3D reconstruction. The version of ContextCapture we used is v4.3.0.506 and the version of PhotoScan is 1.4.1 build 5925. VOLUME 7, 2019 As far as we know, ContextCapture uses incremental SFM workflow and PhotoScan uses hierarchical SFM workflow. Through our tests, we found ContextCapture and PhotoScan didn't get very satisfactory reconstruction results. They even failed on many of the datasets. Considering the limitation of article length, we present comparisons of the reconstruction results of two image datasets.
The first dataset is the 'dk' dataset. It contains 2760 images. And these images were captured inside a Buddha cave by a handheld camera. The cave can be seen from Figure 9(a)(b)(c) . The sparse reconstruction result of our system is given in Figure 9(d) . And the reconstructions of ContextCapture and PhotoScan are given in (e) and (f) respectively. We can see the reconstruction of ContextCapture is broken. And the drawback of the result of PhotoScan is that there are no tie points on the roof.
The second dataset is the 'njgt' dataset. It contains 3804 images. And these images were captured by an UAV at two different flight heights. The comparison of the sparse reconstruction results is given in Figure 10 . We can see there are some images drift away in the reconstruction result of ContextCapture, and the whole result is bent. The reconstruction of PhotoScan is also not satisfactory. There are some wrong camera positions and there are a lot of wrong points.
And the largest dataset we have processed so far is the dataset 'gg-120k'. There are 117,945 images in the dataset. The ContextCapture and PhotoScan failed on this dataset. And the sparse reconstruction result of this dataset of our system is given in Figure 11 . We can see the reconstruction is very clean and accurate.
VI. CONCLUSION
A block partitioning and merging algorithm were proposed in this paper to improve the time efficiency of large scale incremental structure from motion problems. The main character of our block partitioning algorithm is that we reorder the images to make images with strong connections very close to each other in the ordering list. Then we can split the block according to the ordering list. The partitioning result of our algorithm is good and compact subsets can be obtained. Meanwhile, the algorithm is very time efficient. Since the input of our block partitioning algorithm is the image adjacency matrix, wrong image connections produced by wrong image matching results have a negative impact on the algorithm. In the future, we will consider some more robust methods to filter the image matching results to get a good algorithm input. For the moment our block merging algorithm is analogous to the workflow of the incremental SFM and is executed on a single computer, in the future we will adopt distributed optimization with constraints to replace the current block merging workflow which will improve the parallelism of our algorithm furthermore. 
