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We report on the absolute calibration of a CCD camera by exploiting quantum correlation. This
novel method exploits a certain number of spatial pairwise quantum correlated modes produced
by spontaneous parametric-down-conversion. We develop a measurement model accounting for all
the uncertainty contributions, and we reach the relative uncertainty of 0.3% in low photon flux
regime. This represents a significant step forward for the characterizaion of (scientific) CCDs used
in mesoscopic light regime.
PACS numbers: Valid PACS appear here
Introduction. The development of quantum metrol-
ogy, imaging and sensing [1–6] based on quantum optical
states aim to reach sensitivity beyond classical limits. For
this reason it requires new detection strategies in the low
light intensity regime (down to few photons), that are far
from the ones where traditional radiometry operates [7].
Development of dedicated methods for absolute calibra-
tion of detectors in this context is therefore necessary, as
it is widely recognised inside the radiometric community
[8]. Some specific activities in this context are already
on-going[9, 10], in particular related to the calibration
of single-photon detectors exploiting the Klyshko’s twin-
photon technique [11–18] and its developments [19–25].
In particular, demand for precise calibration of detec-
tors both in mesoscopic light regime it is relevant not
only from the point of view of the development of quan-
tum technologies, but also for establishing a connection
between the light intensity level typical of classical radio-
metric measurements and the quantum radiometry oper-
ating at single-photon level [8, 9]. Quantum correlations
in twin beams offer an opportunity for reaching this goal,
as discussed in [26–29].
In [30] we realized the first absolute calibration of a
standard CCD camera by exploiting bright squeezed vac-
uum. Standard CCD cameras, i.e. without any avalanche
electro-multiplication, are able to count the number of
generated photo-electron in each pixels for a given ex-
posure time with a read-out noise ∆RN of few photo-
electron (for top-level devices), independent of the expo-
sure time. However, a single photon can not be distin-
guished from the noise and the time resolution does not
allow time tagging and coincidence of photon arrivals,
instead the signal is proportional to the intensity (ana-
log regime). If a light signal generate N photo-electron,
under the condition ∆RN << N
1/2, sub-shot-noise sen-
sitivity can be achieved [31–33], a properties that has
been used also for quantum enhanced sensing and imag-
ing protocols [2, 33].
The method in [30] is based on the sub-shot-noise mea-
surement of photon number correlation between a pair
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of spatio-temporal multimode twin beams. According to
quantum mechanics, perfect correlation are generated in
twin beams, however losses on the optical path represent
a random process that lower in a calculable way the av-
erage correlation. Therefore, quantum efficiency can be
estimated by the the actual measured correlation level.
However, the uncertainty reported in that work was still
too large to demonstrate the validity of the method for
metrological purposes. In this paper we report a refined
method, for calibrating a standard CCD, improving the
uncertainty of order of magnitude with respect to [30],
which is aligned with the state of the art of the abso-
lute calibration of single photon detector with Klyshko’s
method [16, 17], allowing the same optical source and ex-
perimental setup to be used for calibrating and compar-
ing detector in a completely different regime. Together
with an overall improvement of the stability and reduc-
tion of noise sources in the experiment, the main im-
provement of the present realization is represented by
the theoretical model, which allows decoupling the losses
contribution due to misalignment and collection of corre-
lated modes with the one due to the quantum efficiency,
thus allowing to introduce the appropriate correction. A
precise estimation of the coherence radius of the modes
and an accurate positioning of the pixel array with re-
spect to the physical center of symmetry of the twin beam
represent the key elements of the present improvement of
the absolute calibration technique.
Experimental set up. The setup is composed by a
406nm laser operating in quasi-CW mode, i.e. with pulse
duration of 70 ms synchronized with the exposure time
of the CCD camera (a Princeton Inst. Pixis 400BR), at a
power of 15 mW. The laser is spatially filtered in order to
remove non Gaussian components, collimated, and then
addressed to a 5× 5× 15 mm3 BBO non-linear crystal of
Type II, where the two correlated beams are produced.
After the crystal two mirrors reflect the generated twin
beam (TWB) towards the CCD camera, while the pump
beam passes between the mirrors (this solution presents
the benefit of avoiding the creation of noisy fluorescence
light by pump-stopping filters). A far field lens with a
focal length of f = 10cm is located in a f − f configu-
ration between the output surface of the crystal and the
detection plane. It is followed by a couple of polarization
ar
X
iv
:1
40
5.
15
26
v1
  [
qu
an
t-p
h]
  7
 M
ay
 20
14
2FIG. 1. a) Final part of the experimental setup. The box
on the right shows the phase-matching configuration corre-
sponding to the 812 nm degenerate wavelength. b) Image of
the TWB produced by a single laser shot without narrow fil-
tering. Only a long pass filter, λ > 750 nm, is used. The
number of photons detected is reported in the gray scale bar
on the right.
plates so that the two correlated beams with orthogonal
polarization are isolated each other at the camera. By a
10 nm FWHM interference filter we chose a proper phase
matching configuration similar to the one reported in Fig.
1(a) (right-hand-side), which allows maximizing the area
around degenerate frequency (λ = 812 nm) available for
the measurement. Then we remove the narrow filter, ob-
taining the typical single shot image presented in Fig.
1(b). All the analysis has been performed adopting a
hardware binning of the physical pixels of the CCD in
groups of 24× 24. The resulting super-pixels have a size
lpix = 480 µm.
Theoretical model. The state produced by sponta-
neous PDC in non-linear crystals, in the approximation
of plane wave pump field of frequency ωp and propagat-
ing in the z direction, can be expressed as a tensor prod-
uct |Ψ〉 = ⊗q,Ω |ψ(q,Ω)〉 of two-mode photon-number-
entangled states of the form
|ψ(q,Ω)〉 =
∑
n
Cq,Ω(n)|n〉q,Ω|n〉−q,−Ω, (1)
where the modes identified by the frequencies ωp/2 ± Ω
and transverse momenta ±q, are entangled in the photon
number basis {|n〉}. In the Type II Crystals in particular,
the two modes (q,Ω) and (−q,−Ω) are also distinguished
by orthogonal polarization. Hereinafter we will label, as
usual, the two correlated modes as signal “s” and idler
“i”.
The coefficient Cq,Ω(n) is related to the mean number
of photon in the mode 〈nq,Ω〉, which can be considered
constant over a broad spatio-temporal bandwidth, i.e.
C(n) ∝√µn/(µ+ 1)n+1, where 〈nq,Ω〉 = µ.
In the far field region (obtained as the focal plane of a
thin lens of focal length f in a f − f configuration, see
Fig. 1), any transverse mode q is associated with a sin-
gle position x in the detection (focal) plane according to
the geometric transformation (2cf/ωp)q→ x, with c the
speed of light. Therefore, a perfect correlation appears
in the photon number ni,x and ns,−x registered at the
degeneracy frequency Ω = 0 by two detectors placed in
two symmetrical positions x and −x, where the center
of symmetry (CS) is basically the pump-detection plane
interception (assuming negligible walk-off).
In real experiments the pump laser is not a plane wave,
rather it can be reasonably represented by a gaussian dis-
tribution with spatial waist wp, inducing an uncertainty
in the relative propagation directions of the twin pho-
tons of the order of the angular bandwidth of the pump,
[(2picf)/(ωpwp)]
2 [34]. Moreover, the non-null frequency
bandwidth (about 20 nm in our experiment) determines a
further broadening of the spot in which correlated detec-
tion events occur. These effects contribute to the actual
size of the cross-correlation (or coherence) area corre-
sponding to the mode’s size in the far field. In order
to collect all correlated photons, the detection area Adet
must be larger than the coherence area Acoh, [34]).
The ideal situation of detecting photons over two
equal and symmetric areas, Adet,j (j = s, i), con-
taining a large number of transverse spatial modes
Mspatial = Adet,j/Acoh  1, and temporal modes
Mt = Tdet/Tcoh  1 (Tdet detection time, Tcoh the coher-
ence time of PDC). The statistics of the detected light
is, in principle, multi-thermal with mean value 〈Nj〉 =
Mtotηjµ and variance 〈(δNj)2〉 = Mtotηjµ(1 + ηjµ),
whereMtot =MtMspatial and ηs , ηi the detection effi-
ciency of signal and idler beam respectively [30].
More practically, here we consider two CCD-sensor’s
regions Bi and Bs containing a finite amount of pixels
corresponding approximately to the regions Adet,s and
Adet,i, respectively. Bi and Bs collect a certain number
of correlated modes Mc, and uncorrelated modes Mu.
Moreover, since some of the modes close to the borders
of the detection areas are only partially collected, we in-
troduce their number Mb and their mean collection effi-
ciency β (see Fig. 3).
The statistics of the photon number distribution obeys
the following equations:
〈Nj〉 = (Mc +Mu +Mbβ)ηjµ, (j = 1, 2)
〈(δNj)2〉 = (Mc +Mu)ηjµ(1 + ηjµ) +Mbβηjµ(1 + βηjµ),
〈δNsδNi〉 = (Mc +Mbβ2)ηsηiµ(1 + µ). (2)
Here ηj is the detection efficiency of the beam j at 812nm,
including both the transmission efficiency and the CCD
camera quantum efficiency. Moreover, we introduce the
quantity α = 〈Ni〉/〈Ns〉 = ηi/ηs. α can be easily es-
timated and allows balancing, a posteriori, the photon
counts of the two channels in the evaluation of the noise
reduction factor σα ≡ 〈[δ(Ni − αNs)]2〉/〈Ni + αNs〉 [30].
By using Eq.s (2) it turns out that the balanced noise
reduction factor σα can be written as:
σα =
(1 + α)
2
− η1A (3)
3where A = (Mc +Mbβ2 −Muµ)/(Mc +Mu +Mbβ)
By trivial geometrical arguments, for a square de-
tection areas of size L × L, with L  r, L  d,
the number of modes of the different types result to
be estimated as Mu = (2Ld)(pir2)−1, Mb = (2L)/r,
Mc = (L2−2Ld)(pir2)−1, where d is the deviation of the
centering of the pixel grid with respect to the physical
center of symmetry and r is the radius of the coherence
area at the detection plane. The average collection effi-
ciency is assumed to be β = 1/2. We observe that ideally
A is equal to one since both Mu and Mb are zero. In
practice this condition cannot be achieved but A can be
reliably estimated by careful measurements of the geo-
metric parameters L, d, and r. In general, also the mean
photon number per mode µ should be carefully evaluated
to estimate A. However, being in our case µ < 10−7, it
does not provide any significant contribution when A is
estimated.
Thus, from Eq. (3) it is possible to extract the quan-
tum efficiency with the needed accuracy, by evaluating
experimentally σα , α , A(L, r, d), and by properly se-
lecting the correlated detector regions Bs and Bi.
Coherence radius estimation. We estimate the coher-
ence radius as the FWHM of the spatial cross-correlation
coefficient estimated experimentally by the formula
c(ξ) =
∑
x
〈δNi(x)δNs(−x + ξ)〉√〈[δNi(x)]2〉〈[δNs(−x + ξ))]2〉 (4)
where x is the vector position of a pixel belonging to the
large region considered. ξ represents the 2-dimensional
shift of the second (correlated) region (one pixel steps,
as shown e.g. in Fig. 3). For this measurement we use
the highest resolution provided by the CCD camera, i.e.
we take the images without pixel binning. The physical
pixel size is 20 µm. The correlation coefficient in function
of the shift ξ = (x, y) is reported in Fig. 2. The measure
has been performed for different powers of the pump, in
order to verify the reliability of the measurement. For all
the power we obtain r0 = 43(3) µm.
Alignment of the CCD sensor. The aim is to reduce as
much as possible the uncertainty on the optimal align-
ment, represented by d = 0. After a first rough identi-
fication of two correlated regions in the detection plane
(indicated by blue squares in Fig. 1) a fine procedure is
used to centering the greed of pixels with respect to the
physical center of symmetry of the degenerate emission.
It consists in moving the CCD with sub-pixel and sub
coherence resolution. For each step, the average noise
reduction factor σ ≡ 〈[δ(Ni −Ns)]2〉/〈Ni +Ns〉 [30], be-
tween pairs of symmetric super-pixels, is evaluated. A
double scan first in x (horizontal axis) and then in y (ver-
tical axis) allows producing the two data set reported in
Fig. 4. Moving from the optimal position determines an
increasing of σ due to the appearing of uncorrelated pho-
tons in symmetric pixels pairs of the two areas indicated
in blue in Fig. 1: each pixel of a pair collects photons
that are no more conjugated with the ones collected by
its symmetric brother [35]. By a parabolic fit, we get the
FIG. 2. Experimental evaluation of the spatial cross- corre-
lation coefficient and the coherence radius. Top-left frame
shows the 2-dimensional function for ξ = (x, y), while the
other graphs present horizontal sections. Pw refers to differ-
ent nominal power of the laser pump.
FIG. 3. A graphical visualization of the correlated modesMc,
the uncorrelated Mu and the border modes Mb collected by
CCD sensor’s areas Bs and Bi when misaligned with respect
to the Center-of-Simmetry (CS) of the correlated modes (blue
circles)
position of the minimum with an accuracy of δd = 2.7
µm both in x and y directions.
Efficiency estimation. Integrating the number of pho-
tons Ni and Ns detected in optimally correlated areas
Bs and Bi of each image, the balancing factor α and
the noise reduction factor σα are then evaluated by av-
eraging over 15000 images. The largest area available in
our configuration corresponding to L0 = 2630 µm (with
negligible uncertainty). The coefficient A in Eq. (3) is
A(L0, d = 0, r0) = 0.9756(0.0025), not far from the ideal
value of 1. Fixing L0 , measuring the parameter α =
〈Ni〉/〈Ns〉 = 0.91867(10−5), and σα(L0) = 0.253(0.003)
allows to estimating the quantum efficiency of channel i
by Eq. (3), obtaining
ηi = 0.724(0.004) (5)
4FIG. 4. Noise reduction factor of a the pairs of pixels versus
the position of the CCD.
FIG. 5. Noise reduction factor as a function of the linear
size of the detection areas L. Here, uncertainty bars represent
only the statistical fluctuations. See text for further details.
From the value of α = ηi/ηs it is possible to estimate
ηs = 0.788(0.004).
Even if this is already a remarkable result, it is possible
to further reduce the uncertainty by a more sophisticated
data analysis. In particular we measure σα as a function
of the size of the detection areas L, from 2×1 to 5×6
super-pixels. The results are shown in Fig. 5, where we
plot the raw noise reduction factor σ, the balanced one
σα, and the balanced and background (electronic noise,
stray-light) corrected one σα,B . At the same time, each
size of the detection area gives a different value of the
corrective coefficient A(r, d, L), with L ranging from L1 =
679 µm to L10 = 2630 µm.
Fig. 5 shows also the theoretical curve of the noise
reduction factor calculated by introducing into Eq. (3)
the value of the efficiency of Eq. (5), and its confidence
interval. In general the data are distributed in agreement
with the theory, validating of our theoretical model.
In Fig. 6 we present the dependence of the noise reduc-
FIG. 6. Dependence of the balanced noise reduction factor
from the geometrical correction coefficient A and the corre-
sponding equation of the linear fit.
tion factor σα,B on the coefficient A. Again, as predicted
by our model summarized in Eq. (3), the relation is lin-
ear. The fit of the data, with the quantum efficiency ηi
as the only free parameter, provides in fact a correlation
coefficient of 0.9999.
Each point of the plot representing a pair
A(L), σα,B(L) delivers a certain value of quantum
efficiency by Eq. (3). The final value of the quantum
efficiency is taken as the arithmetic average η of the ten
values. Note that the ten measurement of σα,B for dif-
ferent size L are not independent since they are obtained
from the same set of images, by growing the size of the
areas around the same central point, i.e. the number
of photons detected in a small area, and the photon
counts in a larger one are somehow correlated. This is
accounted for in the evaluation of the uncertainty of η,
starting from Eq. (3) and evaluating the corresponding
variance-covariance matrix, thus obtaining [36]:
ηi = 0.725(0.002). (6)
where the relative uncertainty of 0.3% is reduced whit
respect to the single point measurement reported in Eq.
(5), without reaching the enhanced factor 1/
√
10 ex-
pected for the case of independent measurements.
Conclusions. We heve demonstrated an effective and
practical method for the absolute calibration of a CCD
camera with high accuracy (0.3% relative uncertainty),
exploiting squeezed vacuum and an analog detection
regime of thousands of photons. Being absolute, the
method does not require comparison with standards,
whereas it relies on fundamental physical laws. Any
known uncertainty contribution have been carefully eval-
uated and corrected for, making the present methods
competitive and at the same time complementary with
respect other methods of traditional radiometry and
quantum radiometry (e.g. Klyshko’s technique) in the
same regime. Moreover, modern electro-multiplied CCD
are valuable devices capable of working with high effi-
ciency from the single photon to the analog macroscopic
regime, that have become largely used in quantum infor-
mation [37–39] and quantum imaging [2, 33, 40]. This
5makes our achievement a useful tools for these emerging
technologies.
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