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Preliminary information and statements of theorems
The oadjoint orbits play an important role in representation theory, simpleti
geometry and mathematial physis. Aording to the orbit method of A.A.Kirillov
[1, 2℄ for nilpotent Lie groups their exists one to one orrespondene between the
oadjoint orbits and the irreduible unitary representations in Hilbert spaes. This
gives a possibility to solve the problems of representation theory and harmoni
analysis in geometrial terms of the orbit spae. However the problem of lassiation
of all oadjoint orbits for spei Lie groups (suh as the group of unitriangular
matries) is an open problem up today that is far from its solution. In the
origin paper on the orbit method [2℄ the desription of algebra of invariants
and lassiation of orbits of maximal dimension was obtained.
In our paper we study the oadjoint representation for nilpotent Lie algebras
that are fators of the unitriangular Lie algebra by ideals generated by subsets
of root vetors. By this algebra L we onstrut the diagram DL using the formal
rule of plaing of symbols in the table.
Applying this diagram D one an easily alulate the index of onerned Lie
algebra( see theorem 2(3)). Reall that the index of a Lie algebra is a minimal
dimension of stabilizer of a linear form on this Lie algebra. For a nilpotent Lie
algebra the eld of invariants of the oadjoint representation is a pure transendental
extension of the main eld of degree that is equal to the index of this algebra [5℄.
Respetively, by the diagram one an easily alulate the maximal dimension of
oadjoint orbits (see theorem 2(2)). We also introdue the method of onstrution
of system of generators in the eld of invariants of the oadjoint representation
(see theorem 1). The main results of the paper is stated in theorems 1 and 2 in
the sequel of this setion. .
Note that the author used the diagram in the previous papers for a lassiation
of all oadjoint orbits for n ≤ 7 [3℄, and also for a desription of spei orbits
∗
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for an arbitrary n ( subragular orbits [3℄; orbits assoiated with involutions [4℄).
Let N = UT(n,K) be a group of lower triangular matries of size n× n with
units on the diagonal and with entries in the eld K of zero harateristi. The
Lie algebra n = ut(n,K) of this group onsists of all lower triangular matries of
size n×n with zeros on the diagonal. The group N ats on the onjugate spae n∗
by the formula Ad∗gf(x) = f(Ad
−1
g x). This representation is alled the oadjoint
representation.
We identify the symmetri algebra S(n) with the algebra of regular funtions
K[n∗] on the onjugate spae n∗. We also identify n∗ with the subspae of upper
triagular matries with zeros on the diagonal. The pairing of n and n∗ is realized
by the Killing form (a, b) = Tr(ab), where a ∈ n, b ∈ n∗. By this identiation
the oadjoint ation is realized by the formula Ad∗gb = P (Adgb), where P is a
natural projetion of the spae of n× n-matries onto n∗.
Reall that for any Lie algebra g the algebra K[g∗] is a Poisson algebra with
respet to the Poisson braket suh that {x, y} = [x, y], x, y ∈ g. The simpleti
leaves of this braket oinides with the orbits of oadjoint representation [1℄.
Respetively, the algebra of Carimir elements of K[g∗] oinides with the algebra
of invariants K[g∗]L of oadjoint representation.
We also reall that the oadjoint orbits of an arburary nilpotent Lie group are
the losed subsets with respet to the Zariski topology in g∗ [5, 11.2.4℄.
Consider the standard basis {yij : n ≥ i > j > 1} in the algebra n. Denote
by A the set of all pairs (i, j), where i > j. We shall also use the notation yξ for
yij, where ξ = (i, j).
Consider the ideal m in n spanned (as a linear subspae) over the eld K by
some system of root vetors {yij, (i, j) ∈ M}, where M ⊂ A. Denote by L the
fator algebra n/m and by L the orresponding fator group of N with respet to
the normal subgroup exp(m).
Note that the onjugate spae L∗ is a subspae of n∗ that onsists of all f ∈ n∗
whih annihilate on m. A oadjoint L-orbit for f ∈ L∗ oinides with its N -orbit.
Consider the order relation ≻ on the set of pairs A suh that
(n, 1) ≻ (n− 1, 1) ≻ . . . ≻ (2, 1) ≻ (n, 2) ≻ . . . ≻ (3, 2) ≻ . . . ≻ (n, n− 1).
By the ideal m we onstrut the diagram whih is a n× n-matrix with empty
plaes (i, j), i ≤ j ; the other plaes (i.e. plaes of A) are lled by symbols ⊗, •,
"+"and "−"following the rules stated below. The plaes (i, j) ∈ M are lled by
the symbol •. We all this proedure the zero step of the onstrution of diagram.
Further, we put the symbol ⊗ on the greatest plae with respet to the order
≻ in A \M . Note that this symbol with be plaed in the rst olumn if the set of
2
the pairs of type (i, 1) from A \M is nonempty. Assume that we put the symbol
⊗ on the plae (k, t), k > t. Further, we put the symbol "−"on all plaes (k, a),
t < a < k, and we put the symbol "+"on all plaes (b, t), 1 < b < k. We nish
the rst step of onstruting the diagram.
If after this proedure some plaes of A are not lled we again put the symbol
⊗ on the greatest (with respet to the order ≻) empty plae in A. Then, similarly
we put the symbols "+" and "−" on the empty plaes taking into aount the
following: we put the symbols "+" and "−" in pairs; if the both plaes (k, a) and
(a, t), where k > a > t are empty, we put "−" on the rst plae and "+" on
the seond plae; if one of these plaes, (k, a) or (a, t), are already lled, then we
do not ll the other plae. After this proedure we nish the step that we all a
seond step.
Continuing the proedure further we have got the diagram. We denote this
diagram by DL. The number of last step is equal to the number of symbols ⊗ in
the diagram.
Example. Let n = 7, m = Ky51 ⊕ Ky61 ⊕ Ky71 ⊕ Ky62. The orresponding
diagram is as follows
DL =
+
+ +
⊗ − −
• + + ⊗
• ⊗ − + −
• • ⊗ ⊗ − −
.
We onstrut the diagram in 5 steps, beginning with zero step:
•
•
• •
⇒
+
+
⊗ − −
•
•
• •
⇒
+
+ +
⊗ − −
• +
• ⊗ − −
• •
⇒
+
+ +
⊗ − −
• + +
• ⊗ − −
• • ⊗ −
⇒
+
+ +
⊗ − −
• + +
• ⊗ − + −
• • ⊗ ⊗ − −
⇒
+
+ +
⊗ − −
• + + ⊗
• ⊗ − + −
• • ⊗ ⊗ − −
.
Denote by S (resp. C+, C−) the set of pairs (i, j), lled in the diagram by
symbol ⊗ (resp. "+ "−"). The set A of pairs (i, j), i > j is deomposed into
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noninterseting subsets: A = M ⊔ C+ ⊔ C− ⊔ S. We shall give the statement of
theorems 1 and 2.
Denote by Am the Poisson algebra K[p1, . . . , pm; q1, . . . , qm], {pi, qi} = 1, and
{pi, qj} = 0 for i 6= j.
Reall that a Poisson algebra A deomposes into a produt of two Poisson
algebras B1 ⊗ B2 if A is isomoorphi as a ommutative assoiative algebra to
B1 ⊗ B2 and {B1,B2} = 0.
Theorem 1. There exist z1, . . . , zs ∈ K[L∗]L where s = |S| suh that
1) every zi = yξiQ+ P>i, where Q is some produt of powers of z1, . . . , zi−1, and
P>i is a polynomial in {yη}, η ≻ ξi;
2) denote by Z the denominator subset, generated by z1, . . . , zs; the loalization
K[L∗]Z of algebra K[L∗] with respet to the denominator subset Z is isomorphi
as a Poisson algebra to the tensor produt K[z±1 , . . . , z
±
s ]⊗ Am for some m.
The next setion is denoted to the proof of this theorem. We shall use the
proedure of step by step deomposition of Poisson algebras into tensor produts
Am⊗B. Note that in the general setting not every Poisson algebraA, that ontains
Am, an be deomposed into a tensor produt of Poisson algebras Am ⊗ B. For
example, the algebra A = K[p, q, a] with the braket {p, q} = 1, {p, a} = a an't
be deomposed.
Theorem 2.
1) The eld K(L∗)L of invariants oinides with the eld K(z1, . . . , zs).
2) Maximal dimension of the oadjoint orbits in L∗ is equal to the number of
symbols "+" and "−" in diagonal DL.
3) The index of Lie algebra L oinides with the number of symbols ⊗ in diagonal
DL.
Proof of the theorem 2. Theorem 1 implies that the algebra K[z±1 , . . . , z
±
s ]
oinides with the algebra of Cazimir elements in the Poisson algebra K[L∗]Z .
Hene, K[z±1 , . . . , z
±
s ] is a loalization of the algebra of invariants K[L
∗]L with
respet to Z. This follows 1)and further 2) and 3). ✷
Proof of Theorem 1
Denote by Bi the set of pairs (a, b), a > b, unlled after the ith step in the
proedure of onstrution of diagram. The sets Bi reate the hain:
B0 ⊃ B1 ⊃ . . . ⊃ Bs = ∅,
where s = |S|. Denote Ai = Bi ⊔M , ni = span{yη : η ∈ Ai}, Li = ni/m. Here
A = A0.
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Let S = {ξ1, . . . , ξs}. Reall that the plae ξi ∈ S is lled in the diagram by
the symbol ⊗ during the ith step.
For 1 ≤ i ≤ s we denote by C−i the set of pairs (a, b), a > b, that is lled by
"−" during the ith step.
Lemma 1. The subspae ni (resp. Li) in n (resp. L) is a Lie subalgebra.
Proof. We shall prove the statement using the method of indution by i. Suppose
the the statement is true for all numbers less than i and the statement is false for
number i. Then there exists n ≥ a > b > c ≥ 1 suh that (a, b) ∈ Bi, (b, c) ∈ Bi,
and
(a, c) ∈
⊔
k≤i
C−k ⊔
⊔
k≤i
C+k ⊔ {ξ1 . . . ξi}.
Case (a, c) ∈ {ξ1 . . . ξi} is not possible, beause if it ours then the plaes
(a, b) and (b, c) are lled by the symbols "−" and "+" respetively; so the both
pairs will not lie in Bi. Consider two last ases.
Case 1. (a, c) ∈ C−k for some k ≤ i. Then ξk = (a, t) for some t < c. During
the kth step the plae (c, t) is lled by the symbol "+" and the plae (a, c)  by
the symbol "−".
After the (k− 1)th step the plae (b, t) is lled, otherwise during the kth step
we put the symbol "+" on the plae (b, t) and the symbol "−" on the plae (a, b)
and obtain (a, b) /∈ Bi.
So, after the (k− 1)th step the plaes (c, t) and (b, c) are empty, and the plae
(b, t) is lled by one of the symbols ⊗, "+" or "−". This ontradits to the
assumption that nk−1 is a subalgebra.
Case 2. (a, c) ∈ C+k for some k ≤ i. This ase is onsidered similarly. ✷
Denote by d−i , where 1 ≤ i ≤ s, the linear subspae in n, spanned by the
vetors yη suh that ξi ≻ η è
η ∈
⊔
1≤j≤i
C−j .
Remark. In the above example:
ξ1 = (4, 1), ξ2 = (6, 2), ξ3 = (7, 3), ξ4 = (7, 4), ξ5 = (5, 4);
C−1 = {(4, 2), (4, 3)}, d
−
1 = span{y42, y43};
C−2 = {(6, 3), (6, 5)}, d
−
2 = span{y42, y43, y63, y65};
C−3 = {(7, 5)}, d
−
3 = span{y43, y63, y65, y75};
C−4 = {(7, 6)}, d
−
4 = span{y65, y75, y76};
C−5 = ∅, d
−
5 = d
−
4 .
Lemma 2. For every ξ ∈ S the linear subspae d−ξ is a subalgebra in n.
Proof. Suppose that the statement is true for all l < i. We shall prove it for the
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number i. The proof follows from the points 1) and 2) below.
1) Let (k, b) ∈ C−i and (a, k) ∈ C
−
l for some l < i. We shall show that (a, b) lies
in C−m for some m < i.
Assume the ontrary. Then (a, b) ∈ Bi (i.e. the plae (a, b) is empty after
the ith step). Sine (k, b) ∈ C−i , then ξi = (k, t) for some t < b and the pair
(b, t) ∈ C+i ⊂ Bi−1. So, the pairs (a, b) and (b, t) lie in Bi−1. Sine ni is a
subalgebra, then (a, t) ∈M ⊔ Bi−1.
The pair (a, t) an't lie in M sine in this ase all (a, j), j ≤ t, lie in M . This
ontradits to an existene of l < i suh that (a, k) ∈ C−l .
If (a, t) ∈ Bi−1, then (a, t) ≻ (k, t) (sine a > k). We obtain a ontradition
to the hoie of ξi = (k, t) as a greatest pair in the sense of order relations ≻ in
Bi−1.
2) Let (k, a) ∈ C−i and (a, b) ∈ C
−
l for some l < i. Let us show that (k, b) lies in
C−m for some m < i.
Assume the ontrary. Then (k, b) ∈ Bi (i.e. the plae (k, b) is empty after the
ith step). As above ξi = (k, t) for some t < b. The pair (b, t) /∈ Bi−1. Otherwise
during the ith step the plae (k, b) will be lled by the symbol "− and (b, t)  by
the symbol "+".
So, the plae (b, t) is lled before the ith step. Aording to the proedure of
plaing the symbols, the symbol ⊗ an't take the plae (b, t). The symbol "−"
also an't take the plae (b, t), sine in this ase (b, t) ∈ C−m for some m < i and
we have got the pair of plaes (a, b) ∈ C−l and (b, t) ∈ C
−
m, where l, m < i, suh
that the plae (a, t) is empty after the (i− 1)th step (during the ith step we put
the symbol "+" on the plae (a, t)). This ontradits to the indution onjeture.
It remains to onsider the last ase when the plae (b, t) is lled by the symbol
"+". Then there exists a plae (p, t), p > k, that is lled by the symbol ⊗ during
some step q < i; at the same time the plae (p, b) is lled by the symbol "−" and
the plaes (p, a) and (p, k) are lled by "−" before the qth step. Finally, after the
(q − 1)th step we obtain the pair of plaes (p, a) and (a, b) lled by the symbol
"−"and the empty plae (p, b) (it is lled by the symbol "−"during the qth step).
A ontradition. ✷
Proof of the theorem 1. Consider the loalization S(Li−1)z of the algebra
S(Li−1) with respet to the denominator subset, generated by z = yξi. Let us
show that for any i the exists an embedding of Poisson algebras
θi−1 : S(Li)→ S(Li−1)z (1)
suh that the Poisson algebra S(Li−1)z deomposes
S(Li−1)z = Am ⊗K[z
±]⊗ θi−1S(Li), (2)
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for some m. Then applying the indution by i we nish the proof of 2). The proof
of 1) follows from the onstrution of the embedding θi−1 that we shall present
below.
Let ξi = (k, t), k > t. There exists p > k suh that the pairs of the tth olumn
from M ll {(j, t) : p ≤ j ≤ n}.
Deompose the set Bi into subsets
Bi = B
(1.1)
i ⊔B
(1.2)
i ⊔ B
(2)
i ⊔ B
(3)
i ⊔ B
(4)
i , (3)
Here every subset is ontained of the pairs (a, b) ∈ Bi that satisfy the additional
onditions:
1.1) (a, b) ∈ B
(1.1)
i , if 1 < a < k and t < b < k, and both pairs (a, t) and (k, b)
lie in Bi−1;
1.2) (a, b) ∈ B
(1.2)
i , if one these onditions take plae:
a) 1 < a < k and b = t,
b) a = k and t < b < k,
) 1 < a < k and t < b < k, at that (a, t) /∈ Bi−1 or (k, b) /∈ Bi−1;
2) (a, b) ∈ B
(2)
i , if k < a ≤ n, t < b < k;
3) (a, b) ∈ B
(3)
i , if p ≤ a ≤ n, b = k;
4) (a, b) ∈ B
(4)
i , if k < a ≤ n, b > k.
Remark. Note that the pairs (a, k), k < a < p do not lie in Bi−1 (preisely, they
are lled by the symbol "−" during the steps with numbers ≤ i − 1). Note also
that all (a, j), where p ≤ a ≤ n and t < j ≤ k, lie in Ai−1 = Bi−1 ⊔M .
We introdue the following notations:
y˜ab = −
∣∣∣∣
yat yab
ykt ykb
∣∣∣∣ · y−1kt for (a, b) ∈ B(1.1)i ; (4)
y˜ak =

yakykt +
∑
(j,t)∈Bi−1
yajyjt

 y−1kt for (a, k) ∈ B(3)i ; (5)
y˜ab = yab äëÿ âñåõ îñòàëüíûõ (a, b) ∈ Bi. (6)
We extent the orrespondene
θi−1 : yab 7→ y˜ab, (a, b) ∈ Bi
to the embedding (1). By denition, the subalgebra Am is generated by the
elements pj = ykj, (k, j) ∈ C
−
i , and qj = yjty
−1
kt , (j, t) ∈ C
+
i .
Easy to see that S(Li−1)z deomposes as a ommutative assoiative algebra
into the tensor produt Am⊗K[z
±]⊗θi−1S(Li). The subalgebras Am, K[z
±] and
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θi−1S(Li) are pairwise in involution(reall that two elements u and v of a Poisson
algebra are in involution if {u, v} = 0).
It remains to show that θi−1 is an embedding of Poisson algebras. It is neessary
and suient to hek that
{y˜ad, y˜bc} = δdby˜ac mod m, (7)
for all a > d, b > c, a > c where (a, d) and (b, c) lie in Bi.
We prove the ondition (7) by running over all ase of entering of pairs (a, d),
(b, c) in the subsets of deomposition (3).
Case 1. (a, d) ∈ B
(4)
i . One an prove (7) easily.
Case 2. (a, d) ∈ B
(3)
i , (b, c) ∈ B
(2)
i .
In this ase, d = k, a ≥ p and {yak, ybc} = 0. From (6) we obtain y˜bc = ybc. We
have to show that
{y˜ak, ybc} = 0 mod m. (8)
The element ybc is in involution with all elements of the standard basis from
(5) apart from yct(if this element really appears in (5)). If b ≥ p, then {ybc, yct} =
ybt ∈ m, this proves (8).
Let k < b < p. Let us show that an existene of (b, c) ∈ Bi, where k < b < p,
implies that (c, t) /∈ Bi−1. Really, let (c, t) ∈ Bi−1. The pair (b, c) lies in Bi and,
therefore, also it lies in Bi−1. Sine ni is a subalgebra, then (b, t) ∈ Bi−1. On
the other side, all plaes (j, t), k < j < p, are already lled after (i − 1)th step.
That is no one of these pairs are ontained in Bi−1 (see the above remark). A
ontradition. So (c, t) /∈ Bi−1 and, therefore, yct does not appear in (5). The
equality (8) is true.
Case 3. (a, d) ∈ B
(3)
i , (b, c) ∈ B
(1.1)
i .
As above d = k, a ≥ p and {yak, ybc} = 0. We have to prove that
{y˜ak, y˜bc} = 0 mod m, (9)
where y˜ak and y˜bc from (5) and (4) respetively.
The element ybc is in involution with all elements of the standard basis from (5)
apart from yab and yct (if these elements really appear in (5)). Sine (b, c) ∈ B
(1.1)
i ,
then ybt ∈ Bi−1 and the element yab really appears in the sum of (5).
As for the element yct we an't say this exatly. If (c, t) ∈ Bi−1, then the element
yct appears in the sum of (5). The equality (9) is fullled sine all elements of the
standard basis from (4) are in involution with y˜ak.
If (c, t) /∈ Bi−1, then the element yct does not appear in the sum of (5). Sine
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a ≥ p, then yat ∈ m; the equality (9) is heked diretly:
{y˜ak, y˜bc} = −{yakykt + yabybt,
∣∣∣∣
ybt ybc
ykt ykc
∣∣∣∣} · y−2kt = 0 mod m.
Case 4. (a, d) ∈ B
(3)
i , (b, c) ∈ B
(1.2)
i .
As above d = k. Reall that B
(1.2)
i deomposes into three subsets (see. a), b), )
from the denition of B
(1.2)
i ).
4a. b = k and t < c < k. Then {yak, ykc} = yac. The element ykc are in involution
with all elements of the standard basis from (5) apart from yak and yct (if the
last element really appears in (5)). In our ase the plae (c, t) is lled after the
(i− 1)th step (othewise during the ith step the plae (c, t) will obtain the symbol
"+" and the plae (k, c)  the symbol "−"). The element yct does not appear in
(5). Hene {y˜ak, ykc} = 0.
4b. c = t and 1 < b < k. Then {yak, ybt} = 0. The element ybt is in involution
with all elements of the standard basis from (5) apart from yab. Sine yat ∈ m,
then
{y˜ak, ybt} = −{yabybt, ybt}y
−1
kt = −yatybty
−1
kt = 0 mod m.
4. 1 < b < k and t < c < k, at that (b, t) /∈ Bi−1 or (k, c) /∈ Bi−1. Sine in this
ase {yak, ybc} = 0 and y˜bc = ybc, then we have to show that
{y˜ak, ybc} = 0. (10)
If (b, t) and (c, t) lie in Bi−1, then the alulation
{y˜ak, ybc} = −{yabybt + yacyct, ybc}y
−1
kt = 0
proves (10).
If the both pairs (b, t) and (c, t) do not lie in Bi−1, then ybc is in involution
with all elements of the standard basis from (5). This proves (10).
The ase (b, t) /∈ Bi−1, (c, t) ∈ Bi−1 is not possible, sine in this ase the both
pairs (b, c) and (c, t) lie Bi−1, but (b, t) do not. This ontradits to the fat that
ni−1 is a subalgebra.
Let us show that the ase (b, t) ∈ Bi−1, (c, t) /∈ Bi−1 is also not possible.
Really, (b, t) ∈ Bi−1 and (b, c) ∈ B
(1.2)
i imply (k, c) /∈ Bi−1. That is the plae
(k, c) is lled after the (i − 1)th step ( by the symbol "−"). Sine (c, t) /∈ Bi−1,
then the plae (c, t) is also lled after the (i − 1)th step. The symbol ⊗ an't
take this plae beause of the proedure of plaing the symbols. The symbol "−"
also an't take this plae beause in this ase after the (i− 1)th step we have got
symbol "−" on the plaes (k, c) and (c, t), and the plae (k, t) is empty(during
the ith step this plae is lled by ⊗). This ontradits to lemma 2.
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It remains the last ase: the plae (c, t) is lled by the symbol "+". There exists
a pair ξl = (q, t) ∈ S, q > k, l < i. Aording to the proedure of plaing of
symbols the plae (q, k) is lled by the symbol "−" before the lth step (otherwise
the plae (k, t) is lled by the symbol "+" and the plae (q, k), respetively, by
"−"). The symbol "−" appears on the plae (k, c) also before the lth step. We
have got that after the (l − 1)th step the symbol "−"on the plaes (q, k) and
(k, c), but the plae (q, t) is empty. This ontradits to lemma 2 for i = l − 1.
The equality (7) is obvious for ases (a, d) ∈ B
(2)
i , (b, c) ∈ B
(2)
i . Denote B
(1)
i =
B
(1.1)
i ⊔B
(1.2)
i .
Case 5. (a, d) ∈ B
(2)
i , (b, c) ∈ B
(1)
i .
Reall that here y˜ad = yad. The equality (7) if obvious for the ase (b, c) ∈ B
(1.2)
i .
Consider the ase (b, c) ∈ B
(1.1)
i . One an easily hek (7) for the ase d 6= b and
for the ase a > p.
Let us prove that the last ase d = b, k < a < p, (a, b) ∈ B
(2)
i , (b, c) ∈ B
(1.1)
i
is not possible.
From the above remark we see that all pairs of the form (j, k), k < j < p,
do not lie in Bi−1. Preisely, all (j, k), k < j < p, are lled by the symbol "−"
before the (i− 1)th step. This onerns the pair (a, k).
On the other hand, sine (b, c) ∈ B
(1.1)
i , then after the ith step the plae (b, t)
is either empty, or is lled by the symbol "+". In any ase after the ith step the
plae (k, b) is lled by the symbol "−".
Finally, after the ith step the plaes (a, k) and (k, b) are lled by the symbol
"−". Then by lemma 2 the plae (a, b) must be lled by the symbol "−" during
the (i− 1)th step. This ontradits to (a, b) ∈ Bi.
Case 6. (a, d) ∈ B
(1)
i , (b, c) ∈ B
(1)
i .
The equality (7) is obvious when two pairs lie in B
(1.2)
i and an be easily hekable
in the ase when two pairs lie in B
(1.1)
i . On an also easily hek (7) in the ase
d 6= b and in the ase when one of the pairs lies in B
(1.2)
i and satises the points
a) and b)(see the denition of B
(1.2)
i ). Consider the last ases.
i) Let (a, b) ∈ B
(1.1)
i and (b, c) ∈ B
(1.2)
i where (k, c) /∈ Bi−1 or (b, t) /∈ Bi−1 (see
ondition 1.2(ñ)). Let us show that in this ase (a, c) ∈ B(1.1)i . Then (7) is easily
hekable.
Suppose the ontrary (a, c) ∈ B
(1.2)
i . Then one of the plaes (a, t) or (k, c)
is lled after the ((i − 1))th step. Sine (a, b) ∈ B
(1.1)
i , then the plae (a, t) is
empty. Hene the plae (k, c) is lled after the (i− 1)th step. On the other hand,
(a, b) ∈ B
(1.1)
i implies that (k, b) is empty after the (i−1)th step. The plae (b, c)
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is also empty. Sine ni−1 is a subalgebra, then the plae (k, c) is empty after the
(i− 1)th step. A ontradition.
ii) (a, b) ∈ B
(1.2)
i and (b, c) ∈ B
(1.1)
i , where (k, b) /∈ Bi−1 or (a, t) /∈ Bi−1 (see
ondition 1.2(ñ)). Let us show that (a, c) ∈ B
(1.1)
i (this implies (7)).
Really, (b, c) ∈ B
(1.1)
i implies (k, c) ∈ Bi−1. The plae (a, t) an't be lled after
the (i− 1)th step beause at the same time the plaes (a, b) and (b, t) are empty.
Sine the pairs (a, t) and (k, c) lie in Bi−1 we have got (a, c) ∈ B
(1.1)
i . ✷
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