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1. BOREL CROSS SECTIONS UNDER TOPOLOGICAL TRANSFORMATION GROUPS 
Let G be a topological group of transformations of a topological space M, 
and let p = 4 (mod G) mean that r(P) = q for some y  E G. Then a natural 
question arises: (a) Do the orbits (equivalence classes) have a Bore1 cross 
section1 (i.e., a Bore1 subset C of M containing one and only one element of 
each orbit) ? A sharper question is the following: (b) Does there exist a Bore1 
projection o of M whose range is a (Borel) cross section for G ? A sharper 
question still is the following: (c) Does there exist, in addition to such a 
Bore1 projection o, a Bore1 function g, : M -+ G assigning to each p E M a 
transformation yp = v(p) E G such that r,(p) = u(p) ? 
In the following, we shall show that the questions (a), (b), (c)are equivalent, 
under mild restrictions on M and G, and we shall show that the existence of a 
Bore1 cross section is equivalent to conditions of Glimm [2]. In Section 3 
we shall apply these results to Jordan canonical forms. 
By a topological group G of transformations of M we mean a topological 
group G, together with a continuous map 01 : G x M-t M such that 
p -+ (~(y, p) is a homeomorphism h, of M onto M for each y  E G, and such 
that y  + h, is a homomorphism of G into the group of homeomorphisms of 
M onto M. We write r(p) for c&, p). Let M/G be the space of orbits of points 
of M under G, and let r : M + M/G be the natural map. Let M/G be given 
the quotient topology. If  X is a topological space, the Bowl subsets of X are the 
elements of the smallest u-field of sets in X which contains the open sets. 
A Bore1 function from a space X to a space Y is a function f  : X + Y such 
that if B is any Bore1 set in Y (equivalently: any open set in Y), then f-l(B) 
is a Bore1 set in X. 
* This work was supported (in part) by the National Science Foundation. 
1 This problem, as well as the specific example treated in Section 3, was suggested 
by Professor Garrett Birkhoff, to whom the author is indebted for his encouragement 
and for many valuable criticisms and suggestions. Mackey [l] deals with a special case 
of the same question. 
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We shall use the following conditions on a topological space X: 
(1) X is completely separable, i.e., there is a countable base for the open 
sets of X. 
(2) X is locally compact and Hausdorfi. (We call a space locally compact 
if each neighborhood of a point of X contains a compact neighborhood of the 
point. Note that this definition differs from the two other common definitions 
of local compactness, under which each point is required to have (a) a com- 
pact neighborhood or (b) a closed compact neighborhood. All three definitions 
coincide for Hausdorff spaces.) 
(3) X is “almost Hausdorff”, i.e., X is To and locally compact, and every 
nonempty locally compact subspace I/ of X contains a nonempty relatively 
open Hausdorff subspace [2, p. 1251. 
Note that if X is locally compact and Hausdorff, then X is almost 
Hausdorff. 
We shall need the following facts about topological spaces and Bore1 
sets: 
LEMMA 1. Let X be completely separable and almost Hausdorff. Then X 
can be written as a countable union of Bore1 subsets, each of which is a compact, 
separable, metrizable space in the relative topology and is the dzgerence of two 
open sets in X. 
PROOF. The last paragraph of [2, p. 1261 shows that X can be written as a 
countable union of Hausdorff subsets, each of which is the difference 
“um+l - Urn” of two open sets of X and is a countable union of relatively 
closed, compact, Hausdorff, completely separable, Bore1 subspaces. Such a 
subspace is metrizable by [3, Cor. 2-59, p. 751 and separable by [3, 2-40, 
p. 651; being relatively closed, it can be expressed as U,,, N (Ua u V), 
where V is also open in X. 
LEMMA 2. Let X and Y be completely separable and almost Hausdorff. 
Let B be a Bore1 set in X and let h : B --f Y be a 1 - 1 Bore1 function. Then 
h-l : h(B) + B is a Bore1 function. 
PROOF. By Lemma 1, X and Y can be written respectively as unions of 
Bore1 subsets XI , X, , ..., and YI , Yz , ..., where the Xi and Yj are compact, 
separable, metrizable spaces. Let Bij = B n Xi n h-I( Yj) for each i and j. 
Since h is a Bore1 map, each Bij is a Bore1 set in X and hence in Xi . By 
[4, Th. V. 1, p. 3971, the Lemma holds for the case where X and Y are metric 
spaces and X is complete and separable. Applying this fact to each Bij , 
regarded as a subset of Xi , and to the restriction of h to Bij , regarded as a 
function from Bii to Y, , we see that h-l : h(Bij) + Bij is a Bore1 function. 
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If C is any Bore1 subset of B, then 
h(C) = h (u (C n B,)) = u h(C n Bii)! 
i,j i,j 
hence is a Bore1 set in Y. Thus h-l is a Bore1 function. 
LEMMA 3. Let X and Y be completely separable and almost Hausdorff, 
and let f : X + Y be continuous. Then there exists a Bore1 set B in X such that 
f is 1 - 1 on B, andf(B) = f(X). 
PROOF (Cf. Mackey [l], Lemma 1.1). Let Y = uj Yj according to 
Lemma 1, and let Z(j) = f-‘(Yj) f  or each j. Since Yi is the difference of two 
open subsets of Y, Z (j) is the difference of two open subsets of X and is 
therefore locally compact, as follows readily from our definition of local 
compactness. Then Z (j) is completely separable and almost Hausdorff, and 
can itself be written as Z(i) = uiZij), according to Lemma 1. Let X, , X, , ... 
be an enumeration of the countably many sets Zij’. Then f  restricted to any 
X, is a continuous map of one compact separable metric space into another. 
By [5, Th. 5.11, the Lemma holds if X and Y are compact separable metric 
spaces. Then for each K, there exists a Bore1 set B, in X, such that f  is 
1 - 1 on B, and f(Bk) = f(X,). We construct a sequence of sets A, in X 
as follows: Let A, = B, , and for all K let 
A Ic+1 = [&+1 -f-‘(f@Ul u kc 
By induction, f  is 1 - 1 on each Ak . Therefore, Lemma 2 shows that if 
A, is a Bore1 set, then so is f(AR), hence f-l( f(A,)), hence A,,, . Again by 
induction, each A, is a Bore1 set in X. Let B = UK A, . Then B is a Bore1 
set and f  is 1 - 1 on B. It is easily checked that f(B) = f(uk X,) = f(X), 
as required. 
LEMMA 4. Let X and Y be completely separable and almost Hausdorfl, 
let B be a Bore1 set in X, and let h : B + Y be any function. If  the graph of h, 
{(x, h(x)) : x E B} c X x Y, is a Bore1 set, then h is a Borelfunction. 
PROOF. X x Y is also completely separable and almost Hausdorff. Let 
rx and rrr be the projections of X x Y on X and Y, respectively. rx is 
l-1 on the graph of h. By Lemma 2, the inverse function of the restriction 
of nx to the graph is a Bore1 function. By composing this inverse function 
with the continuous map rrr, we obtain a Bore1 function from B to Y. But 
this Bore1 function is f itself. 
We are now able to show that our original questions (a), (b), (c) are equiva- 
lent: 
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THEOREM 1. Let G be a locally compact, HausdorfJ topological group of 
transformations of an almost Hausdorff space M, with G and M complete[y 
separable. Suppose there is a Bore1 cross section C to the orbits. Let o be the pro- 
jection taking each element p of M into the unique element of C to which p is 
G-equivalent. Then (i) (T is a Bore1 function, and (ii) there is a Bore1 functio?z 
g, : M--j G such that for all p E M, p(p) E G sends p into u(p). 
The second assertion of this theorem is that there is a Bore1 function y  
which makes the diagram of Fig. 1 a commutative diagram of Bore1 functions, 
where i is the inclusion map of C into M and a gives the action of G on M. 
cpxl 
M-GXM 
C-M 
FIG. 1 
PROOF. Let 0 be the continuous map of G x M into M x M defined by 
(Y, P> + W’(P), P). Th e range of 0 is the subset E of M x M defined by 
{(q, P) : q = P (mod G)). By L emmas 3 and 2, E is a Bore1 set, and there is a 
Bore1 subset B of G x M such that 0 restricted to B is 1-I with a Bore1 
inverse which maps E + B. By composing this inverse with the natural 
projection STY : G x M -+ G we obtain a Bore1 function 4 : E + G such that 
if qrp(modG) then he?, PI (4) = p. (4) 
If  E,, = E n (M x C), then E, is a Bore1 set. But 
l?,={(p,c)~M x C:p=c(modG)), 
the graph of u. By Lemma 4, u is a Bore1 function. 
Now consider the map p) : M + G given by T(P) = #(p, u(p)). p is a Bore1 
function (cf. [4, p. 289]), and [dp)l (P) = MP, ~PNI (P) = 4~) by (4), as 
required. 
2. CONDITIONS FOR THE EXISTENCE OF BOREL CROSS SECTIONS 
Glimm [2, Theorem I], has proved the equivalence of a number of con- 
ditions concerning the action of a locally compact Hausdorff topological 
group on an almost Hausdorff topological space, both being completely 
separable. We list several of these conditions: 
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(Gl) Each orbit in M is relatively open in its closure. 
(G2) M/G is T,, . 
(G3) There is a countable set {Ei} of G-invariant Bore1 sets in M such 
that each orbit in M can be represented as an intersection of suitable sets Ei . 
(G4) Let ,Q be a Bore1 measure on M such that the action of G preserves 
sets of p-measure zero and such that /3 is ergodic. Then there exists an orbit 
Gm in M such that P(M N Gm) = 0. 
(G.5) M/G is almost Hausdorff. 
THEOREM 2. Let G be a locally compact Hausdorff topological group of 
transformations of an almost Hausdorff space M, with G and M completely 
separable. Then the condition that there exist a Bore1 cross section to the G-orbits 
of M is equivalent to the conditions (Gl)-(G5). 
PROOF. Suppose the equivalent conditions (Gl)-(G5) are satisfied. Then 
by (G5), M/G is almost Hausdorff. By Lemma 3 applied to the continuous 
map 71 : M-+ M/G, there exists a Bore1 set C in M such that 7~ is l-l on 
C and Z(C) = M/G. Thus C is the required Bore1 cross section. Suppose 
conversely that there exists a Bore1 cross section C to the orbits. Let u be the 
Bore1 projection of Theorem 1. Let U, , U, , Us , ... be a countable base for 
theopensetsofM,andlet lJi=M~Uj-lforj=2,4,6,~~~.Fori=1, 
2, ..‘, let Ei = u-‘( 17~ n C). Then the Ei are Bore1 sets in M and are G-inva- 
riant. Since M is T,, , each point c of C can be represented as an intersection 
of sets Ui . Then the fact that T/-t O- l( V n C) is a complete Boolean homo- 
morphism of sets and the fact that each orbit in M can be written as a+(c), 
c E C, together imply that each orbit in M can be written as an intersection 
of sets EC . Therefore (G3) holds. 
3. AN APPLICATION 
We shall now apply the general theory developed above to a typical case [6] 
for which we can give explicitly suitable functions o and q of Theorem 1: 
Let M be the set of all complex n x n matrices P, and let G be the full linear 
group of all nonsingular complex n x n matrices B acting as transformations 
on M by the “conjugation” P + BPB-I. In the following, we shall show that 
suitable Jordan matrices form a Bore1 cross section of the orbits, and we shall 
construct a uniquely determined Bore1 “basis function” associating with 
each P E M a matrix B(P) = y(P) E G such that B(P) PB(P)-’ is the Jordan 
matrix corresponding to P. 
By matrix theory, every matrix P in M is G-equivalent to one or more 
matrices in Jordan canonical form. (See for example the treatments in [7] 
and [S].) 
409-15 
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Each such Jordan matrix J is a “direct sum” of elementary Jordan matrices 
Jk (matrices of the form IV + h1, where h is a complex number and where .\- 
has superdiagonal entries 1 and all other entries 02). The different Jordan 
matrices equivalent to P differ at most by a permutation of these elementar!. 
Jordan matrices. 
Given a simple ordering /? of the complex field C, we can specify a unique 
Jordan form J(P, ,8) for any matrix P as follows: 
J(P, fi) is the unique Jordan matrix J similar to P such that 
if J1, Jz, ..‘, JL are the constituent elementary Jordan 
matrices of J in order, with corresponding diagonal entry 
values hi and dimensions m(i), then (i) X, < AZ < ... < X, 
under /3, and (ii) Xi = Ai+r implies m(i) > nz(i + 1). 
(5) 
In order that J(P, /3) have desirable properties, we shall require that j? 
be an ordering of the following type. 
DEFINITION. A Bore1 ordering fl of a topological space S is a simple 
ordering /? of S such that the relational set ((a, 6) : a < b} is a Bore1 set in 
s x s. 
The two most natural examples of Bore1 orderings of C are the following. 
x -+ iy < x’ + iy’ when x < x’ or x = x’ and y  <y’; (6) 
yeie < yleie’ , when Y < Yf or O<Y=Y’ and 0<8<~9’<2m 
(6’) 
We now are able to prove the following fact. 
THEOREM 3. Let /I? be a Bore1 ordering of C. Then the matricesJ(P, /3) 
(P E M) constitute a Bore1 cross ection of the G-orbits of M; J(P, fi) is a Bore1 
function of P; and there exists a Bore1 function B : M + G, such that for 
P E M, B(P) PB(P)-l = J(P, 8). 
PROOF. The fact that the J(P, ,8) f  orm a Bore1 set follows easily from the 
definition of a Bore1 ordering. The fact that J(P, p) is a Bore1 function of P 
and the existence of a Bore1 function B then follow by Theorem 1. 
Theorem 3 of course does not describe explicitly the function B. It is 
however possible to devise an explicit construction of a suitable function. 
We give the following example. 
LetPEM,andlet Jl, ‘.., J1 be the constituent elementary Jordan matrices 
of J(P, /3), with m(i) and hi as in (5). Call a matrix A E G a Jordan basis matrix 
a For the “generalized Jordan canonical form” used in [6], these matrices will 
have the form rN + AI, where e E C is given in advance. 
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for P if APA-1 = J(P, /I). Denote the rows of A by 
all, -., aldl) , a21 , -..) a2.d2) , *..) all , ...) at,d0 . 
The row aij thus corresponds to the jth row of Ji in J. I f  we regard any 
A E G as a transformation x -+ xA of 0, then A is a Jordan basis matrix 
for P if and only if the rows of A satisfy 
ai,,(,j(P - hiI) = 0 (i = 1, 2, .*., 1); 
aij(P - hiI) = ai,j+l (i = 1, 2, *m*, I; j = 1,2, ..*, m(i) - 1). 
[7, p. 1331. 
(7) 
(7’) 
In our description of B(P) we shall make use of the following method for 
choosing a “canonical basis” for any linear subspace L of CF. 
Let e, , e2, ‘.., e, be the vectors (1, 0, .*., O), (0, 1, ‘.., O), “., (0, 0, “‘, 1) 
of Cm. With each linear subspace K # (0) of C” associate the vector v(K) 
such that 
v(K) is the perpendicular projection on K of the first one 
ofe,, e2, . . . which is not perpendicular to K. (8) 
Now, to choose a basis for L, form the sequence u1 = v(L), u2 = v(L n ulL), 
u2 = v(L n ulL n u21), etc., an d then normalize. The uj will be real vectors 
if L has any basis of real vectors. The basis uj can be characterized as 
follows: 
and 
The uj form an orthonormal basis of L; (9) 
if 01 is the first nonzero entry of ut, then 01 > 0, and the 
corresponding entries of utfl , ut+2 , *a. are 0. 
We are now able to state an explicit form for B(P). 
(10) 
THEOREM 4. For each P E M, B(P) can be chosen to be a matrix A with 
the following form: (i) if 
A, =h,+l = .*. = A* and m(r) = m(r + 1) = .** = m(s), 
then ar,m(r) , ar+l.m(r+l) , ...> as.m(s) form a canonical basis of the subspace of 
C” which they generate; and (ii) ; f  A, = h,+l = ... = A, and r < i < t, 
Y < h < t, j < m(h), (i,j) # (h, m(h)), then aij 1 ak,m(k) . Furthermore, 
B(P) is uniquely determined by the requirements (i) and (ii) and is a Bore1 
function of P. 
OUTLINE OF PROOF. The method is to start with some Jordan basis matrix 
for P and to make successive linear changes in its rows until we obtain a 
Jordan basis matrix of the required form. We then observe that this con- 
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struction gives a uniquely determined Bore1 function of P. The basic step 
in the construction is the repeated application of the following Lemma. 
LEMMA 5. If A is a Jordan basis matrix for P and if h, = &, then 
A’ is also a Jordan basis matrix for P, where A’ is comtructed as follozu: 
Let (Y E C, and let j < m(k) be such that (i,j) # (k, m(k)). Set 
aL-s = ai,j-, + -7,,m(7,)--S , s = 0, 1, .a., j - 1, 
and set altu = a,, otherwise. 
The proof of the Lemma follows easily from the characterization (7) (7’) 
of the rows of a Jordan basis matrix for P. 
If  the indices i, j, k are such that Xi = h, , j < m(k), and (i, j) # (k, m(k)), 
then we shall say, “aij is adjustable by ak,m(k).” The import of Lemma 5 is 
that if aij is adjustable by ak,mCk) , then aij can be changed by any scalar 
multiple of ak,m(k) without disturbing any other a,, with u > j. It is clear 
that a,,m(i) can be altered by a scalar factor as well without disturbing any 
other a,, with u > m(i). 
Now, let a Jordan basis matrix A be given. For each eigenvalue p of P, 
perform the following two steps for j = m, m - 1, m - 2, ..., 1, where m 
is the largest integer m(i) with & = p: Step 1: Using Lemma 5, alter each 
aij with Xi = p (if any) by a suitable scalar multiple of each ak,m(k) by which 
aij is adjustable, to obtain a new A with aii 1 ak.m(k) Step 2: Adjust the 
aij with m(i) = j by suitable scalar factors and (using Lemma 5) by suitable 
multiples of each other, to obtain a new A for which the corresponding rows 
satisfy (i) of Theorem 4. 
The uniqueness of the choice of B(P) so obtained can be proved by 
showing at each step of the construction that the row of A constructed to 
satisfy (i) and (ii) is uniquely determined. 
It remains to show that B(P) is a Bore1 function of P. Let us say that two 
n x n Jordan matrices J and J’ have the same pattern if m(1)’ = m(l), 
m(2)’ = m(2), .‘a, and if hi = hj whenever hi’ = hj’ and conversely. The set 
of P such that J(P, /3) has a given pattern is a Bore1 set for any Bore1 ordering 
/3ofC. 
(P, A) is in the graph of B if and only if A E G, AP = J(P, /3) A, and A 
satisfies the conditions (i) and (ii), which are given by algebraic equalities 
and inequalities depending on the pattern of J(P, fl) and depending on which 
entries of A are nonzero. It follows that the graph of the function B is a Bore1 
set. By Lemma 4, B is a Bore1 function, as asserted. 
It is possible to combine the above constructive method with a proof of 
the existence of a Jordan basis transformation of P to obtain a construction 
which is unique at each stage. 
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I f  the particular Bore1 ordering /3 is taken into account, more can be said 
about the behavior of the functions B and J. For example, if the Bore1 order- 
ing (6) is used, then the graph of P+ (J(P, ,8), B(P)) can be characterized 
as the set of points in M x (M x G) with coordinates whose real and 
imaginary parts satisfy one of a finite number of requirements given by 
finite sets of quadratic equations, linear equations, and linear inequalities. 
Note added in proof. The result of Theorem 2 is essentially given in a paper by 
Effros [9, Th. 2.91 which appeared while this note was in press. (Effros does not con- 
sider the related function q.) 
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