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Chapter 1
Large Scale 4D Trajectory Planning
Arianit Islami, Supatcha Chaimatanan, Daniel Delahaye
Abstract To sustain the continuously increasing air traffic demand, the fu-
ture air traffic management system will rely on a so-called trajectory based
operations concept that will increase air traffic capacity by reducing the con-
trollers workload. This will be achieved by transferring tactical conflict de-
tection and resolution tasks to the strategic planning phase. In this future air
traffic management paradigm context, this paper presents a methodology to
address such trajectory planning at nation-wide and continent scale. The pro-
posed methodology aims at minimizing the global interaction between aircraft
trajectories by allocating alternative departure times, alternative horizontal
flight paths, and alternative flight levels to the trajectories involved in the
interaction. To improve robustness of the strategic trajectory planning, un-
certainty of aircraft position and aircraft arrival time to any given position on
the trajectory are considered. This paper presents a mathematical formula-
tion of this strategic trajectory planning problem leading to a mixed-integer
optimization problem, whose objective function relies on the new concept
of interaction between trajectories. A computationally efficient algorithm to
compute interaction between trajectories for large-scale applications is pre-
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sented and implemented. Resolution method based on hybrid-metaheuristic
algorithm have been developed to solve the above large-scale optimization
problems. Finally, the overall methodology is implemented and tested with
real air traffic data taking into account uncertainty over the French and the
European airspace, involving more than 30,000 trajectories. Conflict-free and
robust 4D trajectory planning are produced within computational time ac-
ceptable for the operation context, which shows the viability of the approach.
1.1 INTRODUCTION
Air traffic regulations impose that aircraft must always be separated by some
prescribed distance, noted Nv for the vertical separation and Nh for the hor-
izontal separation. Aircraft are considered to be in conflict when these min-
imum separation requirements are violated. As the global air traffic demand
keeps on increasing, congestion problem becomes more and more critical.One
of the key solutions is to balance the air traffic demand and the overall capac-
ity of the Air Traffic Management (ATM) system. In order to cope with the
increasing demand, the future ATM system will rely on the trajectory based
operations concept. In this concept, aircraft will be required to follow a ne-
gotiated conflict-free trajectory, accurately defined in 4 dimensions (3 spatial
dimensions and time) in order to reduce the need of controller’s intervention
during the tactical phase. In this perspective, the key factor to improve the
ATM capacity is an efficient strategic 4D trajectory planning methodology
to compute a conflict-free 4D trajectory for each aircraft.
In this work, we propose a methodology to address such a strategic plan-
ning of trajectories at national and continent scale. The goal of the proposed
method is to separate a given set of aircraft trajectories in both the three
dimensional space and in the time domain by allocating an alternative flight
plan (route, departure time, and flight level) to each flight.
Instead of trying to satisfy the capacity constraint, we focus on minimizing
the global interaction between trajectories. An interaction between trajecto-
ries occurs when two or more trajectories have an effect on each other; for
instance, when trajectories occupy the same space at the same period of time.
Therefore, contrary to the concept of conflict, the measurement of interaction
does not only refer to the violation of minimum separation requirements. It
also allows us to take into account other separation criteria such as minimum
separation time between aircraft crossing at the same point.
In real-life situations, aircraft may not be able to follow precisely the as-
signed 4D trajectory due to external events, such as passenger delays, wind
conditions, etc. Besides, aircraft may not be able to fly at their optimal speed
profile in order to satisfy the hard constraints imposed on the 4D trajectory.
To improve robustness of the deconflicted trajectories and to relax the 4D
trajectory constraints, uncertainties of aircraft position and arrival time will
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also be taken into account in the strategic trajectory planning process pre-
sented in this paper.
The following section of this paper is organized as follows. Section 1.2
reviews previous related works on aircraft trajectory deconfliction. Section
1.3 describes uncertainty model, explains the concept of interaction between
trajectories, and presents the trajectory planning problem in mathematical
framework. Section 1.4 proposes an efficient method for detecting interactions
between aircraft trajectories in a large-scale context. Section 1.5 presents a
hybrid-metaheuristic optimization algorithm which relies on simulated an-
nealing and on a hill-climbing local-search method, to solve the problem.
Finally, numerical results are presented and discussed in Section 1.6.
1.2 PREVIOUS RELATED WORKS
During recent years, there are many research works in the literature that
address the trajectory deconfliction problem considering large-scale air traffic.
Aircraft trajectory deconfliction problem that relies on genetic algorithm to
solve en-route conflicts between trajectories, taking into account uncertainties
of aircraft velocity, is considered in [12]. The authors propose two conflict-
resolution maneuvers: modifying the heading, and modifying the flight level.
The solutions are provided by GA. It is able to solve all conflicts involving
7,540 flights considering different levels of uncertainties within reasonable
computation time.
In [2], the authors consider a 4D trajectory deconfliction problem using a
ground holding method. Potential conflicts between trajectories are detected
by pairwise comparison. However, in presence of take-off time uncertainties,
the proposed method must allocate significant delays in order to solve all the
conflicts. To increase the degrees of freedom, the same authors introduce an
option to allocate alternative flight levels in [3]. The results show advantages
of using the flight level allocation technique in terms of reduced delay, in pres-
ence of departure time uncertainties. In [1], a flight-level allocation technique
is used to address 4D trajectory deconfliction at the European continent scale.
However, the proposed method yields residual potential conflicts.
Another idea to separate trajectories is based on speed regulations; it is
used, for instance in [8]. In these works, conflict detection and resolution are
performed at two layers with different sampling periods and time windows.
Speed regulations introduce additional degree of freedom to the trajectory
design. However, it requires numerous extensive and fine-tuned computations,
which are not suitable to implement in a large-scale problem.
In [9, 10], a Light Propagation Algorithm (LPA) is introduced to solve po-
tential conflicts between 4D trajectories, to avoid congested, and bad-weather
areas. The optimal trajectory that solve conflicts are provided by a Branch-
and-Bound (B&B) algorithm.
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In [10], to improve robustness of aircraft trajectories, uncertainty is mod-
eled as a time segment. The uncertainty increases the difficulty of the problem
and reduces the solution space, so that the LPA can remove only 88% of the
conflicts. The remaining conflicts are solved by imposing time constraints
called Required Time of Arrival (RTA).
A methodology to optimize and deconflict aircraft trajectories in the hor-
izontal plane, in en-route environment, and in real time is proposed by the
author of [13]. In this work, aircraft trajectories are deconflicted and op-
timized in the time scale of thirty minutes into the future by sequentially
computing optimal-wind and conflict-free trajectories for each aircraft, con-
sidering previously-planned trajectories as obstacles.
However, none of the proposed methodologies is able to solve globally
the trajectory deconfliction problem due to its size and complexity. Most of
the algorithms proposed in the literature rely on the moving time window
strategy to reduce the size of the problem. This strategy is effective for conflict
detection and resolution in tactical phases. However, when high-density traffic
is involved, it tends to fail to solve all conflicts.
In this work, we put forward the works presented in [5, 6, 4, 7]. The
proposed 4D trajectory planning methodology aims at solving conflict be-
tween all involving trajectories simultaneously at strategic level. In these
works, optimal 4D trajectories for individual flights were allocated by solving
a combinatorial optimization problem using a non-population based hybrid-
metaheuristic optimization method.
1.3 MATHEMATICAL MODELING
This section presents the mathematical model used to describe our strate-
gic trajectory planning methodology. First, uncertainty of aircraft positions
and arrival times based on two different models are characterized. Then,
a definition of interaction between trajectories is given. Next, the route
/ departure-time / flight level allocation techniques adapted for strategic
trajectory-planning are described. Finally, a mathematical formulation of the
interaction minimization problem is presented.
1.3.1 Uncertainties
Consider a given set of N trajectories, where each trajectory, i, is defined by
a time sequence of 4D coordinates, Pi,k(xi,k, yi,k, zi,k, ti,k), for k = 1, . . . ,Ki,
where Ki is the total number of sampling points of trajectory i, for i =
1, . . . , N . Each trajectory is sampled with a (given) constant sampling time,
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∆t. These coordinates specify that aircraft i must arrive at a given point
(xi,k, yi,k, zi,k) at time ti,k.
However, in reality, aircraft are subjected to unpredicted external events,
which cause uncertainties on aircraft position and arrival time with respect
to their planned 4D trajectory. In order to consider such uncertainties, we
rely on the concept of robust optimization, using two different models of the
uncertainty sets.
1.3.1.1 Deterministic model
For simplicity, we define xP , yP , zP , tP as the 4D coordinate of any given point
Pi,k. Consider an initial 4D trajectory planning specifying that an aircraft
must arrive at a given horizontal coordinate (xP , yP ) at time tP . Due to
uncertainties, we shall assume that the real horizontal position, (xrP , y
r
P ), of
the aircraft at time tP can be in an area defined by a disk of radius Rh
(defined by the user) around (xP , yP ), as illustrated in Fig. 1.1. In other
words, the possible locations of the aircraft at time tP are the elements of
the set: {(xrP , yrP ) : (xrP − xP )2 + (yrP − yP )2 ≤ R2h}.
To ensure horizontal separation of aircraft subjected to such uncertainties,
the protection volume has to be enlarged by a radius of Rh as illustrated in
Fig. 1.1. Thus, the robust minimum separation in the horizontal plane, Nrh , is
defined as: Nrh := Nh +Rh, where Nh is the minimum horizontal separation
of the case without uncertainty.
In the vertical dimension, we shall assume that during such a non-level
flight phase, the real altitude, denoted zrP , of the aircraft at a given time tP
lies in a bounded interval defined by an uncertainty radius Rv (set by the user)
which reduces strongly when the aircraft reaches its requested flight level. In
other words, the possible altitudes of the aircraft during non-level flight phase
at time tP are the elements of the set: {zrP : zP −Rv ≤ zrP ≤ zP +Rv}.
To ensure vertical separation of aircraft subjected to such uncertainties,
the vertical separation requirement has to be enlarged by Rv as illustrated
in Fig. 1.1. Thus, the robust minimum separation in the vertical dimension,
noted Nrv , is defined as: N
r
v := Nv + Rv, where Nv is the minimum vertical
separation of the case without uncertainty.
In addition to the uncertainty in the 3D space domain (see Fig. 1.1),
aircraft may be subject to uncertainty so that it arrives at a given position
with a time error. Let t be the maximum time error (defined by the user). For
simplicity, to implement the interaction detection scheme, we shall assume
that t is chosen so that it is a multiple of the discretization time step ∆t. The
real arrival time, noted trP , of aircraft at the same trajectory point therefore
lies in the time interval: [tP − t, tP + t], where tP is the assigned arrival time
to point Pi,k.
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Fig. 1.1 Possible aircraft position in the 3D space domain in presence of deterministic
uncertainty.
1.3.1.2 Probabilistic model
The worst-case-oriented uncertainty model presented above considers that
every possible cases in the given uncertainty set are equally likely. However,
some events corresponding to the points in the uncertainty set have very low
probability to occur. Trying to immune the solution against such events could
yield unnecessarily costly solutions, and can be interpreted as too conserva-
tive for a situation involving high levels of uncertainty as it is the case in
strategic planning.
As an aircraft is able to follow a given flight profile with very high accuracy
thanks to the flight management system (FMS).We shall consider that the
residual uncertainty of aircraft position is more likely to occur in the time
domain.
Using the maximum time error, t (set by the user), the predicted arrival
time of an aircraft at a position Pi,k under uncertainty lies in the interval:
[tP − t, tP + t], where tP is the assigned arrival time to point Pi,k.
For the purpose of interaction computation, which will be explained in
the following subsection, we assume here that the predicted aircraft arrival
time can be modeled as a random variable with the following triangular
distribution defined over the interval [tP − t, tP + t]. Given the lower limit
tP − t, the upper limit tP + t, the predicted arrival time, to the position
Pi,k is given by the probability density function:
TPi,k,t(t) =

0 for t < tP − t,
(t−tP+t)
t2
for tP − t ≤ t ≤ tP ,
(−tP+t−t)
t2
for tP < t ≤ tP + t,
0 for tP + t < t.
(1.1)
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Fig. 1.2 Uncertainty of aircraft arrival time, defined by triangular distribution over given
time intervals (left: view in the space domain; right: view in the time domain).
where TPi,k,t(t) denotes the triangular distribution. Fig. 1.2 illustrates the
uncertainty of arrival time of two aircraft A and B to the trajectory sam-
ple points P and Q respectively. The time uncertainties are defined by a
triangular distribution function over the time interval [tP − t, tP + t] and
[tQ − t, tQ + t] respectively.
1.3.2 Interaction between trajectories
The concept of interaction between trajectories is introduced in [7]. It is a
measurement that indicates when two or more trajectories occupy the same
space at the same period of time. It is different from the conflict situation,
which corresponds simply to a violation of the minimum separation (i.e. 5
NM horizontally and 1,000 ft vertically). Additional separation conditions,
such as time separation, topology of trajectory intersection, distance between
trajectories, etc. can also be taken into account in the concept of interaction.
To explain the process to determine the interaction between aircraft tra-
jectories, let us first consider two trajectories A and B, and let P and Q be
any pair of sample points on the trajectories A and B respectively. To con-
sider the above-mentioned deterministic uncertainty models, we must check
whether the minimum separations, Nrh and N
r
v is satisfied, between every
possible pair of points such as P and Q (pair-wise comparisons). A potential
conflict between trajectories A and B, taking into account uncertainties, can
occur when the three following conditions are satisfied for a certain pair of
sample points, P and Q, from each trajectory:
• dh :=
√
(xP − xQ)2 + (yP − yQ)2 < Nrh .
• dv := |zP − zQ| < Nrv .
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• [tP − t, tP + t] ∩ [tQ − t, tQ + t] 6= ∅,
i.e. |tP − tQ| ≤ 2t.
When the above conditions are satisfied, we say that point P is in conflict
with point Q taking into account the deterministic-type uncertainty.
Let us define further
CD(P,Q) =
{
1 if point P is in conflict with point Q
0 otherwise.
(1.2)
With the above definitions, the interactions at point Pi,k, denoted Φ
D
i,k,
may be defined as the total number of times the protection volume around
point Pi,k taking into account the deterministic-type uncertainty is violated.
Therefore, ΦDi,k is given by
ΦDi,k =
N∑
j=1
j 6=i
Kj∑
l=1
CD(Pi,k, Pj,l). (1.3)
where Ki is the number of sampled points of trajectory i.
Finally, the robust total interaction between trajectories, that we are min-
imizing, is:
ΦDtot =
N∑
i=1
Ki∑
k=1
ΦDi,k, (1.4)
where N is the total number of trajectories.
To explain the process to compute the total robust interaction between
trajectories based on probabilistic-type uncertainty, let us consider the tra-
jectories A and B given in Fig. 1.2. Let P and Q be any trajectory sample
points on trajectories A and B respectively. The predicted arrival time of
aircraft A to the given point P , and the predicted arrival time of aircraft B
to the given point Q are given by TtP ,t(t) and TtQ,t(t) respectively.
Again, a potential conflict between trajectories A and B occurs when there
exists a pair of points, P and Q, from each trajectory such that the three
following conditions are satisfied:
• dh < Nrh ;
• dv < Nrv ;
• and [tP − t, tP + t] ∩ [tQ − t, tQ + t] 6= ∅.
The probabilistic interaction, denoted Pt(P,Q), associated to the trajectory
sample points P and Q is formally defined as follows:
Pt(P,Q) :=
∫
IPQt
TtP ,t(t)TtQ,t(t)dt, (1.5)
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where IPQt denotes the time interval [tP − t, tP + t] ∩ [tQ − t, tQ + t].
Remark that when this intersection is the empty set, the integral in (1.5)
reduced to zero.
With the above definition, we define a robust interaction at a point Pi,k
based on the probabilistic-type uncertainty, denoted ΦPi,k, to be the sum of
all the probabilistic interaction associated to point P .
Hence, we have
ΦPi,k :=
N∑
j=1
j 6=i
Kj∑
l=1
Pt(Pi,k, Pj,l), (1.6)
where Kj are the number of sampling points for trajectory j, and where
Pt(PA, PB) is the probabilistic interaction associated to the sample points
PA and PB of trajectory A and B respectively.
Therefore, the total interaction between trajectories, based on probabilistic-
type uncertainty, denoted ΦPtot, for a whole N -aircraft traffic situation is sim-
ply defined as:
ΦPtot =
N∑
i=1
ΦPi =
N∑
i=1
Ki∑
k=1
ΦPi,k. (1.7)
1.3.3 Rout/Departure-Time/Flight level Allocation
The objective of this work is to allocate an alternative trajectory, an alter-
native departure time, and alternative flight level for each aircraft in order
to minimize the total interaction between trajectories, taking into account
uncertainty of aircraft position and time.
Given data. A problem instance is given by:
• A set of initial N discretized 4D trajectories;
• The discretization time step, ∆t;
• The number of allowed virtual waypoints, M ;
• The maximum allowed advance departure time shift of each flight i, δia < 0;
• The departure time shift step size, δs;
• The maximum allowed delay departure time shift of each flight i, δid > 0;
• The maximum allowed flight level shift of each flight i, li,max;
• The maximum allowed route length extension coefficient of each flight i,
0 ≤ di ≤ 1;
• The length of the initial en-route segment of each flight i, Li,0.
The alternative departure time, the alternative route, and the alternative
flight level to be allocated to each flight are modeled as follows.
Alternative departure time. The departure time of each flight can be
shifted by a positive (delay) or a negative (advance) time shift. Let δi ∈ ∆i
be a departure time shift attributed to flight i, where ∆i is a set of acceptable
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time shifts for flight i. The departure time ti of flight i is therefore ti = ti,0+δi,
where ti,0 is the initially-planned departure time of flight i. The departure
time shift δi will be limited to lie in the interval ∆i := [δ
i
a, δ
i
d]. Common
practice in airports conducted us to rely on a discretization of this time
interval using time-shift step size δs. This yields N
i
a :=
−δia
δs
possible advance
slots and N id :=
δid
δs
possible delay slots of flight i. Therefore, we define the
set, ∆i, of all possible departure time shifts of flight i by
∆i :={−N ia.δs,−(N ia − 1).δs, . . . ,
− δs, 0, δs, . . . , (N id − 1).δs, N id.δs}.
(1.8)
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Fig. 1.3 Initial and alternative trajectories with rectangular-shape possible location of
M = 2 virtual waypoints.
Alternative trajectory design. In this work, an alternative trajectory
is constructed by placing a set of virtual waypoints, denoted
wi = {wmi |wmi = (wmix′ , wmiy′)}Mm=1, (1.9)
near the initial en-route segment and then by reconnecting the successive
waypoints with straight-line segments as illustrated in Fig. 1.3. To limit the
route length extension, the alternative en-route profile of flight i must satisfy:
Li(wi) ≤ (1 + di), (1.10)
where Li(wi) is the length of the alternative en-route profile determined by
wi. Fig. 1.3 illustrated initial and alternative trajectories, constructed with
M = 2 waypoints, where the location of each waypoint is constrained to be
in a rectangular-shape possible location. Let Wmix′ be a set of all possible
normalized longitudinal locations of the mth virtual waypoint on trajectory
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i. For each trajectory i, the normalized longitudinal component, wmix′ , is set
to lie in the interval:
Wmix′ :=
[(
m
1 +M
− bi
)
,
(
m
1 +M
+ bi
)]
, (1.11)
where bi is a (user-defined) parameter that defines the range of possible nor-
malized longitudinal component of the mth virtual waypoint on trajectory i.
To obtain a regular trajectory, the normalized longitudinal component of two
adjacent waypoints must not overlap, i.e.(
m
1 +M
+ bi
)
<
(
m+ 1
1 +M
− bi
)
(1.12)
and hence the user should choose bi so that
bi <
1
2(M + 1)
. (1.13)
Let Wmiy′ be a set of all possible normalized lateral locations of the m
th
virtual waypoint on trajectory i. Similarly, the normalized lateral component,
wmiy′ , is restricted to lie in the interval:
Wmiy′ := [−ai, ai], (1.14)
where 0 ≤ ai ≤ 1 is a (user-defined) model parameter that defines the range of
possible normalize lateral location of the mth virtual waypoint on trajectory
i, chosen a priori so as to satisfy (1.10). More detail about the method to
modify the trajectory is presented in [7].
Alternative flight level. Another variable to modify the trajectory of
each flight i is a flight-level shift li ∈ Z. Therefore, the flight level, FLi, of
flight i is given by: FLi = FLi,0 + li, where FLi,0 is the initially-planned
flight level of flight i. Fig. 1.4 shows a trajectory with two alternative flight
levels. In order to limit the change of flight levels,the set, ∆FLi, of all possible
flight-level shifts for flight i is set to:
∆FLi := [FLi,0 − li,max, . . . , 0, . . . , FLi,0 + li,max], (1.15)
where li,max is the (user-provided) maximum flight level shifts allowed to be
allocated to flight i.
Let us set the compact vector notation: δ := (δ1, δ2, . . . , δN ), w :=
(w1, w2, . . . , wN ), and l := (l1, l2, . . . , lN ). We shall denote by ui the com-
ponents of u. It is a vector whose components are related to the modification
of the ith trajectory, thereby our decision variable is:
u := (δ, l,w).
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Fig. 1.4 Two alternative vertical profiles for a trajectory (two alternative flight levels).
The strategic trajectory planning problem under uncertainty can be repre-
sented by an interaction minimization problem formulated as a mixed-integer
optimization problem as follows:
min
u
Φtot(u)
subject to
δi ∈ ∆i, i = 1, 2, . . . , N
li ∈ ∆FLi, i = 1, 2, . . . , N
wmi ∈Wmix′ ×Wmiy′ , m = 1, 2, . . . ,M,
i = 1, 2, . . . , N,
(1.16)
where Φtot(u) is defined by (1.4) or (1.7) according to uncertainty model
under consideration, and ∆i, W
m
ix′ , and W
m
iy′ , ∆FLi are defined by (1.8),
(1.11), (1.14), and (1.15) respectively.
1.4 INTERACTION DETECTION
In order to evaluate the objective function, we rely on a grid-based interaction
detection scheme which is implemented in a so-called hash table as presented
in [4, 6, 7].
First, the airspace is discretized using a 4D grid (3D space + time), as illus-
trated in Fig. 1.5. The size of each cell in the x, y, z and t direction is defined
by the minimum separation requirement, Nrh , N
r
v and the discretization time
step, ∆t. To detect conflicts, the idea is to store the N trajectories in each
corresponding cell in the 4D grid. Then, for each trajectory i, and for each cell
(Ix, Iy, Iz, It) corresponding to each sampling point Pi,k := (xP , yP , zP , tP ),
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we simply need to check all the surrounding (adjacent) cells in the x, y, and
z directions corresponding to the time period [tp − 2t, tP + 2t]. If one of
these surrounding cells is occupied by another aircraft, for instance j, we
then note j ∈ (Ix, Iy, Iz, It), and then the horizontal distance, dh, and the
vertical distance, dv, between point Pi,k and the sample point corresponding
to aircraft j are computed.
t0	   t1	   t2	   .	  .	  .	   tn	  
(me	  x	  
y	  
z	  
x	  
y	  
z	  
x	  
y	  
z	  
x	  
y	  
z	  
Fig. 1.5 Four-dimension (3D space - time) grid for conflict detection.
A violation of protection the volume is identified when both dh < N
r
h and
dv < N
r
v . When a violation of protection volume is identified, the interaction
is computed using (1.3) or (1.6) depending on the type of uncertainty model
considered. Since the violation of the protection volume can only occur when
the points in question are in the same or in adjacent grid cells, the number of
points to check is significantly smaller than in a pair-wise comparison method.
In order not to underestimate interaction, one can simply choose a suf-
ficiently small value of ∆t. However, using small sampling-time step leads
to large computation time and memory. Instead, we propose an inner-loop
algorithm, detecting interaction between two sampling times, t and t + ∆t,
by interpolating aircraft positions with a sufficiently small step size, tinterp.
Then, one checks each pair of these interpolated points. The algorithm stops
when an interaction is identified or when every pair of the interpolated points
have been checked. More details of this interaction detection algorithm is pre-
sented in [7].
1.5 RESOLUTION ALGORITHM
To solve the strategic trajectory planning problem, we rely on a hybrid meta-
heuristics approach adapted to handle an air-traffic assignment problem at
the continent scale. The proposed hybrid algorithm combines the Simulated
Annealing (SA) and the Local Search (LS) algorithm such that the local
search is considered as an inner-loop of the SA, which will be performed
when a pre-defined condition is satisfied.
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1.5.1 Simulated annealing
Simulated annealing was separately introduced by S. Kirkpatrick et al. in
1982 [14] and by V. C˘erny´ in 1985 [17]. It is inspired by the annealing process
in metallurgy where the state of a material can be modified by controlling
the cooling temperature.
In the simulated annealing optimization algorithm, the objective function
to be minimized is analogical to the energy of the physical problem, while
the values of the decision variables of the problem are analogical to the coor-
dinates of the material’s particles. A control parameter, T , that decreases as
the number of iterations grows, plays the role of the temperature schedule,
and a number of iterations, NI , at each temperature step plays the role of
the time duration the material is kept at each temperature stage.
To simulate this evolution of the physical system towards a thermal equi-
librium, the Metropolis algorithm [15] is used. For a given temperature, T ,
starting from a current configuration, the state space of the simulated system
is subjected to a transformation (e.g. apply a local change to one decision
variable). If this transformation improves the objective-function value, then
it is accepted. Otherwise, it is accepted with a probability
Paccept := e
∆E
T , (1.17)
where ∆E is the degradation of the objective-function value (negative for
minimization). Repeating this process until the equilibrium is reached, the
temperature is decreased according to a pre-defined cooling schedule. As the
temperature decreases, the probability, Paccept, to accept a degrading solution
becomes smaller and smaller. Therefore, the system will eventually converge
to the nearest local optimum which will expectantly be close to a global
optimum. We refer the reader interested by simulated annealing algorithm to
the following books [11, 16].
For our problem, the simulated annealing proceeds as presented in [4].
In order to implement the simulated annealing algorithm to the strategic
planning of 4D trajectories, we first define the following parameters.
1. Neighborhood function. To generate a neighborhood solution, first a
flight i is randomly chosen. In order not to modify excessively the tra-
jectories that are not involved in any interaction, we set a user-defined
threshold value of interaction, denoted Φτ , such that the trajectory of a
randomly chosen flight i will be modified only if
Φi(u) ≥ Φτ . (1.18)
Otherwise, another trajectory will be randomly chosen until condition
(1.18) is satisfied. This process ensures that changes will be first applied
on trajectories involved in congestion area.
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Then, for a chosen flight, i, we introduce a user-defined parameter, Pw ≤ 1
to control the probability of modifying the value of the ith trajectory
waypoint location vector, wi, and a user-defined parameter Pl ≤ 1 to
control the probability of modifying the value of the flight level shift ∆FLi.
The probability to modify rather the departure time is therefore 1−Pw−Pl.
These parameters, Pw and Pl, allows the user to set his/her preference on
the way to deconflict trajectories. The neighborhood function we use in
this paper is summarized in Algorithm 1.
Algorithm 1 Neighborhood function
Require: probabilities Pw, Pl, trajectory i.
1: Generate random number, r := random(0,1);
2: if r < Pw then
3: Choose randomly one virtual waypoint wmi to be modified.
4: Choose randomly new wmix′ from W
m
ix′ ;
5: Choose randomly new wmiy′ from W
m
iy′ ;
6: else
7: if r < (Pw + Pl) then
8: Choose randomly new flight level shift li from ∆FLi;
9: else
10: Choose randomly new departure time shift δi from ∆i;
11: end if
12: end if
2. Initial temperature and initial acceptance probabilities. To deter-
mine the initial temperature and initial acceptance probability, we rely on
a practical recommendations given in [11]. They are computed by first gen-
erating 100 deteriorating transformations (neighborhood solutions) at ran-
dom; then by evaluating the average variations, ∆Eavg, of the objective-
function value. The initial temperature, T0, is then deduced from the re-
lation:
τ0 = e
∆Eavg
T0 ,
where τ0 is the initial rate of accepting degrading solutions that will be
empirically set.
3. Cooling schedule. The cooling schedule plays an essential role to guide
the system towards a good optimum. If the temperature is decreased
slowly, the system is more likely to converge to a better solution, but
it will require more computation time. On the other hand, decreasing too
rapidly the temperature tends to yield undesirable local optima. For sim-
plicity, we will decrease the temperature, T , following the geometrical law,
therefore
Ti = β.Ti−1,
where 0 ≤ β ≤ 1 where the constant β will be experimentally tuned.
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4. Equilibrium state. In order to reach an equilibrium, a sufficient number
of iterations, denoted NI , or moves, have to be performed at each temper-
ature step. For simplicity, the value of NI will be defined as constant, and
will be experimentally set.
5. Termination criterion. Theoretically, it is suggested that the SA algo-
rithm stops when the temperature reaches zero. However, this stopping
criterion is not utilized in practice, since when the temperature is near
zero, the probability of acceptance becomes negligible. In our case, the
simulated annealing algorithm will terminate when the final temperature,
Tf , reaches the value C.T0, where 0 ≤ C ≤ 1 is a user-defined coefficient.
1.5.2 Hill-climbing local search
Hill-climbing is a local search algorithm that only moves to a new solution
only if it yields a decrease of the objective function. The process repeats
until no further improvement can be found or until the maximum number of
iterations nTLOC is reached. In this work, we rely on two local-search modules
that correspond to the two following strategies:
• Intensification the search on one Particular Trajectory (PT). Given a flight
i, this state exploitation step focuses on improving the current solution by
applying a local change from the neighborhood structure only to flight i.
• Intensification the search on the Interacting Trajectories (IT). Given a
flight i, this state exploitation step applies a local change, from the neigh-
borhood structure, to every flight that is currently interacting with flight
i.
1.5.3 Hybrid algorithm
In order to improve efficiency of the optimization algorithm in terms of com-
putation time, we propose to combine the SA and the hill climbing local
search. The algorithms are combined in a self-contained manner, such that
each algorithm is executed sequentially. The order of execution is controlled
by pre-defined parameters, that controls the probabilities to carry out each
method. The probability to carry out simulated-annealing step, PSA, is:
PSA(T ) = PSA,min + (PSA,max − PSA,min) · T0 − T
T0
, (1.19)
where PSA,max and PSA,min are the maximum and minimum probabilities
to perform the SA (pre-defined by the user). The probability of running a
hill-climbing local search module, PLoc, is given by:
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PLoc(T ) = PLoc,min + (PLoc,max − PLoc,min) · T0 − T
T0
, (1.20)
where PLoc,max and PLoc,min are the maximum and minimum probabilities
to perform the local search (defined analogously). And, finally the probability
of carrying out both SA and the local search (successively), PSL, is:
PSL(T ) = 1− (PSA(T ) + PLoc(T )). (1.21)
A key factor in tuning this hybrid algorithm is to reach a good trade off
between exploration (diversification) and exploitation (intensification) of the
solution space, i.e. a compromise between fine convergence towards local min-
ima and the computation time invested in exploring the whole search space.
1.6 NUMERICAL RESULTS
The proposed hybrid SA / LS algorithm is implemented in Java and run on
an AMD Opteron 2 GHz processor with 128 Gb RAM. It is tested with two
different uncertainty models, using real air traffic data at nation-wide and
continent scale.
1.6.1 Deterministic uncertainty model
First, the proposed algorithm is tested on national-size and continent-size air
traffic, considering deterministic uncertainties model.
National-size air traffic data First, we test the proposed methodol-
ogy on the full-day national-size en-route air traffic over the French airspace
involving 8,836 trajectories. Simulations are performed with different values
for the parameters Rh, Rv, and t, defining the size of the uncertainty sets.
The parameter values chosen to specify the optimization problem are given
in Table 1.1. The parameter values that specify the resolution algorithm are
given in Table 1.2. The initial and final total interaction between trajectories,
the computation time, and the number of iterations performed to solve the
problems considering different levels of uncertainty are reported in Table 1.3
(the vertical uncertainty radius, Rv, is used only when aircraft are climbing
and descending).
The size of the uncertainty set affects the resolution time and the final
total interaction between trajectories. When increasing the time uncertainty,
the initial interaction increases significantly (cases 1, 3, 4 and 5), and the
algorithm requires more computation time to converge. The algorithm reaches
an interaction-free solution for the case 2. It solves up to 99.7% of the initial
interactions in the remaining cases (1, 3, 4, and 5), within computation times
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Table 1.1 Chosen (user-defined) parameter values specifying the robust optimization
problem for the national-size air traffic.
Parameter Value
Discretization time step, ∆t 20 seconds
Discretization time step for possible departure-time shift, δs 20 seconds
Maximum departure time shift, deltaia = δ
i
d := δ 120 minutes
Maximum allowed route length extension coefficient, di 0.20
Maximum allowed flight level shifts, li,max := lmax 2
Maximum number of virtual waypoints, M 3
Table 1.2 Empirically-set (user-defined) parameter values of the resolution methodology
to solve the national-size air traffic.
Parameter Value
Number of iterations at each temperature step, NI 200
Initial rate of accepting degrading solutions, τ0 0.3
Geometrical temperature reduction coefficient, β 0.99
Final temperature, Tf (1/500).T0
Inner-loop interpolation sampling time step, tinterp 5 seconds
Probability to modify horizontal flight profile, Pw 1/3
Probability to modify flight level, Pl 1/3
Threshold value, Φτ 0.5 Φavg
that are still compatible in a strategic planning context (the worst run, case
5, involving less than 38 hours of CPU time).
Continent-size traffic data Then, the hybrid algorithm is tested on
an air traffic data, involving en-route air traffic over the European airspace.
The data set is a full day of air-traffic over the European airspace on July
1, 2011. It consists of 30,695 trajectories simulated with optimal vertical
profiles and with direct routes. The user-defined parameter values specifying
the optimization problem are the same as those given in Table 1.1. The
maximum allowed flight level shifts, li,max is set to 0 due to the lack of data.
The parameter values of the hybrid-metaheuristic algorithm are the same as
those given in Table 1.2, with NI = 4, 000.
The initial and final total interaction between trajectories, and the com-
putation time to solve the problem considering different levels of uncertainty
are reported in Table 1.4. Although the trajectories can be separated only by
modifying the horizontal flight profile and the departure time of each flight,
the resolution algorithm finds an interaction-free solution, taking into account
uncertainty of aircraft positions, for problem instance in case 2. When time
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Table 1.3 Initial and final total interaction between trajectories for the national-size air
traffic, considering different dimensions for the deterministic uncertainty set.
case uncertainty set initial final solved CPU no. of
dimensions ΦDtot Φ
D
tot interactions time (minutes) iterations
Rh = 0 NM.
1 Rv = 0 feet. 2,282,436 5,934 99.7% 1,093.8 1,083,215
t = 180 seconds.
Rh = 1 NM.
2 Rv = 100 feet. 765,448 0 100.0% 101.1 97,400
t = 60 seconds.
Rh = 1 NM.
3 Rv = 100 feet. 1,425,384 4,314 99.7% 1,809.0 1,791,000
t = 120 seconds.
Rh = 1 NM.
4 Rv = 100 feet. 2,821,706 37,290 98.7 % 2,213.3 2,191,970
t = 240 seconds.
Rh = 2 NM.
5 Rv = 100 feet. 5,000,430 110,021 97.9% 2,289.8 2,266,956
t = 240 seconds.
Table 1.4 Initial and final total interaction between trajectories for the continent-scale
air traffic with different dimensions for the deterministic uncertainty set.
case uncertainty initial final solved CPU time no. of
set dimensions ΦDtot Φ
D
tot interactions (minutes) iterations
Rh = 3 NM.
6 Rv = 200 feet. 5,142,632 634,474 87.7 % 2,756.2 2,728,776
t = 60 s.
Rh = 3 NM.
7 Rv = 200 feet. 430,234 0 100.0 % 347.6 345,528
t = 0 s.
uncertainty is considered (case 1), there remains less than 15% of the initial
interaction between trajectories.
1.6.2 Probabilistic uncertainty model
Then, the proposed robust strategic 4D trajectory planning methodology
is tested based on the probabilistic type uncertainty model. The parame-
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Table 1.5 Numerical results for the national-size air traffic considering four different levels
of aircraft maximum time uncertainty (1 to 4 minutes) based on probabilistic uncertainty
model.
t initial final solved CPU time No. of
(seconds) ΦPtot Φ
P
tot interactions (minutes) iterations
60 217,441.37 0.0 100.0 % 116.07 114,970
90 274,953.55 0.0 100.0 % 175.4 173,736
120 383,967.60 915.04 99.8 % 586.3 1,031,730
240 718,374.42 1,547.13 99.8 % 1,052.4 1,041984
ters of the hybrid simulated-annealing / local-search are the same as those
presented in Table 1.2. Again, the proposed algorithm is tested with the
national-size air traffic over the French airspace. Assuming that aircraft is
able to follow a given trajectory with high precision in the 3D space do-
main (Rh = 0NM,Rv = 0feet), the simulations are performed considering
successively aircraft maximum time uncertainty, t, of 1 up to 4 minutes,
respectively. The initial and final interaction between trajectories and the
required computation time are reported in Table 1.5. Remark that the initial
total interactions between trajectories are significantly smaller than those of
the worst-case-oriented approach. This is not surprising, since in the later
(deterministic) case one counts one interaction when in the former (proba-
bilistic) case there is even only a tiny positive probability of conflict.
The proposed strategic trajectory planning methodology is able to find
interaction-free trajectory planning for all cases. When considering higher
level of time uncertainty (4 minutes), the solution space becomes more con-
strained and therefore the algorithm requires more computation time to con-
verge
Now we test the algorithm with the continent-size air traffic considering
en-route air traffic.The parameter values that specify the problem under con-
sideration are, here again, the same as those given in Table 1.1. The parame-
ters of the hybrid SA / hill climbing are the same as those given in Table 1.2,
with the number of iterations at each temperature step, NI empirically set
to 2,000, more than for the above, smaller, national-size instance (NI =200).
The initial and final interactions between trajectories, and computation
time to solve the problem are reported in Table 1.6. Recall again that, as in
the case without uncertainty, alternative flight levels for this continent-size
instances are not available. Therefore, due to this lack of data, these problem
instances can be separated only by modifying the horizontal flight profile and
by modifying the departure time of aircraft. Nevertheless, there still remains
less than 7% of the initial interactions taking into account the probabilistic
type time uncertainty.
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Table 1.6 Numerical results for the continent-size instances, considering two different
levels of time uncertainty based on probabilistic uncertainty model.
t initial final solved CPU time no. of
(seconds) ΦPtot Φ
P
tot interaction (minutes) iterations
60 529,555.5 12,550.0 97.6 % 1,341.7 1,328,152
120 1,079,738.4 40,706.2 96.2 % 2,254.2 2,231,881
1.7 CONCLUSIONS
In this paper, we have presented a methodology to solve 4D trajectory plan-
ning problem considering uncertainty of aircraft position and arrival time at
strategic planning level. First, the uncertainties have been modeled with de-
terministic sets. The algorithm was tested on national-size and continent-size
air traffic. To avoid being too conservative, probabilistic-type uncertainty sets
were then considered.
The level of uncertainty to be considered is a trade-off between the desired
robustness of the solution obtained and the associated trajectory modifica-
tions costs, to be decided by the user. Considering too important uncertainty
in strategic planning will, indeed, results in a lost of capacity, since large por-
tions of airspace have to be cleared for a given aircraft for a long period of
time. Instead, the user can consider lower uncertainty levels, and iteratively
solve the remaining interactions during pre-tactical and tactical phases.
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