Brains systems undergo unique and specific dynamic changes at the cellular, circuit, and systems level that underlie the transition to adult-level cognitive control. We integrate literature from these different levels of analyses to propose a novel model of the brain basis of the development of cognitive control. The ability to consistently exert cognitive control improves into adulthood as the flexible integration of component processes, including inhibitory control, performance monitoring, and working memory, increases. Unique maturational changes in brain structure, supported by interactions between dopaminergic and GABAergic systems, contribute to enhanced network synchronization and an improved signal-to-noise ratio. In turn, these factors facilitate the specialization and strengthening of connectivity in networks supporting the transition to adult levels of cognitive control. This model provides a novel understanding of the adolescent period as an adaptive period of heightened experience-seeking necessary for the specialization of brain systems supporting cognitive control. 
INTRODUCTION
Cognitive control describes the ability to flexibly, voluntarily, and adaptively coordinate behavior in the service of internal goals in a noisy and changing environment (Badre 2011). Cognitive control is underlain by the differential contribution of separable but interacting components, including, but not limited to, task-set switching and maintenance, adaptive gating, working memory, response selection, and response inhibition (Badre 2011, Lenartowicz et al. 2010 , Sabb et al. 2008 . Here, we propose a model of cognitive control that focuses on the flexible integration of processes supporting the online maintenance of goal-relevant information (working memory); the suppression of competing, goal-irrelevant information (inhibitory control); and the continuous evaluation of the effectiveness of selected actions (performance monitoring).
Although cognitive control is available early in development, the success of its implementation continues to improve into adulthood. As such, the development of cognitive control does not reflect the emergence of a new ability but rather a continued refinement of an existing set of cognitive functions, which is evidenced by increased rates of correct responses into adulthood on tasks requiring cognitive control. Although individuals make dramatic gains in successful cognitive control from childhood to adolescence, adolescent control remains more variable than in adulthood. The transition to adult levels of cognitive control is of particular interest for understanding the dynamics inherent to healthy and impaired cognitive development.
Adolescence begins at the onset of puberty, commonly occurring between the ages of 10-16 years in humans, and spans the second decade of life (Blakemore et al. 2010 , Spear 2000 . Across cultures and species, the pubertal period is characterized by increases in sensation and novelty seeking underlain by the drive for short-term rewards (Steinberg 2004) . Although these behaviors are part of normative development, they can lead to risk-taking that contributes to heightened mortality rates during adolescence (Heron 2012) and have important implications for areas such as juvenile law (Luna 2012) . Furthermore, cognitive control is impaired in major psychopathology, which also emerges in the adolescent period (Paus et al. 2008 ). As such, limitations in readily and flexibly implementing cognitive control in adolescence are thought to play a critical role in the vulnerabilities to adolescent risk-taking and to the emergence of psychopathology.
Cognitive control is supported by the integration of component processes, including inhibitory control, working memory, and performance monitoring as well as modulation by motivational systems. To identify the nature of cognitive control development, researchers have studied components independently. Recent developments in network-based neuroimaging methods have provided a framework to investigate interactions between brain systems, including those supporting the components of cognitive control. In this assessment of the current literature, we present the development of individual component processes of cognitive control as well as the maturation of associated brain networks and their integration. Taken together, these lines of evidence provide support for an interactive component model of cognitive control. This model extends the current developmental literature, which underscores the interplay between cognitive control and motivational systems in adolescence, to mechanisms underlying brain systems-level change. Specifically, we propose that changes in dopaminergic signaling throughout adolescence underlie the enhanced ability of cognitive control components to dynamically integrate and mature throughout adolescence.
DEVELOPMENT OF THE CORE COMPONENTS OF COGNITIVE CONTROL

Inhibitory Control
Inhibitory control describes the ability to suppress a prepotent, goal-incompatible response in favor of a planned, goal-directed response (Bari & Robbins 2013 , Luna 2009 , Nigg 2000 . Although the ability to exert inhibitory control is present even in infancy ( Johnson 1995) , the rate of inhibitory errors decreases through childhood and adolescence (Bjorklund & Harnishfeger 1995 , Dempster 1992 (Figure 1a) . Functional magnetic resonance imaging (fMRI) studies characterizing age-related differences in core inhibitory control circuitry activation have predominantly focused on the role of prefrontal cortex. However, how changes in the integration of prefrontal systems affect the development of inhibitory control is unclear, as studies have found both developmental increases and decreases in the recruitment of these regions (Luna et al. 2001 , Marsh et al. 2006 , Rubia et al. 2006 , Tamm et al. 2002 . More recently, studies have demonstrated decreases in prefrontal engagement with age (Alahyane et al. 2014 , Ordaz et al. 2013 ) that parallel improvement in performance (Dwyer et al. 2014) . In a longitudinal fMRI study investigating inhibitory control performance, task-related prefrontal engagement decreased from childhood to adolescence, when performance reached adult levels (Ordaz et al. 2013) (Figure 1b) . This decreased engagement of prefrontal systems may reflect decreased effort with age in the same way that higher cognitive load conditions require greater effort and greater prefrontal engagement in adults (Carpenter et al. 1999) . Additionally, greater synchronization of relevant prefrontal systems may reduce local processing demands that could lower the blood-oxygen-level-dependent (BOLD) response (Ghuman et al. 2008) . However, the dorsal anterior cingulate cortex (dACC), which supports performance monitoring (see below), shows increased activation with age and mediated age by performance (Figure 1c) . These results suggest that the development of inhibitory control during adolescence is driven, at least in part, by increased engagement of performance monitoring in the dACC. These findings are consistent with cross-sectional fMRI (Adleman et al. 2002 , Rubia et al. 2007 , Velanova et al. 2008 and extensive EEG studies (Ferdinand & Kray 2014 , Santesso & Segalowitz 2008 , Segalowitz et al. 2010 , which also show increased participation of the ACC 
Figure 1
Results from a longitudinal study of inhibitory control. (a) The rate of response inhibition failures in an AS task decreased with age, with intersubject variability remaining constant with age. The vertical bar indicates the rate of decrease for individual subjects (males in blue, females in red ). (b) Activation in the DLPFC decreased until adolescence, when it reached adult levels, whereas activation in the dACC increased with age through adolescence ( p-value significance of an inverse fit from a mixed model 
HUBS IN NETWORKS
Hubs are highly influential nodes within networks, as they often have high degree, i.e., a large number of connections (Bullmore & Sporns 2009 (Power et al. 2013 ). As such, for hub status, equally if not more important than degree is the distribution of a node's connections to other subnetworks. A node with distributed connections to many subnetworks is intuitively more critical for global brain function than a node with all its connections within its own subnetwork. Therefore, future studies using functional connectivity in fMRI should first consider the subnetwork architecture and use graph analytical measures sensitive to that architecture (Guimerà & Amaral 2005 , Power et al. 2013 , van den Heuvel & Sporns 2013 .
with age during inhibitory control tasks, further highlighting the importance of integration among component processes of cognitive control.
Performance Monitoring
Performance monitoring refers to the ability to supervise actions and their consequences. Critical to this process are conflict monitoring and error processing, both of which rely on the ACC (Alexander & Brown 2010 , Braver et al. 2001 . Specifically, the dACC has been found to support inhibitory control through its supervisory processing (Polli et al. 2005) . The ACC, especially its dorsal regions (Brodmann areas 32 and 24), has robust connectivity with many regions, including premotor, supplementary motor, and primary motor regions; insula; nucleus accumbens; dorsal striatum; and the lateral basal nucleus of the amygdala (Shackman et al. 2011 , Shenhav et al. 2013 ). The dACC also receives nociceptive information via the spinothalamic tract, making the dACC an anatomical hub that integrates information regarding pain, negative affect, and performance monitoring (for reviews, see Shackman et al. 2011 , Shenhav et al. 2013 ) (see sidebar, Hubs in Networks). As such, the dACC may serve as a hub for the interconnectivity of networks that may have a protracted development through adolescence. The increase in the ability to monitor performance is a hallmark of development. As described above, studies have found an increase in dACC recruitment during development (Rubia et al. 2007 , Velanova et al. 2008 , with compelling longitudinal evidence (Ordaz et al. 2013) . Similarly, electrophysiological evidence supports an increased ability throughout adolescence for the anterior cingulate to monitor performance in the form of increased error-related negativity after an error is committed (Santesso & Segalowitz 2008 , Wiersema et al. 2007 . Given the supervisory role of the performance monitoring system, developmental improvements likely generalize to improvements in other components of cognitive control.
Working Memory
Working memory-the ability to maintain a representation online to guide goal-directed behavior (Baddeley 1986 )-is supported by a widely distributed circuitry. Studies have implicated frontoparietal regions, as well as sensory regions, in supporting organizational, supervisory, and mnemonic aspects of working memory (Riggall & Postle 2012) . Developmental studies of working memory consistently indicate increasing accuracy from childhood into late adolescence (Conklin et al. 2007 , Crone et al. 2006 . In an oculomotor spatial working memory task, overall accuracy appeared adult-like by adolescence; however, precision of subsequent corrective responses continued to improve until young adulthood ). These results suggest interactions between working memory and performance monitoring. fMRI studies indicate that although children and adolescents utilize prefrontal-parietal cortical circuitry similar to that of adults (Geier et al. 2009 , Scherf et al. 2006 , improvements in working memory performance are paralleled by age-related enhancements in the recruitment of this circuitry (Klingberg et al. 2002 , O'Hare et al. 2008 , Thomason et al. 2009 ). Recently, Satterthwaite et al. (2013) investigated an unprecedentedly large cohort (951 8-22 year olds) of subjects and found that developmental improvements in working memory were associated with increased activation of executive network regions and deactivation of default mode network regions. Notably, developmental differences in working memory are greatest when manipulation (Crone et al. 2006) or distraction suppression is required (Olesen et al. 2007) , highlighting the importance of integrating inhibitory control processes to support mature working memory.
Influence of Motivational Systems on Cognitive Control
Importantly, cognitive control is influenced by interactions with reward circuitry in the presence of incentives. For example, during adolescence, inhibitory control performance improves to adultlike levels when correct responses are rewarded (Geier & Luna 2012 , Padmanabhan et al. 2011 . fMRI findings suggest that, in addition to increased activation of motivational systems (e.g., ventral striatum), adolescents recruit control regions to a higher level than adults when presented with a reward contingency (Geier et al. 2010 , Padmanabhan et al. 2011 . This may reflect a process by which motivational systems enhance behaviors that lead to reward receipt, including cognitive control abilities.
Taken together, these results indicate that core components of cognitive control continue to develop throughout adolescence. Furthermore, age-related improvements in cognitive control ability are related to both the development of component-specific brain systems and their integration. Hence, it is imperative to understand maturational changes in network dynamics supporting the integration of information across distributed brain systems that may affect behavior. Next, we briefly describe the current understanding of network changes through development.
NETWORK DEVELOPMENT
Given that cognitive control is supported by widely distributed circuitries (Mesulam 1990 , Bressler & Menon 2010 , developmental improvements in cognition are increasingly thought to be driven by enhancements in the functional collaboration among specialized networks (Fair et al. 2009 . The application of graph theoretical approaches to neuroscience has afforded researchers the ability to characterize regional interactions based on the temporal signature of spontaneous brain activity (Biswal et al. 1995) and to understand how these interactions change with development (Bullmore & Sporns 2009 ). These approaches have been used to identify unique networks that support distinct aspects of behavior (Bressler & Menon 2010) . Structural networks are composed of white matter pathways connecting localized brain regions, providing the basis for functional integration. Functional networks refer to the predisposition for brain regions to modulate activation with similar temporal dynamics at rest or during a task, inferring functional collaboration. Structural and functional networks, although uniquely determined, are related, whereby structure constrains function and function, in turn, modulates structure (Adachi et al. 2012 ). As detailed below, basic aspects of structural and functional network organization are evident before birth and undergo developmental modifications that support greater systems-level integration among increasingly specialized networks. These developmental changes are influenced by brain, body, and environment interactions (Byrge et al. 2014) . These processes support the plastic molding of the brain to its particular environment throughout life. Specifically, adolescence is notable as the stage in which plasticity promotes specialization before processes become intrinsic and relatively stable in adulthood.
Developmental changes in brain networks are assessed using graph theoretical measures, including small-worldness, community structure, hubness, and rich-clubness. Small-world architecture refers to the optimal organization of connections that support highly clustered subnetworks integrating through selected dedicated pathways (Bassett & Bullmore 2006) , supporting efficient local and global information processing (Fair et al. 2009 , Sporns & Zwi 2004 . Network segregation refers to the clustering of densely intraconnected brain regions generating specialized processing, whereas network integration refers to the ability to combine specialized information from distributed brain regions and networks. Both segregation and integration of brain networks are believed to play a pivotal role during development (Fair et al. 2007) . Hubs refer to brain regions that are critical for network integration (Buckner et al. 2009 ) (see sidebar, Hubs in Networks). They form an intraconnected network among themselves, referred to as a rich club, supporting global brain communication and interconnectivity across subnetworks (van den Heuvel & Sporns 2011). We next describe known changes in these network features and their implications.
Network Development in Adolescence
Core components of structural network topology, such as small-worldness, are evident by infancy (Batalle et al. 2012) . Structural network segregation decreases from 12 to 30 years of age (Dennis et al. 2013a) , whereas network integration increases throughout adolescence (Dennis et al. 2013a , Hagmann et al. 2010 . Rich clubs in structural brain networks are evident by 30 weeks gestation, with subsequent proliferation of connections until birth (Ball et al. 2014) . By childhood, aspects of rich-club organization are stable (Grayson et al. 2014) , with additional nodes becoming integrated during adolescence (Dennis et al. 2013b) .
Canonical adult functional networks are observable by two years of age (Doria et al. 2010 , Fransson et al. 2007 , Gao et al. 2014 , Thomason et al. 2013 ). Similar to structural networks, small-worldness is present throughout childhood and adolescence (Hwang et al. 2012) . However, the localization of hubs shifts from predominance in the sensory cortices to the association cortices during childhood (Fransson et al. 2011 , Menon 2013 . By the onset of adolescence, the organization, number, and connectivity of the hub architecture are adult-like (Hwang et al. 2012) . Moreover, functional rich-club organization is largely evident in children, with a slight increase in the number of nodes participating in rich-club organization in adulthood (Cao et al. 2014 , Grayson et al. 2014 . The relatively early stabilization of hub and rich-club organization suggests a foundational architecture in network connectivity that provides a backbone for network specialization and integration. A process of increased integration may be reflected in increases in the strength of connectivity between prefrontal hub and nonhub regions from childhood to adolescence (Hwang et al. 2012 ). This period of increased integration parallels increased white matter integrity of frontoparietal tracts (Simmonds et al. 2013 ), engagement of top-down networks supporting cognitive control (Hwang et al. 2010) , and performance in cognitive control tasks .
At a modular level, cognitive control is supported by the effective integration of segregated component processes. Initial studies investigating changes in segregation and integration have found that children have greater strength of short-range connections and weaker long-range connections compared to adults, suggesting that with development, there is a shift in predominance of local to distributed circuit engagement that may reflect increased integration (Cao et al. 2014; Fair et al. 2007 Fair et al. , 2009 Supekar et al. 2009 ). These findings were subsequently undermined by the discovery that head motion, which is greater in children than adults, resulted in spurious, systematic effects that biased stronger short-distance connections in childhood , Power et al. 2012 . Furthermore, the modular organization of brain networks should be assessed (van den Heuvel & Sporns 2013) when defining segregation and integration, rather than distance measures alone. Segregation and integration can then be defined by graph theoretical measures sensitive to network structure (Guimerà & Amaral 2005 , Power et al. 2013 . Although this hypothesis is not yet tested, we predict that segregated components of cognitive control mature relatively early in development, whereas integration of these components should continue to strengthen into adulthood.
Together, functional and structural networks develop along similar trajectories, with organization and efficiency established early in development, whereas integration continues to increase through adolescence. Notably, the ability for networks to integrate is an enduring aspect of network development, suggesting that communication across specialized networks may be a primary feature of age-related improvements in cognitive control.
INTERACTIVE COMPONENT MODEL OF COGNITIVE CONTROL DEVELOPMENT
Thus far, we have provided evidence for the prolonged maturation of the subcomponents of cognitive control ability and their neural correlates. In parallel, we have discussed the development of the brain's functional and structural network architecture, which support large-scale integration among regions. Recent evidence supports the proposal that the integration of large-scale brain networks underlying cognitive processes is critical for mature cognitive control. For example, integration between the cingulo-opercular network, which subserves task-set maintenance, and the frontoparietal network, which underlies task-set initiation, increases with working memory demands (Cohen et al. 2014) . Furthermore, performance in adolescence is associated with greater interaction between the default-mode network and those networks subserving cognitive control, as well as flexible interactions between these and other response-specific networks (Dwyer et al. 2014 , Satterthwaite et al. 2013 ). Next, we synthesize these findings into a new, interactive component model of cognitive control. We base our model on the proposal that the strengthening of the dynamic interaction of neural systems supporting cognitive control, including working memory, inhibitory control, and performance monitoring, underlies the maturation of cognitive control (Figure 2c,d Proposed model of the maturation of cognitive control. At the cellular level (a), DA (red ) and GABA (blue) systems undergo dynamic changes throughout adolescence. Maturational neurotransmitter changes lead to increased signal-to-noise ratios, power, and synchrony at the circuit level (b). Gray and black lines represent neural signals from two separate brain regions. These circuit-level changes occur in parallel with systemslevel alterations (c) of distributed connectivity patterns (depicted here for successful performance during an inhibitory control task). Ellipses represent components of cognitive control, circles represent brain regions, and lines between them indicate pairwise connections. Line thickness represents connection strength. Circles within overlapping networks represent highly integrative regions (see sidebar, Hubs in Networks). Connections that lead to successful performance are strengthened by adulthood, whereas connections that do not are weakened, pruned, or both. Together, these developmental changes, occurring across multiple levels of brain function, contribute to mature cognitive control behavior (d ). Abbreviations: DA, dopamine; GABA, γ-aminobutyric acid. 
BRAIN REGIONS THAT SUPPORT FLEXIBILITY
Brain regions that support flexibility need to (a) contain a relatively large number of connections to multiple brain systems subserving disparate functions; (b) variably coactivate in a context-dependent manner to multiple regions during cognition; and (c) be able to update representations but maintain goal-relevant signals despite competing stimuli. Examples of core regions enabling flexible cognition between these systems include the DLPFC and the dACC. DLPFC function is for the most part at adult levels by adolescence, affording the ability to integrate executive processes in a flexible manner; however, dACC function continues to increase through adolescence, suggesting that the ability to flexibly engage processes that differ with demands is still sluggish. Connectivity to flexible regions should increase in number and strength with development. The overall ability to engage appropriate, intrinsically stable networks and integrate flexibly in a timely fashion may be a property inherent across networks that, with use, become specialized by strengthening effective pathways.
cross-component interactions (Cocchi et al. 2013 ). The components of cognitive control (inhibitory control, performance monitoring, and working memory) are composed of both distinct and overlapping brain regions. Indeed, these three components complement one another, and rarely is one used but not the other (Diamond 2013) . Within each component, some regions are more specialized, participating in a singular cognitive control process, while others are shared across processes, playing an integrative role supporting flexible coordinated activity across components (see sidebar, Brain Regions that Support Flexibility). Each pairwise relation between regions carries some connectivity weight, which is modulated by the current task state. As experience accumulates during development, connectivity patterns that facilitate goal achievement would be reinforced, whereas connections leading to unsuccessful or inefficient outcomes would be pruned. This leads to specialization of within-and between-network connectivity in adulthood (Figure 2c) . As detailed below, this process is driven by dopamine (DA)-dependent Hebbian plasticity leading to an increase in signal-to-noise ratio and neural synchrony, thereby refining global network structure across the brain (Figure 2a,b) . Over the course of development, experience would strengthen connectivity patterns within and, importantly, between components that would support timely and flexible engagement of cognitive control. This proposed model explains decreases in reaction time and response variability in cognitive control tasks, which is a hallmark of cognitive development , Kail 1991 .
MECHANISMS SUPPORTING DEVELOPMENTAL SPECIALIZATION OF COGNITIVE CONTROL
Systems-Level Brain Maturation
The brain undergoes a series of progressive and regressive alterations at the systems and molecular levels. Gray matter thins throughout cortical and subcortical regions through adolescence and into adulthood (Gogtay et al. 2004) . Synaptic pruning in the prefrontal cortex continues throughout the second decade of life (Petanjek et al. 2011 ). Gray matter thinning shows protracted development throughout the neocortex and subcortical regions, including the striatum and thalamus (Raznahan et al. 2014 , Larsen & Luna 2015 ) (see sidebar, The Misconception of Prefrontal Systems Maturing Last). The pruning of excess synaptic connections would enhance the signal-to-noise ratio in neural processing within localized regions, supporting complex integration needed for cognitive control. In addition, white matter demonstrates linear increases throughout the brain, with occipital regions
THE MISCONCEPTION OF PREFRONTAL SYSTEMS MATURING LAST
Early histological studies led to a common misconception that the brain develops in a hierarchical fashion with prefrontal systems maturing last in comparison to other brain systems. Some studies have shown that the number of synapses reaches adult levels later in the middle frontal gyrus compared to Brodmann area 17 and Heschl's gyrus (Huttenlocher & Dabholkar 1997) . However, other cortical association areas have not been comprehensively assessed. MRI studies of gray matter thinning indicate that the prefrontal cortex has a protracted trajectory, but other cortical regions, such as temporal areas, and subcortical regions, such as the striatum and thalamus, show even longer maturational trajectories (Gogtay et al. 2004 , Raznahan et al. 2014 . Histological studies also show that whereas myelination in the visual cortex precedes myelination in the prefrontal cortex, parietal and temporal regions display a similar prolonged trajectory (Yakovlev et al. 1967) . Likewise, DTI studies indicate that the white matter integrity of tracts that provide connectivity to dorsal prefrontal regions are at adult levels by adolescence, whereas those supporting connectivity of the ventral and medial prefrontal cortex to limbic and temporal regions continue to change into young adulthood (Lebel et al. 2008 , Simmonds et al. 2013 . Hence, the prefrontal cortex does not mature last.
preceding parietal, frontal, temporal, and basal ganglia regions, which mature through adolescence (Yakovlev et al. 1967) . Myelination significantly increases the integrity of white matter pathways, increasing the speed of neuronal transmission while protecting signal fidelity and enhancing the signal-to-noise ratio. Diffusion tensor imaging (DTI) studies consistently find increases in white matter integrity of corticocortical and corticostriatal tracts, including pathways supporting performance monitoring, socioemotional processing, and cognitive control (Asato et al. 2010 , Lebel et al. 2008 , Simmonds et al. 2013 . Age-related increases in white matter integrity of these pathways are positively correlated with developmental improvements in cognitive performance (Liston et al. 2006 , Nagy et al. 2004 ). Indeed, indices of gray and white matter structure predicted cognitive performance, including working memory, as assessed by a battery of tests (Erus et al. 2014) . Taken together, these findings show that during adolescence, structural development of the brain is starting to reach adult levels, by way of gray matter thinning, synaptic pruning, and myelination. These changes may afford adolescents a newfound ability to employ adult-like circuitry, although less reliably than adults. Specifically, the persistence of excess synapses and relatively slower neuronal signaling may undermine adolescents' ability to optimally engage brain systems supporting cognitive control.
Cellular Mechanisms of Development
Mechanisms underlying systems-level and behavioral development are driven by cellular-level changes. We propose that interactions between dopaminergic reward circuitry and cortical network functions are central in shaping large-scale control systems. Next, we discuss how age-related changes in dopaminergic and γ-aminobutyric acid (GABA)ergic neurotransmission not only promote neural signaling but also actively shape cortical networks-including component systems of cognitive control-through plasticity (Figure 2a) . Although both neurotransmitter systems change throughout life, adolescence may be a critical period for substantive changes within, and between, these systems.
GABA is the primary inhibitory neurotransmitter in the central nervous system (Farrant & Kaila 2007) . Cortical GABA interneurons have unique axonal arborizations that allow a single cell to synapse onto many nearby pyramidal cells (Whittington et al. 1995) . This enables GABA interneurons to set the dominant frequency of synchronization, entraining excitatory pyramidal cells in the cortex to support cognitive function (Gonzalez-Burgos & Lewis 2008) . Neocortical GABAergic projections undergo substantial modification throughout adolescence. Major GABA synaptic markers continue to increase well into the adolescent period in the prefrontal cortex of macaques, including linear increases in parvalbumin (PV)-positive basket cells (Lewis et al. 2004 ). PV-basket cells are fast-spiking inhibitory interneurons that primarily synapse onto the soma of postsynaptic pyramidal cells (Gonzalez-Burgos & Lewis 2008) . Given that inhibitory-excitatory connections serve to distribute synchronized activity to pyramidal cell populations, the functional maturation of PV-basket cells could serve as a cellular mechanism underlying increased synchrony within and between control networks (Bartos et al. 2007) . Furthermore, functional inhibition of pyramidal cells increases into periadolescence in the macaque, enhancing gamma oscillations that support working memory (Roux et al. 2012 ). Computational models further indicate increases in GABA expression into late adolescence (Gonzalez-Burgos et al. 2014) . Increased synchrony would provide a basis for selecting and enhancing the connectivity of relevant brain systems through Hebbian processing, potentially supporting segregation and integration of optimal networks of cognitive control through development. EEG studies show increases in synchronous oscillations throughout adolescence (Uhlhaas et al. 2009 ). Importantly, maturation of inhibitory neuronal function may facilitate the transition to specialization of cognitive control networks by suppressing spontaneous neural activity in favor of external cues driving cortical activity, as evident in visual system maturation (Katz & Shatz 1996 , Toyoizumi et al. 2013 .
Similar to GABA, the DA system undergoes dynamic changes throughout the adolescent period. Dopaminergic projections from the ventral tegmental area heavily innervate the striatum, the medial prefrontal cortex, and other areas of the limbic cortex (Björklund & Dunnett 2007 , Haber & Knutson 2010 , influencing reward and emotion processing (Baik 2013) as well as executive functioning (Haber et al. 1995) . Owing to its role in motivational processing underlying learning, memory, cognition, emotion, and reward processing (Cools 2008 , Schultz 2002 , DA function has been of keen interest regarding adolescence sensation seeking (for reviews, see Padmanabhan & Luna 2013 , Spear 2000 , Wahlstrom et al. 2010 . DA synthesis (Andersen et al. 1997 ), tone (Andersen 2002 , and D 1 /D 2 receptor expression peak during adolescence in the striatum and prefrontal cortex in the rodent (Andersen et al. 2000 , Gelbard et al. 1989 , Leslie et al. 1991 , Tarazi & Baldessarini 2000 . However, cortical DA tissue concentrations, DA innervation of the dorsolateral prefrontal cortex (DLPFC) and dACC, and midbrain DA neuron activity increase from childhood through early adulthood in rodents and primates (Berger et al. 1985 , Kalsbeek et al. 1988 , Rosenberg & Lewis 1994 ; for reviews, see Padmanabhan & Luna 2013 , Spear 2000 , Wahlstrom et al. 2010 ). These findings have been highly influential in the proposal that there is a unique peak in DA availability in the human pubertal period (Chambers et al. 2003 , Padmanabhan & Luna 2013 , Wahlstrom et al. 2010 .
Mesofrontal DA directly regulates firing of GABA interneurons and pyramidal cells, including those in the DLPFC (Lewis 1997) , thereby modulating the cortical signal-to-noise ratio through pyramidal excitability and recurrent inhibition (Henze et al. 2000 , Winterer & Weinberger 2004 . Interactions between inhibitory GABA interneurons and excitatory pyramidal neurons are critical for generating high-frequency oscillations responsible for information processing and cognition across several domains (Başar et al. 2001 , Sohal et al. 2009 ), highlighting the role of dopaminergic neurotransmission in regulating cognitive function. Given that high-frequency oscillations are hypothesized to be the primary contributor to generating increases in the fMRI BOLD signal (Ojemann et al. 2013) , the regulatory effect of DA on cortical signaling should be detectable using fMRI. Indeed, administration of a DA agonist upregulates subcortical integration in resting-state fMRI networks, supporting cognitive control (Cole et al. 2013) . DA has also been found to contribute to gating plasticity in the striatum and cortex (Blond et al. 2002) by providing the signaling needed to reinforce successful associations essential for cognitive control (Buschman & Miller 2014) . Taken together, these results show that the greater availability of DA during adolescence, paired with increasing GABA function, sets a unique period of specialization during which reward-associated experience may have a particular influence on establishing optimal cognitive control networks and their interaction.
Dopamine-Dependent Neural Plasticity
The properties of the DA system not only lead to enhanced functioning of cortical systems but also actively shape the plasticity of these systems, contributing to the refinement of control processes that rely on cortical networks. Given evidence suggesting heightened functionality of the DA system during adolescence, this mechanism has particular relevance to adolescent development. Several in vitro studies have shown that corticostriatal long-term potentiation (LTP) and long-term depression (LTD) that contribute to Hebbian plasticity are modulated by DA (Blond et al. 2002 , Reynolds & Wickens 2002 . Computational work suggests that midbrain DA may act as a global reward signal, gating synaptic plasticity, with LTP occurring if a behavior is rewarded and LTD occurring in response to reward omission (Soltani & Wang 2006) . This is particularly true when rewards or omissions are unpredicted (Reynolds & Wickens 2002) . Computational simulations further indicate that the imposition of this DA-modulated Hebbian reward rule upon nodes of a randomly configured network is sufficient to generate a biologically plausible network structure that can execute a cognitive discrimination task (Bourjaily & Miller 2011) . This suggests DA-influenced plasticity at the cellular level can propagate to influence global network structure.
Reward-related LTP and LTD are thought to be driven at the cellular level through midbrain neurons, which fire phasically (15-30 Hz) to presentation and prediction of rewards (Mirenowicz & Schultz 1996) . Importantly, recent in vivo work demonstrated that phasic stimulation of the ventral tegmental area induced the formation of mesofrontal axonal terminals in adolescent but not adult mice (Mastwal et al. 2014) , suggesting heightened reward-related plasticity of the mesofrontal system during adolescence. As plasticity is associated most with phasic activation, this mechanism is experience dependent. Therefore, environmental contingencies may influence mesofrontal signaling heavily in adolescence. Indeed, Mastwal and colleagues (2014) found that wheel running also promoted mesofrontal terminal formation.
In summary, researchers have demonstrated that interactions between DA and GABA systems enhance synchronized oscillations as well as reward-and experience-dependent plasticity. Small-scale changes evoked by this process then propagate to influence global network structure (Figure 2) . Importantly, this process occurs in parallel with global increases in myelination (Simmonds et al. 2013 , Yakovlev et al. 1967 , increasing the speed and fidelity of the long-range transmission of information, further enhancing the signal-to-noise ratio. The concurrent maturation of these processes during adolescence may underlie the rapid refinement of network architecture supporting the connectivity of components of control, thus leading to its consistently successful instantiation. We conclude by integrating this idea with neuroimaging data to endorse a theory of adolescence as an adaptive period of plasticity that promotes mature cognitive control.
CONCLUSIONS
The adolescent period is a unique period of development critical to establishing adult-level stability of cognitive control processing. The unique neurobiology of the mesofrontal DA system during adolescence has two important consequences for the development of control systems. First,
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heightened functionality of the mesofrontal DA system during adolescence enhances subcortical sensitivity to reward stimuli. As discussed above, fMRI studies provide evidence for adolescent striatal hyperreactivity to reward contingencies (Ernst et al. 2005 , Galvan et al. 2006 , Geier et al. 2010 , Padmanabhan et al. 2011 , Van Leijenhorst et al. 2010 , which correspond to enhanced phasic mesofrontal DA signaling (Mirenowicz & Schultz 1996) . As reward-related phasic DA firing is associated with LTD-and LTP-related neural plasticity (Reynolds & Wickens 2002) as well as the proliferation of mesofrontal dopaminergic axonal terminals (Mastwal et al. 2014) , DArelated plasticity mechanisms may be particularly accelerated during adolescence. Secondly, peaks in striatal DA neurobiology promote exploratory behavior and novelty seeking during adolescence (Chambers et al. 2003 , Spear 2000 , Steinberg 2004 ), creating a drive to accumulate experience. Importantly, during the same period, social autonomy and exploratory behavior typically increase across cultures and mammalian species (Blakemore 2008 , Spear 2000 . Although the negative effects of adolescent novelty seeking have been widely discussed (e.g., drug use, reckless behavior), the confluence of establishing new social structures and the enhanced drive for exploration results in a vast accumulation of experience under novel contexts, which translates to increased opportunities for experience-dependent plasticity of cortical systems. Ultimately, adolescence can be seen as a period during which the development of motivational circuitry, in combination with increasing social autonomy, both drives adolescents to explore novel contexts and enhances reward sensitivity, leading to accelerated cortical plasticity, enhanced neural synchrony (and thus the refinement of cortical network architecture), and the emergence of mature cognitive control.
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