Abstract. In this paper we consider a bistable lattice differential equation with competing first and second nearest neighbor interactions. We construct heteroclinic orbits connecting the stable zero equilibrium state with stable spatially periodic orbits of period p = 2, 3, 4 using transform techniques and a bilinear bistable nonlinearity. We investigate the existence, global structure, and multiplicity of such traveling wave solutions. We show that in a certain parameter range the p = 2 patterns have a finite maximum propagation speed. Our analysis also shows that multiple solutions involving a p = 4 pattern may coexist at some velocities. Numerical simulations suggest the stability of some of the obtained solutions.
Introduction.
Many physical and biological systems with an underlying spatially discrete structure may be effectively modeled using lattice differential equations. For example, bistable systems such as the discrete Nagumo equation have been employed to model propagation of action potentials in myelinated nerve fibers [21] , and monostable systems involving discrete KPP-Fisher equations are used to model the spread of populations in patchy environments [18] . In addition, there are many examples in fluid dynamics and neurophysiology (see, for example, [3, 15, 23] and the references therein). Lattice models are also widely used in physics and materials science to describe crack propagation, friction, charge-density waves, motion of domain walls, phase boundaries and dislocations, solitary waves, discrete breathers, and many other phenomena where spatial discreteness plays an important role [5, 9, 12, 22, 27, 30] .
The interplay between different interactions in a spatially discrete system often leads to the formation of periodic patterns. Examples include twinning microstructures in shape memory alloys [4] , domain-wall microstructures in dielectric crystals [28] , and patterns in neural networks [14] . The dynamics of these patterns is an interesting and relatively unexplored topic.
In this paper we consider a prototypical spatially discrete dynamical system that de- growth of a symmetric microstructural pattern, a snapshot of which is depicted in Figure 1 (b). In the enlarged view of the right front shown in Figure 1 (c), one can see a periodic state of the period p = 5 propagating to the right into the zero state. As the parameters are varied, other periodic patterns can be generated. For example, Figure 2 shows patterns with p = 4 (top left), p = 2 (top right), p = 3 (bottom right), and p = 13 (bottom left).
Physical motivation for (1) appears in [31] , where a model for phase transitions is considered that consists of a chain of particles, each interacting with its first and second nearest neighbors. The long-range interaction between second-nearest neighbors is assumed to be harmonic and attractive, while the first-neighbor interactions are nonlinear and bistable. In the overdamped dynamics limit, after a suitable rescaling this problem reduces to a discrete reaction-diffusion equation that corresponds to (1) with d 1 < 0 and d 2 = 0. In a related work, the dynamics of periodic patterns in a variant of the Frenkel-Kontorova model motivated by the dynamics of twin boundaries in certain superconductors is investigated in [24] ; see also [25] . The model involves attractive harmonic interactions between second neighbors and nonconvex first-neighbor interactions that compete with a periodic substrate potential. In another related study [12] , periodic structures with the period given by a multiple of four are considered for a related elastically hinged molecule model with second-neighbor interactions, and domain-wall solutions involving the periodic patterns are constructed as kink solutions of a sine-Gordon equation obtained in the continuum approximation of the model.
Motivated by our earlier work [31] , we focus much of our attention on the case where at least one of the interactions is repulsive (d 1 and/or d 2 are negative). This is certainly not a necessary condition for pattern formation: for example, one-dimensional "checkerboard" equilibrium patterns with period p = 2 may exist even in the case d 1 > 0, d 2 = 0 [8] , and we also discuss conditions for the existence and propagation of such patterns when d 1 and d 2 are both positive. The possibility of negative elastic moduli for some long-range interactions is suggested by linearization of the Lennard-Jones potential [2] . Problems of this type can be thought of as antiferromagnetic Ising models with elastic wells, and ground states in such systems are of much interest in condensed matter physics [1, 20, 26] . We also note here that the use of second-neighbor interactions in addition to first-neighbor interactions provides an improved approximation to discrete convolution operators (with potentially infinite-range interactions) used to model either attractive or repulsive interactions, and the change in dynamics due to second-neighbor interactions is relatively unexplored. To ensure the stability of the equilibrium states in the case when some moduli are negative, the coefficients must take values in a certain parameter region.
Using a bilinear bistable nonlinearity like the one considered here and the method suggested in [8] for the first-neighbor problem (d 2 = 0), traveling wave solutions connecting patterns of period p = 2 and the homogeneous equilibrium state are constructed in [31] for the case d 1 < 0. By rewriting the repulsive first-neighbor system with cubic nonlinearity as a periodic media problem to employ the results in [10] , the existence, multiplicity, and stability of connecting orbits between p = 2 periodic patterns are investigated in [6] . It is shown that these connecting orbits may correspond to both bistable and monostable dynamics. It is not difficult to see that results for connecting orbits between p = 2 patterns for d 1 < 0 and d 2 = 0 can be extended to d 1 < 0 and d 2 > 0. The results in [2] on infinite-range interactions with smooth bistable nonlinearities apply in the case considered here when d 1 +4d 2 > 0. The paper [32] extends the ideas in [2] by employing reference solutions of differential-delay type to cases in which
The existence of traveling wave solutions in higher space dimensions with repulsive first-neighbor interactions when the direction of propagation is rational can be established using the results in [10] , while the results in [19] may be employed to show existence when the the direction of propagation is irrational. Patterns occurring in discrete problems described by equations of Nagumo-and Cahn-Hilliard-type equations with both first-and second-neighbor interactions are investigated in [7] on bounded two-dimensional domains. While the equations we consider here are in some sense analogous to semilinear backward parabolic equations, similar patterns are obtained in [11] using the analogue of quasi-linear equations with bilinear nonlinearities.
We are interested in the existence, global structure, and multiplicity of traveling wave solutions of (1) that connect a stable p-periodic equilibrium solution to the stable zero equilibrium state and thus describe steady propagation of periodic patterns in the lattice. In this paper we focus on the cases of p = 2, p = 3, and p = 4, but the method we use works equally well for larger p. We start by finding the periodic equilibria and identifying the range of parameters where these solutions and the homogeneous deformation states are stable. We then take advantage of the bilinear form of (2) and construct explicit traveling wave solutions using the Fourier transform technique. We conduct a detailed analysis of the solution in the p = 2 case and consider some examples in the p = 3 and p = 4 cases. In particular, we investigate the dependence of the detuning parameter a on the velocity c of the traveling wave and on the parameters d 1 and d 2 .
In the case of competing interactions considered in this paper, we generally do not expect to have a comparison principle, a powerful tool that has been instrumental in the analysis of traveling wave solutions of reaction-diffusion-type equations. The approach taken in [8] to show the existence and uniqueness (up to translation) of monotone traveling wave solutions in discrete media with bilinear, bistable nonlinearity (2) was based on showing that monotonicity in the tails of the waveform implies, using the comparison principle, a monotone waveform. This provides a way to verify that the waveform crosses the value a at only one point, which is consistent with the assumption used to construct the waveform. In our case, we assume that each component of the traveling wave solution crosses the value of a at most once. In the absence of monotonicity results, we must verify (as in [13] ) that our candidate solutions, formally obtained via Fourier transform under this assumption, actually satisfy the assumed inequalities. Since the Fourier integrals are computed numerically, such verification can only be done within the error of the approximation. This provides a computer-assisted proof of the existence of traveling waves that we seek but makes it difficult to state explicit theorems.
One of the new features we find is the finite maximum propagation speed of the p = 2 patterns in the case when both the first-and the second-neighbor interactions have the same sign. In contrast, traveling wave solutions of the discrete Nagumo equation [16] and some of the other solutions we study here exist for all velocities c with the corresponding a that tends to zero as c tends to infinity. We identify some parameter regimes where the relation between the wave speed and the detuning parameter a is monotone, implying a unique propagation velocity for given a within certain bounds. Another interesting result is that multiple traveling waves representing one of the p = 4 patterns may propagate with the same speed (and slightly different detuning parameters), provided that it is contained within a certain interval. Numerical simulations indicate the stability of some of the obtained solutions and also suggest the existence of more complex dynamic solutions where not all components propagate with the same speed.
The remainder of this paper is organized as follows. In section 2 we reformulate the problem in the vector form convenient for studying dynamics of the periodic patterns. In section 3 we derive the necessary and sufficient conditions for the stability of periodic and homogeneous equilibrium states. We find the periodic equilibria and the domains of their existence within the stability region in section 4. Traveling wave solutions are constructed in section 5. A detailed analysis of the p = 2 case is presented in section 6, with some technical details included in Appendix A. Examples and analysis of some solutions in the p = 3 and p = 4 cases can be found in sections 7 and 8, respectively. Section 9 contains some concluding remarks.
Formulation.
To construct traveling wave solutions connecting a stable p-periodic equilibrium state to the stable y n ≡ 0 state, it is convenient to introduce for a given p a vector u m ∈ R p with components u m j = y pm+j−1 , j = 1, . . . , p, and rewrite (1) in the matrix form
where h(u m ) ∈ R p has components
and the p × p matrices A −1 , A 0 , and A +1 have the form
at p = 2,
at p = 3, and
at p = 4. We will study traveling wave solutions of (4) that connect a periodic equilibrium state u − to u + = 0.
Stability of the equilibrium states.
To determine the physically relevant parameter space, we need to analyze the stability of the equilibrium states y n (t) ≡ y e n , where y e n is either a homogeneous equilibrium state (y e n ≡ 0 or, if a < 1, y e n ≡ 1) or a periodic equilibrium state with components y e n = a. Linearizing (1) about such a state by considering y n (t) = y e n +z n e −μt with small enough z n such that θ(y n (t) − a) = θ(y e n − a), we obtain the eigenvalue problem
Seeking solutions in the form z n = e ink as in [29] , we obtain 
which can only happen if Next, (13) 
or, in view of (15),
This condition fails when z n = e ink , k = arccos(−d 1 /(4d 2 )), an incommensurate instability mode. Together, conditions (12) and (16) constitute the two necessary and sufficient conditions for stability of the homogeneous states. The stability domain in the (d 1 , d 2 ) parameter plane is shown in Figure 3 , and the parameters we consider in what follows must lie within this domain.
Periodic equilibrium solutions.
We now consider periodic equilibria of (4), which correspond to u m ≡ u, where u ∈ R p is a constant vector. The problem then reduces to solving the linear system Au = b, where A = −A −1 − A 0 − A +1 , and the vector b ∈ R p has components b j ∈ {0, 1} for j = 1, . . . , p. Here b j = 0 corresponds to the jth component of u satisfying the inequality u j < a, so that f (u j ) = u j , while b j = 1 corresponds to u j > a, so that f (u j ) = u j − 1. Thus, the components of u = A −1 b, assuming that A is invertible, must satisfy
Recall that a > 0, and in what follows we assume u j = 0. Together with (17) (18) hold along with the invertibility conditions. A necessary condition for the stability of an equilibrium is that all eigenvalues of A are positive (recall that A is negative of the sum of matrices in (4)) since it implies stability with respect to periodic perturbations that have the same period. In what follows, we consider separately the cases p = 2, p = 3, and p = 4. As we will see, positive eigenvalues of A and therefore its invertibility are implied by (12) and (16), which, as we recall, constitute necessary and sufficient conditions for the stability of both periodic and homogeneous equilibria.
2-periodic equilibria. In the case p = 2, (6) yields
Note that detA = 1 + 4d 1 > 0 by (12) , so A is invertible, and we obtain
There are only two nonhomogeneous periodic equilibria in this case. For b = (1, 0), we have
and for b = (0, 1), the components of u are reversed. The conditions (19) then yield d 1 < 0 and 1 + 2d 1 > 0, where the latter is automatically satisfied at negative d 1 due to (12) , and
where the upper bound is the positive component of (20) . Observe also that the eigenvalues of A, λ 1 = 1 and λ 2 = 1 + 4d 1 , are always positive due to (12) .
Figure 4. Domains of (co)existence of stable nonhomogeneous periodic equilibrium states satisfying (19). The legend on the left shows the values of b (up to a cyclic permutation) corresponding to the equilibria in each region.
The domain of existence of stable nonhomogeneous p = 2 equilibrium states satisfying (19) is thus given by d 1 < 0, (12) , and (16) and occupies regions A-F in Figure 4 , with a in (21) . We remark that stable nonhomogeneous p = 2 equilibria also exist in the domain defined by the inequalities d 1 > 0 and (16), provided that (22) 2d
3-periodic equilibria.
At p = 3 we have A ±1 and A 0 given by (7) and (8), respectively, so we obtain
> 0 is implied by the stability condition (16), so A is invertible. Solving Au = b by Gaussian elimination, we obtain
where
with (19) and 1 + 3(
Thus the inequalities (12), and (16) define the domain of existence of this equilibrium state, along with the equilibria corresponding to b = (0, 1, 0) and b = (0, 0, 1) obtained by the corresponding cyclic permutation of the components of u, for a in (24) . The domain corresponds to regions C-G in Figure 4 . Another nonhomogeneous periodic equilibrium state corresponds to b = (1, 1, 0) and is given by
In this case, (19) and
, and so the existence domain is again given by regions C-G in Figure 4 for this state and those obtained by cyclic permutation of the components, but now
4-periodic equilibria.
In the case p = 4, we have A ±1 and A 0 given by (9) and (10), respectively, and therefore
One can show that the eigenvalues are λ 1 = 1, λ 2 = 1 + 4d 1 , and
Observe that (12) and (16) imply that all eigenvalues are positive, so A is invertible. Using Gaussian elimination and some algebra, we obtain
, and the expressions simplify to
We now obtain the existence conditions for nonhomogeneous periodic equilibria satisfying (19) . As before, since a cyclic permutation of the components of b yields a solution with the same permutation of components of u, it suffices to consider only b = (1, 0, 0, 0), (1, 1, 0, 0), (1, 0, 1, 0), and (1, 1, 1, 0) . For b = (1, 0, 0, 0), we obtain (27) 
.
Observe that (12) and (16) ensure that the denominator is positive for each component and that 1 + 4d 1 + Y > 0, so that the first component is positive. In addition, (19) requires that the remaining components be negative, which means d 1 < 0 and Y < 0, and that
Together with (12) and (16) these inequalities define the existence domain of this equilibrium state, which occupies region F in Figure 4 , with a in (28) .
One can see that the existence domain in this case is given by d 1 + 2d 2 < 0, (12) , and (16), since these also imply 1 + d 1 + 2d 2 > 0, and occupies regions D-I in Figure 4 , with
For b = (1, 0, 1, 0), the equilibrium is simply the 4-periodic extension of the 2-periodic equilibrium considered above, with
and the same existence domain (regions A-F in Figure 4) , with a in (21) .
Finally, we consider b = (1, 1, 1, 0), which yields
Note that (12) ensures that the first and third components are positive, and (12) and (16) imply that the denominators in the second and fourth components are positive.
ensure that the second component is positive and the fourth is negative. Together with (12) and (16), these inequalities define the existence domain of this equilibrium state, which occupies regions B,C, E-H. In this case, 0 < a < min{u 1 , u 2 }. 
PROPAGATION OF PERIODIC PATTERNS 535
5. Traveling wave solutions. We now consider traveling waves of (4) connecting a nonhomogeneous periodic equilibrium state u − ∈ R p to u + = 0. The solutions have the form
where c = 0 is the velocity of the wave, and satisfy
Substituting (32) in (4), we obtain
Taking the (generalized) Fourier transform
Next, observe that by (5) and (33), there are two possibilities for each component of h:
The first case, which by our assumptions must hold for at least one value of j, corresponds to a solution component that satisfies ϕ j (ξ j ) = a, ϕ j (ξ) ≷ a, ξ ≶ ξ j , while in the second case ϕ j (ξ) < a for all ξ. Here we assume that a solution component that crosses the value a does so at only one point ξ j , which yields
where s + i0 denotes the limit of s + iε as ε → 0+. Observe also that by our assumptions the number l < p of such solution components equals the number of nonzero components of the vector b − corresponding to the nonhomogeneous periodic equilibrium state u − ; without loss of generality, we assume that b
The other components ofĥ(s) are zero. From (34), the inverse Fourier transform gives us
where Γ is the contour in the complex plane that goes along the real axis everywhere except near the origin, where it goes in a small semicircle above it to resolve the singularity as prescribed by (35). By the above,
Due to translational invariance, we can always set ξ i 1 = 0. For given c, (37) is a system of l algebraic equations for l unknowns a, ξ j , j = i 2 , . . . , i l . Thus the existence of solutions of (37) gives the candidates for traveling wave solutions. To get the existence of traveling wave solutions, we must verify that
and that a min < a < a max with the bounds defined in (18) .
In what follows, we describe in detail case p = 4; cases p = 3 and p = 2 are treated similarly.
The specific form (9) and (10) of the matrices A k in (4) at p = 4 yields
where D(s) = 1 + 2d 1 + 2d 2 − ics. Note that A(s) has the block form
We can now solve (34) using block Gaussian elimination or block Cholesky to obtain
where W = B − C * B −1 C. Taking the inverse Fourier transform, we obtain
For given velocity c, we can then determine the values of a and the unknown ξ j from (37). As an example, consider the case b − = (1, 1, 0, 0) when the first and second components ofĥ are the only nonzero components. We can then set ξ 1 = 0 and treat ξ 2 as an unknown. To determine ξ 2 we note that ϕ 1 (0) = ϕ 2 (ξ 2 ) = a. Using formulas (39), (40) for the solution, we define the function g(ξ 2 ) ≡ ϕ 1 (0) − ϕ 2 (ξ 2 ) and seek ξ 2 such that g(ξ 2 ) = 0. These (possibly multiple) values of ξ 2 are then used to find the corresponding a from ϕ j (0) = a. Similarly, if the first, second, and third components ofĥ are the only nonzero components, we set ξ 1 = 0 and define
and seek ξ 2 , ξ 3 such that g 1 and g 2 are zero. In some sense these are the bifurcation equations for the problem. Recall that we also need to check that for such ξ 2 , ξ 3 the corresponding solution components only cross a at these points, as assumed. Similarly, one can solve (34) when p = 3, with
and when p = 2, with
and then invert the Fourier transform. We now illustrate the obtained solution obtained via several examples. For simplicity, we limit our discussion to the case c > 0 unless stated otherwise.
6. The case p = 2. We start by considering traveling wave solutions that connect a 2-periodic equilibrium with b − = (1, 0) to 0. Recall that in this case u − is given by (20) and that this solution exists and is stable when (16) holds and either −1/4 < d 1 < 0, with a bounded by (21), or d 1 > 0, with a satisfying (22) .
We first consider the case when −1/4 < d 1 < 0, (16) , and (21) are satisfied. In this case we haveĥ 1 = −1/(i(s + i0)) (setting ξ 1 = 0) andĥ 2 = 0, and the traveling wave solution is given by
The requirement that ϕ 1 (0) = a then yields the following relation between a and c:
Recall that a must satisfy (21) . Since c is related to a through (43), the bounds on a may impose some bounds on c. In addition, we must verify that the formal solutions satisfy the inequalities assumed to obtain them: In the case d 2 = 0 the solution (41) was studied in [31] . As in that work, we can compute (41), (43) numerical and analytical solutions is on the order of 10 −9 in both cases) suggests the stability of the traveling wave solution. This is confirmed by numerical simulations with more generic tanh-like initial data that also yield steady propagation with essentially the same velocity (difference on the order of 10 −9 ). Similar results were obtained for other values of c, d 1 , and d 2 .
In general, analyzing the roots in (45) one can show that a larger d 2 yields wider boundary layers around the front (as can be seen by comparing left and right panels in Figure 6 ) due to the smaller absolute values of the imaginary parts of the roots closest to the origin. As discussed in Appendix A, such roots are purely imaginary at d 2 ≥ 0. Thus we expect ϕ 1 (ξ) and ϕ 2 (ξ) to be monotone, and the assumed inequalities (44) to always hold in view of the conditions at infinity and the constraints (21) on a. But at d 2 < 0 the roots in Im(s) > 0 become complex at sufficiently large c, which leads to the nonmonotonicity of ϕ 1 (ξ) at ξ > 0 and of ϕ 2 (ξ) at ξ > −1/2 if the ratio of real and imaginary parts of the root closest to the origin in the first quadrant (Im(s) > 0, Re(s) > 0) is large enough. When d 2 < 0 and |d 2 | is sufficiently large, this nonmonotonicity of the (formal) solution results in violation of at least one of the assumed inequalities ϕ 1 (ξ) < a at ξ > 0 and ϕ 2 (ξ) < a for all ξ, thus rendering the solution inadmissible. An example of such a solution failure is shown in Figure 7 , where ϕ 2 (ξ) < a is clearly violated at d 1 = −0.2, d 2 = −0.05, and c = 0.1.
In the limit c → 0+, the traveling waves approach the stationary states that are pinned by the lattice (c = 0). These are equilibrium solutions of (4), (6) that up to a shift in the front location satisfy the inequalities
for some a such that (21) holds. These solutions thus satisfy the difference equation with A k given by (6) . Using the discrete Fourier transform, we obtain u m = (y 2m , y 2m+1 ), with
are given by (A.3), (A.4). The stationary solutions (47) exist for a satisfying (21) , provided that a is such that the inequalities (46) hold. Similar to periodic and homogeneous equilibria, these solutions, when they exist, are stable equilibrium states of (4) under the assumed stability conditions (12) and (16) . At
the even and odd components of the stationary solution (47) are monotone sequences because the roots (A.3) are purely imaginary. Although the roots become complex for d 2 below the above threshold and are given by (A.4), the components remain monotone in a sufficiently large neighborhood around the front when |d 2 | is small enough. The monotonicity then implies that (46) are satisfied, provided that y −2 > a and y 0 < a, which means that stable stationary solutions exist whenever a is within the trapping region 
is another depinning threshold above which the front starts moving to the left (c < 0). At the depinning values the equilibria become saddle points at which the traveling wave solutions bifurcate. The traveling waves with c > 0 thus exist for 0 < a < a + (d 1 , d 2 ) , while the waves with c < 0 exist for a − (d 1 , d 2 ) < a < (1 + 2d 1 )/(1 + 4d 1 ), as illustrated in Figure 5 (b).
For a more complete analysis of the p = 2 case, we now consider the case d 1 > 0. In this case the inequalities (19) no longer hold, and we impose the general inequalities (18) instead. For given d 1 > 0 and any d 2 satisfying (16), a stable periodic equilibrium state with b − = (1, 0) then exists, provided that a is bounded by (22) . The traveling wave solutions, when they exist, are still given by (41), (43) and must satisfy the inequalities (44), (22) .
We start with the case The main results described in this section can be summarized as follows: our computerassisted analysis of (44) suggests that traveling wave solutions of (4), (6) connecting a p = 2 equilibrium state with b − = (1, 0) and the zero state exist and are given by (41), with the velocity c > 0 uniquely determined from (43) for given a if the following hold:
. Here a + is given by (48). In the last two cases the wave velocity cannot exceed a finite bound that depends on d 1 and d 2 . Numerical simulations suggest the stability of the traveling waves. (1, 1, 0) . These inequalities are assumed throughout this section.
In the case b − = (1, 0, 0), the periodic equilibrium u − behind the moving front is given by (23), we haveĥ 1 = −1/(i(s + i0)),ĥ 2 =ĥ 3 = 0, and the traveling wave solution becomes
Setting ϕ 1 (0) = a then yields the relation a = a(c) given by
Here a must satisfy (24) and the inequalities
must also hold. Our parameter study of (49), (51) showed that a necessary condition for the existence of such traveling waves is that d 1 < 0 and d 2 < 0: if d 1 and d 2 have different signs, we obtain a < 0 for all c, which clearly violates (24) . In fact, the region of existence is actually smaller since within the domain defined by (12), and (16) Typical a(c) curves are shown in Figure 9 . One can see that a monotonically decreases and tends to zero as c → ∞ and that the depinning threshold a(0+) decreases as |d 1 | or |d 2 | becomes smaller (but remains large enough to ensure the existence of admissible solutions for the whole range of velocities). Monotonicity of a(c) curves implies that for given a > 0 below the depinning threshold there is a unique velocity c > 0 of the traveling wave. Figure 10 shows solution snapshots y n (t) obtained from the shifted traveling wave solution (solid lines) and the numerical simulation (circles) of the system (4) with (7), (8) must satisfy ϕ 1 (0) = ϕ 2 (τ ) = a, which can be solved for τ and a. One needs to ensure that a satisfies (26) and the inequalities
hold. We were not able to find any parameter values inside the region defined by
, and (16), where, as we recall, the periodic equilibrium (25) exists and is stable for a in (26), for which there exists a traveling wave solution connecting this equilibrium to the zero state that satisfies (26) and (53). It is possible that such solutions do not exist.
The case p = 4: Some examples.
Traveling waves with b − = (1, 0, 0, 0). In this case the periodic equilibrium state u − is given by (27) . Recall that this equilibrium exists and is stable in domain F in Figure 4 defined by (12) , and (16), with a bounded by (28) . We have
Components of the traveling wave solution ϕ(ξ) are then given by
2is − 2icd 2 s + e is (1 + 4d 1 + 3d
and Setting ϕ 1 (0) = a then yields the a(c) relation, where a must satisfy (28) . For consistency, the solution must satisfy the inequalities
Parameter studies show that these inequalities hold when d 1 is sufficiently small in magnitude for a given d 2 inside region F in Figure 4 . Representative a(c) curves are shown in Figure 11 . Figure 12 , where they are compared to the corresponding snapshots of the numerical simulation (circles) of the system (4) with (9), (10) 0.8 Traveling waves with b − = (1, 1, 0, 0). Recall that in this case the stable periodic equilibrium state u − given by (29) exists in the domain defined by d 1 + 2d 2 < 0, (12) , and (16), with a bounded by (30) , and we havê
where we set ξ 1 = 0 and ξ 2 = τ . The components of ϕ(ξ) can then be found from (39) and (40); the explicit expressions for their Fourier transforms, which were inverted numerically, are too lengthy in the general case to include here. As described above, we then find τ from g(τ ) = 0, where g(τ ) ≡ ϕ 1 (0) − ϕ 2 (τ ), and then use it to determine a = ϕ 1 (0) and hence a relation between c and a. Note that for consistency with our assumptions, a must satisfy (30) and the inequalities
In the case d 1 = 0 (and hence d 2 < 0) the problem decouples, and (39), (40) simplify to
One can see that (ϕ 1 (ξ), ϕ 3 (ξ)) can be obtained from the p = 2 solution (41) by setting ϕ 2 = ϕ 3 , d 2 = 0, and d 1 = d 2 , and (ϕ 2 (ξ), ϕ 4 (ξ)) is the same solution shifted by τ . These expressions can be evaluated explicitly using the residue theorem as in [31] ; see also Appendix A. Note that in this case τ is arbitrary, since ϕ 1 (0) = ϕ 2 (τ ), so that g(τ ) = 0 for all τ , but once d 1 becomes nonzero, this is no longer the case. Observe also that at d 1 = 0 the condition ϕ 1 (0) = a yields the following relation between c and a:
From the analysis in section 6 and Appendix A we recall that components of the p = 2 solution at d Running numerical simulations of (4) with A k given by (9), (10) and either traveling wave solutions or tanh-like profiles used as the initial conditions, we found that some of the 
In this section, we have analyzed connecting orbits between 4-periodic equilibria that correspond to b + = (0, 0, 0, 0) and b − = (1, 0, 0, 0), (1, 1, 0, 0), and (1, 0, 1, 0). In the latter two cases, an additional constraint is obtained that is satisfied for certain values of the shift τ (see, e.g., Figure 13 9. Concluding remarks. In this paper we have investigated connecting orbits between periodic patterns in a lattice differential equation with competing first-and second-neighbor interactions. Using a bilinear bistable nonlinearity we give a relatively complete analysis of periodic patterns of periods p = 2, 3, 4. Subsequently, we construct traveling wave solutions between the zero steady state and some of these periodic patterns. This system exhibits rich dynamics, including coexisting traveling wave solutions and maximum propagation speed for some patterns. Numerical simulations suggest the stability of some of the constructed solutions, while also indicating more complex dynamics in the cases when these solutions are unstable. Interesting future work includes studying the existence, stability, and multiplicity of traveling wave solutions between two nontrivial periodic patterns as well as further investigation of cases involving multivalued τ (c) and a(c) curves like the ones in Figure 13 . In addition, a more systematic study of the parameter regions where the a(c) relation is monotone can be conducted along the lines of the Melnikov-type approach in Theorem 4.7 of [8] . In particular, for small nonzero d 2 the roots at c = 0 are purely imaginary and given by (A.3). When d 2 tends to zero, the roots with a larger modulus tend to infinity, while the ones with a smaller modulus tend to s = ±4iarccosh{1/(2 √ −d 1 )}, which were found in [31] . At c > 0, L(s, c) = 0 is a transcendental equation, and the roots of (42) were computed numerically starting with s + 2πn, where n ∈ Z and s are given by (A.3), (A.4), as initial guesses for small c; see, for example, Figure 16 . However, some qualitative conclusions about the roots closest to the origin, which determine the structure of the solution profile, can be drawn from a simple analysis of L(s, c) = 0. In particular, we are interested in the existence of purely imaginary roots s = iρ because such roots are responsible for the creation of boundary 
