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Abstract
Customer’s Flow Analysis helps retailers to understand the actual behaviour and path of customers in their store, such as traffic, 
visited areas, customers' paths, dwell time or loyalty. Online stores seem to "know" their customers better - correctly identifying 
them by name, remembering their last few purchases, or dynamically customizing the storefront to showcase relevant products. 
Retailers are now enabling their physical storefronts to provide a similar level of personalization. Although store cameras have 
historically been used as a form of surveillance to detect and deter shoplifting, stores are now tracking shoppers as they browse 
through a store to gather information about their target market, specifically what products consumers like and don’t like.In this 
paper, aim to developing physical retailstore detail behavior and trajectory analysis. This paper proposed anin-store customers’
trajectory color-map system with Camera. It can also be applied to multi-flow to correspond with the demand for the 
practicalapplication. First, we capture the images remotely. For obtaining the moving objects, this system usesCodebook 
Algorithm which applied to subtract the background dynamically. And do the morphological processing like erosion and dilation 
to the object and find the region of interest (ROI) often performed on using a mapping-based detection approach. Then apply 
Histogram of Oriented Gradients (HOG) on ROIs to sift the target out. After these previous steps,this system gathers statistics of 
the data and resample them. Therefore, we canobtain the color-map of customers’ trajectory according to the results. After all, 
our system provides a high quality in the results. And we are using this system now on those stores, like baby products store, 
woman’s shoes store, and furniture store, etc.
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1. Main text 
With the rapid advances in science and technology, the sensing devicesarecontinuouslyinnovated.And a large 
number of smart devices are launchedand cloud application services become robust increasingly.Also,the services of 
capturingthe geographic information, rapidly screening out, integration of interaction and local sensing application 
provide appropriate and adaptive servicesthrough sensing devices andIOT devices.People will be brought to a 
virtual mall from a physical storeor to a physical store from the virtual mall.
In Click and Mortar Business, they are easy to be record which are e-commerce or web browsing trajectory, 
diversion window and consumption.They all have the customers’ trajectory and preference analysis engine including 
the major website and commercial platform, like Google, Amazon, etc. By the customers’ hits records and 
comparing with the consumption records, then could analyze the market of products, ability of marking and tactic of 
decoration. However, stores often cannotthrough the associated interactive applications in the physical field.The 
users with mobile devicesprovide new types of interactive experience to Click and Mortar 
Business.Therefore,services cannot be complete.
Currently,physical fields usually use a particular sensing way or video devicesto track and analysis customer’s
behavior, such asusing wireless sensing devices, Bluetooth services through mobile devices, indoor location-aware 
or the use of video devices to senseand detect targets’ position and trajectory.
This paper presents a customer’s flow analysis system in a physical store. The system use Codebook algorithm to 
do the background subtraction for obtaining targets. Then use morphological processing to make targets more clear. 
And the system can get ROIs. After that, the system apply Histogram of Oriented Gradients (HOG) algorithm to 
detect people. Finally, the system can describe color-map for customers’ trajectory.
2. Previous work
We summarize the related works on image segmentation and detection in this section. Due to the vast amount of 
previous works in this field, it is not possible to provide an overall and detailed survey. Here we only review some 
related and representative previous methods.
There are many classic algorithms in early years, such as k-means [1], EM-based clustering with mixtures of 
Gaussians [2], which clustering approaches group features with learned parametric or nonparametric densities; 
Normalized Cut proposed a pair-wise potential-based method that perform figure-ground discrimination by 
clustering features based on pair-wise costs; Watershed [3] segmentation considers the gradient magnitude of an 
image as a topographic surface, the pixels having the highest gradient magnitude intensities correspond to watershed 
lines, which represent the region boundaries. Above algorithms are unsupervised segmentation that support a 
convenience for using, but it is hard to handle some difficult cases, such as object segmentation. Therefore, the 
interactive segmentation algorithms had been proposed, too.
In lately years, the simultaneous detection and segmentation of pedestrian algorithms become more popular. In 
generality, those methods obtain the rough shape or silhouette of human with several ways. In [4], Lin et al. propose 
a hierarchical part-template matching approachand learning a human detector which consisting of elementary 
partdetectors for head-torso, upper legs, and lower legs. This algorithm provides an accurate detection and a rough 
segmentation results. Gao et al. [5] presents a novel features called Adaptive Contour Feature (ACF) that is robust 
with reasonable object deformation as HOG, and the detection and segmentation of human was trained by cascade 
framework  and Real AdaBoost [6]; in human segmentation experiments, each pixel be recognized as human or 
background with ACFs, which supply a cursory shape results of human. 
There are some related works get a fine effect in human segmentation, which assume that the object has already 
been detected in the image, in other words, that the image region already contains a single instance of the object. [7]
proposes anefficient approach to object segmentation capable of handling the occlusion between objects;this method
incorporate local contrast-dependentMRF constraints and global shape priors iteratively into theKDE-EM
framework to estimate segmentations andposes simultaneously.
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Fig. 1.The system’s flow chart.
3. Proposed method
In this paper, the system’s architecture is divided into two parts. First, we use codebook algorithm and
morphological processing to theimages for background subtraction and getting ROI. Second, the system applies
Histogram of Oriented Gradients (HOG) to recognize people. After these two steps, we can describe the color-map 
of pedestrians’ hot spot. Fig.1 is the flow chart of the proposed system.
3.1. Codebook algorithm
The codebook algorithm [8] is used to construct a background model from long input sequences and adopts a 
quantization technique to minimize the required memory. For each pixel, the codebook algorithm builds a codebook
consisting of one or more code-words. Samples at each pixel are quantized into a set of code-words based on color 
and brightness information. The background is then encoded on a pixel-by-pixel basis. 
Table 1.Algorithm for Codebook Construction. [8].
Algorithm for Codebook Construction
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Let X be a training sequence for a single pixel consisting of nx RGB-vectors: ܆={ܠ1,…,ܠ݊x}, and let ۱ be the 
codebook for a pixel consisting of n-code-words. Each pixel has a different codebook size based on its sample 
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variation. Each code-book c݅,i=1,…,݊ܿ consists of an RGB vector ܞ݅=( Rഥv Bഥv Gഥ i ) and a 7-
tuple܉ܝܠ݅ൌۃܫƼ݅,ܫƸ݅,T෡݅,T෡݅,߬݅,ݍ݅,݂݅ۄ, where Iሙ݅ and Iመ݅ denote the minimum brightness and maximum brightness, respectively, 
of the ithcodeword,Tෙ݅ and T෡݅ denote the thresholds for the RGB vector ܞ݅, ߬݅ denotes the maximum negative run-
length (MNRL), which is de-fined as the longest interval during the training period in which the codeword did not 
recur, ݍ݅ denotes the last access time at which the codeword occurred, and ݂݅ is the frequency with which the 
codeword occurs.
After construction, the codebook may be sizeable because it contains all of the code-words that may include 
moving foreground objects and noise. Therefore, the code-book is refined by eliminating the code-words that 
contain moving foreground objects. The MNRL in the codebook is used to eliminate the code-words that include 
moving objects, based on the assumption that pixels of moving foreground objects appear less frequently than 
moving backgrounds. Thus, code-words having a large ߬are eliminated by the following equation: 
ԧ={܋݉|܋݉א۱ר߬݉൑ܶԧ}, where ԧdenotes the back-ground model, which is a refined codebook, and ܶԧdenotes the 
threshold value. In the experiments, ܶԧwas set to be equal to half the number of training frames.
In the case of using codebook-based algorithms, it is difficult to use an MRF be-cause the MRF does not evaluate 
probabilities, but rather calculates the distance from the RGB vectors and the brightness of the code-words. 
To evaluate the probabilities from the codebooks, a mixture of K Gaussian distributions proposed by Stauffer and 
Grimson [2] is chosen to model the recent history of each pixel, which is included in the same code-words. The 
probability of observing the current pixel value ܠt is (ܠt)=σ wi,tKi=1 ݓ݅,ݐכߟ(xt ,ૄ݅,ݐ,σ )i,t ܭ݅=1, where K is the number of 
distributions, ૄ݅,ݐ is an estimate of the weight of the ith Gaussian in the mixture at time t, ૄ݅,ݐ and ઱݅,ݐ are the mean 
value and covariance matrix, respectively, of the ith Gaussian in the mixture at time t, and ߟ is a Gaussian 
probability density function. In the experiments, K is determined by the number of frames used for background 
modeling, and the covariance matrix is assumed to be of the following form:ȭk, tൌɐ݇2۷.
3.2. Region of interest
A region of interest (ROI) [9] is a subset of an image or a dataset identified for a particular purpose. The dataset 
could be any of the following: Waveform or 1D dataset: The ROI is a time or frequency interval on the waveform (a 
graph of some quantity plotted against time). Image or 2D dataset: The ROI is defined by given boundaries on an 
image of an object or on a drawing volume or 3D dataset: The ROI is the contours or the surfaces defining a 
physical object. Time-Volume or 4D dataset: Concerning the changing 3D dataset of an object changing in shape 
with time, the ROI is the 3D dataset during a specific time or period of time.
Region of Interest is a rectangular area in an imageto segment object for further processing. The illustration is 
shown in Fig. 2.In the Fig. 2, a ROI is defined at near top left of the image. It is usefulto crop an object from an 
image and to perform template matching within the sub-image, etc. And it is often showed on using a mapping-
based detection approach.Note that the ROI has to be inside the image.
3.3. Histogram of oriented gradients
Histogram of Oriented Gradients(HOG) [10][11] are feature descriptors used in computer vision and image 
processing for the purpose of object detection. The technique counts occurrences of gradient orientation in localized 
portions of an image. This method is similar to that of edge orientation histograms, scale-invariant feature
transform descriptors, and shape contexts, but differs in that it is computed on a dense grid of uniformly spaced cells 
and uses overlapping local contrast normalization for improved accuracy.
Fig. 2.The illustrations of ROI.
3510   Yeh-kuang Wu et al. /  Procedia Manufacturing  3 ( 2015 )  3506 – 3513 
The essential thought behind the Histogram of Oriented Gradient descriptors is that local object appearance and 
shape within an image can be described by the distribution of intensity gradients or edge directions. The 
implementation of these descriptors can be achieved by dividing the image into small connected regions, called cells, 
and for each cell compiling a histogram of gradient directions or edge orientations for the pixels within the cell. The 
combination of these histograms then represents the descriptor. For improved accuracy, the local histograms can be 
contrast-normalized by calculating a measure of the intensity across a larger region of the image, called a block, and 
then using this value to normalize all cells within the block. This normalization results in better invariance to 
changes in illumination or shadowing.
The HOG descriptor maintains a few key advantages over other descriptor methods. Since the HOG descriptor 
operates on localized cells, the method upholds invariance to geometric and photometric transformations, except for 
object orientation. Such changes would only appear in larger spatial regions. Moreover, as Dalal and Triggs 
discovered, coarse spatial sampling, fine orientation sampling, and strong local photometric normalization permits 
the individual body movement of pedestrians to be ignored so long as they maintain a roughly upright position. The 
HOG descriptor is thus particularly suited for human detection in images.
3.3.1. Gradient computation
The first step of calculation in many feature detectors in image pre-processing is to ensure normalized color and 
gamma values. As Dalal and Triggs point out, however, this step can be omitted in HOG descriptor computation, as 
the ensuing descriptor normalization essentially achieves the same result. Image pre-processing thus provides little 
impact on performance. Instead, the first step of calculation is the computation of the gradient values. The most 
common method is to simply apply the 1-D centered, point discrete derivative mask in one or both of the horizontal 
and vertical directions. Specifically, this method requires filtering the color or intensity data of the image with the 
following filter kernels: [-1, 0, 1] and [െ1, 0 ,1]T .
Dalal and Triggs tested other, more complex masks, such as 3x3 Sobel masks (Sobel operator) or diagonal masks, 
but these masks generally exhibited poorer performance in human image detection experiments. They also 
experimented with Gaussian smoothing before applying the derivative mask, but similarly found that omission of 
any smoothing performed better in practice.
3.3.2. Orientation binning
The second step of calculation involves creating the cell histograms. Each pixel within the cell casts a weighted 
vote for an orientation-based histogram channel based on the values found in the gradient computation. The cells 
themselves can either be rectangular or radial in shape, and the histogram channels are evenly spread over 0 to 180 
degrees or 0 to 360 degrees, depending on whether the gradient is “unsigned” or “signed”. Dalal and Triggs found 
that unsigned gradients used in conjunction with 9 histogram channels performed best in their human detection 
experiments. As for the vote weight, pixel contribution can either be the gradient magnitude itself, or some function 
of the magnitude; in actual tests the gradient magnitude itself generally produces the best results. Other options for 
the vote weight could include the square root or square of the gradient magnitude, or some clipped version of the 
magnitude.
3.3.3. Descriptor blocks
In order to account for changes in illumination and contrast, the gradient strengths must be locally normalized, 
which requires grouping the cells together into larger, spatially connected blocks. The HOG descriptor is then the 
vector of the components of the normalized cell histograms from all of the block regions. These blocks typically 
overlap, meaning that each cell contributes more than once to the final descriptor. Two main block geometries exist: 
rectangular R-HOG blocks and circular C-HOG blocks. R-HOG blocks are generally square grids, represented by 
three parameters: the number of cells per block, the number of pixels per cell, and the number of channels per cell 
histogram. In the Dalal and Triggs human detection experiment, the optimal parameters were found to be 3x3 cell 
blocks of 6x6 pixel cells with 9 histogram channels. Moreover, they found that some minor improvement in 
performance could be gained by applying a Gaussian spatial window within each block before tabulating histogram 
votes in order to weight pixels around the edge of the blocks less. The R-HOG blocks appear quite similar to 
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the scale-invariant feature transform descriptors; however, despite their similar formation, R-HOG blocks are 
computed in dense grids at some single scale without orientation alignment, whereas SIFT descriptors are computed 
at sparse, scale-invariant key image points and are rotated to align orientation. In addition, the R-HOG blocks are 
used in conjunction to encode spatial form information, while SIFT descriptors are used singly.
C-HOG blocks can be found in two variants: those with a single, central cell and those with an angularly divided 
central cell. In addition, these C-HOG blocks can be described with four parameters: the number of angular and 
radial bins, the radius of the center bin, and the expansion factor for the radius of additional radial bins. Dalal and 
Triggs found that the two main variants provided equal performance, and that two radial bins with four angular bins, 
a center radius of 4 pixels, and an expansion factor of 2 provided the best performance in their experimentation. 
Also, Gaussian weighting provided no benefit when used in conjunction with the C-HOG blocks. C-HOG blocks 
appear similar to Shape Contexts, but differ strongly in that C-HOG blocks contain cells with several orientation 
channels, while Shape Contexts only make use of a single edge presence count in their formulation.
3.3.4. Block normalization
Dalal and Triggs explore four different methods for block normalization. Let v be the non-normalized vector 
containing all histograms in a given block, ԡVԡk be its k-norm for k= 1, 2 and ݁ be some small constant (the exact 
value, hopefully, is unimportant). Then the normalization factor can be one of the following:
L2-norm: ݂ = ݒ
ටԡݒԡ2
2+݁2
                                                                                                                               (1)
L2-hys: L2-norm followed by clipping (limiting the maximum values of v to 0.2) and renormalizing, as in[].
L1-norm: : ݂ = ݒ
ඥԡݒԡ1+݁
                                                                                                                             (2)
L1-sqrt: ݂ = ට
ݒ
ඥԡݒԡ1+݁
                                                                                                                               (3)
In addition, the scheme L2-Hys can be computed by first taking the L2-norm, clipping the result, and then 
renormalizing. In their experiments, Dalal and Triggs found the L2-Hys, L2-norm, and L1-sqrt schemes provide 
similar performance, while the L1-norm provides slightly less reliable performance; however, all four methods 
showed very significant improvement over the non-normalized data. 
3.3.5. SVM classifier
The final step in object recognition using Histogram of Oriented Gradient descriptors is to feed the descriptors 
into some recognition system based on supervised learning. The Support Vector Machine classifier is a binary 
classifier which looks for an optimal hyper-plane as a decision function. Once trained on images containing some 
particular object, the SVM classifier can make decisions regarding the presence of an object, such as a human being, 
in additional test images. In the Dalal and Triggs human recognition tests, they used the freely available SVMLight 
software package in conjunction with their HOG descriptors to find human figures in test images.
4. Experimental results
The input image size is 320x240 pixels, and the output image size is 320x240pixels. The hardware used in this 
paper is the computer CPU of Intel ® Core (TM) i5-2400M 3.1GHz, RAM 3.49GB. The softwareused in this 
paperis the Microsoft Visual Studio 2010, openCV2.3. Below show the experimental results of images in the 
physical retail store. The Figure 3 shows the results on the program. And in the Figure 4, show the experimental 
results in different physical retail stores. Therefore, we can calculate the average of the detection rate is 92 %.
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Fig. 3.The results on the program.
Fig. 4.The experimental results in different physical retail stores.
5. Conclusion
This paper presents a customer’s flow analysis system in a physical store. The system use Codebook algorithm to 
do the background subtraction for obtaining targets. Then use morphological processing to make targets more clear. 
And the system can get ROIs. After that, the system apply HOG algorithm to detect people. Finally, the system can 
describe color-map for customers’ trajectory. According to the system, we can know the habits and preferences of 
customers purchase in a physical store, andcan provide the owner of physical storescomplete customer’s needs, 
marketing, and attentions of products. Therefore, we can improve the overall effectiveness of services and trading 
volume.
The exploitation results are also transferred to domestic major entityretailers by technological transferring and 
service solutions.Itincludes traditional entityretailers; cross-channels commercial industry and large-scale field 
industry, etc. 
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