The standard model of cosmology, ΛCDM, is the simplest model that matches the current observations, but relies on two hypothetical components, to wit, dark matter and dark energy. Future galaxy surveys and cosmic microwave background (CMB) experiments will independently shed light on these components, but a joint analysis that includes cross-correlations will be necessary to extract as much information as possible from the observations. In this paper, we aim at developing the methods needed to perform such an analysis, and test it on publicly available data sets. In particular, we use CMB temperature anisotropies and CMB lensing observations from Planck, and the spectroscopic galaxy and quasar samples of SDSS-III/BOSS. We build a likelihood to simultaneously analyse the auto and cross spectra of the CMB lensing and the galaxy overdensity maps before running Monte-Carlo Markov Chains (MCMC) to assess the constraining power of the combined analysis. We then add CMB temperature information and run MCMCs to test the ΛCDM model. We present constraints on cosmological parameters and galaxy biases, and demonstrate that the joint analysis can additionally constrain the mass of neutrinos as well as the dark energy equation of state. Finally, we discuss several difficulties regarding the analysis itself and the theoretical precision of the models, which will require additional work to properly analyse the observations of the next generation of cosmological experiments.
INTRODUCTION
The large amount of cosmological data collected in the last few decades has been shedding light on the content of the Universe. Assuming General Relativity (GR) and the cosmological principle, the combination of different cosmological probes, such as type Ia supernovae, primary anisotropies of the cosmic microwave background (CMB), and large-scale structure (LSS) information, among others, indicates that the universe is almost flat, is dominated today by a dark energy (DE) component driving the current accelerated ex-E-mail: cdoux@apc.in2p3.fr pansion phase of the Universe, and has some form of cold dark matter (CDM) in addition to baryons and radiation (Planck Collaboration et al. 2016e) . The flat ΛCDM model is currently the simplest model compatible with the data of these combined probes.
We are reaching a precision era in cosmology and we may be able, in the near future, to distinguish between various cosmological models and achieve a better understanding of the fundamental nature of the DE and DM components. Upcoming photometric and spectroscopic galaxy surveys such as the Large Synoptic Survey Telescope (LSST, LSST Science Collaborations and LSST Project et al. 2009 ), Euclid (Refregier et al. 2010) , the Wide Field Infrared Survey Tele-scope (WFIRST, Spergel et al. 2013 ) and the Dark Energy Spectroscopic Instrument (DESI, Levi et al. 2013; Schlegel et al. 2009 ), aim at shedding light on those questions by probing the matter density field with ground-breaking precision. They will provide the data necessary for a deeper investigation of ΛCDM and its competitors, hopefully allowing us to distinguish them. Additionally, secondary anisotropies of the CMB due to gravitational lensing, the thermal (tSZ) and kinetic (kSZ) Sunyaev-Z'eldovich effects and the integrated Sachs-Wolfe (ISW) effect encode much information about dark matter and dark energy (Peiris & Spergel 2000b) . Therefore, future CMB experiments, such as the Simons Observatory (Suzuki et al. 2016 ) and the Stage-IV CMB experiment (CMB-S4, Abazajian et al. 2016) , will provide valuable complementary observations. While various observations from multiple telescopes will provide exquisite and hopefully complementary data sets (Jain et al. 2015) , they will all observe the same sky, i.e. the same underlying matter density field. Therefore, the observables they will measure are potentially statistically correlated. In this context, the cross-correlation between cosmological probes of different experiments yields new information, that is less prone to biases since different experiments are assumed to have uncorrelated noise and independent systematic effects. This correlation needs to be taken into account in the joint statistical analysis of multiple data sets in order to properly extract as much information as possible from it, without underestimating error bars on cosmological parameters (Rhodes et al. 2015) . If this makes the analysis more demanding, the outcome is expected to provide stronger constraints on e.g. dark energy, dark matter, the mass of neutrinos (Pearson & Zahn 2014) or primordial non-gaussianities (Takeuchi et al. 2012) .
Initially, some of the best-explored cross-correlation information was that from CMB and galaxy surveys in order to measure the ISW signal (Crittenden & Turok 1996; Boughn et al. 1998; Fosalba et al. 2003; Cabré et al. 2006; Moura-Santos et al. 2016) . But over the last decade, many different cross-correlation signals have been detected, combining various probes: the CMB anisotropies themselves, the CMB lensing potential, galaxy clustering, cosmic shear from the observations of galaxy weak lensing, etc. In particular, correlations of the gravitational lensing of the CMB with positions of galaxies Ho et al. 2008; Bleem et al. 2012; Sherwin et al. 2012; Geach et al. 2013; Bianchini et al. 2015; Fornengo et al. 2015; Allison et al. 2015; Baxter et al. 2016; Giannantonio et al. 2016; Harnois-Déraps et al. 2016; Bianchini et al. 2016 ) and lensing of galaxies (Hand et al. 2015; Kirk et al. 2016 ) have been measured for various surveys. These measurements can provide unbiased estimates of galaxy biases, which encode the link between baryonic and dark matter, or the shear multiplicative bias (Vallinotto 2012; Liu et al. 2016; Schaan et al. 2016a ). Finally, they have also been used to detect new signals, e.g. the first detection of CMB lensing by cross-correlation with the NRAO VLA sky survey (Smith et al. 2007 ), the tSZ effect (Hajian et al. 2013; Hill & Spergel 2014) , the kSZ effect (Hand et al. 2012; Schaan et al. 2016b) , and the positiondependent Lyman-α power spectrum (Doux et al. 2016) . Pearson & Zahn (2014) forecast constraints on the neutrino mass, DE density and the reionization optical depth from future, fourth-generation CMB experiments and galaxy surveys such as LSST and Euclid. Kwan et al. (2017) used the Dark Energy Survey Science Verification data to obtain cosmological constraints considering the cross-correlation between the angular clustering of red galaxies and the weak gravitational lensing of background galaxies. While offering great confirmation of the current picture, the crosscorrelation signals have not yet been systematically used in the estimation of cosmological parameters. This is precisely what we aim to do in this work.
To this end, we build a joint likelihood of the CMB lensing and the contrast density of galaxies using auto and cross spectra of these fields. In particular we use the Planck 2015 lensing map (Planck Collaboration et al. 2016g ) and the three spectroscopic samples of the Sloan Digital Sky Survey and its Baryon Oscillation Spectroscopic Survey (SDSS-III/BOSS, Dawson et al. 2013; Reid et al. 2016; Pâris et al. 2017) ; that is LOWZ, CMASS and the uniform quasar sample. We then run a Markov Chain Monte-Carlo (MCMC) analysis to extract constraints on cosmological parameters. It is worth mentioning that we developed a general framework in the Numerical Cosmology library (NumCosmo, Dias Pinto Vitenti & Penna-Lima 2014) to compute the auto and cross correlations for, in principle, an arbitrary number of cosmological probes. We complete our work by performing a joint analysis with CMB temperature (Planck Collaboration et al. 2016d ,f) and demonstrate the performance of such an analysis to constrain the ΛCDM model and extensions of it, fitting the six base parameters (H0, ω b , ωc, As, ns and zre) as well as the mass of neutrinos, mν , and the DE equation of state, w = p/ρ.
The paper outline is as follows. In Section 2, we develop the theoretical formalism, considering the Limber formula, to compute the pseudo angular power spectra of CMB lensing and galaxy overdensities. In Section 3, we describe the data used in this work and prepare the galaxy and quasar density maps. In Section 4, we develop the estimators and construct the likelihood used in this work, and then we perform the validation and null tests. In Section 5, we detail the results of the statistical analyses and present constraints on cosmological parameters. Finally, we draw conclusions in Section 6.
THEORETICAL BACKGROUND

Cross-correlation
The matter distribution of the Universe is traced by cosmological probes such as galaxies, quasars (QSOs) and CMB lensing, among others. Their projected random fields on the observed directionn can be written as
where W A (z) is the kernel function of an observable A (kernels of the probes used in this work are plotted in Figure 1 ), δ = δρ/ρ is the matter density contrast, ρ is the matter density, and χ(z) is the comoving distance at redshift z. The fields A(n) and B(n), associated with galaxy or QSO density contrast and CMB lensing, are assumed to be statistically homogeneous and isotropic. Therefore the correlation function A(n)B * (n ) only depends onn ·n and can be expanded as
where P are the Legendre polynomials, which defines the angular power spectrum C AB .
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Using the inverse Fourier transform of the matter density field in eq. (1) and substituting it into eq. (2), we obtain
where P (k, z, z ) is the matter power spectrum and j are the spherical Bessel functions. In this work, we adopt the Limber approximation (Limber 1953; LoVerde & Afshordi 2008) and assume that spatial sections of the Universe are flat 2 , thus eq. (3) becomes
where c is the speed of light and H(z) is the Hubble parameter. This approximation is valid when P (k, z, z ) varies slowly in comparison with the Bessel functions. In particular, the CMB lensing spectra are accurate for > 10 ( Lesgourgues & Tram 2014) . The selection functions of galaxies and quasars are wider than the largest scales probed 3 for the spectroscopic tracers used here. Therefore, we can safely make use of this approximation to compute theoretical power spectra, which are integrals of the matter power spectrum weighted by the kernel functions corresponding to each observable. We detail this in the following sections.
Cosmic microwave background gravitational lensing
The trajectories of the CMB photons are disturbed by the matter distribution such that, among other effects, the observed anisotropies of the temperature field in a direction n correspond to the unlensed field deflected by α, i.e., T (n) = T (n + α) (Lewis & Challinor 2006) . Assuming the small-angle Born approximation, α comprises the variations in the gravitational potential Ψ along the line of sight from today's observer to the last scattering surface at redshift z * , i.e.,
1 Expanding the fields in spherical harmonics,
2 It is worth noting that Limber approximation can be also applied for curved space universe, see Lesgourgues & Tram (2014) , for instance. 3 For a given sample, the largest scale probed is χmax ∼ π/k min with k min = ( min + 1/2)/χ(z eff ), where χ(z eff ) is the comoving distance at the mean redshift of the sample and min = 20, see Section 3. For LOWZ, CMASS and QSO, these scales are of order 110, 220 and 630 Mpc/h, while the selection functions have widths of order 1080, 860 and 970 Mpc/h. (6) and (8). For the LOWZ, CMASS and QSO samples, W g (z) reflects the redshift distribution (multiplied by the bias). The background colours correspond to the extent of the redshift distributions of the three samples. The CMB lensing kernel (multiplied by 10 on this plot for visibility) is very broad and peaks around z ≈ 2.
The remapping of the CMB temperature anisotropies due to the weak lensing effect is described at lowest order by the convergence κCMB = − 1 2 ∇nα. Given that on small angular scales ∇ 2 n ∇ 2 (Jain et al. 2000) and using the Poisson equation and eq. (1), we obtain the CMB convergence kernel
where Ωm and H0 are the present-day matter density and Hubble constant, respectively.
Large-scale structure tracers
Similarly to the CMB lensing, the galaxy or quasar overdensity in the directionn is a function of δ(χn, z), namely
The kernel W g (z) is given by (Peiris & Spergel 2000a; Bonvin & Durrer 2011) 
where
The function b(z) is the linear bias relating the galaxy overdensity to the matter overdensity at large scales as δg(χn, z) = b(z)δ(χn, z), and dn/dz is the normalised redshift distribution of the tracers, which also contains the survey selection function. The second term in eq. (8) is due to the effects of gravitational lensing, with two opposing contributions -the dilation of the apparent surveyed volume Figure 3a ) relating the full-sky power spectrum C κ CMB κ CMB to the pseudo spectrumC κ CMB κ CMB as in eq. (11). The matrix elements are strongly dominated by the diagonal terms and the coupling between modes is given by offdiagonal elements. The other mixing matrices are qualitatively very similar.
and the magnification bias effect for flux-limited samples 4 , where
N (< m) denotes the cumulative count of objects with a magnitude smaller than m and the derivative is estimated at the faint end of the catalog (Scranton et al. (2005); Hui et al. (2007) ). This term can be neglected when using LOWZ and CMASS samples, but it is relevant for quasars (Chisari & Dvorkin 2013) . Following Scranton et al. (2005) , we use s QSO = 0.2 throughout this analysis.
Pseudo spectra
Many galaxy and CMB surveys cover only a fraction of the sky due to, for example, the limited field of view or galactic contamination, among others. In order to properly account for the partial sky coverage in the calculation of the angular power spectra, we define the mask function associated with the field A(n) as being W A (n) with value 1 if the direction n lies in the observed region, and 0 otherwise.
The cross-pseudo spectrum of observables A and B is thus defined as the cross spectrum of the cut-sky fields
, and its expected value can be related to the (true) full-sky cross spectrum in eq. (3) by (Brown et al. 2005 )
where M AB is the mixing matrix which is given in terms of the Wigner-3j symbols
The cross spectra of the masks are
The mixing matrix introduces a scaling factor equal to f A sky f B sky 1/2 , i.e., the geometric mean of the observed sky fractions for the observables A and B, respectively, since the form of the masked function is constant (Hivon et al. 2002) . It also couples the multipoles and , that would be otherwise uncorrelated, especially at large scales. It is computed analytically for each pair of observables (see Figure 2 ). (Mandolesi et al. 2010) , which observed for four years in bands at 30, 44 and 70 GHz, and the High Frequency Instrument (Lamarre et al. 2010) , which observed for almost two-and-a-half years in bands at 100, 143, 217, 353, 545 and 857 GHz. In this work, we use both the primordial CMB anisotropy likelihood codes (Plik for the high multipoles, ≥ 30, and Commander for low multipoles, < 30, see details in Planck Collaboration et al. 2016d ) and the CMB lensing maps (Planck Collaboration et al. 2016g ) from Planck. Both these products are based largely on the Spectral Matching Independent Component Analysis (SMICA) maps of the temperature of the CMB.
CMB lensing data
We use the CMB lensing convergence map from the Planck 2015 data release (Planck Collaboration et al. 2016g ). The Planck Collaboration provides the convergence map 6 in the Healpix 7 (Górski et al. 2005) format, with resolution parameter N side = 2048, and the corresponding binary mask, with a sky fraction f sky = 0.67. Lensing potential maps were reconstructed using the temperature and polarisation maps forming five quadratic estimatorsφ T T ,φ 
SDSS-III/BOSS data
Luminous Red Galaxies: LOWZ & CMASS
The spectroscopic galaxy sample of the Baryon Oscillations Spectroscopic Survey (BOSS, Dawson et al. 2013) , which is part of the Sloan Digital Sky Survey III (SDSS-III), consists of two catalogs named LOWZ and CMASS. They are extensively described in Reid et al. (2016) and we only summarize relevant information in this section.
LOWZ contains Luminous Red Galaxies (LRG) at low redshift (z 0.4), and it aims at a constant number density of aboutn ∼ 3 × 10 −4 h 3 Mpc −3 over the redshift range [0.1, 0.4] . This is done using a redshift dependent magnitude cut. In this work, we use the twelfth data release (DR12) and select galaxies in the range 0-0.4, which contains 383876 galaxies. The CMASS sample contains galaxies at higher redshifts 0.4 z 0.8 with a constant stellar mass in this redshift range. The twelfth data release contains 849637 galaxies in the redshift range 0.4-0.8 used in this work. The normalised redshift distributions of the two samples are shown on Figure 1 (multiplied by their respective biases).
BOSS's spectroscopic fibres are plugged into tiles of diameter 3
• to observe predetermined targets. The combined footprints of all tiles can be decomposed into nonoverlapping sky sectors. Because of the finite size of fibres, galaxies closer than 62' may not be observed even after multiple observations of the same field. The pipeline may also fail in determining the redshift of some galaxies (especially the faintest ones). Therefore, for each sector i, the completeness is defined as the ratio of observed galaxies with a measured redshift to the number of targets lying in that same sector
The completeness maps are defined in the Mangle software 8 format and are converted to Healpix maps with resolution parameter N side = 2048. The mask functions of the galaxy samples are obtained by assigning 1 to pixels where the completeness is above 75% and then removing small areas that were vetoed for bad photometry, bright objects and stars and instrumental constraints, such as fibre centerposts and fibre collisions. In order to correct for completeness, each galaxy is thus assigned a weight wtot = wstarwseeing(wcp + wnoz − 1),
where wstar and wseeing correct for non-cosmological fluctuation in the target selection due to stellar density (only for the CMASS sample) and atmospheric seeing, wcp corrects for fibre collisions and wnoz corrects for redshift failures.
Quasars
The selection function (over the sky) of the full quasar sample of BOSS is not uniform due to the observing strategy, hence we shall use the so-called CORE sample which contains QSOs with redshift z ≥ 2.15 that were uniformly selected by the XDQSO algorithm (Bovy et al. 2011 ). There are 94971 quasars in the CORE sample of DR12 within this redshift range. The completeness is computed using the BOSSQS-SOMASK software 9 from Eftekharzadeh et al. (2015) and is then combined with the veto mask to build the mask of the quasar density map.
Building the maps
For the LOWZ and CMASS samples, we build Healpix maps with resolution parameter N side = 2048, where for each pixel p,
Np = i∈p wi is the number of galaxies in pixel p counted with their weights and
Np is the mean pixel count (where the sum runs only on pixels in the observed area, i.e. where the mask function is equal to 1).
For the quasars, there is no weight provided in the BOSS DR12 catalog and the density map is computed as
where this time Np denotes the number of QSOs lying in pixel p and N denotes the mean pixel count in the observed area. The denominator is up-weighted by the completeness C s(p) of the sector s(p) where the pixel p lies. The angular densities of the samples aren LOWZ = 150 × 10 3 steradian −1 ,n CMASS = 300×10 3 steradian −1 andn QSO = 36×10 3 steradian −1 . The maps of the estimated overdensity for the three samples are shown in Figures 3b, 3c and 3d. 3.3 CMB lensing-large-scale structure correlations data
In this work, we will use, in addition to CMB temperature data, auto and cross spectra of CMB lensing from Planck and spectroscopic tracers from BOSS. More precisely, we will use the auto-pseudo spectra of the CMB lensing map κCMB and of the density contrast maps of the LOWZ and CMASS samples. We also use the pseudo-cross-spectra of the CMB lensing map with the three LSS tracers. The collection of these six spectra (shown in Figure 4 ) will henceforth be referred to as "CMB lensing-LSS correlations", and denoted CMB lensing ⊗ LSS in the figures. We do not use the auto spectrum of the QSO map because it is completely shot-noise-dominated in multipole space. We do not use the galaxy cross spectra because their redshift ranges do not overlap and the cross spectra should therefore be zero in the Limber approximation (which we check in the next section).
We use multipoles in the range [20, 500) for all autoand cross-pseudo spectra. The small-scale limit max = 500 is determined by the CMB lensing resolution -90% of the lensing signal is in the range [40, 400) -and the shot-noise of the galaxy/quasar auto spectra -C gg becomes noise dominated for all samples (CMASS being the limiting one) for ≥ max. The large-scale limit is fixed at min = 20 for of the following reasons:
• Partial sky coverage limits the number of large-scale modes accessible.
• CMB lensing is measured from min = 8.
• Field-dependent observing conditions during the SDSS photometric and spectroscopic surveys could contaminate the measurement of the overdensity fields on large-scales.
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The six observed pseudo spectra are shown in Figure 4 together with theoretical curves for our best-fit biases (b LOWZ = 1.871 ± 0.025, b CMASS = 2.095 ± 0.022 and b QSO = 2.21 ± 0.44) and with fixed cosmology.
11 We report detections for the CMB lensing-galaxy density crosscorrelations of 4.7 σ, 13.9 σ and 10.6 σ for LOWZ, CMASS and QSO, respectively. . Auto-and cross-pseudo spectra used in this paper. Observed spectra are represented by the light grey points in the multipole range 20 − 500, and binned as red error bars (only for visualisation). The theoretical curves, for best-fit biases and fixed Planck cosmology, are represented by the solid blue curves. Pseudo spectra are multiplied by to help visualise features of the theoretical power spectra, especially the wiggling related to baryon acoustic oscillations (and the covariance matrix is modified accordingly).
summed to give an estimator of the pseudo spectrẫ
These pseudo spectra have a noise contribution and an expectation value
whereÑ A is the noise pseudo-spectrum of the measured field A(n), which needs to be subtracted. It is assumed here that different observables have uncorrelated noise, i.e. that noise cross spectra are null (for both full-sky and pseudo).
In principle, noise pseudo spectra can be computed using the mixing matrix and eq. (11).
However, the sum over runs from 0 to infinity, so, in practice, it has to be cut at some maximum multipole max. But convergence is not guaranteed, since noise spectra are increasing functions of (they are quasi-constant for galaxies and grow like ∼ 2 for CMB lensing). Therefore, we used instead simulated noise maps for both CMB lensing and galaxies.
For CMB lensing, we used the 100 simulated lensing reconstruction maps provided by the Planck Legacy Archive.
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Given a known, full-sky, input convergence map (to be masked) and a masked, reconstructed convergence map, one can compute the difference of the pseudo spectra in order to obtain an estimate of the noise pseudo power spectrumÑ κ , which is then averaged over realisations of the simulation.
For the galaxy catalogs, the full-sky shot noise spectrum is N = 1/n, wheren is the angular density of objects (weighted and expressed in steradian -1 ). In order to estimate the pseudo spectra, random maps with a pure Poisson distribution of appropriate density are generated and then masked. The pseudo spectra of 100 maps are averaged to get an estimate of the pseudo noise spectraÑ g . However, weights slightly increase the noise level, which is henceforth assumed to be of the formÑ g + a g , where a g is a small nuisance parameter to be marginalised over during the analysis, and that we found to be one order of magnitude smaller thañ N g .
Our estimator thus readŝ 
Covariance matrix and likelihood
The covariance matrix of the pseudo spectra is computed using an extension of Efstathiou's symmetrisation approximation (Efstathiou 2004) following Brown et al. (2005) and is given by
with
where C AB and N A are the full-sky theoretical and noise spectra. X abcd and Y abcd are two matrices depending only on the masks of observables A, B, C, D, determined to arbitrary precision by a Monte-Carlo (MC) simulation (see Appendix A for more details). The covariance matrix (estimated for a fiducial cosmology) is shown in Figure 5 .
A Gaussian likelihood is used for the stacked pseudo spectra vector
where . Validation of the pseudo spectrum estimator: the upper plot shows in solid line the theoretical pseudo spectra, computed using full-sky spectra and mixing matrices as in eq. (11). Boxes show the mean of the simulated pseudo spectra and its spread for 1000 realisations, binned for visualisation. The lower plots shows the relative error. All spectra are consistent with the theoretical expectations in the multipole range used for this work.
C obs is the stacked vector of observed pseudo spectra (see Figure 4) andC th is the stacked vector of theoretical pseudo spectra computed from the Limber approximation (see eq. (4)) and multiplied by the mixing matrices. The covariance matrix Cov is that of the stacked vector as defined in eq. (23) and is shown in Figure 5 .
Validation
In this section, we perform validation tests for the pseudo spectrum estimator, the covariance matrix and the statistical pipeline. In order to validate the pseudo spectrum estimator and the semi-analytical expression of the covariance matrix given in eq. (23), we generate 1000 sets of four correlated full-sky maps with appropriate auto and cross spectra (for {LOWZ, CMASS, QSO, κCMB}) computed using eq. (4). These maps are then added realistic noise and are masked as follows: for each lensing convergence map, we add an uncorrelated Gaussian noise with spectrum N κ given by the approximate spectrum delivered by the Planck Legacy Archive, which is precise enough for the covariance validation. For each galaxy density map, we also need to simulate Poisson sampling. To do so, we generate a map where the value in pixel p is a Poisson random variable of mean λp, i.e., where δp is the simulated overdensity at pixel p and N is the mean number of galaxies per pixel (different for the three samples). A reconstructed density map is then built using eq. (17), which now incorporates Poisson shot-noise. These full-sky maps are then masked and their pseudo spectra are evaluated. The mean of the estimated pseudo spectra is compared with that of the theoretical pseudo spectra computed using the mixing matrices on Figure 6 , proving strong agreement and validating the estimator.
The empirical covariance of the sets of pseudo spectra is finally computed and compared to the semi-analytical covariance we use throughout this analysis. The result in Figure 7 shows good agreement and validates the estimator and the simulation of the matrices X and Y (that were computed using generic spectra, see Appendix A).
The statistical pipeline is validated by performing a Monte Carlo analysis similar to the one performed in PennaLima et al. (2014) . Specifically, we want to check if the estimated parameters are unbiased. For that purpose, given the adopted fiducial model, we use the likelihood as the probability distribution of the pseudo spectraC AB to generate random samples (i.e. sets of stacked vectorsC obs ). For each sample, we fit all parameters to be tested, thus building a collection {θi} of best-fit values for these parameters. At step n, the means θn = n i=1 θi/n and standard deviations of the collection of best-fit values are computed. The largest relative error (LRE) over parameter means is computed and we repeat the process, adding more samples, until the LRE has reached a level of 0.1% and check that the fiducial values are within the error bars. For this test, we only use one sample of galaxies with the redshift distribution of the CMASS sample and generate samples ofC κ CMB ×κ CMB ,
Results of this test are plotted in Figures 8 and 9 , showing respectively the evolution of the mean values of the best fit parameters θn as a function of the number of realisations n and the distribution of the best-fit parameters for those same realisations. converge towards their input values, demonstrating the internal consistency of the statistical pipeline. Note however the very small deviation on ωc, within the error requirement, but in accordance with the fact that the maximum likelihood estimator is consistent only asymptotically unbiased.
They confirm that the parameters' estimators are unbiased at least at the 0.1% level. 
Null tests
We present in this section null tests that were performed to exclude potential systematic errors related to the masks and selection of the spectroscopic tracers. In order to assess potential leakage of power in the cross spectra due to the masking, we cross-correlate the 100 simulated reconstructed lensing maps of the Planck Legacy Archive with the observed density maps of the three galaxy samples, and then correlate the observed lensing map with 100 simulated galaxy maps. This procedure removes cosmological angular correlation, and what correlation remains will be linked to the masks themselves. We find that all results are consistent with no correlation, excluding strong contamination from masking. We also measure the cross spectra between the galaxy and quasars sample and find marginal correlations, well below the auto-correlation signals.
Variable observational conditions during the SDSS photometric survey could potentially result in non-uniform selection functions of the galaxy and quasar samples, and introduce artificial power in the auto spectra at large scales. In order to exclude dramatic power leakage, we constructed maps of resolution N side = 64 of the seeing, sky flux (for the g, r and i bands) and air mass of the photometric observations that were used to select galaxies and quasars in the spectroscopic catalogs, 13 and we verify that the cross power spectra with the density maps (built in Section 3.2.3) are consistent with a null value. To do so, we approximate the 13 To do so, we made use of the CasJob service of the SDSS SkyServer, at http://skyserver.sdss.org/casjobs/. error bars on the cross spectra by
whereĈ syst andĈ δg are the measured pseudo auto spectra of the systematics and density maps, respectively. Figures 11, 12 and 13 show the measured cross power spectrã C syst×δg for multipoles 0 ≤ ≤ 100: they are consistent with no correlation, with no discernable trend across multipoles. Assuming that our approximation of the error is correct, we construct a χ 2 statistics as the sum of squared errors,
and find generally acceptable agreement with a null correla- Figure 11 for the CMASS galaxies. The χ 2 statistics are respectively 109, 111, 107, 114, 118, 108 and 123. tion (with a rejection significance at worst 2.4 σ for LOWZ with the seeing or airmass). However, this test can be misleading if we over-or underestimate the error. We partially relax the hypothesis on the error and suppose there is an unknown scale factor with respect to the true one. Considering the normalised spectra x = C syst×δg /∆C syst×δg as independent, identically distributed random variables with the same mean and unknowns variance, we perform one-sample t-tests that reveal no significant departure from a null mean Figure 11 for the quasar sample. The χ 2 statistics are respectively 82, 80, 81, 78, 86, 91 and 85. over the multipole range, with p-values always greater than 0.5. From these tests, we conclude that photometric systematics do not strongly correlate with the overdensity maps.
ANALYSES AND RESULTS
Cosmological model
Our base model is the standard ΛCDM model with flat spatial sections (hence Ω k = 0) and a DE component with equation of state w = −1. The base parameters are the presentday baryon and CDM densities, ω b ≡ Ω b h 2 and ωc ≡ Ωch 2 , respectively -where Ωi = ρi/ρc is the ratio of the component's energy density to the critical energy density ρc-, the Hubble constant today H0 = 100 h km/s/Mpc, the redshift of reionization zre, the logarithm of the primordial curvature ζ dimensionless power spectrum ln 10 10 As and its tilt ns such that
with the pivot scale k0 = 0.05 Mpc −1 . We include massive neutrinos, parametrised by the effective number of neutrinos in the relativistic limit N eff = 3.046 (taking into account non-instantaneous decoupling), an effective temperature Tν /Tγ = 0.71611, where Tγ is the photon temperature (slightly departing from (4/11) 1/3 to take into account neutrino heating from electron/positron annihilation, see Lesgourgues et al. 2009 ), and using one massive neutrino of mass mν = 0.06 eV and two massless neutrinos, consistent with the Planck base ΛCDM model. The linear matter power spectrum Pm(k, z) and the CMB temperature power spectrum C T T are computed using the Cosmic Linear Anisotropy Solving System (CLASS) as a backend to NumCosmo. The non-linear matter power spectrum is computed using a Halofit prescription (Smith et al. 2003b ) implemented in NumCosmo, with parameters from Takahashi et al. (2012b) , modified to take into account neutrinos as in CLASS. Reionization is modelled in a CAMB-like fashion (Lewis et al. 2000) and parametrised by the mid-point zre, fixed width ∆zre = 0.5, and includes Helium reionization at a fixed redshift z He re = 3.5. Recombination is computed within CLASS and Big Bang nucleosynthesis is computed with PArthENoPE 14 (Pisanti et al. 2008) . From the constraints that we will obtain in our analyses, we will also estimate the total matter density parameter 15 Ωm = Ω b + Ωc + Ων , the optical depth to the last scattering surface τ and the variance of the linear matter density fluctuations σ 2 8 in spheres of radius R = 8 h −1 Mpc extrapolated to z = 0,
where the top-hat window function is W (k, R) = 3j1(kR)/kR and the matter power spectrum is computed from linear theory.
Statistical analysis
In this section, we describe our Bayesian statistical analysis and present constraints on cosmological parameters of the ΛCDM model and the galaxy/quasar biases. We first apply the Markov Chain Monte Carlo (MCMC) approach using only CMB lensing-LSS correlations datathe set of the six auto and cross spectra of CMB lensing and BOSS galaxy and quasar overdensities, as shown in Figure 4 -and varying only a subset of cosmological parameters in order to assess the constraining power of these. In particular, we also consider different combinations of the auto and cross spectra to measure the effects on the parameter constraints provided by these probes. Then, we add CMB temperature information and obtain constraints on the ΛCDM model and extensions including the mass of neutrinos -that impacts small-scale structure formation -and the DE equation of state w -that impacts the expansion in the low redshift Universe.
We run the MCMC algorithm using an ensemble sampler 16 with many walkers (100 to 1000), moving their positions in the parameter space as an ensemble via a stretch move scheme (Goodman & Weare 2010) (i) the parameter trace plot, i.e. the value of the parameter for a given walker vs iteration time.
(ii) the ensemble distribution trace plot, that is, the empirical ensemble distribution given by the walkers' positions vs iteration time. This allows us to monitor the evolution of the ensemble mean and variance.
(iii) the total mean vs the cumulative sum of the ensemble means: if the chain has reached convergence, the difference (scaled by the spectral density at null frequency) is distributed as a brownian bridge, the L2 norm of which is used in the Schruben test.
For all MCMCs, we ran them until all the relative errors of the means were smaller than 10 −2 ; at this point, we applied all the tests above, and if the chains failed some of them, we continued the run until all tests were satisfied.
Constraints from CMB lensing-LSS correlations
Data from CMB lensing and spectroscopic tracers of matter alone cannot efficiently constrain all cosmological parameters. However, we want to highlight the cosmological information carried by these probes. To do so, we perform several MCMC analyses considering a subset of free cosmological parameters. These are only illustrative in the sense that the posterior distribution of cosmological parameters will be shrunk from fixing some others.
The theoretical spectra have different dependences on the cosmological parameters and galaxy/quasar biases. The most explicit dependencies of the angular spectraC are on the power spectrum amplitude (As or σ8), the matter density parameter Ωm and the galaxy/quasar biases (see the kernels in Section 2.1):
This system is closed, i.e. in principle, comparing the various auto and cross spectra should allow for an non-degenerate estimation of the parameters. Therefore, we run MCMCs freeing ωc, ln 10 10 As and the galaxy/quasar biases, and fixing all other cosmological parameters. Their fiducial values are from Planck 2015 "TT,TE,EE+lowP+lensing+ext" best fits (Planck Collaboration et al. 2016f). We assume flat prior distributions over wide ranges (larger than the sampled ranges). In order to distinguish and quantify the information contained in the various measured auto and cross spectra, we try different combinations. That is, we run an MCMC with the full dataset ("κκ+κδg+δgδg"), and then repeat without the cross spectra ("κκ+δgδg"), without the CMB lensing auto spectrum ("κδg+δgδg") and without the galaxy auto spectra ("κκ+κδg"). We run these chains with 100 walkers to ensure a good mixing. Their MPSRFs are below 1.02 and the correlation lengths are of order 20-40, varying amongst parameters.
The sampled posterior distributions of these parameters are shown in Figure 14 for the full dataset and the three subsets aforementioned. We note that the "κδg+δgδg" and "κκ+κδg" subsets, dominated by respectively galaxy clustering and CMB lensing information, provide complementary information, since the correlations between the parameters, except those in the (b LOWZ , b CMASS ) plane, present different alignments (see the orange and yellow confidence regions in Figure 14) . Therefore, the constraints on the parameters are greatly improved when combining both auto spectra, "κκ+δgδg". Apart from the constraints on b LOWZ , b CMASS , κκ + κδ g + δ g δ g κκ + δ g δ g (no cross-spectra) Figure 14 . One and two-dimensional projections of the posterior distribution sampled by the MCMC algorithm for the CMB lensing-LSS correlations. Biases, ωc and As are sampled, the other cosmological parameters being fixed at Planck 2015 "TT,TE,EE+lowP+lensing+ext" best fit values. The contours show the 1-and 2-σ confidence regions for subsets of our data. The values of the parameters above the histograms are the medians with asymmetrical errors (the 16 th and 84 th percentiles corresponding to ±σ for a Gaussian distribution). The (ln 10 10 As,ωc) plane illustrates the degeneracy breaking and the confidence region shrinkage due to the addition of the cross spectra (compare the dark purple and burgundy contours). The integral of the histograms are normalised to unity, therefore in the approximation of Gaussian distributions, the maxima of the histograms are inversely proportional to the standard deviation of the parameters, allowing to directly read the improvement of the constraints. Note that the quasar bias is not fitted for the subset including only auto spectra ("κκ + δgδg").
which are already strongly determined by galaxy density auto spectra, the additional information contained in the cross spectra narrows the distribution, as can be observed in the (ln 10 10 As,ωc) plane by comparing the confidence regions for "κκ+δgδg" (in burgundy) with "κκ+κδg+δgδg" (in dark purple). The addition of the cross spectra decreases the statistical error by 10% for ln 10 10 As and 20% for ωc, and slightly shifts the best fits (by less than 1 σ). This plane is translated into the (σ8, Ωm) plane in Figure 15 where the degeneracy breaking expected from the joint analysis is highlighted. 
Constraints on ΛCDM from CMB temperature and CMB lensing-LSS correlations
In this section, we carry out the analysis combining CMB temperature and the correlations of CMB lensing and galaxy/quasar densities used in the previous section (that is all six power spectra of Figure 4 ) to obtain constraints on the cosmological parameters of the ΛCDM model (ω b , ωc, H0, zre, ln 10 10 As and ns). The results of this analysis will be denoted "CMB T T + CMB lensing ⊗ LSS" in the figures. In addition, we run, for comparison, the MCMC algorithm using only CMB temperature data ("CMB T T "), and CMB temperature and lensing ("CMB T T + CMB lensing"). We neglect the correlation between CMB temperature and the matter density at later times (either baryonic matter in galaxies and quasars or dark matter weighted by CMB lensing), i.e., we neglect the late ISW effect, as it is not yet detected with a strong significance (Planck Collaboration et al. 2016h; Nicola et al. 2016) , and we discuss possible consequences in Section 5.3. In practice, this means that we approximate the total likelihood by the product of the CMB temperature and CMB lensing-LSS correlations likelihood functions.
We use the Planck likelihood codes Plik and Commander (Planck Collaboration et al. 2016d) respectively for high and low multipoles of the temperature-only power spectrum C T T . The likelihood code introduces 15 additional nuisance parameters related to foreground and instrument models (A
, c100, c217 and y cal ; see Planck Collaboration et al. 2016d ). We use the profile likelihood to speed up our MCMC analyses, subfitting the nuisance parameters for each set of cosmological parameters.
We describe this methodology in Appendix B, and also show that it does not affect the results on cosmological parameters. Figure 16 shows the constraints on the base ΛCDM model's parameters for the three aforementioned data combinations. When using CMB T T only, we find parameter constraints that are in perfect agreement with the Planck analysis.
17 The strong degeneracy observed between the power spectrum amplitude As and the reionization redshift zre corresponds to the amplitude of the power spectrum of CMB temperature anisotropies, which is proportional to Ase −2τ where τ is the optical depth to the last scattering surface, strongly dependent on reionization history. Adding CMB lensing drives As and zre towards lower values with a shift of about 1σ for each parameter as evinced by the one-and two-dimensional projection of the posterior distributions. Finally, adding information of LSS tracers (both the auto-correlations and cross-correlations with CMB lensing) provides slightly smaller contours and, therefore, they do not significantly help in breaking this degeneracy. We find no significant improvement for τ or σ8, although it is consistent with the constraints from CMB lensing. In the (σ8, Ωm) plane (see Figure 17) , we observe that early Universe data favors bigger values of σ8 than the late one, as reported repeatedly (Hildebrandt et al. 2016; Planck Collaboration et al. 2016j) . Whether this is indication of new physics or a systematics artefact is beyond the scope of this work, but it might be an important issue in the future.
Nonetheless, there is an improvement of order 20% on the measurements of H0 and ωc. We find H0 = 68.7 ± 0.9 km/s/Mpc, slightly higher than CMB temperature alone -albeit still lower than distance measurements from supernovae (Riess et al. 2016) or time delays in strong lensing (Bonvin et al. 2017 ) -and ωc = 0.117 ± 0.002 as the degeneracy between As and ωc is broken by the lensing-LSS correlations (see Figure 14) . This results in a constraint on the matter density parameter Ωm = 0.296 ± 0.011. Additionally, we obtain strong constraints on the biases of the galaxy samples, respectively
These 4% constraints are in general agreement with previous measurements (Ho et al. 2012) . Our analysis has the advantage that our data is model-independent in the sense that estimating pseudo spectraC does not require any assumption on cosmology since we don't measure distances. Moreover, all the cosmological parameters of the ΛCDM model are fitted jointly. Note, however, that our modelling assumes a constant bias, that can be interpreted as a redshift-and scaleaveraged bias, when other analyses used a scale-dependent bias (in the form of a Taylor expansion, e.g. in Gil-Marín et al. (2016)) or simply more redshift bins. Interestingly, the analysis also shows significant correlations between the biases and cosmological parameters, in particular with ωc, H0
17
The detailed results of the Planck MCMC analyses are available here: https://wiki.cosmos.esa.int/planckpla2015/images/f/ f7/Baseline_params_table_2015_limit68.pdf CMB TT CMB TT + CMB lensing CMB TT + CMB lensing ⊗ LSS Figure 16 . Constraints on the parameters of the base 6-parameters ΛCDM model and galaxy biases. Confidence regions are shown respectively in blue, green and red for CMB temperature only, CMB temperature combined with CMB lensing, and the joint analysis of CMB temperature and the correlations of CMB lensing and LSS tracers. The constraints above the marginal posteriors are for this last data set.
and As. If one considers biases as effective parameters encoding structure formation and clustering of galaxies, these correlations can shed light on the astrophysical and cosmological processes governing the formation of such structures. Finally, we also obtain a broad constraint on the bias of the uniform sample of quasars from the cross-correlation with CMB lensing
This value is in tension with other measurements (White et al. 2012; DiPompeo et al. 2015; Laurent et al. 2016 Laurent et al. , 2017 that found a bias of order 3 to 4 (although they did assume a cosmology). We found no difference when fitting for this bias when using data from only the northern or southern galactic caps, excluding a possible strong asymmetry and contamination of higher multipoles. We note a surprising trough in theC κ CMB ×QSO cross spectrum (see Figure 4) around ∼ 400 that we could not explain. However, this bias directly depends on the amplitude of lensing that may be underestimated (Planck Collaboration et al. 2014) . 
Constraints on the mass of neutrinos mν and the dark energy equation of state w
In the next set of MCMCs, we additionally sample the mass of neutrinos mν (with one massive and two massless neutrinos) or the DE equation of state w (where w is constant over time) separately and compare the performance of the joint analysis in these extended models.
In the first case, we find that the joint analysis yields a constraint on the neutrino mass of mν < 0.29 eV [68%], dividing the higher bound by a factor of two with respect to the constraint from CMB T T alone (see Figure 18) . A non-zero mass is not detected with strong statistical significance, but the best fit we obtain around m ∼ 0.12 eV is in agreement with lower bounds around 0.05 eV derived from neutrino oscillations (Olive 2014 ) and cosmological upper bounds, e.g. that derived from the combination of CMB and the Lyman-α forest power spectrum of 0.12 eV from Palanque-Delabrouille et al. (2015) . As shown in Figure 19 , the galaxy auto power spectra are sensitive to the mass of neutrinos as they can probe small scales at low redshift, where massive neutrinos tend to smooth out density fluctuations. This means that the mass of neutrinos should be positively correlated with galaxy biases, which is indeed observed in the lower panels of Figure 18 . We also observe that adding LSS information significantly improves the constraints on the other cosmological parameters in this extended model. Because of the anti-correlation between H0 and the mass of neutrinos, the joint analysis favours a higher expansion rate H0 = 67.76 +1.20 −1.51 than CMB data alone. It also noticeably shifts the posterior distributions for zre and As towards lower values, resulting in a lower value of the reionization optical depth τ = 0.090 ± 0.020.
In the second case, we release w, the mass of neutrinos being fixed to mν = 0.06 eV. CMB temperature anisotropies are only very weakly sensitive to DE and CMB lensing Figure 18 . Cosmological constraints on two one-parameter extensions of the base 6-parameters ΛCDM model used here. On the column labeled ΛCDM + mν , the mass of the neutrinos mν (expressed in eV) is set free and sampled in addition to the six cosmological parameters and the galaxy and quasar biases, w being fixed to −1. On the column labelled wCDM, w is set free and the mass of neutrinos is fixed at its fiducial value of 0.06 eV. Only the two-dimensional distributions involving mν or w are shown, together with marginal posteriors for the other cosmological parameters (rotated to match the leftmost vertical axes). The two upmost plots show the marginal distributions obtained for mν and w. The colours are the same as in Figure 16 : blue is for CMB temperature alone, green is for CMB temperature and lensing and red is for CMB temperature and the CMB lensing-LSS correlations. probes the Universe at redshift z ∼ 2, where matter is still dominating; therefore these probes do not contain much information on w. Adding the correlations with LSS information becomes necessary and rewarding as it breaks the degeneracies of the constraints on H0, ln 10 10 As, zre and w. We observe a strong anti-correlation between w and the Hubble parameter H0, meaning that observations can be matched by a more slowly expanding Universe with a more negative DE pressure. Constraints from the joint analysis (w = −0.98 +0.14 −0.16 ) are consistent with a cosmological constant (w = −1), while constraints from CMB favour a lower value of w. We also note a strong correlation between the biases and w of 81% and 89% for CMASS and LOWZ respectively. In summary, in both cases, constraints from the joint analysis are substantially better for almost all parameters because of its ability to break degeneracies related to the chosen new parameters. This result constitutes a forceful encouragement to perform this type of analysis when data from the next generation of surveys becomes available.
Constraints on wCDM + mν from CMB T T and CMB lensing-LSS correlations
Finally, in the last set of MCMC analyses, we release both the mass of neutrinos mν and the DE equation of state w and demonstrate that a joint analysis of currently available data can set constraints on a 8-parameter cosmological model (wCDM + mν ). Similarly to the previous cases, the results are presented on Figure 20 for the full joint analysis and for CMB data, allowing for comparison. We find constraints that are in agreement with the current picture of the ΛCDM model as well as those obtained in the previous sections, with a value of w = −0.93 +0.14 −0.18 consistent with a cosmological constant. We obtain a higher bound on the mass of the neutrinos of mν < 0.29 eV [68%] and a low value of the Hubble constant of H0 = 65.78 +5.43 −4.35 km/s/Mpc, albeit with larger error bars. As opposed to the 6-parameter ΛCDM case, the joint analysis does not really outperform constraints from CMB T T data alone regarding the base parameters, except for H0 which strongly correlates with w. In particular, the constraints on ωc or ns are not as strong. However, the additional information extracted by the joint analysis (partially) breaks the w − H0 degeneracy, enabling for control of all eight cosmological parameters, plus the biases, i.e. eleven parameters in total. The correlation coefficient matrix reveals a strong correlation of galaxy biases with H0, w and mν (see Figure 21) indicating that upcoming surveys will require exquisite control of these biases to get tight constraints on w and its possible time evolution.
Because of the degeneracy between H0, w and mν , precision is lost on Ωm, even though the physical density ωm ≡ Ωmh 2 is well constrained by CMB T T and CMB lensing even in this model (we find ωm = 0.1413 ± 0.0024). In the (σ8, Ωm) plane (see Figure 22) , we obtain constraints that are consistent from the joint analysis over the models tested here, with increasing degeneracy. We measure σ8Ω 2.7 m = 0.170 ± 0.007 from the joint analysis on the 8-parameter wCDM + mν model. 
Limits and perspectives
Forecasts predict strong improvements of the constraints on cosmological parameters from the combination of the next generation galaxy surveys and CMB experiments (Pearson & Zahn 2014; Schaan et al. 2016a) . One of the goals of this paper was to identify the difficulties in running joint analyses on real data, while acting as a proof of concept. We discuss in this section assumptions that were made and technical difficulties that we were able to pinpoint. We neglected the correlation, generated by the ISW effect, between the CMB temperature map and the large-scale structure as traced by CMB lensing or spectroscopic tracers. This correlation originates in the net energy gain (loss) of photons crossing gravitational potentials wells (hills) evolving thanks to dark energy. In principle, this would lead to underestimation of error bars on cosmological parameters. However, this correlation is weak and has not been detected with a strong statistical significance on SDSS galaxies: the signal-to-noise ratios for the correlation with the LOWZ and CMASS samples reported by the Planck collaboration is of order 2.4, and that with the lensing map (corresponding to a temperature bispectrum) is of order 3.2 (Planck Collaboration et al. 2016h). Therefore, taking this cross-correlation term into account would not dramatically change our constraints.
One possible source of systematics in the galaxy-lensing cross-correlations comes from the tSZ component separation that is required to produce the lensing map (Planck Collaboration et al. 2016b,c,i) . Free electrons in hot galaxy clusters imprint a specific local spectral distortion on the CMB temperature map. These clusters must be identified and removed before measuring the spatial distortion due to gravitational lensing. If these clusters hold some of the galaxies in the samples we use, this might lead to a systematic underestimation of the lensing signal in the direction of these galaxies. Unfortunately, we were not able to access lensing maps using various reconstruction methods to test this hypothesis. b QSO 100 ≤ < 400 20 ≤ < 500 Figure 23 . Comparison between the posterior distributions sampled by MCMC analysis using the CMB lensing-LSS correlations dataset for different multipole ranges: in orange, the constraints resulting from the full multipole range (20 ≤ < 500) used in the rest of this work, and in blue those resulting from a smaller multipole range excluding small and large scales (100 ≤ < 400). The distribution are compatible, which means that if there is a modelling issue either at large scales (e.g. due to the RSD) or at small scales (e.g. due to uncertainties in the non-linear matter power spectrum), it does not dramatically affect the constraints on cosmological parameters.
We now discuss theoretical uncertainties. The first one comes from the Limber approximation (LoVerde & Afshordi 2008) : it fails at very large scales, the transition scale depending on the width of the redshift bin considered (Campagne et al. 2017) . In this work, we used very broad redshift bins and discarded low multipoles < 20, so as to be in the safe regime of the approximation. We also did not consider redshift space distortion (RSD) for the same reasons Padmanabhan et al. 2007 ). To test that RSD or other large-scale effects were not driving parameter constraints inconsistently, we performed an MCMC analysis of CMB lensing-galaxy correlations on a smaller multipole range (100 ≤ < 400, see Figure 23 ) and found no significant deviation. However, future surveys aiming at measuring extremely large-scales will require better modelling, especially for tomographic studies.
In this paper, we used a Gaussian likelihood and a Gaussian covariance, i.e. we did not incorporate higher order statistics of the matter density field nor the so-called supersample variance due to the finite size of the surveyed volume and inaccessible modes therein (Schaan et al. 2014; Krause & Eifler 2016; Schaan et al. 2016a) . At the current level of signal-to-noise ratio, these simplifications are safe but they should be lifted in future data analysis. One limitation of our method regarding the covariance matrix is that the computation of the X and Y matrices used in the covariance matrix is numerically expensive -they grow linearly with the multi-pole range but as n 4 /4 with the number n of different masks -and remains noisy. However, this method has the advantage of naturally taking care of partial sky coverage, without the need of inverting the mixing matrix to recover full-sky spectra, necessarily introducing numerical noise in the data. Devising a method that takes care of partial sky coverage whilst incorporating all relevant non-Gaussian terms will be an important task for future surveys (Lacasa et al. 2016) .
Finally, the non-linear power spectrum of the matter density field suffers from theoretical uncertainties (Baldauf et al. 2016 ). With our choice of multipole ranges, we do not explore scales smaller than the non-linear transition scale (around k nl ∼ 0.1 h/Mpc), making our constraints robust to these uncertainties. In particular, the suppression of power due to massive neutrinos (Lesgourgues & Pastor 2006 ) and the contribution of baryonic and feedback processes (Leauthaud et al. 2017) at these scales will certainly be an important theoretical issue for future surveys.
CONCLUSION
Cosmological experiments carried out in the last few decades have enabled the construction of the ΛCDM model. In this picture, CDM drives the formation of the large-scale structure of the Universe and dark energy fuels the recent accelerated expansion. The combination of independent observations, such as the map of the anisotropies of the cosmic microwave background, distances of type IA supernovae and the measurement of the scale of the baryon acoustic oscillations, have set constraints on the content of the Universe. However, the analysis of currently available data cannot distinguish between various models of dark matter and dark energy. Going further and deciphering the nature of these components requires better constraints, and thus, more information. To this end, deep galaxy surveys -such as LSST, Euclid and WFIRST -and CMB imagers -such as CMB-S4 and the Simons Observatory -with wide sky coverage and high resolution are currently under development. In the coming decade, they will probe the matter density field with groundbreaking precision and significantly increase the amount of cosmological information. Independent cosmological analyses have a strong potential to reveal new science, but model comparison will rely on exhausting the cosmological information held in the measurements of different cosmic probes and all their cross-correlations. In other words, a joint analysis of these probes is required.
In this paper, we have presented a detailed joint analysis of currently available data combining CMB measurements from the Planck satellite and LSS observations from the SDSS-III/BOSS spectroscopic survey. To this end, we developed a general framework in NumCosmo to compute and analyse the auto and cross correlations between an arbitrary number of cosmological probes. In particular, we applied our framework to analyse CMB lensing and galaxy clustering at once by measuring auto and cross angular power spectra. In Section 5.2.1, we showed how including cross-correlation information -present in the data -improves constraints on cosmological parameters and decreases the statistical errors, for example, by 10% for ln 10 10 As and 20% for ωc (when other parameters are fixed). This highlights the fact that ignoring part of the cosmological information (in this case, the cross-correlations) could lead to inaccurate posterior distributions of the parameters.
Next, we included CMB temperature and carried out three different MCMC analyses, the first using only CMB temperature anisotropies ("CMB T T "), then adding CMB lensing ("CMB T T + CMB lensing") and finally the joint analysis per se ("CMB T T + CMB lensing ⊗ LSS"). We compared the performance of these analyses for the base, 6-parameter, flat ΛCDM model, and then explored constraints on the mass of neutrinos and the DE equation of state, constraining four statistical models (see Figures 16, 18 and 20) . As expected, constraints from the joint analysis are stronger than those obtained from CMB data only, in all cases. Because of the sensitivity of galaxy clustering and the CMB lensing-galaxy cross-correlations to mν and w, we were able to study extended models and constrain up to eight cosmological parameters at once (that is, H0, ω b , ωc, As, ns, zre, mν and w).
The joint analysis proves effective in doing so and yields the best constraints. This can be understood as the result of the strong correlations observed between galaxy clustering biases and some cosmological parameters, in particular H0 and w. As a result, we observe the breaking of several degeneracies and significantly better constraints for various parameters, although this depends upon exactly which parameters are constrained and which are assumed to be fixed. A downside is that future surveys will have to measure these biases with great precision in order to be able to pin down the values of these parameters and to constrain a possible time dependence of dark energy. Interestingly, if we used a value of H0 = 72 km/s/Mpc consistent with distance measurements from type Ia supernovae, then our constraints would favour a value of the DE equation of state of w ∼ −1.1, i.e. a phantom dark energy, which is disfavoured by theoretical considerations. Finally, we also obtained upper limits on the total mass of neutrinos of 0.29 eV [68%] as a result of its impact on galaxy clustering at small scale. This is similar to limits obtained with other analyses.
In this work, we have used spectroscopic observations of galaxies and quasars, insulating us from uncertainties inherent to photometric redshifts. Similar work was done by Nicola et al. (2016) with photometric data from the SDSS, albeit constraining fewer parameters. However, the trade-off between the precision of redshifts and the much larger number of galaxies observed by future deep surveys like LSST could potentially lead to even better results. Moreover, imaging surveys can detect cosmic shear, a powerful probe of dark energy, by measuring distortions in the shapes of galaxies. Combining CMB lensing, galaxy lensing and galaxy clustering in a joint analysis is a promising avenue for cosmological parameters estimation.
Finally, in this near-future scenario of large amounts of data and joint analyses (including cross-correlations), we will be able to study different cosmological models emerging from different theories of gravity, such as effective field theories of dark energy (Gleyzes et al. 2016) or non-local gravity (Dirian et al. 2016) , and hopefully start to distinguish and rule out some models with strong statistical significance. 
where the W 
These cannot be analytically computed and MC simulations are therefore required. We take advantage of the fact that eq. (23) is exact if initial full-sky spectra do not depend on and that they need not have physically relevant values. The algorithm then proceeds as follows. First, we generate sets of four correlated maps with generic constant input auto and cross spectra, which we mask by the four masks used in our analysis. We then compute the spectra of the masked maps, thus building a collection of estimated pseudo spectra {C AB,i }i where i represents the simulation index. The empirical covariance of the set of pseudo spectra is finally computed. Knowing the input spectra, an estimate of X ABCD and Y ABCD can be obtained using eq. (23). In the case where A = B or C = D and only in this case, the terms in the square roots in eq. (23) are equal and X ABCD and Y ABCD cannot be distinguished, but for all the other cases, it requires two sets of simulations to disentangle them.
We estimate the error on the empirical covariance matrices by bootstrapping the pseudo spectra {C AB,i }i and require that the ratio of the norms of the error matrix to that of the empirical covariance matrix is smaller than 1%, which in our analysis necessitated more than 200 000 simulations.
In the case where A = B = C = D, these matrices reduce to symmetrized mixing matrices
which allows for comparison and validation of the MC simulations (see Figure A1 ). We find percent-level agreement on the diagonal, with a decreasing precision when moving further away from the diagonal as numerical noise (at least four orders of magnitude smaller than the diagonal elements) starts dominating. Figure B1 . Comparison between the marginal likelihood (dark blue) and the profile likelihood (yellow). On the diagonal, the one-dimensional projections of the posterior distribution for each parameter is shown, the vertical lines corresponding to the mean value. For all the parameters, the difference between the means of the two distribution is much smaller than the statistical error. The standard deviations are also very close, with at worst a 10% decrease for for ns and ω b .
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