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Erratum: Dirichlet Forms and Dirichlet Operators
for Infinite Particle Systems: Essential Self-adjointness∗
Veni Choi†, Yong Moon Park‡, and Hyun Jae Yoo§
In Lemma A.4, which was used in the proof of essential self-adjointness of the
Dirichlet operator, it was erroneously stated that the space D20(Ω) of certain local
functions is invariant under the Markov semigroup {P tρ}t≥0, that is given by solving
the stochastic differential equations in (4.7). This lemma, and the other results of the
paper hold in the present form for fintite range interactions. But in order to incorpo-
rate with infinite range interactions, we need to extend the core of the generator by
relaxing the locality.
It turns out that we need to modify the function spaces so that they reflect the
decay rates of the considered interactions. We begin by introducing some convenient
notations. First we will modify the space C1(Ω). For it, and for a later use, let us
denote by B0 the class of nonnegative functions a : R+ → R such that
(i) 0 < a(0) and a is increasing so that a(λ)→∞ as λ→∞;
(ii) λa(λ) is increasing.
For example, a(λ) := αl(λ) belongs to B0 for each l ≥ 1, where αl(λ) is a slowly
increasing function that is defined below. We define
C1(Ω) := {u ∈ C(Ω) : there is an a ∈ B0 and a constant cu s.t. ‖u‖h ≤ exp(cu h
a(h)
)}.
We will consider some hierarchy for the subexponential order. Recall that α : R+ → R
is a monotonic increasing and concave function such that
(i) α(0) ≥ 1 and α(λ)→∞ as λ→∞.
(ii) α′(λ) ≤ 11+λα(λ) for λ ≥ 0, and there exists a constant c > 0 such that
α′′(λ) ≥ −c 11+λ .
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We define α0(λ) := α(λ) and inductively
αl(λ) := log(e+ αl−1(λ)), l = 1, 2, · · · .
It is not hard to check that for each l ≥ 0, αl(λ) satisfies the properties (i) and (ii)
above. We modify the definition II.16 by
Definition II.16’: Let Dqse(Ω), q = 1, 2, 3, denote the space of functions u ∈ C1(Ω)
possessing derivatives of order less than or equal to q; each of these derivatives belong
to C1(Ω). Moreover, there exist ε ≡ εu > 0 and l ≡ lu ≥ 2 such that for any h > 0,
we have
‖|Dku(ω)| exp
(
ε log(1 + |xk|2)αl(1 + |xk|2)
)‖h ≤ cu(ε, h) for q = 1, 2, 3
‖|DjDku(ω)| exp
(
ε
∑
s=j,k
log(1 + |xs|2)αl(1 + |xs|2)
)‖h ≤ cu(ε, h) for q = 2, 3
‖|DiDjDku(ω)| exp
(
ε
∑
s=i,j,k
log(1 + |xs|2)αl(1 + |xs|2)
)‖h ≤ cu(ε, h) for q = 3.
Also for q = 1, 2, 3, we define the spaces
Dq
se1(Ω) := {u ∈ Dqse(Ω) : ∃a ∈ B0 s.t. the above hold with cu(ε, h) = exp[cu(ε)(1+
h
a(h)
)]}.
We will take D2se1(Ω) as a defining domain of the Dirichlet operator. For it, we need
the following
Lemma 0.1 For any u ∈ D2
se1(Ω), Hµu ∈ L2(Ω, µ).
Proof. Recall that for ω = (xk)k∈S ∈ Ω (see (2.27))
Hµu(ω) = −1
2
∆u(ω)− 1
2
〈b(ω),∇u(ω)〉ω,0
= −1
2
∑
k∈S
∆xku(ω)−
1
2
∑
k∈S
〈bk(ω),Dxku(ω)〉Rd .
Since u ∈ D2se1(Ω), we can find an ε > 0, a constant cu(ε), l ≥ 2, and a ∈ B0 such
that the bound
|Dxku(ω)|+ |∆xku(ω)| ≤ exp[−ε log(1 + |xk|2)αl(1 + |xk|2)] exp[cu(ε)(1 +
H(ω)
a(H(ω))
)]
holds. On the other hand, by the decreasing rates for the derivatives of the interaction
given in the statement of Theorem II.17 we have the bound
|bk(ω)| = | − β
∑
j 6=k
(gradΦ)(xk − xj)|
≤ β
∑
j 6=k
exp[−c0 log(1 + |xk − xj |2)α(1 + |xk − xj|2)].
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Combining these we have the bound
|Hµu(ω)| ≤ C exp[cu(ε)(1 + H(ω)
a(H(ω))
)]
[ ∑
r∈Zd
n(ω; r) exp[−ε log(1 + |r|2)αl(1 + |r|2)]
×
(
1 +
∑
s∈Zd: s 6=r
n(ω; s) exp[−c0 log(1 + |r − s|2)α(1 + |r − s|2)]
)]
≡ C exp[cu(ε)(1 + H(ω)
a(H(ω))
)]A(ω),
where C is a constant. In order to see Hµu ∈ L2(Ω, µ), it is enough to check that
both functions exp[cu(ε)
H(ω)
a(H(ω))
] and A(ω) belong to Lq(Ω, µ) for any q > 1. The fact
that the function A(ω) belongs to Lq(Ω, µ) promptly follows from Lemma III.1. Since
a(λ)→∞ as λ→∞, in order to check that exp[cu(ε) H(ω)a(H(ω)) ] belongs to Lq(Ω, µ), it
is enough to show that ∫
exp[λH(ω)]dµ(ω) <∞
for sufficiently small λ > 0. But it is shown in (A16). This completes the proof of the
lemma. 
Now in the statement of Theorem II.17, we replace D20(Ω) by D
2
se1(Ω). Since we use
Proposition IV.1 for the proof of Theorem II. 17, we need also to replace D20(Ω)’s by
D2se1(Ω)’s in the statements of Proposition IV.1.
The proof of Theorem II. 17 follows by using Proposition IV.2, Lemma IV.3, and
the lemmas in the appendix. But, we also need slight modifications in the notations,
though the proofs follow the same stream as before. Here we present them by naming
with primes. We start by modifying Proposition IV.2. Recall that
Z1(t, z) := t+
∫ t
0
H(ω(s, z, ρ))1/2ds.
For each l ≥ 2 we define
F (l)(t, z) := 1 +H(ω(t, z, ρ))1/2 +
Z1(t, z)
2
αl+1(Z1(t, z))1/2
.
For each φ ∈ D2se1(Ω), we let
Fφ(t, z) :=
H(ω(t, z, ρ))
a(H(ω(t, z, ρ)))
+ F (l)(t, z),
where a ∈ B0 and l ≥ 2 come from the defining property of φ.
Proposition IV.2’: Suppose that the hypotheses of Theorem II.17 are satisfied and
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let φ ∈ D2
se1(Ω). Then there are constants c > 0 and K > 0 such that the bounds
|DnP tρφ(z)| ≤ exp[−c log(1 + |zn|2)αl+1(1 + |zn|2)]{EW [exp[KFφ(t, z)]]}1/2,
|DmDnP tρφ(z)| ≤ exp[−c
∑
s=m,n log(1 + |zs|2)αl+1(1 + |zs|2)]{EW [exp[KFφ(t, z)]]}1/2
hold uniformly in ρ ≥ 1, where l ≥ 2 comes from the defining property of φ.
Lemma IV.3’: For any φ ∈ D2
se1(Ω), and for any K > 0, 0 ≤ t ≤ T , we have∫
Ω
EW [exp[KFφ(t, z)]]dµ(z) < Cφ(T,K) <∞,
where Cφ(T,K) does not depend on ρ.
The main idea is to use the modified θ-functions. For each l ≥ 1, define
θ(l)(x, λ) := exp
[− λ
αl(λ)1/2
[1 + λ2 + log(1 + |x2|)αl(
√
1 + |x|2)]1/2]
× exp[− log(1 + |x|2)αl(
√
1 + |x|2)].
Notice that the main difference of this new function from that of the original version is
the last part of subexponentially decreasing term. Nonetheless, these class of functions
have similar properties as the original one. Namely, we have
Lemma A.1’: There are positive constants c1, c2, c3, and c4, that may depend on l,
such that the following hold:
(a) − ∂∂λθ(l)(x, λ) ≥ c1(1 + log(1 + |x|2))1/2θ(l)(x, λ);
(b) |grad θ(l)(x, λ)|+ |∆θ(l)(x, λ)| ≤ c2θ(l)(x, λ);
(c) θ(l)(x, λ) ≤ c3θ(l)(y, λ) exp[c4 log(1 + |x− y|2)αl(1 + |x− y|2)].
Proof. (a) All we have used in the proof of Lemma A.1 (a) is (A2) (ii), but the
functions αl’s have the same property. We follow the methods used in the proof of
Lemma A.1 (a).
(b) We notice αl(
√
1 + |x|2) ≤ c′′ log(e + |x|2) for some constant c′′ ≡ c′′(l). By a
direct calculation we obtain the result.
(c) The proof is almost the same as that of Lemma A.1 (c). Without loss of generality
we may assume |y| ≥ |x|. To estimate the first half part of the ratio θ(l)(x, λ)/θ(l)(y, λ),
let G(x, λ) := 1+λ2+log(1+ |x|2)αl(
√
1 + |x|2). By fundamental theorem of calculus,∣∣∣ λ
αl(λ)1/2
G(y, λ)1/2 − λ
αl(λ)1/2
G(x, λ)1/2
∣∣∣
=
λ
αl(λ)1/2
∫ |y|
|x|
d
du
(
1 + λ2 + log(1 + u2)αl(
√
1 + u2)
)1/2
du
≤
∫ |y|
|x|
d
du
(
log(1 + u2)αl(
√
1 + u2)
)
du
= log(1 + |y|2)αl(
√
1 + |y|2)− log(1 + |x|2)αl(
√
1 + |x|2).
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The function 0 ≤ u 7→ log(1 + u2)αl(
√
1 + u2) is increasing and concave in the region
u ≥ u0 for some constant u0 > 0. Thus the last term is bounded by
log(1 + (u0 + |y| − |x|)2)αl(
√
1 + (u0 + |y| − |x|)2).
Since the logarithmic function and αl are concave we obtain the result. The second
half part of θ(l)(x, λ)/θ(l)(y, λ) is estimated by the same factor as seen from the above
calculations. 
Lemma A.2’: For any l ≥ 1 and ε > 0, there exist positive constants c5 and c6(ε),
that may depend on l, such that the bound
exp[−ε log(1 + |x|2)αl(1 + |x2|)] ≤ θ(l+1)(x, λ) exp
[
c5
λ
αl+1(λ)1/2
(1 + λ) + c6(ε)
]
holds.
Proof. We notice that
θ(l+1)(x, λ)−1 exp[−ε log(1 + |x|2)αl(1 + |x2|)]
= exp
[ λ
αl+1(λ)1/2
[
1 + λ2 + log(1 + |x|2)αl+1(
√
1 + |x|2)]1/2
− log(1 + |x|2)[εαl(1 + |x|2)− αl+1(1 + |x|2)]
]
≤ exp
[ λ
αl+1(λ)1/2
[
1 + λ2 + log(1 + |x|2)αl+1(
√
1 + |x|2)]1/2
−1
2
ε log(1 + |x|2)αl(1 + |x|2) + c′
]
.
We divide the x-λ region into two subregions: 1 + λ2 ≤ log(1 + |x|2)(αl(1 + |x|2))1/2
and 1 + λ2 > log(1 + |x|2)(αl(1 + |x|2))1/2. First, in the region 1 + λ2 ≤ log(1 +
|x|2)(αl(1+ |x|2))1/2, since αl+1(
√
1 + |x|2) ≤ c+(αl(1+ |x|2))1/2, the last expression
is bounded by
exp
[
c′′ + log(1 + |x|2)(αl(1 + |x|2))1/2 − 1
2
ε log(1 + |x|2)αl(1 + |x|2)
]
≤ exp(c6(ε)),
because αl(1+λ
2)→∞ as λ→∞. In the region 1+λ2 > log(1+|x|2)(αl(1+|x|2))1/2,
the quantity is bounded by
exp
[
c5
λ
αl+1(λ)1/2
(1 + λ)
]
.

Proof of Proposition IV.2’. The proof follows the former proof of Proposition IV.2,
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but we use the new θ-function. By a chain rule, we have
D
(r)
n φ(ω) =
∑
k∈S
〈Dkφ(ω), uk〉Rd ,
where ω = ω(t, z, ρ) ≡ (xk(t, z, ρ))k∈S is the solution of (4.7) and uk ≡ D(r)n xk(t, z, ρ).
Since φ ∈ D2se1(Ω), there exist l ≥ 2, ε > 0, and an increasing function a ∈ B0 such
that
|Dkφ(ω)| ≤ exp[−ε log(1 + |xk|2)αl(1 + |xk|2)] exp
[
cu(ε)(1 +
H(ω)
a(H(ω))
)
]
.
Therefore,
|D(r)n φ(ω)| ≤ exp
[
cu(ε)(1 +
H(ω)
a(H(ω))
)
]∑
k∈S
exp[−ε log(1 + |xk|2)αl(1 + |xk|2)]|uk|
≤ exp [cu(ε)(1 + H(ω)
a(H(ω))
)
](∑
k∈S
exp[−ε log(1 + |xk|2)αl(1 + |xk|2)]
)1/2
×
(∑
k∈S
exp[−ε log(1 + |xk|2)αl(1 + |xk|2)]|uk|2
)1/2
.
As like in (A7), we can show
∑
k∈S exp[−ε log(1 + |xk|2)αl(1 + |xk|2)] ≤ c13H(ω)1/2.
We use Lemma A.2’. Then
|D(r)n φ(ω)| ≤ exp
[
cu(ε)(1 +
H(ω)
a(H(ω))
) + c13H(ω)
1/2 +K2
Z1
αl+1(KZ1)1/2
(1 + Z1) +K2
]
×R(l)1 (t,KZ1)1/2,
where R
(l)
1 (t, λ) :=
∑
k∈S θ
(l+1)(xk(t, z, ρ), λ)|uk(t, z, ρ)|2. Following the proof of (A10)
we can show that for large values K > 0,
EW [R
(l)
1 (t,KZ1(t, z))] ≤ R(l)1 (0, 0) = exp
[− log(1 + |zn|2)αl+1(1 + |zn|2)].
The proof of the first part of the proposition is completed. For the proof of second
part we use the method employed in the proof of Proposition 6 of Ref. 7 together
with necessary bounds in Lemma A.3. In Lemma A.3, which hold in that form, the
function h is α1 in the present notation. 
Proof of Lemma IV.3’: By Schwarz inequality it is enough to show the inequalities
separately:
∫
ΩE
W
[
exp[K( H(ω(t,z,ρ))
a(H(ω(t,z,ρ)))
+H(ω(t, z, ρ))1/2)]
]
dµ(z) < Ca(T,K);
∫
ΩE
W
[
exp[K Z1(t,z)
2
αl(KZ1(t,z))1/2
]
]
dµ(z) < Cl(T,K).
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Notice that for any l ≥ 2, the function αl has the similar behavior as h in (A14b),
in particular, the function 0 ≤ λ 7→ λ2/αl(λ)1/2 = λ2/
√
log(e+ αl−1(λ)) is convex.
Therefore the second bound follows as in the proof of Lemma IV.3. For the first
inequality we use the invariance of µ w.r.t. P tρ again. Then it reduces to show
∫
Ω
EW
[
exp[K(
H(z)
a(H(z))
+H(z)1/2)]
]
dµ(z) < Ca(T,K).
Since H(z)
a(H(z))
+H(z)1/2 =
(
1
a(H(z))
+ 1
H(z)1/2
)
H(z), and since the function λ 7→ 1a(λ) +
1
λ1/2
goes to zero as λ → ∞, it is again enough to show that for sufficiently small
λ > 0, ∫
Ω
exp(λH(ω))dµ(ω) <∞,
which was shown in (A16). 
Lemma A.4’: For any ρ ≥ 1, t ≥ 0, P tρ(D2se1(Ω)) ⊂ D2se1(Ω).
Proof. Recall uρ(t) := P
t
ρφ(z) = E
W [φ(ω(t, z, ρ))] for a given φ ∈ D2se1(Ω). We first
check that C1(Ω) is invariant under the semigroup {P tρ}t≥0. Notice that by (4.7) the
particles outside the ball B2ρ(0) of radius 2ρ centered at the origin are frozen, and
the number of particles in B2ρ(0) are conserved. By the superstability and the decay
property of the interaction Φ, one can check that there exists a positive constant c(ρ)
such that the bound
H(ω(t, z, ρ)) ≤ c(ρ)H(z), 0 ≤ t ≤ T,
holds. From the above bound, it is easy to check that if φ belongs to C1(Ω) then
P tρφ ∈ C1(Ω). Next suppose that l ≥ 2 and a ∈ B0 are respectively the number and
increasing function for φ satisfying the defining properties. By Proposition IV.2’, we
have the bounds:
|Dnuρ(t)| ≤ exp[−c log(1 + |zn|2)αl+1(1 + |zn|2)]{EW [exp[KFφ(t, z)]]}1/2
and
|DmDnuρ(t)| ≤ exp[−c
∑
s=m,n
log(1 + |zs|2)αl+1(1 + |zs|2)]{EW [exp[KFφ(t, z)]]}1/2,
where
Fφ(t, z) =
H(ω(t, z, ρ))
a(H(ω(t, z, ρ)))
+ 1 +H(ω(t, z, ρ))1/2 +
Z1(t, z)
2
αl+1(Z1(t, z))1/2
.
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Notice that the functions λ/a(λ), λ1/2, and λ2/αl+1(λ)
1/2 are increasing. Then, by
the bound H(ω(t, z, ρ)) ≤ c(ρ)H(z) given above, and also by noticing Z1(t, z) ≤
C(T, ρ)
√
1 +H(z), we have
{EW [exp[KFφ(t, z)]]}1/2 ≤ exp
[
K ′(T, ρ)
[ H(z)
a(H(z))
+1+H(z)1/2+
H(z)
αl+1(
√
1 +H(z))1/2
]]
.
Since λ1/2 ≤ 1 + λ
max{1,λ1/2} , we may bound the r.h.s. of the above display by
exp
[
2K ′(T, ρ)
[
1 +
H(z)
a′(H(z))
]]
,
where a′(·) ∈ B0 is defined by 1a′(λ) = 1a(λ)+ 1max{1,λ1/2}+ 1αl+1(√1+λ)1/2 . This completes
the proof. 
Proof of Theorem II.17. By Lemma A.4’, we have P tρ(D
2
se1(Ω)) ⊂ D2se1(Ω), and in
particular, uρ(t) ∈ D(Hµ). It remains to show the condition (c) in Proposition IV.1.
It follows from the same method that was done in the proof of the original version of
Theorem II.17. 
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