A practical SuperDislocation Model (SDM) has been developed and implemented to predict dislocation density distributions in a plastically deforming polycrystal and thereby the HallPetch effect. The model is composed of two stepwise simulation scales; the first scale is a finite element model of a polycrystal using a novel single-crystal constitutive equation and the second scale redistributes the mobile part of the dislocation density within grains consistent with the plastic strain distribution, and enforces slip transmission criteria at grain boundaries that depend on local grain and boundary properties.
Introduction
Most structural metals are polycrystals composed of many grains with local properties that vary with orientation. Starting from initial texture models 1, 2) of more than 80 years ago, various polycrystal constitutive models have been proposed. While such models reproduce macro behavior and predict plastic anisotropy (related to texture), it was recently shown that such constitutive models do not represent the true single-crystal behavior, but rather convolve in complex ways single crystal and grain boundary effects. 3) Most such models fail to account for the effect of grain size and grain boundary properties that are known to affect mechanical behavior of polycrystalline materials, a prominent example being the well-known HallPetch effect. 4, 5) This work is based on the Superdislocation Model (SDM) proposed by Lim et al. 6) The SDM utilizes a dislocation density based single crystal constitutive equation.
3) It treats the interactions of large numbers of dislocations with grain boundaries in an efficient and practical manner while retaining the essential characteristics of the dislocation population without introducing arbitrary parameters or length scales. The method imposes only a 5% time penalty relative to standard elastic-plastic finite element simulation times. The SDM accurately predicted the tensile response of single and multi-crystals more accurately than conventional CP-FEM or Tayor-type texture models. At the same time, it predicted HallPetch slopes without involving unrealistic physical basis or unseen configurations.
In this work, SDM is used to simulate the deformation of an Fe3% Si tensile specimen. It is shown that the measured and simulated dislocation densities agree well. Use of the model to predict the HallPetch slope and the grain boundary strength is also illustrated.
Superdislocation Model (SDM)
SDM is comprised of two simulation scales that are addressed sequentially. At the first scale, a finite element model of a polycrystal 711) uses a dislocation-based constitutive equation for single crystals.
3) The output consists of local dislocation densities in each element and stresses and strains satisfying equilibrium and compatibility.
The constitutive model for single crystals uses the wellknown Peirce-Asaro-Needleman (PAN) framework: 10 Here, _ £ ð¡Þ is the shear strain rate, _ £ 0 is the reference shear rate, m is the rate sensitivity exponent and¸b ð¡Þ is the back stress. In this work, _ £ 0 ¼ 0:001 s ¹1 and m = 0.012 are adopted while¸b ð¡Þ is obtained from the elastic interaction forces between superdislocations in each element:
Here, F ij is the elastic force per unit length of i-th edge dislocation segments caused by the j-th dislocation. The calculation of F ij between edge dislocation segments is fully described elsewhere. 6, 12) The resistance to slip of the ¡-th slip system, g ¡ , is based on dislocation density as follows:
Where g 0 represents the Peierls stress, A is the Taylor factor, ® is the shear modulus, b is the Burger's vector, h ¡¢ is the hardening coefficient, µ ð¢Þ is the dislocation density of the ¢-th slip system and µ s is the solute density. Note that the previous work was for pure metals and did not include µ s in the formulation. 1, 6) 24 slip systems of h111if110g and h111if112g are considered. 1, 6) Dislocations are generated and annihilated via Kock's phenomenological law:
At the second scale, the dislocation density for each slip system type in each element is treated as a superdislocation at the element's centroid. The superdislocation magnitudes are redistributed to satisfy Orowan's equation 14, 15) in view of the plastic strain increment throughout the body:
where _ µ ð¡Þ pass is the rate of dislocation density that passed through the element and l ð¡Þ is the length of the element parallel to the slip plane ¡. The resulting superdislocation densities are then used to compute the associated inter-superdislocation back stress at the center of each element. A local slip transmission criterion is enforced at grain boundaries such that slip across a boundary is blocked until the total stress acting on a single dislocation near the boundary exceeds a critical obstacle stress,¸o bs . The resulting back stress ð¸bÞ and dislocation density ðµÞ for each slip system in each element is used in the first scale simulation at the next time step (although iteration at each time step can optionally be carried out to make the procedure implicit).
The second scale simulation also enforces a criterion relating slip at a boundary to a critical local stress. Although any such criterion can be used, the current method is based on a development of Shen, Wagoner and Clark (SWC). 16) A geometric transmissivity factor, N, between 0 and 1, is defined as follows:
where L 1 and L i are the intersection lines between grain boundary and slip planes and g 1 and g i are the slip directions of incoming and emitted dislocations, respectively. SWC 2nd criteria successfully predicted emitted slip systems across the grain boundary. 16) The transmissivity calculated for each grain boundary and slip system is used to estimate an obstacle stress in terms of an unknown maximum obstacle strength¸*:
Shen et al. 16 ) calculated a lower-bound value¸* equal to 5 times the macroscopic yield stress for 304 stainless steel based on TEM observations of dislocation pile-up spacings. This value is used with eq. (5) to make quantitative predictions of k y . Other details of the model including the simplifying assumptions are discussed elsewhere. 1, 6) 
Procedures
The material used in this study is a hot rolled, cold worked, annealed, decarburized, coated then box annealed columnar silicon steel sheet, provided from AK Steel. The Fe3% Si steel consists of 3 wt.% Si, 0.2 wt.% Mn, 0.5 wt.% Cu and other residual elements less then 200 ppm. The material has larger than 1 cm grains and a single grain through the thickness. 6) A tensile specimen having three grains at the gage section (8.5 mm © 2.5 mm © 0.3 mm) was cut using Wire EDM. The specimen was polished using a mechanical polisher and colloidal silica slurry. HR-EBSD scans were taken before and after the deformation using a Phillips S-FEG microscope. Initial EBSD scans were performed with 50 µm step size over the gage section. Approximately 8500 EBSD patterns were collected and analyzed using OIM analysis software to obtain the crystal orientation information. After the initial EBSD scan, a micro-tensile specimen was pulled using a custom-made tensile stage inside the SEM. An L-grid scan with 5 µm large and 100 nm small step sizes (X 1 and X 2 in Fig. 1(a) ) was then taken over 100 µm by 100 µm at three locations to determine an average dislocation density.
A dislocation density can be approximated by characterizing Nye's tensor, ¡ ij , by evaluating elastic distortion obtained from EBSD patterns. 17) Assuming that the geometrical distortion is caused by the presence of dislocations, the Nye tensor may be written in terms of plastic distortion, ¢ P as follows:
(a) (b) Fig. 1 (a) L-grid scans showing two length scales. X 1 is the regular OIM scan step size and, X 2 is the distance between points A and B.
(b) Measured and fitted stressstrain curves for Fe3% Si multi-crystal tensile specimen.
The total distortion is given as ¢ T ¼ ¢ P þ ¢, where ¢ P is the plastic distortion and ¢ is the elastic distortion. Here, ¢ 18) Hence,
where ¢ ln;m is the elastic distortion (or displacement gradient) tensor and 2 nmj is the permutation tensor. The derivatives of the distortion tensor can be represented as follows:
The displacement gradient, u i;j , is determined from the relative distortion between the pattern at x and x + ¦x, 1921) i.e., comparison of EBSD patterns at points A and B and at points B and C in L-grid scan as shown in Fig. 1(a) . On the other hand, ¢ ij;3 cannot be obtained directly from the EBSD measurements and thus we cannot fully obtain all components of ¡ ij . The fully resolvable components are ¡ 13 , ¡ 23 and ¡ 33 . The estimate of the total dislocation content may be recovered from the partially recovered Nye tensor in one of the two ways. The contributions from different dislocation types may be estimated and summed, or the L 1 norm (the sum of the absolute values) of the Nye tensor may be used as an alternative. 22) In this paper, the L 1 , norm is used to estimate the total dislocation density.
As shown in Fig. 1(b) , three grains were identified within the neck region of the specimen and the initial crystal orientations were assigned to each grain in the simulation. As shown in Fig. 2 and Table 2 , the initial dislocation density was measured at seven locations and the averaged value was 8.47 © 10 13 m ¹2 . In the model, a uniform initial dislocation density of 8.47 © 10 13 m ¹2 was assigned to all elements. The total of 12,335 cubic elements were used to parameterize material constants from measured stressstrain curve, up to 10% strain. Table 1 lists material constants and the best-fit parameters used in the simulation. Note that · 0 , µ 0 and µ s determine the yield stress while k a and k b determines the shape of the stressstrain curve. Here, µ s is calculated from the weight fraction (wt. = 3%) of silicon while g 0 , k a and k b are fit to the stressstrain curve. Here, the value of¸o bs is determined to be 1.6 GPa, the five times the yield stress.
Results and Discussions
Dislocation densities before and after the deformation are obtained using HR-EBSD at various locations (seven and three locations, before and after the deformation) of the tensile specimen as shown in Fig. 2 . Table 2 lists measured and predicted dislocation densities at different locations. It is shown that the initial dislocation density ranges from 7.40 © 10 13 m ¹2 to 1.11 © 10 14 m
¹2
, depending on the location of the measurement. Point 2A near the grain boundary showed larger initial dislocation density compared to that for the bulk region. The average dislocation density increased from 8.47 © 10 13 m ¹2 to 2.61 © 10 14 m ¹2 after 10% deformation, approximately by a factor of 3. Similar to the initial dislocation density, higher dislocation density was measured near the grain boundary, Point 1D.
As listed in Table 2 , SDM-predicted dislocation densities after 10% deformation agree well with measured values. The average dislocation density predicted by the model in the whole gauge section is 2.93 © 10 14 m
. It is shown that the model over-predicts the average dislocation density by approximately 12%. The model also predicted higher dislocation densities near the grain boundaries, at Point 1D.
Grain-size-dependent simulations were conducted using material properties obtained for Fe3% Si and pure Cu (Table 1) , and constructed FE meshes having 8 to 125 grains. 6) For FCC Cu, 12 h110if111g slip systems were used. It was previously shown that SD-simulated HallPetch slopes Deformed EBSD scan Initial EBSD scan Fig. 2 Grain map of neck region of multi crystal Fe3% Si tensile specimen before and after the deformation (10%) and the locations of dislocation measurements. Table 1 Material constants 12, 23) and best-fit parameters used in the simulation for Fe3% Si and Cu. Table 2 Measured and predicted dislocation densities before and after the deformation. Note that the averaged dislocation densities from the prediction are obtained from the whole specimen.
Initial (e = 0) Deformed (e = 0.1), measured
Deformed (e = 0.1), predicted
were sensitive primarily to the value of¸Ã, the other parameters generally being known in a narrow range and in any case having little effect. A¸Ã value of 375 MPa (³5 times the macro yield stress of pure Fe) produced good agreement between the measured and simulated HallPetch slopes. measured. 24) ) Thus, use of the "5©" rule over-predicted these slopes by factors of 5 to 9. Figure 3 shows the SDM prediction of HallPetch slopes for various values of¸Ã for Fe3% Si, Fe and Cu. In order to obtain experimentally measured HallPetch slopes, the value of¸Ã would need to be 30 MPa (Cu), 320 MPa (Fe3% Si) and 375 MPa (Fe). Fe and Fe3% Si have similar¸Ã (which would seem to be reasonable given their similarity) while yield stresses differ by four times (primarily by solid solution strengthening, which may be expected to play a small role in inter-grain slip transfer activation). Pure Fe has similar yield strength to Cu but has a HallPetch slope larger by seven times. Clearly the crystal structure or other aspects of atomic bonding is highly important in determining¸Ã. Thus, the "5©" rule observed by SWC for a single-phase steel cannot be relied upon for other systems. Clearly a great deal of work must be done to measure the value of¸Ã for other alloy systems in order to test the SD model predictions further.
Conclusion
A Superdislocation Model (SDM) was used to predict dislocation densities of Fe3% Si multicrystal specimen upon deformation. Predicted dislocation densities at 10% applied strain show good qualitative agreement with the measurement. Estimated 
