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Preferential solvation of polymer molecules and strong EPD-EPA (EPD: electron pair 
donor; EPA: electron pair acceptor) interaction between solvent and nonsolvent 
molecules were found of great significance in the fabrication of two kinds of aromatic 
polyimide (AP) nanoparticles. Surfactant free yet stable aromatic polyimide 
nanoparticles were prepared using a liquid-liquid phase separation method. The 
stability of the aromatic polyimide nanoparticles can be achieved by the solvation 
multilayer resulted from a solvation stabilization chain in the form of 
nonsolventÆsolventÆAP (aÆb denotes that component b is solvated by the 
component a). Polarity, donicity and acceptivity of solvents/nonsolvents were 
quantitatively characterized by solvent polarity/polarizability (SPP), solvent basicity 
(SB) and solvent acidity (SA) values, respectively. It was found that, in the studied 
aromatic polyimide (AP)-solvent (S)-nonsolvent (NS) system, because the AP-S 
interaction wins over the S-NS interaction, aromatic polyimide nanoparticles are first 
selectively solvated by the solvent; and due to the very strong EPA-EPD interaction 
between the solvent and the nonsolvent, the solvent molecules in the selective 
solvation shell (APÅS) is further solvated by the nonsolvent (SÅNS). The 
significance of this stabilization chain was therefore identified by many comparative 
experiments using different types of molecular probes. It turns out that, to achieve 
stable nanoparticle dispersions, besides high polarity, high basicity and high acidity 
are also required for solvent and nonsolvent, respectively. 
 
viii 
The formation of aromatic polyimide nanoparticles was found to be governed by a 
nucleation process and therefore the particle size is controlled by the nucleation rate. 
Three methods, i.e, forward titration (FT), backward titration (BT) and ultrasonic 
enhanced backward titration (UEBT) methods, have been developed to prepared 
surfactant free polyimide nanoparticles with different size. It was found that 
supersaturation obtained in the forward titration method is quite low and a low 
nucleation rate results in the production of rather large particles with quite extensive 
size distribution (100-300 nm). In the backward titration method, fast inter-diffusion 
between droplets and the surrounding nonsolvent results in a high supersaturation in 
the droplet domain, leading to quite a high nucleation rate. Small nanoparticles with a 
narrower size distribution (30-100nm) can be obtained. In the ultrasonic enhanced 
backward titration method, a very high level of supersaturation can be attained under 
the intensive local motions induced by ultrasound, resulting in a very high nucleation 
rate. This effect was found extremely useful in the fabrication of sub-50nm polyimide 
nanoparticles.  
 
Kinetics and the evolution of the agarose gel topology have been also studied in this 
work. It was found that the gelation process can be clearly divided into induction stage, 
gelation stage, and pseudo-equilibrium stage. The induction time for the nucleation 
process was distinctly identified employing rheological measurements. Agarose 
gelation turns out to be initiated through a nucleation and growth mechanism. And 
ix 
measurement of the correlation length by wavelength exponent (WLE) method is 
verified by gel electrophoresis. 
 
Supersaturation driven micro/nanostructure correlation was found to be able to be 
extended to biopolymer gelation. Using agarose gelation as a typical example, a 
step-forward advance in the quantitative understanding of complex nucleation and 
growth systems has been achieved in this study. Agarose gelation was studied using 
multiple in situ experimental techniques. It was found that supersaturation driven 
micro/nanostructure correlation can be extended to biopolymer gelation. Knowledge 
obtained in this study facilitates me to provide some guidelines for the fabrication of 
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CHAPTER 1  
INTRODUCTION 
 




To date, neither molecular nor bulk models are satisfactory for the rational design of 
properties into the new generation of materials. Engineers, chemists, and material 
scientists are now devoting many efforts to control morphology of domains (or phases) at 
nanoscale so that an appreciable portion of a nanophase material is subject to forces 
related to phase boundaries and interfaces [1-3]. As the domain size increases, these forces 
diminish and bulk properties gradually appear. 
 
Nanophase materials share two features [1-3]: (1) atomic domains spatially confined to an 
extent of <100 nanometers (for polymeric systems, typically < 1000 nm). (2) significant 
fractions of atoms are associated with interfacial environments and interactions between 
their constituent domains. Therefore, nanophase materials include zero-dimensional atom 
clusters and cluster assemblies, one- or two-dimensional mono/multilayers and their three-
dimensional nanostructures [3-4] (Figure 1.1).  Interests in nanophase materials has fuels a 
variety of new methodologies for preparing novel materials with well-defined phase 
domains by means of sophisticated controls of scale, interaction, morphology, and 
architecture etc. In general, there exist two types of approaches which can be employed to 
 1
fabricate nanophase materials [3-4]. On the one hand, they may be synthesized from 
molecular precursors by means of chemical precipitation, gas-condensation, aerosol 
reactions, biological templating and so forth. On the other hand, they may be synthesized 
from processing of bulk precursors by means of mechanical attrition, crystallization from 
the amorphous state, and phase separation. Currently it is possible to assemble size-
selected atom clusters into new materials with unique properties and thus enable us to 
engineer electrical [5], optical [6], catalytic [7], mechanical [8], magnetic [9-10] properties 
required for a number of technological applications. 
 
 
Figure 1.1 Various types of nanophase materials.*
 
                                                        
*  Insets obtained from websites: 





1.1.2 Synthesis of Nanophase Materials 
 
As mentioned in section 1.1.1, generally, two types of approaches can be used to 
synthesize nanophase materials: chemical approach and physical approach. In chemical 
approach, nanophase materials are synthesized from molecular precursors [1-4]. 
Candidates under this approach include chemical precipitation, gas-condensation, aerosol 
reactions, and biological templating etc. Here I use gas-condensation [4] as a typical 
example. Gas-condensation is one of the earliest methods for nanoparticle preparation. 
This method consists of three steps: producing a high pressure vapor required for 
achieving supersaturation, nucleation and growth of nanoparticles, and collection of 
nanoparticles. Gas-condensation method has several advantages of producing high purity 
particles such as being easy to perform and being versatile. It can also be used to directly 
prepare other nanophase materials such as nanofilms and nanocoatings. 
 
Nanophase materials can also be synthesized using physical approach, i.e., be synthesized 
from bulk precursors. Candidates under this approach include mechanical attrition, 
crystallization, and phase separation [3-4]. Here I use mechanical attrition as a typical 
example. Mechanical attrition is commonly used to produce particulate nanophase 
materials. Objectives of a milling process can be size reduction, solid-state alloying, 
mixing or blending, and particle shape changes. In the process of mechanical attrition, 
powder particles with typical particle diameter of ~50 µm are placed together with a 
number of hardened steel coated balls in a sealed container which is shaken or violently 
agitated. High energy milling forces are obtained by using small amplitudes of vibration 
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and highfrequencies. Mechanical attrition can be employed to metallic elements and 
intermetallics, non-equilibrium crystalline and amorphous solutions, negative enthalpy of 
mixing/glass formation, and polymer blends. To date, the solid-state processing method of 
mechanical attrition and mechanical alloying have been developed as a versatile 
alternative to other processing routes in preparing particulate nanophase materials with 
broad range of chemical compositions and atomic structures.  
 
1.1.3 Applications of Nanophase Materials 
 
Since nanophase materials can incorporate a variety of sized-related effects such as 
quantum size effects resulted from spatial confinement of delocalized valence electrons 
and altered cooperative atom phenomena in condensed matters, they possess unique, 
beneficial chemical, physical, and mechanical properties so that they can be used for a 
wide variety of applications [5-10]. These applications include, but are not limited to, 
next-generation computer chips, better insulation materials, and high energy density 
batteries. 
 
1.2 POLYMERIC NANOPHASE MATERIALS 
 
Polymeric nanophase material normally refers to materials with nanometer-sized domains 
prepared from polymers and, in particular, block copolymers [3-4]. 
 
Two reasons serve as the major driving force for the booming activities in the nanoscience 
 4
and nanotechnology field relative to polymeric nanophase [2-4]. The first reason derives 
from the demand of ever smaller electronic devices. The second reason is that composites 
made from polymeric nanoparticles may be useful as high performance materials and such 
nanoengineered materials may be able to imitate functions of proteins and enzymes in 
molecular recognitions. For example, a thin polymer file with nanochannels may be 
employed as an ideal matrix for semiconductor or metal nanocomponent enmbedment for 
prearing nanoelectronic devices.  
 
To date, scientists have successfully prepared numerous kinds of polymeric nanophase 
materials, such as polymeric nanoparticles (such as hairy nanospheres [11, 12, 13], 
polymeric nanocapsules [14-15], also refer to section 1.3), polymer brushes [3], polymer 
nanofibers [16], nanochanelled polymer films [3] and polymer networks (refer to section 
1.3). 
 
1.2.1 Block Copolymers 
 
Cross-linked nanophase materials are mainly prepared from block copolymers [3, 17]. A 
copolymer is a macromolecules that contains two or more types of basic units or 
monomers. A block copolymer is a linear copolymer in which the different monomers 
occurs in long sequences or blocks. Simplest block copolymer is diblock copolymer 
(A)n(B)m, which consists of two linear polymer segments with n units of A and m units of 
B joined together head to tail. A typical diblock copolymer is polystyrene-block-poly(2-
cinnamoyloxyethyl methacrylate (PS-b-PCEMA) (Figure 1.2). 
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Figure 1.2 Chemical structure of the diblock copolymer PS-b-PCEMA [18] 
 
In a block-selective solvent, a diblock may form spherical micelles with the insoluble 
block making up the core and the soluble block forming the corona that stretches into the 
solution phase. Such spherical micelles can serve as the uncross-linked precursor to a 
nanostructure and then be further processed to yield “permanent” nanostructures by 
chemical cross-linking. 
 
1.2.2 Polymer Nanoparticles 
 
Hairy Nanosphere [11-13] 
A hairy nanosphere consists of two parts: one relatively large cross-linked spherical core 
and a thin corona surrounding this core. Hairy nanospheres can be fabricated through 
cross-linking the core block of diblock copolymer micelles in a block-selective solvent 
(so-called diblock micelle cross-linking [4]) or by a so-called grafting-onto technique [13] 
(Figure 1.3). Potential implications of hairy nanosphere include uptaking a lot of organic 





Figure 1.3 Illustration of the grafting-onto reaction of endfunctionalized polystyrene 
chains onto polyorganosiloxane microgels by hydrosilylation. White stars denote Si-H 
functional groups on the surface of the microgel; Pt-Kat. denotes platinum catalyst [13]. 
 
Polymeric nanocapsules  
Polymeric nanocapsules are of particular interest due to their potential for encapsulation 
of large quantities of guest molecules or large-sized guests within their empty core 
domains [14-15]. These materials could be useful in applications in areas as diverse as 
biological chemistry, synthesis and catalysis. In fact, for polymeric nanocapsules, a 
multitude of different applications have already been proposed, such as confined reaction 
 7
vessels, drug carriers, protective shells for cells or enzymes, transfection vectors in gene 
therapy, carrier systems in heterogeneous catalysis, dye dispersants or as materials for 
removal of contaminated waste [14]. 
 
Various techniques have been developed. These techniques include the self-assembly 
approach (Figure 1.4) [19], the template approach [20], the emulsion/suspension  
polymerization approach [21], and the dendrimer approach (Figure 1.5) [22]. 
 
1.2.3 Polymer Brushes 
 
Other than hairy nanospheres, hollow nanospheres prepared in solution, nanophase 
materials can also be fabricated at the solution-solid interface. A typical example of such 
nanophase material is polymer brush [3].  
 
As illustrated in Figure 1.6, in a block-selective solvent, a diblock copolymer may be 
deposited from the solvent and self-assemble to form a polymeric monolayer on a 
substrate. When the interaction between the substrate and the insoluble block is 
thermodynamically favorable, the so-called polymer brush may form in which the soluble 
block is stretched into the solution phase while the insoluble block is spread on the solid 





 Figure 1.4 Schematic representation of the different possibilities for stabilizing lipid 
vesicles [19]. 
 




Figure 1.6 Illustration of a polymer brush. 
 
1.2.4 Polymer Nanofibers 
 
A nanofiber (Figure 1.7) is a fiber with a nanometer-sized diameter [16]. Previously, 
nanofibers were commonly prepared from organic or inorganic precursors using template 
methods [23, 24] For example, nanorods were fabricated by filling metal oxides into 
carbon or carbide nanotubes at elevated temperatures. Cylindrical pores in a polymer 
membrane may serve as another type of template. It was also found that “soft templates” 
such as reverse micelles can be used as template for inorganic nanofiber fabrication. 
More recently, with the understanding of the phase behavior of diblock copolymers 
present in mixed solvent, it turns out that nanofibers can be prepared from diblock 
copolymers.  
 
Due to the large number of repeat units present in a copolymer, a minor property 
difference between two blocks can result in significant different characteristics in the 
copolymer. When the A and B blocks of (A)n(B)m are incompatible, they tend to segregate 
from one another in bulk. However, due to the bond connections between A and B blocks, 
large scale phase separation is impossible. Since the size of segregated A or B domain is 
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similar to that of individual A or B coil with nanometer scale, the domain shape of A or B 
varies with diblock composition or the relative n and m values and also the temperature.  
Figure 1.8 shows a phase diagram of low molar mass PS-b-PI samples. In the weakly 
segregated regime (20<Nx<30), the PI microdomain in PS-b-PI changes from spherical to 
cylindrical, gyroidal, and lamellar as the PI volume fraction (fPI) increases to ~50%. 
Similarly, when PS-b-PCEMA has a PCEMS fraction of 24%wt, and PCEMA existed as 
cylinders dispersed in the PS matrix. Photolysis of such a solid sample cross-linked the 
PCEMA cylinders. Nanofibers can be obtained by separating different cylindrical 
domains by dissolving the PS chains. After pyrolysis, carbon nanofibers can be fabricated. 
On the other hand, this method can be also modified to make nanowires by replacing the 
core block with a conductive polymer block. In such a situation, the outer block will 
function as an insulating plastic layer. 
 
Other techniques used for nanofiber fabrication include: salt-assisted microemulsion 
polymerization [25], electrospinning/co-electrospinning [26] etc. 
 
1.2.5 Nanochanelled Polymer Membrane 
 
Nanotubes dispersed in a matrix are referred to as nanochannels. Previously, 
nanochannels were prepared from carbon, peptides and silica gel etc. Recently, it has 
been found nanochannels can also be formed from one diblock copolymer, leading to a 
porous polymer film/membrane [3, 27]. Firstly, a diblock copolymer (A)n(B)m is 
synthesized  with  the  A  block  degradable  and  the  B  block  cross-linkable.  Secondly, 
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Figure 1.8 Phase diagram of low molar mass PS-b-PI samples [28]. The white region 
denotes the PI (poly-isoprene) microdomains; fPI denotes the PI volume fraction; N is 
equal to n+m of the copolymer (A)n(B)m with A and B being styrene and isoprene, 
respectively. χ is the segment-segment Flory-Huggins interaction parameter. For a 
diblock, χ=α/T+β, with α and β are constants for a given polymer and α >0.  
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(A)n(B)m solid with A forming the regularly packed cylinders dispersed in the continuous  
B matrix. Thirdly, thin films are obtained by microtomy. As the fourth step, continuous B 
phase is cross-linked. And finally, full or partial degradation of A cylinders are performed. 
Like traditional membranes, nanochanelled polymer membranes may have a broad range 
of applications. They may also serve as templates for further metal or semiconductor 
nanostructure fabrication. 
 
1.3 POLYMERIC NANOPARTICLES  
 
Polymeric nanoparticles are currently the subject of extensive investigations in many 
fields. Typical examples include the formation of nanoparticle-filled composite 
membranes [29, 30, 31, 32, 33] and using polymeric nanoparticles for targeted drug 
delivery [34, 35, 36, 37, 38, 39]. 
 
To date, various technologies have been developed to prepare polymeric nanoparticles 
[34-39, 40-48]. Conventionally, polymeric nanoparticles are produced by two methods: 
(1) dispersion of preformed polymers [36-38, 44-48] and (2) polymerization of 
monomers [41-43]. 
 
1.3.1 Dispersion of Preformed Polymers 
 
Technologies for producing polymeric nanoparticles by dispersion of preformed 
polymers includes microphase inversion [36], nanopreciptation [37-38], solvent 
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evaporation [44, 45], spontaneous emulsification/diffusion [46], salting-out [47], and 
spray drying [48]. Here I only discuss the first three methods which are quite relevant to 
our study. Chi W. et al. reported so-called microphase inversion method which can be 
used to prepare stable polymeric nanoparticles in water [36]. When 1mL of PEO-b-
PCL/THF (PEO-b-PCL: poly(ethylene oxide-block-ε-caprolactone) solution was added 
dropwise into 99mL of deionized water under ultrasonicfication, the original solvent 
(THF) was suddenly replaced by a nonsolvent (water). The aggregation of the insoluble 
PCL blocks led to a core, while the soluble PEO blocks formed a protective corona. Note 
here an amphiphilic block polymer is required for the stabilization of the resultant 
nanoparticles and this limits its application to homogeneous synthetic polymers. Recently, 
C. Duclairoir et al. began to prepare gliadin nanoparticles by so-called nanoprecipitation, 
which in nature is liquid-liquid phase separation [38]. In their work, dilute gliadin 
solution was slowly poured into physiological asline solution, which is a nonsolvent 
phase. Due to the insolubility of gliadin in water, the coacervation happened, leading to 
the formation of gliadin nanoparticles. This method has at least two weaknesses. One 
weakness is that surfactant, which is not a favorable factor for real cases, was utilized to 
facilitate well dispersion. The other weakness is that the initial concentration of polymer 
solution is too low, which may not favor large-scale production. Another commonly used 
technology is solvent evaporation method. K. S. Soppimath et al have reviewed this 
method [41]. In this method, the polymer was dissolved in an organic solvent like 
dichloromethane, chloroform or ethyl acetate and the polymer solution was then 
emulsified into aqueous solution to make an oil (O) in water (W), i.e., O/W emulsion by 
using a surfactant/emulsifying agent like gelatin, poly(vinylalcohol), polysorbate-80, 
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poloxamer-188, etc. After the formation of a stable emulsion, the organic solvent was 
evaporated by increasing the temperature/under pressure or by continuous stirring. The 
solvent evaporation method sometimes was also called W/O/W method and this method 
has been successfully used to prepare the water-soluble drug-loaded nanoparticles [41]. 
Again, in this method surfactant/emulsifying agents are required to achieve stable 
dispersions. 
 
1.3.2 Polymerization of Monomers 
 
Nanoparticles can also be prepared by polymerization of monomers [41-43, 49, 50-52]. 
Emulsion polymerization as a conventional preparation method can make polymeric 
nanoparticles in the size range of 100-1000 nm which has been gradually broadened. For 
example, two groups, J. W. Vanderhoff et al [49] and J. Ugelstad et al [50], discussed the 
seeded emulsion polymerization to make latexes larger than 1000nm, while C. M. Miller 
et al [51] and F. Candau et al [52] discussed the so-called miniemulsion and 
microemulsion polymerizations which were developed to prepare polymeric 
nanoparticles in the ranges of 50-200nm and 20-50nm, respectively. It is worth noting 
that in microemulsion polymerization, a large amount of surfactant/cosurfactant has to be 
added to make small yet stable polymeric nanoparticles.  
 
1.3.3 Characterization of Polymeric Nanoparticles 
 
Characterization of polymeric nanoparticles mainly includes three aspects: (1) particle 
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size analysis, i.e., particle size and particle size distribution; (2) morphology observation 
of the polymeric nanoparticles; and (3) other aspects such as zeta potential measurement 
and structure analysis.  Typically particle size analysis is conducted using photon 
correlation spectroscopy (PCS) or so-called dynamic light scattering (DLS) [41]. 
Currently particle analyzers such as Malvern spectrometer 4700 (Malvern Instrument, 
UK), Galai CIS-100 (Brookhaven Instruments, Holtsville, New York, USA), Brookhaven 
9000 (Brookhaven Instruments, Holtsville, New York, USA) and Coulter Nanosizer 
(Coulter Electronics, Harpenden, Hertfordshire, UK) are commercially available. The 
morphology of polymeric nanoparticles was traditionally investigated by scanning 
electron microscopy (SEM) but now more and more researchers prefer using field 
emission scanning electron microscopy (FESEM) to achieve much higher resolution [41]. 
SEM and FESEM can only be employed to observe dried particles. Therefore, 
researchers have to prepare their sample very carefully so as to not destroy typical 
morphologies during sample preparation. Another choice may be atomic force 
microscopy (AFM). AFM probably can be used to get morphologies of ‘wet’ particles but 
there also exist challenges to achieve high-resolution images such as fine tuning of AFM 
operation parameters. Zeta potential is normally determined by commercially available 
instruments such as Malvern Zetasizer 4 (Malvern Instruments, UK). As for structure 
analysis, SAXS (small-angle X-ray scattering) and SANS (small-angle neutron scattering) 
are commonly employed to extract structural information of polymeric nanoparticles [41]. 
 
1.4 POLYMER NETWORKS 
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Polymer networks are macromolecular based networks whose structures depend 
completely on covalent bonding or on physical intermolecular interactions between 
macromolecules [53, 54]. Polymer network have significant influences in many aspects. 
For example, life takes place in a polymer gel phase which operates at nanoscale (Figure 
1.9). In the gel environment, cell functions have evolved through millions of years of 
optimization. Remarkable progress in the understanding of fundamental cellular 
processes such as secretion, contraction, and signal transduction has been achieved 
through the application of polymer gel theory. 
 
 
Figure 1.9 Gels in cells.† (a) Chinese hamster ovary cells labeled with Hoechst 33342 to 
stain the nucleus/DNA blue and by immunofluorescence with an anti-tublin antibody and 
a FITC-conjugated secondary antibody. (b) Chinese hamster ovary (CHO) cell labeled 
with Hoechst 33342, MitoTracker Green FM, and LysoTracker Red DND-99. The 
nucleus/DNA is shown by light blue Hoechst staining, the mitochondria are labeled by 
                                                        
† photos obtained from: http://dept.kent.edu/projects/cell/images3.htm 
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MitoTracker Green, and the lysosomes are localized by LysoTracker Red. (c) Rat aortic 
smooth muscle cells are labeled with the same dyes as the CHO cells above. The 
nucleus/DNA is stained by Hoechst (blue), the mitochondria stained by MitoTracker 
(light green), and the filamentous actin stained by BODIPY TR-X phallacidin (pink).  
 
By definition, polymer networks can be classified as two types [53]: chemical polymer 
networks and physical polymer networks. Chemical polymer networks, formed by 
covalent bonding between macromolecules, give materials which actually are single 
macromolecules with each pair of adjacent junction points in the networks separated by 
linear subchains of several or many covalent bonds. If the subchains are sufficiently long 
and their chemical structure allows rotational degrees of freedom under the application 
conditions, then a soft and elastomeric material results. On the contrary, stiff subchains 
lead to hard, glassy materials. Physical polymer networks, formed by physical 
interactions between linear macromolecules, usually has junction zones instead of 
junction points present in chemical polymer network. These junction zones are 
constituted of ordered (say, helical) chains or merely topologically entangled chains. 
Ordered junction zones can be formed based on hydrogen bond interactions and results in 
permanent networks under normal conditions. However, the latter can only provide 
elastomeric properties under fast deformations. 
 
1.4.1 Chemical Polymer Networks 
 
Chemical polymer networks are networks formed by covalent bonding between 
 18
macromolecules [53, 54]. There exist two types of chemical polymer networks: (1) 
networks formed from monomers or precursors of low functionality, and (2) network 
formed involving polyfunctional polymer chains.  
 
 Network Formed From Precursors of Low Functionality [53] 
Chemical polymer networks can be prepared from monomers or precursors of low 
functionality (f), varying typically from two to six through non-chain reactions. The 
reactions used are often the conventional condensation and/or additions occurring in 
linear polycondensations and polyadditions. At least one of the reactants has more than 
two reactive groups, i.e.,  f  > 2, leading to branched molecular structures (Figure 1.10). 
The reactive groups are often at the ends of chains or subchains; this case is referred as 
endlinking polymerization.  
 
 
Figure 1.10 Endlinking through a RA2+R’B3 polymerization [53]. 
 
Network Formed Involving Polyfunctional Polymer Chains 
Chemical polymer networks can be also prepared from high-molecular-weight reactants 
of high functionality [53, 55]. The crosslinking of primary chains, also referred as 
vulcanization, is one of the oldest methods used to manufacture of vulcanized rubbers. 
Sulfur or sulfur-containing compounds, peroxides or ionizing radiation are often used for 
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vulcanization. In addition, functional copolymers can often be crosslinked with a 
bifunctional or multifunctional crosslinking agent. (Figure 1.11) [53]. 
 
Figure 1.11 Crosslinking. One Crosslinking gives effectively one tetrafunctional junction 
point [53]. 
 
Network formed involving polyfunctional polymer chains can be obtained through chain 
(co)polymerizations directly from small monomers. In chain (co)polymerization, long 
primary chains carrying pendant double bonds are formed during the fast propagation 
step and following procedures are similar to vulcanization (Figure 1.12) [53].
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Figure 1.12 Elementary reactions of a growing macroradiacal during a free-radical chain 
copolymerization: propagation involving monomers (a); intermolecular crosslinking (b); 
cyclization (c1 and c2). Inset: formation of a pendant double bond [53].  
 
 
1.4.2 Physical Polymer Networks 
 
Physical polymer networks are networks formed by physical interactions between linear 
macromolecules [53]. This type of networks usually has junction zones which are not 
points on chains, as covalent junctions present in chemical polymer network (Figure 
1.13a), but involve extended zones (junction zones, Figure 1.13b). The nature of the 
junction zones can include Coulombic, dipole-dipole, hydrophobic and in many cases, 
hydrogen bonding interactions. Physical polymer networks can be obtained from gelation 
of synthetic polymers or biopolymers.  
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 Figure 1.13 Schematic presentation of a chemical gel network (a) having junction points 
and a physical gel network with junction zones (b) [53]. 
 
Physical polymer networks can be obtained from gelation of synthetic polymers through 
partial crystallization. Typical examples include PVC-plasticizer gels [56, 57], poly(vinyl 
alcohol) (PVA) gels [58, 59], and polyethylene (PE) gels [60]. Another type of physical 
polymer networks prepared from synthetic polymers are solvent-specific gels, including 
certain isotactic (i) and  syndiotactic (s) polymers in organic solvents, such as isotactic 
polystyrene (i-PS) and syndiotactic polystyrene (s-PS) in decalin, ionomer systems in 
solvents of low dielectic constant, and a number of block copolymers [53, 61]. The most 
studied polymer networks of this type are tactic PS, in particular, i-PS gels [61] due to the 
lack of s-PS [53].  
 
Physical polymer networks can also be achieved from gelation of disordered biopolymers. 
Gelation of these biopolymers is normally initiated from the step in which essentially 
disordered random-coil biopolymers firstly transform into a partly ordered state (say, 
undergoing a coil-helix transition). Typical networks of this type include gelatin gels, 
marine polysaccharides, plant polysaccharides, and microbial polysaccharides.  
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1.4.3 Interpenetrating Polymer Networks (IPNs)  
 
Interpenetrating polymer networks (IPNs) are polymer blends consisting of two or more 
network polymers. [53, 62] They are more or less similar to the mixtures of two or more 
distinct polymer networks combined by permanent entanglements. IPN materials can be 
prepared by chemical approach through crosslinking/polymerization or physical approach 
through polymer blending [53]. The former leads to simultaneous interpenetrating 
network (SIN), sequential IPN (seqIPN), gradient IPN (grad.IPN), and latex IPN; and the 
latter gives thermoplastic IPN, and semi-IPN (pseudo-IPN, PDIPN). IPN materials 
endow several interesting characteristics in comparison to normal polymer blends. Due to 
the usual thermodynamic incompatibility of polymers, normal polymer blends normally 
have a multiphase morphology. However, for IPN materials, when mixing is 
accomplished simultaneously with network formation, phase separation may be 
kinetically controlled by the permanent interlocking of entangled chains. [53] 
 
1.5 RESEARCH OBJECTIVES AND PROJECT ORGANIZATION 
 
The objective of this research is (1) to explore new stabilization mechanism for 
nanoparticle formation and to develop surfactant free yet stable polymeric nanoparticles; 
and (2) to identify the underlying gelation mechanism of physical polymer gel and to 
employ newly achieved knowledge to create nanomaterials with new architectures. The 
dissertation comprises six chapters. 
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Chapter 1 provides an introduction of the dissertation. It consists of five sections. The 
first section gives an overview of nanophase materials. The second section presents a 
brief introductory description of polymeric nanophase material. The forth and the fifth 
sections provide introductory information on two fundamental nanophase materials, i.e., 
polymeric nanoparticles and polymer networks, respectively. The last section gives the 
research objective and organization of this dissertation. 
 
Some of the basic theory and background of phase separation and nucleation are given in 
Chapter 2. The fundamental concepts highlighted in this chapter include nucleation, 
spinodal decomposition, heterogeneous nucleation and homogeneous nucleation, 
nucleation barrier, nucleation rate as well as the relationships between supersaturation 
and nucleation rate. 
 
Chapter 3 describes the general experimental techniques used in all the areas explored. 
The details of the polymeric nanoparticle preparation and polymeric gel formation and 
characterization of these two types of nanophase materials are provided in this chapter. 
Three types of methods, i.e., forward titration (FT) method, backward titration (BT) 
method, and ultrasonic enhanced backward titration (UEBT) methods are described for 
nanoparticle formation. Physical characterization techniques such as DLS, FESEM, TEM, 
wavelength exponent (WLE) method, rheological and electrophoretic mobility 
measurements are also reported. 
 
Chapter 4 explores a new stabilization mechanism for the fabrication of polymeric 
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nanoparticles. Preferential solvation stabilization chain in the form of NPÆSÆP is 
identified by abundant comparable experiments (aÆb denotes component b is solvated 
by component a). The investigation on the effects of solvent and nonsolvent as well as 
temperature on stability is reported. Finally, newly achieved knowledge is employed to 
fabricate surfactant free yet stable polymeric nanoparticles with controllable sizes. 
 
Chapter 5 reveals the underlying gelation mechanism of physical polymer gel. Kinetics 
and the evolution of the agarose gel topology are discussed in this study. Gelation 
kinetics is studied by monitoring absorbance, WLE, elastic modulus and etc. during 
gelation. A schematic representation of the three stages of the gelation process is given. 
Quantitative understanding of the nucleation and growth are proved of great significance 
for the fabrication of the second-generation nanostructured materials. A step-forward 
advance in the quantitative understanding of complex nucleation and growth systems is 
achieved. Knowledge obtained in this study facilitates me to provide some guidelines for 
the fabrication of the second-generation nanomaterials from the point of view of 
nucleation and growth mechanism. 
 
Detailed discussions of the experimental results and conclusions are presented at the end 
of Chapter 4 and Chapter 5. General conclusions drawn from this research are 
summarized in Chapter 6. Some recommendations for future study to this work are also 
incorporated in this chapter. Finally, several appendixes relative to this study are attached 
in the end of this dissertation. 
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 CHAPTER 2  
THEORY AND BACKGROUND 
 
2.1 PHASE SEPARATION AND ITS RELATIVE ASPECTS 
 
Phase separation is a phenomenon that a molecularly homogeneous and 
thermodynamically stable polymer solution undergoes a transition into a heterogeneous 
system [1]. Phase separation is one of the most common approaches which have been 
widely used to prepare nanophase materials [2-3]. This project also focus on employing 
this approach to fabricate surfactant free polymeric nanoparticle and biopolymer gel. Two 
mechanisms may be responsible for the phenomenon of phase separation. One is 
nucleation and growth (NG) mechanism and the other is spinodal decomposition (SD) 
mechanism. In section 2.1  I focus on these two phase separation mechanisms for polymer 
systems. In section 2.2, the generic mechanism of heterogeneous nucleation will be 
discussed. These two sections will serve as the theoretical basis for the following chapters. 
 
2.1.1 Phase Separation in Binary Polymer Solution 
 
Consider a binary system consisting of component 1 and 2, the thermodynamic stability of 
the system can be characterized by Gibbs free energy of mixing mG∆ , which is defined as 
[4]: 
)( 2112 GGGGm +−=∆     (2.1) 
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where  is the molar Gibbs free energy of component  1 and 2 in the mixture, and  




Employing summability relations and Gibbs/Duhem equation [4], it is easy to prove that, 




































   (2.3) 
Thus, the tangent intercepts at 01 =x and 11 =x give directly the values of the two 
partial properties 1µ∆  and 2µ∆ , respectively.  
 
If component 1 and 2 are completely miscible, the plot of mG∆  vs.  will appear as a 
continuous concave function as shown in Figure 2.1. The criterion of stability for a single-
phase binary system is: 
1x






Gd m  (constant T, P)    (2.5) 
Therefore, at constant temperature and pressure, mG∆  and its first and second derivatives 





Figure 2.1 Plot of mG∆  vs.  for a completely miscible system. 
 
However, if component 1 and 2 are only partially miscible, an up-bow section will appear 
1x
in the plot of mG∆  vs. 1x , as the curve shown in Figure 2.2. It is clear that, for 
βα xxx 111 << , when mixing occurs, the system can achieve a lower value of mG∆  by 
phases forming two α  and β  than by forming a single phase. Since all the points on the 
common tangential line of α and β  have the same chemical potential, α and β  are in 
equilibrium: 
βα µµ )()( ii ∆=∆   )2,1( =i     (2.6) 
The mole fraction of α -phase to β -phase, 
]:
f , is given by the lever rule, which in nature 









−=      (2.7) 
In fact, free energy curve between α and β  needs more consideration. There are two 
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 (constant T, P)   (2.8) 
These two infection points are shown as poin ure 2.2. T en fre gy t C and D in Fig  h e ener
curve between α and β  can be divided into two kinds of segment. Concave segments 
AC , DB  and convex segment CD .  
 
 
Figure 2.2 Plot of mG∆  vs.  for a partially miscible system
 
2.1.2 Mechanism of Nucleation and Growth (NG) 
 system with compositions in the range  or  is metastable to 




A Cxxx 111 <<α β<< 111 xxx D
infinitesimal compositional fluctuations. As ure ring a very small, 
i.e., infinitesimal local compositional fluctuation about point a  which leads to 'a -phase 
and "a -phase from original metastable, uniform a -phase. Then, mole fraction of -phase 'a
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 and -phase should be "a
f
f  and +1 f+1
1 , respectively, where f  is the mole fraction of 
' "
tal molar free energy of the system after fluctuation, which was often referred as free 
energy of the fluctuation [6] is given by 
a -phase to -phase given by the lever rule.  If interfacial effects is not significant [5], 
to
a
"' 1 aa GGf ∆+∆ , which is equal to 
e e
osition a .) Obviously, the resulting free energy af fluctuation is higher than 
that of the unperturbed system at composition a . Thus the system is unstable and the 
separated two phases will tend to converge to original a -phase, that is, the system is 
metastable to infinitesimal compositional fluctuations.   
 
11 mm ff ++
 (where point  is the interception of the chord and the vertical through 
comp ter the 
rinciple of ase paration could be schematically described with Figure 2.4 [7]. As 
e before ph
mG∆ "' aa −  
P  ph se
mentioned earlier, a system of resulted polymer rich phase with ka xx 1
"
1 <  is metastable to 
small compositional fluctuations (Figure 2.4b). Clearly a fluctuation must exceed the 
composition k before the free energy will decrease and the driving force ( em
a
m GG ∆−∆ ) is 
positive (Figure 2.4c). Therefore there is a nucleation barrier to overcom ase 
separation will occur.  
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Figure 2.4 Principle of phase separation of binary systems. (a) mG∆  vs.  for a partially 
miscible binary system. (b) A system of original phase in the NG range ( ) 
with resulted polymer rich phase being  is metastable to small compositional 
fluctuations. (c) For NG mechanism, when the fluctuation exceed the composition k (i.e. 
),  the free energy will decrease and the driving force ( ) is positive. 














Driving force of the phase separation can be characterized by supersaturation. 
Supersaturation can be evaluated by the difference of the solute concentration of the 
original phase and that of the separated lean phase in equilibrium after phase separation. 
For instance, supersaturation of phase a  in Figure 2.4 can be evaluated as . It is 




α -phase), the 
supersaturation ( ) will be very small. The fluctuation must overcome a very 




ak xx 11 −
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 few locations in the system with sufficiently high amplitude of concentration fluctuations 
may have the opportunity to undergo a nucleation process, leading to a quite low 
nucleation rate. On the contrary, when point a  (original phase) comes close to the 
spinodal boundary (point  ), composition difference  becomes very small. In 
this case, supersatuation is quite high while the nucleation barrier becomes very low. 
Therefore, in the initial stage of the phase separation, many positions are competitive for 
a nucleation to occur and results in a high nucleation rate [5].  
"a ak xx 11 −
 
2.1.3 Mechanism of Spinodal Decomposition (SD)  
 
As shown in Figure 2.4d, a system with compositions in the range is 
unstable since even infinitesimal fluctuation will result in a decrease in free energy and 
there is no nucleation barrier [6]. In this case, the system will spontaneously separate into 
very small, interpenetrating phases of compositions  and . Connectivity and 
interpenetration of the two phases tend to occur when the volume fraction of the minor 
phase exceeds at least 15 vol% [7]. In the early stages of the spinodal decomposition, the 
geometry of this two-phase structure initially remains unaltered, whereas the departure of 
the compositions of the two–phases from the average mixture value changes 
exponentially with time and approaches the equilibrium compositions indicated by  
and [8]. At later stages the structure coarsens due to interfacial tension between the 
two phases, which may eventually result in loss of the interconnectivity [9]. 











 2.1.4 Relationship between NG and SD Mechanism 
 
Similar to all the other kinetic processes, rates of both NG and SD processes depend on 
driving force and resistance as well. However, although driving forces are 
thermodynamic variables, resistances are not [4a]. The final phase structure is therefore 
the result of the combination of thermodynamics and kinetics of the phase separation. 
 
Both NG mechanism and SD mechanism originate from the concentration fluctuations. 
For NG mechanism, the initial fluctuation must be larger enough to overcome the 
nucleation barrier before nuclei can form. Therefore NG process is highly dependent on 
the external operational conditions such as stirring rate (batch mode), immersing kinetics 
(casting mode for membrane fabrication), and shear rate (spinning mode for membrane 
formation). For SD mechanism, the spontaneous and continuous growth of one separated 
phase generates from small amplitude composition fluctuations, which statistically 
promote continuous and rapid growth of sinusoidal composition modulation with a 
certain maximum wavelength [10]. In this case, sinusoidal composition modulation in the 
whole solution domain will result in two highly interconnect three-dimensional 
concentration field, which may serve as the plates for following growth of minor phase 
and major phase.  
 
2.1.5 Triangle Phase Diagram  
 
In practical applications, ternary polymer (P)-solvent (S)-nonsolvent (NS) system is 
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 commonly used. For example, P-S-NS system is widely employed in asymmetric 
polymer membrane fabrication. In these cases, triangle phase diagram is extremely useful 
to gain insights into phase behaviors occurring in phase separation [11]. As shown in 
Figure 2.5, a complete phase diagram includes information such as binodal curve, 
spinodal curve, critical point and so forth. Underlying mechanism for the metastable 
region and unstable region are NG and SD, respectively. 
 
 
Figure 2.5 A typical triangle phase diagram. PP: polymer poor phase; PR: polymer rich 
phase.  
 
2.2 GENERIC MECHANISM OF HETEROGENEOUS 
NUCLEATION 
Contributors for the development of nucleation theory include Gibbs [12], Volmer and 
Weber [13], Farkas [14], Kaischew and Stranski [15], and others [16-24]. 
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 2.2.1 Definition of Nucleation and Growth 
 
The formation of a new phase in the body of the mother phase is one of the most 
fundamental aspects of phase separation. Nucleation and growth is one of the typical 
underlying mechanisms of phase separation. In Section 2.1, I have discussed this 
mechanism qualitatively. In this section, I will discuss this aspect quantitatively. There 
are two types of nucleation:  homogeneous nucleation and heterogeneous nucleation [22]. 
The former is the process in which the probability of creating a nucleus is homogeneous 
throughout the system under a given condition. The nucleation in which the probability of 
creating a nucleus is heterogeneous throughout the system is defined as heterogeneous 
nucleation. Since foreign bodies, such as solid or liquid surfaces, microclusters, dusts and 
macromolecules, occur extensively in various systems, nucleation has the heterogeneous 
nature rather than the homogeneous nature in most cases. Homogeneous nucleation is just 
an upper limit of heterogeneous nucleation. 
 
Figure 2.6 Schematic presentation of the growth process occurring at the surface of a 
nucleated phase. 
 42
 Growth is actually a process of delivering growth units from the bulk mother phase to the 
surface of nucleated phases and incorporating them into the ‘kinks’ at the surface [22] 
(Figure 2.6). Hereafter, for convenience, I refer the nucleated phases as crystals. By 
definition, nucleation is a process in which nuclei are created under certain conditions 
while growth is corresponding to the process in which growth units is delivered to and 
then incorporated into the already formed crystal surfaces. However, in nature, 
nucleation and growth may not be so different. On the one hand, if the crystals are free of 
screw dislocations, their growth is then mainly governed by the mechanism of two-
dimensional nucleation. This implies that, by nature, growth is also a kind of nucleation 
process. On the other hand, when already formed crystals are regarded as the substrates, 
growth process is then regarded as a three-dimensional heterogeneous nucleation process 
with a very low nucleation barrier. Therefore, nucleation is a more fundamental process 
than growth and both processes can be discussed in the theoretical framework of 
nucleation. In practical applications, in particular, nanophase material fabrication, 
nucleation and growth are two relatively independent processes which compete with each 
other. Many external conditions, typically supersaturation (σ) and various kinds of 
additives, can dramatically affect the competition between these two processes, providing 
abundant opportunities for fabricating nanophase materials with many different 
nanostructures. In the project,  I focus on employing supersaturation as the main external 
factor to fabricate various nanophase materials with improved nanostructures. 
 
2.2.2 Thermodynamic Driving Force for Nucleation [22] 
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 The driving force for the nucleation of a new phase (hereafter referred as crystals or 
crystalline phase) is the difference between the chemical potential of the mother phase 
(µmother) and the chemical potential of the crystalline phases (µcrystal): 
crystalmother µµµ −=∆      (2.9) 
Supersaturation (σ) of the system is established when ∆µ > 0 and it serves as the 
thermodynamic precondition for nucleation and growth of the crystalline phase. In the 
case when ∆µ = 0, the mother phase is in equilibrium with the crystalline phase [18].  
crystal
eq
mother µµ =      (2.10) 
where  is the chemical potential of solute molecules in the mother phase under 
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where µi and Ci denote the activities and concentrations of solute, respectively, 
denotes the standard state (a0iµ i = 1) of the solute chemical potential. The 














    (2.12) 
where ,  are the equilibrium activities and concentrations of solute respectively. eqia
eq
iC
The thermodynamic driving force for nucleation is often expressed in terms of 














    (2.13) 
and Equation (2.12) can be rewritten as, 
)1ln( σµ +=∆ kT      (2.14) 
 
2.2.3 Nucleation Barrier [22] 
 
In classical nucleation theory, nucleation rate J is used to describe the number of nuclei 
generated from the population of clusters (Figure 2.7) per unit time, unit volume. 
Nucleation rate J is determined by nucleation barrier (Figure 2.7). The occurrence of 
nucleation barrier is attributed to the following two conservancy effects: (1) since the 
crystalline phase is a stable phase, the occurrence of the new phase from the mother 
phase will cause the lowering of the Gibbs free energy of the system; and (2) the increase 
in the size of the new phase endows an increase of interfacal area, thus an increase of the 
interface free energy. This will cause an increase of the Gibbs free energy of the system. 
The combination of these two effects gives rise to the formation of so-called nucleation 
barrier (Figure 2.7). The clusters staying in equilibrium with the surrounding mother 
phase are the critical nuclei (Figure 2.7). Clusters larger than critical nuclei (so-called 




Figure 2.7 Illustration of the formation of nucleation barrier [22].  
 
2.2.4 Nucleation Kinetics 
 
A three-dimensional nucleation process can be described by a widely accepted “chain 
reaction” kinetic model [14]. In such model, the constituent atoms or molecules in 
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 solution may join into groups of two, three, or more particles on collision to form dimers, 
trimers, etc (Figure 2.8): 
Monomer  dimer  ……  (n-1)mer  n-mer  (n+1)mer  …… 
(2.15) 
 
Figure 2.8 Illustration of three-dimensional heterogeneous nucleation occurring on a 
foreign particle. 
 
Based on the advanced nucleation and growth theory [22], taking into account the effect 
of the substrate on both nucleation barrier and transport kinetics, the nucleation rate J, the 
radius of critical nuclei rc and the nucleation barrier  in a three-dimensional 
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B is a kinetic parameter and is constant for a given system; k denotes Boltzmann’s 
constant, T is the temperature; Ω is the volume of the growth unit; σ is the supersaturation;  
 γij is the surface free energy between phases i and  j, where the mother phase is 
represented by subscript f, the cluster of the crystalline phase by c and the foreign body 
by s. For example, γcf is the surface free energy between the nuclei and the mother phase. 
Ω is the volume per structural unit. Here R’ is the dimensionless radius of curvature of 
the foreign body (substrate) in reference to the radius of critical nuclei rc. Other variables 
shown in the equations are schematically shown in Figure 2.9. The factor f(m,R’) varies 
from 1 to 0. Evidently, this factor describes the lowering of the nucleation barrier due to 




Figure 2.9 Schematic illustration of the nucleation on a foreign particle. s: substrate; c: 
crystalline phase; f: fluid (mother) phase. 
 
One of the most common ways in nucleation study is to measure the induction time of 
nucleation ti at different supersaturations. Induction time ti is defined as the mean time 
elapsing before appearance induction time (time required for the formation of the critical 




1=      (2.25) 
therefore one has ti ~ 1/J. Under a given temperature T and pressure P, if a process is 
initiated through the nucleation and growth mechanism, one will have ti ~ 1/J and 
according to Equation (2.16)-(2.18),  I should have a linear relationship with ln(ti) ~ 
1/[ln(1+σ)]2. 
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 2.2.5 Implication of Nucleation Kinetics in Nanophase Material Fabrication 
 
A characteristic feature of nucleation process is that the substance with the properties of 
the new phase is fluctuating and localized in nano-scale spatial regions [22]. Since 
systems always choose the kinetic path which can fastest lower its Gibbs free energy, 
nucleation kinetics, in particular, equation (2.16)-(2.18) serves as an excellent general 
outline for discussion on how to tune external factors such as supersaturation, additive, 
etc. to engineer nanophase material fabrication. Combine equations (2.16)-(2.18) together, 
the outline is schematically illustrated in Figure 2.10.  
 
Figure 2.10 General outline for discussion on nanophase fabrication based on nucleation 
kinetics theory. 
 
Kinetically, the occurrence of substrate on the one hand can lower the nucleation barrier 
(characterized by f(m) in equation (2.17)), leading to an increase in the nucleation rate J; 
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 on the other hand, since the occurrence of the substrate prevent the collisions of the 
structural units to occur from all directions, it also reduces the effective collisions of 
structural units to the surface of the clusters, therefore slows down the nucleation kinetics. 
The latter effect is called shadow effect, and this effect is described by f”(m) and f(m) in 
the pre-exponential term (Figure 2.10). These two effects play different roles in different 
supersaturation regimes. In the low supersaturation regime, the nucleation is very high 
(Figure 2.10), to significantly enhance nucleation rate J, an optimal structural match 
(f(m)Æ0) is favored. In this case, the nucleation of crystalline materials will be best 
templated by substrates. Therefore, templating effect is mainly described in exponential 
term, in particular, f(m). In the high supersaturation regime, the exponential term 
describing the nucleation barrier is less important. Instead, the shadow effect of substrate, 
which presented by the pre-exponential term becomes predominant. In other words, to 
reduce the shadow effect, nucleation on substrates with larger f”(m) and f(m) is favored. 
Nucleation on substrates with larger f”(m) and f(m) corresponds to a lower degree of 
restriction from the substrate and a higher degree of orientation freedom. Therefore at 
high supersaturation, shadow effect is the governing factor, leading to a certain kind of 
interfacial structural mismatch. If supersaturation increases from low supersaturations to 
high supersaturations progressively, nucleation will be governed by a sequence of 
progressive heterogeneous processes associated with increasing f(m).  
 
In sum, templating effect and shadow effect are two contradictory effects. By carefully 
tuning these two effects through supersaturation,  I have a lot of opportunities to engineer 
complex nanostructures, leading to various nanophase materials. 
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CHAPTER 3  
EXPERIMENTAL 
 
3.1 MATERIALS AND EXPERIMENTAL METHODS FOR 
STUDY OF POLYMERIC NANOPARTICLE 
 
The experiments were performed in two ways denoted as forward titration (FT) method 
and backward titration (BT) method, based on the moving directions of the composition 
locus in the ternary phase diagram (Figure 3.1). As an extension of the BT method, the so-
called ultrasound enhanced backward titration (UEBT) method (Figure 3.1), ultrasound 
was introduced into the nanoparticle formation system. Two aromatic polyimides, P84 
(copolyimide 3,3’ 4,4’-benzophenone tetracarboxylic dianhydride and 80% 
methylphenylene-diamine + 20% methylene diamine, supplied by Lenzing Austria, Figure 
3.1a) and Matrimid (a polyimide composed of 3,3’,4,4’-benzophenone tetracarboxylic 
dianhydride and diaminophenylindane, supplied by Ciba Geigy USA, Figure 3.1b), were 
used as typical polymers. Other polymers used in this study are listed in Figure 3.2. All the 
polymers were dried in the oven for approximately 24 h at about 120oC in vacuum to 
remove the moisture content. The polymers were dissolved in NMP in a 500 ml flatbottom 
flask at room temperature and its solutions were filtered by Whatman 1.0 µm PTFE 
membrane. NMP (N-methyl-2-pyrrolidone, >99.5%, Merck-Schuchardt Germany) and 
ethanol (>99.7%, supplied by Hayman UK) were used as typical solvent and nonsolvent, 
respectively. Specifications of all the other solvents and nonsolvents are listed in Table 3.1. 
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To get comparable experiment results, the same final compositions (2 ml 2%wt AP/NMP 
solution + 20ml ethanol) were used for all the three methods. The morphology of the AP 
nanoparticles was observed using a JEOL JSM 6700 F Field Emission Scanning Electron 
Microscope (FESEM) at 20kV or a transmission electron microscope (JEOL JEM2010, 
Japan) at 200 kV. The volume-average particle size and the particle size distribution were 
obtained by a Malvern HPPS (High Performance Particle Sizer, Figure 3.3). Utilizing a 
patented optical system called NIBS (Non-Invasive Back-Scatter), HPPS is able to 









Figure 3.1 (a) Chemical structure of P84; (b) Chemical structure of Matrimid; (c) 
Schematic presentation of P84 nanoparticle preparation. FT: Forward titration method; 
BT: Backward titration method; UEBT: Ultrasound enhanced BT method. AP: aromatic 
polyimide (P84 or Matrimid); S: solvent (NMP); NS: nonsolvent (ethanol); PR: polymer 
rich phase (particle phase); CP: continuous phase in equilibrium. 
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 Figure 3.2 Some other polymers used in this study. 
 
 





Table 3.1 Specifications of some other solvents and nonsolvents used in this study. 
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 3.2 MATERIALS AND EXPERIMENTAL METHODS FOR 
STUDY OF BIOPOLYMER GEL 
 
3.2.1 Materials and Gel Preparation 
Agarose is employed as the model material for the biopolymer gel study. The agarose 
used in this experiment was SeaKem LE Agarose (high-melt, gelling temperature for 
1.5% w/v: 34.5 - 37.5 oC) and Bio-Rad Certified low-melt agarose. Agarose solutions 
were prepared by dispersing agarose powder in deionized water at room temperature at 
various concentrations (typically 0.5% w/v to 3.0% w/v). To ensure the complete 
dissolution of agarose into the deionized water, solutions were made by heating mixtures 
in a pressure vessel to 110 oC for high melt (HM) agarose and 90 oC for low melt (LM) 
agarose for 1 hour. The hot solutions (so-called ‘sol’) were then loaded carefully into 
cuvettes of Cary 50 UV-Vis spectrophotometer (Figure 3.4) for in-situ network detection 
or transferred between the measuring plates of an advanced rheological expansion system 
(ARES, Rheometric Scientific, Figure 3.5) for rheological studies. The quench rate was 
determined by inserting a thermocouple in the solution loaded in the cuvette for 
absorbance measurements. For rheological measurements the quench rate could be 





Figure 3.4 Cary UV-100 UV/Vis spectrophotometer. 
 
 





 3.2.2 Correlation Length of Gel Network 
 
Network topology can be characterized by a correlation length ξ which is the average 
distance between entanglements or the pore size. ξ can be obtained by both angular 
dependant light scattering [1] and turbidity spectrum [2]. For the former method, 
traditional design of the light scattering setup requires the kinetics to be sufficiently slow 
to allow for motor rotations and photon counting of the scattered light. Compared with 
angular scanning method, obtaining turbidity spectrum in the wavelength range of λ = 
700 nm to 800 nm with a medium scanning rate needs only 10 s. Such a method was 
therefore chosen to probe gel topology evolution, based on that outlined by Aymard et al 
[2]. Turbidity can be calculated as τ(λ) = 2.3 A(λ)/L, where A is the absorbance and L is 
the optical path length. The turbidity of a solution of monodisperse optically isotropic 
particles is given by 
( ) ( ) ( ) ( ) cMSQH ⋅⋅⋅⋅= λλλλτ     (3.1) 
where M is the molecular weight (in g mol-1), c the particle concentration (in g cm-3), H is 
the “optical constant function”, S is the “interparticle correlation function”, and Q is the 
“intraparticle dissipation factor”, the integral form of form factor P(θ) over the range of 
scattering angles θ ranging from α to π, where α is the acceptance angle (~ 3o). In dilute 











    (3.2) 
with n0, dn/dc and NA being respectively the refractive index of the solvent, the refractive 
index increment of the particles with concentration and the Avogadro number. 
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 ( ) ( )∫ ⋅⋅+⋅= πα θθθθ dPQ sincos183 2      (3.3) 
The form factor of entangled Gaussian coils is given by 
( ) ⋅⋅+= 221
1
ξqqP        (3.4) 
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       (3.7)  
The first three terms on the right hand side of Equation (3.5) are derived from the 
wavelength dependence of the optical function H(λ). For agarose [2], α1 = - 0.0248. For 
different temperatures, α2 can be obtained from the study of Podesva et al [3] on the 
variation of dn/dc of agarose with wavelength and temperature. Using Equation (3.3) and 
(3.4), the derivative of logQ with respect to logλ can be calculated and the wavelength 
exponent, WLE can be determined for different ξ values (Figure 3.6). For ξ values of 1 to 
30 nm and 2 to 100 µm, WLE shows marginal variation with ξ thereby introducing larger 
error in the estimation of pore size. In the intermediate range, the measurement of WLE 




Figure 3.6 Plot of WLE vs. ξ (correlation length). 
 
 
3.2.3 Mass/Length Ratio and Radii of Fiber Bundle Constituting Gel 
Network  
 
Modeling the gel network to be composed of cylindrical bundles of agarose chains, the 
turbidity τ can be expressed as a function of µ, the mass per unit length of the fibers in 
the bundle and its cross sectional radius, r [4].   
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Equation (3.8) implies that a plot of 1/τλ3 vs. λ-2 should give a straight line whose 
intercept is proportional to µ-1 while the ratio of slope to intercept is proportional to the 
square of the radius of the bundle. The turbidity data in the wavelength range 700 to 800 
nm was used to determine µ and r.  
 
3.2.4 Electrophoretic Mobility Measurements 
 
The simplicity of the turbidity measurements described above is associated with the 
assumptions that aqueous gelling system is composed of monodisperse optically isotropic 
particles and the system is dilute enough that the interparticle correlation function S(λ) in 
Equation (3.1) can be treated as unity. However, the real gelling system may not satisfy 
these assumptions. As the pore size of agarose gel can also be determined through 
electrophoretic mobility measurements (Figure 3.7), these were used to check the validity 
of the in-situ network detection method using turbidity. HM Agarose solutions of 
concentrations 0.5, 1.0 and 1.5 %w/v were prepared by adding agarose powder into 1X 
TBE buffer solution. Higher concentrations were not chosen as the resolution of the 
separation of the DNA molecules would be poor and require very long duration of 
electrophoresis. Evaporation of water due to boiling was taken into account in the 
dilution. The mixture was microwaved for 1 min and cooled until approximately 60 oC. 
Ethidium bromide (2.5 µl) was added to the mixture and the mixture was poured 
carefully into the gel-casting tray and left to stand for 20 min. Bio-Rad EZ Load 1 kB 
 64
 molecular ruler was then loaded into the wells. Electrophoresis was carried out for 
varying electric fields in the range 0.7 to 5 V/cm and suitable durations to get good 
separation of the DNA bands. The gel was illuminated by UV light and using 
AlphaDigiDoc software the image was analyzed to find the distance traveled by selected 
DNA molecules. Electrophoretic mobility µ can be obtained by measuring distance 
traveled by various DNA segments for different duration and voltage. The electric field, 
E applied should be sufficiently small. Plotting µ against E, the value of µ E→0 can be 




Figure 3.7 Experimental setup for electrophoretic mobility measurements. 
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Figure 3.8 Electrophoretic mobility as a function of electric field in 0.5% w/v agarose gel. 
 
 
Assuming that the DNA molecules reptate through the gel pores, the electrophoretic 






      (3.10) 
where µ0 is the intrinsic mobility of DNA in TBE buffer solution [6] given by 4.3 x 10-4 
cm2V-1s-1 . A DNA chain of M base pair length is modeled as a Gaussian chain with a 
persistence length P, which is typically 50 nm [7]. Assuming Gaussian statistics, 
( ) PLPNNah 22 2022 ===     (3.11) 
Here <h2> is the mean square end-to-end distance, equivalent to N blobs of mean square 
end-to-end distance a2, where a is the tube diameter. N0 is the number of Kuhn segments 
of the chain with length 2P and L is the contour length. L = N02P = Mb, with b = 0.34 nm 





     (3.12) 
Hence, the pore diameter a can be calculated if µE→0 is experimentally determined. µE→0 
is found by plotting values of µ for low values of electric field and extrapolating to zero 
electric field. This theory is valid only if the DNA molecules are larger than the gel pores, 
i.e., N >> 1. Hence DNA fragments of large size have to be used. The mobility of large 
DNA molecules being very low, the duration of electrophoresis is typically several hours. 
 
3.2.5 Rheological Measurements 
 
The rheological properties of the agarose gelling system were measured using an 
advanced rheological expansion system (ARES, Rheometric Scientific, Figure 3.5). This 
system has already been used to gain many insights into the architecture of three-
dimensional nanocrystal fiber networks through gelation of small molecule gelator [8-9]. 
In the present study, the thermal sequence was strictly programmed so as to ensure that 
the samples experience the same thermal history as those in the absorbance 
measurements. The sample was subjected to sinusoidal oscillations by loading it between 
the circular plates of diameter 25 mm, the gap between the two plates being 1 mm. The 
frequency was set to 1 Hz and the amplitude of the oscillations was controlled to obtain a 
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CHAPTER 4  
POLYMERIC NANOPHASE MATERIAL 





Polymeric nanoparticles are polymer-based matrices ranging in size from 1 to 1000 nm [1-
5]. Among the technologies developed to prepare polymeric nanoparticles [1-24], two 
types of methods are conventionally used. One is dispersion of preformed polymers, 
including microphase inversion [3], nanopreciptation [11-12], solvent evaporation [20-21], 
spontaneous emulsification/diffusion [22], salting-out [23], and spray drying [24]. The 
other is polymerization of monomers in dispersed emulsions [3, 5, 14, 15].  These two 
types of technologies share at least one limitation: almost all the approaches require 
surfactant to achieve a stable dispersion, in particular, dispersions of nanoparticles in the 
sub-100nm range. However, the removal of surfactant without affecting the stability is an 
extremely difficult task, if not impossible [3, 15]. 
 
In the fabrication of hydrophobic polymeric nanoparticles, some strong repulsive 
interactions have to be introduced among nanoparticles to obtain a kinetically stable 
dispersion [25]. Most reported works [25-26] utilized either electrostatic or steric 
repulsion to achieve this purpose. Although solvation effect is thought to be helpful for 
obtaining stable dispersions, to date, no work has been reported concerning the important 
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role of the solvation in the stabilization. On the contrary, some researchers claimed that, 
solvation force, due to its short range nature, may not be of any practical importance in 
preparation of stable dispersions [27].
 
People have found that hydrophobic nanoparticles of small molecules could be prepared 
by the decrease in solubility as a result of the addition of nonsolvent [28]. For example, 
sulfur nanoparticles can be fabricated by pouring sulfur/hot alcohol solution into water. 
However, since alcohol is dissolved into the bulk water and no longer serves as a true 
solvent for sulfur, the presence of a peptizing agent is usually necessary for the 
preparation of a stable dispersion [28]. When a polymer solution is mixed with a large 
amount of nonsolvent, a high supersaturation will result in a liquid-liquid phase separation 
in solutions [29]. During the liquid-liquid phase separation, a polymer rich phase and a 
polymer poor phase will form. When the concentration of the polymer rich phase exceeds 
the solidification concentration, polymer rich phase will gel into a solid phase. Therefore, 
polymeric particles can be produced in this way. However, without the presence of 
surfactants, the polymeric particle dispersions are normally not stable. Based on the 
thermodynamics principles, polymeric particles will tend to aggregate to facilitate the 
whole system to achieve its minimum free energy [29]. To date, it still remains a big 
challenge to prepare surfactant free yet stable polymeric nanoparticles. 
 
Although theoretic studies on solvation forces still remains in its infancy, people has 
already recognized that solvation force can have indirect effects on long range interactions 
[30]. This finding evokes the reconsiderations concerning the importance of the solvation 
stabilization. I notice that, for the polymer (P)/solvent (S)/nonsolvent (NS) mentioned 
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earlier, the main reason for the particle aggregation is that the solvent is dissolved into the 
bulk nonsolvent and no longer serves as a true solvent for the polymer. In such a case, 
polymeric particles will be exposed to nonsolvent molecules and tends to aggregate due to 
the hydrophobic interactions [31]. However, if the P-S interaction wins over the S-NS 
interaction, polymeric particles will be selectively solvated by the solvent. This is so-
called preferential solvation [32] (also referred as selective solvation [31b]). From the 
viewpoint of the colloid science, to obtain a stable particle dispersion, one should push the 
position corresponding to the minimum of the interaction free energy curve far from the 
particle surface in order to cause the attractive van der Waals’ interaction less than kT (k: 
Boltzmann’s constant, T: temperature) [30]. For the particles selectively solvated by the 
solvent, the single solvation shell may still to be too thin to achieve this goal. If the 
solvent molecules constituting the solvation shell can be further solvated by the 
nonsolvent, a solvation stabilization chain in the form of NSÆSÆP can form (aÆb 
denotes that b is solvated by a). Solvation multilayer induced by this solvation chain may 
have great significance in the fabrication of stable polymeric nanoparicles. However, 
currently this still remains a kind of speculation without any experimental support 
although a few studies [32-34] have just addressed solvation stabilization [31b, 32, 34] 
and polymers in mixed solvents [32-33] separately. Three challenges then arise. (1) How 
can I find suitable P/S/NS combinations to form proposed stabilization chain? (2) How 
can I verify the significance of this stabilization chain? And (3) how can the particle size 
be tuned in a nonsolvent dominated solvent/nonsolvent mixture? 
 
The aim of this study is to utilize preferential solvation stabilization to fabricate surfactant 
free yet stable polymeric nanoparticles. Firstly, I will select suitable P/S/NS combinations 
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in which solvation stabilization chain may form. Secondly, the significance of the 
stabilization chain will be identified by abundant comparative experiments. Finally, three 
methods (including one ultrasound integrated method) will be developed and their 
effectiveness in tuning nanoparticle size will be investigated. 
 
4.2 SELECTION OF SUITABLE POLYMER/SOLVENT /NON-
SOLVENT COMBINATIONS 
 
To promote formation of solvation multilayer through a NSÆSÆP solvation chain, the 
first issue is to find suitable P/S/NS combinations in which P-S interaction wins over S-
NS interaction. Unfortunately, there are too many possible combinations for me to 
conduct a complete survey. To simplify the sieving process, I fixed solvent and 
nonsolvent to be NMP and ethanol (EtOH), respectively, and only examined the polymers 
available within our lab. These polymers included aromatic polyimide (AP), 
polyetherimide (PEI), polysulfone (PSf), polyethersulfone (PES), and polystyrene (PS). In 
the membrane science, NMP is a common solvent for these polymers while ethanol often 
serves as the common nonsolvent. Results are listed in Table 4.1. Finally I found two 
aromatic polyimides, P84 and Matrimid, resulted in very stable nanoparticle dispersions. 
Dispersions obtained from the FT, BT and UEBT methods are shown in Figure 4.1. It was 
found that, without any surfactant, no detectable precipitation occurred and particle size 
distribution remained almost unchanged in 25 days (Figure 4.1). 
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Preferential solvation of the AP nanoparticles can be qualitatively analyzed using quasi-
lattice quasi-chemical (QLQC) model [32]. Based on the principle of the QLQC model, 
AP nanoparticles, NMP and ethanol molecules are all treated as particles. All the particles 
are assumed to be distributed on the sites of a quasi-lattice of the dispersion which is 
characterized by a lattice parameter Z. This parameter specifies the number of neighbors 
each particle has and is independent of the nature of the particles. 
 
If I denote AP, NMP, and ethanol as component P, S, and NS respectively, the local mole 
fraction of NMP around AP ( ) can be written as: LSx
)]2/exp()/(1/[1 2/1 kTeNNx NSSPSSNSNS
L
S −−−− ∆+=   (4.1) 
AsolvsolvNSSP ZNNSPGSPGe /)),(),(( ∆−∆=∆ −−    (4.2) 
where k denotes Boltzmann’s constant, T is temperature,  is the number of the 




A is the Avogadro number, ),( SPGsolv∆ and ),( NSPGsolv∆ are molar Gibbs energies of 
solvation of AP in NMP and in ethanol, respectively. For a system with fixed 
polymer/solvent/nonsolvent compositions, both Z and  are constant and 
independent of the nature of polymers. Therefore for different polymers,  is determined 
by . Since the dissolution of AP in NMP is a thermodynamically favorable 
process while dissolution of AP in ethanol is a thermodynamically very unfavorable 
process, according to equation (4.1), very negative value of 




NSSPe −−∆ will results in a NMP 
dominant solvation layer around the AP nanoparticles. 
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 Table 4.1 Stability tests for P/S/NS combinations using different polymers. P: polymer; S: 






Figure 4.1 P84 nanoparticle size distribution by volume(a) and FESEM images of P84 
nanoparticles (b). Final composition is kept the same for all the three methods (2%wt 
P84/NMP solution + 20ml ethanol).  
 
4.3 SIGNIFICANCE OF SOLVATION STABILIZATION CHAIN 
 
NMP is a good EPD solvent due to the presence of its lone electron pairs [31]. Ethanol is a 
good EPA nonsolvent [31]. Therefore a strong EPD-EPA interaction arises between NMP 
and ethanol molecules. On the other hand, resultant stable AP nanoparticle dispersions has 
already supported that preferential solvation of AP molecules occurred in the ethanol 
dominated NMP/ethanol mixture. Considering the hydrogen bonding formed among 
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Many scales can be used to quantify strength of EPD and EPA, i.e., donicity and 
acceptivity of solvents [31b, 31c]. In this study, I accepted the scale proposed by Javier C. 
et al because they provided property parameters for a very broad range of solvents, 
ranking in increasing order of polarity [31c]. As shown in Table 4.2, polarity, donicity and 
acceptivity of solvents/nonsolvents can be quantitatively characterized by solvent 
polarity/polarizability (SPP), solvent basicity (SB) and solvent acidity (SA) values, 
respectively.  
 
All the solvents or nonsolvents used in this study then can be classified into four types: (1) 
type I: strong EPD with high polarity, high basicity and low acidity; (2) type II: solvents 
with medium polarity and low acidity. (3) type III: solvents with low polarity and low 
acidity; and (4) type IV: strong EPA with medium polarity, high acidity. High polarity, 
medium polarity, and low polarity are defined in Figure 4.2.  
 
Currently, theoretic frameworks of the preferential solvation [32] and the solvation 
stabilization are not well established yet [30]. Therefore in this study I investigated the 
significance of the solvation stabilization chain through abundant comparative 
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experiments. Various molecular probes were used to substitute one element in the 
stabilization chain every time.  
 
 
Table 4.2 SPP-SB-SA values for solvents and nonsolvents used in this study. SPP: solvent 







Figure 4.2 SPP-SB-SA plot of solvents and nonsolvents used in this study. 
 
 
To examine the importance of the preferential solvation, I used polystyrene, a polymer 
with weakly polar structure, to replace AP. I found that complete precipitation occurred 
immediately regardless of   the concentration of the PS/NMP solution (Table 4.2). This 
can be interpreted by equation (4.1)-(4.2). Preferential solvation stabilization requires that 
local solvent fraction of the solvation layer exceeds a certain value. According to 
equation (4.1) and equation (4.2), this means a negative ),( SPGsolv∆ , i.e., a strong P-S 
interaction, is necessary. However, polystyrene, as a polymer with weakly polar structure, 
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interacts only weakly with NMP. Most NMP molecules therefore dissolved into the bulk 
ethanol and therefore the preferential solvation effect is too weak.  
 
To investigate the importance of the strong EPD-EPA interaction between the solvent and  
the nonsolvent, many S-NS pairs were investigated. Based on polarity, basicity and 
acidity of the solvents/nonsolvents used, these pairs can be classified into five groups:  
(1) strong EPD-strong EPA (Table 4.3);  
(2) strong EPD-non EPA with low polarity (Table 4.4);  
(3) strong EPD-non EPA/weak EPA with medium polarity (Table 4.5); 
(4) medium/weak EPD with medium polarity -strong EPA (Table 4.6);  
(5) medium/weak EPD with medium polarity-non EPA with low polarity (Table 4.7).  
 
Results corresponding to Table 4.3 to Table 4.7 are shown in Figure 4.3 to Figure 4.10. 
According to the results presented in Table 4.3 to Table 4.7 and Figure 4.3 to Figure 4.10, 
it turns out that, to achieve stable nanoparticle dispersions, besides high polarity, high 
basicity and high acidity are also required for solvent and nonsolvent, respectively. This 
facilitates the solvent molecules in the preferential solvation shell (SÆAP) to be further 
solvated by nonsolvent molecules (NSÆS) and then form a complete stabilization chain 
(NSÆSÆAP). Results from Table 4.3 to Table 4.6 support that, when either of the strong 
EPD or strong EPA is replaced by another type of solvent or nonsolvent, the stabilization 







Table 4.3 Stable AP nanoparticle dispersions prepared from AP/strong EPDs/strong EPAs. 
AP: aromatic polyimides (P84 or Matrimid). d: volume average particle size, stable for at 




Table 4.4 Unstable samples prepared from P84/NMP/non-EPAs with low polarity.
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 Table 4.5 Unstable samples prepared from P84/NMP/non-EPAs (acetone, THF) or weak 
EPAs (CH2Cl2, CHCl3) with medium polarity. Similar results were obtained when NMP 





Table 4.6 Unstable samples prepared from P84/ medium EPD (THF) or weak EPDs 
(CH2Cl2, CHCl3)/ethanol. Matrimid was used instead of P84 since P84 cannot be 
dissolved in THF, CH2Cl2, and CHCl3 which are all with medium polarity. Matrimid 




Table 4.7 Unstable samples prepared from P84/ medium EPD (THF) or weak EPDs 





Figure 4.3 Stable P84 nanoparticle dispersions prepared from P84/strong EPDs/ethanol.  




Figure 4.4 Unstable samples prepared from P84/NMP/non-EPAs (hexane (left); toluene 




Figure 4.5 Unstable samples prepared from P84/DMSO/non-EPAs (toluene (left); 




Figure 4.6 Unstable samples prepared from P84/NMP/non-EPAs (acetone (c), THF (b)) 





Figure 4.7 Unstable samples prepared from P84/medium EPD (THF (left)) or weak EPDs 







Figure 4.8 Unstable samples prepared from P84/CH2Cl2/non-EPAs (hexane (left); 




Figure 4.9 Unstable samples prepared from P84/ THF/non-EPAs (hexane (left); 





Figure 4.10 Unstable samples prepared from P84/CHCl3/non-EPAs (hexane (left); 
cyclohexane (middle)); toluene (right)) with low polarity. 
 
The significance of the solvation stabilization chain can also be supported by another 
example. To verify the existence of the solvation stabilization chain, I used two isomers, 
n-butanol and t-butanol to replace ethanol. As shown in Figure 4.11, P84 nanoparticles 
resulted from n-butanol is very stable: particle size remains almost constant in the testing 
period. However, P84 nanoparticles resulted from t-butanol is unstable: the particle size 
kept increasing in the testing period. This may be due to following reasons. First, as 
shown in Table 4.2 and Figure 4.2, although both t-butanol and n-butanol are medium 
polar nonsolvent, SA value of t-butanol (0.145) is much less than SA value of n-butanol 
(0.341), leading to much weaker S-NS interaction. Second, compared with t-butanol, n-
butanol is a chain-type molecule with high molecular regularity. A thicker and denser 
solvation multilayer may therefore form using n-butanol as the nonsolvent, leading to a 
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highly stable dispersion. On the contrary, bulky pendent groups of t-butanol hinder the 
regular arrangement of t-butanol molecules. Therefore, the external part (NSÆS) of the 
solvation stabilization chain (NSÆSÆAP) is very weak. As a result, unstable P84 






















































Figure 4.11 Evolution of P84 particle size with time. Final composition is kept the same 
for both tests. (2%wt P84/NMP solution + 20ml butanol). 
 
4.4 TEMPERATURE EFFECT ON STABILITY OF AROMATIC 
POLYIMIDE NANOPARTICLES 
 
I use the nanoparticle dispersion obtained from P84/NMP/EtOH through BT method as a 
typical example. I examined stability of this system under 4oC, 10oC, 21oC (room 
temperature), 40oC, 60oC, and 80oC to cover the full feasible range of the nonsolvent 
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(ethanol). Duration of the observation was fixed as 4 days. It was found that the 
dispersion was quite stable under relative low temperatures (4oC - 40oC). While under 
high temperatures (60oC and 80oC), obvious precipitation occurred in 2 days (Figure 
4.12). These results may be interpreted as follows. On the one hand, with the increase of 
temperature, both preferential solvation of polymer molecules (SÆAP) and the S-NS 
interaction (NSÆS) were weakened, leading to a weakened stabilization chain 
(NSÆSÆAP) and thus a lower energy barrier. On the other hand, higher temperature 
facilitated a much higher collision frequency of nanoparticles so that possibility to 
overcome the lowered energy barrier was significantly increased. The above two reasons 
took effect together and resulted in evident precipitations under high temperatures. 
 
 
Figure 4.12 Unstable samples obtained after P84 particle dispersions kept under 60oC for 
2 days. 
 
4.5 TUNING OF NANOPARTICLE SIZE 
To tune polymeric nanoparticle size, immediate idea I may have is to change P/S 
concentration so as to obtain nanoparticles with different size. Using the combination of 
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P84/NMP/EtOH as the typical example, I investigated concentration effect on particle 
size through BT method. It was found that when the concentration was decreased from 
3%wt to 2%wt and further 1%wt, volume average diameter of nanoparticles decreased 
from 79nm to 65nm and further to 63nm, respectively. This result implies that although 
smaller nanoparticles can be obtained through lowering P/S concentration, effectiveness 
of this approach is quite limited. Meanwhile, with the decreasing of P/S concentration, 
mass of nanoparticles per unit volume also decreased. To effectively tune AP 
nanoparticle size in a broad range, I need to develop other approaches. 
 
To explore other approaches to control AP nanoparticle size, a good understanding of the 
formation mechanism is required. Concerning the size tuning of the AP nanoparticles, a 
way to control the energy barrier of the nanoparticle formation needs to be identified. 
Since the concentration of the polyimide/NMP solution is only 2%wt, liquid-liquid phase 
separation can only occur through a nucleation controlled mechanism in the presence of a 
large amount of nonsolvent [29, 35]. Figure 4.1 shows that the nanoparticles obtained 
with all three methods are round and regular. This particle morphology indicates that the 
surface free energy plays an important role in the nanoparticle formation, which is a 
typical feature of a nucleation controlled process. Based on the nucleation theory [36], the 
radii of the critical nuclei rc, the nucleation barrier ∆G* and the nucleation rate J, which 
is the number of critical nuclei generated per unit time-volume, can be expressed as: 












     (4.4) 
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( )kTGBJ /exp *∆−=      (4.5) 
where B is a kinetic parameter and is constant for a given system, Ω is the volume of the 
growth unit, γcf is the surface free energy between the nuclei and the mother phase. σ  is 
the supersaturation ( , C**0 /)( CCC −=σ 0 : the polymer concentration of the ternary 
system before the phase separation (e.g. point B in Figure 4.13a); C* : the polymer 
concentration of the corresponding continuous phase in equilibrium (e.g. point B’ in 
Figure 4.13a).  
 
Since C* is very small and almost a constant, σ can be well represented by a line segment 
connecting the phase before and after phase separation (e.g., BB’ in Figure 4.13a). For a 
nucleation controlled process, the particle size and the size distribution are controlled by 
the nucleation rate. According to equations (4.3)-(4.5), to achieve a high nucleation rate, I 
need to lower the nucleation barrier ∆G* by establishing a high supersatuation. In this 
study, I tuned the supersatuation by taking three different kinetic paths (Figure 5a and a). 
In the FT method, involving the addition of nonsolvent (ethanol), the composition of the 
whole system moves along a straight line (AB in Figure 4.13a). AP nanoparticles are 
obtained when the composition of the whole system exceeds the binodal line. In this case, 
the supersaturation ( FTσ  in Figure 4.13a) is quite low. According to equations (4.3)-(4.5), 
a quite low supersaturation will result in a low nucleation rate. Since the whole polymer 
mass used for nanoparticle formation are defined by phase equilibrium and therefore 
fixed for the system, a low nucleation rate results in a small population of nuclei and 
hence produce rather large particles with quite extensive size distribution (100-300nm) 
(Figure 4.1).  
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 In the BT method, the supersaturation is generated in a different way. When a drop of 
P84/NMP solution is introduced into the ethanol, stirring causes it to break up into small 
droplets very quickly. Because the viscosity of the polymer solution is much higher than 
that of the surrounding nonsolvent, the outflux of the solvent from the droplet is greater 
than the influx of the nonsolvent, leading to an upward locus in the phase diagram [37] 
(AB in Figure 4.13a). Fast inter-diffusion between droplets and the surrounding ethanol 
results in a high supersaturation in the droplet domain ( BTσ  in Figure 4.13a), leading to 
quite a high nucleation rate. In this situation, I obtained quite small nanoparticles with a 
narrower size distribution (30-100nm) (Figure 4.1). However, the BT method has a 
serious drawback: when a drop of polymer solution is broken into many droplets, these 
droplets move along with the convection flow. Since the relative motion between droplets 
and convection flow is rather weak, the mass transfer boundary layer around the droplets 
becomes increasingly thicker with time. This inhibits the fast inter-diffusion process that 
is necessary for a higher supersatuation. 
 
To overcome the serious drawback of BT method, ultrasound was introduced into the 
system (Figure 3.1). Ultrasound can induce very intensive relative motion near the tip 
region. Such intensive local motion not only breaks up the introduced polymer solution 
into very fine droplets instantly, but it also greatly enhances the mass transfer between the 
droplets and the surrounding nonsolvent. In this way an extremely high degree of 
supersaturation ( UEBTσ  in Figure 4.13a) can be achieved, leading to extremely small 
polyimide nanoparticles (10-50nm) (Figure 4.1). 
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 Similar interpretation is also applicable to Matrimide nanoparticles. Evidently, any 
conditions which affect effective supersaturation will exert a direct impact on the final 
particle size.  Figure 4.14 shows an obvious effect of the stirring mixing on the final 
nano-suspensions. Sample (c) was achieved under high stirring rate (1000rpm) and the 
final suspension is almost transparent, while sample (b), which was prepared under very 



















































Figure 4.13 Schematic presentation of polyimide nanoparticle formation. (a) FT method; 
(b) BT and UEBT methods. (c) Phase behavior during AP nanoparticle formation. AP: 
polyimide (P84 or Matrimid); S: solvent (NMP); NS: nonsolvent (ethanol); ST: 
supersaturated state; PR: polymer rich phase (particle phase); PP: polymer poor phase 




Figure 4.14 Stable Matrimid nanoparticle dispersions prepared from Matrimid/NMP/ 
ethanol. a: FT method; b: BT method (shearing rate: ~ 0 rpm); c: BT method (shearing 
rate: 1000rpm). 
 
Compared with published works on polyimide particle fabrication [38-41], our 
technology is much simpler. Utilizing selective solvation together with an EPD-EPA 
interaction, I can produce sub-50nm polyimide nanoparticles in the absence of surfactants 
(Figure 4.15). Since nanoparticles in wet state are actually corresponding to the polymer 
rich (PR) phase in the ternary phase diagram, the density of the nanoparticles can be 
readily determined by phase diagram. This would facilitate the nanoparticles to be 
employed in drug delivery, in which the density of nanoscale carriers isxtremely 
important. If suitable solvent and nonsolvent combinations are available, hopefully our 





Preferential solvation of polymer molecules and strong EPD-EPA (EPD: electron pair 
donor; EPA: electron pair acceptor) interaction between solvent and nonsolvent 
molecules were found of great significance in the fabrication of two kinds of aromatic 
polyimide (AP) nanoparticles. Surfactant free yet stable AP nanoparticles were prepared 
using a liquid-liquid phase separation method. The stability of the AP nanoparticles can 
be achieved by the solvation multilayer resulted from a solvation stabilization chain in 
the form of nonsolventÆsolventÆAP (aÆb denotes that component b is solvated by the 
component a). The significance of this stabilization chain was identified by many 
comparative experiments using different types of molecular probes. On the other hand, 
the formation of AP nanoparticles was found to be governed by a nucleation process and 
therefore the particle size is controlled by the nucleation rate. A very high level of 
supersaturation can be attained under the intensive local motions induced by ultrasound, 
resulting in a very high nucleation rate. This effect was found extremely useful in the 
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POLYMERIC NANOPHASE MATERIAL 




Supramolecular order of biological significance found in hydrogels [1] formed by 
biopolymers is of interest from both theoretical and practical aspects. Sol-gel transition 
and gel topology involve many conceptual aspects, such as phase transition and scaling, 
and therefore are of high intrinsic interest. In the practical aspects, these hydrogels attract 
considerable attention due to their gelling properties which find numerous applications in 
different fields, such as chromatography and filtration, photography, hematology, food 
technology, and pharmacy. 
 
Agarose, which is a repetitive, essentially uncharged, marine polysaccharide (Figure 5.1 
[2]), is often used as the model biopolymer in gelation. Since complications due to 
electrostatic interactions and additional molecular species are absent in aqueous agarose 
systems, they are quite suitable for researchers to study the nature of the gelation of 
biopolymers.  
 
Although agarose gels have been extensively studied in the past thirty years, gelation 
mechanism still remains elusive. Many researchers [3-5] use laser light scattering to study 
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agarose gelation. Using Cahn’s theory [6] they determine whether a spinodal 
decomposition process occurs or not. However, conclusions from different researchers 
seem somewhat inconsistent with each other. I discuss some of these issues in the Results 
and Discussion section of this paper. Furthermore, as pointed out by Guenet [7], laser 
scattering technique alone need not necessarily support the spinodal process. Despite the 
fact that much effort has been devoted to understand the agarose sol-gel transition [3-5, 7-
8] studies on the evolution of agarose gel topology upon gelation is rather rare. In fact, this 
issue is quite relevant to the gelation mechanism. Information obtained in this direction 
will not only be quite helpful in understanding the events occurring in the initial gelation 




Figure 5.1 Idealized AB repeat unit of agarose polymer [2]. A: 1, 3 linked β-D-galactose 
residue; B: 1,4 linked 3,6-anhydro-α-L-galactose residue. Native agarose: R1=R2=R3=H; 
Agarose sulfate: R1=H, R2=SO3-, R3=80%H+20%SO3-. 
 
In the following sections, gelation kinetics as well as underlying gelation mechanism will 
be identified using in situ correlation length detection [9-10], mass/length ratio and radii 
of fiber bundle detection [11], electrophoretic mobility measurement [12-14], and 
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rheological measurements [15]. Details of these experimental techniques is presented is 
Chapter 3. 
 
5.2 KINETICS OF AGAROSE GELATION 
 
Typical gelation kinetics is shown in Figure 5.2. HM agarose sol (0.5% w/v) was 
quenched to 21 oC at the cooling rate indicated in Figure 5.2a. Three stages (marked as I, 
II, and III in the figure) can be clearly identified. In stage I when the temperature is higher 
than 37 oC, the aqueous system remains in the sol state. Absorbance is very low and no 
aggregation is detectable. In this stage, the wavelength exponent (WLE), calculated from 
the absorbance readings, changes randomly with time and therefore is not shown in Figure 
5.2b. As temperature is further reduced (Stage II), absorbance, WLE and hence the 
correlation length increase steeply with time and after t = 20 min the growth becomes 
gradual. This result indicates that agarose gelation starts from a nascent network formed 
when the Brownian diffusion of the chains slows down due to cooling below 35 oC. The 
entanglement points of the network act as nuclei for further assembly of the fibers. As 
more agarose fibers leave the sol state and join the assembly, the turbidity increases fast. 
This can be interpreted from the rapid increase of the correlation length (pore size for 
trapped solvent) and mass/length ratio of the fibers in the assembly as indicated in Figure 
5.2b and Figure 5.2c. Meaningful data for these two parameters is available for t > 10 min. 
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From Figure 5.2c, fiber radii do not change much as the mass/length ratio increases with 
time. This implies that, fiber assembly in the early stage of gelation is quite loose and 
becomes more and more tightly packed due to the aggregation of the fibers upon gelation. 
Such a kind of aggregation will first slow down and finally stop because further 
aggregation requires the dissociation of existing junctions whereas the dissociation energy 
barrier is very high. This is shown in stage III. In this stage, the increase of all the 
parameters has slowed down to become very gradual. WLE and correlation length have 
leveled off while the absorbance still increases with time. It appears that this stage 
concerns the refining of the network (for example, association of the dangling agarose 
chains to the fibrous network). The increase of the absorbance should mainly be due to the 
slight thickening of the network fibers. 
 
Gelation kinetics was also studied using rheology, in which the temperature course was 
programmed in advance to strictly follow the temperature course shown in Figure 5.2a. 
The result is shown in Figure 5.2d and gelation rate can be characterized by the time rate 
of variation of storage modulus, G’ given by dG’/dt. In the initial sol state, G’ is extremely 
low. When gelation starts, fiber junctions appear and serve as the permanent nodes of the 
network. This causes G’ to rise steeply with time. The time rate of variation of dG’/dt 
shown in Figure 5.2d indicates that gelation in the time duration corresponding to stage II 













5.3 IDENTIFICATION OF GELATION MECHANISM 
 
Now it is commonly accepted that agarose gelation occurs through a phase separation 
mechanism [3-5, 7]. However, there still remains a matter of controversy about what its 
mechanism may be – spinodal decomposition (SD) or nucleation and growth (NG). Most 
researchers infer the underlying mechanism using static light scattering techniques (SLS) 
[3-5]. For example, Manno et al [3] considered spinodal decomposition, conformational 
change and cross-linking as the three factors whose kinetic competition plays a central 
role in determining the final gel topology. In a 2% agarose solution, upon quenching to 
relatively high setting temperature (46.5oC) spinodal decomposition occurs first and 
subsequent helix transition and cross-linking are promoted in the polymer-rich phase. 
Upon quenching to relatively low setting temperature (31oC), helix transition is the fastest 
process and demixing is kinetically inhibited by cross-linking from the very beginning. 
However, these conclusions are somewhat contradictory to those obtained by Feke and 
Prins [4]. They found that for a 1% agarose solution, at low quenching temperature 
(25.5oC), light scattering intensity distribution supports spinodal decomposition process 
while at high quenching temperature (41oC) above the spinodal temperature, nucleated 
process would be more reasonable. Matsuo et al [5] studied agarose solutions of 
concentrations of 1% to 2.5%, which upon quenching to 25oC to 45oC suggest the initial 
stage of gelation to be spinodal decomposition. The existence of at least three different 
versions of spinodal decomposition implies that the gelation mechanism needs to be 
reevaluated. As suggested by Guenet [7], the occurrence of correlation peak and the time 
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evolution of scattered intensity at low angle alone can not give a conclusive proof of 
spinodal decomposition. 
 
Dynamic light scattering (DLS) is also used to study the sol-gel transition in several 
systems such as associating polymer solutions [16], polymer cluster solutions [17], 
thermoreversible gelling solutions [18-23]. The normalized intensity autocorrelation 
function of the scattered light is measured and is used to calculate the normalized time 
correlation function of the scattered elastic field, g1(q,t), which is identified with the 
dynamic structure factor S(q,t). In sol-state, S(q,t) is single exponential and the relaxation 
rate is related to the co-operative diffusion coefficient, Dc. As sol-gel transition proceeds 
in the system, the decay of S(q,t) is more complicated with an initial exponential decay 
followed by a stretched exponential. The characteristic time of the stretched exponential 
diverges to infinity as the system set to a gel. Polystyrene latex particles are also used as 
probe particles to follow the evolution of diffusion coefficient during sol-gel transition and 
the microscopic viscosity in the environment of the probe particle is used to characterize 
the sol-gel transition. However, following the kinetics of gelation using DLS is 
complicated by multiple scattering and also large fluctuations in intensity and relaxation 
time due to the onset of the gel network [3b]. 
 
In this study I use a different approach to identify the gelation mechanism. A crucial 
difference between SD and NG is the existence of an induction time before the occurrence 
of the phase separation. If phase separation takes place through a nucleation and growth 
mechanism, an induction time should not only exist but also conform to the rules of the 
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nucleation theory. This criterion is applicable for most NG predominant processes [24] 
including the gelation of organogels [15]. 
 
As shown in Figure 5.2a, the quench rate is not constant and it becomes lower and lower 
when the sample temperature approaches the quench bath temperature. In such a case, 
gelation already occurs before the system approaches the final setting temperature. To 
clarify whether there really exists an induction time before phase separation, the same 
system was studied by ARES using a modified quench scheme. Employing the Peltier 
effect, ARES can achieve a constant quench rate as large as 30 oC/min. Meanwhile, ARES 
can detect the response of the sample under a very small strain (0.1%) so that the gel 
structure will not be destroyed during the measurements. Therefore ARES is the ideal 
equipment for checking the existence of the induction time. To explore this aspect of 
gelation mechanism, 0.5% w/v HM agarose gel was first heated up to 90 oC (well above 
Teq, the melting temperature) to ensure that the gel was completely melted. The sol was 
then quenched at a cooling rate of 30 oC/min to different final setting temperatures (21 oC 
to 27 oC). The storage modulus was monitored along with the temperature ramp to 
measure the induction time. 
 
As shown in Figure 5.3a, the induction time ti can be clearly detected when the quench 
rate is maintained as large as 30 oC/min. According to 3D nucleation models, the 
nucleation rate J, the number of critical nuclei generated per unit time-volume can be 














    (5.1) 
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    (5.2) 
where k denotes Boltzmann's constant, T is temperature, Ω is the volume of growth units, 
B is a constant for a given system, f is the factor describing the structural correlation 
between foreign bodies and the nucleating phase [25], ∆Hdiss denotes the molar dissolution 
enthalpy of the nucleating phase, Teq is the melting point for the 0.5% w/v HM agarose gel 
(~334.2 K according to our measurements) and T is the final setting temperature. If 
agarose gelation is initiated through the nucleation and growth mechanism [26], one 
should have ti ~ 1/J and according to Equation (5.1), I should have a linear relationship 
with ln(ti) ~ 1/(kT)3(∆µ/kT)2. Using Equation (5.2), I should have ln(ti) proportional to 
Teq2/T.∆T 2. As shown in Figure 5.3b, I indeed obtain such a linear relationship in 
agreement with similar results for organogels (vide Figure 3 of Ref. 15b). This result 
supports that the formation of the HM agarose gel is initiated through a nucleation and 
growth process. 
 
Based on the above discussion, I may reinterpret the gelation kinetics in terms of phase 
separation as indicated schematically in Figure 5.4. Upon quenching, agarose gelation is 
initiated through a nucleation and growth mechanism, leading to many nuclei dispersed in 
the sol (state b in Figure 5.4). In this case, the correlation length is assigned to the average 





Figure 5.3 (a) Gelation kinetics of HM agarose solution (0.5% w/v, quench to 21oC at 30 
oC/min). (b) The plot of ln(ti) ~ Teq2/T.∆T 2. The dotted line is the linear fit.  
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As the gelation progresses, the nuclei tend to grow and form a network of nucleated 
phase. The nucleated phase tends to coagulate so as to minimize the interface between the 
nucleated phase and the mother phase in order to reduce the interfacial free energy. 
However, inhibited by the rigidity of the agarose chains [28, 29] and due to the 
aggregation of these chains within the nucleated phase, large scale coagulation is unlikely 
to occur. Hence the nucleated phase locally merge leading to a continuously increasing 
correlation length, in other words, pore size increases with time. In the initial stage of the 
gelation (stage bÆcÆd, Figure 5.4), the local coagulation of nucleated phase readily 
occurs, causing the WLE and hence the correlation length to increase steeply with time 
(Figure 5.2b). However, in the later stage of gelation (stage dÆe, Figure 5.4), most 
agarose chains are immobilized in the fibrous junctions and local coagulation becomes 
rather difficult. In this situation, aggregation of surrounding agarose chains from the 
polymer-poor phase to the fibrous framework leads to gradually increasing absorbance 
(Figure 5.2a) and G’ (Figure 5.2d) while the correlation length keeps almost constant 
(Figure 5.2b). To summarize, the agarose gelation is initiated by a nucleation and growth 
mechanism. Kinetics of the gelation is determined by the formation of nuclei, growth of 
the nuclei forming a network of the nucleated phases, aggregation of agarose chains 
within the nucleated phase, and the local coagulation of the nucleated phase tending to 




















Figure 5.4 Schematic representation of agarose gelation. 
 
5.4 MOLECULAR DYNAMICS SIMULATION OF AGAROSE 
GELATION 
 
5.4.1 United-Atom Langevin Dynamics Simulations 
 
United-atom Langevin dynamics simulations were performed in this study to gain more 
insights into the agarose gel network formation. Principles of united-atom Langevin 
dynamics simulations have already been given in detail elsewhere [30-31]. Here I briefly 
outline the simulation principles. It is commonly accepted that in the sol state agarose 
chain assumes a random coil conformation while after quenching to a quite low 
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temperature (say, 20oC), random coil changes to helical string (single or double helix) 
quite fast [32]. Since whether agarose chain assumes a single helix or a double helix will 
not change the nature of gelation (i.e. association of rigid helical strings), to incorporate 
just enough details to visualize string-string association without impeding the efficiency 
of the simulation, I assume that agarose chains assume a single helix 
conformation(Figure 5.5a). The united-atom model is chosen to simplify the agarose 
string as a sequence of helical segments evenly separated by solvated ‘soft’ portions 
(Figure 5.5a). Ratio of the repeat units included in helical segments to those included in 
solvated ‘soft’ portions is evaluated by our solubility vs. temperature data. As shown in 
Figure 5.5a, every two repeat units in the helical segments are treated as one bead in a 
bead-spring model while the solvated ‘soft’ portions are treated as inter-segmental bonds 
(presented as dashed line between beads) (Figure 5.5a). Such consideration reflects such 
a straightforward idea: only repeat units included in the helical segments can associate 
with each other while repeat units in the solvated portion will not contribute to any 
association. With this consideration, typical chain length in our simulations is 160 united 
atoms. For the actual computation, reduced units are used throughout and all data 
presented here are expressed in terms of the reduced units. The units have been 
renormalized to a united-atom mass m of 1, an equilibrium bond length r0 of 1, and a 
Lennard-Jones interaction strength ε of 1. It follows that the reduced temperature, T*, is 
equal to kT/ε, the reduced energy is E/ε, and the reduced time t* is equal to 2/ σε mt . 
As shown in Figure 5.5b, bonds inside the helical segments are intrinsically rigid and it is 
the bond angle 2θ  that changes the most during the simulation. To achieve meaningful 
results, the magnitude of the force field parameters is evaluated through the data set of 
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gyration radius and melting points. In this simulation, all the simulation systems are 
corresponding to 2% w/v aqueous agarose solution. 
 
 
Figure 5.5 United-atom model of agarose helical string. 
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5.4.2 Gelation Kinetics 
 
MD simulation shows that the gelation can be clearly divided into two stages: nucleation 
stage (Figure 5.6) and fiber formation stage (Figure 5.7). In the later stage, fibers are 
formed through parallel association of polymer chain while the interconnection of the 






Figure 5.6 Nucleation stage during gelation (2% w/v at 500K). Some nuclei are 




Figure 5.7 Fiber formation at t*=2000 (2% w/v at 500K). Upper: global snapshot; Bottom: 
magnified portion illustrating branching and parallel association. 
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5.4.3 Network Coarsening 
 
5.4.3.1 Merging and Straightening 
 
With GROMACS, long-term MD simulation for agarose gelation has been conducted. 
Surprisingly, it was found that, after extremely long period of time, coarsening 
phenomena occurred, leading to a quite loose network structure (Figure 5.8 and Figure 
5.9). 
 
5.4.3.2 Characterization of Coarsening by Fractal Index 
 
Background and Theory [33-34] 
Considering a line, if I subdivide the line in half then it takes two segments to recreate the 
original line. If I subdivide the line into four pieces it takes four of them to cover the line. 
Therefore, if I have a line segment of length s, the number of segments that will cover the 
original line is given by N(s) = (1/s)1.  
 
Similarly, if I subdivide a square with smaller squares with 1/2 the side length then four 
of these smaller pieces will form the original square. If I subdivide the square into smaller 
squares each with 1/4 of the side length, then it takes sixteen of them to form the original 
square. As above I can write an expression for the number of pieces I need of size s to 










Figure 5.9 Network coarsening through straightening. 
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Again, for a cube, N(s) = (1/s)3. The exponents 1, 2, and 3 can be generalized to N(s) 
= (1/s)D, where D is the dimension. If I take logarithms of both sides I have, log(N(s)) 
= D log(1/s). In other words I can estimate the dimension by plotting log(N(s)) against 
log(1/s) the slope of which is the dimension, if it isn't an integer then it's a  fractional 
(fractal) dimension (Df).  
 
Topology evolution with time in term of fractal dimension  
3D coordinates of all the atoms for every snapshot can be obtained after simulation. 
Using box-counting strategy [33-34], Df – t* for every moments, thus leading to the 
evolution curve of Df  with time. 
 
 
Figure 5.10 Fractal index (Df) vs. reduced time (t* ) (2% w/v at 500K). 
 
From the Df - t* plot, I immediately find that Df drops very fast in the initial stage but 
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levels off after t*=75000. Combined with the results shown earlier (Figure 5.9), it 
turns out that in the later stage of gelation after t*=75000, although straightening and 
merging of fibrils were still occurring, these processes did not lead to significant 
fractal dimension change.   
 
5.4.3.3 Experimental Evidence of Network Coarsening 
 
Gelation process until pseudo-equilibrium state has been discussed in earlier sections. 
Here below I focus on experimental evidence of coarsening. Inspired by the finding 
from long-term MD simulation, I put 0.2% w/v and 0.5% w/v HM agarose aqueous 
solution in the refrigerator under 4oC.* Surprisingly, it was found that, for 6 month, 
coarsened network structure did appear (Figure 5.11). Thickened fiber bundles (Figure 
5.12) and orientation of these bundles (Figure 5.13) can be observed. 
 
5.5 COMPLETE PICTURE OF GELATION PROCESS 
 
With the evidence of network coarsening obtained from both simulation and 
experiments, understanding of the agarose gelation can be extended. Figure 5.14 
illustrates a complete process of agarose gelation. Besides induction stage, gelation 
stage, and pseudo-equilibrium stage, final coarsening stage has been included.
                                                        
* In practical applications, 2% w/v is a moderately high concentration. To promote coarsening 






Figure 5.11 Coarsened network formed under 4oC after 6 months. Upper: 0.2% w/v 





Figure 5.12 Microscopy images of coarsened network structure of 0.5% w/v HM gel 







(a) θ = 0o 
 
 






(c) θ = 60o
 
 
(d) θ = 80o
Figure 5.13 Polarized images of orientated fiber bundles of coarsened HM gel 





Figure 5.14 Schematic presentation of the complete picture of agarose gelation 
process. 
 
5.6 ELECTROPHORETIC MOBILITY MEASUREMENTS 
 
The validity of the determination of the pore size by turbidity measurements was 
verified by using electrophoresis. The pore sizes calculated using WLE are for the 
gels equilibrated for 24 hours. Table 5.1 shows the results for gel electrophoresis. 
Figure 5.15 compares the pore sizes obtained from WLE and gel electrophoresis 
methods. Both methods show a distinct trend of decreasing pore size with increasing 
concentration. This result shows that both methods are valid to determine agarose 
pore sizes and distinct trend related to them. The disparity in pore size obtained by the 
two methods may be attributed to the difference in the preparation method of agarose 
gel and lack of temperature stabilization in electrophoresis over several hours. 
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Another problem with the gel electrophoresis method is the difficulty to obtain 
vanishing electric fields. The inaccuracy may be accounted for by the fact that the 
µE→0 values are estimated from a linear plot for significant electric fields. Also any 
variations in the parameters assumed such as free solution mobility, µ0, persistence 
length, P, will significantly affect the calculated value of pore size. Compared to 
electrophoresis, the WLE method enables measurement of pore size in a wide range 
of concentration and temperature which are of general interest in various applications. 
It is also a fast and non-invasive method where the gel structure is the least affected 
by the experimental tools. 
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Figure 5.15 Comparison of results obtained by WLE method and electrophoresis. The 













3 6.79 220  
5 4.56 233  
7 3.27 233  
9 2.38 226  
0.5% w/v 
11 1.80 217 226 
     
3 3.96 168  
4 2.88 165  
5 2.23 163  
1.0% w/v 
6 1.63 152 162 
     
2 3.84 135  
3 2.43 132  
4 1.69 127  
1.5% w/v 
5 1.25 122 129 
 
Table 5.1 Results for gel electrophoresis. 
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5.7 COMPARISON OF HM AND LM AGAROSE GEL 
 
Figure 5.16 is the plot of variation of WLE with time as gelation sets in when the 
cooling rate shown in Figure 5.2a is used for HM and LM agarose of same 
concentrations. Since the melting point, Teq, of LM agarose is lower than the HM 
agarose, when quenched to the same temperature, T, the induction time for LM 
agarose must be larger than for LM agarose of same concentration. This has been 
observed for both 0.5% w/v and 1% w/v concentrations.  
 
The pore size determined by turbidity measurements after equilibrating the samples 
for 24 h at the room temperature was verified by using electrophoresis [35-36]. Bio-
Rad  EZ load 1 kB molecular ruler was used to determine the electrophoretic mobility, 
µ, for electric field strength, E, in the range 0.7 to 5.0 V/cm. By extrapolation, µE→0 
can be obtained for different DNA chains of base pair length, M. The pore size can be 
calculated using the expression , where b = 0.34 nm is the inter-
base pair distance along the DNA helix, P = 50 nm is the persistent length of the 




E )/MbP( µµξ →=
0 = 4.3 × 10-4 cm2V-1s-1 is the intrinsic 
mobility of DNA in TBE buffer solution. This model is valid only for DNA molecules 
of chain length much larger than the pore size. This restriction along with the 
requirement that E→0 results in very long durations of electrophoresis (typically 
several hours). In comparison, pore size determination using absorbance 
measurements is a fast and non-invasive method.  
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The absorbance measurements are useful in pore size determination of agarose gel 
over a large concentration and temperature range. This is shown in Figure 5.17. The 
pore size increases with the setting temperature due to melting of the weak junctions. 
With increase in concentration, the pore size decreases due to increased rate of 
nucleation and closer packing of the chains. However, the exponent ν in the scaling 
law for variation of pore size ξ, with concentration, C, namely ξ ~ Cν, does not follow 
the percolation theory of gelation. The chemical gels obey the prediction of the 
percolation model with ν≈ 0.7. Our results suggest ν being ~ 1.6, which is not 
uncommon in the case of physical gels [37]. Dynamic light scattering (DLS) is 
generally used to study the dynamics and relaxation processes in sol-gel systems [37]. 
The normalized intensity autocorrelation function of the scattered light is measured 
and used to calculate the dynamic structure factor. From the evolution of the dynamic 
structure factor with the sol-gel transition, the various relaxation modes can be 
analyzed which characterize the viscoelastic properties of the sol-gel system. The pore 
size can be calculated from the diffusion coefficient of the fast mode. Though a 
powerful technique, DLS measurements are complicated by large fluctuations in 
intensity and relaxation time as gelation progresses and multiple scattering if the 
concentration is large. Comparatively, absorbance measurements are fast, less 




Figure 5.16. Variation of WLE with time of HM and LM agarose of concentrations. a: 
 






Figure 5.17 Variation of pore size of HM and LM agarose with concentration for 
various setting temperatures. 
 
5.8 CREATING NANOSTRUCTURED MATERIALS BY 




Nanostructured materials are of crucial importance in electronic, photonic and life 
sciences and technologies. In the words of E. O. Wilson, the greatest challenge today 
in all of science is how to accurately and completely describe complex system. 
Scientists have broken down many complex systems and have learned most of the 
elements and forces of them; they now have the next task to reassemble them [38]. 
Recently, Stellacci F. outlined more clearly that, for material scientists, the task of 
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reassembling basic elements now is shifting focus from as-synthesized nanoparticles 
(first generation) and their single-component assemblies to particles derived from the 
first-generation ones and supracrystals of different particles [39]. To achieve this goal, 
nano-assembly, or bottom-up approach will still serve as a crucial role. I have noticed 
that, a wealth of processes in nature occur through a nucleation and growth based 
mechanism and materials formed in this way can have very striking properties. 
Typical examples included spider silk, human teeth and gels of natural biopolymers 
[40]. If the quantitative understanding of the underlying nucleation and growth 
mechanism could be achieved, a rapid development of the second-generation 
nanostructured materials should be expected. However, to date, nucleation and growth 
in many ways continued to be more like an art than a science although in recent years, 
much efforts has been devoted to this issue [41].  
 
It was the purpose of this section to make a step-forward advance in the quantitative 
understanding of complex nucleation and growth systems and to demonstrate how to 
employ the newly achieved knowledge to create materials with desired nanostructures. 
Formation of the complex agarose network was used as the typical example, which 
was studied by a multiple in situ technique and also molecular dynamic simulation as 
well. It was found that agarose gelation, whole underlying mechanism remains elusive 
for almost thirty years, turns out to be initiated through a nucleation and growth 
mechanism. And surprisingly, supersaturation driven micro/nanostructure correlation, 
whose application previously only limited to nanocrystal fiber networks [15] and self-
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organized structures of hard tissues [42] can be extended to biopolymer gelation. 
Based on the newly developed knowledge in this study and also advances previously 
achieved by our group, some guidelines for the fabrication of the second-generation 
nanomaterials were discussed. 
 
5.8.2 Kinetic Effect of Supersaturation on 3D Interlinking Network 
Formation 
 
As shown in Figure 5.18a, employing the Peltier effect, ARES can achieve a constant 
quench rate as large as 30oC/min. Meanwhile, ARES can detect the response of the 
sample under a very small strain (0.1%) so that the gel structure will not be destroyed 
during the measurements. Therefore ARES is the ideal equipment for checking the 
existence of the induction time. To explore this aspect of gelation mechanism, LM 
agarose gel was first heated up to well above the melting temperature to ensure that 
the gel was completely melted. The sol was then quenched at a cooling rate of 
30oC/min to different final setting temperatures. The storage modulus was monitored 
along with the temperature ramp to measure the induction time. 
 
As shown in Figure 5.18a, the induction time ti can be clearly detected when the 
quench rate is maintained as large as 30oC/min. As presented in section 5.3, the 
nucleation rate J, the number of critical nuclei generated per unit time-volume can be 

























diss −=∆∆∆≅∆ ,µ  (5.4) 
where k denotes Boltzmann's constant, T is temperature, Ω is the volume of growth 
units, B is a constant for a given system, f” and f  is the factor describing the structural 
correlation between the substrate and the nucleating phase, ∆Hdiss denotes the molar 
dissolution enthalpy of the nucleating phase, Teq is the melting point. For the 0.5% 
w/v and 2% w/v LM agarose gel, Teq are ~334.2 K and ~338.0 K respectively 
according to our measurements. T is the final setting temperature. If agarose gelation 
is initiated through the nucleation and growth mechanism, one should have ti ~ 1/J 
and according to Equation (5.3), I should have a linear relationship with ln(ti) ~ 
1/(kT)3(∆µ/kT)2. Using Equation (5.4), I should have,  






−∆= ρ )   (5.5) 
with  
3
..16 223 disscf Hk ∆Ω= πγρ
    (5.6) 
As shown by linear segment I and I’ in Figure 5.18b, I indeed obtain such a linear 
relationship in agreement with similar results for organogels. This result supports that 










Figure 5.18 (a) Gelation kinetics of LM agarose solution (2% w/v LM agarose 
aqueous system, quench to 30oC at 30oC/min). b) The plot of ln(ti) vs. Teq2/T.∆T 2 for 
0.5w/v and 2% w/v LM agarose aqueous systems. The solid lines are the linear fit. (c) 
The plot of ρ .f vs. T.  For 2% w/v LM, T* is approximately 301.6 K (28.6oC). Final 
temperatures of 2% w/v LM agarose refers to top coordinates while final temperatures 
of 0.5% w/v LM agarose refers to bottom coordinates. 
 
This study has extended the application scope of the 3D nucleation theory outlined by 
Equation (5.3) to the gelation of macromolecular gelators. Previously, the 3D 
nucleation theory was normally applied to small molecule systems, in particular, 
crystallization systems [15, 42].  However, in this study, our results indicate that this 
theory is also applicable to gelation of macromolecules, at least for the thermal 
reversible gelation of chain-type macromolecules. It turns out that macromolecules at 
the early stage of the gelation behave very similar to small molecules. It is probably 
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because, at the early stage of gelation (nucleation stage), only a very small fraction of 
polymer segments are included in the nucleated phase and the whole chain still have 
quite large extent of freedom. However, lack of powerful experimental approach 
prevented people from accurately detecting induction time of gelation processes. Only 
recently, small-deformation rheological technique makes such detection become 
possible and it was soon applied to study nucleation behavior of organogels [15]. 
 
In this study, concrete evidence supporting the kinetic effect of supersaturation can be 
identified from the ln(ti)  vs. Teq2/T.∆T 2 plot. According to Equation 10, for a given 
system (ρ, B ≈ constant), I can analyze the change of the structure correlation between 
the substrate and the nucleating phase in terms of the variation of the slope. 
According to 3D nucleation theory [25, 26], nucleation on substrates having larger f 
corresponds to a higher degree of orientation freedom (or a larger entropy). Specified 
to agarose gelation systems, larger f corresponds to the case in which daughter strings 
have a higher degree of mismatch with parent strings, and therefore leading to a 
higher degree of branching. After quenching to the same temperature, it is well known 
that agarose gel prepared from 2% w/v agarose solution is much stronger than that 
prepared from 0.5% w/v agarose solution. As shown in Figure 3c, the depicted curve 
I’ corresponding to 2% w/v agarose solution assumes a much larger slope (ρ.f ≈ 43.0) 
than the slope of the curve I corresponding to 0.5% w/v agarose solution (ρ.f ≈ 28.0). 
It turns out that stronger gel prepared from agarose solutions with higher 
concentration is not only due to more agarose molecules incorporated into the agarose 
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network but also probably much more importantly due to the denser networks caused 
by larger degree of branching. When aqueous systems with different agarose 
concentration are quenched to different final temperatures, the temperature difference 
actually leads to supersaturation difference. Supersaturation (σ ) can be evaluated as 
. If supersaturation does play a key role in promoting structural branching, 
for an aqueous system with fixed agarose concentration, when the final temperature is 
lowered into a certain regime leading to a significant supersaturation enhancement, I 
should also observe the slope variations similar to the slope variations between curve 
I and I’. With these considerations, I conducted some additional measurements in 
which final temperatures were extended to much lower values. As shown in Figure 
5.18b, I obtained another two linear segments, curve II and curve II’. It is evident that, 
for both aqueous systems of 0.5% w/v and 2% w/v LM agarose, within the range of 
supersaturations where experiments were carried out, two straight lines with different 
slopes intercept one another, dividing the space into two regimes. With the increase of 
the supersaturation (i.e. with decreasing of T in Figure 5.18c) , the interfacial 
correlation factor f will increase abruptly at a certain supersaturation, corresponding to 
the transition from a relatively ordered and structurally matched to a less ordered and 
structurally mismatched daughter strings / parent strings interface. Since branching is 
of crucial importance to engineering network nanostructure, this finding will greatly 





To visualize the supersaturation driven branching, united-atom Langevin dynamics 
simulations were performed to gain more insights. Results are shown in Figure 5.19. 
It is evident that at relatively higher quench temperature corresponding to a lower 
supersaturation, parallel associations between strings are preferred while at very low 
quench temperature corresponding to a much higher supersaturation, large degree of 
mismatch between strings are promoted, leading to a highly branched 3D structure.  
 
5.8.3 Mismatch Nucleation Mediated Assembly 
 
Mechanical properties of agarose gel is highly dependant on the nanostructure of the 
gel network. For example, elastic modulus (G’) of the agarose gel is significantly 
dependant on the pore size of the gel network. Under the fixed concentration, the 
denser the gel, the higher the elastic modulus. In fact, pore size is determined by the 
fiber branching. Fiber branching by nature is a kind of interfacial mismatch, while the 
latter can be identified as a special case of three-dimensional nucleation (mismatch 
nucleation), when the growing fiber under branching is regarded as the substrate 
(Figure 5.19 and Figure 5.20). Therefore, fiber branching, which is the key factors 
determines the network structure, can be discussed in the theoretical framework of 
nucleation.  Based on the nucleation theory outlined in Chapter 2 (in particular, Figure 
2.10) [25, 26], at very low supersaturations (cf. Figure 5.20, regime A) due to a very 
high energy barrier ∆G*, it is difficult for mismatch nucleation to occur and therefore 
aqueous agarose system remain at the ‘sol’ state as a whole. As illustrated in Figure 
5.20, mismatch nucleation can only take place when the supersaturation is larger than 
a critical value σc. With the increase of supersaturation, the barrier of mismatch 
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nucleation, ∆G*, will drop rapidly (cf. Equation 5.3), and the interface structural 
match between the parent strings and the daughter strings will deviate from the 
optimal structural match position. At relatively low supersaturations in regime B of 
Figure 5.20, exponential term is predominant. On the one hand, since mismatch 
nucleation, ∆G*, is still quite high, nucleation rate J is rather low. In other words, 
branching sites is not abundant. On the other hand, to obtain an enhanced nucleation 
rate, nucleation process with a low f is favored. That is, small degree mismatch 
between the daughter strings and the parent strings is more preferable. Combine the 
above two effects, at relatively low supersaturation regime, looser gel network will be 
promoted. Typical string assembly pattern is illustrated in Figure 5.19a. Inset at the 
top right corner is the AFM image for 2% w/v LM agarose gel formed by being 





Figure 5.19 Output of United-atom Langevin dynamics simulation (molecular 
population is corresponding to 2% w/v LM agarose aqueous system). (a) T*=1.2, 
t*=1500. Top right corner: AFM image for 2% w/v LM agarose gel formed by being 
directly quenched to 22oC. Fresh fractured gel surface was carefully detected beneath 
DI water. Bottom left corner: AFM image with outlined well aligned string 
associations. (b) T*=0.3, t*=1500. White arrows point out the position with evident 
mismatching. Within this figure, T* is the reduced temperature and t* is the reduced 
time. 
 
At high supersaturations, pre-exponential term in Figure 2.10 becomes more 
important. On the one hand, corresponding to a higher mismatch nucleation rate J, 
more branching sites are available; On the other hand, to gain an enhanced nucleation 
rate, now nucleation process with higher f and f” are favored. In other words, large 
degree mismatch between the daughter strings and the parent strings becomes more 
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preferable. Combine the above effects, then denser gel network will be promoted, as 




Figure 5.20 Illustration of mismatch nucleation. 
 
5.8.4 Fabrication of Gels with Enhanced Properties 
 
According to previous studies carried out by our group, structural mismatch normally 
can be significantly enhanced or suppressed by the addition of specific additives into 
the nucleation system. Typical examples includes using trace amount of EVACP to 
promote branching of crystal networks [43], using anti-freeze protein to suppress ice 
formation [44], and using various types of proteins to control biomineralization [42a]. 
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Following this route, initially I also attempted to use many kinds of chemicals as 
additives to promote branching in order to create agarose networks with significantly 
modified properties. Such chemicals include different surfactants, various kinds of 
hydrophilic nanoparticles and quantum dots, and several kinds of hydrophilic 
biopolymers. Unfortunately, to date, no significant progress has been achieved. 
Although the fact does not necessarily mean that this approach is intrinsically non-
effective, it does remind me that probably I need to explore another approach to 
achieve the same goal. The finding of the supersaturation driven mismatch leading to 
self-epitaxial nucleation mediated assembly immediately enlightens me that 
temperature, although it is not a kind of materialized additive, has very similar 
function as previous materialized agent and therefore can be regarded as an additive. 
However, different from all the materialized additives, the additive of temperature has 
to be employed through well-designed thermal protocol. To achieve agarose gels with 
significantly enhanced properties, in particular, rheolgical properties, I designed a 
thermal protocol as follows. First, 2% w/v aqueous agarose system (sample A) is 
quenched to 5oC at a quench rate of 30oC/min. And then the whole system is set at 
this temperature until it achieves its quasi-equilibrium state. After that, the sample is 
fast heated back to room temperature since most applications require the sample to 
work at room temperature. Just for comparison, another sample (also 2%w/v aqueous 
agarose system, sample B) is directly quenched to room temperature to form a gel. As 
I expected, I obtained much stronger gel from sample A while gel from sample B is 
relatively weak. As shown in Figure 5.21a, sample B required an extremely long 
period of time to achieve its quasi-equilibrium state; but its elastic modulus at this 
state is quite low ( Pa, cf. inset of Figure 5.21a). For sample A, the 
case is very different. The system requires a very short time (~2000 sec) to obtain its 
4' 1094.1 ×≈∞G
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quasi-equilibrium state and  is much higher ( Pa, cf. inset of Figure 
5.21b). Significant structure difference is also reflected by the results from dynamic 
strain sweep. It is well approved from our previous studies that stronger gel is with 




0γ ). When the stain exposed 
on the gel exceeds 0γ , the gel will be broken, leading to a rapid drop of . As shown 
in Figure 5.21c and 5.21d, final gel formed from sample B is quite weak and soft. 
Therefore its critical strain (
'G
%160 ≈γ ) is almost twice as the critical strain ( %90 ≈γ ) 
corresponding to sample A. These results strongly supported that, at very low quench 
temperature corresponding to a very high supersaturation, wide-angle self-epitaxial 
nucleation is promoted, leading to a highly branched 3D network structure. And this 
structure can be maintained even the gel is heated back to room temperature.  
 
It is interesting to find that, corresponding to rapidly ramping-up temperature curve, 
there appears an abrupt downward turn in the G’ evolution curve in Figure 5.21b. To 
elucidate the details occurring in this turn and also to obtain some more direct proofs 
to support our designed protocol, I carried out another long-term in situ correlation 

















Figure 5.21 Short-term in situ rheological testing of 2% w/v aqueous agarose systems. 
(a) Elastic modulus (G’) evolution curve along with gelation for sample B (directly 
quenched to room temperature) (b) Elastic modulus (G’) evolution curve along with 
gelation for sample A (first quenched  to 5oC at 30oC and then heated back to room 
temperature). (c) G’ response curve in the strain sweep testing for final gel formed 
from sample B; (d) G’ response curve in the strain sweep testing for final gel formed 
from sample A. 
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Correlation length actually characterizes ‘mesh size’ of a gel. The results are shown in 
Figure 5.22. I can find that mesh size of gel will not change even the gel formed at a 
certain final temperature was heated back to room temperature for 7 days. This result 
implies that, corresponding to the abrupt downward turn in the G’ evolution curve in 
Figure 5.21b, only very limited melting process was occurring to the gel fibers and the 
topological features of the gel fibrous network remains stable. On the other hand, as 
shown by the inset plot in Figure 5.22, I can get the critical temperature ( *T ) at which 
mesh size is significantly changed. As shown in Figure 5.22, *T is about 28.3oC. This 
value is very approximate to the *T  obtained from 3c ( 6.28* ≈T oC). This result 
strongly supports that, at relatively low supersaturations the small-angle self-epitaxial 
mismatch is promoted, leading to quite loose network structure. However, when the 
supersaturation exceeds a critical value, the wide-angle self-epitaxial mismatch is 
promoted, leading to a much denser network.  
 
Figure 5.22 Plot of correlation length vs. final temperature of the long-term in situ 




Kinetics and the evolution of the agarose gel topology are discussed in this study. 
Using aqueous high melting (HM) agarose solution (0.5% w/v) as the model system, I 
find that the gelation process can be clearly divided into three stages: induction stage, 
gelation stage, and pseudo-equilibrium stage. Gelation mechanism has been 
investigated using rheological measurements. When a quench rate as large as 30 
oC/min is employed, the induction time for the nucleation process can be distinctly 
identified even when the sample is quenched to very low temperatures (e.g. 21 oC). 
The linear relationship between ln(ti) and 1/(kT)3(∆µ/kT)2 supports that the agarose 
gelation is initiated through a nucleation and growth mechanism. A schematic 
representation of the three stages of the gelation process is given. Aggregation of 
agarose chains promoted in the nucleated phase is evident from the increasing 
mass/length ratio of the fiber bundles. Continuously increasing correlation length 
(pore size) may be attributed to the coagulation of the local nucleated phases so as to 
approach the global minimum of the free energy of the gelling system. Finally, 
measurement of the correlation length by WLE method is verified by gel 
electrophoresis. 
 
Quantitative understanding of the nucleation and growth are of great significance for 
the fabrication of the second-generation nanostructured materials. Using agarose 
gelation as a typical example, the purpose of this study was to achieve a step-forward 
 150
advance in the quantitative understanding of complex nucleation and growth systems. 
Agarose gelation was studied using multiple in situ experimental techniques including 
small-deformation rheology, turbidity spectrum, and fluid atomic force microscopy 
(AFM). Underlying mechanism of the agarose gelation was identified. It turns out the 
gelation initiates through a nucleation and growth mechanism. Surprisingly, it was 
found that, according to the 3D nucleation theory, supersaturation driven 
micro/nanostructure correlation, which previously was applied only to nanocrystal 
fiber networks and self-organized structures of hard tissues, can be extended to 
biopolymer gelation. Combined with earlier advances achieved by our group, 
knowledge obtained in this study facilitates me to provide some guidelines for the 
fabrication of the second-generation nanomaterials from the point of view of 
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CHAPTER 6  




6.1.1 Understanding and Fabrication of Surfactant Free Polymeric 
Nanoparticles 
 
Preferential solvation of polymer molecules and strong EPD-EPA interaction 
between solvent and nonsolvent molecules were found of great significance in the 
fabrication of two kinds of aromatic polyimide nanoparticles.  
 
Selection of suitable polymer/solvent/nonsolvent combinations have been conducted. It 
was found that two aromatic polyimides, P84 and Matrimid, resulted in very stable 
nanoparticle dispersions. Surfactant free yet stable polyimide nanoparticles were prepared 
using a liquid-liquid phase separation method. The significance of this stabilization chain 
was identified by many comparative experiments using different types of molecular 
probes. Preferential solvation of the AP nanoparticles can be qualitatively analyzed using 
quasi-lattice quasi-chemical (QLQC) model. Polarity, donicity and acceptivity of 
solvents/nonsolvents were quantitatively characterized by solvent polarity/polarizability 
(SPP), solvent basicity (SB) and solvent acidity (SA) values, respectively. It was found 
that the stability of the AP nanoparticles can be achieved by the solvation multilayer 
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resulted from a solvation stabilization chain in the form of nonsolventÆsolventÆAP 
(aÆb denotes that component b is solvated by the component a). According to the results 
from systematic comparative experiments, it turns out that, to achieve stable nanoparticle 
dispersions, besides high polarity, high basicity and high acidity are also required for 
solvent and nonsolvent, respectively. This facilitates the solvent molecules in the 
preferential solvation shell (SÆAP) to be further solvated by nonsolvent molecules 
(NSÆS) and then form a complete stabilization chain (NSÆSÆAP). When either of the 
strong EPD or strong EPA is replaced by another type of solvent or nonsolvent, the 
stabilization chain will be weakened and cannot stabilize nanoparticle dispersions. It was 
also found that surfactant free polyimide nanoparticles are stable under relative low 
temperature but unstable under relative higher temperatures.  
 
The formation of aromatic polyimide nanoparticles was found to be governed by a 
nucleation process and therefore the particle size is controlled by the nucleation rate.  
 
Three methods, i.e, FT, BT and UEBT methods, have been developed to prepared 
surfactant free polyimide nanoparticles with different size. It was found that 
supersaturation obtained in the FT method is quite low and a low nucleation rate results in 
the production of rather large particles with quite extensive size distribution (100-300nm). 
In the BT method, the supersaturation is generated in a different way. Fast inter-diffusion 
between droplets and the surrounding ethanol results in a high supersaturation in the 
droplet domain, leading to quite a high nucleation rate. In this situation, I obtained quite 
small nanoparticles with a narrower size distribution (30-100nm). In the UEBT method, a 
very high level of supersaturation can be attained under the intensive local motions 
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induced by ultrasound, resulting in a very high nucleation rate. This effect was found 
extremely useful in the fabrication of sub-50nm polyimide nanoparticles.   
 
6.1.2 Understanding and Fabrication of Biopolymer Gels 
 
 
Agarose gelation process can be clearly divided into three stages: induction stage, 
gelation stage, and pseudo-equilibrium stage. The agarose gelation is initiated 
through a nucleation and growth mechanism. 
 
Kinetics and the evolution of the agarose gel topology have been studied in this work. 
Using aqueous high melting (HM) agarose solution as the model system, it was found that 
the gelation process can be clearly divided into three stages: induction stage, gelation 
stage, and pseudo-equilibrium stage. The induction time for the nucleation process was 
distinctly identified employing rheological measurements. The linear relationship between 
ln(ti) and 1/(kT)3(∆µ/kT)2 supports that the agarose gelation is initiated through a 
nucleation and growth mechanism. A schematic representation of the three stages of the 
gelation process is given. It was also found that aggregation of agarose chains promoted in 
the polymer rich phase is evident from the increasing mass/length ratio of the fiber 
bundles. Continuously increasing correlation length (pore size) may be attributed to the 
coagulation of the local polymer rich phases so as to approach the global minimum of the 
free energy of the gelling system. Finally, measurement of the correlation length by WLE 
method is verified by gel electrophoresis. 
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Supersaturation driven micro/nanostructure correlation, which previously was 
applied only to nanocrystal fiber networks and self-organized structures of hard 
tissues, can be extended to biopolymer gelation. Quantitative understanding of the 
nucleation and growth are of great significance for the fabrication of the second-
generation nanostructured materials.  
 
Using agarose gelation as a typical example, a step-forward advance in the quantitative 
understanding of complex nucleation and growth systems has been achieved in this study. 
Agarose gelation was studied using multiple in situ experimental techniques including 
small-deformation rheology, turbidity spectrum, and fluid atomic force microscopy (AFM). 
Surprisingly, according to the 3D nucleation theory, supersaturation driven 
micro/nanostructure correlation, which previously was applied only to nanocrystal fiber 
networks and self-organized structures of hard tissues, can be extended to biopolymer 
gelation. Combined with earlier advances achieved by our group, knowledge obtained in 
this study facilitates me to provide some guidelines for the fabrication of the second-




Based on the experimental results and the discussion and conclusions presented, following 
the recommendations may be interesting for future investigation to this topic.  
 
6.2.1 Implications of BT and UEBT methods 
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In principle, if proper solvent and nonsolvent are available, the BT method and UEBT 
method should be able to be extended to many other polymers, including biodegradable 
polymers, based on their general thermodynamic nature. The UEBT method may be very 





6.2.2 Implications for Fabrication of Second Generation Nanomaterials 
 
Combined with the advances previously achieved in our group, the newly developed 
knowledge obtained in this study facilitates me to provide some guidelines for the 
fabrication of the second generation nanostructured materials. Firstly, nucleation, which 
occurs at the very early stage of the material formation, has a very profound impact on the 
final structure of the material. Based on this understanding, novel nanostructured materials 
can be explored if I can achieve a complete control throughout the nucleation. As shown 
in Figure 5.18c, the critical temperature *T corresponding to the slope discontinuity is 
around 28.6oC, which is very approximate to the *T obtained from Figure 5.22 
( o3.28* ≈T C). Noting that the former *T is determined by nucleation data while the later 
*T is evaluated from the final gel structures, the fact strongly supports that structural 
impact generated from nucleation stage is so evident that such impact prevails until the 
material reaches its final state. Secondly, template effect plays an important role in the 
nanostructure formation. When template effect is enhanced, regular nanostructure is 
promoted while when template effect is suppressed, irregular/random structure prevails. In 
this study, by enhancing the supersaturation, I successfully suppressed the template effect 
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of the parent strings and therefore promote highly branched 3D network structure. Thirdly, 
template effect can be significantly enhanced or suppressed by the addition of specific 
additives. It is probably the most challenging part of the fabrication of novel 
nanostructured materials. This study and our previous studies indicate that not only 
materialized agents can serve as this role; in many cases, non-materialized additives are 
more effective. In this study, temperature can be regarded as one non-materialized 
additive and its tuning function is realized by well-designed thermal protocol. In fact, 
some other non-material candidates such as electric field, magnetic field, ultrasound and 
so forth can also very effective. 
 
To explore the second generation nanostructured materials, or so called metamaterials [1], 
in the near future, two key issues should be addressed. One is the fabrication of nanoscale 
building block with precisely controlled composition, size, shape, crystal structure, and 
surface chemistry. The other issue is the development of more specific additives. These 
additives are explored to tuning both the potential barriers and structural match of surface-
to-surface integration. If I could explore building blocks with multiple surfaces with 
significantly different surface chemistry and also specific additives corresponding to these 
surfaces, it should be able to expect that a rapid development of the second generation 
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APPENDIX A*
SPP-SB-SA Values of Solvents 
 
 
                                                 
















a Assumed value because it is considered non acid solvent; 
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