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Abstract
The goal of this article is to prove the product formula for parametrized homotopy Reidemeister
torsion. The theorem states that the product of the parametrized Euler characteristic of one ﬁbration
with the parametrized Reidemeister torsion class of another ﬁbration yields the parametrized Rei-
demeister torsion class of the product ﬁbration. In the process of establishing the theorem, several
new products must be deﬁned involving (derivative theories of) parametrizedA-theory and a detailed
description of the coassembly map for parametrized A-theory is included.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Before moving into the statements of the main results, we would like to say a few words
about our motivation for studying this question. The deﬁnition of homotopy Reidemeister
torsion used here is that of [7]. They conjecture that their deﬁnition should become equiv-
alent to that of [9] once their class is pushed into cohomology using the Borel regulator
technique. In fact, we would eventually like to establish a parametrized version of the so-
called Cheeger–Muller theorem (see [5,15]); namely, that our deﬁnition, the deﬁnition from
[9] and the deﬁnition from [1] all agree in cohomology. The recent axiomatization of Igusa
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[11] involving his deﬁnition of torsion and generalized Miller–Morita–Mumford classes
clearly bears on this question as well.
In [12], the authors give a completely algebraic analog of our product theorem. They
establish the fact that the Reidemeister torsion of the tensor product A ⊗ B where B is
contractible is equal to the Euler characteristic of A times the torsion of B. Our goal is to
give a topological lifting of this result to Whitehead spaces.
In [7], the authors construct parametrized notions of Euler characteristic and homotopy
Reidemeister torsion. To begin, they consider Euler characteristic as a point inWaldhausen’s
A-theory space, associated to the sphere bundle of the canonical line bundle. They then
proceed to build a ﬁberwise version AB (E) of this A-theory space, together with a quasi-
ﬁbration
AB (E)→ B
associated to a ﬁbration p : E → B. In this language, the Euler characteristic of p should
be considered as a section of this quasi-ﬁbration (see [7, Section 1]). Similarly, they build
a ﬁberwise analog of K-theory and a linearization map associated to appropriate bundles
over E. This leads to a ﬁberwise notion of Whitehead space WhRB(E), with the homotopy
Reidemeister torsion of p being a section of a similar quasi-ﬁbration
WhRB(E)→ B
which lifts the section representing the Euler characteristic (see [7, Section 7]).
The ﬁrst author [6] has already veriﬁed the expected additivity formula for both the
parametrized Euler characteristic and for the parametrized homotopy Reidemeister tor-
sion. The goal of the current article is to verify the similarly expected product formula for
parametrized Euler characteristic and for the parametrized homotopy Reidemeister torsion.
Moving into speciﬁcs, all ﬁbrations considered here will be perfect ﬁbrations. That is,
the ﬁbers of every ﬁbration mentioned will be ﬁnitely dominated by assumption. We will
also assume the base space B comes equipped with an efﬁcient triangulation, where each
simplex contains only ﬁnitely many subcomplexes. Clearly, this allows any differentiable
compact manifold or ﬁnite CW complex as a choice of B.
The ﬁrst major result is an A-theory product formula for Euler characteristics, relying
upon the external parametrized A-theory product
A : A
(
E1↓ p1
B1
)
∧ A
(
E2↓ p2
B2
)
→ A
(
E1 × E2↓ p1×p2
B1 × B2
)
.
Theorem 1.1. Suppose p1 and p2 are perfect ﬁbrations. Then
A(A (p1) , A (p2))  A (p1 × p2) ,
where  means there exists a natural path connecting these points.
In order to simplify notation, if a ﬁbration p : E → B is equipped with a choice of
bundle of ﬁnitely generated, freeR-modules  : V → E, it will be referred to as a ﬁbration
with ﬂat bundle . The phrase ﬁbration with acyclic ﬂat bundle will then imply the additional
W. Dorabiała, M.W. Johnson / Journal of Pure and Applied Algebra 196 (2005) 53–90 55
condition that H∗(Eb;Vb) is zero for each b ∈ B. For the purposes of our desired product
formula for parametrized Reidemeister torsion, the following corollary is actually the key
result.
Corollary 1.2. Suppose p1 : E1 → B1 is a perfect ﬁbration with ﬂat bundle and p2 :
E2 → B2 is a perfect ﬁbration with acyclic ﬂat bundle. Then
Aacyc(A (p1) , Aacyc (p2))  Aacyc (p1 × p2) .
The next result relies upon the existence of a restricted external multiplication for

(
E
↓ p
B
)
:
acyc : 
(
E1↓ p1
B1
)
∧ acyc
(
E2↓ p2
B2
)
→ acyc
(
E1 × E2↓ p1×p2
B1 × B2
)
.
Theorem 1.3. Supposep1 : E1 → B1 is a perfect ﬁbration with ﬂat bundle andp2 : E2 →
B2 is a perfect ﬁbration with acyclic ﬂat bundle. Then
acyc ( (p1) , 
acyc (p2))  acyc (p1 × p2) .
In Section 6, we will establish the existence of a restricted product pairing
 : 
(
E1↓ p1
B1
)
∧WhR2B2
(
E2↓ p2
B2
)
→WhR1⊗AR2B1×B2
(
E1 × E2↓ p1×p2
B1 × B2
)
,
where WhR2B2
(
E2↓ p2
B2
)
represents the Whitehead space associated to p2. Recall that the
homotopy Reidemeister torsion R2 (p2)may be viewed as a point in thisWhitehead space.
The main result here is the product formula for torsion which generalizes a classical result
of Kwun and Szczarba [12].
Theorem 1.4 (product formula). Suppose p1 : E1 → B1 is a perfect ﬁbration with
ﬂat bundle and p2 : E2 → B2 is a perfect ﬁbration with acyclic ﬂat bundle. Then
R1⊗AR2 (p1 × p2) is deﬁned and
( (p1) , R2 (p2))  R1⊗AR2 (p1 × p2) .
Remark 1.5. Note that in the informal notation of [7], R1⊗AR2 (p1 × p2) and ( (p1) ,
R2 (p2)) both correspond to maps B1 × B2 → WhR1⊗AR2B1×B2 (E1 × E2) (this is a different
version ofWhitehead space). The statement of the product formula then becomes that these
two maps are homotopy equivalent.
The product theorem is deduced as a consequence of Theorem 1.3 in Section 2. The basic
idea, again using the informal notation of [7], is that the following diagram commutes up
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to homotopy:
B Wh
χAacyc(p)
AacycB (E)
B
R (E)τR (p)
2. The product formula
This section is devoted to reducing the proofs of Theorems 1.1, 1.3, 1.4 and Corollary
1.2 to the existence of certain products, which will be deﬁned in Section 6, and several
technical results which will be proven later.
The products we need will be the following:
A
(
E1
↓p1
B1
)
∧ A
(
E2
↓p2
B2
)
A−−−−−−→ A
(
E1 × E2
↓ p1×p2
B1 × B2
)
,
A
(
E1
↓p1
B1
)
∧ Aacyc
(
E2
↓p2
B2
)
Aacyc−−−−−−→ Aacyc
(
E1 × E2
↓ p1×p2
B1 × B2
)
,

(
E1
↓p1
B1
)
∧ 
(
E2
↓p2
B2
)
−−−−−−→ 
(
E1 × E2
↓ p1×p2
B1 × B2
)
,

(
E1
↓p1
B1
)
∧ acyc
(
E2
↓p2
B2
)
acyc−−−−−−→ acyc
(
E1 × E2
↓ p1×p2
B1 × B2
)
,

(
E1
↓p1
B1
)
WhR2B2
(
E2
↓p2
B2
)
∧−−−−−−→ WhR1⊗AR2B1×B2
(
E1 × E2
↓ p1×p2
B1 × B2
)
.
Also in Sections 5 and 6, we will construct natural “coassembly maps”
A
(
E
↓p
B
)
−−−−−−→ 
(
E
↓p
B
)
,
Aacyc
(
E
↓p
B
)
acyc−−−−−−→ acyc
(
E
↓p
B
)
,
and
acyc
(
E
↓p
B
)
ε−−−−−−→ WhRB
(
E
↓p
B
)
.
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We will deﬁne  (p) as the image under the coassembly map  of the parametrized A-
theory Euler characteristic A (p) and similarly for acyc (p). At the end of Section 6, this
will lead to a proof of the following.
Proposition 2.1. Suppose p : E → B is a perfect ﬁbration with acyclic ﬂat bundle. Then
R (p)= 	(acyc (p)).
In Sections 6 and 7 we will establish the following key technical result.
Proposition 2.2. The following diagrams are each commutative up to a natural homotopy:
A
(
E1
↓p1
B1
)
∧ Aacyc
(
E2
↓p2
B2
)
Aacyc−−−−−−→ Aacyc
(
E1 × E2
↓ p1×p2
B1 × B2
)
1∧acyc2

 acyc1,2

(
E1
↓p1
B1
)
∧ acyc
(
E2
↓p2
B2
)
−−−−−−→
acyc
acyc
(
E1 × E2
↓ p1×p2
B1 × B2
)
(1)
and

(
E1
↓p1
B1
)
∧ acyc
(
E2
↓p2
B2
)
acyc−−−−−−→ acyc
(
E1 × E2
↓ p1×p2
B1 × B2
)
1∧ε2

 ε1,2

(
E1
↓p1
B1
)
∧WhR2B2
(
E2
↓p2
B2
)
−−−−−−→

WhR1⊗AR2B1×B2
(
E1 × E2
↓ p1×p2
B1 × B2
)
(2)
In fact, the ﬁrst statement of the proposition follows immediately from Lemma 2.3 and
Theorem 2.4.
Lemma 2.3. The diagram
A
(
E1
↓p1
B1
)
∧ Aacyc
(
E2
↓p2
B2
)
Aacyc−−−−−−−−−→ Aacyc
(
E1 × E2
↓ p1×p2
B1 × B2
)


A
(
E1
↓p1
B1
)
∧ A
(
E2
↓p2
B2
)
−−−−−−−−−→
A
A
(
E1 × E2
↓ p1×p2
B1 × B2
)
.
commutes.
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Notice, we intend the product rather than smash product versions of A and  in the
following statement for technical reasons.
Theorem 2.4. The diagram
A
(
E1
↓p1
B1
)
× A
(
E2
↓p2
B2
)
A−−−−−−→ A
(
E1 × E2
↓ p1×p2
B1 × B2
)
1×2

 1,2

(
E1
↓p1
B1
)
× 
(
E2
↓p2
B2
)
−−−−−−→


(
E1 × E2
↓ p1×p2
B1 × B2
)
.
commutes up to a natural homotopy.
We can now establish Theorem 1.1 and Corollary 1.2, which generalize classical prop-
erties of the Euler characteristic. Recall the fold map
E unionsq EE
deﬁnes an object of Retfd(p), hence a point in A
(
E
↓ p
B
)
which we denote by A (p) and
think of as the sphere bundle of the trivial line bundle over E. One might think of this as a
parametrized version of the Euler characteristic of the ﬁber Eb.
Since A is deﬁned as the map induced by the bi-exact functor (by restriction from [20])
external smash product of retractive spaces
∧E1×E2 : Retfd(p1)× Retfd(p2)→ Retfd(p1 × p2)
and the Euler characteristic is represented by
E unionsq EE
in Retfd(p), Theorem 1.1 is a consequence of the following simple lemma, which we prove
in the next section.
Lemma 2.5. One has a natural homeomorphism
(E1 unionsq E1)∧E1×E2(E2 unionsq E2)→ (E1 × E2) unionsq (E1 × E2)
in Retfd(p1 × p2).
Corollary 1.2 also follows from Lemma 2.5 after establishing that Aacyc is also induced
by the external smash product (see Lemma 6.2 and surrounding material).
Proof of Corollary 1.2. Corollary 1.2 follows from Lemma 2.5 since Aacyc is induced by
the external smash product at the level of retractive spaces by Lemma 6.2. The acyclicity
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assumption on p2 allows us to choose the usual representative for A (p2),
E2 unionsq E2E2
as the representative of Aacyc (p2) and similarly for Aacyc (p1 × p2). 
This sufﬁces to allow us to prove Theorems 1.3 and 1.4.
Proof of Theorem 1.3. The assertion is that
acyc ( (p1) , 
acyc (p2))  acyc (p1 × p2)
which by our deﬁnition of  (p1) and acyc (p2) is equivalent to
acyc (1(A (p1)), 
acyc
2 (Aacyc (p2)))  acyc1,2 (Aacyc (p1 × p2)).
By diagram (1) tin Proposition 2.2, it sufﬁces to establish
Aacyc(A (p1) , Aacyc (p2))  Aacyc (p1 × p2)
which is the statement of Corollary 1.2. 
Proof of Theorem 1.4. The assertion is that
( (p1) , R2 (p2))  R1⊗AR2 (p1 × p2) .
However, Proposition 2.1 implies this is equivalent to the statement
( (p1) , 	2(acyc (p2)))  	1,2(acyc (p1 × p2)).
Now Proposition 2.2 (2) implies this statement follows immediately fromTheorem 1.3. 
A proof of Lemma 2.5 and some basic results on retractive spaces make up Section 3.
Section 4 is devoted to deﬁning all of the relevant theories, parametrizedEuler characteristics
and torsion. The technical details of Thomason homotopy limit problem maps necessary
for constructing the coassembly maps and understanding their basic properties are handled
in Section 5. The bulk of Section 6 is devoted to deﬁning the remaining products and
establishing their properties, with proofs of Proposition 2.1, Lemma 2.3 and the second
statement of Proposition 2.2. Finally, in Section 7 we give the proof of Theorem 2.4, which,
together with Lemma 2.3, also completes the proof of Proposition 2.2.
3. Functors on retractive spaces
In this section, we would like to introduce the external smash product of retractive spaces
(over a ﬁbration) along with certain “change of base” functors and develop their properties.
The external smash products induce the external product in parametrized A-theory and their
interaction with the change of base functors is important to the proof of Proposition 2.2.
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Webegin by deﬁning the category of ﬁnitely dominated retractive spaces over p, Retfd(p),
as the Waldhausen category of retractive spaces X over E where the (standard model)
homotopy ﬁbers of the composition X → E → B are ﬁnitely dominated as retractive
spaces over the (standard model) homotopy ﬁber of E → B. (See [22].) The Waldhausen
category structure has weak equivalences the homotopy equivalences which are maps both
under and over E and similarly coﬁbrations are the maps both under and over E which, as
continuous maps, are closed embeddings with the homotopy extension property. Recall that
a retractive space over E is a pair XE where the inclusion i : E → X is a coﬁbration
(or closed embedding with the homotopy extension property) and ri=1E , and Ret(E)will
denote the category of not necessarily ﬁnitely dominated retractive spaces. In this notation,
Retfd(E) consists of ﬁnitely dominated retractive spaces over E, since it assumes the base
B = ∗, and the same would be true with any contractible base. In particular, notice the
K-theory of Retfd(E) is one deﬁnition of A(E). Next, we introduce the external smash
product.
Deﬁnition 3.1. Let X ∈ Retfd(p1) and Y ∈ Retfd(p2). Then their external smash product
is a space in Retfd(p1 × p2) which we deﬁne as the following pushout:
X × E2 ∪ E1 × Y −−−−−−−−−→ X × Y

E1 × E2 −−−−−−−−−→ X∧E1×E2Y
Proof of Lemma 2.5. The external smashproduct is deﬁned as the pushout of the following
diagram:
E1 × (E2 unionsq E2)∪E1×E2 (E1 unionsq E1)× E2 −−−−−−−−−−−−−→ E1 × E2

(E1 unionsq E1)× (E2 unionsq E2) −−−−−−−−−−−−−−−→ (E1 unionsq E1)∧E1×E2 (E2 unionsq E2)
However, for any space X the diagram
X unionsqX unionsqX −−−−−−→ X

X unionsqX unionsqX unionsqX −−−−−−→ X unionsqX
is a pushout diagram, where eachmap is induced by the identity ofX. ChoosingX=E1×E2
we have a pushout diagram isomorphic to the previous one, so the lower right corners are
naturally homeomorphic. In fact, since E1 × E2 and its identity map are used to build the
retraction for both spaces, this is a natural homeomorphism over E1 ×E2 as required. 
We would now like to introduce our change of base functors.
Let Simp (B) denote the category of simplices of the chosen triangulation of the base
space B, where the morphisms are only the inclusions of subsimplices. If ,
 ∈ Simp (B),
let i
 : || → |
| and i
B : |
| → B denote the natural inclusions. Notice that i
 is a
homotopy equivalence, hence i¯
 : p−1() → p−1(
) will also be a (ﬁberwise) homotopy
W. Dorabiała, M.W. Johnson / Journal of Pure and Applied Algebra 196 (2005) 53–90 61
equivalence. The map i¯
 will be an example of l in the next deﬁnition, and it’s replacement
by an equivalent ﬁbration will be an example of .
Deﬁnition 3.2. Given X′ ∈ Ret(E′) and X ∈ Ret(E) we deﬁne pullbacks and pushfor-
wards (without reference to any ﬁniteness condition) as below.
(1) The pushforward of X′ along l is the element of Ret(E¯) deﬁned by the following
pushout diagram:
E′ l−−−−−−−−−−−→ E¯

X′ −−−−−−−−−−−→ l∗(X′)
where l : E′ → E¯ is any continuous map.
(2) Given a ﬁbration,  : E′ → E we dually deﬁne the pullback ∗(X) ∈ Ret(E′) as in
the following pullback diagram:
∗(X) −−−−−−−−−−−→ X

E′ −−−−−−−−−−−→ E
In fact, both constructions preserve zero objects, coﬁbrations (see [21, Chapter I, Theorem
7.14]) and homotopy equivalences. Thus, when either of these operations preserves ﬁnite
domination (in the appropriate sense) it becomes an exact functor.
Suppose l makes the diagram (with p′ and p¯ ﬁbrations)
E′ l−−−−−−→ E¯
p′

 p¯
B ′ i−−−−−−→ B¯
commute, while inducing an homotopy equivalence on each homotopy ﬁber. In that case,
we know l will preserve the notion of ﬁnite domination on homotopy ﬁbers, since [16]
implies it is simply a standard push-forward functor (up to homotopy equivalence) at the
level of homotopy ﬁbers over B¯, of the type which makes A-theory a covariant functor.
Hence, under these conditions, l induces an exact functor
l∗ : Retfd(p′)→ Retfd(p¯).
Given a commutative diagram (with p′ and p ﬁbrations)
E′ −−−−−−→ E
p′

p
B ′ −−−−−−→ B
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such that E′ is homotopy equivalent to the pullback (making this a homotopy pullback),
we see the homotopy ﬁbers of ∗(X) are homotopy equivalent to homotopy ﬁbers of X. In
this case, the functor ∗(X) induces an exact functor
∗ : Retfd(p′)→ Retfd(p).
In many cases, one would like to deﬁne these operations in terms of the maps of base
spaces. Thus, we will refer to f∗ as(
i

)
∗ : Ret
fd(p−1())→ Retfd(p−1(
))
when f is deﬁned by the following pullback diagram:
E
f−−−−−−−→ E

p|

p|

|| i
−−−−−−−→ |
|
Notice the operation
(
i



)
∗ is the familiar exact functor which makes A(?) a covariant
functor (with appropriate care), since |
| and || contractible implies
Retfd(p−1())= Retfd(p| : p−1()→ )
and similarly for 
 (see remarks above Deﬁnition 3.1).
One might expect a dual construction for the expected pullback operation
(
i



)∗
. How-
ever, rather than the strict pullback, we would like to deﬁne a version of the homotopy
pullback, since the strict pullback need not preserve homotopy equivalences between arbi-
trary retractive spaces. In order to be precise, we begin by deﬁning a speciﬁc model, see
problem 2 in p. 457 of [3] for more details. Given i
 : || → |
|, deﬁne Pi
 as the space of
paths in the mapping cylinder of the map f (as deﬁned in the pullback diagram above) which
start in E
 and end in E × {1} (the copy of E one would collapse to form the mapping
cone). Then one has a natural ﬁbration
 : P
i



→ E

by taking a path to its starting point, as well as a natural homotopy equivalence (ﬁberwise
over ||)
l : P
i



→ E
by taking a path to its ending point. Notice, the homotopy inverse (even a section) of l
is given by considering the natural map from E × I to the mapping cylinder on f as
deﬁning an element of P
i



for each point in E. Furthermore, there would be no difﬁculty
in constructing Pi
B as well as l and  if |
| were replaced by the base space B.
Now, given an inclusion of simplices i
 , we deﬁne
(
i



)∗
to be the composition l∗∗ for
the maps  and l deﬁned above. Note l∗ is necessary since ∗ does produce a retractive
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space over the source, but this operation alone would not preserve zero objects (up to
isomorphism) hence could not be an exact functor. Similarly, for an inclusion of a simplex
|
| into the base space B,
(
i


B
)∗
will be deﬁned as l∗∗ associated to this inclusion. As
mentioned previously, both cases yield exact functors, hence inﬁnite loop maps on the level
of bivariant A-theory spaces as discussed in Section 4 (especially p. 11) of [22].
The following lemma is largely a consequence of the universal properties of pushouts
and pullbacks.
Lemma 3.3. Given  ⊂  ⊂ 
, there are natural homotopy equivalences
Z →
(
i

)
∗(Z) and
(
i

)
∗(i

B)
∗(X)→ (i
)∗(iB)∗(X).
Furthermore, the functors
(
i



)
∗,
(
i



)∗
, and
(
i


B
)∗
all deﬁne exact functors.
Proof. We have just outlined a proof of the last statement and the ﬁrst is clear from the
proof of the second. Hence we will construct the natural homotopy equivalence(
i

)
∗(i

B)
∗(X)→ (i
)∗(iB)∗(X).
Let XE be a retractive space over E with retraction r and let iB : p−1()→ E be the
natural map. Recall the construction of
p−1() t←−−−−−− PiB
−−−−−−→ E
above, so that (iB)
∗ is deﬁned as a composition l∗ ◦ ∗, with (iB)∗ deﬁned similarly using
p−1() l1←−−−−−− PiB
1−−−−−−→ E
so (iB)
∗ = l1∗ ◦ ∗1. Since  ⊂  we have the following commutative diagram:
p−1() l1←−−−−−− PiB
1−−−−−−→ E
i

 f
 id

p−1() l−−−−−−→ PiB
−−−−−−→ E
where f is a natural homotopy equivalence induced by the inclusion on mapping cylinders.
First, we have a natural homotopy equivalence
∗1(X)→ ∗(X)
from the commutative diagram
P
iB
1−−−−−−→ E r←−−−−−− X
f
 id
 id

PiB
−−−−−−→ E r←−−−−−− X
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since 1 and  are ﬁbrations and f is a homotopy equivalence. Now we have a homotopy
equivalence
l1∗∗1(X)→ l∗∗(X)
from the commutative diagram (with all vertical maps homotopy equivalences)
p−1() l1←−−−−−− PiB
j1−−−−−−→ ∗1(X)
i

 f


p−1() l←−−−−−− PiB
j−−−−−−→ ∗(X)
since j, j1 are coﬁbrations (while l∗ and l1∗ are deﬁned as push-outs). Thus we have a nat-
ural homotopy equivalence (iB)
∗(X)→ (iB)∗(X). Finally, our required natural homotopy
equivalence follows from the commutative diagram:
p−1(
) ←−−−−−− p−1() k1−−−−−−→ (iB)∗(X)
id
 i



p−1(
) ←−−−−−− p−1() k−−−−−−→ (iB)(X)
where k, k1 are coﬁbrations (see [21, Chapter I, Theorem 7.14]) and all vertical maps are
homotopy equivalences. 
We now have a result about the interaction between change of base and external smash
products, required mainly in the proof of Theorem 2.4.
Lemma 3.4. (1) Given homotopy equivalences ln : E′n → E¯n, there is an induced natural
homotopy equivalence
(l1 × l2)∗(X′1∧E′1×E′2X′2)
(l1)∗(X′1)∧E¯1×E¯2(l2)∗(X′2).
(2) Given ﬁbrations n : E′n → En, there is an induced natural homeomorphism
(1 × 2)∗(X1∧E1×E2X2)
(1)∗(X1)∧E′1×E′2(2)∗(X2).
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(3)Given (ln,n) associated to in and (l1,2,1,2) associated to i1× i2, there is a natural
homotopy equivalence
(l1,2)∗(1,2)∗(X1∧E1×E2X2)
(l1 × l2)∗(1 × 2)∗(X1∧E1×E2X2).
Proof. (1) To begin, note there is a commutative diagram
X′1 ×X′2 −−−−−−−−−−−−−→ (l1)∗(X′1)× (l2)∗(X′2)	
	
X′1 × E′2 ∪ E′1 ×X′2 −−−−−−−−−→ (l1)∗(X′1)× E¯2 ∪ E¯1 × (l2)∗(X′2)

E′1 × E′2 −−−−−−−−−−−−−−−−−−−−→ E¯1 × E¯2
where the horizontal maps are all homotopy equivalences and both maps to the top row are
coﬁbrations. Thus, there is an induced homotopy equivalence on pushouts
X′1∧E′1×E′2X′2 → (l1)∗(X′1)∧E¯1×E¯2(l2)∗(X′2)
which factors through an induced map
(l1 × l2)∗(X′1∧E′1×E′2X′2)→ (l1)∗(X′1)∧E¯1×E¯2(l2)∗(X′2)
by construction. Since
X′1∧E′1×E′2X′2 → (l1 × l2)∗(X′1∧E′1×E′2X′2)
is also a homotopy equivalence, the ﬁrst statement follows.
(2) Since
(1 × 2)∗(X1∧E1×E2X2)→ X1∧E1×E2X2
is itself a pullback of
1 × 2 : E′1 × E′2 → E1 × E2
we see it is a ﬁbration whose pullback to X1 × X2 is simply (1 × 2)∗(X1 × X2) which
is naturally homeomorphic to ∗1(X1) × ∗2(X2). Similarly, its restriction to E1 × X2 isjust E′1 × ∗2(X2) and its restriction to X1 × E2 is just ∗1(X1)× E′2, with its restriction to
E1 × E2 simply E′1 × E′2. We now apply Lemma 1.26 in [13] to see that
E′1 × E′2 −−−−−−−−−−−−−−−−−−−−−−−−→ E′1 × ∗2(X2)

∗1(X1)× E′2 −−−−−−−−−−−−−→ (1 × 2)∗(X1 × E2 ∪ E1 ×X2)
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is a pushout diagram, since E1 × E2 → X1 × E2 is a coﬁbration. In other words, there is
a natural homeomorphism
(1 × 2)∗
(
X1 × E2
⋃
E1 ×X2
)
→ ∗1(X1)× E′2
⋃
E′1 × ∗2(X2).
Now apply the same lemma again to see that
(1 × 2)∗(X1 × E2 ∪ E1 ×X2) −−−−−−−−−−−−−−−−→ ∗1(X1)× ∗2(X2)

E′1 × E′2 −−−−−−−−−−−−−−−−−−−−−−−−→ (1 × 2)∗(X1 ∧X2)
is also a pushout diagram, since
(1 × 2)∗
(
X1 × E2
⋃
E1 ×X2
)
→ ∗1(X1)× ∗2(X2)
is another coﬁbration. However, this is homeomorphic to the pushout diagram used to deﬁne
∗1(X1)∧E′1×E′2∗2(X2),
so the two are naturally homeomorphic (over E′1 × E′2).
(3) It sufﬁces to notice the horizontal map in the following commutative diagram is a
homotopy equivalence by construction
4. Parametrized theories, Euler characteristics and torsion classes
Deﬁnition 4.1. Let A
(
E
↓ p
B
)
= |wS. Retfd(p)| where Retfd(p) is the Waldhausen cat-
egory of retractive spaces over E with the homotopy ﬁbers of the composition pr ﬁnitely
dominated as retractive spaces over the homotopy ﬁbers of p, where r : X → E is the
retraction.
See the remarks above Deﬁnition 3.1 for more details.
Deﬁnition 4.2. Suppose p is a perfect ﬁbration with ﬂat bundle V. Let
AR
(
E
↓ p
B
)
= |wS. RetfdR (p) |,
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where RetfdR (p) is the category Ret
fd(p) with a different Waldhausen category structure
where the weak equivalences are the local homology chain equivalences with local coefﬁ-
cients in r∗V and coﬁbrations are as usual. (See [6, p. 270] for details.)
Deﬁnition 4.3. Suppose p is a perfect ﬁbration with ﬂat bundle V. Then
Aacyc
(
E
↓ p
B
)
= |wS.Retfd,acyc(p)|,
where Retfd,acyc(p) is the full sub-Waldhausen category of Retfd(p) consisting of those
objects XE which are weakly equivalent in RetfdR (p) to the zero object EE.
Since the deﬁnition of Retfd,acyc(p) depends on the choice ofV, we will use notation like
Retfd,acyc(X)(V ) whenever there is more than one bundle under discussion.
Recall from Lemma 6 in [6] that Aacyc
(
E
↓ p
B
)
is homotopy equivalent to the homotopy
ﬁber of the map induced by the identity (which is an exact functor in this direction)
A
(
E
↓ p
B
)
→ AR
(
E
↓ p
B
)
,
by Waldhausen’s ﬁbration theorem.
Deﬁnition 4.4. We set 
(
E
↓ p
B
)
= holim

∈Simp(B) |wS.Ret
fd(p−1(
))|.
Let
W
f¯−−−−−−−→ V

X −−−−−−−→
f
Y
be a pullback diagram where X is equipped with the ﬂat bundleW and Y is equipped with
the ﬂat bundle V. Then we will say (f ; f¯ ) is a bundle morphism from (X;W) to (Y ;V ).
Let D denote the category whose objects are pairs (X;W) where X has ﬂat bundleW and
morphism setD ((X;W)(Y ;V )) the set of bundle maps (f, f¯ ) as above.
We would like to think of Aacyc as a functor fromD to Top. Thus, we need to understand
the map Aacyc(X;W)→ Aacyc(Y ;V ) induced by a bundle morphism (f, f¯ ).
We deﬁne a functor f∗ from Retfd(X) to Retfd(Y ) by taking ZX to Z∪XYY . We
would like to know that, restricting the source to the full subcategory Retfd,acyc(X)(W), the
target lies in the full subcategory Retfd,acyc(Y )(V ). This requires a statement from homo-
logical algebra; speciﬁcally,H∗(Z,X;W)=0 must implyH∗(f∗(Z), Y ;V )=0. However,
this follows from the deﬁnition of homology with local coefﬁcients. (See [4].)
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Now we would like to know the functor f∗ is exact. See Lemma 3.3 for the fact that f∗
is exact in our case when considered as a functor
f∗ : Retfd(X)→ Retfd(Y ).
However, since both Retfd,acyc(X) and Retfd,acyc(Y ) are sub-Waldhausen categories, the
exactness in our case follows by restriction. Thus, f∗ induces a map Aacyc(X)→ Aacyc(Y ).
Now we deﬁne a functor P : Simp (B) → D associated to any ﬁbration p with ﬂat
bundle V (so (E;V ) ∈ D) by sending 
 → (p−1(
);V |p−1(
)). Any morphism → 
 in
Simp (B) is the inclusion of a subcomplex. Thus, the horizontal rectangles and right squares
in the following diagram are pullbacks, which implies the left squares are pullbacks as well:
V |p−1() −−−−−−−−−→ V |p−1(
) −−−−−−→ V


p−1() −−−−−−−−−→ p−1(
) −−−−−−→ E


 −−−−−−−−−→ 
 −−−−−−→ B
Hence, we have deﬁned a morphism
(p−1();V |p−1())→ (p−1(
);V |p−1(
))
associated to each morphism → 
, thereby making our assignment P a functor. We can
now deﬁne the composite functor
Simp(B) P−−−−−−→ D Aacyc−−−−−−→ Top
and this is the functor whose holim appears in the following deﬁnition.
Deﬁnition 4.5. We set acyc
(
E
↓ p
B
)
= holim

∈Simp(B) |wS.Ret
fd,acyc(p−1(
))|.
Replacing the functor Aacyc : D→ Top with the functor AR : D→ Top we may form a
similar holim.
Deﬁnition 4.6. We set R
(
E
↓ p
B
)
= holim

∈Simp(B) |wS.Ret
fd
R
(
p−1(
)
) |.
Deﬁnition 4.7. Let A (p) ∈ A
(
E
↓ p
B
)
denote the point corresponding to
E unionsq EE
as an object of Retfd(p), with the fold map as retraction.
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Deﬁnition 4.8. Suppose p is a ﬁbration with acyclic ﬂat bundle V. Let Aacyc (p) ∈
Aacyc
(
E1
↓p1
B1
)
denote the point corresponding to E unionsq EE as an object of Retfd,acyc(p).
Notice that H∗((E unionsq E)b,Eb;Vb) is naturally isomorphic to H∗(Eb, Vb) = 0, so the
assumption of acyclic ﬂat bundle is simply a restatement of the fact that the sphere bundle
of the trivial line bundle, E unionsq EE, is an object of Retfd,acyc(p).
Now deﬁne  (p) ∈ 
(
E
↓ p
B
)
as the image of A (p) under the coassembly map  we
will describe in detail in Section 5. (This agrees with the deﬁnition of  (p) given in [7].)
Similarly, set acyc (p)= acyc(Aacyc (p)).
Next, we deﬁne the parametrized Whitehead space associated to a ﬁbration p with ﬂat
bundle V. Notice the inclusions p−1(
)→ E will yield a map

(
E
↓ p
B
)
= holim
Simp(B)
A
(
p−1(
)
)
→ holim
Simp(B)
A(E).
Follow this by the map
holim
Simp(B)
A(E)→ holim
Simp(B)
K(R)
induced by the linearization map associated to V. Denote the composition
V : 
(
E
↓ p
B
)
→ holim
Simp(B)
K(R).
Deﬁnition 4.9. Let WhRB
(
E
↓ p
B
)
denote the homotopy ﬁber of V .
For the sake of precision, we should mention our model for K(R) is |wS.Ch∗ (R) |
where Ch∗ (R) is the category of bounded complexes of projective modules given aWald-
hausen structure where injections are coﬁbrations and quasi-isomorphisms (homology
equivalences) are the weak equivalences. Then the linearization map is induced by the
functor Retfd(E) → Ch∗ (R) sending X to the relative chain complex with local coefﬁ-
cients and compact supports C∗ (X,E; r∗(V )).
It will be shown at the end of the next section that there is a canonical path  in
holimSimp(B)K(R) from V( (p)) to the basepoint provided the ﬂat bundle over p is
assumed to be acyclic.
Deﬁnition 4.10. Suppose p is a ﬁbration with acyclic ﬂat bundle V. Then the Euler char-
acteristic  (p) ∈ 
(
E
↓ p
B
)
together with the path  deﬁne a point in WhRB
(
E
↓ p
B
)
by
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deﬁnition of homotopy ﬁber. We will refer to this point as the torsion class R (p) or the
homotopy Reidemeister torsion.
5. Thomason homotopy limit problems
We would like to understand the deﬁnition of the coassembly map
 : A
(
E
↓ p
B
)
→ 
(
E
↓ p
B
)
.
This comes from a formal trick which travels under the name of a Thomason homotopy
limit problem which we will describe in an abstract context. In order to be careful with the
properties of the realization of a category, in this section only, we will make explicit the
composition of the nerve functor and the geometric realization of a simplicial set.
Suppose C is a small category and G : C → Cat is a functor. There is always another
important functor C → Cat, deﬁned by C → C/C sending each object in C to the
category of objects over it inC. Clearly this is a covariant functor, deﬁned on morphisms by
postcomposition. Given two functors such as C/? and G with the same source and target,
one can deﬁne the category of natural transformations between them, which we will denote
by Nat (C/?,G).
Recall that one normally views a natural transformation as a point in a large product of
mapping sets satisfying certain additional conditions. More precisely, natural transforma-
tions lie in the equalizer of the two maps induced by precomposition and postcomposition
respectively. (See [14, Section IX.5] for the translation as an “end”.)
Thus, it is natural to deﬁne
Nat (C/?,G) ⊂
∏
C∈C
Fun(C/C,G(C))
as the equalizer in Cat of two functors. The ﬁrst functor∏
C∈C
Fun(C/C,G(C))→
∏
:C→D∈C
Fun(C/C,G(D))
is induced by the collection of functors
G()∗ : Fun(C/C,G(C))→ Fun(C/C,G(D)),
where Fun(C/C,G(D)) simply indicates the copy of Fun(C/C,G(D)) indexed by the
arrow  : C → D.
The second functor  is deﬁned similarly using the precomposition,
(C/)∗ : Fun(C/D,G(D))→ Fun(C/C,G(D)).
In other words, a natural transformation is a collection of functors
Υ (C) : C/C → G(C),
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where the following diagram commutes for each morphism  : C → D in C:
C/C
Υ (C)−−−−−−−→ G(C)
C/

G()
C/D −−−−−−−→
Υ (D)
G(D)
Similarly, a morphism in the category Nat (C/?,G) consists of a natural transformation in
each factor which must be compatible in the sense that a certain cubical extension of this
diagram commutes.
The nerve functor is a right adjoint, hence it preserves equalizers. Thus, applying nerve
to Nat (C/?,G) yields an equalizer in the category of simplicial sets. Taking the geometric
realization does not preserve arbitrary products, but does preserve equalizers. Hence, there
is a natural isomorphism
|N(Nat (C/?,G))| ≈ eq(|N()|, |N()|).
However, one must keep in mind that |N()| and |N()| no longer decompose as the prod-
ucts of |N(?)| applied to the expected factors.We let ¯ and ¯ denote the same constructions
where the product is taken after the realization and the components are of the form,
|N(Fun(C/C,G(C)))| and |N(Fun(C/C,G(D)))|.
Notice there is a natural map |N()| → ¯ given by the universal property of the product
in the deﬁnition of ¯ and similarly for.
Now suppose there is another small categoryD together with a functor
F : D→ Nat (C/?,G) .
Then taking nerves yields a natural map
N(F) : N(D)→ N(Nat (C/?,G))
and taking geometric realization gives a natural map
|N(D)| → |N(Nat (C/?,G))|
One could avoid the ﬁniteness assumption in the following result by working throughout
in a convenient category of topological spaces in the sense of Steenrod [19].
Lemma 5.1. SupposeC has the property that each overcategoryC/C is ﬁnite, i.e. has only
ﬁnitely many objects and ﬁnitely many morphisms. Then there is a natural map
|N(Nat (C/?,G))| → holim
C
|N(G)|.
Proof. To begin, recall that holim
C
|N(G)| is itself an equalizer of two maps
∏
C∈C
Map(|N(C/C)|, |N(G(C))|)→
∏
:C→D∈C
Map(|N(C/C)|, |N(G(D))|).
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These maps are constructed as with  and , using the maps |N(G())|∗ and
|N(C/C)|∗.
Now, we will describe a collection of maps
|N(Fun(C/C,G(D)))| → Map(|N(C/C)|, |N(G(D))|)
which are natural in the sense that they send the map ¯ described above to the map induced
by the maps |N(C/C)|∗ and similarly for.
There is an evaluation functor
e : Fun(C/C,G(D))× C/C → G(D)
whose nerve deﬁnes a morphism
N(e) : N(Fun(C/C,G(D)))×N(C/C)→ N(G(D))
since the nerve functor commutes with products. Now, apply geometric realization which
commutes with ﬁnite products to yield a natural map
|N(e)| : |N(Fun(C/C,G(D)))| × |N(C/C)| → |N(G(D))|
which is adjoint to the required map. Notice the adjoint map exists because the ﬁniteness
assumption implies |N(C/C)| is a compact Hausdorff space.
Since geometric realization does not commutewith arbitrary products, wemust be careful
that themaps |N(e)| described above induce amap from the equalizer of the pair ¯, ¯ rather
than |N()| or |N()|. This gives
eq(¯, ¯)→ holim
C
|N(G)|.
Fortunately, there is still a natural map
eq(|N()|, |N()|)→ eq(¯, ¯)
given by the universal property of the products involved in deﬁning the target. The compo-
sition is the required natural map. 
By Lemma 5.1, the composite displayed above yields a map
|N(D)| → holim
C
|N(G)|.
This is the map usually called a Thomason homotopy limit problem map.
The case of interest for us is when C = Simp (B) and G : Simp (B) → Cat is deﬁned
by 
 → wRetfd(p−1(
)). In particular, notice our assumption on B from the introduc-
tion implies C satisﬁes the assumption in the statement of Lemma 5.1. Notice the natural
group completion map |N(G(
))| → A (p−1(
)) yields a natural map holim
C
|N(G)| →

(
E
↓ p
B
)
as well. Precomposing with our Thomason homotopy limit problem map, this
gives a map |N(D)| → 
(
E
↓ p
B
)
. For the category D = wRetfd(p) and the functor
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wRetfd(p) → Nat (C/?,G) discussed in detail below, this will yield a map
|N(wRetfd(p))| → 
(
E
↓ p
B
)
whose target is an inﬁnite loop space by construction. Thus,
we can extend over the natural group completion map |N(D)| → A
(
E
↓ p
B
)
to build the
desired coassembly map
 : A
(
E
↓ p
B
)
→ 
(
E
↓ p
B
)
.
In order to complete the deﬁnition of the coassembly map  it sufﬁces to describe the
relevant functor F : wRetfd(p) → Nat (C/?,G). We will describe this relationship by
saying  is the group completion of the Thomason homotopy limit problem map associated
toF.
We require two other general results in this context.
Lemma 5.2. (1) Suppose  is a natural transformation from G to G′. Then the induced
maps make the following diagram commute:
|N(Nat(C/?,G))| −−−−−−−−−−−→ |N(Nat(C/?,G′))|

holim
C
|N(G)| −−−−−−−−−−−−−−−→ holim
C
|N(G′)|
(2) There is a natural pairing in Nat (?, !)
Nat (C1/?,G1)× Nat (C2/?,G2)→ Nat (C1/?× C2/?,G1 × G2)
which makes the following diagram commute:
|N(Nat (C1/?,G1))| × |N(Nat (C2/?,G2))| −−−−−−−−−−−−−→ |N(Nat (C1/?×C2/?,G1 ×G2))|

holim
C1
|N(G1)| × holim
C2
|N(G2)| −−−−−−−−−−−−−−−→ holim
C1×C2
|N(G1)| × |N(G2)|
Lemma 5.3. SupposeF : D→ Nat (C/?,G) andF′ : D→ Nat (C/?,G) are functors
together with a natural transformation
 :F→F′.
Then the two Thomason homotopy limit problem maps
|N(D)| → holim
C
|N(G)|
are naturally homotopic, as are their group completions.
Proof. The point here is that |N()| induces the necessary homotopy between the two
maps |N(F)| and |N(F′)| : |N(D)| → |N(Nat (C/?,G))|. The remaining extensions by
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the composite
|N(Nat (C/?,G))| → eq(¯, ¯)→ holim
C
|N(G)|
will then be homotopic as well, so the group completions will also be homotopic. 
Since Nat (C/?,G) is deﬁned as an equalizer of and  in Cat, deﬁning a functor into
Nat (C/?,G) is equivalent to deﬁning a functor into
∏
C∈CFun(C/C,G(C)) so that the
two composite functors
D→
∏
:C→D∈C
Fun(C/C,G(D))
agree. As each of these target categories is a product, the universal properties imply it
sufﬁces to check on each projection. In other words, we should deﬁne a series of functors
FC : D→ Fun(C/C,G(C))
such that each diagram
D
FC−−−−−−−−−−−−−−−−−−−−→ Fun(C/C,G(C))
FD

G()∗
Fun(C/D,G(D)) −−−−−−−−−−−−−→
(C/)∗
Fun(C/C,G(D))
commutes.
In our speciﬁc situation, this means we need to deﬁne functors
F
 : wRetfd(p)→ Fun(Simp (B) /
, wRetfd(p−1(
))).
The functors we have in mind send XE to the functor
 →
(
i

)
∗(i

B)
∗(X)p−1(
).
Functoriality of this assignment requires a natural weak equivalence(
i

)
∗(i

B)
∗(X)→ (i
)∗(iB)∗(X)
whenever  ⊂ , given by Lemma 3.3. By construction, this is natural with respect to further
inclusions in either direction as well.
Notice that C/C in this case simply consists of the subcomplexes of 
, and the functors
C/ for : → 
 simply become the inclusion of the subcomplexes of  as subcomplexes
of some larger simplex 
. Hence the associated functor
G() : wRetfd(p−1())→ wRetfd(p−1(
))
should be the pushforward functor
(
i



)
∗.
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Now the required commutative diagrams
are reduced to the statement that(
i

)
∗
((
i
)
∗
(
i

B
)∗
(X)
)
=
(
i

)
∗
(
i

B
)∗
(X).
Thus, our assignment gives the required functor
F : wRetfd(p)→ Nat (C/?,G) .
If we choose a different initial functor G, sending 
 to wRetfd,acyc(p−1(
)), the same
process yields the acyclic coassembly map acyc : Aacyc
(
E
↓ p
B
)
→ acyc
(
E
↓ p
B
)
as the
group completion of the Thomason homotopy limit problem map of a modiﬁcation of the
functorF above. Similarly, one can alter G to send 
 to wRetfdR
(
p−1(
)
)
and notice the
functorF described above also yields a functor
F : wRetfdR (p)→ Nat (C/?,G)
in this case. Thus, we have another coassembly map
R : AR
(
E
↓ p
B
)
→ R
(
E
↓ p
B
)
.
In order to deﬁne the Reidemeister torsion, we needed the existence of a canonical path
 from V( (p)) to the basepoint in holimK(R). Using the machinery of this section, it
is straightforward to describe this path.
To begin, notice any object X of Retfd,acyc(p) sitting in RetfdR (p) has the property that the
retraction is a weak equivalence by the deﬁnition of Retfd,acyc(p). Hence, there is a natural
map from X to E in wRetfdR (p), which leads to a natural path from the point associated to
X in AR
(
E
↓ p
B
)
to the basepoint.
Now suppose X represents an object in Nat
(
C/?, wRetfdR
(
p−1(?)
))
which comes from
an object inNat (C/?, wRetfd,acyc(p−1(?))) under the “inclusion” functor. There is another
object of Nat
(
C/?, wRetfdR
(
p−1(?)
))
which consists of the constant functors to p−1(?)
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and serves as the “basepoint”. Once again, the combination of all of the relevant retractions
will provide a natural morphism from X to p−1(?). Since we will choose the image of
p−1(?) as a point of R
(
E
↓ p
B
)
as the basepoint, this gives a natural path ′ in R
(
E
↓ p
B
)
from the pointassociated to X to the basepoint.
Our choice forXwill be the image ofEunionsqE under the functorwhich builds the coassembly
map Aacyc
(
E
↓ p
B
)
→ acyc
(
E
↓ p
B
)
, which is only possible if the bundle involved is an
acyclic ﬂat bundle . Then ′ gives a natural path inR
(
E
↓ p
B
)
from the image of acyc (p) to
the basepoint, sinceacyc (p)wasdeﬁned as the imageofAacyc (p) (which itself corresponds
to the retractive spaceEunionsqE) under the acyclic coassembly map.We deﬁne our natural path
 in holimK(R) from V( (p)) to the basepoint as V applied to the path ′.
Alternatively, we could deﬁne  by a construction quite similar to that of ′, using
Nat (C/?, w Ch∗ (R))which corresponds to the holim of the constant functorK (R). Since
the postcomposition by an exact functor preserves the zero map, the natural map from X to
the “basepoint” will be sent to the (unique) natural map from the image of X to the constant
functor on the zero chain complex, which serves as the basepoint in Ch∗ (R). Taking group
completions then says this deﬁnition of  agrees with that given above. The interested reader
may also see the path given by Dwyer et al. [7], Lemma 6.4, along with Propositions 6.6
and 6.7 is yet another description of .
6. Products and natural maps
The purpose of this section is to deﬁne the multiplications referred to previously in full
detail.
First, recall the deﬁnition of A as induced by the external smash product of retractive
spaces deﬁned in Section 3. In fact, this deﬁnes a bi-exact functor, hence a natural map
A : A
(
E1↓ p1
B1
)
× A
(
E2↓ p2
B2
)
→ A
(
E1 × E2↓ p1×p2
B1 × B2
)
which clearly descends to the smash product by construction to give
A : A
(
E1↓ p1
B1
)
∧ A
(
E2↓ p2
B2
)
→ A
(
E1 × E2↓ p1×p2
B1 × B2
)
.
We would like to use the external smash product again to deﬁne
Aacyc : A
(
E1↓ p1
B1
)
∧ Aacyc
(
E2↓ p2
B2
)
→ Aacyc
(
E1 × E2↓ p1×p2
B1 × B2
)
.
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However, it is not yet clear that X∧E1×E2Y lies in the subcategory Retfd,acyc(p1 × p2). In
other words, the construction yields a map
A
(
E1↓ p1
B1
)
∧ Aacyc
(
E2↓ p2
B2
)
→ A
(
E1 × E2↓ p1×p2
B1 × B2
)
which currently has the wrong target to be our Aacyc . One should also keep in mind that
we need ﬂat bundles 1 : V1 → E1 and 2 : V2 → E2 in order to even deﬁne the spaces
involved in Aacyc . To deal with this problem we ﬁrst need a technical result.
When describing relative chain complexes with local coefﬁcients, the symbol
C∗ (A,B;V ) will indicate that V is a ﬂat bundle over B, A is retractive over B and the
bundle in question over A is the pullback of V over the retraction, which remains a ﬂat
bundle. Also, given 1 : V1 → E1 and 2 : V2 → E2, the symbol V1⊗ˆV2 will denote the
tensor product of the two bundles over E1 × E2 given by pulling back each Vi over the
relevant projection map.
Lemma 6.1. Suppose X ∈ RetfdR1 (p1). Then the functor
X∧E1×E2? : RetfdR2 (p2)→ RetfdR1⊗AR2 (p1 × p2)
preserves weak equivalences.
Proof. Suppose f : Y → Z is a weak equivalence in RetfdR2 (p2). This means f induces a
quasi-isomorphism
C∗ (Y,E2, V2)→ C∗ (Z,E2, V2)
with local coefﬁcients. Thus, tensoring with C∗ (X,E1, V1) yields another quasi-
isomorphism
C∗ (X,E1, V1)⊗ C∗ (Y,E2, V2)→ C∗ (X,E1, V1)⊗ C∗ (Z,E2, V2)
since V1 is a ﬂat bundle. However, the relative Eilenberg–Zilber Theorem with local coefﬁ-
cients (exercise 8 in p. 282 of [18] or [8]) then implies the existence of a quasi-isomorphism
C∗
(
X × Y,X × E2 ∪ E1 × Y, r∗1 (V1⊗ˆV2)
)
→ C∗
(
X × Z,X × E2 ∪ E1 × Z, r∗2 (V1⊗ˆV2)
)
with r1 : X×E2∪E1×Y → E1×E2 and similarly for r2. Using the relativeMayer–Vietoris
sequence with local coefﬁcients and compact supports (see [4, p. 412, exercise 8]) together
with the fact that
X × E2 ∪ E1 × Y → X × Y
is a coﬁbration, one concludes that there is a natural quasi-isomorphism
C∗
(
X × Y,X × E2 ∪ E1 × Y, r∗1 (V1⊗ˆV2)
) ≈ C∗ (X∧E1×E2Y,E1 × E2, V1⊗ˆV2)
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and similarly for Z. Thus, transitivity implies the map f induces a quasi-isomorphism
C∗
(
X∧E1×E2Y,E1 × E2, V1⊗ˆV2
)→ C∗ (X∧E1×E2Z,E1 × E2, V1⊗ˆV2)
as well. 
Lemma 6.2. Suppose X ∈ Retfd(p1) and Y ∈ Retfd,acyc(p2). Then
X∧E1×E2Y ∈ Retfd,acyc(p1 × p2).
Proof. The statement that Y ∈ Retfd,acyc(p2) is equivalent to saying Y ∈ RetfdR2 (p2) with
Y → E2 a weak equivalence in this structure. Then Lemma 6.1 implies
X∧E1×E2Y → X∧E1×E2E2 ≈ E1 × E2
is a weak equivalence in RetfdR1,2 (p1 × p2), or equivalently that
X∧E1×E2Y ∈ Retfd,acyc(p1 × p2). 
The proof of Lemma 2.3 is now clear.
Proof of Lemma 2.3. This follows from the fact that the multiplications A and Aacyc are
both deﬁned by the same bi-exact functor at the level of retractive spaces. 
Lemma 6.3. (1) There is a natural external multiplication
AR : AR1
(
E1↓ p1
B1
)
∧ AR2
(
E2↓ p2
B2
)
→ AR1⊗AR2
(
E1 × E2↓ p1×p2
B1 × B2
)
.
(2) The following diagram commutes:
A
(
E1
↓p1
B1
)
∧ A
(
E2
↓p2
B2
)
A−−−−−−→ A
(
E1 × E2
↓ p1×p2
B1 × B2
)
,

AR1
(
E1
↓p1
B1
)
∧ AR2
(
E2
↓p2
B2
)
AR−−−−−−→ AR
(
E1 × E2
↓ p1×p2
B1 × B2
)
Proof. The multiplication AR is induced by the same external smash product
∧E1×E2 : RetfdR1 (p1)× RetfdR2 (p2)→ RetfdR (p1 × p2) .
With the homology chain equivalences as weak equivalences, we must show this remains
a bi-exact functor. Since we have not changed any other portion of the Waldhausen struc-
ture, we only need to check that ﬁxing an element X ∈ RetfdR1 (p1), X∧E1×E2? preserves
the new class of weak equivalences (and similarly for ?∧E1×E2Y ). However, this follows
immediately from Lemma 6.1.
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Once we know the same functor induces the multiplication, the commutativity of the
diagram follows from the fact that the vertical maps are induced by the identity functor at
the level of retractive spaces. 
The product
 : 
(
E1↓ p1
B1
)
∧ 
(
E2↓ p2
B2
)
→ 
(
E1 × E2↓ p1×p2
B1 × B2
)
is deﬁned as the following composition:
holim

1∈Simp(B1)
A(p−11 (
1)) ∧ holim
2∈Simp(B2)A(p
−1
2 (
2))
holim

1×
2∈Simp(B1×B2)
A(p−11 (
1)) ∧ A(p−12 (
2)) (A)∗
holim

1×
2∈Simp(B1×B2)
A((p1 × p2)−1(
1 × 
2)),
where the ﬁrst map comes from the interaction of holim and products.
Suppose p1 is a perfect ﬁbration with ﬂat bundle V1 and p2 is a perfect ﬁbration with
acyclic ﬂat bundle V2. We can now describe
acyc : 
(
E1↓ p1
B1
)
∧ acyc
(
E2↓ p2
B2
)
→ acyc
(
E1 × E2↓ p1×p2
B1 × B2
)
similarly as the following composition:
holim

1∈Simp(B1)
A(p−11 (
1)) ∧ holim
2∈Simp(B2)A
acyc(p−12 (
2))
holim

1×
2∈Simp(B1×B2)
A(p−11 (
1)) ∧ Aacyc(p−12 (
2)) (acycA )∗
holim

1×
2∈Simp(B1×B2)
Aacyc((p1 × p2)−1(
1 × 
2)),
Next is the deﬁnition of 	 : acyc
(
E
↓ p
B
)
→WhRB
(
E
↓ p
B
)
.We begin with a lemma from
the non-parametrized case.
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Lemma 6.4. The linearization map factors throughAR (E) and its generalized linearization
map. That is, the following diagram commutes:
See [6] for details.
Now, consider the following diagram which commutes as a result of Lemma 6.4.
holim A
(
p−1(
)
) =−−−−−−→ holim A (p−1(
))
V
holim A
(
p−1(
)
) −−−−−−→
V
holim K(R)
As mentioned previously, Aacyc
(
p−1(
)
)
is homotopy equivalent to the homotopy ﬁber of
A
(
p−1(
)
)
→ AR
(
p−1(
)
)
.
Since homotopy ﬁbers commute with homotopy inverse limits, this impliesacyc
(
E
↓ p
B
)
is
homotopy equivalent to the homotopy ﬁber of the left vertical map in the previous diagram.
However, by deﬁnition WhRB
(
E
↓ p
B
)
is the homotopy ﬁber of the right vertical in the previ-
ous diagram. Thus, commutativity of the diagram above induces a map 	 : acyc
(
E
↓ p
B
)
→
WhRB
(
E
↓ p
B
)
.
We now need a technical lemma.
Lemma 6.5. (1) Given a diagram in Top
T ∧W f−−−−−−−−−−−−−→ Y
1∧p

 q
T ∧X −−−−−−−−−−−−−→
g
Z
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together with a pointed homotopy H from qf to g(1∧p) there is a natural map H making
the following extension commute:
T ∧ hoﬁber p H−−−−−−−−−−−−−→ hoﬁber q

T ∧W −−−−−−−−−−−−−→ Y
(2) Suppose one has a diagram in Top
T ∧M e−−−−−−−−−→ N
1∧i

 j
T ∧W f−−−−−−−−−→ Y
1∧p

 q
T ∧X −−−−−−−−−→
g
Z
where je = f (1 ∧ i) and H is a pointed homotopy as above. Then one has a homotopy
commutative diagram
T ∧ hoﬁber i −−−−−−−−−→ hoﬁber j

T ∧ hoﬁber (pi) −−−−−−−−−→
H
hoﬁber (qj)
Proof. Recall, a point in hoﬁber (p) consists of a pair (, w)wherew ∈ W and  : I → X
is a path from p(w) to the basepoint. Deﬁne H (t, , w) as the pair (g(t, )H(t, p(w), ?),
f (t, w)), where the ﬁrst component means the concatenation of these two paths in Z.
For the second statement, deﬁne the map
T ∧ hoﬁber i → hoﬁber j
by a simpler variation of H , namely (t, ,m) is mapped to (f (t, ), e(t,m)). (Notice
this is homotopic to the variation of H using a constant homotopy.) In order to establish
the homotopy commutativity of the diagram, it sufﬁces to show that the paths qf (t, )
and g(t, p())H(t, i(m), ?) are homotopic relative to the endpoints. If we use s to denote
the time variables for  and H, and r as a time variable for our homotopy, the relevant
formula is:
K(s, r)=
{
H(t, (s − rs), 2rs) if s 12 ,
H(t, (s − r + rs), r) if s 12 . 
(3)
The multiplication
 : 
(
E1↓ p1
B1
)
∧WhR2B2
(
E2↓ p2
B2
)
→WhR1⊗AR2B1×B2
(
E1 × E2↓ p1×p2
B1 × B2
)
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is deﬁned by applying Lemma 6.5 to the homotopy commutative diagram given by the
following proposition.
Proposition 6.6. (1) There is a natural commutative diagram as below:

(
E1
↓p1
B1
)
∧ 
(
E2
↓p2
B2
)
−−−−−−−−−→ 
(
E1 × E2
↓ p1×p2
B1 × B2
)



(
E1
↓p1
B1
)
∧ R2
(
E2
↓p2
B2
)
−−−−−−→ R1⊗AR2
(
E1 × E2
↓ p1×p2
B1 × B2
)
(2) There is a natural choice of homotopy between the two compositions in the following
diagram:

(
E1
↓p1
B1
)
∧ R2
(
E2
↓p2
B2
)
−−−−−−−−−−−−−→ R1⊗AR2
(
E1 × E2
↓ p1×p2
B1 × B2
)
1∧V

V

(
E1
↓p1
B1
)
∧ holim K(R2) −−−−−−−−−−−−−→ holim K(R1⊗AR2).
Proof. We begin with the diagram
A(p−11 (
1)) ∧ A(p−12 (
2)) −−−−−−→ A((p1 × p2)−1(
1 × 
2))

AR1(p
−1
1 (
1)) ∧ AR2(p−12 (
2)) −−−−−−→ AR1⊗AR2((p1 × p2)−1(
1 × 
2))
which commutes by Lemma 6.3. Taking holim over the category Simp (B1 × B2) then
implies the following diagram commutes:
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Of course, one also has a commutative diagram associated to holim of products
holim
Simp(B1)
A(p−11 (
1))
∧
holim
Simp(B2)
A(p−12 (
2))
−−−−−−→ holim
Simp(B1×B2)
(A(p−11 (
1)) ∧ A(p−12 (
2)))


holim
Simp(B1)
AR1(p
−1
1 (
1))
∧
holim
Simp(B2)
AR2(p
−1
2 (
2))
−−−−−−→ holim
Simp(B1×B2)
(AR1(p
−1
1 (
1)) ∧ AR2(p−12 (
2)))
which taken together yields a commutative diagram which we reinterpret as the following:
For the second diagram, begin with the following diagram (coming from the non-
parametrized case) which commutes up to a natural homotopy
A(p−11 (
1)) ∧ AR2(p−12 (
2))
A−−−−−−−−−−−→ AR1⊗AR2((p1 × p2)−1(
1 × 
2))
V1∧
R2
V2

 R1⊗AR2V1⊗V2
K (R1) ∧K (R2) −−−−−−−−−−−−−−−−−−−−→
K
K
(
R1⊗AR2
)
where the bottom map is Loday’s pairing on K-theory [17]. The natural homotopy in this
case comes from the Eilenberg–Zilber map on chain complexes. Now take holim over the
category Simp (B1 × B2) and proceed as above, keeping in mind that the upper left corner
in each diagram is not symmetric. The statement about naturality of the homotopy then
follows from the naturality of the Eilenberg–Zilber map. 
We can now prove the second statement of Proposition 2.2.
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Proposition 6.7. The diagram

(
E1
↓p1
B1
)
∧ acyc
(
E2
↓p2
B2
)
acyc−−−−−−−−−−−−−→ acyc
(
E1 × E2
↓ p1×p2
B1 × B2
)
l∧ 	2

 	1,2

(
E1
↓p1
B1
)
∧WhR2B2
(
E2
↓p2
B2
)
−−−−−−−→ WhR1⊗AR2B1×B2
(
E1 × E2
↓ p1×p2
B1 × B2
)
commutes up to a natural homotopy.
Proof. Thehomotopy commutative square comes fromapplyingLemma6.5 to the diagrams
provided by Proposition 6.6. 
We can now give a proof of Proposition 2.1.
Proof of Proposition 2.1. Consider the diagram
holim A(p−12 (
2))
=−−−−−−→ holim A(p−12 (
2))
V
holim AR2(p
−1
2 (
2)) −−−−−−→V holim K(R2)
involved in deﬁning 	. By deﬁnition, R2 (p2) is a lift of  (p2) to Wh
R2
B2
(
E2↓ p2
B2
)
associated
to a speciﬁc choice of path  from V( (p2)) to the basepoint, discussed at the end of
Section 5. It is important to keep in mind this path arises as the image of a similar path to
the basepoint ′ in each AR2(p−12 (
2)), given by effectively the same construction. Since
the pair (acyc (p) ,′) is the image of acyc (p) in the homotopy ﬁber F of 
(
E
↓ p
B
)
→
R
(
E
↓ p
B
)
, the composite

(
E
↓ p
B
)
→ F → R
(
E
↓ p
B
)
will send acyc (p) to the point in theWhitehead space corresponding to the pair ( (p) ,).
However, this point was our deﬁnition of the Reidemeister torsion class R2 (p2). 
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7. The coassembly map is multiplicative
The purpose of this section is to prove that the diagram
A
(
E1
↓p1
B1
)
∧ Aacyc
(
E2
↓p2
B2
)
Aacyc−−−−−−→ Aacyc
(
E1 × E2
↓ p1×p2
B1 × B2
)
1∧acyc2

 acyc1,2

(
E1
↓p1
B1
)
∧ acyc
(
E2
↓p2
B2
)
acyc−−−−−−→ acyc
(
E1 × E2
↓ p1×p2
B1 × B2
)
(4)
is commutative up to a natural homotopy.
As a consequence of Lemma 2.3, it should be clear that the ﬁrst portion of Proposition 2.2
is a corollary of Theorem 2.4, where we dealt with the product rather than smash product
versions of A and  for technical reasons.
We begin working toward the proof of Theorem 2.4 with another technical lemma.
Lemma 7.1. The product map
|wRetfd(p1)| × |wRetfd(p2)| → A
(
E1↓ p1
B1
)
× A
(
E2↓ p2
B2
)
retains the group completion property.
Proof. The deﬁnition of the S. construction implies that for Waldhausen categories C and
D one has a natural isomorphism
S.(C×D) ≈ S.(C)× S.(D).
Of course, this assumes theWaldhausen structure onC×D is that coming from the product.
Clearly, the inclusion∣∣∣w (Retfd(p1)× Retfd(p2))∣∣∣→  ∣∣∣wS. (Retfd(p1)× Retfd(p2))∣∣∣
has the group completion property by [20]. However, the previous paragraph leads us to
conclude the target is isomorphic to
|wS.(Retfd(p1))× wS.(Retfd(p2))| ≈ A
(
E1↓ p1
B1
)
× A
(
E2↓ p2
B2
)
.
On the other hand, we also have an isomorphism∣∣∣wRetfd(p1)∣∣∣× ∣∣∣wRetfd(p2)∣∣∣ ≈ ∣∣∣w (Retfd(p1)× Retfd(p2))∣∣∣ .
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Thus, it sufﬁces to notice that the composite of these maps
|wRetfd(p1)| × |wRetfd(p2)| → A
(
E1↓ p1
B1
)
× A
(
E2↓ p2
B2
)
is the product of the maps
|wRetfd(pi)| → |wS.
(
Retfd(pi)
)
| = A
(
Ei↓ pi
Bi
)
. 
There are now two functors
wRetfd(p1)× wRetfd(p2)
→ Nat
(
Simp (B1 × B2) /?, wRetfd((p1 × p2)−1(?))
)
.
The functor F1 comes from following the external smash product (which induces the
external product in parametrized A-theory)
∧E1×E2 : wRetfd(p1)× wRetfd(p2)→ wRetfd(p1 × p2)
with the functor
wRetfd(p1 × p2)→ Nat
(
Simp (B1 × B2) /?, wRetfd((p1 × p2)−1(?))
)
described after Lemma 5.3.
The second functorF2 comes from ﬁrst taking the product of the functors
wRetfd(pi)→ Nat
(
Simp (Bi) /?, wRetfd(p−1i (?))
)
.
as above, followed by a functor
Nat
(
Simp (B1) /?, wRetfd(p−11 (?))
)
×
Nat
(
Simp (B2) /?, wRetfd(p−12 (?))
)

Nat
(
Simp (B1 × B2) /?, wRetfd((p1 × p2)−1(?))
)
given by the pairing inNat (?, !) followed by the functor induced by considering the external
smash product as a natural transformation.
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Lemma 7.2. (1) The composite 1,2(A) from Theorem 2.4 is the group completion of the
Thomason homotopy limit problem map associated toF1.
(2)The composite(1×2) fromTheorem 2.4 is the group completion of theThomason
homotopy limit problem map associated toF2.
Proof. For the ﬁrst claim, recall that 1,2 is the group completion of the second functor in
the deﬁnition ofF1 and A is the group completion of the external smash product.
To verify the second claim, it sufﬁces by the uniqueness of group completions to establish
commutativity of the following diagram:
∣∣∣w Retfd(p1)| × |w Retfd(p2)∣∣∣ −−−−−−−−−−−−−→ A

 E1↓p1
B1

× A

 E2↓p2
B2



 1×2∣∣∣Nat (Simp(B1)/?, w Retfd(p−11 ?))
∣∣∣
×∣∣∣Nat (Simp(B2)/?, w Retfd(p−12 ?))
∣∣∣ −−−−−−−−−−−−−−−−−−−−→ 

 E1↓p1
B1

× 

 E2↓p2
B2




∣∣∣Nat (Simp(B1 × B2)/?, w Retfd((p1 × p2)−1?))∣∣∣ −−−−−−−−−−−−−−−−→ 

 E1 × E2↓p1×p2
B1 × B2


The commutativity of the top square follows from the fact that group completions commute
with products by naturality. Thus, it remains only to show the bottom square commutes.
However, by the constructionofF2, this bottomsquare itself factors as the group completion
of a pair of squares,
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and
each of which commutes by Lemma 5.2. The ﬁrst comes from the pairing in Nat (?, !) and
the second from the map induced by the external smash product considered as a natural
transformation. 
Proposition 7.3. There is a natural transformation  :F1 →F2.
Proof. We return to the notation of Section 5 in order to describeF1 andF2 along with
their effect on an object (X1E1, X2E2) of wRetfd(p1) × wRetfd(p2). To simplify
notation, let (in)∗ =
(
i

n
Bn
)∗
and let (jn)∗ =
(
i
n

n
)
∗. First, in buildingF1 one sends this pair
to the functor
(1, 2) → (j1 × j2)∗(i1 × i2)∗(X1∧E1×E2X2).
Next, in buildingF2 one sends the pair to the functor
(1, 2) → (j1)∗(i1)∗(X1)∧p−11 (
1)×p−12 (
2)(j2)∗(i2)
∗(X2).
The natural transformation  is built from the natural weak equivalences of Lemma 3.4.
The combination of all three parts of this Lemma yield a natural weak equivalence
(i1 × i2)∗(X1∧E1×E2X2)→ (i1)∗(X1)∧p−11 (1)×p−12 (2)(i2)
∗(X2)
to which we apply (j1×j2)∗. Now part (1) of the Lemma yields a natural weak equivalence
(j1 × j2)∗
(
(i1)
∗(X1)∧p−11 (1)×p−12 (2)(i2)
∗(X2)
)
→ (j1)∗(i1)∗(X1)∧p−11 (
1)×p−12 (
2)(j2)∗(i2)
∗(X2)
which sufﬁces to build . 
This sufﬁces to allow us to prove Theorem 2.4.
Proof of Theorem 2.4. Lemma 5.3 together with Proposition 7.3 imply the Thomason
homotopy limit problemmaps associated toF1 andF2 are naturally homotopic. However,
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Lemma 7.2 then implies
A
(
E1
↓p1
B1
)
× A
(
E2
↓p2
B2
)
A−−−−−−→ Aacyc
(
E1 × E2
↓ p1×p2
B1 × B2
)
1×2

 1,2

(
E1
↓p1
B1
)
× 
(
E2
↓p2
B2
)
−−−−−−→


(
E1 × E2
↓ p1×p2
B1 × B2
)
commutes up to a natural homotopy. 
8. Open questions
In the broadest sense, our goal is to try to show the various deﬁnitions of parametrized
torsion agree (as mentioned in the introduction). Igusa’s recent work [11] shows that any
characteristic class satisfying additivity and a transfer propertymust be a linear combination
of his higher Franz Reidemeister torsion and certain generalized Miller–Morita–Mumford
classes. The additivity of the deﬁnition of torsion we use was established in [6], while the
transfer property should follow from a generalization of our current product theorem to
compositions, which we are currently investigating.
There are two other major directions in which we would like to proceed in the future.
The ﬁrst would be to give a deﬁnition of smooth parametrized torsion after [7]. This would
lead to an appropriate deﬁnition of higher Reidemeister torsion as in [10]. Speciﬁcally,
Theorem 6.6.1 of [10] and possibly Conjecture 6.6.7 would follow from the generalization
of Theorem 1.4 to higher torsion.
To see Theorem 6.6.1 of [10], consider the product of a perfect ﬁbration p1 with the
constant map p2 : N → ∗ for a manifold N. Then Theorem 1.4 gives
( (p2) , R1 (p1))  R1⊗AR2 (p1 × p2) .
However, from [7] we know  (p2) =  (N), the standard Euler characteristic of the
manifold N.
The second logical direction is to pursue a deﬁnition of Reidemeister torsion which does
not require the acyclicity assumption. A careful analysis of the results in this paper suggest
the effective role of the acyclicity assumption is to establish E unionsq E as a multiplicatively
natural element of Retfd,acyc(p). Without the acyclicity assumption, one might still hope
to construct such a multiplicatively natural element X(p) in Retfd,acyc(p). In that case, the
element X(p) could play the role of X in the discussion at the end of Section 5, giving
an analog of the path (p) associated to X(p). The pair (X(p),(p)) would then be a
natural choice of a point in the Whitehead space, hence a possible notion of Reidemeister
torsion. With this deﬁnition, the proofs of this article should remain effective and yield an
appropriate product formula without the acyclicity assumption.
Since the identity functor Retfd(p) → RetfdR (p) induces a localization functor, one
way to try to make a choice for X(p) which would be natural comes from an attempt to
90 W. Dorabiała, M.W. Johnson / Journal of Pure and Applied Algebra 196 (2005) 53–90
deﬁne a functor Retfd(p) → Retfd,acyc(p) analogous to the construction of the kernel of
the localization map in [2]. Unfortunately, it seems optimistic to suggest such an element
would be multiplicative as well, a requirement for any product theorem.
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