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Resumen
En esta Tesis se proponen nuevos me´todos de integracio´n nume´rica para
ecuaciones diferenciales ordinarias. Estos surgen como producto de combinar
las ideas de los me´todos cla´sicos a tiempo discreto con los me´todos basados
en cuantificacio´n de estados. Como resultado se proponen diferentes me´todos
de integracio´n.
En primer lugar, se propone una extensio´n a los algoritmos de estados
cuantificados linealmente impl´ıcitos que evitan la aparicio´n de oscilaciones
espurias en la integracio´n de ciertos sistemas r´ıgidos. Ante la deteccio´n de
oscilaciones, este algoritmo realiza un paso con un me´todo cla´sico en un par
de variables de estado, evitando as´ı el problema. Se muestra que el uso de
estos algoritmos es particularmente u´til para la simulacio´n de circuitos de
electro´nica conmutada en presencia de componentes para´sitos.
Como segunda contribucio´n de esta Tesis, se presenta un me´todo mixto
que propone particionar un modelo, utilizando un me´todo cla´sico para inte-
grar un subsistema y uno basado en cuantificacio´n para el resto del modelo.
De este modo, pueden aprovecharse las ventajas que cada enfoque pueda
tener para distintas partes de un sistema. Este enfoque resulta particular-
mente interesante para la simulacio´n de sistemas que involucran ma´s de un
dominio f´ısico.
Adema´s de demostrar propiedades teo´ricas de convergencia y estabilidad
de los nuevos me´todos, la eficiencia de los me´todos propuestos es verificada
mediante comparaciones de desempen˜o con respecto a me´todos cla´sicos y
me´todos basados en cuantificacio´n.
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Abstract
In this Thesis, new numerical integration methods for ordinary diffe-
rential equations are proposed. These methods combine the ideas of classic
discrete time and state quantization-based methods.
As a first result, we propose an extension to linearly implicit quantized
state system algorithms that avoids the appearence of spurious oscillations
in the integration of certain stiff systems. Under the detection of oscillations,
this algorithm performs a classic method step on a pair of states avoiding
the problem. It is shown that the use of this algorithm is particularly useful
for the simulation of switched circuits in presence of parasitic components.
The second contribution of the Thesis is a mixed algorithm that splits
a model so that a subsystem is integrated using quantized state systems
methods and the remaining subsystem is integrated with a classic algorithm.
This algorithm then exploits the advantages of both approaches, improving
the overall simulation performance in several applications, particularly in
multidomain problems.
Theoretical convergence and stability results for the mixed numerical
integration scheme are also obtained. In addition, the efficiency of the pro-
posed methods is verified by comparisons of performance with respect to
classical methods and methods based on quantification.
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Glosario
Los distintos algoritmos descriptos a lo largo de esta tesis usan la si-
guiente notacio´n:
t = tiempo ac tua l de s imu la c i o´n
tf = tiempo f i n a l de s imu la c i o´n
x = vector de e s tados (xi se r e f i e r e a l a i−e´ sima
componente )
x˙ = vector de der ivadas pr imeras r e spe c to de l tiempo
x¨ = vector de der ivadas segundas r e spe c to de l tiempo
q = vector de e s tados c u a n t i f i c a d o s
q˙ = vector de pend iente s de e s tados c u a n t i f i c a d o s
tx = a r r e g l o que cont i ene e l tiempo de l u´ l t imo cambio para
cada estado
tη = a r r e g l o que cont i ene e l tiempo de l a pr o´xima
a c t u a l i z a c i o´n para cada estado c u a n t i f i c a d o
∆Q = a r r e g l o que cont i ene e l cuantum de cada estado
e = tiempo t r a n s c u r r i d o ( v a r i a b l e a u x i l i a r )
A = matriz Jacobiana
u = matriz de c o e f i c i e n t e s a f i n e s
u˙ = matriz de pend iente s de l o s c o e f i c i e n t e s a f i n e s
x˙+i = es t imac i o´n de l va l o r fu turo de x˙i
q−i = va lo r a n t e r i o r de e l estado c u a n t i f i c a d o qi
x˙−i = va lo r a n t e r i o r de l a der ivada de l estado x˙i
h = paso de i n t e g r a c i o´n ( v a r i a b l e a u x i l i a r )
tq = a r r e g l o que cont i ene e l tiempo de l u´ l t imo cambio para
cada estado c u a n t i f i c a d o
x¨+i = es t imac i o´n de l va l o r fu turo de x¨i
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Cap´ıtulo 1
Introduccio´n
La simulacio´n digital de sistemas dina´micos es un a´rea de desarrollo
permanente en los a´mbitos teo´rico y de aplicacio´n. Por un lado, la enorme
evolucio´n de las tecnolog´ıas informa´ticas (hardware y software) en las ulti-
mas de´cadas motivo´ la profusio´n de una gran cantidad de me´todos nume´ricos
de resolucio´n de Ecuaciones Diferenciales Ordinarias (EDOs), [1, 2, 3]. Por
otro lado, la creciente complejidad de los modelos que describen los sistemas
de ingenier´ıa modernos y la necesidad de su ana´lisis por simulacio´n plantea
cada d´ıa nuevos desaf´ıos a la teor´ıa de los me´todos nume´ricos. Entre los nu-
merosos campos con problemas abiertos, los que se tratara´n en esta Tesis son
los de la simulacio´n eficiente de sistemas r´ıgidos (normalmente denominados
por su nombre en ingle´s stiff ) y EDOs discontinuas.
Muchos sistemas dina´micos de la pra´ctica dentro de los diversos campos
de la ciencia, son stiff. Esto es, tienen matrices Jacobianas con autovalores
muy separados entre s´ı sobre el eje real negativo del plano complejo. La
integracio´n de estos sistemas mediante me´todos nume´ricos tradicionales de
discretizacio´n temporal requiere de la utilizacio´n de algoritmos impl´ıcitos,
ya que todos los me´todos expl´ıcitos deben necesariamente restringir excesi-
vamente el paso de integracio´n para garantizar estabilidad nume´rica. Esto
se debe a que los me´todos expl´ıcitos exhiben dominios de estabilidad que
se cierran en el semiplano izquierdo del plano complejo [4], y la u´nica ma-
nera de evitar que la estabilidad nume´rica limite el paso de integracio´n es
con dominios de estabilidad cerrados en el semiplano derecho, caracter´ıstica
que so´lo se observa en algunos me´todos impl´ıcitos. Como contrapartida, los
me´todos impl´ıcitos tienen una mayor carga computacional que los expl´ıci-
tos ya que requieren de algoritmos iterativos en cada paso para despejar el
siguiente valor. Esto es adema´s inaceptable en aplicaciones de tiempo real
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dado que no puede garantizarse cuanto tiempo demandara´ la convergencia
de las iteraciones (t´ıpicamente se utilizan iteraciones de Newton).
Un enfoque esencialmente distinto al de los me´todos de integracio´n cla´si-
ca surge al reemplazar la discretizacio´n del tiempo por la cuantificacio´n de
las variables de estado. Esta idea dio lugar a los me´todos de integracio´n por
cuantificacio´n, que aproximan las ecuaciones diferenciales ordinarias por sis-
temas de eventos discretos.
El primero de estos me´todos es el de QSS1 (Quantized State Systems) [5],
que realiza una aproximacio´n de primer orden. En base a principios similares,
se desarrollaron tambie´n me´todos de segundo (QSS2) [6] y de tercer orden
(QSS3) [7], que permiten obtener una mejor precisio´n sin incrementar mucho
el nu´mero de ca´lculos.
Los me´todos de QSS tienen propiedades teo´ricas muy fuertes (estabili-
dad y existencia de cota de error global calculable para sistemas lineales)
y presentan grandes ventajas al simular sistemas discontinuos [8]. Sin em-
bargo, no son apropiados para la simulacio´n de sistemas stiff, debido a la
aparicio´n de oscilaciones de alta frecuencia [4]. Lo que ocurre es que, al igual
que en cualquier me´todo cla´sico expl´ıcito, el paso de integracio´n se reduce
excesivamente para mantener la estabilidad nume´rica.
Posteriormente, fueron desarrollados siguiendo la idea de los me´todos
QSS, una familia de me´todos nume´ricos para ecuaciones diferenciales ordi-
narias (EDOs) que permitan simular de manera eficiente sistemas stiff, donde
la rigidez debe estar dada por ciertas condiciones estructurares, en particu-
lar debido u´nicamente a la presencia de te´rminos grandes en la diagonal
principal de la matriz Jacobiana del sistema. Estos me´todos, denominados
me´todos QSS linealmente impl´ıcitos (LIQSS)[9], aunque fueron formulados
para EDOs pueden ser tambie´n aplicados a sistemas h´ıbridos y a Ecuaciones
Diferenciales Algebraicas.
En esta tesis se desarrollan me´todos que logran integrar eficientemente
sistemas stiff con estructuras ma´s generales. En primer lugar se propone
una estrategia que predice la aparicio´n de oscilaciones espurias entre pares
de variables y, ante dicha situacio´n, realiza un paso con un me´todo cla´sico
impl´ıcito en dicho par de variables. Como veremos, esta estrategia brinda
grandes ventajas para simular circuitos de electro´nica conmutada ante la
presencia de elementos para´sitos.
En segundo lugar, se propone una solucio´n ma´s general que particiona
al modelo en dos subsistemas, utilizando un algoritmo de LIQSS en uno de
ellos y un algoritmo cla´sico en el restante. Esta solucio´n permite explotar
las ventajas de LIQSS en las partes discontinuas o con cierta estructura de
un sistema y las ventajas de los me´todos cla´sicos en otro tipo de estructura
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donde los LIQSS no son eficiente. Como puede preverse, esta estrategia de
integracio´n en modo mixto brindara´ grandes ventajas para simular sistemas
multidominio.
Adema´s de analizar las ventajas y desventajas de los nuevos enfoques
propuestos en diferentes ejemplos de aplicacio´n, en la Tesis tambie´n se estu-
dian las propiedades teo´ricas de convergencia y estabilidad de los algoritmos
propuestos. Por otro lado, se vera´n algunos detalles de su implementacio´n.
1.1. Organizacio´n de la Tesis
Este primer capitulo introductorio brinda una descripcio´n de la tesis
completa, no so´lo enumerando los resultados sino tambie´n intentado rela-
cionarlos con el estado del arte actual.
El Cap´ıtulo 2 presenta en las Secciones 2.1 a 2.6 un breve resumen de los
me´todos cla´sicos de tiempo discreto y una descripcio´n de sus principios de
funcionamiento. A trave´s del mismo se pretende poner en evidencia cuales
son los inconvenientes que presenta este enfoque para la simulacio´n de sis-
temas stiff y discontinuos, y cuales son las soluciones que brinda para poder
as´ı comparar con los me´todos que se desarrollara´n en la Tesis. Adema´s, mu-
chos de los conceptos aqu´ı introducidos, repensados para los me´todos QSS,
fueron los que inspiraron los me´todos que se desarrollan en esta tesis. Tras
esto, en la Seccio´n 2.7 se dan varias definiciones de sistemas stiff y a con-
tinuacio´n se da un pequen˜o resumen de los me´todos presentados a lo largo
del cap´ıtulo indicando si son adecuados para simular sistemas stiff, la causa
e inconvenientes que presentan.
En el Capitulo 3, en la Secciones 3.1 a 3.2 presentan los me´todos por
cuantificacio´n de estados QSS (por sus siglas en ingle´s, Quantized State Sys-
tems), siendo estos los que dieron origen a los me´todos que se desarrollaron
en este trabajo. En la Seccio´n 3.3 se muestran las ventajas de los me´todos
QSS en el manejo de discontinuidades respecto a los me´todos de tiempo
discreto presentados en el segundo cap´ıtulo y en la Seccio´n 3.4 se presentan
las propiedades teo´ricas de los mismos. Para poder mostrar las propieda-
des teo´ricas se explica en primer lugar la relacio´n entre los me´todos QSS
y la teor´ıa de sistemas perturbados. Luego, en la Seccio´n 3.6 se presentan
las me´todos QSS linealmente impl´ıcitos, LIQSS. Posteriormente, se ve en la
Seccio´n 3.5 el comportamiento tanto de los me´todos QSS como de los LIQSS
a la hora de simlar sistemas stiff, mostrando los inconvenientes que pueden
surgir en cada caso. Finalmente, en la Seccio´n 3.8 se describe brevemente la
implementacio´n de toda esta familia de me´todos.
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El Cap´ıtulo 4 presenta la extensio´n propuesta para el me´todo de LIQSS
de primer orden que evita oscilaciones espurias en ciertos sistemas stiff. El
cap´ıtulo comienza mostrando los inconvenientes que tienen estos me´todos
cuando la rigidez se debe a la presencia de te´rminos grandes a ambos lados de
la diagonal principal de la matriz Jacobiana del sistema. Luego, se presenta
la idea ba´sica del me´todo a trave´s de un ejemplo para facilitar la comprensio´n
de la definicio´n formal del mismo dada en la Seccio´n 4.2. El desarrollo del
me´todo, denominado mLIQSS1, termina en la Seccio´n 4.3 donde se presenta
el algoritmo detallando su funcionamiento. Por u´ltimo, en la seccio´n 4.4 se
presentan dos ejemplos que permiten comparar los resultados obtenidos con
el algoritmo modificado mLIQSS1 respecto de los que se obtienen utilizando
la versio´n original del mismo as´ı como con algunos de los me´todos cla´sicos
introducidos en el Cap´ıtulo 2.
A pesar de los buenos desempen˜os mostrados por el me´todo mLIQSS1, y
como era de esperarse al tratarse de un algoritmo de primer orden, no puede
alcanzarse una buena precisio´n sin aumentar significativamente el nu´mero de
pasos. Por esto, se formulo´ tambie´n un algoritmo de segundo orden descripto
en el siguiente cap´ıtulo.
El Cap´ıtulo 5 comienza entonces proponiendo una simplificacio´n a la for-
mulacio´n del algoritmo original de LIQSS2 . Esta modificacio´n, adema´s de
mejorar el desempen˜o del mismo en casos con estructuras simples (sin te´rmi-
nos grandes a ambos lados de la diagonal principal), permite extenderlo de
manera similar al caso de primer orden y definir el me´todo de mLIQSS2 que
se presenta formalmente en la Seccio´n 5.2. Posteriormente, en la Seccio´n 5.3
se verifica que las versiones modificadas propuestas de los algoritmos conser-
van las fuertes propiedades de los me´todos originales que fueron convenien-
temente explicadas en la seccio´n 3.4. Luego, en la Seccio´n 5.4 se describe
brevemente la implementacio´n de los algoritmos modificados. Finalmente,
en la Seccio´n 5.5 se presentan resultados. En primera instancia, se muestra
un ejemplo donde se ven las mejoras obtenidas debido a la mejora propuesta
al me´todo LIQSS2 en la Seccio´n 5.1. Luego se evalu´a el desempen˜o del me´to-
do mLIQSS2 en diversos campos de aplicacio´n, en los cuales se verifican las
condiciones de rigidez establecidas para el correcto funcionamiento de estos
me´todos, y en los cuales lo me´todos originales fallan.
Luego, en el Cap´ıtulo 6, se estudia la aplicacio´n de los me´todos propues-
tos en los cap´ıtulos anteriores en el campo de los convertidores de electro´nica
conmutada en presencia de elementos para´sitos. Una de las principales apli-
caciones de los me´todos de LIQSS es la simulacio´n de modelos de electro´ni-
ca de conmutacio´n, sin embargo no se hab´ıa estudiado hasta aca´ si dichos
me´todos preservaban la eficiencia en presencia de inductancias y capacida-
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des para´sitas. En la Seccio´n 6.1 se da una introduccio´n a la problema´tica
que presenta la presencia de elementos para´sitos en el a´mbito de la simu-
lacio´n. Luego, en la Seccio´n 6.2 se describe la rigidez desde un punto de
vista circuital, as´ı como la consecuencia de la misma al aplicar los me´todos
QSS. Adema´s se presenta un modo sistema´tico de analizar la posibilidad de
simular eficientemente un dado circuito a partir de un simple ana´lisis del
circuito utilizando esta familia de me´todos. Teniendo esto presente, en las
Secciones 6.3 y 6.4 se presenta el ana´lisis de dos convertidores en presencia
de elementos para´sitos, as´ı como el como la comparacio´n de el desempen˜o
de me´todos mLIQSS, sus versiones originales y algunos me´todos cla´sicos.
A partir de las limitaciones observadas en los cap´ıtulos precedentes, sur-
ge la idea descripta en el Cap´ıtulo 7, en el que se tratan los me´todos mixtos.
Para comenzar, en la Seccio´n 7.1 se da una introduccio´n respecto a la motiva-
cio´n de desarrollar me´todos mixtos que combinen me´todos cla´sicos con QSS.
Luego, en la Seccio´n 7.2 se establece la definicio´n formal de estos me´todos, y
se demuestran importantes propiedades teo´ricas como lo son la convergencia
y estabilidad de estos me´todos propuestos. En la Seccio´n 7.3 se describe la
implementacio´n del me´todo LIQSS BDF. Finalmente, en la Seccio´n 7.4 ve-
mos ejemplos donde se comparan los resultados de simular algunos sistemas
con me´todos cla´sicos por un lado, con me´todos de la familia QSS por otro,
y con me´todos mixtos que combinan los dos anteriores.
La tesis concluye con el Cap´ıtulo 8, donde se presentan algunos proble-
mas abiertos en los que se esta´ trabajando actualmente y las conclusiones
generales del trabajo realizado.
1.2. Contribuciones originales
A partir del Cap´ıtulo 4, y hasta el final de la tesis, se presentan los
resultados originales obtenidos.
La principal contribucio´n es el desarrollo de tres nuevos me´todos de
integracio´n nume´rica para ecuaciones diferenciales ordinarias stiff y todo el
trabajo hecho alrededor de los mismos: elaboracio´n de algoritmos, estudio
de las propiedades teo´ricas, implementacio´n en un entorno de simulacio´n,
construccio´n de ejemplos y comparacio´n de resultados con me´todos cla´sicos
de integracio´n.
Siguiendo la idea de los me´todos de integracio´n cuantificados, es decir,
reemplazando la discretizacio´n temporal por la cuantificacio´n de los estados,
estos me´todos (mLIQSS1, mLIQSS2 y LIQSS BDF) permiten simular efi-
cientemente diversos tipos de sistemas stiff. La caracter´ıstica sobresaliente
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de los me´todos desarrollados es que permiten simular eficientemente siste-
mas stiff con estructuras ma´s generales que las que permiten los me´todos
actuales.
1.3. Trabajos Relacionados y Relevancia de los
Resultados
Los trabajos que tienen relacio´n con esta Tesis se pueden clasificar en
dos categor´ıas.
Por un lado, hay trabajos que intentan solucionar el problema de inte-
grar nume´ricamente sistemas stiff de manera eficiente haciendo uso de los
principios de los me´todos cla´sicos de tiempo discreto. Por otro lado, hay
trabajos que si bien no esta´n enfocados en la simulacio´n de sistemas stiff,
desarrollan algoritmos similares a los que se proponen en esta tesis para la
simulacio´n de sistemas continuos cuantificando las variables de estado en
lugar de la variable tiempo.
Con respecto al primer grupo, un gran nu´mero de libros y art´ıculos de
revistas se han ocupado del estudio de me´todos nume´ricos para la integracio´n
de ecuaciones diferenciales stiff en las u´ltimas de´cadas. Se han propuesto
multitud de me´todos buscando buenas propiedades de estabilidad lineal y
no lineal. Todos estos me´todos son impl´ıcitos. Se puede encontrar gran parte
de este material recopilado en los libros [10] y [11].
Los ma´s usados en la pra´ctica son aquellos basados en me´todos linea-
les multipaso, especialmente los me´todos BDF [12, 1], por ser muy eficien-
tes para un gran nu´mero de problemas de este tipo y los me´todos Runge-
Kutta impl´ıcitos [13], debido a sus buenas propiedades de estabilidad (A-
estabilidad, L-estabilidad y B-estabilidad entre otras). Sin embargo, en todos
los casos es necesario resolver un sistema no lineal de ecuaciones algebraicas
en cada paso de la integracio´n. Este problema es ma´s grave en los me´todos
de Runge–Kutta impl´ıcitos ya que el sistema de ecuaciones a resolver resulta
de mayor dimensio´n, lo que hace estas fo´rmulas poco eficientes cuando la
dimensio´n del problema es grande.
Con el fin de reducir el coste computacional que se requiere en cada paso
de la integracio´n nume´rica, tambie´n se han desarrollado me´todos linealmente
impl´ıcitos, eliminando de este modo la necesidad de resolver sistemas no
lineales de ecuaciones algebraicas.
De entre los muchos me´todos de este tipo cabe destacar los conocidos
como me´todos Rosenbrock [14] as´ı como los me´todos Rosenbrock-Wanner
o me´todos Rosenbrock modificados, [15, 16, 17]. Estos me´todos tienen el
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inconveniente de que es necesario evaluar la matriz Jacobiana en cada paso,
lo que los hace poco competitivos cuando esta evaluacio´n es costosa desde
un punto de vista computacional.
Por otro lado, algunos casos particulares de sistemas stiff pueden tra-
tarse a trave´s de me´todos especiales de integracio´n nume´rica. Entre estos
encontramos los me´todos multirate, que permiten utilizar distintos taman˜os
de paso de integracio´n en cada variable de estado, reduciendo as´ı la cantidad
de ca´lculos realizados [18, 19]. Tambie´n existen me´todos denominados mix-
tos, que utilizan fo´rmulas expl´ıcitas para ciertas componentes del sistema y
fo´rmulas impl´ıcitas para las restantes [4].
En lo que respecta al segundo grupo, las primeras ideas y definiciones
se deben a Bernard Zeigler. A fines de los noventa presento´ un enfoque
esencialmente distinto al de los me´todos de integracio´n cla´sica que surge al
reemplazar la discretizacio´n del tiempo por la cuantificacio´n de las variables
de estado [20]. Esta idea dio lugar a los me´todos de integracio´n por cuanti-
ficacio´n, que aproximan las ecuaciones diferenciales ordinarias por sistemas
de eventos discretos en te´rminos del formalismo DEVS [21].
El primero de estos me´todos es el de QSS1 (Quantized State Systems)
[5], que realiza una aproximacio´n de primer orden de la solucio´n nume´rica
de un determinado sistema. En base a principios similares, se desarrollaron
tambie´n me´todos de segundo orden (QSS2) [6] y de tercer orden (QSS3) [7],
que permiten obtener una mejor precisio´n sin incrementar mucho el nu´mero
de ca´lculos. Adema´s, los me´todos QSS cuentan con una forma de control de
error relativo basado en el uso de cuantificacio´n logar´ıtmica [22].
Los me´todos de QSS tienen propiedades teo´ricas muy fuertes (estabili-
dad y existencia de cota de error global calculable para sistemas lineales)
y presentan grandes ventajas al simular sistemas discontinuos [8]. Sin em-
bargo, no son apropiados para la simulacio´n de sistemas stiff, debido a la
aparicio´n de oscilaciones de alta frecuencia [11]. Lo que ocurre es que, al
igual que cualquier me´todo cla´sico expl´ıcito, el paso de integracio´n se redu-
ce excesivamente para mantener la estabilidad nume´rica.
Esta tesis puede ser vista como una continuacio´n de los trabajos de
Ernesto Kofman y Gustavo Migoni en el tema. Aqu´ı, se sen˜ala el problema
que presentan los me´todos para simular sistemas stiff en los cuales la rigidez
se debe a la presencia de te´rminos grandes fuera de la diagonal principal de
la matriz Jacobiana del sistema.
En primera medida, se implemento´ el me´todo mLIQSS1, que combina
el me´todo LIQSS1 con el me´todo cla´sico Backward Euler. Este u´ltimo se
utiliza para resolver subsistemas de 2 × 2 en los casos en los que se prevea
la presencia de oscilaciones espurias debido a la interaccio´n de dos variables
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de estado. La idea detra´s de este me´todo sirvio´ para el posterior desarrollo
del me´todo de segundo orden mLIQSS2. Para ello, primero se realizo´ una
mejora sobre el me´todo LIQSS2 original, que mejora au´n ma´s los resultados
obtenidos con el mismo a la hora de simular sistemas stiff en los que la
rigidez se debe a la presencia de te´rminos grandes en la diagonal principal
de la matriz Jacobiana. Estos dos me´todos comparten todas sus propiedades
teo´ricas con los me´todos originales, dando lugar as´ı a me´todos que resultan
muy eficientes a la hora de simular sistemas discontinuos con una rigidez
ma´s general que la alcanzada por lo me´todos de base.
Luego, inspirados en las ideas de los me´todos mixtos cla´sicos, que combi-
nan me´todos impl´ıcitos expl´ıcitos, y los me´todos mLIQSS, surgen los me´to-
dos mixtos basados en cuantificacio´n. Estos combinan los me´todos cla´sicos
con los me´todos LIQSS para simular distintas partes de un sistema, aprove-
chando as´ı las bondades de cada metodolog´ıa en las partes en las que cada
una resulte ma´s conveniente. Adema´s se demuestran propiedades teo´ricas
esenciales para a los me´todos nume´ricos, como lo son convergencia y estabi-
lidad.
1.4. Publicaciones de Apoyo
La mayor parte de los resultados incluidos en esta tesis ya fueron publi-
cados en revistas y en memorias de conferencias.
El primer resultado fue la definicio´n del me´todo mLIQSS1, la implemen-
tacio´n del mismo en un entorno de simulacio´n, la construccio´n de modelos a
modo de ejemplo y la obtencio´n de resultados de simulacio´n, con su corres-
pondiente comparacio´n con el me´todo LIQSS1 original as´ı como con algunos
me´todos cla´sicos. Estos resultados fueron publicados en la principal confe-
rencia de la disciplina de Simulacio´n [23], la Winter Simulation Conference.
Posteriormente, se ampliaron los resultados obtenidos con la introduc-
cio´n del me´todo mLIQSS2, as´ı como con la mejora del me´todo LIQSS2.
Estos resultados fueron publicados en la revista Simulation. Transactions of
the SCS [24].
Adema´s, los resultados de aplicar los me´todos mLIQSS a la simulacio´n
de circuitos de electro´nica conmutada en presencia de elementos para´sitos
fue publicada en una conferencia local [25].
Hay tambie´n un art´ıculo en preparacio´n para una revista internacional
sobre los me´todos mixtos basados en cuantificacio´n de hasta segundo orden.
Cap´ıtulo 2
Me´todos Cla´sicos de
Integracio´n y Sistemas Stiff
En este cap´ıtulo, basado principalmente en [11], se presentara´ una muy
breve descripcio´n de algunos de los me´todos de integracio´n de tiempo discre-
to que se mencionan en esta Tesis. En cada caso se resaltara´n sus ventajas y
desventajas para la simulacio´n de sistemas r´ıgidos (usualmente denominados
por su nombre en ingle´s, stiff ).
Adema´s, se introducira´n varias definiciones de sistemas stiff a lo largo
del cap´ıtulo, algunas de ellas formuladas a partir del comportamiento de las
simulaciones al utilizar determinados me´todos de tiempo discreto.
Si bien este cap´ıtulo no trata sobre los me´todos de integracio´n por cuan-
tificacio´n (sobre los que se basa esta Tesis), los me´todos aqu´ı tratados se uti-
lizan muchas veces para ser comparados con los me´todos de integracio´n desa-
rrollados. Adema´s, conocer los principios de los me´todos de tiempo discreto
as´ı como tambie´n sus ventajas y desventajas permite una mejor comprensio´n
del motivo por el cual en determinados casos son realmente ventajosos los
me´todos desarrollados. Adema´s, el desarrollo de estos nuevos me´todos esta´
basado en buena medida en los principios de los me´todos cla´sicos de tiempo
discreto.
2.1. Conceptos ba´sicos de integracio´n nume´rica
En esta seccio´n se introducira´n caracter´ısticas generales de todos los
me´todos de tiempo discreto, as´ı como tambie´n herramientas y conceptos
que se utilizara´n a lo largo del cap´ıtulo.
23
24 CAPI´TULO 2. ME´TODOS CLA´SICOS DE INTEGRACIO´N
2.1.1. Principios de integracio´n nume´rica
Los me´todos de integracio´n surgen como una herramienta que permite
la simulacio´n digital de modelos de sistemas continuos ya que por lo general
resulta muy dif´ıcil encontrar soluciones anal´ıticas de los mismos.
Para poder comprender el principio en que se basan todos los me´todos
de integracio´n, analicemos en forma general la aproximacio´n que realizan los
me´todos de integracio´n del modelo de ecuaciones de estado:
x˙(t) = f(x(t),u(t), t) (2.1)
donde x es el vector de estados, u es el vector de entradas, y t representa el
tiempo, con condiciones iniciales:
x(t = t0) = x0 (2.2)
Una componente xi(t) del vector de estados representa la i
th trayectoria del
estado en funcio´n del tiempo t. Siempre y cuando el modelo de ecuaciones de
estado no contenga discontinuidades en fi(x,u, t) ni en sus derivadas, xi(t)
sera´ tambie´n una funcio´n continua. Adema´s, la funcio´n podra´ aproximarse
con la precisio´n deseada mediante series de Taylor alrededor de cualquier
punto de la trayectoria (siempre y cuando no haya escape finito, es decir,
que la trayectoria tienda a infinito para un valor finito de tiempo).
Denominando t∗ al instante de tiempo en torno al cual se aproxima la
trayectoria mediante una serie de Taylor, y sea t∗+h el instante de tiempo en
el cual se quiere evaluar la aproximacio´n. Entonces, la trayectoria en dicho
punto puede expresarse como sigue:
xi(t
∗ + h) = xi(t∗) +
dxi(t
∗)
dt
· h+ d
2xi(t
∗)
dt2
· h
2
2!
+ . . . (2.3)
Reemplazando con la ecuacio´n de estado (2.1), la serie (2.3) queda:
xi(t
∗ + h) = xi(t∗) + fi(t∗) · h+
dfi(t
∗)
dt
· h
2
2!
+ . . . (2.4)
Los distintos algoritmos de integracio´n difieren en la manera de aproximar
las derivadas superiores del estado y en el nu´mero de te´rminos de la serie de
Taylor que consideran para la aproximacio´n.
2.1.2. Precisio´n de la aproximacio´n y orden de un me´todo
La precisio´n con la que se aproximan las derivadas de orden superior debe
estar acorde al nu´mero de te´rminos de la serie de Taylor que se considera. Si
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se tienen en cuenta n+1 te´rminos de la serie, la precisio´n de la aproximacio´n
de la derivada segunda del estado d2xi(t
∗)/dt2 = dfi(t∗)/dt debe ser de orden
n − 2, ya que este factor se multiplica por h2. La precisio´n de la tercer
derivada debe ser de orden n−3 ya que este factor se multiplica por h3, etc.
De esta forma, la aproximacio´n sera´ correcta hasta hn. Luego, n se denomina
orden de la aproximacio´n del me´todo de integracio´n, o, simplemente, se dice
que el me´todo de integracio´n es de orden n.
Mientras mayor es el orden de un me´todo, ma´s precisa es la estimacio´n
de xi(t
∗ + h). En consecuencia, al usar me´todos de orden mayor, se puede
integrar utilizando pasos grandes. Por otro lado, al usar pasos cada vez ma´s
chicos, los te´rminos de orden superior de la serie de Taylor decrecen cada
vez ma´s ra´pidos y la serie de Taylor puede truncarse antes.
El costo de cada paso depende fuertemente del orden del me´todo en uso.
En este sentido, los algoritmos de orden alto son mucho ma´s costosos que los
de orden bajo. Sin embargo, este costo puede compensarse por el hecho de
poder utilizar un paso mucho mayor y entonces requerir un nu´mero mucho
menor de pasos para completar la simulacio´n. Esto implica que hay que
buscar una solucio´n de compromiso entre ambos factores.
2.1.3. Integracio´n Euler
El algoritmo de integracio´n ma´s simple se obtiene truncando la serie de
Taylor tras el te´rmino lineal:
x(t∗ + h) ≈ x(t∗) + x˙(t∗) · h (2.5a)
o:
x(t∗ + h) ≈ x(t∗) + f(x(t∗), t∗) · h (2.5b)
Este esquema es particularmente simple ya que no requiere aproximar nin-
guna derivada de orden superior, y el te´rmino lineal esta´ directamente dis-
ponible del modelo de ecuaciones de estado. Este esquema de integracio´n se
denomina Me´todo de Forward Euler (FE).
La Figura 2.1 muestra una interpretacio´n gra´fica de la aproximacio´n
realizada por el me´todo de FE.
La simulacio´n utilizando el me´todo de FE se torna trivial ya que el
me´todo de integracio´n utiliza so´lo valores pasados de las variables de estado
y sus derivadas. Un esquema de integracio´n que exhibe esta caracter´ıstica
se denomina algoritmo de integracio´n expl´ıcito.
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Figura 2.1: Integracio´n nume´rica utilizando Forward Euler.
Figura 2.2: Integracio´n nume´rica utilizando Backward Euler.
La Figura 2.2 muestra un esquema con una pequen˜a modificacio´n.
En este esquema, la solucio´n x(t∗+h) se aproxima utilizando los valores
de x(t∗) y f(x(t∗ + h), t∗ + h) mediante la fo´rmula:
x(t∗ + h) ≈ x(t∗) + f(x(t∗ + h), t∗ + h) · h (2.6)
Este esquema se conoce como el me´todo de integracio´n de Backward
Euler (BE).
Como puede verse, esta fo´rmula depende del valor actual y del valor
pasado de las variables, lo que causa problemas. Para calcular x(t∗+h) en la
Ec. (2.6), necesitamos conocer f(x(t∗+h), t∗+h)), pero para calcular f(x(t∗+
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h), t∗ + h)) de la Ec. (2.1), necesitamos saber x(t∗ + h). En consecuencia,
estamos ante un lazo algebraico no lineal.
Este tipo de algoritmos se denominan me´todos de integracio´n impl´ıcitos.
Si bien los me´todos impl´ıcitos son ventajosos desde el punto de vista
nume´rico (veremos esto ma´s adelante), la carga computacional adicional
creada por la necesidad de resolver simulta´neamente un sistema de ecua-
ciones algebraicas no lineales al menos una vez por cada paso de integra-
cio´n puede hacerlos inapropiados para su uso en software de simulacio´n de
propo´sito general excepto para aplicaciones espec´ıficas, tales como los siste-
mas stiff.
2.1.4. El Dominio de Estabilidad Nume´rica
Para poder definir los denominados dominios de estabilidad nume´rica,
se considera nuevamente la solucio´n de un sistema auto´nomo, lineal y esta-
cionario:
x˙ = A · x (2.7)
con las condiciones iniciales de la Ec. (2.2). La solucio´n anal´ıtica es la si-
guiente:
x(t) = exp(A · t) · x0 (2.8)
Esta solucio´n es anal´ıticamente estable si todas las trayectorias permanecen
acotadas cuando el tiempo tiende a infinito. El sistema (2.7) es anal´ıticamen-
te estable si y so´lo si todos los autovalores de A tienen parte real negativa:
Real{Eig(A)} = Real{λ} < 0.0 (2.9)
El dominio de estabilidad anal´ıtica en el plano complejo λ se muestra en
la Figura 2.3.
Aplicando entonces el algoritmo de FE a la solucio´n nume´rica de este
problema colocando el sistema de la Ec. (2.7) en el algoritmo de la Ec. (2.5),
se obtiene:
x(t∗ + h) = x(t∗) + A · h · x(t∗) (2.10)
que puede reescribirse en forma ma´s compacta como:
x(k + 1) = [I(n) + A · h] · x(k) (2.11)
donde I(n) es una matriz identidad de la misma dimensio´n que A, es decir,
n × n. En lugar de referirnos expl´ıcitamente al tiempo de simulacio´n, lo
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Figura 2.3: Dominio de estabilidad anal´ıtica.
que se hace es indexar el tiempo, es decir, k se refiere al k–e´simo paso de
integracio´n.
Lo que se hizo fue convertir el sistema continuo anterior en un sistema
de tiempo discreto asociado:
xk+1 = F · xk (2.12)
donde la matriz de evolucio´n discreta F puede calcularse a partir de la matriz
de evolucio´n continua A y del paso de integracio´n h, como:
F = I(n) + A · h (2.13)
El sistema discreto de la Ec. (2.12) es anal´ıticamente estable si y so´lo si
todos sus autovalores se encuentran dentro de un c´ırculo de radio 1 alrededor
del origen, llamado c´ırculo unitario. Para que esto ocurra, de la Ec. (2.13)
se puede concluir que todos los autovalores de A multiplicados por el paso
de integracio´n h deben caer en un c´ırculo de radio 1.0 alrededor del punto
−1.0.
Se dice que un sistema lineal y estacionario de tiempo continuo integrado
con un me´todo dado de integracio´n de paso fijo es nume´ricamente estable si
y so´lo si el sistema de tiempo discreto asociado es anal´ıticamente estable.
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La Figura 2.4 muestra el dominio de estabilidad nume´rica del me´todo de
FE.
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Figura 2.4: Dominio de estabilidad nume´rica de Forward Euler.
Es importante notar que el dominio de estabilidad nume´rica, en el sentido
riguroso, queda so´lo definido para sistemas lineales y estacionarios y puede
aplicarse solamente a algoritmos de paso fijo.
El dominio de estabilidad nume´rica de FE muestra que cuando el paso
de integracio´n es grande, un sistema anal´ıticamente estable puede dar un
resultado nume´ricamente inestable.
En el caso de BE, Colocando el modelo de la Ec. (2.7) en el algoritmo
de la Ec. (2.5), se obtiene:
x(t∗ + h) = x(t∗) + A · h · x(t∗ + h) (2.14)
que puede reescribirse como:
[I(n) −A · h] · x(t∗ + h) = x(t∗) (2.15)
o:
x(k + 1) = [I(n) −A · h]−1 · x(k) (2.16)
Luego:
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F = [I(n) −A · h]−1 (2.17)
La Figura 2.5 muestra el dominio de estabilidad de este me´todo.
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Figura 2.5: Dominio de estabilidad de Backward Euler.
El algoritmo de BE tiene la ventaja de que si el sistema es anal´ıtica-
mente estable, se garantizara´ la estabilidad nume´rica para cualquier paso de
integracio´n h. Este me´todo es entonces mucho ma´s apropiado que el de FE
para resolver problemas con autovalores alejados sobre el eje real negativo
del plano complejo. Esto es de crucial importancia en los sistemas stiff, es
decir, sistemas con autovalores cuyas partes reales esta´n dsipersas a lo largo
del eje real negativo.
A diferencia de FE, en BE el paso de integracio´n debera´ elegirse exclu-
sivamente en funcio´n de los requisitos de precisio´n, sin importar el dominio
de estabilidad nume´rica.
Sin embargo, el dominio de estabilidad nume´rica de BE muestra una
regio´n estable en el semiplano derecho. Esto es particularmente peligroso
ya que un sistema anal´ıticamente inestable puede resultar nume´ricamente
estable. Por lo tanto, al analizar resultados de simulacio´n puede llegarse a
la conclusio´n (erro´nea) de que el sistema es estable.
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2.1.5. La Iteracio´n de Newton
En los sistemas lineales, podemos utilizar el me´todo de BE aplicando
inversio´n matricial y llegando a una fo´rmula como la Ec. (2.16).
Sin embargo, esto no se puede hacer en el caso no lineal. De alguna
manera hay que resolver el conjunto impl´ıcito de ecuaciones algebraicas no
lineales que se forman entre el modelo de ecuaciones de estado y el algoritmo
de integracio´n impl´ıcito. Para esto, se necesita algu´n procedimiento iterativo.
Un me´todo para encontrar soluciones de ecuaciones algebraicas es la
iteracio´n de Newton, cuyo uso para encontrar donde una funcio´n se hace
cero se ilustra en la Figura 2.6.
F (x)
x
α
α
xℓ xℓ+1
xℓ+2
Figura 2.6: Iteracio´n de Newton.
Dada una funcio´n arbitraria F(x), asumiendo que se conoce el valor de
tal funcio´n y su derivada ∂F/∂x en un punto x`, notar que:
tan α =
∂F `
∂x
=
F `
x` − x`+1 (2.18)
Entonces:
x`+1 = x` − F
`
∂F `/∂x (2.19)
A modo de ejemplo se muestra a continuacio´n como aplicar esta te´cnica
para iterar en el me´todo de BE aplicado a un sistema no lineal escalar,
donde, en un punto xk se tiene
x˙k+1 = f(xk+1, tk+1) (2.20)
por lo que al aplicar el algoritmo de BE
xk+1 = xk + h · x˙k+1 (2.21)
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queda:
xk+1 = xk + h · f(xk+1, tk+1) (2.22)
o
xk + h · f(xk+1, tk+1)− xk+1 = 0 (2.23)
La Ec. (2.23) esta´ en la forma adecuada para aplicar la iteracio´n de Newton.
Aqu´ı, la variable desconocida es xk+1. Luego,
x`+1k+1 = x
`
k+1 −
xk + h · f(x`k+1, tk+1)− x`k+1
h · ∂f(x`k+1, tk+1)/∂x− 1
(2.24)
donde k es el nu´mero del paso de integracio´n y ` es el nu´mero de veces que
la iteracio´n de Newton fue aplicada en dicho paso.
La fo´rmula para el caso matricial de la iteracio´n de Newton tiene la
siguiente forma:
x`+1 = x` − (H`)−1 · F ` (2.25)
donde:
H = ∂F
∂x
=

∂F1/∂x1 ∂F1/∂x2 . . . ∂F1/∂xn
∂F2/∂x1 ∂F2/∂x2 . . . ∂F2/∂xn
...
...
. . .
...
∂Fn/∂x1 ∂Fn/∂x2 . . . ∂Fn/∂xn
 (2.26)
es la matriz Hessiana del problema.
Utilizando este esquema de iteracio´n en el modelo de espacio de estados
con el me´todo de BE se obtiene:
x`+1k+1 = x
`
k+1 − [h · J `k+1 − I(n)]−1 · [xk + h · f(x`k+1, tk+1)− x`k+1] (2.27)
donde:
J = ∂f
∂x
=

∂f1/∂x1 ∂f1/∂x2 . . . ∂f1/∂xn
∂f2/∂x1 ∂f2/∂x2 . . . ∂f2/∂xn
...
...
. . .
...
∂fn/∂x1 ∂fn/∂x2 . . . ∂fn/∂xn
 (2.28)
es la matriz Jacobiana del sistema dina´mico.
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Cualquier implementacio´n de este esquema de iteracio´n requiere, en ge-
neral, el co´mputo de al menos una aproximacio´n de la matriz Jacobiana, y
la inversio´n (refactorizacio´n) de la matriz Hessiana. Como ambas operacio-
nes son bastante costosas, las diferentes implementaciones var´ıan en que´ tan
a menudo recalculan el Jacobiano (esto se denomina iteracio´n de Newton
modificada). Cuanto ma´s no lineal sea el problema, ma´s a menudo hay que
recalcular el Jacobiano. As´ı mismo, al cambiar el paso de integracio´n, hay
que refactorizar el Hessiano.
La iteracio´n de Newton no modifica las propiedades de estabilidad del
algoritmo de BE aplicado a un sistema lineal. Esto vale en general para
todos los me´todos de integracio´n, no so´lo para el de BE.
2.2. Me´todos de integracio´n Monopaso
Se denomina me´todos de integracio´n monopaso a aquellos que calculan
xk+1 utilizando u´nicamente informacio´n sobre xk.
2.2.1. Me´todos Runge-Kutta
Un me´todo de Runge–Kutta es un algoritmo que avanza la solucio´n desde
xk(tk) hasta xk+1(tk + h), usando una formula del tipo
xk+1 = xk + h · (c1 · k1 + . . .+ cn · kn)
donde las llamadas etapas k1 . . . kn se calculan sucesivamente a a partir
de las ecuaciones:
etapa 0: k1 = f(xk + b1,1 · h · k1 + . . .+ b1,n · h · kn, tk + a1h)
...
...
etapa n− 1: kn = f(xk + bn,1 · h · k1 + . . .+ bn,n · h · kn, tk + anh)
etapa n: xk+1 = xk + c1 · h · k1 + . . .+ cn · h · kn
El nu´mero n de evaluaciones de funcio´n en el algoritmo se llama nu´me-
ro de etapas y frecuentemente es considerado como una medida del costo
computacional de la formula considerada.
Una forma muy comu´n de representar a los algoritmos de RK es a trave´s
de la tabla de Butcher. Esta tabla toma en el caso general la siguiente forma:
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a1 b1,1 . . . b1,n
...
...
. . .
...
an bn,1 . . . bn,n
x c1 . . . cn
El me´todo ma´s popular de estos es el de Runge–Kutta de orden cuatro
(RK4) con tabla de Butcher:
0 0 0 0 0
1/2 1/2 0 0 0
1/2 0 1/2 0 0
1 0 0 1 0
x 1/6 1/3 1/3 1/6
o sea,
etapa 0: k1 = f(xk, tk)
etapa 1: k2 = f(xk +
h
2
· k1, tk +
h
2
)
etapa 2: k3 = f(xk +
h
2
· k2, tk +
h
2
)
etapa 3: k4 = f(xk + h · k3, tk + h)
etapa 4: xk+1 = xk +
h
6
· [k1 + 2 · k2 + 2 · k3 + k4]
Este algoritmo es particularmente atractivo debido a que tiene muchos
elementos nulos en la tabla de Butcher. Tiene, como puede verse, cuatro
evaluaciones de la funcio´n f .
Es importante notar que el nu´mero de etapas y el orden de la aproxima-
cio´n no son necesariamente iguales. Los algoritmos de RK de orden superior
requieren un mayor nu´mero de etapas que lo que indica el orden. La Ta-
bla 2.1 brinda un pantallazo histo´rico sobre el desarrollo de los me´todos de
RK.
2.2.2. Dominio de estabilidad de los algoritmos RK
Dado que los RK desarrollados hasta aqu´ı son expl´ıcitos, sus dominios
de estabilidad son similares al del algoritmo de FE, o sea, que el contorno
de estabilidad se cierra sobre el semiplano izquierdo del plano (λ · h).
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Autor An˜o Orden # de Etapas
Euler 1768 1 1
Runge 1895 4 4
Heun 1900 2 2
Kutta 1901 5 6
Hutˇa 1956 6 8
Shanks 1966 7 9
Curtis 1970 8 11
Tabla 2.1: Historia de los Algoritmos de Runge–Kutta.
Todos los me´todos RK2 de dos etapas tienen el mismo dominio de es-
tabilidad, y lo mismo vale para todos los RK3 de tres etapas y los RK4 de
cuatro etapas.
Los dominios de estabilidad de los me´todos RK1 (Euler) a RK4 se mues-
tran en la Figura 2.7.
Puede notarse como al incrementarse el orden, los me´todos aproximan
mejor el dominio de estabilidad anal´ıtica. Esto es muy bueno ya que los
me´todos de orden superior permiten utilizar pasos ma´s grandes.
2.2.3. Sistemas Stiff
Un sistema lineal y estacionario se dice que es stiff cuando es estable y
hay autovalores cuyas partes reales son muy distintas, es decir, hay modos
muy ra´pidos y modos muy lentos.
El problema con los sistemas stiff es que la presencia de los modos ra´pidos
obliga a utilizar un paso de integracio´n muy pequen˜o para no caer en la zona
de inestabilidad del me´todo.
El concepto tambie´n existe en el caso no lineal, pero aqu´ı hace falta una
definicio´n un poco distinta:
Definicio´n: ’Un sistema de Ecuaciones Diferenciales Ordinarias
se dice stiff si, al integrarlo con un me´todo de orden n y tolerancia
de error local de 10−n, el paso de integracio´n del algoritmo debe
hacerse ma´s pequen˜o que el valor indicado por la estima del
error local debido a las restricciones impuestas por la regio´n de
estabilidad nume´rica’.
Para integrar entonces sistemas stiff sin tener que reducir el paso de inte-
gracio´n a causa de la estabilidad, es necesario buscar me´todos que incluyan
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Figura 2.7: Dominios de estabilidad de los me´todos expl´ıcitos RK.
en su regio´n estable el semiplano izquierdo completo del plano (λ · h), o al
menos una gran porcio´n del mismo.
Definicio´n: Un me´todo de integracio´n que contiene en su regio´n
de estabilidad a todo el semiplano izquierdo del plano (λ · h) se
denomina absolutamente estable, o, ma´s simplemente, A–estable.
2.2.4. Me´todos de Interpolacio´n hacia Atra´s
Para poder tratar los problemas stiff se necesitan algoritmos A–estables.
A continuacio´n se mostrara´ una clase especial de algoritmos IRK que se
denominan me´todos de backinterpolation, o me´todos de interpolacio´n hacia
atra´s (me´todos BI). Los me´todos BI pueden hacerse F–estables, L–estables
o algo en el medio de ambas caracter´ısticas de acuerdo a la necesidad del
usuario. Solo se mostrara´n a continuacio´n algunos de los me´todos F estables
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ya que son los que sirven para la simulacio´n de sistemas stiff (sobre los que
trata esta Tesis) y adema´s su explicacio´n es bastante mas fa´cil e intuitiva.
La idea de los Me´todos BI consiste en dar un paso hacia atra´s e iterar
hasta que la condicio´n ’final’ del paso hacia atra´s coincida con de xk. Para
poder comprender la idea observemos que el me´todo de BE:
xk+1 = xk + h · x˙k+1 (2.29)
La Ec. (2.29) puede reescribirse como:
xk = xk+1 − h · x˙k+1 (2.30)
Luego, un paso hacia adelante utilizando BE puede interpretarse como
un paso hacia atra´s de valor −h utilizando FE.
Una manera de implementar BE entonces es comenzar con una esti-
macio´n de xk+1, integrar hacia atra´s en el tiempo y luego iterar sobre la
condicio´n ’inicial’ desconocida xk+1 hasta acertar el valor ’final’ conocido
xk.
Aplicando esta idea se pueden obtener algoritmos BRK de distintos o´rde-
nes a partir de los algoritmos RK. En la Figura 2.8 pueden verse los dominios
de estabilidad de los mismos
Evidentemente, los dominios de estabilidad de los me´todos BI son ima´ge-
nes en espejo de los dominios de estabilidad de los me´todos expl´ıcitos de RK.
Esto se puede entender fa´cilmente ya que se trata de los mismos algoritmos
con paso h en vez de −h.
2.2.5. Control de Paso
Como se vio anteriormente, el uso de pasos de integracio´n pequen˜os
produce en general menores errores de integracio´n pero con mayores costos
computacionales. El paso de integracio´n correcto es entonces un compromiso
entre error y costo.
Como la relacio´n error/costo con el paso de integracio´n depende en gran
medida de las propiedades nume´ricas del sistema a ser integrado, no esta´ cla-
ro que un mismo paso de integracio´n produzca el mismo error a lo largo de
toda la simulacio´n. Podr´ıa ser necesario entonces, variar el paso de integra-
cio´n durante la simulacio´n para mantener el error en un nivel ma´s o menos
constante. Esta observacio´n nos lleva a la necesidad de buscar me´todos de
paso variable que a su vez requerira´n de algoritmos de control de paso.
Ba´sicamente la idea del control de paso consiste en tomar dos algoritmos
distintos RK, y repetir dos veces el mismo paso, uno con cada algoritmo. Los
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Figura 2.8: Dominios de estabilidad de los me´todos ba´sicos de interpolacio´n
hacia atra´s.
resultados de ambos diferira´n en ε. La diferencia entre ambas soluciones, ε,
se utiliza como estima del error de integracio´n local.
Luego se define el error relativo segu´n
εrel =
|x1 − x2|
ma´x(|x1|, |x2|, δ) (2.31)
donde δ es un factor pequen˜o, por ejemplo,δ = 10−10, introducido para
evitar problemas cuando los estados esta´n pro´ximos a cero.
El control de paso consiste en tratar de mantener constante el valor de
εrel. Para esto existen varias heur´ısticas, una de ellas consiste en rechazar un
paso y volverlo a realizar cuando el error obtenido es mayor que la tolerancia
de error prefijada. Otra posibilidad consiste en aceptar un paso aunque el
error sea mayor que la tolerancia de error y disminuir el paso de integracio´n
en el pro´ximo paso.
Como se menciono´ al comienzo de esta seccio´n, para estimar el paso se
precisan realizar cada paso con dos algoritmos RK distintos. Aparentemente
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el problema de proceder as´ı es que es el muy alto el costo de evaluar cada
algoritmo RK al menos una vez en cada paso (cada paso se calcula 2 veces al
menos). Una idea que logra mejorar notablemente el costo computacional as´ı
introducido consiste en utilizar algoritmos RK empotrados (dos algoritmos
RK que coinciden en sus primeras etapas). El ma´s utilizado de estos me´todos
es el RK4/5 que posee la siguiente tabla de Butcher:
0 0 0 0 0 0 0
1/4 1/4 0 0 0 0 0
3/8 3/32 9/32 0 0 0 0
12/13 1932/2197 −7200/2197 7296/2197 0 0 0
1 439/216 -8 3680/513 −845/4104 0 0
1/2 −8/27 2 −3544/2565 1859/4104 −11/40 0
x1 25/216 0 1408/2565 2197/4104 −1/5 0
x2 16/135 0 6656/12825 28561/56430 −9/50 2/55
En este me´todo puede verse que x1 es un RK4 de cinco etapas y x2 es un
RK5 de 6 etapas. Sin embargo, ambos algoritmos comparten las primeras 5
etapas. Luego, el me´todo completo con control de paso resulta ser un RK5
de 6 etapas y el u´nico costo adicional del control de paso es el ca´lculo del
corrector de RK4. En definitiva el control de paso es casi gratuito.
2.3. Me´todos de Integracio´n Multipaso
En la seccio´n 2.2, se mostraron me´todos de integracio´n que, de una forma
u otra, tratan de aproximar la expansio´n de Taylor de la solucio´n descono-
cida en torno al instante de tiempo actual. La idea ba´sica era no calcular
las derivadas superiores en forma expl´ıcita, sino reemplazarlas por distintas
evaluaciones de la funcio´n f en varios puntos diferentes dentro del paso de
integracio´n.
Una desventaja de este enfoque es que cada vez que se comienza un
nuevo paso, se deja de lado todas las evaluaciones anteriores de la funcio´n f
en el paso anterior.
En esta seccio´n se vera´ otra familia de me´todos que, en lugar de evaluar
varias veces la funcio´n en un paso para incrementar el orden de la aproxima-
cio´n, tratan de aprovechar las evaluaciones realizadas en pasos anteriores.
En tal sentido, estos me´todos utilizan como base polinomios de interpolacio´n
o de extrapolacio´n de orden alto.
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2.3.1. Fo´rmulas Expl´ıcitas de Adams–Bashforth
Un exemplo dentro de la familia de los me´todos Adams–Bashforth es el
famoso me´todo de Adams–Bashforth de tercer orden (AB3):
x(tk+1) = x(tk) +
h
12
(23fk − 16fk−1 + 5fk−2) (2.32)
Todos los algoritmos Adams–Bashforth son expl´ıcitos y pueden repre-
sentarse mediante un vector α y una matriz β:
α =
[
1 2 12 24 720 1440
]T
(2.33a)
β =

1 0 0 0 0 0
3 −1 0 0 0 0
23 −16 5 0 0 0
55 −59 37 −9 0 0
1901 −2774 2616 −1274 251 0
4277 −7923 9982 −7298 2877 −475
 (2.33b)
Aqu´ı, la iesima fila contiene los coeficientes del me´todo ABi. En la matriz β
esta´n los te´rminos que multiplican los vectores f en los distintos puntos de
tiempo, y en el vector α se encuentra el denominador comu´n.
En la Figura 2.9 se muestran los dominios de estabilidad de los me´todos
ABi
Como los me´todos ABi son expl´ıcitos, sus bordes de estabilidad se cierran
en el semiplano complejo λ · h.
Desafortunadamente, los dominios se achican al aumentar el orden. De
manera que en este caso no se puede aumentar el orden para poder usar
pasos ma´s grandes como era el caso de los me´todos RK.
En comparacio´n con RK, si bien es cierto que necesitamos solamente una
evaluacio´n de la funcio´n por paso, es probable que debamos utilizar pasos
considerablemente menores debido a la regio´n de estabilidad.
2.3.2. Fo´rmulas Impl´ıcitas de Adams–Moulton
En el casos de esta familia de me´todos se puede mostrar a modo de
ejemplo el caso del algoritmo impl´ıcito de Adams–Moulton de tercer orden:
x(tk+1) = x(tk) +
h
12
(5fk+1 + 8fk − fk−1) (2.34)
2.3. ME´TODOS DE INTEGRACIO´N MULTIPASO 41
−2.5 −2 −1.5 −1 −0.5 0 0.5
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
1
2
3
4
5
6
Re(λ).h 
Im
(λ
).
h
Figura 2.9: Dominios de estabilidad de los algoritmos expl´ıcitos AB.
La familia de me´todos AM tambie´n tambien se puede representarte me-
diante un vector α y una matriz β:
α =
[
1 2 12 24 720 1440
]
(2.35a)
β =

1 0 0 0 0 0
1 1 0 0 0 0
5 8 −1 0 0 0
9 19 −5 1 0 0
251 646 −264 106 −19 0
475 1427 -798 482 -173 27
 (2.35b)
Resulta claro que AM1 es el mismo me´todo que BE.
En la Figura 2.10 pueden verse los dominios de estabilidad de los al-
goritmos impl´ıcitos de Adams–Moulton. AM1 y AM2 son algoritmos u´tiles
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. . . pero ya se los conoc´ıa con los nombres BE y regla trapezoidal respecti-
vamente. A partir de AM3, los dominios de estabilidad se cierran sobre el
semiplano izquierdo. Entonces, en principio, no parece tener sentido pagar
el precio de utilizar iteraciones para obtener un me´todo que no sirve para
sistemas stiff.
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Figura 2.10: Dominios de estabilidad de los algoritmos impl´ıcitos de AM.
2.3.3. Fo´rmulas de Adams–Bashforth–Moulton
Los me´todos de ABi y de AMi por s´ı solos no tienen ventajas debido
a que sus regiones de estabilidad son muy pobres. Se puede entonces llegar
a los algoritmos de Adams–Bashforth–Moulton construyendo un me´todo
predictor–corrector con un paso de ABi (predictor) y uno de AMi (correc-
tor). Con esta idea, el me´todo de tercer orden ABM3 sera´ el siguiente:
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predictor: x˙k = f(xk, tk)
xPk+1 = xk +
h
12
(23x˙k − 16x˙k−1 + 5x˙k−2)
corrector: x˙Pk+1 = f(x
P
k+1, tk+1)
xCk+1 = xk +
h
12
(5x˙Pk+1 + 8x˙k − x˙k−1)
Evidentemente el algoritmo completo es expl´ıcito y no se necesita ninguna
iteracio´n de Newton. Sin embargo, hay un costo adicional respecto de AB3
al tener que evaluar dos veces la funcio´n por cada paso.
En la Figura 2.11 se muestran los dominios de estabilidad de los me´todos
ABM. En la misma puede verse que los dominios de estabilidad de ABMi son
considerablemente mayores que los de ABi pero lamentablemente tambie´n
se reduce al aumentar el orden.
−2.5 −2 −1.5 −1 −0.5 0 0.5 1
−1.5
−1
−0.5
0
0.5
1
1.5
3
4 5
6
Re(λ).h 
Im
(λ
).
h
Figura 2.11: Dominios de estabilidad de los algoritmos predictor–corrector
ABM.
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2.3.4. Fo´rmulas de Diferencias Hacia Atra´s (BDF)
Hasta ahora, todos los me´todos multipaso presentados no sirven para
simular sistemas stiff ya que los dominios de estabilidad de los mismos se
cierran sobre el semiplano izquierdo. A continuacio´n se presentara´ un me´todo
multipaso cuyo dominio de estabilidad se cierra a la derecha del semiplano
λ · h.
El algoritmo:
xk+1 =
18
11
xk −
9
11
xk−1 +
2
11
xk−2 +
6
11
· h · fk+1 (2.36)
es la fo´rmula de tercer orden de diferencias hacia atra´s (BDF3, por Backward
Difference Formula).
Se pueden obtener distintos algoritmos de BDFi. La familia de me´todos
BDF tambie´n puede ser representada mediante un vector α y una matriz β:
α =
[
1 2/3 6/11 12/25 60/137
]T
(2.37a)
β =

1 0 0 0 0
4/3 −1/3 0 0 0
18/11 −9/11 2/11 0 0
48/25 −36/25 16/25 −3/25 0
300/137 −300/137 200/137 −75/137 12/137
 (2.37b)
Aqu´ı, la fila i representa el algoritmo BDFi. Los coeficientes de la ma-
triz β son los que multiplican los valores pasados del vector de estados x,
mientras que los coeficientes del vector α son los que multiplican el vector
de las derivadas del estado x˙ en el instante tk+1.
Los me´todos de BDF son algoritmos impl´ıcitos. BDF1 es lo mismo que
BE. Los dominios de estabilidad de los me´todos BDFi se presentan en la
Figura 2.12.
Finalmente, los me´todos BDF son un conjunto de me´todos multipaso
stiff–estables. Como en todos los otros me´todos multipaso, al agrandar el
orden de la extrapolacio´n, el me´todo se vuelve cada vez menos estable. En
consecuencia, BDF6 tiene solamente una banda muy angosta de a´rea estable
a la izquierda del origen y solamente es u´til cuando los autovalores esta´n
sobre el eje real. BDF7 es inestable en todo el plano λ · h.
De todas formas, debido a su simplicidad, los me´todos BDFi son los ma´s
utilizados por los paquetes de simulacio´n de propo´sito general. El co´digo
basado en BDF ma´s utilizado es DASSL.
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Figura 2.12: Dominios de estabilidad de los me´todos impl´ıcitos BDF.
Al igual que todos los me´todos impl´ıcitos, cuando el sistema es no lineal
en los me´todos BDF se debe utilizar el me´todo de iteracio´n de Newton ya
que en general no es posible despejar xk+1 al operar como se describio´ a
partir de la Ec. (2.37).
2.3.5. Control de Paso
El control de paso en estos me´todos no es ni sencillo ni econo´mico, ya
que las fo´rmulas multipaso se basan en considerar que los puntos en el tiem-
po esta´n equiespaciados. Luego, si se cambia el paso de integracio´n durante
la simulacio´n, los puntos en el tiempo no esta´n ma´s equiespaciados y se
deben utilizar polinomios de interpolacio´n o extrapolacio´n para poder cal-
cular valores equiespaciados temporalmente y poder as´ı continuar usando
los me´todos multipaso. El ca´lculo mediante estos polinomios se debe rea-
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lizar cada vez que se cambia el paso. Debido al costo que esto implica, en
estos me´todos se trata de variar lo menos posible el paso.
2.3.6. Arranque de los Me´todos
Un problema que hay que resolver en los me´todos multipaso es el arran-
que. Normalmente, se conoce el estado inicial en tiempo t0, pero no hay
datos anteriores disponibles, y no se puede entonces comenzar utilizando
me´todos multipaso de orden mayor que uno (en el caso impl´ıcito).
Para los me´todos de tipo ABM y AB la solucio´n que se usa generalmente
es comenzar dando los primeros pasos con algoritmos de Runge–Kutta del
mismo orden de me´todo multipaso a utilizar para no comenzar con proble-
mas de precisio´n.
El caso de BDF es un poco ma´s problema´tico ya que al tratar con sis-
temas stiff, RK debera´ utilizar pasos excesivamente pequen˜os. En este caso
lo que se hace es utilizar BRK en el arranque para no tener limitaciones de
estabilidad en el arranque.
2.4. Me´todos Linealmente Impl´ıcitos
Los me´todos linealmente impl´ıcitos o semi–impl´ıcitos explotan el hecho
de que los me´todos impl´ıcitos aplicados a sistemas lineales pueden imple-
mentarse directamente mediante inversio´n matricial.
Uno de los me´todos de este tipo ma´s utilizados es la fo´rmula de Euler
semi–impl´ıcita:
xk+1 = xk + h · [f(xk, tk) + Jxk,tk · (xk+1 − xk)] (2.38)
donde
Jxk,tk =
∂f
∂x
∣∣∣∣∣
xk,tk
(2.39)
es la matriz Jacobiana evaluada en (xk, tk).
Notar que
Jxk,tk · (xk+1 − xk) ≈ f(xk+1, tk+1)− f(xk, tk) (2.40)
y entonces:
f(xk, tk) + Jxk,tk · (xk+1 − xk) ≈ f(xk+1, tk+1) (2.41)
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Es decir, el me´todo de Euler linealmente impl´ıcito se aproxima al me´todo
de Backward Euler. Ma´s au´n, en el caso lineal:
x˙ = A · x (2.42)
tenemos:
xk+1 = xk + h · [A · xk + Jxk,tk · (xk+1 − xk)] = xk + h ·A · xk+1 (2.43)
que coincide exactamente con Backward Euler. Esto implica que el dominio
de estabilidad del me´todo de Euler semi–impl´ıcito coincide con el de BE.
La Ec. (2.38) puede reescribirse como:
(I − h · Jxk,tk) · xk+1 = (I − h · Jxk,tk) · xk + h · f(xk, tk) (2.44)
lo que muestra que xk+1 puede obtenerse resolviendo un sistema lineal de
ecuaciones.
El valor de xk+1 puede tambie´n obtenerse como:
xk+1 = xk + h · (I − h · Jxk,tk)−1 · f(xk, tk) (2.45)
Esta fo´rmula es similar a la de Forward Euler, pero difiere en la presencia
del te´rmino (I − h · Jxk,tk)−1.
Este te´rmino implica que el algoritmo debe calcular el Jacobiano en cada
paso e invertir una matriz.
Teniendo en cuenta que el dominio de estabilidad coincide con el de
BE, este me´todo resulta apropiado para simular sistemas stiff. Los me´todos
linealmente impl´ıcitos de bajo orden son a menudo la mejor opcio´n para la
simulacio´n en tiempo real. Sin embargo, cuando la dimensio´n del problema
es grande, el costo de la inversio´n matricial puede resultar demasiado alto.
2.5. Integracio´n Multirate
La rigidez en sistemas grandes esta´ frecuentemente relacionada con la
presencia de algunos subsistemas lentos y otros ra´pidos que se pueden iden-
tificar. Esto ocurre t´ıpicamente en los sistemas f´ısicos multidominio, ya que
los componentes de los distintos dominios de la f´ısica generalmente tienen
asociadas constantes de tiempo muy diferentes. En estos casos, podemos sa-
car provecho de esta informacio´n y utilizar distintos pasos de integracio´n e
incluso distintos algoritmos de integracio´n en cada parte. Estas ideas llevan
a los conceptos de integracio´n multipaso e integracio´n de modo mixto.
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Si, por ejemplo se tiene un sistema en el cual coexisten dos dina´micas
(una ra´pida y otra lenta), y se pueden identificar claramente los submodelos
ra´pidos y lentos. Entonces, se puede dividir al sistema en dos partes y utilizar
dos pasos de integracio´n distintos en cada parte.
De esta forma se integra el subsistema ra´pido con un paso pequen˜o, y se
integra el subsistema lento con un paso mayor.
Esta idea puede ser expresada para sistemas de la forma:
x˙f (t) = ff (xf ,xs, t) (2.46a)
x˙s(t) = fs(xf ,xs, t) (2.46b)
donde los sub–´ındices f y s corresponden a ’ra´pido’(fast) y ’lento’ (slow)
respectivamente.
Luego, el uso de la versio´n multitasa (multirate) de FE lleva a unas
ecuaciones en diferencias de la forma:
xf (ti + (j + 1) · h) = xf (ti + j · h) + h · ff (xf (ti + j · h),
xs(ti + j · h), ti + j · h) (2.47a)
xs(ti + k · h) = xs(ti) + h · fs(xf (ti),xs(ti), ti) (2.47b)
donde k es la razo´n (entera) entre ambos pasos, j = 0 . . . k − 1, y h =
ti+1 − ti es el paso del subsistema lento.
Las Ecs. (2.47a–b) no especifican co´mo calcular xs(ti + j · h), ya que las
variables del subsistema lento no se evalu´an en los instantes intermedios.
Una opcio´n es poner xs(ti + j · h) = xs(ti), es decir, utilizar el u´ltimo
valor calculado.
2.6. Simulacio´n de Sistemas Discontinuos
Como se vio en las secciones anteriores de este cap´ıtulo, todos los me´to-
dos de integracio´n de tiempo discreto se basan, expl´ıcita o impl´ıcitamente,
en expansiones de Taylor. Las trayectorias siempre se aproximan mediante
polinomios o mediante funciones racionales en el paso h en torno al tiempo
actual tk.
Esto trae problemas al tratar con modelos discontinuos, ya que los poli-
nomios nunca exhiben discontinuidades, y las funciones racionales so´lo tienen
polos aislados, pero no discontinuidades finitas. Entonces, si un algoritmo
de integracio´n trata de integrar a trave´s de una discontinuidad, sin dudas
va a tener problemas.
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Dado que el paso h es finito, el algoritmo de integracio´n no reconoce
una discontinuidad como tal. Lo u´nico que nota es que la trayectoria de
pronto cambia su comportamiento y actu´a como si hubiera un gradiente
muy grande.
El siguiente ejemplo consiste en una pelota rebotando contra el piso. La
Figura 2.13 muestra dos posibles situaciones en que puede estar la pelota.
Mientras la misma esta´ en el aire se tiene en cuenta la influencia de la fuerza
de gravedad y del rozamiento del aire. Cuando la pelota esta´ en contacto con
el suelo, se considera a la misma como el modelo de un resorte comprimido
con un amortiguador.
y(t)
y(t)
Figura 2.13: Pelota Rebotando
Este sistema puede ser modelado mediante las siguientes ecuaciones:
x˙(t) =v(t) (2.48a)
v˙(t) =− g − sw(t) · 1
m
(k · x(t) + b · v(t)) (2.48b)
donde
sw =
{
0 si x(t) > 0
1 en otro caso
(2.49)
Los para´metros usados en el mismo son: m = 1, b = 30, k = 1 × 106 y
g = 9.81.
Simulando este modelo varias veces utilizando el me´todo RK4, durante
5 segundos a partir de la condicio´n inicial x(0) = 1, v(0) = 0, se comenzaron
a tener resultados aceptables con un paso de integracio´n h = 0.002. En la
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Figura 2.14 se muestran los resultados de la simulacio´n con pasos h = 0.002,
h = 0.001 y h = 0.0005.
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Figura 2.14: Simulacio´n con RK4 de la pelotita rebotando.
Mirando el comienzo de la simulacio´n, no hay error apreciable hasta el
primer pique y a partir del mismo las soluciones difieren notablemente entre
s´ı. Adema´s, en la simulacio´n con paso h = 0.002 luego del se´ptimo pique
la pelota gana ma´s altura de la que tenia anteriormente lo cual es eviden-
temente erro´neo. El problema tiene que ver con la discontinuidad haciendo
que no se pueda confiar en los resultados de simulacio´n usando paso fijo.
En la Figura 2.15 se muestran los resultados al simular el sistema uti-
lizando un me´todo de paso variable, en este caso un me´todo RK23 (utiliza
un RK de segundo orden y para controlar el paso utiliza el mismo me´todo
implementado con dos semipasos de h/2). El me´todo es de segundo orden,
y el te´rmino del error es de tercer orden. Para la simulacio´n se utilizaron las
tolerancias relativas 10−3, 10−4 y 10−5.
Si bien algunos piques se resuelven bien (al menos el me´todo hace lo
mismo con las tres tolerancias), en otros piques el error se torna inaceptable.
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Figura 2.15: Simulacio´n con RK23 de la pelotita rebotando.
El problema de las simulaciones realizadas es que en algunos pasos los
me´todos integraban a trave´s de una discontinuidad. Es decir, calculaban
como si tuvieran una funcio´n continua entre tk y tk +h, pero en realidad en
el medio (en algu´n punto t∗ en dicho intervalo) ocurr´ıa una discontinuidad.
La forma de evitar esto es en principio muy simple: lo que se necesita es
un me´todo de paso variable que de´ un paso exactamente en el instante t∗ en
el que ocurre la discontinuidad. De esa forma, siempre se estara´ integrando
una funcio´n continua antes de t∗ y otra funcio´n continua despue´s de t∗.
Este es el principio ba´sico de todos los me´todos que realizan manejo de
discontinuidades.
2.6.1. Eventos Temporales
Se denomina Eventos temporales a las discontinuidades de las cuales se
sabe con cierta anticipacio´n el tiempo de ocurrencia de las mismas. La forma
de tratar eventos temporales es muy sencilla. Dado que se conoce cuando
ocurrira´n, simplemente se le debe avisar al algoritmo de integracio´n el tiempo
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de ocurrencia de los mismos. El algoritmo debera´ entonces agendar dichos
eventos y cada vez que de un paso debera´ tener cuidado de no saltearse
ninguno. Cada vez que el paso de integracio´n h a utilizar sea mayor que
el tiempo que falta para el siguiente evento, debera´ utilizar un paso de
integracio´n que sea exactamente igual al tiempo para dicho evento.
Notar que ninguna discontinuidad tiene lugar mientras el evento es lo-
calizado. La discontinuidad no se debe codificar directamente en el modelo,
sino so´lo la condicio´n para que esta ocurra. As´ı, las trayectorias vistas por
el me´todo de integracio´n sera´n perfectamente continuas.
Una vez que el tiempo del siguiente evento ha sido localizado, la simula-
cio´n continua se debe detener por un momento y se debe actualizar la parte
discreta del modelo.
De esta manera, una corrida de simulacio´n de un modelo discontinuo
puede interpretarse como una secuencia de varias corridas de simulaciones
continuas separadas mediante eventos discretos.
2.6.2. Eventos de Estado
Muy frecuentemente, el tiempo de ocurrencia de una discontinuidad no
se conoce de antemano. Por ejemplo, en la pelotita rebotando, no se conoce
el tiempo en el que se producen los piques. Todo lo que se sabe es que los
piques se dan cuando la altura es cero. Es decir, se conoce la condicio´n del
evento en lugar del tiempo del evento.
Las condiciones de los eventos se suelen especificar como funciones de
cruce por cero, que son funciones que dependen de las variables de estado del
sistema y que se hacen cero cuando ocurre una discontinuidad. En el caso de
la pelotita rebotando, una posible funcio´n de cruce por cero es F0(x, v) = x.
Se dice que ocurre un evento de estado cada vez que una funcio´n de cruce
por cero cruza efectivamente por cero. En muchos casos, puede haber varias
funciones de cruce por cero.
Las funciones de cruce por cero deben evaluarse continuamente durante
la simulacio´n. Las variables que resultan de dichas funciones normalmente
se colocan en un vector y deben ser monitoreadas. Si una de ellas pasa a
trave´s de cero, debe comenzarse una iteracio´n para determinar el tiempo de
ocurrencia del cruce por cero con una precisio´n predeterminada.
As´ı, cuando una condicio´n de evento es detectada durante la ejecucio´n
de un paso de integracio´n, debe actuarse sobre el mecanismo de control de
paso del algoritmo para forzar una iteracio´n hacia el primer instante en el
que se produjo el cruce por cero durante el paso actual.
2.7. ME´TODOS DE TIEMPO DISCRETO Y SISTEMAS STIFF 53
Una vez localizado este tiempo, la idea es muy similar a la del tratamiento
de eventos temporales.
2.7. Me´todos de tiempo discreto y sistemas stiff
Hasta este punto se ha hecho un repaso con cierto grado de rigurosidad
de la mayor´ıa de los me´todos de integracio´n de tiempo discreto sin dejar
de lado aquellos que no son apropiados para la simulacio´n de sistemas stiff.
El objetivo de esta seccio´n es recalcar las definiciones de sistema stiff y
remarcar cuales de los me´todos mencionados en el transcurso de este cap´ıtulo
son adecuados para sistemas stiff y cuales no, dando adema´s, una breve
descripcio´n del motivo.
Existen muchas definiciones de sistema stiff, algunas de ellas son:
Un sistema LTI se dice que es stiff si todos sus autovalores
tienen parte real negativa y la relacio´n entre las mismas es
muy grande.
Se esta´ en presencia de un sistema stiff cuando algunas com-
ponentes de la solucio´n var´ıan mucho ma´s ra´pido que las
otras.
Un sistema de Ecuaciones Diferenciales Ordinarias se dice
stiff si, al integrarlo con un me´todo de orden n y tolerancia
de error local de 10−n, el paso de integracio´n del algoritmo
debe hacerse ma´s pequen˜o que el valor indicado por la estima
del error local debido a las restricciones impuestas por la
regio´n de estabilidad nume´rica.
Las dos primeras definiciones si bien son las ma´s difundidas no definen
claramente lo que es un sistema stiff. La primera definicio´n solo se aplica a
sistemas LTI dejando de lados los sistemas no lineales y adema´s, no deja claro
cuan grande debe ser la relacio´n entre las partes reales de los autovalores.
En el caso de la segunda definicio´n, si bien es de cara´cter ma´s general ya que
incluye tambie´n a los sistemas no lineales, no es una definicio´n que permita
diferenciar claramente un sistema stiff de uno no stiff ya que nuevamente no
aclara cuanto ma´s ra´pido debe ser una componente respecto a la otra.
Por lo tanto la tercera definicio´n es la que ma´s precisamente define el
significado de sistema stiff.
Como se vio en el transcurso de este cap´ıtulo, para integrar entonces
sistemas stiff en forma eficiente, se deben utilizar me´todos que incluyan en
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su regio´n estable el semiplano izquierdo completo del plano (λ · h), o al
menos una gran porcio´n del mismo. Teniendo en cuenta esto y las regiones
de estabilidad de los me´todos desarrollados se puede concluir que:
Dentro de los denominados me´todo de integracio´n monopaso
 dado que los me´todos RK tienen dominios de estabilidad que se
cierran sobre el lado izquierdo del plano (λ · h), los mismos son
muy ineficientes para la simulacio´n de este tipo de sistemas.
 Los me´todo de interpolacio´n hacia atra´s BRK tienen dominios de
estabilidad que se cierran sobre el lado derecho del plano (λ ·h) lo
cual hace que sean adecuados para la simulacio´n de este tipo de
sistemas. Sin embargo, en estos me´todos es necesario resolver un
sistema no lineal de ecuaciones (algebraicas) en cada paso de la
integracio´n, lo que hace estas fo´rmulas poco competitivas espe-
cialmente cuando la dimensio´n del problema es grande. De hecho,
al integrar nume´ricamente un sistema de ecuaciones diferenciales
de dimensio´n N con un me´todo Runge-Kutta impl´ıcito de m eta-
pas, es necesario en general resolver en cada paso un sistema no
lineal de ecuaciones de dimensio´n m · N . Adema´s, como todos
los me´todos de tiempo discreto, cuando el sistema es adema´s dis-
continuo, estos me´todos tienen un costo adicional debido a los
algoritmos implementados para la deteccio´n de discontinuidades.
En el caso de los me´todos de integracio´n multipaso, los u´nicos que pue-
den utilizarse para simular sistemas stiff son las denominadas formulas
de diferencia hacia atra´s (BDF). Estos me´todos poseen dominios de
estabilidad que se cierran sobre el lado derecho del plano (λ · h). En
forma similar a los me´todos BRK, hay que resolver en cada paso un
sistema de ecuaciones no lineal pero en este caso so´lo del orden del sis-
tema. El mayor inconveniente que tienen estos me´todos respecto a los
BRK es que precisan de otros me´todos para su inicializacio´n. Luego,
cuando el sistema es discontinuo, adema´s del costo del algoritmo de
deteccio´n de discontinuidades, los mismos deben usar otros me´todos
para reinicializarse despue´s de cada discontinuidad.
Los me´todos Linealmente impl´ıcitos tienen la ventaja de poseer regio-
nes de estabilidad que se cierran en el lado derecho del plano (λ · h)
hacie´ndolos aptos para la simulacio´n de sistemas stiff. Para imple-
mentar estas fo´rmulas, basta resolver un sistema lineal de ecuaciones
algebraicas en cada paso, con las ventajas que esto supone sobre los
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me´todos considerados con anterioridad. Esto los convierte en me´todos
adecuados para la simulacio´n de sistemas stiff en tiempo real donde
resulta muy importante que el tiempo de cada paso sea predecible y
bajo. Al igual que los me´todos antes mencionados, presentan las mis-
mas dificultades que los me´todos BRK cuando los sistemas son adema´s
discontinuos.
Finalmente, los me´todos multirate son una muy buena opcio´n cuan-
do el sistema es de gran dimensio´n y las componentes del mismo que
generan la dina´mica ra´pida son fa´cilmente diferenciables del resto. La
contrapartida de estos me´todos es que adema´s del trabajo de modela-
do, requieren que la persona que desea simular el sistema identifique
las partes del mismo y de alguna manera informe sobre las mismas al
programa que implementa la simulacio´n.
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Cap´ıtulo 3
Me´todos de integracio´n por
cuantificacio´n (QSS)
Como se vio en el cap´ıtulo anterior, para poder simular sistemas con-
tinuos los me´todos de integracio´n tradicionales, realizan una discretizacio´n
del tiempo de manera de transformar el modelo de tiempo continuo en un
modelo de ecuaciones en diferencias “equivalente”. De este modo, la solucio´n
del modelo de tiempo discreto en los instantes de muestreo se aproxima a la
solucio´n del modelo original en dichos instantes.
Si bien los me´todos de integracio´n tradicionales son los mas difundidos
y han dado respuesta a muchos problemas de simulacio´n, existen tambie´n
muchos modelos para los cuales la solucio´n brindada por los mismos no ha
sido del todo satisfactoria desde el punto de vista de eficiencia. Adema´s,
existen modelos de sistemas que, segu´n co´mo se formulen, pueden llegar
a ser imposibles de simular a “ciegas”, entendie´ndose por esto, cargando
simplemente el modelo matema´tico en un simulador sin tener mucha nocio´n
del comportamiento del modelo.
A fines de los 90’s se comenzo´ a desarrollar una metodolog´ıa alternati-
va a la cla´sica discretizacio´n temporal para poder aproximar los sistemas
continuos. En la misma, en lugar de discretizar el tiempo, se cuantifican las
variables de estado manteniendo continua la variable tiempo. De este modo,
se vera´ que en lugar de obtenerse un modelo de tiempo discreto equivalente,
se llega a un modelo de eventos discreto equivalente.
En este cap´ıtulo se presentara´n los principios de esta metodolog´ıa y los
me´todos de integracio´n basados en la cuantificacio´n de los estados sobre los
cuales se basan los trabajos desarrollados en esta tesis.
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3.1. Ejemplo Introductorio de discretizacio´n espa-
cial
Un oscilador armo´nico puede ser representado mediante el modelo de un
sistema continuo de segundo orden:
x˙a1(t) = xa2(t)
x˙a2(t) = −xa1(t).
(3.1)
Si se saben las condiciones iniciales xa1(t0) y xa2(t0), dado que el sistema
es lineal, es muy fa´cil encontrar la solucio´n anal´ıtica del modelo, siendo e´sta
xai(t) = ci sin(t) + di cos(t) con ci y di constantes.
Veamos ahora que´ ocurre si se modifica el sistema (3.1) de la siguiente
manera:
x˙1(t) = floor[x2(t)] , q2(t)
x˙2(t) = −floor[x1(t)] , −q1(t)
(3.2)
donde floor(xi) es una funcio´n que da como resultado el valor entero ma´s
cercano a xi y que es a su vez menor que xi.
A pesar de que este nuevo sistema es no lineal y discontinuo, se lo pue-
de simular fa´cilmente. Tomemos como condiciones iniciales x1(0) = 4.5 y
x2(0) = 0.5.
Con estos valores iniciales se tiene que q1(0) = 4 y q2(0) = 0 y se se
mantienen en esos valores hasta que x1(t) o x2(t) cruce a trave´s de alguno
de los valores enteros ma´s pro´ximos a ella. En consecuencia, x˙1(0) = 0 y
x˙2(0) = −4 por lo que x1 se mantiene constante y x2 decrece con pendiente
−4.
Luego de 0.5/4 = 0.125 segundos (instante t1 = 0.125), x2 cruza por 0 y
q2 toma el valor −1. Entonces, cambia la pendiente de x1 tomando el valor
x˙1(t
+
1 ) = −1
Luego, x2 cruza por −1 en el instante t2 = t1 + 1/4, y q2 toma el valor
−2. En ese instante, x1(t2) = 4.5− 1/4 = 4.25 y x˙1(t+2 ) = −2.
El pro´ximo cambio ocurre cuando x1 cruza por 4 en el instante de tiempo
t3 = t2 + 0.25/2. Luego, q1(t
+
3 ) = 3 y la pendiente de x2 pasa a ser −3.
Continuando con el ana´lisis de la misma manera, se obtienen los resultados
de la simulacio´n mostrados en las Figuras 3.1–3.2. Los resultados son muy
similares a la solucio´n anal´ıtica del sistema original 3.1.
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Figura 3.1: Simulacio´n de las trayectorias del sistema de la Ec. (3.2) (Co-
mienzo).
Aparentemente, cuando se reemplaza xi por qi = floor(xi) en un sistema
como el de la Ec. (3.1), se obtiene una aproximacio´n del problema original
pero que puede ser resuelta en un nu´mero finito de pasos conservando un
comportamiento similar al del sistema original.
Mas au´n, se puede asociar la solucio´n del sistema (3.2) con el comporta-
miento de un sistema de eventos discretos (ya que realizan un nu´mero finito
de cambios), pero no al de un sistema de tiempo discreto. En este caso, los
eventos corresponden a los cruces de las variables de estado por los niveles de
discretizacio´n de las mismas, cuando ocurren pueden provocar cambios en
las derivadas de los estados, que conducen a una reprogramacio´n del tiempo
en que ocurre el pro´ximo cruce de nivel.
Para poder ver como se puede generalizar esta idea, se debera´ introdu-
cir antes algunas herramientas que permiten representar y simular sistemas
como el de la Ec. (3.2).
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Figura 3.2: Simulacio´n de las trayectorias del sistema de la Ec .(3.2) (Co-
mienzo).
3.2. Me´todo de los Sistemas de Estados Cuantifi-
cados (QSS)
En el sistema dado por (3.2), la funcio´n floor actu´a como una funcio´n de
cuantificacio´n En general, una funcio´n de cuantificacio´n mapea un dominio
continuo de nu´meros reales en un conjunto discreto de los reales.
Un sistema que relacione su entrada y su salida mediante cualquier ti-
po de funcio´n de cuantificacio´n sera´ entonces llamado cuantificador. En el
caso mostrado, el bloque con forma de escalera es un caso particular de
cuantificador con cuantificacio´n uniforme.
Esta idea constituye la primer aproximacio´n a un me´todo para simular
sistemas continuos mediante eventos discretos. Desafortunadamente, esta
idea no funciona.
Este me´todo conduce, en la mayor parte de los casos, a un modelo que
realiza un nu´mero infinito de transiciones en un intervalo acotado de tiempo.
De tal forma, la simulacio´n se trabara´ luego de cierto tiempo. Por ejemplo,
dada la siguiente ecuacio´n diferencial de primer orden:
x˙(t) = −x(t)− 0.5 (3.3)
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con condiciones iniciales x(0) = 0. Si se procede, como se describio´ anterior-
mente, reemplazando x(t) por q(t) = floor[x(t)] en el lado derecho de (3.3)
se obtiene
x˙(t) = −q(t)− 0.5 (3.4)
Si se simula este sistema, se obtiene el siguiente resultado. En el instante
t = 0 se tiene x(0) = 0 y por lo tanto q(0) = 0. Entonces, la derivada
x˙(0) = −0.5 y x(0+) es negativa. Luego, q(0+) = −1 y x˙(0+) = +0.5.
Como ahora la derivada es positiva, x(t) vuelve inmediatamente a cero
y q(t) tambie´n. Ahora, estamos nuevamente en las condiciones en que se
comenzo´ a simular el sistema y el tiempo de simulacio´n no avanzo´.
Este comportamiento da como resultado una oscilacio´n permanente en
la cual q(t) cambia entre 0 y −1. El problema reside en que estas oscilaciones
tienen periodo 0 (frecuencia infinita).
A pesar de que la metodolog´ıa presentada no funciona, sirvio´ de base
para el desarrollo de la familia de me´todos de integracio´n que se muestra en
las siguientes secciones de este cap´ıtulo. Estos u´ltimos, fueron la referencia
tomada para el desarrollo de los me´todos de integracio´n presentados en esta
tesis.
Si se analizan las oscilaciones infinitamente ra´pidas en el sistema de la
Ec. (3.3) se puede ver que las mismas se deben a los cambios en q(t). Un
cambio infinitesimal en x(t) puede producir, debido a la cuantificacio´n, una
oscilacio´n importante con una frecuencia infinita en q(t).
Una solucio´n a esto es utilizar histe´resis en la cuantificacio´n. Agregando
histe´resis a la relacio´n entre x(t) y q(t), las oscilaciones en esta u´ltima pueden
ser so´lo debidas a oscilaciones grandes en x(t). Si la derivada x˙(t) es finita,
una oscilacio´n grande en x(t) no puede ocurrir instanta´neamente sino que
tiene una frecuencia ma´xima acotada.
En base al cambio de la funcio´n de cuantificacio´n sin histe´resis por una
con histe´resis surgio´ toda una familia de me´todos de integracio´n por cuantifi-
cacio´n denominados QSS (Quantaized State System). Dentro de esta familia
existen me´todos de primer, segundo y tercer orden denominados QSS1, QSS2
y QSS3 respectivamente.
3.2.1. Me´todo de integracio´n de estados cuantificados QSS1
Para poder mostrar formalmente el me´todo QSS1 es conveniente definir
primero el concepto de funcio´n de cuantificacio´n con histe´resis.
Sea x(t) : < → < una trayectoria continua en el tiempo, y q(t) : < → <
una trayectoria seccionalmente constante. Luego, x(t) y q(t) se relacionan
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mediante una funcio´n de cuantificacio´n con histe´resis uniforme de orden cero
si se cumple que:
q(t) =

floor[x(t0)/∆Q] ·∆Q si t = t0
x(t) si |q(t−)− x(t)| ≥ ∆Q
q(t−) en otro caso
(3.5)
El para´metro de la cuantificacio´n ∆Q se denomina qua´ntum.
Las Figuras 3.3–3.4 muestran una funcio´n de cuantificacio´n con histe´resis
de orden cero y dos variables relacionadas mediante dicha funcio´n
x(t)
q(t)
∆Q
∆Q
Figura 3.3: Funcio´n de cuantificacio´n con histe´resis de orden cero.
Notar que un cuantificador con histe´resis tiene memoria. Es decir, calcula
q(t) no solo en funcio´n del valor actual de x(t) sino tambie´n de su valor
pasado.
Una vez definida la funcio´n de cuantificacio´n con histe´resis se puede
definir el me´todo QSS1.
Dado un sistema invariante en el tiempo en su forma de sistema
de ecuaciones diferenciales ordinarias (ODEs):
x˙ = f(x(t), t) (3.6)
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donde x(t) ∈ Rn es el vector de estados, el me´todo QSS de orden
1 (QSS1) resuelve de manera anal´ıtica el siguiente sistema de
ODEs aproximado, llamado sistema de estados cuantificados(en
ingle´s, Quantized State System):
x˙ = f(q(t), t) (3.7)
Aqu´ı, q(t) es el vector de estado cuantificados, cuyos componen-
tes esta´n sujetos a seguir trayectorias seccionalmente contantes.
Cada estado cuantificado qi(t) esta´ relacionado con el correspon-
diente estado xi(t) a trave´s de una funcio´n de cuantificacio´n con
histe´resis de orden cero:
qi(t) =
{
xi(t) si |qi(t−)− xi(t)| = ∆Qi
qi(t
−) en otro caso
Es decir, para utilizar el me´todo de QSS1 simplemente se debe elegir el
qua´ntum a utilizar ∆Qi para cada variable de estado.
De aqu´ı podemos ver que qi(t) so´lo cambia cuando difiere de xi(t) en
una magnitud de ∆Qi llamada quantum. Cuando la diferencia entre entre el
estado y el estado cuantificado alcanza dicho quantum, el estado cuantificado
qi(t) toma el valor del estado xi(t). En la Figura 3.4 puede verse la trayectoria
de un estado, as´ı como la de su correspondiente estado cuantificado.
Dado que las trayectorias de los estados cuantificados qi(t) son seccio-
nalmente constantes, las derivadas temporales de los estados x˙i(t) tambie´n
siguen trayectorias seccionalmente constantes, y como consecuencia de esto,
los estados xi(t) siguen trayectorias seccionalmente lineales.
Debido a esta particular forma de las trayectorias, la solucio´n nume´rica
de la Ec. (3.7) es muy sencilla y puede ser fa´cilmente traducida en un simple
algoritmo de simulacio´n.
Para j = 1, . . . , n, sea tηj el pro´ximo tiempo en el cual |qj(t)− xj(t)| =
∆Qj . Entonces, el algoritmo de simulacio´n QSS funciona del siguiente mo-
do1:
1El Algoritmo 3.1 describe el comportamiento de QSS1 durante la actualizacio´n de es-
tados cuantificados. Los pasos que tienen lugar como consecuencia de las discontinuidades,
o debido a cambios significativos en las trayectorias de entrada, no son descriptos aqu´ı
dado que son ide´nticos para los distintos algoritmos de la familia QSS.
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Figura 3.4: Trayectorias de estado y su versio´n cuantificada con el me´todo
QSS1.
Algoritmo 3.1: QSS1.
1 Mientras (t < tf ) // s i m u l a r h a s t a t i e m p o f i n a l t f
2 t = min(tηj ) // a v a n z a r t i e m p o de s i m u l a c i o´ n
3 i = argmin(tηj ) // e l i − e´ s i m o e s t a d o c u a n t i f i c a d o c a m b i a
p r i m e r o
4 e = t− txi // t i e m p o t r a n s c u r r i d o d e s d e l a u l t i m a
a c t u a l i z a c i o´ n de x i
5 xi = xi + x˙i · e // a c t u a l i z a r e l i − e´ s i m o e s t a d o
6 qi = xi // a c t u a l i z a r e l i − e´ s i m o e s t a d o c u a n t i f i c a d o
7 tηi = min(τ > t) tal que |qi − xi(τ)| = ∆Qi // c a l c u l a r e l
t i e m p o d e l p r o´ x imo c a m b i o en e l i − e´ s i m o e s t a d o
c u a n t i f i c a d o
8 Para j ∈ [1, n] tal que x˙j depende de qi
9 e = t− txj // t i e m p o t r a n s c u r r i d o d e s d e l a u´ l t i m a
a c t u a l i z a c i o´ n de x j
10 xj = xj + x˙j · e // a c t u a l i z a r e l j− e´ s i m o e s t a d o
11 Si j 6= i entonces txj = t // u´ l t i m a a c t u a l i z a c i o´ n de x j
12 x˙j = fj(q, t) // r e c a l c u l a r l a d e r i v a d a d e l j− e´ s i m o
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e s t a d o
13 tηj = min(τ > t) tal que |qj − xj(τ)| = ∆Qj // r e c a l c u l a r e l
t i e m p o d e l p r o´ x imo c a m b i o en e l j− e´ s i m o e s t a d o
c u a n t i f i c a d o
14 fin para
15 txi = t // u´ l t i m a a c t u a l i z a c i o´ n de x i
16 fin mientras
Adema´s, esa forma de las trayectorias implica que los instantes de tiempo
en los cuales los estados cuantificados cruzan un determinado umbral puede
ser directamente calculado, permitiendo la sencilla deteccio´n de discontinui-
dades2. En ma´s, cuando tiene lugar una discontinuidad, esta producira´ un
cambio en la derivada de algu´n estado, del mismo modo que que lo har´ıa una
actualizacio´n de un estado cuantificado en un paso normal. Por lo tanto, la
simulacio´n no necesita ser reiniciada. En conclusio´n, la deteccio´n y mane-
jo de discontinuidades no representa ningu´n costo computacional extra en
comparacio´n a la de cualquier otro paso. As´ı, el me´todo QSS1 resulta muy
eficiente a la hora de simular sistemas discontinuos [8].
Sin embargo, pese a esta ventaja y a las buenas propiedades de este me´to-
do, que sera´n tratadas ma´s adelante, QSS1 so´lo realiza una aproximacio´n de
primer orden, y por lo tanto, no es posible obtener resultados precisos sin
reducir significativamente el quantum ∆Qi, lo cual se traduce en un incre-
mento del nu´mero de pasos de simulacio´n. Por ello, han sido desarrollados
me´todos QSS de orden superior.
3.2.2. Me´todo de integracio´n de estados cuantificados QSS2
El me´todo QSS1 esta´ muy limitado por ser un me´todo de primer or-
den. Esta limitacio´n hace que para simular un sistema con una precisio´n
medianamente alta el nu´mero de pasos sea inaceptable.
El me´todo QSS2 se basa en los mismos principios que QSS1 solo que en
lugar de utilizar un una funcio´n de cuantificacio´n de orden cero utiliza una
de primer orden.
Para poder definir entonces este me´todo se debe ver en primer lugar el
como es una funcio´n de cuantificacio´n de primer orden.
Usando la idea de la funcio´n de cuantificacio´n de orden cero, se puede
definir una funcio´n de cuantificacio´n de primer orden como una funcio´n que
2En las herramientas de simulacio´n de QSS, las discontinuidades son detectadas usando
los estados cuantificados qi. Tambie´n puede ser utilizados los estados xi. en dicho caso, la
deteccio´n de cruces por cero puede ser ma´s precisa, pero en presencia de condiciones de
cruce no lineales, esta deteccio´n puede resultar ma´s compleja.
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genera una trayectoria de salida seccionalmente lineal cuyo valor y pendiente
cambia solamente cuando la diferencia entre esta salida y la entrada se vuelve
mayor que un valor predeterminado. Este valor, es el quantum. Esta idea
puede verse en la Figura 3.5.
Figura 3.5: Trayectorias de estado y su versio´n cuantificada con el me´todo
QSS2.
La trayectoria de salida seccionalmente lineal comienza con el valor de la
entrada y con pendiente igual a la entrada y luego, cuando la trayectoria de
entrada y de salida difieren en ∆Q, la trayectoria de salida se representa por
un nuevo segmento que comienza en el valor de la entrada. Denominando
q(t) a la trayectoria de salida, q˙(t) a la pendiente de la misma y x(t) a la
entrada, el comportamiento descripto se puede escribir formalmente como:
q(t) =
{
x(t) si t = t0 ∨ |q(t−)− x(t−)| ≥ ∆Q
q(tj) + q˙j · (t− tj) en otro caso
q˙(tj) =
{
x˙(t−j ) si q(tj) 6= q(t−j )
0 si t = t0
Una propiedad fundamental de la funcio´n de cuantificacio´n de primer
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orden descripta es que
|x(t)− q(t)| ≤ ∆Q ∀t ≥ 0 (3.8)
Reemplazando las funciones de cuantificacio´n de orden cero de QSS1 por
funciones de cuantificacio´n de primer orden, se obtiene un me´todo QSS de
segundo orden (QSS2).
La definicio´n de QSS2 es pra´cticamente la misma que la de QSS. Los dos
me´todos difieren u´nicamente en el modo en que se calcula qi(t) a partir de
xi(t). Teniendo en cuenta que las trayectorias de las variables cuantificadas
qi(t) en QSS2 son seccionalmente lineales, entonces las trayectorias x˙(t) de
las derivadas de los estados tambie´n son seccionalmente lineales 3 y enton-
ces las trayectorias xi(t) de las variables de estado resultan seccionalmente
parabo´licas.
El algoritmo de simulacio´n para QSS2 es similar al de QSS1, excepto
que tambie´n se debe calcular la pendiente del estado cuantificado q˙i(t) y la
derivada segunda del estado x¨i(t), como se muestra a continuacio´n:
Algoritmo 3.2: QSS2.
1 Mientras (t < tf ) // s i m u l a r h a s t a t i e m p o f i n a l t f
2 t = min(tηj ) // a v a n z a r t i e m p o de s i m u l a c i o´ n
3 i = argmin(tηj ) // e l i − e´ s i m o e s t a d o c u a n t i f i c a d o c a m b i a
p r i m e r o
4 e = t− txi // t i e m p o t r a n s c u r r i d o d e s d e l a u l t i m a
a c t u a l i z a c i o´ n de x i
5 // a c t u a l i z a r e l i − e´ s i m o e s t a d o y s u d e r i v a d a
6 xi = xi + x˙i · e+ 0.5 · x¨i · e2
7 x˙i = x˙i + x¨i · e
8 // a c t u a l i z a r e l i − e´ s i m o e s t a d o c u a n t i f i c a d o
9 qi = xi
10 q˙i = x˙i
11 tηi = min(τ > t) tal que |qi(τ)− xi(τ)| = ∆Qi // c a l c u l a r e l
t i e m p o d e l p r o´ x imo c a m b i o en e l i − e´ s i m o e s t a d o
c u a n t i f i c a d o
12 Para j ∈ [1, n] tal que x˙j depende de qi
13 e = t− txj // t i e m p o t r a n s c u r r i d o d e s d e l a u´ l t i m a
a c t u a l i z a c i o´ n de x j
14 // a c t u a l i z a r e l j− e´ s i m o e s t a d o y s u s d e r i v a d a s
15 xj = xj + x˙i · e+ 0.5 · x¨j · e2
16 x˙j = fj(q(t), t) // r e c a l c u l a r l a d e r i v a d a d e l e s t a d o
3Para ser rigurosos, esto solo es cierto para sistemas LTI. En los dema´s casos, las
derivadas de los estados se aproximan mediante trayectorias seccionalmente lineales.
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17 x¨j = f˙j(q(t), t) // r e c a l c u l a r l a d e r i v a d a s e g u n d a d e l
e s t a d o
18 tηj = min(τ > t) tal que |qj(τ)− xj(τ)| = ∆Qj // r e c a l c u l a r
e l t i e m p o d e l p r o´ x imo c a m b i o en e l j− e´ s i m o e s t a d o
c u a n t i f i c a d o
19 Si j 6= i entonces txj = t // u´ l t i m a a c t u a l i z a c i o´ n de x j
20 fin para
21 txi = t // u´ l t i m a a c t u a l i z a c i o´ n de x i
22 fin mientras
Los pasos del me´todo QSS2 son ma´s costos computacionalmente que
los de QSS1. En particular, hay dos evaluaciones de funciones escalares,
para computar x˙j y x¨j (l´ıneas 16–17) y el ca´lculo del tiempo de la pro´xima
actualizacio´n del estado cuantificado en la l´ınea 18 involucra la resolucio´n
de una ecuacio´n cuadra´tica. Estos costos adicionales son compensados por
el hecho de que QSS2 puede realizar pasos mucho mayores consiguiendo
mejores resultados de precision.
3.3. Manejo de discontinuidades
En los me´todos de tiempo discreto se deben detectar exactamente los
instantes en los cuales ocurren las discontinuidades, ya que no se puede
integrar pasando a trave´s de una discontinuidad. En el caso de los eventos
temporales simplemente se debe ajustar el paso para que e´ste coincida con
el tiempo de ocurrencia del evento. Frente a eventos de estado, en cambio, se
debe iterar para encontrar el instante preciso en el que ocurre dicho evento.
En el caso de los me´todos de QSS, todos estos problemas desaparecen.
Para poder ver esto, se analizara´ un caso semejante al ejemplo de la pelota
rebotando presentado en la seccio´n 2.6.
El sistema en cuestio´n puede ser modelado mediante las siguientes ecua-
ciones:
y˙(t) = v(t)
v˙(t) =
{ −g − bam · v(t) · |v(t)| si y(t) > 0
−g − km · y(t)− bm · v(t) en otro caso
(3.9)
donde g es la aceleracio´n de la gravedad, m es la masa de la pelota, k
es la constante del resorte, ba es el coeficiente de rozamiento del aire y b
es el coeficiente de amortiguamiento para el modelo resorte-amortiguador
adoptado para representar el comportamiento de la pelota mientras rebota.
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El problema con este modelo es que el lado derecho de la u´ltima ecua-
cio´n es discontinuo. Si un me´todo de integracio´n nume´rico realizase un paso
a trave´s de la discontinuidad, se obtendr´ıa un resultado cuyo error ser´ıa
inaceptable.
Como se menciono´ antes, los me´todos de integracio´n convencionales re-
suelven este problema encontrando el instante exacto en que ocurre la dis-
continuidad. Luego, avanzan la simulacio´n hasta ese instante y reinician la
simulacio´n a partir de ese instante con las condiciones iniciales obtenidas en
el momento de la discontinuidad .
A pesar de que esta metodolog´ıa generalmente funciona bien, agrega
un costo computacional adicional importante, ya que encontrar el instante
de ocurrencia de una discontinuidad implica realizar algunas iteraciones y
adema´s, reiniciar la simulacio´n tambie´n puede ser costoso.
Como se vio en este cap´ıtulo, las trayectorias de los me´todos QSS son sec-
cionalmente constantes, lineales o parabo´licas segu´n sea el orden del me´todo.
En consecuencia, el instante de ocurrencia de un evento puede ser detectado
anal´ıticamente.
A pesar de que el evento asociado a una discontinuidad debe ocurrir en el
instante exacto de ocurrencia de la misma, los me´todos QSS no precisan ser
reinicializados luego del mismo. El motivo es simplemente que las disconti-
nuidades ocurren regularmente en los me´todos QSS dado que las trayectorias
qi(t) en los mismos son discontinuas. En consecuencia, en los me´todos QSS
las discontinuidades tienen el mismo efecto que un paso normal [8].
Esta es la razo´n por la cual los me´todos QSS son en general ma´s efi-
cientes que los me´todos convencionales en el manejo de discontinuidades.
En aquellos sistemas en los que ocurren discontinuidades ma´s ra´pidamente
que la dina´mica del sistema continuo, lo cual suele ser muy comu´n en los
modelos de circuitos de electro´nica de potencia, los me´todos QSS reducen
significativamente el tiempo computacional requerido en la simulacio´n en
comparacio´n con los me´todos tradicionales de simulacio´n de ODEs [8].
3.4. Propiedades teo´ricas de los me´todos QSS
Usando notacio´n vectorial, el sistema:
x˙a1 = f1(xa1 , xa2 , · · · , xan , u1, · · · , um)
x˙a2 = f2(xa1 , xa2 , · · · , xan , u1, · · · , um)
...
x˙an = fn(xa1 , xa2 , · · · , xan , u1, · · · , um)
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toma la forma:
x˙a(t) = f(xa(t),u(t)) (3.10)
mientras que la aproximacio´n QSS
x˙1 = f1(q1, q2, · · · , qn, u1, · · · , um)
x˙2 = f2(q1, q2, · · · , qn, u1, · · · , um)
...
x˙n = fn(q1, q2, · · · , qn, u1, · · · , um)
se puede escribir como
x˙(t) = f(q(t),u(t)) (3.11)
Definiendo ∆x(t) = q(t)− x(t), esta u´ltima se puede reescribir como:
x˙(t) = f(x(t) + ∆x(t),u(t)) (3.12)
Esta u´ltima ecuacio´n solo difiere del sistema original (3.10) por la pre-
sencia del termino de perturbacio´n ∆x(t).
Una propiedad fundamental de las funciones de cuantificacio´n usadas
por los me´todos QSS es que xi(t) y qi(t) nunca difieren entre s´ı en ma´s que
el quantum ∆Qi. Entonces, cada componente ∆xi(t) del vector ∆x(t) esta´
acotado por el quantum ∆Qi.
Como consecuencia de este hecho, se puede analizar el efecto de usar
las aproximaciones QSS como un problema de ODEs con perturbaciones
acotadas.
Basa´ndose en esta idea, la primera propiedad que se probo´ en el contexto
de los me´todos QSS fue la de convergencia [5]. El ana´lisis muestra que la
solucio´n de la Ec. (3.11) aproxima a la solucio´n de la Ec .(3.10) cuando el
quantum ∆Qi ma´s grande se elige lo suficientemente chico. La importancia
de esta propiedad reside en que se puede lograr un error de simulacio´n
arbitrariamente chico utilizando una cuantificacio´n lo suficientemente chica.
Una condicio´n suficiente que asegura que las trayectorias del sistema de
Ecs. (3.11) converge a las trayectorias de las Ecs. (3.10) es que la funcio´n
f(x(t),u(t)) sea localmente Lipschitz.
A pesar de que la convergencia es una propiedad teo´rica importante, no
ofrece ninguna informacio´n cuantitativa sobre la relacio´n entre el quantum
y el error, y adema´s no establece ninguna condicio´n sobre el dominio de
estabilidad.
Las propiedades de estabilidad de los me´todos QSS fueron estudiadas
en [5] buscando una funcio´n de Lyapunov para el sistema perturbado. Este
ana´lisis muestra que cuando el sistema de la Ec. (3.10) tiene una punto de
3.4. PROPIEDADES TEO´RICAS DE LOS ME´TODOS QSS 71
equilibrio asinto´ticamente estable, para cualquier regio´n arbitrariamente pe-
quen˜a en torno al punto de equilibrio se puede encontrar una cuantificacio´n
tal que la solucio´n de la Ec. (3.11) termine dentro de esa regio´n. Adema´s,
a partir de este ana´lisis se puede obtener un algoritmo que permite calcular
el quantum necesario.
Una condicio´n suficiente que asegura la estabilidad nume´rica de los me´to-
dos QSS cerca de un punto de equilibrio anal´ıticamente estable es que la fun-
cio´n f sea continua y continuamente diferenciable. Por lo tanto, la condicio´n
de estabilidad es ma´s fuerte que la de convergencia.
Entonces, los me´todos de QSS poseen herramientas que pueden ser apli-
cadas a sistemas no lineales para elegir el quantum de manera de asegurar
que el error de simulacio´n en re´gimen permanente sea menor que una cota
prefijada. A pesar de que este resultado representa una gran ventaja sobre
los me´todos de tiempo discreto cla´sicos, en los cuales la estabilidad se estudia
usualmente en el contexto de sistemas lineales invariantes en el tiempo (LTI)
u´nicamente, el algoritmo es algo complicado y requiere usar una funcio´n de
Lyapunov de la Ec. (3.10) que en general no se puede obtener fa´cilmente.
Luego, este ana´lisis de estabilidad es mas importante desde el punto de vista
teo´rico que pra´ctico.
Tal como en los me´todos de tiempo discreto, la propiedad ma´s interesante
de los me´todos QSS se obtiene del ana´lisis de aplicar los mismos a sistemas
LTI.
El resultado principal de este ana´lisis se encuentra en [6] y establece que
el error en la simulacio´n QSS de un sistema LTI asinto´ticamente estable esta´
siempre acotado. Esta cota de error puede ser calculada a partir del quan-
tum y algunas propiedades geome´tricas del sistema y no depende ni de las
condiciones iniciales, ni de las trayectorias de entrada. Adema´s, permanece
constante durante la simulacio´n.
Un sistema LTI se puede escribir como:
x˙a(t) = A · xa(t) + B · u(t) (3.13)
con A y B matrices de valores reales de n × n y m × n respectivamente,
donde n es el orden del sistema y m es el nu´mero de entradas del mismo.
Una aproximacio´n QSS de este sistema esta´ dada por:
x˙(t) = A · q(t) + B · u(t) (3.14)
Sea xa(t) la solucio´n de la Ec. (3.13) y x(t) la solucio´n de la aproximacio´n
QSS de la Ec. (3.14) comenzando desde las mismas condiciones iniciales
(xa(t0) = x(t0)).
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Para un sistema LTI anal´ıticamente estable, el error global de simulacio´n
esta´ acotado por la siguiente desigualdad:
|x(t)− xa(t)|  |V| · |Real{Λ}−1 ·Λ| · |V−1| ·∆Q (3.15)
para todo t ≥ t0, donde Λ = V −1AV es la descomposicio´n modal de A,
el vector ∆Q , [∆Q1, · · · ,∆Qn]T esta´ compuesto por el conjunto de los
quantum usados para cada estado, el s´ımbolo | · | representa el valor absoluto
componente a componente de un vector o matriz y el s´ımbolo ’’ compara
componente a componente vectores de igual largo.
Entonces, la Ec. (3.15) brinda una cota de error global de simulacio´n
para cada componente del vector de estado del sistema. Esta cota de error
depende linealmente del quantum.
Se puede ver entonces que:
Los me´todos QSS tienen un control de error intr´ınseco, sin necesidad
de recurrir a normas de adaptacio´n.
Cabe notar que esta cota de error global implica que las soluciones
nume´ricas no pueden diverger. Finalmente, una observacio´n muy importante
es:
Los me´todos QSS permanecen nume´ricamente estables sin necesidad
de utilizar fo´rmulas impl´ıcitas.
Adema´s del ana´lisis basado en perturbaciones que se mostro´ en esta sec-
cio´n, en [26] se desarrollo´ un modo alternativo para demostrar la estabilidad
de los me´todos de QSS haciendo uso de un equivalente multirate de tiempo
discreto.
3.4.1. Control de error relativo en los me´todos QSS
Uno de los problemas au´n no explicados es co´mo se puede seleccionar
el quantum. En esta seccio´n se mostrara´ un me´todo para tener control de
error relativo [22] en los me´todos QSS.
Usando cuantificacio´n logar´ıtmica, es decir, haciendo que el quantum sea
proporcional a la magnitud de las variables cuantificadas, se logra que los
me´todos QSS tengan un control de error relativo.
La idea ba´sica de la cuantificacio´n logar´ıtmica consiste en tomar el valor
del quantum ∆Qi proporcional al valor de xi en el momento en que se
alcanza una condicio´n de evento.
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El problema de escoger el quantum de esa manera se da cuando xi es
pro´ximo a cero. En este caso, ∆Qi resultara´ demasiado pequen˜o y se pro-
ducira´n una gran cantidad de eventos innecesarios. Entonces, la eleccio´n
correcta del quantum es:
∆Qi(t) = max (Ereli · |xi(tk)| ,∆Qimin) (3.16)
donde tk es el u´ltimo instante de tiempo en que ocurrio´ un evento en xi
Para poder ver que de esta forma se logra un control del error relativo,
se debera´ hacer un ana´lisis del error. Dado el siguiente sistema LTI:
x˙a(t) = A · xa(t) +B · u(t) (3.17)
definiendo ∆x(t) , q(t)− x(t), los me´todos QSS lo aproximan por
x˙(t) = A · (x(t) + ∆x) +B · u(t) (3.18)
Haciendo ahora la diferencia entre las Ecs. (3.17) y (3.18), se obtiene la
ecuacio´n para el error e(t) = x(t)− xa(t):
e˙(t) = A · (e(t) + ∆x(t)) (3.19)
donde |∆x(t)| ≤ ∆Q(t) para todo t ≥ t0. Luego, trabajando con las ecua-
ciones y aplicando el teorema 2.2 de [22] se demostro´ que:
|e(t)| ≤ (I −RErel)−1R max (Erel · |xmax|,∆Qmin) (3.20)
donde A es una matriz Hurwitz con forma cano´nica de Jordan Λ = V −1AV
y R , |V | ∣∣[Re(Λ)]−1V −1H∣∣ y xmax = max(x(t)).
En esta ecuacio´n se ve claramente que la cota de error es proporcional
al ma´ximo valor de xa(t), Es decir, se logra un control del error relativo.
Adema´s, en la mayor´ıa de las aplicaciones se elije Erel muy pequen˜o (un
valor t´ıpico es Erel = 0.01). En este caso se puede aproximar la Ec. (3.20)
por:
|e(t)| ≤ R max (Erel · |xmax|,∆Qmin) (3.21)
3.5. QSS en sistemas stiff
La Figura 3.6 muestra el resultado de simular el sistema
x˙ = −0.1 · (x− 10.5); x0 = 0 (3.22)
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utilizando QSS1 con quantum ∆Q = 1. Puede verse que, pese a que la
solucio´n anal´ıtica deber´ıa converger a x(∞) = 10.5, la simulacio´n termina
en oscilaciones espurias en torno al punto de equilibrio. Si este sistema fuera
la parte ra´pida de un sistema ma´s grande con partes mucho ma´s lentas
(es decir, un sistema stiff), estas oscilaciones espurias implicar´ıan realizar
muchos ca´lculos innecesarios y costosos computacionalmente.
Figura 3.6: Simulacio´n del sistema (3.22) con QSS1.
3.6. Me´todos QSS Linealmente Impl´ıcitos
Pese a las ventajas expuestas, los me´todos QSS1 y QSS2 resultan inefi-
cientes a la hora de simular sistemas stiff. En presencia de dina´micas lentas
y ra´pidas, estos me´todos introducen oscilaciones espurias de alta frecuencia
que provocan una gran cantidad de pasos, con su consecuente costo compu-
tacional [4].
Para superar este inconveniente, la familia de me´todos QSS fue exten-
dida con un conjunto de algoritmos llamados QSS Linealmente Impl´ıcitos
(LIQSS), los cuales resultan apropiados para la simulacio´n de sistemas stiff
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[9]. Los me´todos LIQSS combinan los principios de los me´todos QSS con los
de los me´todos linealmente impl´ıcitos cla´sicos. Hay algoritmos que realizan
aproximaciones de primer y segundo , LIQSS1 y LIQSS2 respectivamente.
La idea principal detra´s de estos me´todos esta´ inspirada en los me´todos
impl´ıcitos cla´sicos que evalu´an las derivadas de los estados en instantes de
tiempo futuros. En los me´todos cla´sicos, estas evaluaciones requieren de ite-
raciones y/o inversiones matriciales para resolver ecuaciones impl´ıcitas. Sin
embargo, teniendo en cuenta que en los me´todos QSS el valor futuro de un
estado cuantificado se conoce a priori (vale qi(t)±∆Qi), la implementacio´n
de los algoritmos LIQSS resulta expl´ıcita y no requiere de iteraciones ni de
inversiones matriciales.
Los me´todos LIQSS comparten con los QSS la definicio´n de la Ec. (3.7),
sin embargo, los estados cuantificados se calculan de un modo ma´s complejo,
teniendo en cuenta el signo de la derivada de los estados.
En LIQSS1 la idea es que qi(t) tome el valor xi(t) + ∆Qi(t) cuando el
valor futuro de la derivada del estado x˙i(t
+) sea positiva. Por el contrario,
cuando el valor futuro de la derivada del estado es negativa, qi(t) toma el
valor xi(t) − ∆Qi(t). Luego, cuando xi alcanza a qi, se da un nuevo paso.
De este modo, el valor de estado cuantificado resulta ser el valor futuro de
del estado, y las derivadas en la Ec. (3.7) se calculan usando ese valor futuro
del estado, del mismo que como sucede en los me´todos impl´ıcitos cla´sicos.
Esta idea puede verse en la Figura 3.7.
A los efectos de predecir el signo de la futura derivada del estado, se
utiliza la siguiente aproximacio´n lineal de la dina´mica del i-e´simo estado:
x˙i(t) = Ai,i · qi(t) + ui,i(t) (3.23)
dondeAi,i =
∂fi
∂xi
es el i-e´simo te´rmino de la diagonal principal de la matriz
Jacobiana y ui,i(t) = fi(q(t), t)−Ai,i · qi(t) es un coeficiente af´ın, que puede
pensarse como un indicador de cua´nto cambia la derivada x˙i por todo lo que
no sean variaciones del estado cuantificado qi .
Puede suceder que Ai,i · (xi(t) + ∆Qi) + ui,i(t) < 0, esto es, que cuando
al proponer qi(t) = xi(t)+∆Qi la derivada x˙i(t
+) resulte negativa. Tambie´n
puede suceder que Ai,i · (xi(t) −∆Qi) + ui,i(t) > 0. As´ı, qi(t) no puede ser
elegido de modo tal que resulte un valor futuro para xi(t). Sin embargo, en
ese caso, qi puede elegirse de modo tal que x˙i(t) = 0. Ese punto de equilibrio
para qi puede ser calculado de la Ec. (3.23) como
qi = − ui,i
Ai,i
(3.24)
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Figura 3.7: Trayectorias de estado y su versio´n cuantificada con el me´todo
LIQSS1.
Entonces, el algoritmo de simulacio´n de LIQSS1 es como se muestra a
continuacio´n:
Algoritmo 3.3: LIQSS1.
1 Mientras (t < tf ) // s i m u l a r h a s t a t i e m p o f i n a l t f
2 t = min(tηj ) // a v a n z a r t i e m p o de s i m u l a c i o´ n
3 i = argmin(tηj ) // e l i − e´ s i m o e s t a d o c u a n t i f i c a d o c a m b i a
p r i m e r o
4 e = t− txi // t i e m p o t r a n s c u r r i d o d e s d e l a u l t i m a
a c t u a l i z a c i o´ n de x i
5 xi = xi + x˙i · e // a c t u a l i z a r e l i − e´ s i m o e s t a d o
6 q−i = qi // a l m a c e n a r e l v a l o r p r e v i o de q i
7 x˙−i = x˙i // a l m a c e n a r e l v a l o r p r e v i o de d x i / d t
8 x˙+i = Ai,i · (xi + sign(x˙i) ·∆Qi) + ui,i // e s t i m a de l a f u t u r a
d e r i v a d a u s a n d o una a p r o x i m a c i o´ n l i n e a l a l m a c e n a d a
en l o s a r r e g l o s A y u
9 Si ( x˙i · x˙+i >0) // l a d e r i v a d a d e l e s t a d o c o n s e r v a s u
s i g n o p r e v i o
10 qi = xi + sign(x˙i) ·∆Qi
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11 sino // e l e s t a d o c a m b i a s u d i r e c c i o´ n
12 qi = −ui,i/Ai,i // e l e g i r q i t a l q u e d x i / d t = 0
13 f i n s i
14 tηi = min(τ > t) tal que xi(τ) = qi // c a l c u l a r e l t i e m p o d e l
p r o´ x imo c a m b i o en e l i − e´ s i m o e s t a d o c u a n t i f i c a d o
15 Para j ∈ [1, n] tal que x˙j depende de qi
16 e = t− txj // t i e m p o t r a s c u r r i d o d e s d e l a u´ l t i m a
a c t u a l i z a c i o´ n de x j
17 xj = xj + x˙j · e // a c t u a l i z a r e l j− e´ s i m o e s t a d o
18 Si j 6= i entonces txj = t// u´ l t i m a a c t u a l i z a c i o´ n de x j
19 x˙j = fj(q, t) // r e c a l c u l a r l a d e r i v a d a d e l j− e´ s i m o
e s t a d o
20 tηj = min(τ > t) tal que xj(τ) = qj o |qj − xj(τ)| = 2∆Qj //
r e c a l c u l a r e l t i e m p o d e l p r o´ x imo c a m b i o en e l j− e´
s i m o e s t a d o c u a n t i f i c a d o
21 fin para
22 // a c t u a l i z a r l o s c o e f i c i e n t e s de l a a p r o x i m a c i o´ l i n e a l
23 Ai,i = ( x˙i − x˙−i ) /(qi − q−i ) // t e´ r m i n o d i a g o n a l d e l
J a c o b i a n o
24 ui,i = x˙i −Ai,i · qi // c o e f i c i e n t e a f ı´ n
25 txi = t // u´ l t i m a a c t u a l i z a c i o´ n de x i
26 fin mientras
Puede observarse que LIQSS1 so´lo requiere de algunos ca´lculos adicio-
nales con respecto a QSS1. En particular, LIQSS1 estima el valor futuro
de la derivada del estado utilizando un modelo lineal (l´ınea 8), estima el
te´rmino Ai,i de la diagonal principal de la matriz Jacobiana y el coeficiente
af´ın (l´ıneas 23–24)4.
No´tese tambie´n que en la l´ınea 20 el algoritmo chequea la condicio´n
adicional |qj − xj(τ)| = 2∆Qj , ya que un cambio en la variable qi puede
cambiar el signo de la derivada del estado x˙j(t) de modo tal que xj deje
de aproximarse a qj . En ese caso, se vera´ luego que el hecho de que xj no
siempre se aproxime a qj puede resultar en una solucio´n ineficiente para
algunos sistemas stiff.
LIQSS1 comparte las principales ventajas con QSS1 y logra integrar efi-
cientemente sistemas stiff, siempre y cuando la rigidez se deba a la presencia
de te´rminos grandes en la diagonal principal de la matriz Jacobiana. Al igual
que con QSS1, este me´todo no puede lograr buena precisio´n a costos compu-
4No´tese que Ai,i es calculado usando dos valores de x˙i = fi(q, t). El primero es previo
al cambio en qi, y el segundo es obtenido luego del cambio. El hecho de que el primer
valor pueda ser obtenido para un instante de tiempo t anterior, no deber´ıa afectar los
ca´clulos dado que los cambios en fi debido al avance del tiempo son tratados como pasos
de entrada.
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tacionales convenientes, por lo que se han desarrollado me´todos LIQSS de
orden superior.
El me´todo de segundo orden LIQSS2 combina la ideas de QSS2 con
LIQSS1. En este caso, al igual que en QSS2, el estado cuantificado sigue
trayectorias seccionalmente lineales. Este algoritmo sera´ explicado ma´s ade-
lante.
3.7. LIQSS en sistemas stiff
La Figura 3.8 muestra el resultado de simular nuevamente el sistema de
la Ec. (3.22) pero ahora utilizando el me´todo LIQSS1, donde las oscilaciones
en torno al punto de equilibrio no esta´n presentes.
Figura 3.8: Simulacio´n del sistema (3.22) con LIQSS1.
Dado que los LIQSS so´lo miran el valor futuro de cada variable indi-
vidualmente, so´lo pueden evitar las oscilaciones espurias que se deben al
cambio de dicha variable. Sin embargo, hay muchas situaciones en las que
las oscilaciones espurias se dan de a pares de variables, donde el cambio
de una variable provoca un cambio en la derivada de la segunda variable y
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viceversa. Este tema sera´ abordado en los cap´ıtulos siguientes.
3.8. Implementacio´n de los me´todos QSS
La manera ma´s sencilla de implementar los me´todos QSS es construyendo
un modelo DEVS equivalente, donde los eventos representan cambios en las
variables cuantificados. Basado en esta idea, toda la familia de me´todos QSS
fue implementada en PowerDEVS [27], una plataforma de simulacio´n basada
en DEVS especialmente disen˜ada y adaptada para la simulacio´n de sistemas
h´ıbridos basada en los me´todos QSS. Adema´s, los me´todos QSS tambie´n
fueron implementados en DEVS en una biblioteca de Modelica[28], tambie´n
puede encontrarse una implementacio´n de QSS1 en CD++ [29] y en VLE
[30].
Pese a resultar simple, la implementacio´n de los algoritmos QSS en DEVS
paga costos computacionales extra debido que los ca´lculos involucrados en
cada paso de simulacio´n son realizados por diferentes modelos DEVS ato´mi-
cos por medio del intercambio de eventos. El problema es que el manejo y la
coordinacio´n de los correspondientes mensajes puede llegar a resultar costo-
so computacionalmente que los pasos de simulacio´n en s´ı. Por este motivo,
la familia completa de me´todos QSS fue implementada tambie´n en el stand–
alone QSS solver [31], el cual mejora por ma´s de un orden de magnitud los
resultados obtenidos con el enfoque basado en DEVS. Desde el punto de
vista del formalismo DEVS, puede pensarse que el stand–alone QSS solver
reemplaza el modelo DEVS acoplado por un u´nico gran modelo ato´mico.
Como contrapartida, el uso de esta herramienta en lugar de utilizar el en-
foque basado en DEVS resulta ma´s complejo, por el momento,a la hora del
modelar sistemas que se combinan con otros modelos discretos o de otros
dominios que no son sistemas continuos.
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Cap´ıtulo 4
Me´todo LIQSS modificado
de primer orden
En esta seccio´n, en primera instancia se analizan las limitaciones de los
algoritmos LIQSS respecto a la aparicio´n de oscilaciones ra´pidas en sistemas
en los que la rigidez no se debe exclusivamente a la presencia de te´rminos
grandes en la diagonal principal de la matriz Jacobiana. Luego, se propone
una idea para solucionar dicho inconveniente, y usando este enfoque, se
propone un me´todo LIQSS modificado de primer orden (mLIQSS1).
4.1. Limitaciones de LIQSS
La simulacio´n de un sistema estable de primer orden con el algoritmo
QSS1 produce usualmente como resultado una trayectoria de estado que
presenta oscilaciones alrededor del punto de equilibrio [4]. Estas oscilaciones
son la razo´n por la cual QSS no resulta eficiente a la hora de simular sistemas
stiff.
Este problema es resuelto por LIQSS, que previene la aparicio´n de esas
oscilaciones tomando como estado cuantificado un valor futuro del estado,
esto es qi = xi + sign(x˙i) ·∆Qi. Cuando esto no es posible, es decir, cuando
qi = xi+∆Qi produce que x˙i < 0, o bien que proponer qi = xi−∆Qi produce
que x˙i > 0, entonces LIQSS1 detecta la cercan´ıa a un punto de equilibrio que
puede ser computado utilizando una aproximacio´n lineal como la mostrada
en la Ec (3.24).
Sin embargo, LIQSS1 no puede asegurar que qi sea siempre un valor
futuro de xi ya que, luego de computar qi, x˙i puede cambiar de signo debido
al cambio en otro estado cuantificado qj . En tal caso, tambie´n puede suceder
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que en el pro´ximo cambio de qi produzca un cambio en el signo de x˙j . Esta
situacio´n puede ser causante de la aparicio´n de oscilaciones involucrando a
los estados xi y xj .
Se ilustra esta situacio´n con el siguiente ejemplo. Consideremos el si-
guiente sistema
x˙1 = −x1 − x2 + 0.2
x˙2 = x1 − x2 + 1.2
(4.1)
con condiciones iniciales x0 = [−4 4]T y un quantum ∆Q1,2 = 1.
Los sucesivos pasos de la simulacio´n de este sistema utilizando el algo-
ritmo LIQSS1 puede verse en la Tabla 4.1. Puede verse all´ı que en el tiempo
t6 = 7.01, los estados y sus correspondientes versiones cuantificadas son
ide´nticos a los que tienen lugar para el tiempo t2 = 2.95. As´ı, en lugar de
arribar a un punto de equilibrio, la simulacio´n presenta una oscilacio´n con
un per´ıodo de t6 − t2 = 4.06, como es mostrado en la Figura 4.1.
tiempo q1 q2 x˙1 x˙2 pro´ximo tiempo
t0 0 -4 4 0.2 -6.8 0.29
...
...
...
...
...
...
...
t1 1.65 0 0 0 1.2 2.95
t2 2.95 0 1.2 -1 0 4.21
t3 4.21 -1 1.2 0 -1 5.01
t4 5.01 -1 0.2 1 0 6.01
t5 6.01 0 0.2 0 1 7.01
t6 7.01 0 1.2 -1 0 8.01
t7 8.01 -1 1.2 0 -1 9.01
t8 9.01 -1 0.2 1 0 10.01
Tabla 4.1: Evolucio´n de la simulacio´n de (4.1) con el algoritmo LIQSS1.
Si las Ecs. (4.1) formasen parte de un sistemas de mayor taman˜o con
dina´micas ma´s lentas, esas oscilaciones espurias provocar´ıan una gran can-
tidad de pasos de simulacio´n que resultar´ıan innecesarios. De este modo,
LIQSS1 no puede simular eficientemente sistemas stiff que tengan el tipo
de estructura antes descripto.
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(a) Con tf = 10 segundos.
(b) Con tf = 100 segundos.
Figura 4.1: Simulacio´n del sistema dado por (4.1) con LIQSS1.
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4.2. Idea ba´sica
A los efectos de evitar las oscilaciones entre pares de variables, se propone
verificar si una actualizacio´n en un estado cuantificado produce un cambio
de signo en la derivada de algu´n otro estado. Si eso sucede, se verifica si
luego si una eventual actualizacio´n del segundo estado cuantificado provoca
un cambio de signo en la derivada del anterior estado. Ante esta situacio´n,
se espera que ambas variables experimenten oscilaciones espurias, y a los
efectos de prevenirlas, se aplicara´ simulta´neamente un cambio en ambos
estados cuantificados utilizando un paso linealmente impl´ıcito.
Si bien que esta estrategia no resuelve estructuras r´ıgidas gene´ricas, si
evitara´ la aparicio´n de oscilaciones entre pares de variables, lo cual cubre en
la pra´ctica, varios casos.
Para poder efectuar los cambios simulta´neos en pares de variables, se
hace uso de la semejanza entre los pasos de LIQSS1 con los de Backward
Euler. De hecho, un cambio en la variable cuantificada qi puede ser compu-
tado alternativamente como
qi = xi + h · (Ai,i · qi + ui,i) (4.2)
donde h es el paso ma´ximo tal que
|qi − xi| ≤ ∆Qi (4.3)
No´tese que, considerando que h es finito, entonces qi = xi + signo(x˙i) ·∆Qi
como fue asignado en la l´ınea 10 del Algoritmo 3.3. Por otro lado, cuando h
es infinito, entonces (Ai,i · qi + ui,i) = 0 como fue asignado en la l´ınea 12.
En otras palabras, el ca´lculo de qi puede ser pensado como un paso de
Backward Euler usando el modelo de la aproximacio´n lineal1 de la Ec. (3.23)
con un paso h definido como el ma´ximo paso que cumple con la desigualdad
dada por la Ec. (4.3).
No´tese adema´s, que esta formulacio´n no requiere verificar el signo de la
derivada de los estados.
4.3. LIQSS1 modificado (mLIQSS1)
Utilizando como base la idea arriba expresada, la modificacio´n introdu-
cida al algoritmo LIQSS1 consiste en el agregado de una condicio´n para
1 Realizar pasos impl´ıcitos utilizando una aproximacio´n lineal es similar a lo realizado
por los algoritmos Linealmente Impl´ıcitos. Es justamente a esto que se debe el nombre de
QSS Linealmente Impl´ıcitos
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verificar si luego de actualizar un estado cuantificado el signo de las deriva-
das de otros estados no cambia. Para comprobar esta condicio´n, para cada
par de variables xi, xj , tal que cada una influencie directamente la derivada
de la otra, se utiliza la siguiente aproximacio´n lineal.
x˙i = Aii · qi +Aij · qj + uij
x˙j = Aji · qi +Ajj · qj + uji
(4.4)
Aqu´ı, Aij =
∂fi
∂xj
(q, t) es el i, j-e´simo te´rmino de la matriz Jacobiana, y
uij = fi(q, t) − Aii · qi − Aij · qj es un coeficiente af´ın, que puede pensarse
como un indicador de cua´nto cambia la derivada x˙i por todo lo que no sean
variaciones de los estados cuantificados qi y qj .
Si el nuevo valor de qi no produce un cambio de signo en la derivada
de ningu´n otro estado, calculada con la aproximacio´n lineal de la Ec. (4.4),
el algoritmo se comporta de manera ide´ntica a LIQSS1. De otro modo, se
propone un nuevo valor para qj que vaya en la nueva direccio´n de xj . Luego,
se verifica si este valor propuesto para qj produce a su vez un cambio en
el signo de x˙i. Si no es el caso, se ignora el cambio propuesto para qj y el
algoritmo procede del mismo modo que LIQSS1. En caso contrario, se sabe
que pueden tener lugar oscilaciones entre los estados xi y xj , por que los
estados cuantificados qi y qj son computados usando un paso de Backward
Euler en el modelo lineal de la Ec. (4.4).
Definiendo
qij ,
[
qi
qj
]
, xij ,
[
xi
xj
]
, x˙ij ,
[
x˙i
x˙j
]
(4.5)
y
Aij =
[
Aii Aij
Aji Ajj
]
, uij ,
[
uij
uji
]
(4.6)
el paso con Backward Euler esta´ dado por la ecuacio´n
qij = xij + h · x˙ij = xij + h · (Aij · qij + uij) (4.7)
que puede ser reescrita como
qij = (I− h ·Aij)−1 · (xij + h · uij) (4.8)
donde h es calculado como el ma´ximo paso tal que la diferencia entre los
estados y sus versiones cuantificadas este´ acotada por el quantum.
Dado un paso de integracio´n h, la Ec. (4.8) permite calcular los estados
cuantificados qi y qj . El valor de h debe ser tal que los estados cuantificados
no difieran de los estados en un cantidad que exceda al quantum, esto es,
|qi − xi| ≤ ∆Qi , |qj − xj | ≤ ∆Qj (4.9)
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El valor ma´ximo para h que satisface ambas inecuaciones puede ser obtenido
anal´ıticamente resolviendo la Ec. (4.8) para h considerando qi = xi±∆Qi y
qj = xj±∆Qj y tomando el mı´nimo valor entre las diferentes soluciones. Al-
ternativamente, h puede ser hallado por medio de iteraciones en la Ec. (4.8).
En cualquier caso, la Ec. (4.8) en conjunto con las restricciones impuestas
por las Inecuaciones (4.9), impl´ıcitamente definen una funcio´n que calcula
el ma´ximo valor para h que satisface esas restricciones, esto es,
hma´x = MAX BE STEP(xij) , max(h : |qi−xi| ≤ ∆Qi∧|qj−xj | ≤ ∆Qj) (4.10)
As´ı, el algoritmo de simulacio´n mLIQSS1 es ide´ntico al de LIQSS1 hasta
la l´ınea 14. Luego, continua como sigue:
Algoritmo 4.1: mLIQSS1.
15 Para j ∈ [1, n] tal que ( i 6= j y Aij ·Aji 6= 0)
16 e = t− txj // t i e m p o t r a s c u r r i d o d e s d e l a u´ l t i m a
a c t u a l i z a c i o´ n de x j
17 xauxj = xj + x˙j · e // a l m a c e n a r j− e´ s i m o e s t a d o
a c t u a l i z a d o en una v a r i a b l e a u x i l i a r
18 uji = ujj −Aji · q−i // c o e f i c i e n t e a f ı´ n
19 x˙+j = Aji · qi +Ajj · qj + uji // e s t i m a de l a f u t u r a d e r i v a d a
d e l j− e´ s i m o e s t a d o
20 Si ( x˙j · x˙+j < 0) // a c t u a l i z a c i o´ n de q i => c a m b i o de
s i g n o en d x j / d t
21 q+j = x
aux
j + sign(x˙
+
j ) ·∆Qj // a c t u a l i z a r q j en l a f u t u r a
d i r e c c i o´ n de x j
22 uij = uii −Aij · qj // c o e f i c i e n t e a f ı´ n
23 x˙+i = Aii · qi +Aij · q+j + uij // e s t i m a de l a f u t u r a
d e r i v a d a d e l i − e´ s i m o e s t a d o
24 Si ( x˙i · x˙+i < 0) // a c t u a l i z a c i o´ n de q j => c a m b i o de
s i g n o en d x i / d t
25 // p r e s e n c i a de o s c i l a c i o n e s
26 q−j = qj // a l m a c e n a r v a l o r p r e v i o de q j
27 x˙−j = x˙j // a l m a c e n a r v a l o r p r e v i o de d x j / d t
28 h = MAX BE STEP(xi, x
aux
j ) // ma´ x imo p a s o c o n BE
d e f i n i d o en Ec . (7.35)
29 [qi, qj ] = BE STEP(xi, x
aux
j , h) // q i y q j s o n c a l c u l a d o s
u s a n d o BE c o n un p a s o h a p a r t i r d e x i y x j
30 tqj = t // u´ l t i m a a c t u a l i z a c i o´ n de q j
31 tηj = min(τ > t) tal que xj(τ) = qj o |qj − xj(τ)| = 2∆Qj
// c a l c u l a r e l t i e m p o d e l p r o´ x imo c a m b i o en e l
j− e´ s i m o e s t a d o c u a n t i f i c a d o
32 Para k ∈ [1, n] tal que x˙k depende de qj
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33 e = t− txk // t i e m p o t r a s c u r r i d o d e s d e l a u´ l t i m a
a c t u a l i z a c i o´ n de xk
34 xk = xk + x˙k · e // a c t u a l i z a r e l k− e´ s i m o e s t a d o
35 x˙−k = x˙k // a l m a c e n a r v a l o r p r e v i o de dxk / d t
36 x˙k = fk(q, t) // r e c a l c u l a r l a d e r i v a d a d e l k− e´
s i m o e s t a d o
37 tηk = min(τ > t) tal que xk(τ) = qk o
|qk − xk(τ)| = 2∆Qk // r e c a l c u l a r e l t i e m p o d e l
p r o´ x imo c a m b i o en e l k− e´ s i m o e s t a d o
c u a n t i f i c a d o
38 Ak,j = ( x˙k − x˙−k ) /(qj − q−j ) // J a c o b i a n o
39 Si k 6= j entonces txk = t // u´ l t i m a a c t u a l i z a c i o´ n
de xk
40 fin para
41 // a c t u a l i z a r l o s c o e f i c i e n t e s de l a a p r o x i m a c i o´ n
l i n e a l
42 Aj,j = ( x˙j − x˙−j ) /(qj − q−j ) // t e´ r m i n o d i a g o n a l d e l
J a c o b i a n o
43 uj,j = x˙j(t)−Aj,j · qj // c o e f i c i e n t e a f ı´ n
44 f i n s i
45 f i n s i
46 fin para
47 Para j ∈ [1, n] tal que x˙j depende de qi
48 e = t− txj // t i e m p o t r a s c u r r i d o d e s d e l a u´ l t i m a
a c t u a l i z a c i o´ n de x j
49 xj = xj + x˙j · e // a c t u a l i z a r e l j− e´ s i m o e s t a d o
50 x˙−j = x˙j // a l m a c e n a r v a l o r p r e v i o de d x j / d t
51 x˙j = fj(q, t) // r e c a l c u l a r l a d e r i v a d a d e l j− e´ s i m o
e s t a d o
52 tηj = min(τ > t) tal que xj(τ) = qj o |qj − xj(τ)| = 2∆Qj //
r e c a l c u l a r e l t i e m p o d e l p r o´ x imo c a m b i o en e l j− e´
s i m o e s t a d o c u a n t i f i c a d o
53 Aj,i = ( x˙j − x˙−j ) /(qi − q−i ) // J a c o b i a n o
54 Si j 6= i entonces txj = t // u´ l t i m a a c t u a l i z a c i o´ n de x j
55 fin para
56 // a c t u a l i z a r l o s c o e f i c i e n t e s de l a a p r o x i m a c i o´ n
l i n e a l
57 Ai,i = ( x˙i − x˙−i ) /(qi − q−i ) // t e´ r m i n o d i a g o n a l d e l
J a c o b i a n o
58 ui,i = x˙i(t)−Ai,i · qi // c o e f i c i e n t e a f ı´ n
59 txi = t // u´ l t i m a a c t u a l i z a c i o´ n de x i
60 fin mientras
No´tese que este nuevo algoritmo agrega el ca´lculo de pasos en simultaneo
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en los estados xi y xj (l´ıneas 28–29), pero estos so´lo tienen lugar ante la ocu-
rrencia de oscilaciones. De otro modo, al algoritmo u´nicamente se adicionan
los ca´lculos necesarios para detectar cambios de signo en las derivadas de los
estados, lo cual requiere estimarlas (l´ıneas 19 y 23) y estimar asimismo la
matriz Jacobiana completa (l´ıneas 38, 42, 53 y 57) y diferentes coeficientes
afines. Si bien estos ca´lculos para detectar cambios en derivadas incremen-
tan el costo computacional del me´todo preexistente a medida que el sistema
crece, estos no llegan a ser significativos. Esto se debe a que, siendo que el
me´todo modificado mLIQSS1 resuelve conflictos entre pares de variables
Volvamos entonces al ejemplo previo, pero simulando ahora el sistema de
las Ecs. (4.1) con el algoritmo mLIQSS1 a partir de las mismas condiciones
iniciales.
Como fue previamente descripto, el algoritmo se comporta de manera
ide´ntica a LIQSS1 hasta el punto en el que se detecta la condicio´n de oscila-
ciones. Esta situacio´n tiene lugar en tiempo t2, cuando actualizar la variable
q2 provocar´ıa que x˙1 vaya de x˙2(t
−
2 ) = 0 a x˙j(t
+
2 ) = −1 (como ocurre con
LIQSS1).
Aqu´ı, el algoritmo modificado detecta esta situacio´n (es decir se cumplen
las condiciones de las l´ınea 20 y 24) y verifica si un subsiguiente cambio en
q1 produce un cambio en el signo de x˙2. Tras proponer q1(t
+
2 ) = x1 −∆Q,
resulta que la derivada de el estado x˙2(t
+
2 ) = −2 cambia de signo. As´ı, se
predicen futuras oscilaciones entre ambas variables de estado, y se computa
un paso de Backward Euler simulta´neamente en ambas variables. Siendo
que los estados se encuentran pro´ximos a un punto de equilibrio, este paso
se computa hasta el tiempo final tf y los estados cuantificados toman los
valores de equilibrio q1 = −0.5− q2 = 0.7. Con estos valores, las derivadas de
ambos estados se anulan, y as´ı la simulacio´n termina sin ninguna oscilacio´n,
como puede verse en la Figura 4.2.
4.4. Ejemplos y resultados
En esta seccio´n se muestran resultados de simulacio´n, comparando el
desempen˜o del algoritmo modificado con su versio´n anterior, as´ı como con
me´todos cla´sicos(DOPRI y DASSL). En todos los casos, la herramienta de
simulacio´n utilizada ha sido el stand–alone QSS solver.
A los efectos de realizar estas comparaciones, se corrieron una serie de
experimentos en diferentes modelos bajo las siguientes condiciones:
Las simulaciones fueron realizadas con una PC AMD A4-3300
APU@2.5GHz bajo el sistema operativo Ubuntu.
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Figura 4.2: Simulacio´n del sistema (4.1) con el algoritmo mLIQSS1.
En todos los casos, medimos el tiempo de CPU, el nu´mero de evalua-
ciones de funciones escalares y el error relativo, calculado como:
err =
√∑
(x[k]− xREF [k])2∑
xREF [k]2
(4.11)
donde la solucio´n de referencia xREF [k] fue obtenida utilizado el algo-
ritmo DASSL con una tolerancia de error muy pequen˜a (10−9).
4.4.1. Convertidor C´uk intercalado
La simulacio´n de convertidores de electro´nica conmutada de potencia es
un caso donde los me´todos LIQSS presentan importantes ventajas por sobre
los me´todos cla´sicos. En ellos, el tratamiento eficiente de las discontinuidades
y la rigidez son las principales razones de esas ventajas [32]. Sin embargo, co-
mo fue reportado en la cita referenciada, cuando aparecen te´rminos grandes
en la matriz Jacobiana, a ambos lados de la diagonal principal, los me´todos
LIQSS fallan debido a la aparicio´n de ra´pidas oscilaciones entre pares de
variables. Un ejemplo donde esto ocurre en en el convertidor C´uk.
Para verificar que el algoritmo modificado de LIQSS resuelve este in-
conveniente, simulamos el circuito correspondiente a un convertidor C´uk
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intercalado de cuatro etapas, como el mostrado en la Figura 4.3.
L1 iL41
C1
−+
uC41 L2 iL42
S4 D4
iD4
L1 iL31
C1
−+
uC31 L2 iL32
S3 D3
iD3
L1 iL21
C1
−+
uC21 L2 iL22
S2 D2
iD2
L1 iL11
C1
−+
uC11 L2 iL12
S1 D1
iD1
+
−Vi C2
−
+
uC2 load
−
+
Vo
Figura 4.3: Convertidor C´uk intercalado de cuatro etapas.
Las ecuaciones de estado de la j–e´sima etapa del convertidor de potencia
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pueden ser escritas como sigue:
di
Lj1
dt
=
U − u
Cj1
− iDj ·RSj
L1
di
Lj2
dt
=
− uC2 − iDj ·RSj
L2
du
Cj1
dt
=
iDj − iLj2
C1
con
iDj =
(i
Lj1
+ i
Lj2
) ·RSj − uCj1
RSj +RDj
donde RSj y RDj son las resistencias de los interruptores y diodos respecti-
vamente, las cuales pueden tomar uno de dos valores posibles, RON o ROFF
dependiendo de el estado en el cual se encuentren. Finalmente, la tensio´n de
salida obedece la siguiente ecuacio´n:
duC2
dt
=
N∑
j=1
i
Lj2
− uC2
Ro
C2
El modelo fue simulado con el siguiente conjunto de para´metros:
Tensio´n de entrada: U = 24V
Capacitores: C1 = 10
−4F y C2 = 10−4F
Inductores: L1 = 10
−4Hy y L2 = 10−4Hy
Resistencia de carga: Ro = 10Ω
Resistencia de encendido (interruptor y diodo): RON = 10
−5Ω
Resistencia de apagado (interruptor y diodo): ROFF = 10
5Ω
Per´ıodo de la sen˜al de control: T = 10−4sec
Ciclo de trabajo de la sen˜al de control: DC = 0.25
El sistema fue simulado hasta el tiempo final tf = 0.02sec, y los resultados
se muestran en la Figura 4.4.
La comparacio´n entre los desempen˜os de los diferentes algoritmos esta´
reportada en la Tabla 4.2 para dos valores de tolerancias de error. Los re-
sultados de la simulacio´n con el algoritmo DOPRI no han sido reportados,
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(a) Tensio´n de salida. (b) Detalle de la tensio´n de salida.
(c) Corrientes iLj2
. (d) Detalle de las corrientes iLj2
.
Figura 4.4: Simulacio´n convertidor C´uk intercalado de cuatro etapas con el
me´todo mLIQSS1.
puesto que el sistema es demasiado stiff y dicho algoritmo ha fallado en
proveer resultados en un tiempo de CPU razonable.
Lo primero que se observa es que el algoritmo LIQSS1 original realiza
una cantidad enorme de pasos, que tienen lugar producto de la aparicio´n
de oscilaciones espurias entre las variables de estados que computan las
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Me´todo de Error Evaluaciones CPU
Integracio´n Relativo de funcio´n fi [mseg]
D
A
S
S
L tol = 1 · 10−1 1.7 · 10−1 4 928 846 227
tol = 1 · 10−2 7.5 · 10−2 4 402 996 218
L
IQ
S
S
1 ∆Qi = 1 · 10−1 3.0 · 10−2 80 243 117 9 697
∆Qi = 1 · 10−2 2.8 · 10−3 102 413 128 12 399
m
L
IQ
S
S
1 ∆Qi = 1 · 10−1 4.4 · 10−2 1 043 458 163
∆Qi = 1 · 10−2 5.2 · 10−3 5 123 830 676
Tabla 4.2: Comparacio´n de resultados para convertidor C´uk de cuatro eta-
pas.
corrientes por los inductores, como fue oportunamente observado en [32].
Esta claro que el algoritmo modificado no sufre de este inconveniente y
realiza entre 20 y 80 veces menos cantidad de pasos.
Para una configuracio´n de baja precisio´n (tolerancia = 10−1), LIQSS1
modificado supera los resultados obtenidos con DASSL. Sin embargo cuando
se establece una tolerancia de 10−2, DASSL resulta ma´s ra´pido. Esto puede
ser fa´cilmente explicado debido al hecho de que LIQSS1 es un me´todo so´lo
de orden uno, y no puede obtener buenas precisiones sin incrementar signi-
ficativamente el nu´mero de pasos. De cualquier modo, puede verse que para
iguales tolerancias, mLIQSS1 es mucho ma´s preciso que DASSL.
Las ventajas de mLIQSS1 con respecto a DASSL se deben al manejo efi-
ciente de las discontinuidades y a la explotacio´n de la dispersio´n del sistema,
as´ı como al tratamiento expl´ıcito de la rigidez (so´lo se invierten matrices de
2 por 2 independientemente del taman˜o n del sistema, mientras que DASSL
necesita invertir una matriz de n por n en cada paso).
Estas ventajas deber´ıan ser ma´s notorias a medida que el taman˜o del
sistema se incrementa. Para verificar este hecho, se ha simulado este modelo
variando el taman˜o del sistema desde 4 a 32 etapas. En cada uno de esos
experimentos, a diferencia de lo hecho anteriormente, se establecio´ una to-
lerancia para cada cada me´todo tal que el error medido sea el mismo. De
este modo, se compara el tiempo de CPU requerido por cada me´todo para
obtener resultados con ide´nticos errores.
Los resultados obtenidos se muestran en la Figura 4.5. Como era de espe-
rarse, las ventajas de mLIQSS1 crecen con el nu´mero de etapas, resultando
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aproximadamente de 16 veces ma´s ra´pido que DASSL para el caso de 32
etapas y una precisio´n de 1 · 10−1.
Figura 4.5: Comparacio´n de tiempos de simulacio´n: Convertido C´uk inter-
calado para tolerancias de 1 · 10−1 y 1 · 10−2.
4.4.2. Modelo de Tyson: interacciones entre Cdc2 y cyclin
Otra aplicacio´n donde los me´todos LIQSS presentan ventajas respecto
a los me´todos cla´sicos de tiempo discreto son algunos modelos biolo´gicos
[33]. Sin embargo, en algunos de estos modelos la matriz Jacobiana contiene
te´rminos grandes a ambos lados de la diagonal principal, lo que provoca
oscilaciones espurias en la familia de me´todos LIQSS. Un caso donde esto
sucede es en el cla´sico modelo de Tyson de interaccio´n entre cdc2 y ciclina,
presentado en [34], que representa la creacio´n y degradacio´n de ciclina en
una ce´lula.
Para verificar que el algoritmo mLIQSS1 funciona en este caso, se ha
4.5. CONCLUSIONES 95
considerado un modelo compuesto por 100 ce´lulas partiendo de diferentes
condiciones iniciales.
Las ecuaciones de una ce´lula son las siguientes:
dC2
dt
= k6 ·M − k8 · [P ] · C2 + k9 · CP
dCP
dt
= −k3 · CP · Y + k8 · [P ] · C2− k9 · CP
dpM
dt
= k3 · CP · Y − pM · F (M) + k5 · [P ] ·M
dM
dt
= pM · F (M)− k5 · [P ] ·M − k6 ·M
dY
dt
= k1 · [aa]− k2 · Y − k3 · CP · Y
dY P
dt
= k6 ·M − k7 · Y P
donde las concentraciones de [P ] y de los aminoa´cidos [aa] se asume son
constantes. Hay seis variables de estado: las concentraciones de cc2 (C2),
cdc2-p (CP ), preMPF = P-ciclina-cdc2-P (pM), MPF activo = P-ciclina-
cdc2 (M), ciclina (Y ) y ciclina-P (Y P ). F (M) es una funcio´n que describe
la retroalimentacio´n autocatal´ıtica del MPF activo en su propia produccio´n.
Las definiciones de las constantes k1,...,9, as´ı como explicaciones en mayor
detalle pueden se encontradas en [34].
El sistema fue simulado con tolerancias de 10−3 y 10−5, hasta un tiempo
final tf = 50 usando diferentes algoritmos. Los resultados usando DOPRI
no fueron reportados debido a que no pudo completarse la simulacio´n con
este me´todo como consecuencia de la rigidez del sistema.
Los resultados son reportados en la Tabla 4.3. Las salidas de esta simula-
cio´n pueden verse en la Figura 4.6. A partir de estos resultados, podemos ver
que el algoritmo modificado mLIQSS1 es significativamente ma´s ra´pido que
su versio´n original. Dado que mLIQSS1 es un me´todo de primer orden, so´lo
se obtienen resultados aceptables para tolerancias de error grandes. De cual-
quier modo, utilizando una tolerancia de error esta´ndar de 10−3, se obtienen
resultados comparables a los obtenidos con DASSL.
4.5. Conclusiones
En este cap´ıtulo se presento´ el me´todo QSS linealmente impl´ıcito mo-
dificado de primer orden, mLIQSS1, que surge de combinar de combinar el
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Figura 4.6: Resultado de la simulacio´n del modelo de Tyson con mLIQSS1.
Me´todo de Error Evaluaciones CPU
Integracio´n Relativo de funcio´n fi [mseg]
D
A
S
S
L tol = 1 · 10−3 3.34 · 10−3 44 062 800 1 648
tol = 1 · 10−5 5.18 · 10−4 28 478 400 2 257
L
IQ
S
S
1 ∆Qi = 1 · 10−3 7.44 · 10−3 43 127 543 5 704
∆Qi = 1 · 10−5 2.11 · 10−5 134 002 162 20 741
m
L
IQ
S
S
1 ∆Qi = 1 · 10−3 7.10 · 10−3 8 672 317 1 704
∆Qi = 1 · 10−5 1.00 · 10−5 56 204 686 11 112
Tabla 4.3: Comparacio´n resultados de la simulacio´n del modelo de Tyson
para 100 ce´lulas.
me´todo LIQSS1 con pasos simulta´neos en pares de variables usando el me´to-
do Backward Euler. Este me´todo, comparte las propiedades de precisio´n de
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los me´todos QSS preexistentes.
Como fue explicado, los me´todos LIQSS pueden integrar eficientemente
sistemas donde la rigidez se deba a la presencia de te´rminos grandes en la
diagonal principal de la matriz Jacobiana, pero si esta condicio´n estructural
no se cumple, los mismos resultan ineficientes. Esta ineficiencia se traduce
en la presencia de oscilaciones espurias ra´pidas producidas por la interaccio´n
de variables de estado.
El me´todo mLIQSS1 logra integrar eficientemente estructuras ma´s gene-
rales. Particularmente, tiene la capacidad de detectar situaciones en las que
potencialmente se producir´ıan oscilaciones entre pares de variables de esta-
dos y realizar un paso simultaneo en ambas variables. Es decir, mLIQSS1
puede resolver subsistemas de 2 × 2 dando un paso utilizando un me´todo
cla´sico impl´ıcito en caso de prever posibles oscilaciones entre pares de varia-
bles.
A pesar de sus virtudes este me´todo padece de dos grandes falencias. La
primera de ellas reside en que so´lo realiza una aproximacio´n de primer orden,
tanto para los pasos con LIQSS1 como para los pasos simulta´neos utilizando
Backward Euler, por lo cual esta´ muy limitado en precisio´n. Y la segunda
es que so´lo es capaz de resolver la aparicio´n de oscilaciones espurias debidas
a la interaccio´n entre pares de variables, pero si las mismas tienen lugar
debido a la presencia de ma´s de dos variables, el me´todo resulta ineficiente.
Con la idea de solucionar el primer inconveniente mencionado, en el
pro´ximo cap´ıtulo se introduce un me´todo de segundo orden que combina el
me´todo LIQSS2 con la idea planteada en el presente cap´ıtulo.
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Cap´ıtulo 5
Me´todo LIQSS modificado
de segundo orden
5.1. Versio´n mejorada de LIQSS2
Antes de presentar el algoritmo LIQSS2 modificado, se expondra´ un
cambio en la formulacio´n del algoritmo LIQSS2 de [9]. Este cambio, que es
necesario para definir el algoritmo mLIQSS2, mejora adema´s el desempen˜o
de LIQSS2 en casos simples donde las oscilaciones espurias no aparecen.
La definicio´n original de LIQSS2 combina las ideas de QSS2 con LIQSS1,
donde los estados cuantificados qi(t) siguen trayectorias seccionalmente li-
neales, tales que al final de cada segmento alcancen los estados, es decir,
qi(t+ h) = xi(t+ h). Sin embargo, la pendiente de los estados cuantificados
eran elegidas tales que coincidan con las derivadas de los estados al comienzo
del paso, es decir, q˙i(t) = x˙i(t).
A los efectos de extender la idea mLIQSS1, necesitamos reformular
LIQSS2 tal que la pendiente de los estados cuantificados y la derivadas
de los estados conocidas al final del paso, es decir, q˙i(t+h) = x˙i(t+h). Esta
idea puede verse en la Figura 5.1.
Para lograrlo, qi y q˙i son computados tales que verifiquen las siguientes
ecuaciones:
q˙i = x˙i + h · x¨i = Ai,i · qi + ui,i + h · (Ai,i · q˙i + u˙i,i)
qi + h · q˙i = xi + h · x˙i + h
2
2
· x¨i
= xi + h · (Ai,i · qi + ui,i) + h
2
2
· (Ai,i · q˙i + u˙i,i)
(5.1)
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ΔQi xqii
Figura 5.1: Trayectorias de estado y su versio´n cuantificada con el me´todo
LIQSS2.
donde u˙i,i es el coeficiente af´ın de la pendiente. No´tese que la primera ecua-
cio´n dice que la pendiente del estado cuantificado, q˙i, es igual a la derivada
del estado, x˙i, en tiempo t+h. Luego, la segunda ecuacio´n dice que el estado
cuantificado qi es igual al estado xi en tiempo t+ h.
Aqu´ı, h es calculado como el ma´ximo paso en la Ec. (5.1) tal que |qi −
xi| ≤ ∆Qi. Similarmente a mLIQSS1, este valor de h puede ser hallado
anal´ıticamente (es decir, resolviendo la Ec. (5.1) para h usando qi = xi ±
∆Qi) o nume´ricamente.
As´ı, el algoritmo de simulacio´n LIQSS2 funciona como sigue:
Algoritmo 5.1: LIQSS2.
1 Mientras (t < tf ) // s i m u l a r h a s t a t i e m p o f i n a l t f
2 t = min(tηj ) // a v a n z a r t i e m p o de s i m u l a c i o´ n
3 i = argmin(tηj ) // e l i − e´ s i m o e s t a d o c u a n t i f i c a d o c a m b i a
p r i m e r o
4 e = t− txi // t i e m p o t r a n s c u r r i d o d e s d e l a u l t i m a
a c t u a l i z a c i o´ n de x i
5 // a c t u a l i z a r e l i − e´ s i m o e s t a d o y s u d e r i v a d a
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6 xi = xi + x˙i · e+ 0.5 · x¨i · e2
7 x˙i = x˙i + x¨i · e
8 x˙−i = x˙i // a l m a c e n a r e l v a l o r p r e v i o de d x i / d t
9 uii = uii + e · u˙ii // p r o y e c c i o´ n de c o e f i c i e n t e a f ı´ n
10 e = t− tqi // t i e m p o t r a s c u r r i d o d e s d e l a u´ l t i m a
a c t u a l i z a c i o´ n de q i
11 q−i = qi + e · q˙i // a l m a c e n a r e l v a l o r p r e v i o de q i
p r o y e c t a d o
12 h = MAX 2ND ORDER STEP SIZE(xi )
13 [qi, q˙i] = 2ND ORDER step(xi, h)
14 tqi = t // u´ l t i m a a c t u a l i z a c i o´ n de q i
15 tηi = min(τ > t) tal que xi(τ) = qi(τ)// c a l c u l a r e l t i e m p o
d e l p r o´ x imo c a m b i o en e l i − e´ s i m o e s t a d o c u a n t i f i c a d o
16 Para j ∈ [1, n] tal que x˙j depende de qi
17 e = t− txj // t i e m p o t r a s c u r r i d o d e s d e l a u´ l t i m a
a c t u a l i z a c i o´ n de x j
18 // a c t u a l i z a r e l j− e´ s i m o e s t a d o y s u s d e r i v a d a s
19 xj = xj + x˙j · e+ 0.5 · x¨j · e2
20 x˙j = fj(q(t), t) // r e c a l c u l a r l a d e r i v a d a d e l j− e´ s i m o
e s t a d o
21 x¨j = f˙j(q(t), t) // r e c a l c u l a r l a d e r i v a d a s e g u n d a d e l j−
e´ s i m o e s t a d o
22 tηj = min(τ > t) tal que xj(τ) = qj(τ) o |qj(τ)− xj(τ)| = 2∆Qj
// c a l c u l a r e l t i e m p o d e l p r o´ x imo c a m b i o en e l j− e´
s i m o e s t a d o c u a n t i f i c a d o
23 Si j 6= i entonces txj = t // u´ l t i m a a c t u a l i z a c i o´ n de x j
24 fin para
25 // a c t u a l i z a r l o s c o e f i c i e n t e s de l a a p r o x i m a c i o´ n
l i n e a l
26 Ai,i = ( x˙i − x˙−i ) /(qi − q−i ) // t e´ r m i n o d i a g o n a l d e l
J a c o b i a n o
27 ui,i = x˙i −Ai,i · qi // c o e f i c i e n t e a f ı´ n
28 u˙i,i = x¨i −Ai,i · q˙i // p e n d i e n t e d e l c o e f i c i e n t e a f ı´ n
29 txi = t // u´ l t i m a a c t u a l i z a c i o´ n de x i
30 fin mientras
Aqu´ı, se puede observar que los pasos de LIQSS2 agregan algunos ca´lculos
con respecto a los de QSS2. Se calcula el ma´ximo paso de h de orden dos
(l´ınea 12) y se lo utiliza para computar el estado cuantificado y su derivada
(l´ınea 13). Adema´s se calculan los elementos de la diagonal principal de la
matriz Jacobiana Ai,i y los para´metros afines ui,i y u˙i,i (l´ıneas 26–28).
Del mismo modo que en LIQSS1, el algoritmo verifica una condicio´n para
asegurar que la diferencia entre xj y qj se mantenga acotada (por 2∆Qj)
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y controla adema´s si un cambio en el valor del estado cuantificado qi causa
que xj deje de aproximarse a qj (l´ınea 22).
5.2. LIQSS2 modificado(mLIQSS2)
El algoritmo LIQSS modificado combina las ideas de los me´todos LIQSS2
y mLIQSS1. Esto es, el algoritmo funciona de manera ide´ntica a LIQSS2 has-
ta que se detecte una cadena de cambios significativos en pares de derivadas
de variables de estado xi y xj
1. Decimos que hay una cadena de cambios
significativos cuando al actualizar el estado cuantificado qi se produce un
cambio abrupto en x˙j que provoca un posterior cambio en qj , el cual su vez
producira´ un cambio abrupto en x˙i
2.
Bajo estas circunstancias, un cambio simulta´neo en los estados cuantifi-
cados qi y qj , as´ı como en sus pendientes q˙i y q˙j , es aplicado siguiendo una
fo´rmula impl´ıcita de segundo orden.
A los efectos de predecir las futuras derivadas primera de los estados,
x˙i y x˙j , se utiliza la aproximacio´n lineal de la Ec. (4.4). Adema´s, las futu-
ras derivadas segundas de los estados, x¨i y x¨j , son estimadas derivando la
Ec. (4.4), obteniendo as´ı el siguiente sistema de ecuaciones.
x¨i = Aii · q˙i +Aij · q˙j + u˙ij
x¨j = Aji · q˙j +Ajj · q˙j + u˙ji
(5.2)
donde aparecen dos nuevos coeficientes, u˙ij y u˙ji, que corresponden a
para´metros afines de las pendientes.
Cuando un nuevo valor en el estado cuantificado qi no causa un cambio
significativo en la derivada de ningu´n otro estado, el algoritmo funciona
de manera ide´ntica a LIQSS2. Sin embargo, cuando un nuevo valor de qi
produce un cambio significativo en x˙j o en x¨j , se propone un nuevo valor
1 En el algoritmo de segundo orden, no so´lo se verifican cambios de signo, sino adema´s
cambios significativos en el valor de las derivadas de los estados, ya que estos pueden causar
secuencias de pasos pequen˜os. El motivo de esto, es que cuando el estado cuantificado qi
produce un cambio abrupto en la derivada de algu´n otro estado x˙j , esto provoca que xj
y qj se alejen uno del otro, lo cual tendra´ como consecuencia un nuevo paso en qj . Si
este nuevo paso tambie´n provoca un cambio significativo en x˙i, entonces tendra´n lugar
oscilaciones ra´pidas.
2Se predice un cambio significativo en la derivada de un estado bajo la condicio´n
|x˙i− x˙+i | > |x˙i+ x˙+i |/2 (l´ıneas 27 y 34). Esta condicio´n equivale a considerar un cambio de
signo en las derivadas, o bien un cambio de al menos tres veces (ma´s grande o ma´s chico)
con respecto al valor previo. Otra condicio´n podr´ıa utilizarse, sin embargo esta establece
un buen compromiso entre la correcta deteccio´n de cambios que causen oscilaciones y el
no realizar actualizaciones simultaneas de pares de estados de manera innecesaria.
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para qj en la nueva direccio´n de xj . Entonces, se verifica si con ese nuevo
valor de qj se producen cambios en x˙i o x¨i. Si no es as´ı, el algoritmo continu´a
del mismo modo que LIQSS2. En caso contrario, se anticipa la presencia de
oscilaciones entre los estados xi y xj , por tal motivo se computan ambos
estados cuantificados, qi y qj y sus correspondientes pendientes, usando un
paso impl´ıcito de segundo orden segu´n Ec. (4.4).
Usando las definiciones de las Ecs. (4.5)–(4.6), y definiendo adema´s:
q˙ij ,
[
q˙i
q˙j
]
, x¨ij ,
[
x¨i
x¨j
]
, u˙ij ,
[
u˙ij
u˙ji
]
el paso impl´ıcito esta´ dado por las siguientes ecuaciones
q˙ij = x˙ij + h · x¨ij = Aij · qij + uij + h · (Aij · q˙ij + u˙ij)
(5.3a)
qij + h · q˙ij = xij + h · x˙ij +
h2
2
· x¨ij
= xij + h · (Aij · qij + uij) + h
2
2
· (Aij · q˙ij + u˙ij)
(5.3b)
No´tese que la Ec. (5.3a) dice que las pendientes de ambos estados cuanti-
ficados q˙ij coinciden con la derivada primera de los correspondientes estados
x˙ij en tiempo t+ h. Luego, la Ec. (5.3b) dice que los estados cuantificados
qij coinciden con los estados xij en tiempo t+ h.
Aqu´ı, h es calculado como el paso ma´ximo en la Ec. (5.3) tal que |qi −
xi| ≤ ∆Qi y |qj−xj | ≤ ∆Qj . De modo semejante a lo tratado en mLIQSS1,
este valor para h puede ser hallado anal´ıticamente (es decir, resolviendo las
Ecs. (5.3) para h usando qi = xi±∆Qi y qj = xj ±∆Qj) o nume´ricamente.
Luego, el algoritmo resultante para mLIQSS2 se comporta de modo
ide´ntico al de LIQSS2 hasta el punto en el que se actualiza un estado cuan-
tificado, donde se debe verificar la posible ocurrencia de oscilaciones entre
pares de variables. As´ı, luego de la l´ınea 15 del Algoritmo 5.1, el me´todo
modificado continu´a como sigue:
Algoritmo 5.2: mLIQSS2.
16 Para j ∈ [1, n] tal que ( i 6= j y Aij ·Aji 6= 0)
17 e = t− txj // t i e m p o t r a s c u r r i d o d e s d e l a u´ l t i m a
a c t u a l i z a c i o´ n de x j
18 xauxj = xj + x˙j · e+ 0.5 · x¨j · e2 // a l m a c e n a r j− e´ s i m o e s t a d o
a c t u a l i z a d o en una v a r i a b l e a u x i l i a r
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19 uj,j = uj,j + e · u˙j,j // p r o y e c c i o´ n de c o e f i c i e n t e a f ı´ n
20 e = t− tqj // t i e m p o t r a s c u r r i d o d e s d e l a u´ l t i m a
a c t u a l i z a c i o´ n de q j
21 q−j = qj + e · q˙j // a l m a c e n a r e l v a l o r p r e v i o de q j
p r o y e c t a d o
22 x˙−j = x˙j // a l m a c e n a r e l v a l o r p r e v i o de d x j / d t
23 uj,i = uj,j −Aj,i · q−i // c o e f i c i e n t e a f ı´ n
24 x˙+j = Aj,i · qi +Aj,j · q−j + uj,i // e s t i m a de l a f u t u r a
d e r i v a d a d e l j− e´ s i m o e s t a d o
25 u˙j,i = u˙j,j −Aj,j · q−i // c o e f i c i e n t e a f ı´ n
26 x¨+j = Aj,i · q˙i +Aj,j · q˙j + u˙j,i // e s t i m a de l a f u t u r a
d e r i v a d a s e g u n d a d e l j− e´ s i m o e s t a d o
27 Si ( |x˙j − x˙+j | > |x˙j + x˙+j |/2 o |x¨j − x¨+j | > |x¨j + x¨+j |/2) //
a c t u a l i z a c i o´ n de q i => c a m b i o s i g n i f i c a t i v o en d x j
/ d t o d d x j / d t
28 q+j = x
aux
j − sign(x¨+j ) ·∆Qj // a c t u a l i z a r q j en l a f u t u r a
d i r e c c i o´ n de x j
29 q˙+j = (Aj,i · (qi + h · q˙i) +Aj,j · q+j + uj,i + h · u˙j,i)/(1− h ·Aj,j)
30 ui,j = ui,i −Ai,j · q−j // c o e f i c i e n t e a f ı´ n
31 x˙+i = Ai,i · qi +Ai,j · q+j + ui,j // e s t i m a de l a f u t u r a
d e r i v a d a d e l i − e´ s i m o e s t a d o
32 u˙i,j = u˙i,i −Ai,j · q˙−j // c o e f i c i e n t e a f ı´ n
33 x¨+i = Ai,i · q˙i +Ai,j · q˙+j + u˙i,j // e s t i m a de l a f u t u r a
d e r i v a d a s e g u n d a d e l i − e´ s i m o e s t a d o
34 Si ( |x˙i − x˙+i | > |x˙i + x˙+i |/2 o |x¨i − x¨+i | > |x¨i + x¨+i |/2) //
a c t u a l i z a c i o´ n de q j => c a m b i o s i g n i f i c a t i v o en
d x i / d t o d d x i / d t
35 // p r e s e n c i a de o s c i l a c i o n e s
36 h = MAX 2ND ORDER STEP SIZE(xi, x
aux
j )
37 [qi, q˙i, qj , q˙j ] = 2ND ORDER step(xi, x
aux
j , h)
38 tqj = t // u´ l t i m a a c t u a l i z a c i o´ n de q j
39 tηj = min(τ > t) tal que xj(τ) = qj(τ) o
|qj(τ)− xj(τ)| = 2∆Qj // c a l c u l a r e l t i e m p o d e l p r
o´ x imo c a m b i o en e l j− e´ s i m o e s t a d o c u a n t i f i c a d o
40 Para k ∈ [1, n] tal que x˙k depende de qj
41 e = t− txk // t i e m p o t r a s c u r r i d o d e s d e l a u´ l t i m a
a c t u a l i z a c i o´ n de xk
42 // a c t u a l i z a r e l k− e´ s i m o e s t a d o y s u s d e r i v a d a s
43 xk = xk + x˙k · e+ 0.5 · x¨k · e2
44 x˙−k = x˙k // a l m a c e n a r v a l o r p r e v i o de dxk / d t
45 x˙k = fj(q(t), t) // r e c a l c u l a r l a d e r i v a d a d e l k− e´
s i m o e s t a d o
46 x¨k = f˙k(q(t), t) // r e c a l c u l a r l a d e r i v a d a s e g u n d a
d e l k− e´ s i m o e s t a d o
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47 tηk = min(τ > t) tal que xk(τ) = qk(τ) o
|qk(τ)− xk(τ)| = 2∆Qj // r e c a l c u l a r e l t i e m p o
d e l p r o´ x imo c a m b i o en e l k− e´ s i m o e s t a d o
c u a n t i f i c a d o
48 Ak,j = ( x˙k − x˙−k ) /(qj − q−j ) // J a c o b i a n o
49 i f k 6= j then txk = t // u´ l t i m a a c t u a l i z a c i o´ n de
xk
50 fin para
51 // a c t u a l i z a r l o s c o e f i c i e n t e s de l a a p r o x i m a c i o´
n l i n e a l
52 Aj,j = ( x˙j − x˙−j ) /(qj − q−j ) // t e´ r m i n o d i a g o n a l d e l
J a c o b i a n o
53 uj,j = x˙j −Aj,j · qj // c o e f i c i e n t e a f ı´ n
54 f i n s i
55 f i n s i
56 fin para
57 Para j ∈ [1, n] tal que x˙j depende de qi
58 e = t− txj // t i e m p o t r a s c u r r i d o d e s d e l a u´ l t i m a
a c t u a l i z a c i o´ n de x j
59 // a c t u a l i z a r e l j− e´ s i m o e s t a d o y s u s d e r i v a d a s
60 xj = xj + x˙j · e+ 0.5 · x¨j · e2
61 x˙−j = x˙j // a l m a c e n a r v a l o r p r e v i o de d x j / d t
62 x˙j = fj(q(t), t) // r e c a l c u l a r l a d e r i v a d a d e l j− e´ s i m o
e s t a d o
63 x¨j = f˙j(q(t), t) // r e c a l c u l a r l a d e r i v a d a s e g u n d a d e l j−
e´ s i m o e s t a d o
64 tηj = min(τ > t) tal que xj(τ) = qj o |qj − xj(τ)| = 2∆Qj //
r e c a l c u l a r e l t i e m p o d e l p r o´ x imo c a m b i o en e l j− e´
s i m o e s t a d o c u a n t i f i c a d o
65 Aj,i = ( x˙j − x˙−j ) /(qi − q−i ) // J a c o b i a n o
66 Si j 6= i entonces txj = t // u´ l t i m a a c t u a l i z a c i o´ n de x j
67 fin para
68 // a c t u a l i z a r l o s c o e f i c i e n t e s de l a a p r o x i m a c i o´ n
l i n e a l
69 Ai,i = ( x˙i − x˙−i ) /(qi − q−i ) // t e´ r m i n o d i a g o n a l d e l
J a c o b i a n o
70 ui,i = x˙i −Ai,i · qi // c o e f i c i e n t e a f ı´ n
71 u˙i,i = x¨i −Ai,i · q˙i // p e n d i e n t e d e l c o e f i c i e n t e a f ı´ n
72 txi = t // u´ l t i m a a c t u a l i z a c i o´ n de x i
73 fin mientras
En comparacio´n a LIQSS2, el algoritmo modificado an˜ade el ca´lculo de
pasos simulta´neos en los estados xi y xj (l´ıneas 36–37), pero estos so´lo tienen
lugar ante la prediccio´n de oscilaciones. De otro modo, el algoritmo so´lo
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an˜ade algunos ca´lculos para realizar la prediccio´n de cambios significativos
en las derivadas de los estados, lo cual requiere estimarlas (l´ıneas 24), 26,
31, y estimar adema´s la matriz Jacobiana completa (l´ıneas 48, 52, 65 and
69), as´ı como calcular diferentes para´metros afines.
5.3. Propiedades de los me´todos LIQSS modifica-
dos
Del mismo modo que los algoritmos originales, las versiones modificadas
de LIQSS1 y LIQSS2 aseguran que la diferencia entre cada estado xi y su
correspondiente estado cuantificado qi esta´ acotada por 2 · ∆Qi. As´ı, los
nuevos algoritmos proveen una solucio´n anal´ıtica para la Ec. (3.7), que,
definiendo
∆x(t) , q(t)− x(t)
puede ser reescrita como
x˙(t) = f(x(t) + ∆x(t), t) (5.4)
No´tese que el sistema original dado por Ec. (3.6), so´lo difiere de la apro-
ximacio´n dada por Ec. (5.4) por la presencia de una perturbacio´n acotada
∆x(t), donde cada componente de esta perturbacio´n esta´ acotado por
|∆xi(t)| ≤ 2∆Qi
Dado que las propiedades de los algoritmos originales de LIQSS1 y
LIQSS2 esta´n basadas en la presencia estas cotas, los algoritmos modifi-
cados satisfacen las mismas propiedades:
Convergencia:
Asumiendo que f(x, t) es Lipschitz local en x y seccionalmente con-
tinua en t, entonces, la solucio´n aproximada de Ec. (5.4) tiende a la
solucio´n anal´ıtica de Ec. (3.6) cuando el quantum para todas las va-
riables, ∆Qi, tiende a cero [5].
Estabilidad pra´ctica:
Asumiendo que la solucio´n anal´ıtica de Ec. (3.6) es asinto´ticamente
estable alrededor de un punto de equilibrio, el uso de un quantum lo
suficientemente pequen˜o asegura que la solucio´n de Ec. (5.4) termina
dentro una regio´n arbitrariamente pequen˜a alrededor del punto de
equilibrio [5].
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Cota de error global:
En el caso de un sistema lineal invariante en el tiempo (LTI, por sus
siglas en ingle´s), cuando
x˙(t) = Ax(t) + Bu(t) (5.5)
trata´ndose A de una matriz Hurwitz(es decir, el sistema LTI es
asinto´ticamente estable), el ma´ximo error cometido en una simulacio´n
esta´ acotado por
|e(t)|  |V||Real(Λ)−1Λ||V−1|2 ·∆Q
donde Λ = V−1AV es la descomposicio´n cano´nica de Jordan de A,
∆Q es el vector de quanta, el s´ımbolo ‘| · |’ computa el valor absoluto
de una matriz o un vector componente a componente, y ‘’ represente
una desigualdad componente a componente [9].
5.4. Implementacio´n de los me´todos LIQSS modi-
ficados
Los algoritmos modificado fueron implementados en el Solver Auto´nomo
QSS (Stand Alone QSS Solver) [31]. Con ese propo´sito, los pseudoco´digos
de los algoritmos 4.1 y 5.2 fueron codificados en lenguaje C plano como
funciones del solver QSS. Los correspondientes co´digos esta´n disponibles en
https://sourceforge.net/projects/qssengine/.
En dicha implementacio´n , el valor de h es hallado por medio de itera-
ciones, dado que este mecanismo resulta ma´s ra´pido que obtenerlo anal´ıtica-
mente. De cualquier modo, esas iteraciones no apuntan a encontrar el valor
exacto , sino un valor los suficientemente grande para h tal que se verifiquen
las desigualdades de Ec. .(4.9). Con ese propo´sito, primero se verifica si las
desigualdades se cumplen para h = tf − t, donde tf es el tiempo final de
simulacio´n. Si no es as´ı, se intenta con un paso de valor h = ∆Qi/|x˙i| (este
es el valor de paso que QSS1 calcular´ıa). Si este taman˜o para el paso no veri-
fica las desigualdades, entonces se reduce el paso h usando un aproximacio´n
lineal de la dependencia de |qi − xi| en h. Si este valor falla nuevamente, el
algoritmo realiza un paso de LIQSS1 en un u´nica variable.
La versio´n actualizada de LIQSS2 y mLIQSS2 usan un enfoque similar.
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5.5. Ejemplos y resultados
En esta seccio´n se muestran resultados de simulacio´n, comparando el
desempen˜o del algoritmo modificado con su versio´n anterior, as´ı como con
me´todos cla´sicos(DOPRI and DASSL). En todos los casos, la herramienta
de simulacio´n utilizada ha sido el stand–alone QSS solver.
A los efectos de realizar estas comparaciones, se corrieron una serie de
experimentos en diferentes modelos bajo las siguientes condiciones:
Las simulaciones fueron realizadas con una PC AMD A4-3300
APU@2.5GHz bajo el sistema operativo Ubuntu.
En todos los casos, medimos el tiempo de CPU, el nu´mero de evalua-
ciones de funciones escalares y el error relativo, calculado como:
err =
√∑
(x[k]− xREF [k])2∑
xREF [k]2
(5.6)
donde la solucio´n de referencia xREF [k] fue obtenida utilizado el algo-
ritmo DASSL con una tolerancia de error muy pequen˜a (10−9).
5.5.1. Problema Adveccio´n-Reaccio´n-Difusio´n (ADR) 1D
Las ecuaciones de Adveccio´n-difusio´n proporcionan la base para describir
feno´menos de transferencia de calor y masa, as´ı como como los procesos
de la meca´nica continua, donde la cantidad f´ısica de intere´s podr´ıa ser la
temperatura en la conduccio´n de calor o la concentracio´n de alguna sustancia
qu´ımica. En varias aplicaciones, estos feno´menos ocurren en presencia de
reacciones qu´ımicas, lo que lleva a la ecuacio´n ADR, un problema que se
encuentra con frecuencia en muchas a´reas de las ciencias ambientales, as´ı
como en la ingenier´ıa meca´nica.
Los problemas de ADR discretizados con el me´todo de l´ıneas conducen a
grandes sistemas r´ıgidos de EDOs donde el uso de me´todos LIQSS ha mos-
trado importantes ventajas sobre los algoritmos de tiempo discreto cla´sicos
[35].
El siguiente conjunto de EDOs, tomado de [35], corresponde a la discre-
tizacio´n espacial de un problema de ADR 1D:
dui
dt
= −a · ui − ui−1
∆x
+ d · ui+1 − 2 · ui + ui−1
∆x2
+ r · (u2i − u3i )
para i = 1, . . . , N − 1 y
duN
dt
= −a · uN − uN−1
∆x
+ d · 2 · uN−1 − 2 · uN
∆x2
+ r · (u2N − u3N )
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donde N = 1000 es el nu´mero de puntos de la discretizacio´n, y ∆x = 10N .
Se consideran lo para´metros a = 1, d = 0.001, r = 1000, y condiciones
iniciales
ui(x, t = 0) =
{
1 si i ∈ [1, N/5]
0 cada otro caso
Se ha simulado este sistema hasta el tiempo final tf = 10 usando los sol-
vers cla´sicos DASSL y DOPRI, as´ı como las versiones original y modificada
de LIQSS2. El resultado de estas simulaciones se muestra en la Fig. 5.2.
En todos los casos, simulamos utilizando dos configuraciones de tolerancia
diferentes. Los resultados esta´n reportados en la Tabla 5.1.
Figura 5.2: Resultado de la simulacio´n del problema ADR-1D con mLIQSS2.
Como ya fue mencionado en [35], LIQSS2 supera los desempen˜os de
DOPRI y DASSL. Sin embargo, la versio´n modificada de LIQSS2 presentada
en este trabajo es ma´s de dos veces ma´s ra´pida que la original, extendiendo
as´ı las ventajas antes expuestas. As´ı, para la tolerancia esta´ndar de 10−3,
mLIQSS2 es casi 50 veces ma´s ra´pido que DOPRI, y al rededor de 2000
veces ma´s ra´pido que DASSL. Al ajustar la tolerancia utilizada (al valor
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Me´todo de Error Evaluaciones CPU
Integracio´n Relativo de funcio´n fi [mseg]
D
A
S
S
L tol = 1 · 10−3 8.28 · 10−2 539 685 42 870
tol = 1 · 10−5 4.95 · 10−4 35 186 31 237
D
O
P
R
I tol = 1 · 10−3 8.86 · 10−4 36 184 1 032
tol = 1 · 10−5 1.69 · 10−4 41 890 1 289
o
ld
L
IQ
S
S
2 ∆Qi = 1 · 10−3 1.59 · 10−3 405 104 55
∆Qi = 1 · 10−5 4.35 · 10−5 2 764 382 362
m
L
IQ
S
S
2 ∆Qi = 1 · 10−3 2.82 · 10−3 140 812 22
∆Qi = 1 · 10−5 1.98 · 10−5 1 084 484 157
Tabla 5.1: Comparacio´n de resultados para el problema ADR-1D.
10−5) las ventajas se hacen menos notorias. Estos se debe a que mLIQSS2
es so´lo de segundo orden, mientras que DASSL y DOPRI son algoritmos de
quinto orden.
En este caso, la ventaja de mLIQSS2 por sobre LIQSS2 no se debe a la
estructura de la matriz Jacobiana. El motivo es que mLIQSS2 no so´lo utiliza
el valor futuro del estado, sino tambie´n el valor futuro de la derivada del
estado para computar la trayectoria del estado cuantificado.
5.5.2. Convertidor C´uk Intercalado
La comparacio´n de rendimiento de los diferentes algoritmos se informa en
la Tabla 5.2 para dos configuraciones de tolerancia diferentes. Los resultados
de DOPRI no se informaron porque el sistema es demasiado r´ıgido y no se
obtuvieron resultados en un tiempo de CPU razonable.
Aqu´ı podemos ver, como era de esperarse, que LIQSS2 tiene un desem-
pen˜o bastante pobre. Sin embargo, mLIQSS2 es ma´s ra´pido y ma´s preciso
que DASSL para ambas configuraciones de tolerancia. Ma´s au´n, para la to-
lerancia esta´ndar de 10−3, mLIQSS2 es ma´s de cuatro veces ma´s ra´pido y
diez veces ma´s preciso. Luego, para una tolerancia de 10−5 mLIQSS2 resulta
au´n ma´s ra´pido y preciso, pero como en el ejemplo anterior, la diferencia es
menos notable. Nuevamente, el motivo de esto es que la tolerancia de 10−5
no es apropiada para un algoritmo de segundo orden.
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Me´todo de Error Evaluaciones CPU
Integracio´n Relativo de funcio´n fi [mseg]
D
A
S
S
L tol = 1 · 10−3 1.74 · 10−2 5 697 757 285
tol = 1 · 10−5 1.52 · 10−4 7 056 634 390
o
ld
L
IQ
S
S
2 ∆Qi = 1 · 10−3 1.96 · 10−3 216 086 632 33 747
∆Qi = 1 · 10−5 3.10 · 10−5 335 675 912 49 069
m
L
IQ
S
S
2 ∆Qi = 1 · 10−3 1.23 · 10−3 341 928 60
∆Qi = 1 · 10−5 1.64 · 10−5 2 021 402 349
Tabla 5.2: Comparacio´n de resultados para convertidor C´ukl de cuatro eta-
pas.
A los efectos de verificar como el costo computacional crece con la com-
plejidad del circuito, se ha simulado el el modelo variando el taman˜o de 4 a
32 etapas. A los efectos de realizar una comparacio´n justa, y a diferencia de
lo hecho anteriormente, se fijo´ la tolerancia en cada simulacio´n de modo de
obtener el mismo error en cada una de ellas. Los resultados pueden obser-
varse en la Figura 5.3. All´ı, puede verse que el tiempo de CPU de mLIQSS2
crece aproximadamente de modo lineal con el nu´mero de etapas, mientras
DASSL lo hace de forma cuadra´tica.
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Figura 5.3: Comparacio´n de tiempos de simulacio´n: Convertido C´uk inter-
calado para tolerancias de 1 · 10−3 y 1 · 10−5.
5.5.3. Modelo de Tyson: interacciones entre Cdc2 y cyclin
Del mismo modo que en los caos anteriores, este sistema fue simulado
para tolerancias de 10−3 y 10−5, hasta un tiempo final tf = 50 usando
diferentes algoritmos de integracio´n. Los resultados de DOPRI no esta´n
reportados, puesto que fallo´ la simulacio´n dada la rigidez del sistema.
Los resultados pueden encontrarse en la Tabla 5.3. All´ı, podemos obser-
var que el algoritmo modificado mLIQSS2 es significativamente ma´s veloz
que su versio´n original. Es ma´s, para la tolerancia de error 10−3, mLIQSS2
es ma´s de 25 veces ma´s ra´pido que DASSL obteniendo error semejantes.
Luego, para la tolerancia de 10−5, mLIQSS2 es tambie´n ma´s ra´pido y ma´s
preciso. Como era de esperarse, el algoritmo LIQSS2 original resulta mucho
menos eficiente que los dema´s.
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Me´todo de Error Evaluaciones CPU
Integracio´n Relativo de funcio´n fi [mseg]
D
A
S
S
L tol = 1 · 10−3 3.34 · 10−3 44 062 800 1 648
tol = 1 · 10−5 5.18 · 10−4 28 478 400 2 257
L
IQ
S
S
2 ∆Qi = 1 · 10−3 6.17 · 10−3 55 720 144 9 945
∆Qi = 1 · 10−5 1.36 · 10−5 64 628 190 11 376
m
L
IQ
S
S
2 ∆Qi = 1 · 10−3 7.53 · 10−3 185 970 42
∆Qi = 1 · 10−5 1.21 · 10−5 1 471 838 320
Tabla 5.3: Comparacio´n resultados de la simulacio´n del modelo de Tyson
para 100 ce´lulas.
5.6. Conclusiones
En este cap´ıtulo se presento´ en primera instancia una mejora al me´todo
QSS linealmente impl´ıcito de segundo orden LIQSS2. Luego, teniendo esta
mejora como base se presento´ el me´todo QSS linealmente impl´ıcito modifi-
cado de segundo orden, mLIQSS2, que surge de combinar el me´todo LIQSS2
con pasos simulta´neos en pares de variables usando un me´todo impl´ıcito de
segundo orden. Este me´todo, comparte las propiedades de precisio´n de los
me´todos QSS anteriores.
El me´todo mLIQSS2 logra integrar eficientemente estructuras ma´s gene-
rales que el me´todo original. Particularmente, tiene la capacidad de detectar
situaciones en las que potencialmente se producir´ıan oscilaciones entre pares
de variables de estados y realizar un paso simulta´neo en ambas variables.
Es decir, mLIQSS2 puede resolver subsistemas de 2× 2 dando un paso uti-
lizando un me´todo cla´sico impl´ıcito en caso de prever posibles oscilaciones
entre pares de variables. Adema´s, al ser un me´todo de segundo orden, me-
jora notablemente los resultados obtenidos con el me´todo de primer orden
mLIQSS1.
Sin embargo, pese a los resultado obtenidos, este me´todo so´lo es capaz de
resolver la aparicio´n de oscilaciones espurias debidas a la interaccio´n entre
pares de variables, pero si las mismas tienen lugar debido a la presencia de
ma´s de dos variables, el me´todo resulta ineficiente.
Con la idea de solucionar este inconvenientes mencionado, en el cap´ıtulo 7
se introduce una familia de me´todos que combinan los me´todos QSS con los
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me´todos cla´sicos.
En el cap´ıtulo siguiente veremos algunos ejemplos de aplicacio´n de los
me´todos mLIQSS en circuitos de electro´nica conmutada en presencia de
elementos para´sitos, evaluando los resultados obtenidos y estableciendo sus
posibles limitaciones.
Cap´ıtulo 6
Simulacio´n de Circuitos de
Electro´nica Conmutada en
Presencia de Elementos
Para´sitos
6.1. Introduccio´n
Los circuitos de electro´nica conmutada son utilizados para realizar con-
versiones de potencia de forma eficiente, y pueden ser encontrados en la
gran mayor´ıa de los dispositivos electro´nicos de uso cotidiano e industrial.
Estos circuitos utilizan uno o varios interruptores cuyos ciclos de trabajo
son controlados para regular la tensio´n de salida deseada. A los efectos de
minimizar el ripple en dicha salida, los elementos de conmutacio´n deben ser
operados a altas frecuencias (del orden los kHz).
La simulacio´n de este tipo de circuitos no es trivial [32]. Por un lado, las
altas frecuencias de conmutacio´n implican discontinuidades frecuentes en los
modelos a simular. Esto implica que los me´todos de integracio´n nume´rica
deben detectar los momentos precisos donde dichas discontinuidades tienen
lugar y reiniciar la simulacio´n ante cada una de ellas, ya que no se puede
integrar a trave´s de una discontinuidad sin cometer un error inaceptable.
Estos reinicios frecuentes son costosos computacionalmente y limitan el paso
de integracio´n utilizado. Por otro lado, el uso de modelos realistas para los
elementos de conmutacio´n conduce a modelos stiff, con dina´micas lentas y
ra´pidas simulta´neas. Los modelos con estas caracter´ısticas deben integrarse
con me´todos impl´ıcitos ya que los expl´ıcitos resultara´n inestables a menos
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que se disminuya considerablemente el paso de integracio´n [4]. Los me´todos
impl´ıcitos tienen un costo elevado ya que requieren iterar para resolver un
sistema de ecuaciones en cada paso (costo que aumenta notablemente a
medida que el taman˜o del modelo se incrementa).
Como hemos visto en los cap´ıtulos anteriores, los me´todos de integra-
cio´n denominados QSS que pueden resolver eficientemente sistemas con dis-
continuidades [4], y entre estos me´todos encontramos los QSS Linealmente
Impl´ıcitos (LIQSS) [9], que pueden adema´s integrar muy eficientemente sis-
temas stiff sin necesidad de realizar iteraciones (siempre y cuando la rigidez
de estos sistemas se deban a cierta estructura particular). Por este motivo,
los LIQSS permiten simular sistemas de electro´nica conmutada de manera
muy eficiente siempre y cuando el circuito cuente con ciertas caracter´ısticas
[32], lo que se cumple en casi todas las topolog´ıas de las fuentes conmutadas
(excepto en la fuente C´uk). La versio´n modificada de estos me´todos intro-
ducida en esta tesis, como hemos visto, permite integrar de manera eficiente
topolog´ıas ma´s generales (incluyendo el caso de la fuente C´uk) [23, 24]. En
todos los casos analizados hasta aqu´ı, sin embargo, se omitio´ la presencia
de elementos para´sitos. Dado que los elementos dina´micos (inductancias y
capacitores) cambian la estructura de las ecuaciones, es de esperar que la pre-
sencia de los mismos altere la condicio´n requerida por los LIQSS y mLIQSS
para funcionar eficientemente.
Este cap´ıtulo tiene como objetivo estudiar el desempen˜o de estos algorit-
mos cuando a los modelos de fuentes conmutadas se les agrega la presencia
de ciertos elementos para´sitos (inductancias en particular) y analizar si en
este caso siguen ofreciendo ventajas frente a los me´todos cla´sicos de integra-
cio´n.
6.2. Rigidez en circuitos electro´nicos
Un primer problema surge al simular sistemas usando el me´todo QSS1,
como vimos ejemplificado por el sistema dado por la Ec. (3.22). En la Fi-
gura 3.6 se ve el resultado de dicha simulacio´n, en donde pueden observarse
oscilaciones espurias en torno al punto de equilibrio del sistema. Esto llevado
al campo de la electro´nica puede observarse en un circuito muy simple como
el del inductor en serie con una resistencia grande ilustrado en la Figura 6.1a.
Al simular este circuito con un me´todo QSS1, y recordando que los es-
tados cuantificados so´lo pueden tomar determinados valores, un pequen˜o
cambio en el valor cuantificado de la corriente (como consecuencia de no po-
der arribar a un punto de equilibrio) producira´ un gran cambio en la tensio´n
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que cae en la resistencia. Este gran cambio en esa tensio´n producira´ a su vez
un cambio en la derivada de la corriente, dando lugar as´ı a oscilaciones es-
purias ra´pidas, obteniendo un resultado como el mostrado en la Figura 3.6.
Si en cambio, este sistema fuese simulado utilizando un me´todo LIQSS1, el
valor cuantificado de la corriente quedar´ıa fijado en el punto de equilibrio,
eliminando as´ı las oscilaciones como vimos en la Figura 3.8.
Notar que en este caso, cuando la resistencia R→∞, se traduce en una
restriccio´n sobre una variable de estado iL(t) = 0.
L
iL
+
−Vi R
(a)
L1 iL1
L2 iL2
+
−Vi R
(b)
Figura 6.1: Circuitos RL.
El caso de las oscilaciones espurias entre dos variables, en tanto, apa-
rece en el circuito de la Figura 6.1b donde nuevamente la resistencia R es
grande. Aqu´ı, un pequen˜o cambio en la versio´n cuantificada de la corriente
por una inductancia se vera´ reflejado como un gran cambio en la derivada
de la corriente por la otra inductancia, lo que al simularse mediante QSS se
reflejara´ en oscilaciones espurias entre ambas variables. Este caso tampoco
lo resolvera´ LIQSS, donde se obtendra´n resultados similares a los mostrados
en la Figura 4.1a, pero s´ı lo resolvera´ mLIQSS.
Notar que este segundo caso, cuando la resistencia R → ∞, se traduce
en una restriccio´n sobre dos variables de estado: iL1 − iL2 = 0.
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Veremos entonces algunas topolog´ıas circuitales correspondientes a fuen-
tes conmutadas en las cuales se dan algunas de estas situaciones, observando
el desempen˜o de los me´todos LIQSS y mLIQSS. En particular, utilizaremos
los me´todos de segundo orden, lo cuales muestran el mejor desempen˜o a la
hora de simular circuitos de electro´nica conmutada.
6.3. Ana´lisis sobre un Convertidor Buck
Un circuito de electro´nica conmutada muy utilizado es el convertidor
Buck. Se trata de un convertidor DC-DC, es decir, que tiene como entrada
una determinada tensio´n continua (usualmente proveniente de la rectifica-
cio´n de una tensio´n alterna), y se obtiene a la salida una tensio´n continua
de otro valor. Este circuito es tambie´n conocido como reductor, puesto que
la tensio´n de salida resulta menor a la tensio´n de entrada. Podemos ver un
diagrama de dicho circuito en la Figura 6.2, donde tanto el diodo D como
la llave S sera´n modelados como una resistencia muy grande (Roff) cuando
el elemento este´ en condicio´n de corte, y como una resistencia muy pequen˜a
(Ron) cuando este´ en conduccio´n.
En este caso, en ausencia de elementos para´sitos sabemos que los me´todos
de LIQSS funcionan eficientemente (y notablemente mejor que los me´todos
cla´sicos [32]). Esto puede verse topolo´gicamente en el circuito ya que en
la u´nica situacio´n que habr´ıa una restriccio´n sobre variables de estado es
cuando el diodo y la llave esta´n abiertos simulta´neamente (con Roff →∞),
pero esta restriccio´n se dara´ sobre una sola variable (iL).
+
−Vi
S
iS
L
iL io
load
+
−
VoD
iD
C
−
+
uC
iC
Figura 6.2: Circuito convertidor Buck.
Estudiaremos a continuacio´n los resultados de simular dicho circuito en
presencia de distintos elementos para´sitos. Para ello, se mostrara´n los resul-
tados de simular el mismo circuito tanto con me´todos cla´sicos (DASSL[36],
CVODE[37] e IDA[38]) como con un me´todo QSS linealmente impl´ıcito
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(LIQSS). En este caso utilizaremos el me´todo LIQSS2 que es de segundo
orden y que es con el cual, dentro de la familia de me´todos QSS, se obtienen
los mejores resultados a la hora de simular este tipo de circuitos. Otros re-
sultados de simular distintas topolog´ıas pueden encontrarse en [32, 24]. En
todos los casos, la herramienta de simulacio´n utilizada ha sido el stand–alone
QSS solver.
Todas las simulaciones se realizara´n con los siguientes para´metros:
U = 24V - tensio´n de entrada
C = 10mF - capacitor
L = 10mH - inductor
R = 10 Ω - Resistencia de carga
f = 10 kHz - frecuencia de conmutacio´n
DC = 0, 35 - ciclo de trabajo
Roff = 1 · 105 Ω - resistencia de corte
Ron = 1 · 10−5 Ω - resistencia de conduccio´n
tf = 10mseg - tiempo final de simulacio´n
tol = 1 · 10−3 - tolerancias absolutas y relativas de error de simulacio´n
6.3.1. Inductancia para´sita en la llave
Un caso de estudio interesante es la presencia de una inductancia para´si-
ta modelada en serie con el elemento de conmutacio´n como se muestra en la
Figura 6.3. Esta situacio´n es particularmente interesante debido a que la pre-
sencia de dicha inductancia produce efectos indeseados (afecta la velocidad
de conmutacio´n del dispositivo [39, 40, 41], o puede producir sobretensiones).
S Ls
iLs
Figura 6.3: Modelo de llave con inductancia para´sita.
La Tabla 6.1 muestra los resultados de simular el convertidor Buck con
la inductancia para´sita mencionada de valor Ls = 10nH.
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Tabla 6.1: Comparacio´n tiempos de simulacio´n para convertidor Buck con
inductancia para´sita en la llave.
Me´todo de Evaluaciones CPU
Integracio´n de funcio´n fi [mseg]
DASSL 123 030 17
CVODE 40 494 15
IDA 112 572 18
LIQSS2 34 911 158 5 511
mLIQSS2 27 038 8
Podemos observar en la tabla que LIQSS2 no es capaz de simular el
circuito con un desempen˜o comparable a los me´todos cla´sicos. Esto se debe
a que cuando la llave se cierra y el diodo esta´ abierto, la inductancia L del
circuito y la inductancia para´sita Ls quedan con una configuracio´n similar
a la del circuito de la Figura 6.1b donde el diodo abierto juega el papel
de la resistencia grande y si RD → ∞ aparecer´ıa una restriccio´n entre las
dos variables de estado. Como mencionamos en el Cap´ıtulo 4, este caso stiff
no es manejado eficientemente por los LIQSS ya que los mismos introducen
oscilaciones espurias entre dos variables. Sin embargo, el me´todo mLIQSS2
s´ı logra integrar eficientemente el circuito, y adema´s supera los resultados
obtenidos con cualquiera de los me´todos cla´sicos.
6.3.2. Inductancia para´sita en el diodo
Similarmente a lo visto en el caso anterior, se suele modelar tambie´n la
presencia de inductancia para´sita en serie con el diodo, como puede verse
en la Figura 6.4.
La Tabla 6.2 muestra los resultados de simular el convertidor Buck con
una inductancia para´sita en paralelo con el diodo de valor Ld = 10nH.
Encontramos aqu´ı resultados similares a los del caso anterior. La situa-
cio´n ana´loga a la del circuito de la Figura 6.1b se da aqu´ı mientras el diodo
conduce y la llave esta´ abierta, motivo por el cual LIQSS2 tampoco tiene
resultados eficientes y mLIQSS2 sigue siendo la mejor opcio´n.
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D
iD
Ld
Figura 6.4: Modelo de diodo con inductancia para´sita.
Tabla 6.2: Comparacio´n tiempos de simulacio´n para convertidor Buck con
inductancia para´sita en el diodo.
Me´todo de Evaluaciones CPU
Integracio´n de funcio´n fi [mseg]
DASSL 38 938 18
CVODE 15 908 17
IDA 36 064 19
LIQSS2 1 410 530 194
mLIQSS2 35 584 6
6.3.3. Buck interleaved
Veremos a continuacio´n la influencia del taman˜o del sistema en estudio.
Para ello, simularemos el circuito denominado Buck interleaved. Se trata de
un convertidor Buck de varias etapas, donde cada una de ellas entra en con-
duccio´n alternadamente. Estudiaremos el comportamiento de este circuito
en presencia de una inductancia para´sita modelada en serie con las llaves de
cada etapa.
Se muestran en la Figura 6.5 los resultados de simular dicho circuito, va-
riando el nu´mero de etapas que lo componen, con una inductancia para´sita
en las llaves de Ls = 10nH. All´ı podemos observar que LIQSS2 no logra
simular eficientemente el circuito, y so´lo logra igualar a los me´todos cla´sicos
cuando el nu´mero de etapas se incrementa a 32, esto es, cuando se incre-
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menta mucho el nu´mero de discontinuidades del sistema. Esto se debe a
que si bien este me´todo presenta las oscilaciones espurias mencionadas en
el Cap´ıtulo 4, la familia de me´todos QSS presenta mayores ventajas sobre
los me´todos cla´sicos a medida que el sistema tenga discontinuidades ma´s
frecuentes. Por otro lado, vemos que mLIQSS2 logra integrar eficientemente
el circuito, superando el desempen˜o de los me´todos cla´sicos. De hecho, se
puede observar que la diferencia entre mLIQSS2 y CVODE(el me´todo cla´si-
co con el que se obtienen mejores resultados) va creciendo a medida que se
incrementa el taman˜o del circuito, llegando a ser hasta 15 veces ma´s ra´pido
al simular 32 etapas.
Figura 6.5: Buck interleaved con inductancia para´sita en las llaves.
6.4. Convertidor C´uk
Otro circuito de electro´nica conmutada importante es el convertidor C´uk.
Al igual que en el caso del Buck, es un convertidor DC-DC. Este circuito
es algo ma´s complejo que el presentado anteriormente, ya que posee cuatro
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elementos almacenadores de energ´ıa (por lo que se lo denomina un conver-
tidor de orden cuatro) a diferencia de los dos presentes en el convertidor
Buck. Podemos ver un diagrama de dicho circuito en la Figura 6.6. En e´l,
tanto la llave como el diodo sera´n modelados del mismo modo que ya ha
sido descripto previamente.
+
−Vi
L1 iL1
C1
−+
uC1
iC1
L2 iL2
load
−
+
VoS
iS
D
iD
C2
−
+
uC2
iC2
Figura 6.6: Circuito convertidor C´uk.
En este caso, en ausencia de inductancias para´sitas, los me´todos de
LIQSS no funcionan eficientemente, mientras que los mLIQSS s´ı lo hacen
[24]. La razo´n es que si consideramos que la llave y el diodo esta´n abiertos
simulta´neamente (con Roff →∞) entonces aparece una restriccio´n sobre dos
variables de estado: iL1 + iL2 = 0.
Estudiaremos entonces el caso en que exista una inductancia para´sita
modelada en serie con la llave de valor Ls = 10nH. Para las simulaciones
utilizaremos adema´s los siguientes para´metros:
U = 24V - tensio´n de entrada
C1 = C2 = 10mF - capacitores
L1 = L2 = 10mH - inductores
R = 10 Ω - Resistencia de carga
f = 10 kHz - frecuencia de conmutacio´n
DC = 0, 35 - ciclo de trabajo
Roff = 1 · 105 Ω - resistencia de corte
Ron = 1 · 10−5 Ω - resistencia de conduccio´n
tf = 10mseg - tiempo final de simulacio´n
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tol = 1 · 10−3 - tolerancias absolutas y relativas de error de simulacio´n
Los resultados obtenidos con los distintos me´todos de integracio´n se
muestran en la Tabla 6.3.
Tabla 6.3: Comparacio´n tiempos de simulacio´n para convertidor C´uk con
inductancia para´sita en la llave.
Me´todo de Evaluaciones CPU
Integracio´n de funcio´n fi [mseg]
DASSL 6 556 560 586
CVODE 480 190 16
IDA 152 825 16
LIQSS2 119 920 338 17 153
mLIQSS2 43 744 462 6 710
Vemos aqu´ı que, aunque la simulacio´n con el me´todo mLIQSS2 mejora lo
obtenido con LIQSS, los resultados siguen siendo ineficientes en comparacio´n
a los obtenidos utilizando me´todos cla´sicos. Esto se debe a que un pequen˜o
cambio en la corriente por cada uno de los inductores provoca un cambio
grande en la derivada de los otros dos inductores, dando lugar a oscilaciones
espurias que involucran tres variables de estado, situacio´n que no contempla
mLIQSS2. Otra forma de ver esto es que, considerando que el diodo esta´
abierto (con RD →∞) y la llave cerrada, aparece una restriccio´n sobre tres
variables de estado: iL1 + iL2 = iLs .
6.5. Conclusiones
En este cap´ıtulo hemos analizado el desempen˜o de diferentes algoritmos
de integracio´n nume´rica a la hora de simular algunos circuitos de electro´ni-
ca conmutada en presencia de elementos para´sitos. Se han comparado no
so´lo algunos de los me´todos cla´sicos ma´s utilizados, si no tambie´n algunos
me´todos de la familia QSS. Particularmente, se han utilizado los me´todos
LIQSS2 y su versio´n mejorada mLIQSS2.
Del ana´lisis de los resultados, concluimos que:
La presencia de elementos para´sitos en diversos convertidores DC-DC
se traduce en un tipo de rigidez que los me´todos LIQSS no son capaces
de integrar eficientemente, ya que aparecen oscilaciones espurias entre
pares de variables de estado.
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Si el circuito en cuestio´n cumple con algunas restricciones de topolog´ıa
(que un pequen˜o cambio en una variable de estado no produzca un gran
cambio en las derivadas de ma´s de dos variables de estado), entonces
la utilizacio´n de mLIQSS2 supera los resultados obtenidos tanto con
LIQSS2 como con me´todos cla´sicos.
Estas condiciones sobre la topolog´ıa pueden analizarse en funcio´n del
nu´mero de variables de estado que pueden quedar involucradas en una
restriccio´n al hacer Roff →∞.
Las ventajas de utilizar el me´todo mLIQSS2 se hace ma´s significativa
a medida que el taman˜o del circuito a simular aumenta, y como con-
secuencia de esto, las discontinuidades en el el modelo se hacen ma´s
frecuentes y la matriz Jacobiana del mismo crece en taman˜o. Esto se
debe a que, como los dema´s miembros de la familia QSS, este me´todo
logra integrar a trave´s de discontinuidades de manera muy eficiente.
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Cap´ıtulo 7
Integracio´n mixta basada en
cuantificacio´n
7.1. Introduccio´n
La condicio´n para que los algoritmos LIQSS puedan integrar eficiente-
mente un sistema stiff es que la rigidez se deba a la presencia de te´rminos
grandes en la diagonal principal de la matriz Jacobiana. Pese a que esta
restriccio´n fue relajada, como fue explicado en los cap´ıtulos 4 y 5, y a que
existen muchos problemas stiff en la pra´ctica en los que los me´todos LIQSS
resultan eficientes, tambie´n existen casos en los que estos algoritmos son
claramente superados en su desempen˜o por me´todos cla´sicos. Un ejemplo
de esto ocurre al simular ecuaciones parabo´licos (la ecuacio´n de calor, por
ejemplo) discretizadas con el Me´todo de Lineas (MOL), de la que se obtiene
un sistema de EDOs stiff, pero en el cual no hay te´rminos grandes en la
matriz Jacobiana.
En general, los algoritmos QSS son ma´s eficientes que los me´todos cla´si-
cos en presencia de discontinuidades frecuentes y en la simulacio´n de grandes
sistemas que exhiben actividad no homoge´nea, es decir, cuando solo unas
pocas variables tienen cambios significativos durante un intervalo de tiempo
dado. Esto se explica por el hecho de que los me´todos QSS so´lo realizan
ca´lculos en las variables de estado que experimentan cambios significativos.
Por el contrario, en sistemas con actividad homoge´nea y sin discontinuida-
des frecuentes, los solucionadores de EDO cla´sicos suelen ser ma´s eficientes
[42].
Hay sistemas que combinan subsistemas donde los algoritmos QSS son
mejores, con otros subsistemas en los que los me´todos cla´sicos resultan la
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mejor opcio´n. Para estos casos, en este cap´ıtulo se propone un enfoque de
modo mixto que utiliza QSS para integrar algunos subsistemas y me´todos
cla´sicos para los otros subsistemas. Al igual que en la mayor´ıa de los enfoques
de integracio´n de modo mixto, el principal problema es definir la interfaz
entre ambos algoritmos.
Adema´s de proponer una metodolog´ıa general de modo mixto para QSS
y me´todos cla´sicos, en este cap´ıtulo tambie´n se estudian las propiedades de
convergencia y estabilidad de la aproximacio´n resultante, y se describe la
implementacio´n de un me´todo que combina LIQSS2 con un algoritmo BDF.
Adema´s, se presentan dos ejemplos de simulacio´n, el primero corresponde
a un modelo que representa el calentamiento alrededor de un convertidor
electro´nico conmutado de potencia , y el segundo corresponde a un proble-
ma de adveccio´n–difusio´n–reaccio´n unidimensional donde el coeficiente de
difusio´n cambia con el espacio.
7.2. Integracio´n mixta basada en cuantificacio´n
Como mencionamos anteriormente en la introduccio´n, los algoritmos
QSS son eficientes en la simulacio´n de sistemas con frecuentes disconti-
nuidades, y LIQSS tambie´n son eficientes en la integracio´n nume´rica de
algunos sistemas r´ıgidos. Sin embargo, hay varios casos en los que los me´to-
dos nume´ricos cla´sicos son claramente superiores. Los sistemas complejos
generalmente combinan subsistemas con diferentes caracter´ısticas, y puede
ocurrir que alguna parte del modelo sea ma´s adecuada para los algoritmos
QSS, mientras que el resto puede resolverse de manera ma´s eficiente me-
diante los me´todos de integracio´n nume´rica cla´sicos.
Para estos casos, proponemos un esquema de modo mixto en el que un
subconjunto de variables de estado de un sistema se integra utilizando un
algoritmo QSS, mientras que el resto de los estados se integran utilizando
un algoritmo de tiempo discreto cla´sico.
Para definir la metodolog´ıa, dada la EDO de la Ec. (3.6), primero la
dividimos como el acoplamiento de dos subsistemas,
x˙1(t) = f1(x1(t),x2(t), t) (7.1a)
x˙2(t) = f2(x1(t),x2(t), t) (7.1b)
donde los te´rminos de la Ec. (7.1) se dividen en x(t) = [x1(t),x2(t)]
T , y
f(·) = [f1(·), f2(·)]T .
Luego, proponemos integrar x1(t) usando un me´todo QSS y x2(t) uti-
lizando algu´n algoritmo cla´sico con control de paso hk = tk+1 − tk, esto
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es,
x˙1(t) = f1(q1(t), x˜2(t), t) (7.2a)
x2(tk+1) = F2(q1(tk),x2(tk), tk, hk) (7.2b)
donde Ec. (7.2b) representa el caso de un me´todo monopaso expl´ıcito. Para
un caso ma´s general, podr´ıa ser el resultado de
F˜2(q1(tk),x2(tk+1),x2(tk),x2(tk−1), . . . , tk, hk) = 0 (7.3)
que tambie´n puede representar un me´todo multipaso impl´ıcito.
La interfaz entre ambos algoritmos se realiza mediante el muestreo de los
estados cuantificados q1(t) en los pasos de tiempo tk del algoritmo cla´sico y
mediante la extrapolacio´n de los estados del algoritmo cla´sico x2(tk) segu´n
el polinomio
x˜2(t) = x2(tk)+ f2(q1(tk),x2(tk), tk) · (t− tk)+ ¨˜x2(tk) · (t− tk)
2
2!
+ . . . (7.4)
para t ∈ [tk, tk+1). El polinomio de extrapolacio´n tiene el mismo orden
que el estado cuantificado del algoritmo QSS correspondiente (es decir, 0
para QSS1 y LIQSS1, 1 para QSS2 y LIQSS2, etc.). En la Ec. (7.4) ¨˜x2(tk)
representa una aproximacio´n de x¨2(tk).
7.2.1. Convergencia de me´todos mixtos QSS–cla´sicos
El siguiente teorema establece condiciones suficientes para la convergen-
cia de las soluciones del esquema de modo mixto a la solucio´n anal´ıtica
cuando el quantum del algoritmo QSS y el taman˜o de paso del algoritmo
cla´sico tienden simulta´neamente a cero.
Teorema (Convergencia del Esquema de Modo Mixto). Considere el siste-
ma de la Ec. (7.1) donde f(x, t) = [f1(·), f2(·)]T es localmente Lipschitz en
x en un conjunto cerrado D ⊂ Rn. Sea xa(t) una solucio´n de la Ec. (3.6)
a partir de condiciones iniciales xa(t0) tal que xa(t) se mantenga en el in-
terior de D durante el intervalo [t0, tf ]. Sea x(tk) = [x1(tk),x2(tk)]
T la
solucio´n del esquema de modo mixto de las Ecs .(7.1)–(7.4) a partir de las
mismas condiciones iniciales x(t0) = xa(t0), donde el algoritmo QSS uti-
lizan quanta ∆Qi < ∆Qma´x y el algoritmo cla´sico es al menos de primer
orden de precisio´n y utiliza un paso de integracio´n limitado superiormente
hk < hmax. Asuma adema´s que los coeficientes de extrapolacio´n polinomial
de la Ec. (7.4) esta´n acotados en D × [t0, tf ].
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Entonces,
l´ım
∆Qma´x,hma´x→0
x(tk) = xa(tk) (7.5)
para todo tk ∈ [t0, tf ].
Demostracio´n. Dado que f es localmente Lipschitz en D, existe una cons-
tante L > 0 tal que
‖ f(xc, t)− f(xb, t) ‖< L· ‖ xc − xb ‖ (7.6)
para todo xc,xb ∈ D y para todo t ∈ [t0, tf ]. Aqu´ı, el s´ımbolo ‖x‖ denota
la norma infinita del vector x.
La condicio´n de la Ec. (7.6) implica que existe una constante Fma´x > 0
tal que
‖ f(x, t) ‖< Fma´x (7.7)
para t ∈ [t0, tf ] y x ∈ D.
Luego, teniendo en cuenta que el me´todo cla´sico es de al menos primer
orden de precisio´n, podemos escribir:
x2(tk+1) = x2(tk) + hk · f2(q1(tk),x2(tk), tk) + h
2
k
2
· rh(tk) (7.8)
donde
‖ rh(tk) ‖< rma´x ∀tk ∈ [t0, tf ] (7.9)
y donde rma´x es una constante que acota el termino resto rh(tk) para cual-
quier paso de integracio´n hk ≤ hma´x, y para cualquier [q1(tk),x2(tk)]T ∈ D.
No´tese que rma´x puede depender del me´todo nume´rico utilizado, de la ex-
presio´n de f2, y de la cota ma´xima del paso de integracio´n hma´x.
Dado que x2 en la Ec. (7.2b) so´lo esta´ definido para tiempos discretos
tk, extendemos su definicio´n para el intervalo [t0, tf ] completo como sigue:
x2(t) , x2(tk) +
x2(tk+1)− x2(tk)
hk
· (t− tk) tk ≤ t < tk+1 (7.10)
Reemplazando el te´rmino x2(tk+1) − x2(tk) de esta u´ltima definicio´n en la
Ec. (7.8), obtenemos
x2(t) = x2(tk) + [f2(q1(tk),x2(tk), tk) + hk · rh(tk)](t− tk),
una expresio´n que tambie´n se puede obtener despue´s de integrar ambos lados
de la EDO
x˙2(t) = f2(q1(tk),x2(tk), tk) + hk · rh(tk) (7.11)
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en el intervalo [tk, t] con tk ≤ t < tk+1. De ese modo, x2(t) definido en
Ec. (7.10) es la solucio´n de la EDO de la Ec. (7.11) a partir de la condicio´n
inicial x2(t0).
En consecuencia, el sistema dado por la Ec. (7.2) tiene una solucio´n
ide´ntica a la dada por
x˙1(t) = f1(q1(t), x˜2(t), t) (7.12a)
x˙2(t) = f2(q1(tk),x2(tk), tk) + hk · rh(tk) (7.12b)
en tiempos discretos tk. Usando este hecho, probaremos que x(t) =
[x1(t),x2(t)]
T → xa(t), lo cual implica Ec. (7.5).
Definiendo
∆1,1(t) , q1(t)− x1(t), ∆1,2(t) , x˜2(t)− x2(t)
∆2,1(t) , q1(tk)− x1(t), ∆2,2(t) , x2(tk)− x2(t)
reescribimos Ec. (7.12) como sigue
x˙1(t) = f1(x1(t) + ∆1,1(t),x2(t) + ∆1,2(t), t) (7.13a)
x˙2(t) = f2(x1(t) + ∆2,1(t),x2(t) + ∆2,2(t), tk) + hk · rh(tk) (7.13b)
Los te´rminos de perturbacio´n ∆i,j(t) pueden ser acotados como sigue:
‖∆1,1(t)‖ ≤ ∆Qma´x = c1,1∆Qma´x (7.14)
A partir de las Ecs. (7.4) y (7.10), obtenemos
∆1,2(t) = [f2(q1(tk),x2(tk), tk)− x2(tk+1)− x2(tk)
hk
] · (t− tk)+
+ ¨˜x2(tk) · (t− tk)
2
2!
+ . . .
Luego, usando la Ec. (7.8), resulta
∆1,2(t) = [f2(q1(tk),x2(tk), tk)− f2(q1(tk),x2(tk), tk)− hk
2
· rh(tk)] · (t− tk)+
+ ¨˜x2(tk) · (t− tk)
2
2!
+ . . .
= [¨˜x2(tk) · (t− tk)
2!
+ · · · − hk
2
· rh(tk)] · (t− tk)
Entonces, dado que los coeficientes polinomiales de extrapolacio´n esta´n aco-
tados en D, y recordando la Ec. (7.9) y el hecho de que t−tk ≤ hma´x, resulta
que
‖∆1,2(t)‖ ≤ c1,2 · hma´x (7.15)
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donde c1,2 esta´ acotado superiormente por ‖¨˜x2(tk) · (t−tk)2! + · · ·− hk2 ·rh(tk)‖.
No´tese que esta cota es va´lida bajo el supuesto de que f1 y f2 en Ec. (7.13)
son evaluados dentro de D.
Respecto a la cota para ∆2,1(t), sabemos que existe t
∗ ∈ [tk, t] tal que,
de acuerdo a la desigualdad del valor medio, resulta que
‖x1(t)− x1(tk)‖ ≤ ‖x˙1(t∗)‖ · (t− tk) ≤ Fma´x · hk
y luego, recordando que ∆2,1(t) = q1(tk)−x1(t) = q1(tk)−x1(tk)+x1(tk)−
x1(t), obtenemos
‖∆2,1(t)‖ ≤ ∆Qma´x + Fma´x · hma´x ≤ c2,1 ma´x(∆Qma´x, hma´x) (7.16)
una cota que tambie´n es va´lida bajo el supuesto de que f1 y f2 en Ec. (7.13)
son evaluadas dentro de D.
El u´ltimo te´rmino de perturbacio´n, ∆2,2(t), puede ser calculado de las
Ec. (7.8) y (7.10) como
∆2,2(t) = x2(t)− x2(tk) = x2(tk+1)− x2(tk)
hk
(t− tk) =
= [f2(q1(tk),x2(tk), tk) +
hk
2
· rh(tk)] · (t− tk)
y luego,
‖∆2,2(t)‖ ≤ (Fma´x + hma´x · rma´x) · hma´x = c2,2 · hma´x (7.17)
Esta desigualdad tambie´n asume que f1 y f2 en Ec. (7.13) son evaluadas
dentro de D.
El hecho de que la solucio´n anal´ıtica xa(t) este´ en el interior de D para
t ∈ [t0, tf ] implica que existe una constante d > 0 tal que
dist(xa(t), ∂D) > d ∀t ∈ [t0, tf ] (7.18)
Tomemos T ∈ (0, tf − t0] tal que
T <
d
4 · (Fma´x + h¯ · rma´x)
(7.19)
y sean ∆Qma´x y hma´x lo suficientemente pequen˜os como para que el lado
derecho de las Ecs. (7.14),(7.15),(7.16), y (7.17) sean menores que d/4.
Sea ta algu´n instante de tiempo en el que dist(x(ta), ∂D) > d/2, y sea
te ∈ (ta, ta + T ) el primer instante de tiempo en el que dist(x(te), ∂D) ≤
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d/4. As´ı, tanto f1 como f2 son calculados dentro de D en Ec. (7.13)
durante el intervalo [ta, te) y las cotas dadas para ‖∆i,j(t)‖ por las
Ecs. (7.14),(7.15),(7.16), y (7.17) son va´lidas en ese intervalo.
Luego, de acuerdo a la desigualdad del valor medio, existe t∗ ∈ [ta, te]
tal que
‖x(te)− x(ta)‖ ≤ ‖x˙(t∗)‖ · (te − ta) ≤ (Fma´x + h¯ · rma´x) · T < d
4
Dado que dist(x(ta), ∂D) > d/2, la u´ltima desigualdad implica que
dist(x(te), ∂D) > d/4, contradiciendo la definicio´n de te y mostrando que
la distancia desde el estado x(t) a la frontera de D es de al menos d/4 en
[ta, ta + T ].
Sea ε > 0 y considere algu´n δ > 0 lo suficientemente pequen˜o tal que
∆Qma´x < δ y hma´x < δ implica que el lado derecho de las desigualda-
des (7.14),(7.15),(7.16), y (7.17) son menores a d/4.
Supongamos ahora que hay un tiempo tb ≥ t0, con tb ≤ tf − T , tal que
‖x(t)− xa(t)‖ < mı´n(ε, d/4) (7.20)
para todo t ∈ [t0, tb]. A continuacio´n demostraremos que podemos encontrar
δ > 0 de tal manera que las condiciones ∆Qma´x < δ y hma´x < δ impliquen
que ‖x(t)− xa(t)‖ < ε for all t ∈ [t0, tb + T ].
No´tese que ‖x(tb)− xa(tb)‖ < d/4 implica que dist(x(tb), ∂D) > d/2, lo
que a su vez implica que dist(x(t), ∂D) > d/4 para todo t ∈ [t0, tb+T ]. Luego
recordando que δ es lo suficientemente pequen˜o para que ‖∆i,j(t)‖ < d/4,
resulta que ambas funciones f1 y f2 en Ec. (7.13) son calculas dentro de D,
lo que a su vez implica la validez de las Ecs. (7.14),(7.15),(7.16), y (7.17).
Recordando que xa(t) = [xa,1(t),xa,2(t)]
T es la solucio´n de la Ec. (7.1),
y sustrayendo Ec. (7.1a) de Eq. (7.13a), obtenemos
x˙1(t)− x˙a,1(t) = f1(x1(t)+∆1,1(t),x2(t)+∆1,2(t), t)−f1(xa,1(t),xa,2(t), t)
o, equivalentemente,
x1(t)−xa,1(t) =
∫ t
t0
[f1(x1(τ)+∆1,1(τ),x2(τ)+∆1,2(τ), τ)−f1(xa,1(τ),xa,2(τ), τ)]dτ
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y, usando la condicio´n de Lipschitz en D,
‖x1(t)− xa,1(t)‖ ≤
∫ t
t0
L · [‖x1(τ) + ∆1,1(τ)− xa,1(τ)‖+ ‖x2(τ) + ∆1,2(τ)− xa,2(τ)‖]dτ
≤
∫ t
t0
2L · ‖x(τ)− xa(τ)‖dτ + L[c1,1∆Qma´x + c1,2hma´x] · (t− t0)
≤
∫ t
t0
2L · ‖x(τ)− xa(τ)‖dτ + L[c1,1 + c1,2] · δ · (t− t0)
(7.21)
para todo t ∈ [t0, tb + T ].
Procediendo de una manera similar y restando ahora Ec. (7.1b) de
Ec. (7.13b), obtenemos
x˙2(t)− x˙a,2(t) =f2(x1(t) + ∆2,1(t),x2(t) + ∆2,2(t), t) + hk · rh(tk)
− f2(xa,1(t),xa,2(t), t)
y,
‖x2(t)− xa,2(t)‖ ≤
∫ t
t0
L · [‖x1(τ) + ∆2,1(τ)− xa,1(τ)‖+ ‖x2(τ) + ∆2,2(τ)− xa,2(τ)‖]dτ+
+ hma´x · rma´x(t− t0)
≤
∫ t
t0
2L · ‖x(τ)− xa(τ)‖dτ + L[c2,1 ma´x(∆Qma´x, hma´x) + c2,2hma´x] · (t− t0)
+ hma´x · rma´x · (t− t0)
≤
∫ t
t0
2L · ‖x(τ)− xa(τ)‖dτ + [c2,1 + c2,2 + rma´x] · δ(t− t0)
(7.22)
Luego, de las Ecs. (7.21) y (7.22), obtenemos
‖x(t)−xa(t)‖ ≤
∫ t
t0
4L·‖x(τ)−xa(τ)‖dτ+L[c1,1+c1,2+c2,1+c2,2+rma´x]·δ(t−t0)
Aplicando la desigualdad de Gro¨nwall–Bellman en la u´ltima expresio´n,
obtenemos
‖x(t)− xa(t)‖ ≤ L[c1,1 + c1,2 + c2,1 + c2,2 + rma´x] · δ(t− t0) · e4L(t−t0)
De ese modo, tomando
δ <
mı´n(ε, d/4)
L[c1,1 + c1,2 + c2,1 + c2,2 + rma´x] · (tf − t0) · e4L(tf−t0)
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resulta que
‖x(t)− xa(t)‖ < mı´n(ε, d/4) ≤ ε (7.23)
para todo t ∈ [t0, tb + T ].
Dado que la condicio´n de la Ec. (7.20) es verificada con tb = t0, y teniendo
en cuenta que esto implica Ec. (7.23), este razonamiento puede ser aplicado
recursivamente con tb = t0 +T , tb = t0 +2T , etc.. Cuando t0 +m ·T > tf−T
podemos tomar tb = tf −T y aplicar el procedimiento para el u´ltimo tiempo
concluyendo que Ec. (7.23) se verifica para todo t ∈ [t0, tf ].
De este modo, dado ε > 0 podemos hallar δ > 0 tal que ∆Qma´x ≤ δ y
hma´x ≤ δ implican que la Ec. (7.23) se verifica. Esto implica (7.5) conclu-
yendo la demostracio´n
Despue´s de probar la convergencia del esquema de modo mixto, la si-
guiente seccio´n estudia la estabilidad de la metodolog´ıa propuesta.
7.2.2. Estabilidad de me´todos mixtos QSS–cla´sicos
Vamos a estudiar el problema de la estabilidad sobre sistemas lineales y
estacionarios, de la forma
x˙(t) = A · x(t) + B · u(t)
Teniendo en cuenta que la presencia de un te´rmino de entrada no afecta
las propiedades de estabilidad, consideraremos directamente
x˙(t) = A · x(t)
que puede ser dividido como[
x˙1(t)
x˙2(t)
]
=
[
A11 A12
A21 A22
] [
x1(t)
x2(t)
]
Consideraremos que se usa un me´todo QSS para calcular x1 y que el
algoritmo de Backward Euler se usa para calcular x2. El ana´lisis se puede
ampliar fa´cilmente para considerar otros algoritmos cla´sicos.
El uso de un algoritmo QSS en x1 implica que
x˙1(t) = A11 · x1(t) + A12 · x2(tk) + A11 ·∆x1(t)
para t ∈ [tk, tk+1), donde
∆x1(t) = q1(t)− x1(t) (7.24)
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Podemos resolver esta u´ltima expresio´n para t = tk+1, obteniendo
x1(tk+1) = e
A11·h · x1(tk) +
∫ tk+1
tk
eA11·(t−τ) ·A12 · x2(tk)dτ
+
∫ tk+1
tk
eA11·(t−τ) ·A11 ·∆x1(t)dτ︸ ︷︷ ︸
∆(tk)
= eA11·h · x1(tk) + A11−1 · eA11·h ·A12 · x2(tk) + ∆(tk)
(7.25)
Luego, el uso de Backward Euler en el segundo subsistema lleva a
x2(tk+1) = x2(tk) + h ·A21 · x1(tk) + h ·A22 · x2(tk+1)
que puede ser reescrito como
x2(tk+1) = (I− h ·A22)−1 · h ·A21 ·x1(tk) + (I− h ·A22)−1 ·x2(tk) (7.26)
Luego, colocando juntas las ecuaciones Ecs. (7.25) y (7.26), finalmente
obtenemos
x(tk+1) = F · x(tk) + G ·∆(tk) (7.27)
donde
F ,
[
eA11·h A11−1 · eA11·h ·A12
(I− h ·A22)−1 · h ·A21 (I− h ·A22)−1
]
G ,
[
0
I
]
(7.28)
No´tese que ‖∆x1‖, dado por la Ec. (7.24) esta´ limitado por el quantum
ma´ximo utilizado ∆Qma´x. Luego, el te´rmino ∆(t) definido en la Ec. (7.25)
tambie´n esta´ limitado por una cantidad que es independiente en el estado x.
De esa manera, siempre que los autovalores de la matriz F en la Ec. (7.28)
este´n todos dentro del c´ırculo unitario, la aproximacio´n nume´rica finalmente
tiene soluciones acotadas (es decir, tiene estabilidad pra´ctica) para cualquier
valor de h y ∆Qma´x.
Una conclusio´n importante es que la estabilidad del esquema mixto no
depende del quantum ma´ximo utilizado (propiedad heredada de los me´todos
de QSS). Sin embargo, la estabilidad podr´ıa depender del ma´ximo paso h
utilizado.
7.2.3. Control de paso en me´todos mixtos
Hasta este punto, no tratamos el problema del control de paso en el
subsitema integrado por el me´todo cla´sico. Si bien mostramos que hay con-
vergencia a medida que el paso tiende a cero, no establecimos una regla para
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su adaptacio´n de manera que se utilicen pasos suficientemente grandes sin
violar los requisitos de precisio´n.
A priori, se podr´ıan utilizar los mecanismos usuales de control de paso
del me´todo cla´sico en cuestio´n. Si bien estos son necesarios, pueden de todas
formas fallar ante la siguiente situacio´n. Supongamos que cierta variable qi
calculada por el me´todo de QSS influye expl´ıcitamente sobre el lado derecho
de la Ec. (7.1b). Luego, un cambio en qi provocara´ un cambio en la derivada
del vector de los estados calculados por el me´todo cla´sico. Si estos cambios
ocurren en instantes que no se corresponden a los establecidos por el control
de paso, los mismos provocara´n un error de integracio´n adicional.
Una solucio´n simple (pero ineficiente) para este problema ser´ıa dar pa-
sos con el me´todo cla´sico ante cada cambio en qi (similar a la deteccio´n de
discontinuidades). Otra opcio´n mucho ma´s eficiente, que proponemos a con-
tinuacio´n, consiste en estimar durante la simulacio´n el error que introducen
los cambios en qi de manera de eventualmente limitar el paso de integracio´n
para que este error no sobrepase la tolerancia de error admitida.
Para simplificar el ana´lisis, consideraremos una aproximacio´n lineal al
problema dada por:
x˙(t) = Axx · x(t) +Axq · qi(t)
donde x(t) es la dina´mica real de las variables integradas con un me´todo
cla´sico teniendo en cuenta la dina´mica real de una cierta variable qi(t)
El problema es que para el me´todo cla´sico, la variable qi(t) so´lo presenta
cambios en los instantes en los que hay pasos de integracio´n, mientras que
en realidad, como analizamos, qi(t) puede presentar cambios en el medio.
Por lo tanto, puede pensarse que el algoritmo cla´sico integrara´ un sistema
˙˜x(t) = Axx · x˜(t) +Axq · q˜i(t)
donde x˜(t) es la dina´mica de las mismas variables pero teniendo en cuenta
la dina´mica observada por el me´todo cla´sico.
La diferencia entre q(t) y q˜i(t) puede verse claramente en la Figura 7.1.
El objetivo del siguiente ana´lisis es entonces encontrar un valor ma´ximo
para el paso h que garantice que la diferencia entre qi(t) y q˜i(t) es tal que la
diferencia entre x(t) y x˜(t) no supera la tolerancia de error.
Para solucionar esto, se procede a proyectar el nuevo valor que toma qi en
tj hasta llegar al instante tk+1, para verificar si con ese valor proyectado se
sigue cumpliendo con la tolerancia requerida. En caso de ser as´ı, simplemente
se continua con la simulacio´n. De lo contrario, se debe re-calcular el paso
de integracio´n h , de modo tal que la diferencia entre la verdadera dina´mica
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Figura 7.1: Control de paso en me´todos mixtos.
qi(t) y la observada por el me´todo cla´sico q˜i(t) garantice que se cumpla con
la precisio´n deseada.
Definimos entonces el error como
e(t) , x˜(t)− x(t) (7.29)
y, dado que queremos estimar el error introducido durante un paso, asumi-
remos que al principio de cada paso e(tk) = 0. Derivando la Ec. (7.29) se
obtiene:
e˙(t) = Axx · e(t) + Axq · (q˜i(t)− qi(t))
Esta expresio´n puede resolverse anal´ıticamente, obteniendo
e(t) = eAxx·(t−tk) · e(tk) +
∫ t
tk
eAxx·(t−τ) ·Axq · (q˜i(τ)− qi(τ))dτ
Supondremos adema´s que, como normalmente ocurre, el control de paso
intr´ınseco del me´todo cla´sico es tal que entre pasos no hay una variacio´n
significativa de la solucio´n. Esto es equivalente a considerar que Axx ·(t− tk)
es pequen˜o lo que implica que eAxx·(t−tk) es cercano a la identidad. Luego,
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la expresio´n del error puede aproximarse por
e(t) ≈
∫ t
tk
Axq · (q˜i(τ)−qi(τ))dτ = Axq ·
(∫ t
tk
q˜i(τ)dτ −
∫ t
tk
qi(τ)dτ
)
(7.30)
Puede verse entonces que el error introducido al no contemplar los cam-
bios en q(t) entre pasos sucesivos del me´todo cla´sico es proporcional a la
diferencia de las integrales de qi(t) y q˜i(t).
Consideremos entonces un tiempo t con tk < tj < t < tk+1. Luego, para
la integral de qi(t) se tiene:∫ t
tk
qi(τ)dτ =
∫ tj
tk
qi(τ)dτ +
∫ t
tj
qi(τ)dτ
= Qi(tj) + qi(tj) · (t− tj) + q˙i(tj) ·
(t− tj)2
2
(7.31)
donde Qi(tj) ,
∫ tj
tk
qi(τ)dτ .
Por otro lado, para la integral de q˜i(t) se tiene:∫ t
tk
q˜i(τ)dτ =
qi(tk) + qi(t)
2
· (t− tk)
=
qi(tk) + qi(tj) + q˙i(tj) · (t− tj)
2
· (t− tk)
(7.32)
Entonces, reemplazando (7.31) y (7.32) en (7.30), se obtiene:
e(t) ≈ Axq·
(
qi(tk) + qi(tj) + q˙i(tj) · (t− tj)
2
· (t− tk)
−Qi(tj) + qi(tj) · (t− tj) + q˙i(tj) ·
(t− tj)2
2
)
y reordenando resulta:
e(t) ≈ Axq·
(
qi(tk)− qi(tj) + q˙i(tj) · (tj − tk)
2
· (t− tj)
+
qi(tk) + qi(tj)
2
· (tj − tk)−Qi(tj)
) (7.33)
donde denominando
∆1(tj , tk) ,
qi(tk)− qi(tj) + q˙i(tj) · (tj − tk)
2
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y
∆2(tj , tk) ,
qi(tk) + qi(tj)
2
· (tj − tk)−Qi(tj)
la Ec. (7.33) puede reescribirse como
e(t) ≈ Axq [∆1(tj , tk) · (t− tj) + ∆2(tj , tk)] (7.34)
Notar que el error introducido a medida que aumenta t puede calcularse
a partir de ∆1 y ∆2, que pueden calcularse fa´cilmente a partir de varia-
bles conocidas durante la integracio´n. De esta manera, se puede despejar el
ma´ximo valor de t − tj tal que el error alcance la tolerancia, lo que inme-
diatamente se traduce en el l´ımite para el paso de integracio´n h. Esto es,
asumiendo que el error ma´ximo en una componente x˜p debido a los cambios
no considerados en qi(t) debe ser menor que E, el paso de integracio´n debera´
ser
h < hmax = tj − tk +
E − |∆2p |
|∆1p |
(7.35)
para todo i, p.
E en la expresio´n anterior se calcula como usualmente en funcio´n de la
tolerancia relativa como sigue:
E = εrel · |xp|+ εabs (7.36)
El mecanismo para utilizar esta estrategia entonces consiste en estimar
el valor ma´ximo de hmax segu´n la Ec. (7.35) cada vez que una variable qi
cambia. Si este valor de hmax es menor que el h que iba a utilizar el me´todo
cla´sico, entonces el paso del me´todo cla´sico debe reducirse al valor hmax.
7.3. Implementacio´n de los algoritmos de me´todos
mixtos
Se desarrollo´ e implemento´ un nuevo algoritmo en el stand–alone QSS
solver, ya mencionado en la seccio´n 3.8. Se trata de un me´todo que combina
LIQSS2 con CVODE. El algoritmo de CVODE es un me´todo BDF (fo´rmula
de diferenciacio´n hacia atra´s) de hasta orden 5 con control de paso y de
orden. Detalles de su implementacio´n y funcionamiento pueden encontrarse
en [37]. Ma´s alla´ del control de paso con que cuenta CVODE de forma nativa,
se implemento´ la estrategia de limitacio´n del paso de integracio´n para acotar
el error debido a los cambios en las variables calculadas por LIQSS2 como
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se explico´ en la seccio´n 7.2.3. Adema´s este me´todo esta´ optimizado para el
tratamiento de sistemas ralos (sparse).
A la hora de utilizar este me´todo existen dos opciones en lo referente al
particionado del modelo a simular. Por un lado, se puede elegir manualmente
el subconjunto de variables de estado que se quieran integrar con el me´todo
cla´sico. Y por otro, puede optarse por un particionado automa´tico. Este
particionado seleccionara´ el me´todo QSS para todas aquellas variables que
presenten discontinuidades en su definicio´n, as´ı como todas las variables que
au´n sin presentarlas dependan de otras variables que s´ı lo hagan. Esto se
debe a las ventajas que presentan los me´todos QSS por sobre los me´todos
cla´sicos, como fue oportunamente explicado en la seccio´n 3.3.
7.4. Ejemplos y resultados
7.4.1. Convertidor Buck con disipador de calor
En esta seccio´n, primero analizamos la limitacio´n de rendimiento tanto de
QSS como de los algoritmos cla´sicos al simular sistemas r´ıgidos-discontinuos
en los que la rigidez se debe a la presencia de un subsistema con una dina´mica
muy ra´pida en comparacio´n con el resto del sistema. Se pueden encontrar
ejemplos t´ıpicos de esto en sistemas f´ısicos de varios dominios, ya que los
componentes de diferentes dominios f´ısicos usualmente involucran distintas
constantes de tiempo.
Primero, presentaremos los resultados de ambos enfoques cuando simu-
lemos un sistema de difusio´n de calor unidimensional en un disipador de
aluminio de longitud l = 25 mm. Dicha ecuacio´n es:
∂u
∂t
= σ · ∂
2u
∂x2
;x ∈ [0, l] ; t ∈ [0,∞)
aqu´ı σ es el coeficiente de difusio´n del material que compone al disipador y
se calcula como
σ =
λ
ρ · c
donde λ = 209.3 J m−1 sec−1K−1 es la conductividad te´rmica espec´ıfica del
aluminio, ρ = 2698.4 kgm−3 es su densidad y c = 900.0 J kg−1K−1 es la
capacidad te´rmica espec´ıfica.
Este sistema puede transformarse en el siguiente conjunto de EDOs me-
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diante el uso del me´todo de l´ıneas,
u˙1 = σ · (300− 2 · u1 + u2) · N
2
l2
u˙N = σ · (298− 2 · uN + uN−1) · N
2
l2
u˙i = σ · (ui−1 − 2 · ui + ui+1) · N
2
l2
donde i = 2, N − 1
(7.37)
donde ui con i = 1, N son las N variables de estado en las que se divide
el sistema. En este caso, la temperatura ambiente es de 298K y la primera
seccio´n u1 se calienta a una temperatura constante de 300K. A partir de la
Ec. (7.37), podemos observar que la matriz Jacobiana de este sistema tiene
la forma
A =
σ ·N2
l2

−2 1 0 0 0 · · · 0
1 −2 1 0 0 · · · 0
0 1 −2 1 0 · · · 0
...
. . .
...
0 · · · · · · 0 1 −2 1
0 · · · · · · 0 0 1 −2

Dado este tipo de estructura, los me´todos impl´ıcitos cla´sicos no presentan
inconvenientes, y el sistema se puede simular sin ma´s problemas. En cambio,
los me´todos QSS (y, en particular, LIQSS) presentan oscilaciones espurias
debido a la presencia de grandes entradas fuera de la diagonal principal de
la matriz Jacobiana [24], que resultan en grandes costos computacionales.
Por lo tanto, usar un me´todo cla´sico es, por supuesto, una mejor opcio´n en
este escenario.
Por otra parte, el rendimiento de ambos enfoques cuando se simulan
sistemas que presentan discontinuidades frecuentes ya se ha estudiado en [32]
(en particular para circuitos de electro´nica conmutada de potencia), donde
las ventajas de usar me´todos QSS estaban claramente expuestas. Entonces, si
tuvie´ramos que estudiar un sistema que combinara ambos tipos de dina´mica,
ni los me´todos cla´sicos ni los me´todos QSS resultar´ıan una buena opcio´n por
s´ı mismos. Una buena idea ser´ıa utilizar cada enfoque en la parte del sistema
en la que resulten ventajosos.
Consideremos ahora el siguiente sistema: un convertidor Buck DC-DC,
como se muestra en la Figura 7.2, que tiene un disipador de calor como
el descripto en su interruptor. Las pe´rdidas de energ´ıa en el interruptor
se deben principalmente a dos razones. Hay pe´rdidas de conduccio´n que
son el producto de la tensio´n y la corriente en el interruptor en estados
estacionarios, es decir, cuando esta´ en su estado encendido (corriente alta,
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pero muy baja tensio´n) o cuando esta´ en su estado apagado (alta tensio´n,
pero muy baja corriente). Por lo tanto, consideraremos despreciables este
tipo de perdidas en el presente ejemplo. Pero tambie´n hay pe´rdidas por
conmutacio´n, que tienen lugar durante pequen˜os per´ıodos de tiempo cuando
el interruptor pasa de un estado a otro, en los que tanto la tensio´n como
la corriente tienen valores significativos. En nuestro ejemplo, estas pe´rdidas
se modelan como pulsos de energ´ıa enviados al disipador de calor en cada
conmutacio´n durante los tiempos de encendido y de apagado, como puede
observarse en la Figura 7.3.
+
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iL io
load
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−
VoD
iD
C
−
+
uC
iC
Figura 7.2: Circuito del convetidor Buck.
0
Psw
0 ton Ts − toff Ts Ts + ton 2Ts − toff 2Ts
P
ot
en
ci
a
Tiempo
Figura 7.3: Pulsos de energ´ıa en la llave.
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Las ecuaciones que describen dicho comportamiento son:
iD =
iL ·Rs − U
Rs +Rd
i˙L =
− iD ·Rd − uC
L
u˙C =
iL − uCR
C
P =
{
Psw si t ∈ [Ts · j − toff , Ts · j + ton] donde j = 0, 1, . . .
0 cada otro caso
u˙1 = σ · (P ·Rt − 2 · u1 + u2) · N
2
l2
u˙N = σ · (298− 2 · uN + uN−1) · N
2
l2
u˙i = σ · (ui−1 − 2 · ui + ui+1) · N
2
l2
donde i = 2, N − 1
(7.38)
y condiciones iniciales iL(t = 0) = 0, uC(t = 0) = 0 y ui(x, t = 0) = 298.
El circuito sera´ simulado utilizando el siguiente conjunto de para´metros.
U = 24V - tensio´n de entrada
C = 10mF - capacitor
L = 10mH - inductor
R = 10 Ω - resistencia de carga
f = 10 kHz - frecuencia ⇒ Ts = 100µseg
DC = 0, 35 - ciclo de trabajo
Roff = 1 · 105 Ω - resistencia de estado apagado
Ron = 1 · 10−5 Ω - resistencia de estado encendido
Rt = 7.5KW
−1 - Resistencia te´rmica del disipador
ton = 1.3µseg - tiempo de encendido de la llave
toff = 5.5µseg - tiempo de apagado de la llave
tol = 1 · 10−3 - tolerancias absoluta y relativa
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Primero, compararemos el uso de los me´todos de integracio´n cla´sicos con
los de LIQSS y LIQSS BDF (en ambos casos, usamos me´todos de segundo
orden). Para ello, se ha simulado el sistema hasta un tiempo final de 60
segundos y el disipador de calor se dividio´ en 100 secciones. Los resultados de
estas simulaciones se pueden ver en la Tabla 7.1. All´ı podemos observar que
los me´todos cla´sicos son claramente superados tanto por LIQSS como por
LIQSS BDF. Luego, se simulo´ el mismo sistema para comparar los resultados
de LIQSS2 y LIQSS BDF a medida que el sistema crece en taman˜o, para lo
cual se vario´ el nu´mero de secciones en que se divide el subsistema te´rmico.
En la Figura 7.4 podemos observar los resultados. De all´ı podemos observar
que cuando se usan 1000 secciones, LIQSS BDF es ma´s de 28 veces ma´s
ra´pido que LIQSS2.
Me´todo de integracio´n CPU [mseg]
DASSL 3.09 · 106
CV ODE 1.21 · 106
IDA 3.19 · 106
LIQSS2 8 157
LIQSS BDF 6 793
Tabla 7.1: Convertidor Buck con disipador de calor. 100 secciones - tf = 60
seg.
7.4.2. Problema Adveccio´n-Reaccio´n-Difusio´n (ADR) 1D
Las ecuaciones de adveccio´n-difusio´n proporcionan la base para describir
feno´menos de transferencia de calor y masa, as´ı como procesos de meca´ni-
ca continua, donde la cantidad f´ısica de intere´s podr´ıa ser la temperatura
en la conduccio´n de calor o la concentracio´n de alguna sustancia qu´ımica.
En varias aplicaciones, estos feno´menos ocurren en presencia de reacciones
qu´ımicas, lo que lleva a la ecuacio´n ADR, un problema que se encuentra
con frecuencia en muchas a´reas de las ciencias ambientales, as´ı como en la
ingenier´ıa meca´nica.
Los problemas de ADR discretizados con el me´todo de l´ıneas conducen a
grandes sistemas r´ıgidos de EDOs donde el uso de me´todos LIQSS ha mos-
trado importantes ventajas sobre los algoritmos de tiempo discreto cla´sicos
[35].
El siguiente conjunto de EDOs, tomado de [35], corresponde a la discre-
146CAPI´TULO 7. INTEGRACIO´N MIXTA BASADA EN CUANTIFICACIO´N
Figura 7.4: Comparacio´n LIQSS2 - LIQSS BDF al variar el taman˜o del
sistema.
tizacio´n espacial de un problema de ADR 1D:
dui
dt
= −a · ui − ui−1
∆x
+ di · ui+1 − 2 · ui + ui−1
∆x2
+ r · (u2i − u3i )
para i = 1, . . . , N − 1 y
duN
dt
= −a · uN − uN−1
∆x
+ dN · 2 · uN−1 − 2 · uN
∆x2
+ r · (u2N − u3N )
donde N = 1000 es el nu´mero de puntos de la malla, y ∆x = 10N .
Consideramos para´metros a = 1, r = 1000,
di =
{
1 · 10−6 si i ∈ [1, N/2− 1]
10 cada otro caso
y condiciones iniciales ui(x, t = 0) = 0.
Se puede observar que la segunda mitad tiene un coeficiente de difusio´n
mucho mayor que el resto del sistema. Para esta primera parte del sistema,
el uso de QSS no resulta conveniente, y el uso de un me´todo cla´sico es una
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mejor opcio´n. Pero para el resto del sistema, donde la difusio´n es menor,
QSS supera los me´todos cla´sicos. Por lo tanto, el uso de cada metodolog´ıa
aplicada convenientemente a cada subsistema da como resultado un mejor
rendimiento de simulacio´n, en comparacio´n con el uso de un enfoque u´nico
para todo el sistema.
Este sistema fue simulado hasta un tiempo final tf = 10 con N = 1000
secciones, utilizando me´todos cla´sicos, as´ı como LIQSS2 y LIQSS BDF. El
resultado de estas simulaciones se muestra en la Figura 7.5. Los resultados
se informan en la Tabla 7.2. Puede observarse all´ı la ventaja que presenta
el me´todo mixto tanto por sobre los me´todo cla´sicos, como tambie´n sobre
LIQSS2. Por otro lado, en al Figura 7.6 puede verse el resultado de variar
el nu´mero de secciones con los distintos me´todos. A partir de la misma
podemos observar que a medida que el sistema incrementa su taman˜o, los
beneficios del me´todo mixto se hacen ma´s notorios, llegando a resultar 38
veces ma´s ra´pido que el me´todo CVODE, que fue el me´todo que ma´s se
acerco´ a LIQSS BDF.
Figura 7.5: Simulacio´n del sistema adr con tf = 10 y N = 1000.
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Me´todo de integracio´n CPU [mseg]
DASSL 14 475
CV ODE 298
IDA 2.39 · 106
LIQSS2 1 951
LIQSS BDF 15
Tabla 7.2: Comparacio´n de resultados para problema de Adveccio´n-
Reaccio´n-Difusio´n 1D.
Figura 7.6: Resultados de simulacio´n del sistema adr variando el para´metro
N .
7.5. Conclusiones
En este cap´ıtulo se presentaron los primeros algoritmos en combinar los
me´todos cla´sicos con los me´todos por cuantificacio´n de estados. La idea
tras ello fue aprovechar las propiedades y beneficios que cada enfoque pue-
da tener a nivel de simulacio´n para diferentes partes de un mismo sistema.
Existen casos en que las diferentes dina´micas de los subsistemas que compo-
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nen al sistema que se desea estudiar se comportan de manera muy distinta.
Por tanto, puede resultar conveniente por eficiencia de simulacio´n, o bien
por cuestiones de estabilidad, simular un subsistema aplicando un me´todo
cla´sico, y otra subsistema utilizando algu´n miembro de la familia QSS.
Se propuso a nivel teo´rico el funcionamiento de un me´todo mixto que
combina ambos enfoques, y se demostraron sus principales propiedades teo´ri-
cas, le´ase convergencia y estabilidad. Adema´s. se propuso una estrategia para
el control de paso del me´todo cla´sico que contempla los cambios en las varia-
bles integradas con el me´todo QSS que afectan al me´todo cla´sico. Luego se
describio´ la implementacio´n de un me´todo que combina el algoritmo LIQSS2
con el me´todo CVODE (un algoritmo de tipo BDF). La eleccio´n de me´todos
impl´ıcitos tanto en lo que respecta a la metodolog´ıa cla´sica como a la de
estados cuantificados responde al intere´s que supone la simulacio´n eficiente
de sistemas stiff.
Finalmente, a trave´s de dos ejemplos se mostro´ el desempen˜o de esta
metodolog´ıa. En primera instancia se simulo´ un sistema multidominio, que
mezcla el dominio electro´nico y el te´rmico. Aqu´ı se opto´ por simular el sub-
sistema electro´nico usando LIQSS2 y el subsistema te´rmico usando CVODE.
Luego se simulo´ un problema de adveccio´n-difusio´n-reaccio´n unidimensional
discretizado utilizando el me´todo de l´ıneas. En el mismo el coeficiente de di-
fusio´n es variable, de modo que se obtienen dos subsistemas con dina´micas
distintas. En ambos ejemplos puede verse las ventajas de utilizar el enfo-
que de me´todos mixtos por sobre la eleccio´n de cualquier de las anteriores
metodolog´ıas por si solas.
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Cap´ıtulo 8
Conclusiones, trabajo en
curso y futuro
Como se menciono´ en la introduccio´n, esta tesis puede ser vista como una
contribucio´n al desarrollo de me´todos de integracio´n por cuantificacio´n de
ecuaciones diferenciales ordinarias resolviendo los problemas que los mismos
presentan en la simulacio´n de sistemas stiff.
Teniendo en cuenta el vasto estudio existente sobre los me´todos de inte-
gracio´n de tiempo discreto para sistemas stiff y sus an˜os de desarrollo, los
me´todos presentados en esta tesis no pretenden mejorar todos los resulta-
dos obtenidos con los mismos en so´lo 4 an˜os de desarrollo. Simplemente se
busco´ dar solucio´n a algunos de los problemas presentes en los me´todos de
integracio´n por cuantificacio´n QSS e intentar mejorar los resultados obteni-
dos por los me´todos cla´sicos en algunos casos particulares. Puntualmente,
se mejoraron sensiblemente los resultados de los me´todos cla´sicos en la si-
mulacio´n de sistemas stiff discontinuos, particularmente los resultantes del
modelado de circuitos de electro´nica conmutada. Adema´s, se dejaron abier-
tas nuevas puertas para poder ampliar el espectro de problemas en los cuales
estos me´todos podr´ıan encontrar soluciones ma´s eficientes que los me´todos
cla´sicos.
Teniendo en cuenta estas observaciones, este u´ltimo cap´ıtulo comenzara´
presentando las conclusiones generales de la tesis. Finalmente, se enumerara´n
los problemas au´n no resueltos.
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8.1. Conclusiones Generales
Si bien la mayor parte de las conclusiones se encuentran al final de cada
cap´ıtulo, se debe destacar a modo de s´ıntesis que esta tesis presento´ una
contribucio´n al desarrollo de me´todos de integracio´n cuantificados y a su
vez nuevas herramientas para la integracio´n nume´rica de sistemas stiff.
Se propusieron tres me´todos de aproximacio´n llamados mLIQSS1,
mLIQSS2 y LIQSS BDF. En particular, el desarrollo de los mismos, basado
en los principios de los me´todos impl´ıcitos y linealmente impl´ıcitos permitio´
que estos me´todos resulten muy eficientes en la simulacio´n de sistemas stiff.
Como pudo verse, los me´todos mLIQSS extienden el tipo de rigidez que
los me´todos LIQSS originales pueden integrar de manera eficiente. El tipo
de rigidez que los mismos pueden integrar se encuentra en diversos campos
de aplicacio´n. Resultan particularmente eficientes en la simulacio´n de cir-
cuitos de electro´nica conmutada, incluso en el caso de simular en presencia
de elementos para´sitos. Esto permite realizar un estudio muy u´til desde el
punto de vista del disen˜o de protecciones de elementos de los elementos de
conmutacio´n.
Pude verse tambie´n, que como era de esperarse, las ventajas de lo me´to-
dos mLIQSS por sobre los me´todos cla´sicos, se incrementan a medida que
el sistema a simular crece en taman˜o. Esto es por dos motivos, por un lado,
si el sistema a simular presenta discontinuidades frecuentes, al incrementar
el taman˜o del sistema, aumentara´ el nu´mero de discontinuidades presentes.
Como vimos, cualquier me´todo QSS se ve favorecido por esta situacio´n, y
los mLIQSS no son la excepcio´n. Por otro lado, al tratarse de sistemas stiff,
estos deben ser integrados usando me´todos impl´ıcitos. Por ello, a medida
que el sistema crece, la matriz a invertir por los me´todos tambie´n crece,
incrementando as´ı mucho el costo computacional de los algoritmos cla´sicos.
Por otro lado, en esta tesis se presento´ por primera vez un algoritmo
que combina los me´todos cla´sicos con los me´todos por cuantificacio´n de
estados. La idea tras ello fue aprovechar las propiedades y beneficios que cada
enfoque pueda tener a nivel de simulacio´n para diferentes partes de un mismo
sistema. Existen casos en que las diferentes dina´micas de los subsistemas que
componen al sistema que se desea estudiar se comportan de manera muy
distinta. Por tanto, puede resultar conveniente por eficiencia de simulacio´n,
o bien por cuestiones de estabilidad, simular un subsistema aplicando un
me´todo cla´sico, y otra subsistema utilizando algu´n miembro de la familia
QSS. Este enfoque mixto, permite una simulacio´n eficiente de sistemas multi-
dominio, que mejora notablemente los resultados obtenidos tanto mediante
la utilizacio´n de me´todos cla´sicos, como utilizando el enfoque de estados
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cuantificados.
8.2. Problemas abiertos y trabajo futuro
Como se dijo en los cap´ıtulos 4 y 5, los me´todos modificados propues-
tos pueden resolver eficientemente la simulacio´n de sistemas stiff donde se
cumplen una de dos condicio´n posibles:
1. Cuando la rigidez se debe so´lo a te´rminos grandes en la diagonal princi-
pal de la matriz Jacobiana del sistema. Este es el caso que los me´todos
LIQSS originales pod´ıan tratar correctamente.
2. Cuando la rigidez del sistema se debe a la presencia de subsistemas
de 2× 2 desacoplados unos de otros. Es decir, cuando las oscilaciones
presentes en los me´todos LIQSS se deben a la interaccio´n entre pares
de variables.
Este segundo caso es el que fue agregado mediante el desarrollo de los me´to-
dos mLIQSS. Como vimos, sistemas con ese tipo de estructuras aparece con
frecuencia en la pra´ctica, fundamentalmente en las aplicaciones de electro´ni-
ca de potencia. Sin embargo, existen casos donde la rigidez del sistema tiene
lugar debido a la interaccio´n de una cierta cantidad m de variables, donde
m > 2. En estos casos, y como vimos en la seccio´n 6.4, estos me´todos fallan.
Luego, en el cap´ıtulo 7 se planteo´ la utilizacio´n de me´todos mixtos para
la simulacio´n de ciertos sistemas. Sin embargo, en el caso en que exista
un subsistema de m ×m variables que sean causal de rigidez dentro de un
sistema de n×n (donde n > m), y donde adema´s esas m variables presenten
discontinuidades frecuentes, los me´todos mixtos tampoco lograra´n integrarlo
eficientemente. Esto se debe a que el hecho de que esas m variables presenten
discontinuidades frecuentes indica que lo ma´s conveniente ser´ıa simular ese
subsistema con algu´n me´todo de la familia QSS, sin embargo, vimos que
siendo m > 2, ningu´n miembro de la familia podra´ integrar dicho subsistema
de manera eficiente. Queda entonces abierto el planteo de co´mo proceder en
estos casos.
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