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Abstract-Recently, we have proposed a new probabilistic method for the control of chaotic 
systems [l]. In this paper, we apply our method to characteristic cases of chaotic maps (one and 
two-dimensional examples). As these chaotic maps are structurally stable, they cannot be controlled 
using conventional control methods without significant change of the dynamics. Our method consists 
in the probabilistic coupling of the original system with a controlling system. This coupling can be 
understood ss a feedback control of probabilistic nature. The chosen periodic orbit of the original 
system is a global attractor for the probability densities. The generalized spectral decomposition of 
the associated Fkobenius-Perron operator provides a spectral condition of controllability for chaotic 
dynamical systems. 
Keywords-Cham, Control, Probabilistic approach, Maps. 
1. INTRODUCTION 
Chaotic dynamical systems pose a great challenge for the control problem associated with the 
accessibility and stabilization of their periodic orbits. It is well known that the control problem 
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based on geometrical or topological techniques faces significant difficulties when it encounters 
nonlinearities. As a matter of fact, even for simpler nonlinear topological structures than the 
chsotic systems possess, for example, nonholonomic mechanics, static feedback linearization is 
not possible. For a more general nonlinear control system to be (locally) feedback linearizable, 
(locally) feedback equivalence to a controllable linear system has to be established as a necessary 
condition, for (see [2,3] and references therein). Such transformations, even when their existence 
is proven, are not always accessible for construction. Moreover, for the class of systems exhibiting 
chaotic dynamics, even the existence of such a transformation is a very complicated, practically 
undecidable question. 
Therefore, conventional control methods [3,4] face significant difficulties in their basic prin- 
ciples, when applied to dynamical systems which exhibit chaotic behavior. The main reason 
is that the periodic orbits of such systems are unstable and dense in the phase space. Small 
perturbations then shift any orbit to another orbit, and therefore, one has to introduce external 
perturbations [S] in order to bring the system back to the original orbit. 
The programming of the control based on these small perturbations requires a continuous mon- 
itoring of the evolution of the system, as well as a continuous adjusting of the control. From the 
first ideas presented in the reviews of the so-called OGY method [6] for control of chaotic sys- 
tems, until the more sophisticated, recent work [7] addressing intelligent control (like qualitative, 
fuzzy, or rule-based incremental control), the computational complexity of the problem due to 
continuous monitoring appears as a central and cumbersome issue. 
An excellent review on the subject of control of chaos, based on trajectories, covering all the 
available approaches and methods of control, is presented in Chen and Dong’s review paper [8]. 
Apart from stochastic control of partially observed systems, as in the book by Bensoussan [9], 
and partial suppression of the onset of the exponential era in the decay of correlations for simple 
billiards, recently achieved by Willox et al. [lo], the probabilistic aspects of complex nonlinear 
systems have not yet been developed towards the control of chaos. 
We propose here a novel probabilistic approach to the control problem. We illustrate this 
approach through a specific method for the control of the /%adic Benyi map which is considered 
to be a prototype of chaotic systems (see, for example, [ll-131). 
The modern probabilistic approach to chaos introduced by Prigogine and his coworkers in 
the Brussels and Austin groups [14]-see also the book, Exploring Complexity by Nicolis and 
Prigogine [IS]-is based on the study of the Frobenious-Perron and Koopman operators which 
describe the evolution of the probability densities and observables of the system correspond- 
ingly (111. The probabilistic approach to dynamical systems has the following advantages over 
the conventional topological approaches based on trajectories. 
(1) The evolution law for the probability densities is linear even though the underlying dy- 
namics is nonlinear. 
(2) For unstable systems, trajectories are operationally unattainable idealizations due to in- 
trinsic computational limitations, while the evolution of probabilities is stable. 
(3) The spectral decomposition of the linear evolution operator using the methods of functional 
analysis provides a new computational tool for the study of the evolution of ~dynamical 
systems [16,17]. 
Therefore, the problem of control when formulated at the level of probability densit:ies has the 
following advantages. 
(1) The control problem is a linear problem, even though at the level of trajectories, one 
should use nonlinear control. 
(2) The probabilistic formulation can incorporate in a natural way, the uncertainties and 
disturbances and allows for limited monitoring or even no monitoring of the system. 
(3) The control properties are reflected in the spectrum of the evolution operator of the con- 
trolled system in a simple way. 
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The main idea we present here, as well as in forthcoming articles currently in progress [18], is 
to couple the unstable system S we want to control, with another dynamical system C, called the 
control system, in such a way that the coupling results in the construction of a Markov process of 
the form of an iterated function system [11,19], which assigns probability p for the contribution 
of S, and probability 1 - p for the contribution of the control system C. We have chosen, for 
simplicity, the control system C to be a suitable contracting map for the chaotic systems we have 
considered. 
The controlling map C is chosen, or designed, in such a way that a given periodic orbit of 
the original system becomes a global attractor for the coupled system, because it is the support 
of the equilibrium density of the Frobenious-Perron operator which evolves the densities. This 
reconstructed orbit is nothing more than the support of the fixed point of the Frobenious-Perron 
operator which evolves the densities. The slope of the contracting map C and the probabil- 
ity p decide the outcome of the competition between the expansion and the contraction of the 
probability densities as the evolution unfolds. 
Control results from the competition between the original system S and the control system C, 
and manifests as the eventual restriction of the support of the initial probability density function 
to the periodic orbit we wish to stabilize and control. Prediction [20], stabilization, and control 
of the periodic orbit manifest as the eventual increase of the correlation functions in time, which 
is reflected in the spectrum of the Markov operator of the coupled system. 
In Section 2, our constructive method for the implementation of probabilistic control is pre- 
sented in the general case. 
In Section 3, the Frobenious-Perron operator for the control problem is presented. Here we 
also show how control is manifested in the spectral properties of the coupled system and we give 
a spectral condition for controllability. 
In Section 4, we apply the method to a specific example, namely the control of some selected 
unstable periodic orbits of the 3-adic RRnyi map. 
In Section 5, we extend the method by presenting the case for phase-space dependence of 
the coupling probabilities (Section 5.1), and we introduce a special coding which enables us to 
recover, completely, the orbit in a non-Markovian fashion, (Section 5.2). 
In Section 6, we discuss the control of the tent and logistic maps, (fully developed chaotic 
logistic with a = 4). 
In Section 7, we discuss the control of higher-dimensional systems. Here, we illustrate the 
general idea using two, two-dimensional examples, namely the Baker and Henon maps. 
Finally, in Section 8, we conclude with further investigations under progress; we indicate pos 
sible new directions and expectations, as well as limitations and aress of applicability of our 
method. 
2. A GENERAL METHOD FOR THE PROBABILISTIC 
CONTROL OF CHAOTIC MAPS 
In order to stabilize a given periodic orbit ~1, ~2, . . . , XN of a chaotic map S on the measurable 
space X, we proceed as follows. 
(i) We specify the N points {21,x2,. . . , ZN} of the selected periodic orbit, of period N, we 
wish to stabilize. This set is the support of the probability density function which will 
become the global attractor for any initial probability distribution. 
(ii) We specify a set of nonoverlapping neighborhoods we call control windows A,, A2,. . . , AN 
around the points z~,Q,. . . , XN, correspondingly. These neighborhoods might cover com- 
pletely or partially the phase space, i.e., the neighborhoods satisfy the following properties. 
(a) Ai n Aj = 8, Vi # j. 
(b) Ai # 0, i = 1,2,. . . ,N. 
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(c) Ugv=,Ai G X, where X is the phase space. 
(d) pi E Aj H i = j. 
(iii) The control map C is constructed or designed as follows. C(z) is a contraction for every 
x in A G UEIAi and C(z) = S( z ) f or every x in the complement AC z X - uEv=,Ai. 
The periodic points z1,22, . . . , zj~ should be fixed points for the map C. The points 
~1,~2,*.-, zN might also be periodic points for the map C with smaller period than N. 
(iv) We couple the original unstable dynamical system S(z) and the control system C(s) by 
assigning probabilities p and 1 - p, correspondingly, so that we form a Markov process 
{S,C;p} of the iterated function type [11,19]. This means that in each iteration, the 
system S(z) acts with probability p and the control system C(z) acts with probability 
1 -p, 
For every value of the parameters, (contracting factors of C(x) and assigned probabilities), the 
periodic orbit is still present in our new system, by construction. Moreover, for certain values of 
these parameters, control takes place and controllability manifests in the spectral properties of the 
Frobenious-Perron operator of the combined system because the singular density corresponding 
to the periodic orbit is a global attractor for all initial probability distributions. This will be 
demonstrated for the case of the Renyi map in Section 4. 
We should remark before concluding this section that, more generally, one may achieve control 
through the probabilistic coupling of the original system S with many controlling maps Cl, . . . , C,, 
with probabilities po = p and pl, . . . , p,, such that pc -t pl + . . . -t p, = 1. The resulting iterated 
function system {S, Cr, . . . , Cn; pi), pl, . . . , p,,}is also a Markov process [ll]. Furthermore, we 
investigate the case where the assigned probabilities depend on the phase space variables. A 
simple functional dependence, in this case a step function, like pk = pk . la(~) is presented in 
Section 4.2. 
3. THE MANIFESTATION OF CONTROL IN THE 
SPECTRUM OF THE FROBENIOUS-PERRON OPERATOR 
3.1. The F’robenious-Perron Operator for the Control Problem 
The Frobenious-Perron operator U is the dual of the Koopman operator 
dynamical system S acting on the measurable space X as follows: 
where 
Vfb) = f(Sx)v 
(UP I f) = (P I Vf), 
(P I f) = / wxhe)*f(x) 
2 
V defined [l l] for any 
(1) 
(2) 
(3) 
is the expectation value of the observable f in the density p with respect to the reference measure u 
on X. The spectral decomposition of the Frobenious-Perron operator is therefore the dual of the 
spectral decomposition of the Koopman operator [16,17]. 
The knowledge of the eigenvalues and the associated eigenfunctions of the Frobenious-Perron 
operator can effectively answer all questions concerning the decay properties of the correlation 
functions and the approach to equilibrium. Furthermore, the spectral decomposition of the 
Koopman operator amounts to an effective answer to the prediction problem at the level of 
probabilities. 
The Frobenious-Perron operator shows how the probability densities p = g change as the 
phase points evolve, i.e., 
dQh 
0=-p (4) 
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where the operator Q shows how the measures ~1 on X change as the phase points evolve, i.e., 
p H Qp : Q/.@] = p [s-‘21 
for any measurable set E. 
In the case of iterated function systems {SO, Si, . . . , S~;pc,pi, . . . ,pN}, the measures evolve [la] 
as follows: 
p H Qp : Qp [a] = 2pk/i [SL’Z] . (5) 
k=O 
The operators Q acting on measures are called Foiss operators by Lasota and Mackey [ll], 
although these operators were discussed much earlier by Yosida and Kakutani [21] and also b,y 
Hopf [22]. See also the discussions by Antoniou and Gustafson [23]. 
Therefore, the evolution of the densities p = dv * for iterated function systems is given by the 
associated Frobenious-Perron operator which follows from formula (5): 
(f-3 
where +yi is the number of inverse branches of the transformation Si, and dvi is the reference 
measure with respect to which one expresses the extended Radon-Nikodym derivative of the 
transformation for each of its branches (241. 
If the reference measure v is invariant for the Markov process, we have Ul(z) = l(x). 
The reference measures dve can be chosen arbitrarily. In order to simplify the calculations, we 
choose vi to be an invariant measure for each individual transformation 5’;. 
The Frobenious-Perron operator (6) is the dual of the stochastic operator W, which is the 
analog of the Koopman operator for Markov processes, i.e., 
VP I f) = (P I w f> * 
Let us consider the chaotic map S and the control map C to be 
(7) 
so = S(x), PO = P(x)? (81 
S(z) = C(x), Pl = 1 -P(X). (9) 
The transformation C(x) is such that it possesses one stable invariant set which is composed by 
the points x1,. . . , XN of the unstable periodic orbit of S(x) that is to be controlled. For the case 
under study, we assume that the sets Aj satisfying (a,b,c,d) constitute a preserved partition of the 
phase space, under the action of the transformation S(x), i.e., S(Aj) E U&k and U&lAj z X. 
The final step is to choose the reference measures which will enable us to express the F’robenious- 
Perron operator in a suitable manner for the control problem. 
Choosing the reference measures dvc, dvi as the invariant measures of the two transformations, 
equations (B),(9), respectively, we have, for the chaotic map as reference its own natural invariant 
measure &s(x), and for the controlling map, the reference measure will be &i(z) = S(z - Zj) . 
lAj (x) * dx. 
The Frobenious-Perron operator (6) with respect to the measures dvs, dvl is 
UP(X) = P(x) c [ / 
Y 
~~p(s;‘(x))] +(1-p(z))[p(C-‘(x))‘1C(A)(x)], (10) 
where the index 7 runs over the inverse branches of S(z). This way, we obtain a convenient form 
of the F’robenious-Perron operator for the problem of controlling unstable orbits of chaotic maps. 
In the following section, we consider the case of the Renyi map [13] as an illustrative example 
for such a system under control. 
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4. MANIFESTATION CONTROL IN THE SPECTRAL 
DECOMPOSITION OF THE EVOLUTION OPERATOR 
FOR THE RENYI MAP 
In the case of the p-adic Renyi map S and the control map C, we have 
SO = S(x) = p. x mod(l), PO =P, (11) 
f% (2) = c(z) = 5 [akz + (1 - ak) zk] ’ IA,(x), pl = 1 -p, lakl < 1. (12) 
k=l 
The &adic Renyi map S on the unit interval [O,l] arises from the digital representation of real 
numbers in any basis with p digits and is defined as follows: 
s : [O, l] H [O, l] :xH~.x, mod(l), p=2,3 ,.... 
The cascade Sn,n = 0,1,2,3,. . . , is an exact dynamical system with positive Kolmogorov- 
Sinai entropy equal to InP. The absolutely continuous invariant measure is the Lebesgue mea- 
sure [11,12]. 
The Renyi maps provide the simplest example for chaos [ll-131. The periodic orbits corre- 
sponding to the rational numbers constitute a dense set in the phase space, and they are all 
unstable. 
The problem of evolution of densities for the P-adic Renyi map has been solved recently 
[17,25,26]. The Frobenious-Perron operator admits a generalized spectral decomposition in a 
suitable Rigged Hilbert space. 
We have applied our method for the Renyi map S with p = 3, for periodic orbits of period 
one, two, and five in an earlier publication [l]. The characteristic time series are presented in 
Figures l-3. 
0.8 1 
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a? 
0.4 
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j 
I 0.0 -.--..--‘-.A- 
0.0 50.0 100.0 
n(iteration time) 
Figure 1. Stabilization of the fixed point 
q = l/2 of the 3-FLenyi map. 
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n(iteration the) 
Figure 2. Stabilization of the period-two orbit 
~1 = 118, ~2 = 3/8 of the 3-Renyi map. The 
random jumps between the two points 51, x2 
illustrate the Markovian property of th’e control 
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Figure 3. Stabilization of the period-five orbit z1 = l/22, z2 = 3/22, x3 = g/22, 
x4 = S/22, 1s = 15/22 of the 3-Renyi map. The random jumps between the five 
points XI, x2, x3, x4,15 illustrate the Markovian property of the control process. 
In this previous example, the probabilities which were assigned to each transformation were 
constant. 
The reference measures dvo, dul had been chosen to be 
dv,,(x) = dx, 
dvl(x) = S (x - xcj) . laj (x) - dx. 
The conditions for the reference measures and the partition are the same as previously men- 
tioned. This is in order to illustrate the way our method can be adopted to a variety of classes 
of systems. For the sake of simplicity and to fix the main ideas, we suppose here, the same as we 
assumed in our previous paper [l], namely that the assigned probabilities are constant, i.e., 
PO(Z) = P, Pi(X) = 1 - P, vx E [O,l]. 
The Frobenious-Perron operator (10) with respect to the above mentioned measures, then is 
UP(X) =P [;“ti+yq] + (1 -P> 
rzo [ 
&(, - (la-aj)zg lqaj)(t) 
j=l 1 . (13) 
In order to obtain the spectral decomposition of the F’robenious-Perron operator, we start from 
the following initial bi-orthonormal system: 
I&(x)) = ye) (x - Xi), 
(%(x)1 = (x - xj)” * IA, (2)~ m,n = 0,l. 
(14) 
This bi-orthonormal system is complete in the space of piecewise analytic functions in X := 
[0, l] with respect to the partition {Aj}. The Frobenious-Perron operator U and the stochastic 
operator W have a triangular representation with respect to the bi-orthonormal system (14l1, 
see [l]. 
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For simplicity, but without any loss of generality, let, us consider ak = a, V k = I, 2,. . . , N. 
Then, the spectrum simplifies to 
,=p(;)n+(l-P)(~)n. (15) 
This formula shows in a simple way the competition between the contraction and the expansion 
at the level of probability densities mentioned before. 
It is easy to see that when p = 1, we recover the spectrum of the @-adic Renyi map [16] for any 
value of a. For 0 < p 5 1, the eigenvalues become greater or less than one, depending on the value 
of a. The eigenvalue zo = 1 corresponds to equilibrium. When all eigenvalues z, n = l, 2,. . . , 
are outside the unit disc, i.e., 
I4 > 1, n= 1,2,..., (16) 
the singular measure associated with the periodic orbit becomes the equilibrium state and the 
eigenvalues show clearly that this state is now a global attractor for any initial density. 
From formula (15), we see that, Iz,I > 1, n = 1,2,. . . , when 
1211 > 1. (17) 
Condition (17) actually defines two regions in the parameter plane (see Figure 4). In region I, 
the system is controllable (see Figures l-3) and in region II, we observe a variety of intermittent 
bursts (see Figure 5) which can be interpreted as partial control. 
wnlrol region I 
-1 .o -0.5 0.0 0.5 1 .o 
a(contracling Iactor) 
Figure 4. Dependence of control upon the parameters p, a. ILegion I corresponds to 
control and region II corresponds to partial control of the 3-Renyi map. 
In order to obtain the eigenfunctions of the Frobenious-Perron operator, we have used the 
algorithm presented by Antoniou and Tasaki [16,17] based on the creation and destruction oper- 
ators C, D, which can be obtained recursively [l]. The right and left eigenfunctions are given by 
the formulas 
00 
n&=0 
I > L(x) = y -d”) (x - xj) + 2 (l&p, 1 &) m! . 
l-l)* 
(18) 
n. 
CT@) (x - Zj) . 
m=O 
Therefore, the spectral decomposition of the Frobenious-Perron and the predual stochastic 
operator for the coupled system (6),(7) is 
(UP I f) = (P I Wf) = yj &a (P I o,(4) (Q&) I f) 7 (19) 
m=O 
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Figure 5. Partial control of the fixed point zl = l/2 of the 3-Renyi map. Intermittent 
bursts appear in the partial control intervals. 
for any observable f and any density p in the domains which provide meaning to the spectral 
decomposition. Formula (19) defines an extension of the stochastic operator W to a suitably 
chosen Rigged Hilbert Space of piecewise analytic functional. 
However, as this discussion is not of direct interest for this paper, we have included it in a 
forthcoming review paper [18]. 
Let us conclude before finishing this section that, as a result of the competition between the 
contraction and the expansion, the correlations can either decay or build up. In the case of 
control, they eventually build up the invariant density of the Frobenious-Perron operator U, 
which is supported by the selected periodic orbit. In this way, after a finite characteristic time, 
the system reaches the desired controlled orbit. 
The dependence of the assigned probabilities upon the phase space variables and the role it 
plays in the general control problem is presented in the following section. 
5. EXTENSION OF THE METHOD 
5.1. Phase Space Dependence of the Probabilistic Coupling 
Let us again consider the system of the previous section, but relaxing the condition that the 
assigned probabilities are constant over the whole phase space. Instead, we will now consider the 
coupled system to have assigned probabilities, which are functions of the phase space ps = p(z) 
and pr = 1 -p(z). 
In this case, equation (10) takes the form 
up(Z) =p(z) [@($I +(1--P(z)) &(z-“,“‘” t20) 
and the matrix elements of the Frobenious-Perron operator U with respect to the same basis (14) 
are 
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where 
x P(Z) 
[ ( * 
k!$jw (x - Xi)) ‘%’ (fig -,)kj (y)] (22) 
and 
((1 -p(x)) Ucq, I 6n) = J,’ da: (1 -P(X)) (y@) tx - xi)) 
X--(1--%)% -x, y*, z 
aj 
) I (x-‘l;u’)x’) 4ccAi,(z)]. (23) 
The calculation of the integral in equation (22) gives 
n,m=O,1,2 ,..., and K(j) = (j + 1) mod N. 
From equation (23)) we have 
(U’cp, ) i&) = $&--$ I’ dx [(I - p(z)) @) (X - Xi> * (X - xkjn * &I&)] - 
If the function p(x) is a step function of the form 
N 
(24) 
kl 
then the Frobenious-Perron operator has an approximate triangular matrix representat#ion 
&$Pj+$e(l-Pk) for n = m, 
JZl ksl 
(Ucpn I &) = (%I I wL) = 
0, for n < m, 
Z&S@j)’ 
\ K(j) = (j + 1) mod N, for n > m. 
C-w 
It is interesting to note here, that in the case of a more general dependence of the coupling 
probabilities on the phase space, the representation of the operator U in this base is not i;riangular 
any more. The study of such a general case is far beyond the scope of this work, and we leave it 
for a future publication. 
The diagonal elements of U as presented in equation (25) constitute the approximate spectrum 
of this operator, and if we consider equal contracting factors ak, say ak = a, V k = 1,2,. . . , N, 
then the spectrum simplifies to 
(26) 
where 
p= $$?j. 
j=l 
So when the function p(x) is a step function as in equation (24), the controllability of the system 
is to be viewed with respect to the mean value of the assigned probabilities, provided of course, 
the controlling map has equal contracting factors. One typical time series for the period-2 orbit 
of the 3-Renyi map is shown in Figure 6. 
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Figure 6. The controlled period-two orbit 
of the 3-Renyi map, with nonhomogeneous 
distribution of probabilities in the phase space. 
Figure 7. Non-Markovian control for the 
period-two orbit XI = l/4, x2 = 3/4 of the 
3-Renyi map. 
5.2. Markovian vs. Non-Markovian Control 
Over the last sections, we have presented our method of control of unstable trajectories of maps, 
obtaining a stabilized orbit through a Markovian process. This Markovian process reconstructs 
the orbit as the support of the globally attracting invariant density of the Frobenious-Perron 
operator of the system. 
In order to easily obtain a non-Markovian reconstruction, it suffices to encode the position of 
the periodic points in phase space, according to their order. This encoding is embedded in the 
controlling map. One way to construct such an encoding is by considering controlling maps with 
many branches and iterating them in a prescribed way. 
This will be demonstrated by the following simple example. 
Consider the problem of controlling the period-two of the 3-adic Renyi map. The Markovian re- 
construction was treated in [l]. Now let us construct the following system, for the non-Markovian 
control of the period-two orbit zi = l/8 and xz = 3/8: 
So(z) = S(s) = 3 a z, mod(l), with pe = p, 
0.35(x-x1) +x2, if z E 0,: , [ 1 Sl(X) = C(x) = 1 0.25(x-sz)+q, ifzE 2’1 , [ 1 
with pi = 1 -p. 
The corresponding time series is shown in Figure 7. 
In order to obtain the matrix representation of the operator U in the case of the non-Markovian 
stabilization of the iv-periodic orbit, we consider the Nth order composition of the operator UC 
describing the action on densities of the controlling map, in a prescribed way of iterating its 
branches. We will denote this composition as (UC) cN). In this way, the problem reduces to the 
discussion of the previous sections where the control map now has the points 21, x2,. . . , zN .as 
its fixed points, but with a new contracting factor (l/b) = fl~=i(l/aj). 
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Furthermore, we will assume step-function probability dependence over the phase space variable 
PO(z) = pj ’ IA3 (2)~ 
m(s) = 1 -PO@). 
Now the matrix representation of the operator U with respect to the bi-orthonormal system of 
equation (14), is approximately 
0, (‘% 1 +m) = for n < f-n, 
siES(Aj)’ 
i=l 
( K(j) = (j + 1) mod N, for n > m. 
Therefore, the spectrum of the operator U in a suitable space of analytic functions consists of 
the eigenvalues 
(27) 
The comparison of the eigenvalues (27) with the eigenvalues of the previous case (15) with 
constant probabilities over the phase space shows that the Markovian case has greater first 
eigenvalue. This fact shows that the Markovian control is easier and faster. 
6. CONTROLLING THE LOGISTIC MAP 
The logistic map is defined as a transformation of the unit interval, and it is expressed as 
S(z) = a * X(1 - z), 
where z E [O,l]. For the case a = 4, we have fully developed chaos [27,28], the periodic orbits 
are unstable. This system is an exact endomorphism with positive Kolmogorov-Sinai entropy 
h = ln2 (see [ll]). 
In order to control the system, we couple the logistic map with a set of contractions with 
domain in a partition satisfying the conditions (a-d) of Section 2 
so = S(x) = 4X(1 - z), PO =p, (28) 
sl(x) = c(z) = 5 [a@ + (1 - ak) zk]. lA,(z), 
k=l 
pl = 1 -P, bkl < 1. (29) 
For this system, the Frobenious-Perron operator is 
UP(Z) = PUS&) + (1 - PvJ&)> 
where 
u,p(z)=; [p(‘+$=) +/f-f-)] (30) 
is the Frobenious-Perron operator for the logistic map, written with respect to its invariant 
measure dp, = .A and 
u@(Z) = 5 p (’ - ‘l, aj) 2j) lc(A,)(z) 
j=l 3 
(31) 
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is the Frobenious-Perron operator for the contraction with respect to the singular invariant mea- 
sure of C(z). 
In order to calculate the spectrum of the Frobenious-Perron operator for the control problem, 
we take advantage of the fact that the logistic map is topologically isomorphic to the tent map [:!7]. 
2x7 for 2 E , 
TX [ 1 0, i = 
2(1-x), forzE [ 2’1 1 1 . 
It is known [29-311 that the restriction of the Frobenious-Perron operator of the tent-map on 
the space of polynomials has simple eigenvalues, given by An = (1/4)n. Due to this fact and 
to the isomorphism between the tent-map and the logistic map, one simply has to restrict the 
operator U, on the test functions spanned by the image of the polynomials under the operator 
induced by the isomorphism [29]. Therefore, the spectrum of the Frobenious-Perron operator for 
the coupled system U will be given by 
,=,(~)n+(l-p)(y, n=0,1,2 ,..., 
for both the controlled logistic and tent maps. 
The above result has been obtained by simply applying the general formula equation (15) with 
p(z) = p = const., and considering here the simplest case where oj = a, V j. The controllabil:ity 
condition 
Ia1 > 1 
yields the relation 
This is the curve which corresponds to the border of the control region in the p x u-diagram. An 
example of a stabilized time series, for the period-3 orbit of the logistic map, is shown in Figure 8. 
Figure 8. Control for the period-3 orbit of the logistic map (a = 4). In this figure, we 
see the evolution of an initial set of 1000 points. One can observe the characteristic 
initial build-up of the invariant density of the logistic map, its destruction in the 
course of the competition, and the eventual collapse onto the period-3 orbit. 
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7. CONTROLLING HIGHER-DIMENSIONAL 
CHAOTIC SYSTEMS 
In the case of higher dimensions, the controlling system is a contraction C(G) in the 
d-dimensional phase space. This contraction results in an eventual collapse of the densities 
p(;‘;n) on the chosen periodic orbit of the unstable dynamical system S(;). Collapse results 
as the densities are iterated by the two competing systems S(g) and C(T) with probabilities 
p, 1 - p, respectively. 
As an illustration, we present here the method applied to the Baker transformation. The Baker 
transformation is a prototype of chaotic dynamical systems in two dimensions [l&27] and it is 
defined as B : [0, l] x [0, l] H [0, l] x [0, 11, where 
B(x,Y) = 
( 1 2x, 4 9 forO<s<i, 
( 
2X-l,q), forkKz<l. 
(33) 
- - 
A general controlling transformation may be defined by 
C(x, y) = (UjX + xj (1 - a& ( bjy + yj (1 - 6j)) ( (34) 
with oj < 1, bj 5 1, SO that C(Z, 9) has stable fixed points (Zj,gj), j = 1,2,. . . , N which coincide 
with the given periodic orbit of the Baker transformation, and each fixed point (xj, yj)belongs 
to the jth cell of the partition. This way conditions (a-d) are satisfied. 
Coupling the two systems with probabilities, competition takes place with respect to the ex- 
panding direction of the Baker. After a transient time, the support of the evolved densities is 
confined in a neighborhood of the periodic orbit, and eventually collapses on it. 
1 .o 
0.8 
0.11 
,: 
0.4 
0.2 
0.0 
2s 
I I 
D 310.0 930.0 360.0 310 .o 390.0 
n (Iteration ) 
Figure 9. Time series of the r-coordinate of the Baker map under control. Control 
is achieved for the period-two orbit 31 = (21, yl) = (l/3,2/3), 22 = (12, ~2) = 
(2/3,1/3). The parameters of the controlling map are al = a2 = 0.2, bl = bz = 0.5, 
with probability p = 0.55 for the Baker map. 
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As an illustration, for the following coupled system: 
so (;) = B(x, y) = 
{ 
( > 24 > 
forO<x<i, 
( 
22 - 1, ?$A) ) for f 5 x 5 1, with p = o-55y 
Sl (Ti) = C(Xc,Y) = (UjX +Xj (1 -oj) ,bjY + Yj (1 -bj)) 7 with 1 -p = 0.45, 
with al = us = 0.2 and br = bz = 0.5, the period-2 orbit of the Baker transformation is stabilized 
(see Figure 9). 
The same idea can be applied for the Henon map [28]: 
so (;) = H(x, y) = 
{ 
&a+1 = aH - x; + flH%a, 
Yn+1 = xn, 
with a contraction of the form 
S1 C =C(X,y)=(UjX+Xj(l-Uj),bjy+yj(l-bj)). 
0 
The method can also be applied for any torus automorphism [29]. A typical time series for the 
probabilistic control of the unstable fixed point of the Henon map is presented in Figure 10. 
.O 200.0 
n (IIeralkm) 
I  
300.0 
Figure 10. Characteristic time series for the probabilistic control of the tied point 
of the Henon map. In the chaotic region with parameters (YH = 1.29, 0~ = 0.3. 
A complete discussion about the probabilistic control of the Baker map, as well as for torus 
automorphisms in general, will be published elsewhere. 
8. CONCLUDING REMARKS 
Our method can be adapted for any periodic orbit of arbitrary period. However, the construc- 
tion of the control map depends upon the specific periodic orbit. The control map for higher-order 
periodic orbits consists of a number of contractions equal to the period of the orbit. 
The interplay between the size of the domain and the contracting factor of the controlling map, 
and the assigned probabilities, changes the response of the system, as for example the transient 
time interval before control. This time interval does not depend upon the initial points, but upon 
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the initial probability density and the spectrum of the Markov operator of the coupled system. 
This fact has been observed in numerical experiments, for situations where the dynamics 1s out 
of control. But close to that, we clearly observe the existence of intermittent bursts in the time 
series, (see Figure 5). The occurrence of bursts increases as the parameters of the system go far 
from the region of control, (see Figure 4). As a result of the probabilistic aspect of our method, 
the stabilized orbits with period greater than one are reconstructed in a Markovian fashion, (see 
Figures 2,3). In order to recover the periodic trajectory as it is, we just have to order the iteration 
of the controller for the unstable periodic orbit [18]. 
The time to achieve control in all the cases agrees well with the characteristic time presented 
in [I], T s (ln(l/E])/(ln[a]), f or a given accuracy E. The dependence on the control window, 
since it is not a spectral but rather a transient characteristic, can be calculated following the same 
guiding ideas. The importance and applicability of control for chaotic dynamical systems is clear, 
since the most realistic dynamical systems exhibit chaotic behavior. The probabilistic approach, 
and the method proposed here, have been further developed for several types of chaotic maps 
like the piecewise linear maps, the cusp shaped maps, the Gauss map, the Chebychev maps, the 
Baker map, the Cat map and Torus automorphisms, the Henon map, and for simple difierential 
equations [20]. 
We, recently, have modified our method so we were able to apply it to multiagent systems 
consisting of a large number of independent, interacting, two-species, system of agents, lmodeled 
as cellular automaton [32]. 
Our method for probabilistic control based on iterated function systems can be implemented 
in a highly parallel manner (see [19], and references therein) since parallelism provides, as is well 
known, powerful techniques for real time realization of control. 
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