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INTRODUCTION 
A Wiener process was defined in [5] to be a countably additive 
map from a Boolean u-algebra of subsets of a space, to random 
variables, which has independent values on disjoint sets. It is, 
therefore, just a generalized stochastic process with independent 
increments. We chose the name because of the importance of the 
examples given by Wiener himself in [6]. 
Our motive originally in studying Wiener processes was to apply 
them in understanding the class of those weak distributions on 
Hilbert space which are both continuously splittable and quasi- 
invariant. This application occupies the last two sections. A continuous 
Wiener process is one without atoms. Our basic tool is an analysis 
of these processes, which we give in sections 1 and 3 below. Our 
treatment parallels that of Ito [2] f or stochastic processes with inde- 
pendent increments on the line. Section 2 gives a realization of the 
purely Poisson process (Wiener’s discrete chaos), which is needed for 
section 3. 
In thinking about continuous Wiener processes we have found it 
helpful to bear in mind a particular physical interpretation. We have 
imagined that the continuous process # defined on a Boolean u-algebra 
!zVI of subsets of a space M describes a continuous random distribution 
of charge over M. Stochastic independence for disjoint sets can be 
interpreted as saying that the charges in disjoint regions do not 
interact. Our results have natural interpretations in terms of this 
picture and this fact has influenced our choice of notation. 
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1. DIVISIBLE WIENER PROCESSES 
In the definition of a Wiener process given above, as always in this 
paper, when we refer implicitly to a topology on random variables, as 
we did in the phrase “countably additive,” we mean the topology of 
convergence in measure. 
Let # be a Wiener process over the space (M, %R). For each A in Y.R, 
the support of $(A), which we denote by S(A), is the smallest Boolean 
u-algebra of events relative to which all 4(B) with B C A are measur- 
able. By the support of 9 we will mean S(M). We will say that a 
random variable is measurable relative to 16 to indicate measurability 
with respect to S(M). 
If $i and #z are two Wiener processes over the space (M, 91) we 
will say that tJ1 and +z are weakly isomorphic, if there is an isomor- 
phism between their respective algebras of measurable random 
variables which carries $,(A) to $,(A) for each A in 91. We denote 
this by #i 1 #a . If the isomorphism, in addition preserves expecta- 
tions, we will say that $i and #z are strongly isomorphic and write 
$i z I&. A necessary and sufficient condition for #i 1 & is that 
444 and MA) h ave identical distributions for each A in !IR. 
If $i and #2 are two Wiener processes on the space (M,m), by 
their (external) direct sum we shall mean the Wiener process zJ1 @ & 
with values given as follows: for i = 1 and 2 let the values of Q& 
be functions on the probability space sZi ; the random variable 
(& @ #,)(A) is to be that function on Sz, x Q, whose value at the 
point (wi , 4 is &(A)(4 + Ilra(-+4 
If all the values of a Wiener process have infinitely divisible proba- 
bility distributions, we shall say that the process is diwisibk. 
Suppose that (X, x, p) is a measure space. By a standard Poisson 
proce~ over (X, 3& p) we mean a countably-additive map P from the 
elements of 3E of finite p measure to random variables with Poisson 
distributions, such that P has independent values on disjoint sets and 
the mean of the value of P on a set is the p measure of the set. The 
restriction of P to subsets of any set of finite p measure is a Wiener 
process. Consequently, if f is any measurable function on X and A is 
any element of 3E of finite measure, the stochastic integral JAf dP 
makes sense, as shown in [5]. As A runs over all sets of finite measure, 
we get a net {JAf dP} o random variables, where we declare that one f 
set follows another if the first contains the second. If this net converges 
in measure, we say that f is stochastically integrubze over X with 
respect to dP, and we denote the limit by Jxf dP. More generally, 
if g is a measurable function that is integrable with respect to dp over 
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every set with finite ~1 measure, then we shall say that Jx(f dP - g dp) 
converges provided the net 
S,f dP - pP 
converges in measure as A runs over all sets of finite measure. Some- 
times the appropriate question is whether it is possible to choose a 
constant c(A) for each set A of finite measure so that the net 
UAf dP - WI converges in measure. When such constants exist, 
we shall say that the renormalixed integral Jr f dP converges. As the 
following proposition shows, if such constants can be chosen at all, 
they can be chosen as: 
c(A) = 1 sin(f) dp. 
A 
PROPOSITION 1. Let (X, X, p) be a measure space, and let P be a 
standard Poisson process over (X, 3E, CL). For a measurable function f on 
X, the renormalized stochastic integral J’ f dP converges if and only if 
Jf”/(l +f2) dp is Jinite. When this condition holds, the stochastic 
integral J [f dP - sin(f )] dp] converges. Its value has characteristic 
function exp{J [ei”f - 1 - it * sin(f)] dp}. 
Proof. Suppose the net {JA f dP - c(A)} converges as A runs 
over all sets of finite measure. As shown in [5] the characteristic 
function of JA f dP - c(A) is exp[J’, (ei6f - 1) dp - itc(A)]. As A 
runs over all sets of finite measure, this expression converges to a 
continuous function of t. Therefore, J [l - cos(tf)] dp is finite for 
all t and is a continuous function of t. If t, and t, are linearly inde- 
pendent over the rationals, then the function 
u - cW,f )I + [l - co&f )I 
vanishes only when f vanishes. It follows that t.~ is u finite on the set 
where f # 0. Consequently we may apply Fubini’s theorem to the 
expression 1 - cos(tf). S ince J [l - cos(tf )] dp is continuous in t, 
the following quantity is finite: 
11 dt 1 [l - cos(tf)] dp = j- dp 1; [I - cos(tf)] dt 
= 1 _ sin(f) dp - . 
f 1 
It is a simple matter to find a positive number r] such that 
1 - sin(x)/x > 7x2/(1 + x2) f or all real x. Hence Jf 2/( 1 + f “) dp < 00. 
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Conversely, suppose Jf”/( 1 +f”) dp is finite. For each positive T, 
it is not hard to find a constant K(T) such that 
/ eitr - 1 - it * sin(f)\ < K(7)f2/(1 +f*) 
for all t satisfying 1 t / < T. It follows that J 1 eitf - 1 - it * sin(f)1 dp 
is finite and that q(t) = J [e itf - 1 - it * sin(f)] dp is a continuous 
function of t. We wish to show that {JA f dP - JA sin(f) dp} forms a 
Cauchy net as A runs over all sets of finite measure. Call this random 
variable X, ; its characteristic function is the exponential of 
vA(t) = 1, [eitf - 1 - it . sin(f)] dp. 
If A’ and A” are two sets of finite measure containing A, then 
X,, - X,n = X, - Xc where B = A’ - A” and C = A” - A’. 
Thus the characteristic function of X,, - X,- is exp[y,(t) - q+(t)]. 
But we can estimate qB(t) - p),-(t) as follows: 
for all t satisfying 1 t ( < T. In other words, the characteristic function 
of x*1 - X,- converges to 1 as A’ and A” run over sets of finite 
measure uniformly in every finite t interval. It follows that the net 
{X,) is Cauchy in measure. Therefore, it converges, and the charac- 
teristic function of its limit is lim, exp[qa(t)] = exp[q(t)]. 
Using this proposition we will now construct a special kind of 
divisible Wiener process. We start out with the following structural 
elements: 
(i) a Boolean u-algebra W of subsets of a space A!; 
(ii) a measure space (X, 3E, p); 
(iii) a measurable transformation T from X into M; 
(iv) a measurable functionQ on X satisfying ]Q”/( 1 + Q”) dp < co. 
Given these structural elements, we first form a standard Poisson 
process P over (X, 3E, p). Then we get a Wiener process #J on23 if we 
set: 
[Q dP - sin(Q) dp]. 
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We shall call any Wiener process #, constructed in this way a jump 
Wiener process. 
The jump process that concerns us particularly arises by taking: 
X = M x R* where R* = R - (0); T(m, a) = m; Q(m, a) = ar; and 
3E to be the smallest u ring relative to which both T and Q are mea- 
surable. We shall refer to it as the jump process with structure space 
M x R*. In terms of our intuitive picture of a Wiener process as a 
random distribution of charge, T gives the coordinate and Q the 
charge of a point in X = M x R*; p gives the particle density 
according to both charge and position; P counts particles and #, itself 
is a charge distribution that has been renormalized in a standardized 
way via the function sin(Q). We shall refer to t.~ as the structure 
measure and to P as the counting process of IJ, . 
If we compare the formula for the characteristic function of a 
value of a jump Wiener process with the Levy-Khintchine formula 
(see [l]), we see that jump Wiener processes are divisible. The sole 
difference in the two formulas is that the Levy-Khintchine formula 
includes a normal piece. By a normal Wiener process we shall mean one 
all of whose values are normally distributed. The Levy-Khintchine 
formula now becomes a Levy-Khintchine structure theorem for 
divisible Wiener processes. 
THEOREM 1. Every divisible Wiener process is strongly isomorphic 
to the direct sum of a normal Wiener process J,I%~ and a jump Wiener 
process lclJ , and #N and #, are uniquely determined to within equivalence. 
If $J is realized with structure space M x R*, with R* = R - (O} and 
structure measure p, then TV is also unique. 
Proof. Let 1+5 be a divisible Wiener process over (M, !LJl). We first 
establish the existance of #N and ~,4,. For each A in !N, #(A) has an 
infinitely divisible distribution. According to the Levy-Khintchine 
formula, therefore, the characteristic function of #(A) is the exponen- 
tial of 
pA(t) = im(A)t - *w(A) t2 + J‘,,, [f? - 1 - it * sin(x)] &l&c) 
where m(A) is real, v(A) > 0, and A, is a measure on R* such that 
S zfo x2/(1 + x2) &(x) < 0~). According to the Levy-Khintchine 
theorem, m(A), v(A), and A, are uniquely determined by $(A), and it 
follows from this that these three things are finitely additive in the 
variable A. To see that they are actually countably additive in A we 
consider a disjoint sequence {A,) of elements of !lR with union B. 
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From finite additivity we see that C $A,) and C AA, converge since 
they are dominated by o(M) and A, respectively. Furthermore, 
since JzzO x2/(1 + x2) d/l,(x) < oo, it follows easily that 
g j,,, *w + *“) dU4 = s,,, x2/(1 + X’L)d [c A&)]; n 
and therefore, that 
F lz,, [eitz - 1 - it * sin(x)] &lAn(x) 
These last expressions are continuous in t, and fl, exp[cp, (t)] = 
exp[yB(t)], which is also continuous in t. Therefore, n, exp[&(A,Jt] 
converges to a continuous function of t. This cannot happen without 
the convergence of C, m(A,). I n view of this, the uniqueness of 
m(d), v(A), and AA implies their countable additivity. In other words 
ZJ is a measure, and m is a signed measure. The expression A,(B) is 
nonnegative for all A in ‘%I and all Bore1 subsets B of R*; for fixed A 
it is countably additive in B; for fixed B it is countably additive in A. 
Consequently, according to Lemma 1 .l below, there is a unique 
measure p on M x R* such that &A x B) = A,(B) for all such A 
and B. Let Q be defined on M x R* by Q(m, a) = 01. Then 
s MXR* Q”/(l + Q”) dcL = s,,, x2/(1 + x2) d&(x) -=c m. 
If we take a standard Poisson process P over the measure space 
M x R*, the integral j”(Q dP - sin Q dp) converges. We define a 
jump process lGJ on YJ2 by taking $,(A) = JAXR* (Q dP - sin Q dp), 
and define a normal process I,& on !LX such that #,(A) has mean m(A) 
and variance w(A). Then IJ & #N @ 1+4, . 
The uniqueness of I,& and #J, to within a strong equivalence, is a 
direct consequence of the uniqueness of the Levy-Khintchine for- 
mula, as is the uniqueness of the structure measure p on product sets 
in M x R*. The uniqueness of p on more general subsets follows 
from the uniqueness part of Lemma 1.1. 
LEMMA 1.1. suppose X and ‘I) are Boolean u-akebras of subsets of 
the spaces X and Y respectively. Let F be a function of two variables, 
having its jirst argument in 3, having its second argument in 4), and 
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having its vazues in [O, 001. IfF(S, T) is countably additive in Tfor each 
fixed 5’ and countably additive in 5’ for each Jixed T, then there exists 
a unique measure p on X x Y defined on the product u-algebra of X 
and ‘1) such that ~(5 x T) = F(S, T) for all S in X and all T in g. 
Proof. The lemma follows by the same argument as used in 
construction of product measures. 
A Wiener process is continuous if its restriction to subsets of a given 
set never has exactly two distinct values. In [5] it is shown that a 
continuous Wiener process is necessarily divisible, for essentially the 
same reason that a continuous stochastic process with independent 
increments has infinitely divisible distributions. In the rest of this 
paper we will be concerned with continuous Wiener processes, and 
we will need to know that the measures arising in their Levy- 
Khintchine decomposition are nonatomic. 
PROPOSITION 2. Let 1,4 be a continuous Wiener process. Suppose that 
$1 A, 0 h where h is a normal Wiener process and $J is a jump 
Wiener process. Let &(A) h ave mean m(A) and variance v(A). Suppose 
that the jump Wiener process has structure space M x R*, with 
R* = R - {0), and structure measure p. Then v, the total variation of 
m, and p are nonatomic measures. 
Proof. Consider the measure X on 9JI given by: 
W = s, Idm I + 44 + /T-I(A)Q2/(I + ”> 4 
If h(A) # 0, we claim that #(B) # 0 for some subset B of A. For the 
characteristic function of #(B) is the exponential of 
&n(B) - 2yv(B) + 1 [ei*Q - 1 - it * sin(Q)] dp. 
T-‘(B) 
If v(A) # 0, then #(A) # 0 by the uniqueness of the Levy-Khintchine 
formula; if J _ T 1(A) Q2/(1 + Q”) 4 # 0, then #(A) # 0 again by the 
uniqueness of the Levy-Khintchine formula; if JR 1 dm 1 # 0, then 
for some subset B of A, m(B) # 0, and 4(B) # 0 by the uniqueness 
of the Levy-Khintchine formula. It follows then, from the hypothesis, 
that tj is a continuous Wiener process and that h is a nonatomic 
measure. It follows from Lemma 1.2 below that v and the total 
variation of m are nonatomic. It also follows that the measure 
!f;UhzsQ2) dr-~ on X is nonatomic; and, hence, so is t.~ since Q never 
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COROLLARY 1. Let 1c, be a continuous Wiener process. Suppose 
tin hO4,wh-h is a normal and #J a jump Wiener process. Then 
I,!J~ and tJJ are continuous Wiener processes. 
Proof. The process #N is continuous because, in the notation of 
the proposition, v and the total variation of m are nonatomic. The 
process #J is continuous because #J 2 (Z/Q+ @ #J) - (#h’ @ 0), 
~~~NO~Jand~N~(~NOO). 
LEMMA 1.2. Let (X, 3, p) and (Y, ‘1), v) be finite measure spaces. 
Let ‘$.I2 be a Boolean u-algebra of subsets of a space M. Let S and T be 
measurable transformations from X and Y to M, respectively. If the 
measure h on +JJz given by 
A@) = p[qB)l + v[T-l(B)I 
is nonatomic, so are the measures p and v. 
Proof. Suppose A in f is an atom for p. Consider the family 8 of 
all elements B ofm such that p[A n S-l(B)] = p(A). Let K = inf[h(B)] 
where the infimum is taken over all B in 5. Note that k > 0. Let {B,J 
be a decreasing sequence of elements of ‘$I such that lim[h(B,)] = K. 
Take B, = nzzl B, . We will show that B, is an atom for m and 
thus contradict the hypothesis. For let B be any element of 2R con- 
tained in B, . Since A is an atom, either p[A n S-‘(B)] = p(A), 
or pL[A n S-l(B)] = 0. In the first case, B is in 5 so that 
X(B) = h = h(B,); in the second case B, - B is in 5 so that 
h(B, - B) = k = h(B,), in which case X(B) = 0. 
2. A REALIZATION OF THE STANDARD POISSON PROCESS 
In [5] we used a concrete version of the standard Poisson process 
over a$nite measure space, which is due to Wiener and Wintner [6]; 
but that construction does not work for infinite measure spaces. The 
construction described in the next proposition gives a realization for 
the general case. 
PROPOSITION 3. Let (X, X, t.~) be a nonatomic a-finite measure space. 
Let 9 be the set of all subsets of X. For each A in 3E with finite measure 
form a function P(A) on Q by setting [P(A)](w) equal to the number of 
points in A n w, where this number is to be a nonnegative integer or 00. 
Let 6 be the smallest Boolean u algebra of subsets of Sz with respect o 
which all these functions P(A) are measurable. Then there is a unique 
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probability measure on G that makes P a standard Poisson process over 
(X x, l-4. 
Proof. To establish the uniqueness of the probability measure 
we consider subsets of Q which arise as follows. We let A, ,..., A, be 
any finite number of disjoint elements of X, each with finite measure. 
We let K1 ,..., k, be corresponding nonnegative integers. A set of the 
type in question consists of all w in D such that the functions 
P(4),..., P(A,) have the values k, ,..., k, respectively at w. Such a set 
must have measure 
Since finite disjoint unions of these subsets of Q form a Boolean ring 
C, , and since G is the smallest 0 algebra containing G,, , it follows 
from the uniqueness part of the Hahn-Kolmogoroff extension theorem 
that there is at most one probability measure on G that makes P a 
standard Poisson process over (X, SE, /.L). 
To prove existence we first consider the case when p(X) is finite. 
In this case we have available the construction of a standard Poisson 
process P’ over (X,X, p) due to Wiener and Wintner [7], that is also 
given in [5]. The values of this process P’ are random variables on 
the probability space M that is the normalized exponential of the 
measure space (X, I, CL). That is to say, for n = 0, 1, 2 ,..., we form 
(X”, 3E”, CL”), the n-fold Cartesian product of (X, X, ,u) with itself. 
In the case n = 0, X0 is to be interpreted as consisting solely of the 
unique 0-tuple, with assigned measure 1. As a set Q’ is the disjoint 
union u Xn; a subset S of J2’ is declared measurable if S n X” is 
measurable for each n; and the probability of S is to be: 
exp[-r(X)] 5 &S n X”)/n!. 
?I=0 
For each A in X, the required random variable P’(A) is the function 
whose value at a point of w, i.e., an n-tuple of elements of X, is the 
number of components of this n-tuple in the set A. We shall establish 
the existence of the required probability structure on Sa = 2r by 
transferring it from 9’ under the map that sends an n-tuple into its 
set of components. In this transfer, n-tuples with repeated components 
are awkward. Since (X, 3E, p) is nonatomic, however, there is an 
event !Z, with probability 1 in L?‘, that excludes all n-tuples with 
repeated components. We may restrict the values of P’ to Q”, and still 
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get a standard Wiener process P over (X, 3, p). Let T : Sz” -+ f.2 send 
each n-tuple into its set of components. Then for each A in 3, 
P’(A) = P(A) o T where [P(A)](w) is the number of points in A n w. 
From this it follows that T is measurable relative to the given Boolean 
a-algebra G of subsets of Q, and that P becomes a standard Poisson 
process over (X, 3E, p) when Q is equipped with the probability 
structure transferred over from Q” via T. 
To establish the existence when p(X) = co, we decompose X as a 
disjoint union (J X,, of a sequence of subsets of finite p measure. In 
the last paragraph we have established the existence of a standard 
Poisson process P, over each X, whose values are functions on the 
probability space R, = 2 xn as described in the construction. There is 
an obvious set-theoretic identification of Q = 2x with the Cartesian 
product 17 9,. . We use this set-theoretic identification to furnish a 
probability structure for Sz. It is routine to verify that the Boolean 
o-algebra of measurable subsets of Q is the required one, and that P 
as described in the construction is indeed a standard Poisson process 
over (X, X, I*). 
3. THE MEASURABILITY OF THE STRUCTURAL ELEMENTS 
OF A CONTINUOUS WIENER PROCESS 
We will show that if 4 is a continuous Wiener process then the 
related counting process P on M x R*, the jump process #, and the 
normal process lCIN are all measurable relative to #. The key is the next 
proposition and the corollary which follows it. We have adopted the 
notation 
#(Y)=#{x:.EY) 
to indicate the number of elements in the set Y; this being co when Y 
is infinite. 
PROPOSITION 4. Let s+& and $, be two independent Wiener processes 
over the space (M, ‘2X) where & is a normal process with mean m(A) and 
variance v(A), and #, is a jump process as described in Section 1. Let 
4 z yGN @ a,b., . For n = 1,2, 3 ,..., let IT% be a partition of M into n 
elements of 9X. Suppose that 
lim max n-m [.s,m” s, 1 dm 1 + v(A) + I,-,,,, B”/(l + Q”) 4-j = 0. 
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Then, for 0 < A, < A2 < A, , we haoe: 
lirn+yp in prob #{A E 17, : #(A) > h2} < P({x : Q(x) > A,}) 
and 
liy+&f in prob #{A E I7,, : #(A) > A,} > P({x : Q(x) > A,}). 
Proof. Let E > 0 be smaller than 1, (A, - Q/3, and (A, - Q/3. 
Let 0 -=c 8 < E. Let $ = & + & + & + & , where 
A,(A) = 1 Q dp, 
T-‘L4)n{~:e:QW~~8} 
SW) = J (Q dp - Q 44 
ICI&$ = h(A) - 4% 
and 






For j = 1,2, 3 let 2$(n) be the event that 1 &(A)] is larger than E for 
some A in 17,. Then, except on E,(n) u E,(n) u Es(n), for A in 17, 
z,+,(A) > X, implies that #(A) > h, 
and 
#(A) > A, implies that #,,(A) > Xl . 
Let E,(n) be the event that either 
#{A E 17, :h(A) 2 U # PKx : Q(4 > 411 
or 
#{A E K : h(A) > 41 # P[@ : QW > Ul- 
Then except on E(n) = E,(n) U E,(n) U E,(n) U E,(n), 
#{A in, : #(A) > M > PC+ :QW 2 43 
and 
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As n -+ co, the probability of Ei(n) converges to 0; this is elementary 
for j = 3; for j = 0, 1,2 it follows from Lemma 3.j below. The 
proposition itself now follows from the last two inequalities. 
LEMMA 3.0. Let (X, 3E, p) be a finite measure space, and let P be a 
standard Poisson process over (X, 3E, CL). Let M be a space, and let 9JI be 
a Boolean o-algebra of subsets of M. Let T : X -+ M be a measurable 
transformation, let & be a measurable function on M, and let 
$(A) = ST-l(A) Q dp for all A inn. Suppose that for n = 1, 2, 3,..., l7, 
is a partition of M into n elements of W such that 
pi [In? p[T-l(A)]] = 0. 
Then for any h > 0, #{A E IIn’: #(A) > h) and #{A E II * $(A) > h} 
converge in probability to P({x : Q(x) > h}) and P({xm: *Q(x) a>}), 
respectively, as n --f 00. 
Proof. As in section 2 we realize the process P on Sz = 2x, the 
space of all subsets of X. For A in 17, we see that the probability 
that w in J2 has more than one element in A must be less than 
&(A)12. Accordingly, the probability p, that w has more than one 
element in common with some member of fin must satisfy 
Pn B ; c [PC-4)12 
AEI7” 
Hence p, converges to 0 as n + co. Thus for almost every w, there 
exists a constant N(w) such that 
[P(T-~(A))](W) = #(w n T+l)} < 1 
whenever A E 17, and n >, N(w). So for n > N(w) 
#{A E 17, : [/&4)](w) > A} = #{.Y E w : Q(x) > A} 
= [P(h : !a4 > Wl(w>* 
So #{A E 17, : #(A) > h} converges to P({x : Q(x) > X)) almost 
everywhere, and hence in probability. The second convergence 
statement is proved by replacing “ >” by “ a” in the above argument. 
LEMMA 3.1. Let (X, 3E, p) be a measure space, and let P be a 
standard Poisson process over (X, X, CL). Let M be a space, and let %I be 
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a Boolean u-algebra of subsets of M. Let T : X -+ M be a measurable 
transformation, let Q be a square integrable function on X such that 
[ Q 1 < h, < h, < 1, and let z/(A) = JT-qA) (Q dP - Q dp) for all A 
in IDZ. Suppose that for n = 1, 2, 3,..., lLfi is a partition of M into n 
elements of !%II such that 
lim fnF 
n-m Ll J‘ ” T-‘(A) 
Q’ dp] = 0. 
Then the probability p, that #(A) > h, for some A in IT,,, converges to 0 
asn-+ 00. 
Proof. Clearly 
P, < C [prob that #(A) > &I. 
AErr, 
But by a result in [l] on triangular arrays (namely, relation (7.12) on 
p. 552 of chapter XVII) this sum converges to 0 as n + CO. 
LEMMA 3.2. Let (M, ‘9JI, v) be a finite measure space, and let Z,/I be a 
normal Wiener process over (M, ‘%I) such that #(A) has mean 0 and 
variance v(A) f or each A in !DI. Suppose that fw n = 1,2, 3 ,..., I& is a 
partition of M into n elements of 9.I such that 
lii [$F v(A)] = 0. 
n 
Then for any E > 0 the probability p, that 1 $(A)[ > E for some A in lT, 
converges to 0 as n -+ co. 
Proof. So long as n is large enough so that e2/v(A) > 1, for A in l7,, 
we may estimate p, as follows: 
2% G &T AFn exp[-•r2/2v(A)] 
” 
Hence p, converges to 0 as n 3 00. 
COROLLARY 2. In the notation of the proposition 4 fw h > 0, 
P({x : Q(x) > A}) = Iii. [l?+zup #(A E n, : #(A) > A + S}] 
where the limits are limits in probability. 
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Proof. Using the proposition we have 
2% [l$yp #{A E aa : VW) > x + S>l 
< Wx : Q(x) > W 
= lii P({x : Q(x) >, X + 26)) 
< lii [li:-Ff #{A E II, : #(A) > A + S>] 
< 9% [ly*yp #iA En,: $(A) >, x + 81. 
If # and $r are strongly isomorphic Wiener processes and 5 is a 
measurable random variable relative to #i we shall also way that 4 is 
measurable relative to I/J. The following result will be referred to as 
the Ito measurability theorem. 
THEOREM 2. Let 4 be a continuous Wiener process over a space 
(M, 9.X). Let # z &,, @ $J be the Levy-Khintchine decomposition as the 
direct sum of a normal process & and a jump process lcIJ . Suppose that 
fiJ has associated counting process P. Then the values of P, t,h, and $N 
are all measurable relative to #. 
Proof. As in section 1 we take the structure space of #, to be 
M x R* with R* = R - (01. Then the measure algebra 3E on M x R* 
is the smallest for which T and Q are measurable, p is the structure 
measure, and P is a Poisson process over (M x R*, 3, CL). To establish 
the theorem it is enough to show that P(A) is measurable relative to 
& @ J,!J~ for each A of finite p measure since the measurability of 
values of 4, and & follow. 
Let the variance of tiN be v and the mean be m. By proposition 2 
the measures v, m, and p are all nonatomic. Consequently, the 
hypothesis of proposition 4 applies to & @ +, . It follows from 
corollary 2 that the values of P on all sets Q-l@, co), with h > 0, are 
measurable with respect to z,ij. On replacing IJ by --J/J the same argu- 
ment shows that the values of P on sets Q-‘( - co, --A) with h > 0 are 
measurable. Again for each A in!N, when we apply the same argument 
to # restricted to A, we see that P is measurable relative to # on all 
sets of the form T-l(A) n Q-‘(B) where B is (- 00, -X) or (h, ‘x)) 
and h > 0. 
LetX,=Mx [(- CD, - 1 /n) u (l/n, co)]. Then P is measurable 
relative to IJ on all subsets of X, of the form F(A) n Q-l(B). We 
see that on the ring that these subsets generate, P must have 
measurable values; hence P must also have measurable values on the 
smallest monotone class containing this ring. This is just the set of all 
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members of X which lie in X, . Now suppose that B is any subset of 
X with finite p measure. Let B, = B n X, . Since P is countably 
additive P(B,) converges to P(B) as n + ok. It follows that P(B) is 
measurable relative to 4. 
4. APPLICATION TO SPLITTABLE DISTRIBUTIONS ON HILBERT SPACE 
To integrate over a topological vector space V of infinite dimension 
it is sufficient to specify the properties, with respect to integration 
theory, of a sufficiently large class of functions on V. A collection of 
linear functions which forms a dense linear manifold in the dual V* 
of V will do. This is the point of Segal’s definition of a weak distribu- 
tion on Hilbert space given in [3] and [4]. 
Let H be a real Hilbert space and let D be a dense linear manifold 
in H. By a weak distribution on H with domain D we shall mean a 
linear map m from D to random variables. In other words, for each y 
in D we associate the function LJx) = (x, y) on H with the random 
variable m(y). It is convenient to require some continuity in the map m. 
We will suppose that if a sequence {yJ in D converges to y in D then 
m(y,) -+ m(y) in measure. Then m can be extended uniquely to a 
closed distribution on a linear manifold D’ > D; by which we mean 
that if a sequence {yn} in D’ converges to y in H and m( yn) converges 
to a random variable f, then y is in D’ and m(y) = 5. 
The ideas of the support of a weak distribution m and of mea- 
surability relative to m are the analogs of those for Wiener processes. 
Similarly if rni and mz are weak distributions with the same domain D 
we define weak equivalence m, z m2 ; and strong equivalence m, 2 m, 
to be the analogs of the corresponding definitions for Wiener processes. 
For present purposes the most important example of a weak distri- 
bution on a real Hilbert space H is the standard normal distribution N. 
The domain is H itself and N is characterized up to strong equivalence 
by the properties: (1) For each x in H, N(x) is normally distributed 
with mean 0 and variance I( x (12; and (2) if x and y are orthogonal 
vectors in H then N(x) and N(y) are stochastically independent. 
By a continuous spectral measure on H we shall mean a maximal 
abelian family of projections CZ such that E - {0} is without minimal 
elements. A weak distribution m on H with domain D is split by (5, 
provided P(D) C D for each P in C%, and m(Px) and m[(1- P).x] are 
stochastically independent for each x in D and P in 6 For example, 
the standard normal distribution N is split by every continuous 
spectral measure. From now on we will fix on one continuous spectral 
measure E and say that m is continuously splittable if it is split by E. 
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In formulating the next proposition we shall use the following 
concepts. A weak distribution m on H will be called singular if all its 
values m(X) are infinitely divisible and if under the Levy-Khintchine 
decomposition each m(x) has normal part with variance 0. If m, and m2 
are weak distributions on H with domains D, and D, , respectively, 
and if D, n D, is dense in H, then by m, @ ma we shall mean the 
weak distribution with domain D, n D, which is defined as follows: 
for i = 1 and 2 let the values of rnr be functions on the probability 
space sZi ; the function (m, @ m2)(x) is to be that function on Q1 x Sz, 
whose value at (wr , w2) is m,(x)(q) + m$(x)(w.J. Finally, if m1 P m2 , 
a random variable measurable relative to m2 will also be referred to as 
measurable relative to m, . 
PROPOSITION 5. Let H be a real Hilbert space. Let m be a continuously 
splittable distribution over H with domain D. Then there exists a non- 
negative self-adjoint operator A on H and a continuously splittable 
singular distribution S so that m is strongly isomorphic to the restriction 
of N * A @ S to D, where N denotes the standard normal distribution 
on H. Further A is unique, as is the closure of S to within strong equiva- 
lence. Finally all values of both N and S are measurable relative to m. 
Proof. We will say that x in H is cyclic relative to & when we 
mean that {Px : P E %} is dense in H. We can always write H = @ x H, 
such that each H, has a cyclic vector x in D. Accordingly there is no 
loss in supposing that there is a cyclic vector x in D and we shall do so. 
When we apply the spectral theorem to H and (3, we see that we 
may assume that H is L,(M) where (M, ‘3X, p) is a finite measure space 
with nonatomic measure p, that x is just the function 1 on M, and 
that @ is the set of all multiplication operators which arise from 
characteristic functions of sets in ‘9X. If P in & corresponds to A in W 
we define #(A) = m(Px). It follows from corollary 2 of [5] that I/J is a 
continuous Wiener process over (M,!JJI). From the continuity of m 
we see that for f in D, m(f) = S f d#. Thus the process # determines 
the distribution m completely. 
Let # & #N @ #J be the Levy-Khintchine decomposition of 1,4. 
Suppose that #N has variance v and mean m. Since, for A in +%I, 
p(A) = 0 implies that #(A) = 0 and hence that v(A) = 0, we see 
that v is absolutely continuous relative to p. Let A be the self-adjoint 
operator on L,(M) which corresponds to multiplication by dv/dp. 
Form the distribution N * A on H. Then #N - m is strongly iso- 
morphic to the Wiener process that results when we restrict N * A to 
the characteristic functions of 9J1. Let q& = 4, + m and let 
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S(f) = If 4s * Th en it may be seen that m is strongly isomorphic 
to the restriction of N * A @ S to D. The uniqueness of this decompo- 
sition follows from the uniqueness of the process 4 and the uniqueness 
part of the Levy-Khintchine theorem. The measurability of S and N 
follows from the Ito measurability theorem. 
5. TRANSLATIONS 
Let # be a Wiener process over (M, %X) and let 7 be a signed 
measure on !R Then we will call # + T the translate of # by T. 
Similarly, if m is a weak distribution over H with domain D, and 
L is a linear function on D, then the map on D which sends x to 
m(x) + L(X) will be called a translate of m. 
PROPOSITION 6. Suppose that # is a continuous Wiener process, 
that 9 2 & @ #, is its Levy-Khintchine decomposition as the direct 
sum of a normal process #N and a jump process #J , and that #N has 
variance 0. Let 9 + T be the translate of 4 by the signed measure r. 
Then a necessary and su$ici>nt condition that 4 and $J + 7 be weakly 
isomorphic is that T be absolutely continuous relative to v and that 
J (dr/dv)2 dv < CO. When it exists, the weak isomorphism $ f 9 + r 
leaves the values of 16/ elementwise$xed. 
Proof. Suppose that # 2 # + r. Then # + r is a continuous 
Wiener process as is (4 + 7) - 9 = T. Thus T is nonatomic. Let 
$N’ @ IG,’ be the Levy-Khintchine decomposition of + + 7. We 
choose M x R* with R* = R - {Oo> as our structure space and 
let P and P’ be the counting processes for #, and #$’ respectively. 
The arguments of Proposition 4 and Corollary 2 applied to #, 4 + T, 
-4, and -($ + ) h T s ow that P and P’ agree on sets A x (X, 00) 
and A x (- co, -A) for A in ‘9X and h > 0. Hence P = P’ every- 
where and 4,’ = #J. In other words, the weak isomorphism which 
carries # to * + T leaves the values of lclJ fixed. It follows that 
&’ = & + 7. Thus & Z & + T. Th ere is no loss in restricting to 
the case when the mean of #N is identically 0, since $N z tjN + T is 
equivalent to tjN - m 2 $N - m + T. The result now follows from 
Lemma 5.1 below. 
In the proof of Lemma 5.1 we will need the idea of additive 
splittability which was given in [S]. We will say that a random variable 
6 is additively splittable relative to a Wiener process # over (M, 92) 
if, for each A inZR, 5 = [(A) + KM - A) where k(A) and [(M - A) 
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are measurable relative to the supports S(A) and S(M - A), respec- 
tively. 
LEMMA 5.1. Let #N be a normal Wiener process on (M, 9X) with 
mean 0 and variance v. Let T be a signed measure on 92. Then for 
#r, 2 #N + T it is necessary and su$icient that T be absolutely continuous 
relative to v and that J (dT/dv)2 dv < ao. 
Proof. We associate a version of the standard normal distribution 
N on L,(M, v) with $N by defining N(f) to be Jf G!#~ . 
Suppose that T < a and J (dr/dv)2 dv < co. Let g = dr/dv. Then 
g is in L,( M, v). The translation #N ---t #N + T extends to N -+ N + L, 
on N where L,(f) = (f, g). Th is t ranslation extends to a weak iso- 
morphism and in fact the Radon-Nikodym derivative is just 
exp[-N(g) - i Jg2 dv]. 
Suppose conversely that #N 2 #N + T. If the isomorphism is 
denoted by 01, there will be a unique random variable v > 0, the 
Radon-Nikodym derivative, such that for each random variable 4, 
which is measurable relative to #N and of finite expectation, both 4 
and a(S) . 7 have the same expected value. It follows that log(q) will 
be additively splittable relative to tJN . Hence by Corollary 6 of [5] 
log (7) is a constant plus J h dz,4N with h in L,(M, v). Now consider 
the translate #N + T’ of 4, where T’(A) = JA h dv. By the preceding 
paragraph flN z lCIN + 7’ and the Radon-Nikodym derivative is 
exactly 7. Thus #N z #N + (T - 7’) and the Radon-Nikodym deriva- 
tive is exactly 7. Thus #N z #N + (T - T’) and the Radon-Nikodym 
derivative is 1. Hence #N(A) and $N(A) + T(A) - T’(A) have the 
same expectation for each A in!IX Therefore T’ = 7 and 7 = sA h dv. 
The property of distributions on Hilbert space which replaces the 
invariance under translations of Lebesgue measure in Euclidean 
space is quasiinvariance. If m is a weak distribution on H we will say 
that m is quasiinvariant if there is a dense linear manifold K in H 
such that for all a in K, m 22 m + L, where L,(x) = (x, a). Proposi- 
tion 5 and 6 above have the following consequence. 
COROLLARY 3. Let H be a real Hilbert space. Let m be a continuously 
splittable weak distribution on H with domain D. Let N * A @ S be the 
canonical decomposition of m given in proposition 5. If 01 is a weak 
isomorphism of m which maps m to a translate m + L then (Y leaves all 
the values of SJixed. A necessary and sujicient condition that m be quasi- 
invariant is that 0 does not lie in the point spectrum of A. 
Proof. We adopt the notation used in the proof of proposition 5. 
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In particular x is in D and cyclic relative to @; and L,(M, 9X, p), 
*+&Oh o, and m are as in the proof. By proposition 6 the weak 
isomorphism 01 mapping m to m + L must leave the values of 
#s = #, + m fixed. Hence 01 leaves all values of S fixed. It follows 
that a necessary and sufficient condition for m to be quasiinvariant is 
that N * A be quasiinvariant. But N . A is quasiinvariant unless 
A = 0 on a space of positive dimension. 
A key property of the real line R relative to Lebesgue measure is 
that translations are ergodic. This same idea can be used to define 
ergodicity of a family 5 of weak isomorphisms of a weak distribution 
m on Hilbert space. We shall say that the members of 5 act ergodically 
whenever the only random variables measurable relative to m which 
are invariant under all members of 3 are the constants. 
THEOREM 3. Let H be a real Hilbert space. Let m be a continuously 
splittable quasiinvariant distribution on H with domain D. Then a 
necessary and suficient condition for translations to act ergodically on m 
is for m to be everywhere normal. That is, m is the restriction to D of a 
translate of N o A where N is the standard normal distribution, and A is 
nonnegative self-adjoint without point spectrum. 
Proof. By corollary 3 the translations cannot act ergodically on m 
unless the values of the. singular part S are constants. But then m has 
the form given by the theorem. It remains to show that translations 
act ergodically on N 0 A. This follows from Lemma 5.2 below. 
LEMMA 5.2. Let H be a real Hilbert space. Let N be the standard 
normal distribution on H. Then the translations by elements of a dense 
linear manifold K of H act ergodically on N. 
Proof. Let N be realized so that it takes its values on the space Q 
with probability measure CL. For each x in K let 01~ be the weak 
isomorphism induced on N by translation through x. The Radon- 
Nikodym derivative of az is just exp[-N(x) - i(x, x)]. In proving 
the Lemma it is sufficient to consider random variables N, which are 
characteristic functions of events. Suppose that EJNJ = N, for all x 
in K. Then 
It follows that 
JA exp[--NM dtL = ~(4 s, exp[-W)ld~. 
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Consider the set S of functions f on J2 such that IA f dp = p(A) Jn f dp. 
We have shown that S contains exp[--N(x)] for any x in K. Thus S 
also contains their linear span. But S is closed under convergence 
in L, and hence contains L,(Q). In particular X, is in S. Thus 
p(A) = Pi and p(A) is 0 or 1. Thus N, = 0 or 1. 
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