Introduction
Lexical processing is one of the most studied phenomena in adult psycholinguistics. Participants in these studies are often presented pictures to name. While picture naming most likely involves both serial and interactive feedback processing, there is nearly universal agreement that it is a staged process in which lexical concepts are generally identified before corresponding phonemes and phonological forms are retrieved (Caramazza and Miozzo, 1997; Levelt et al., 1999 Levelt et al., , 1998 Sahin et al., 2009; Schmitt et al., 2000) .
the Levelt-Roelofts-Meyer model (henceforth LRM model) is one of the most influential accounts of lexical processing, timelines for its various components are unspecified. Moreover, investigations of this aspect of the model resulted in only mixed findings.
Early studies devoted to this line of research were inferential analyses of existing behavioral, neuroimaging and electrophysiological data. For example, Indefrey and Levelt (2004) completed a meta-analysis of 82 word-production and 26 auditory-perceptual studies that directly and/or indirectly targeted one or more stages of the LRM model. Their observations suggest that conceptual processes might take place from 0 to about 150-175 ms following picture presentation. Lexical access, phonological code retrieval, and syllabification, on the other hand, were noted to have occurred between 175 and 250 ms, 250 and 333 ms, and 330 ms and 455 ms, respectively. Indefrey (2011) similarly estimated that lexical access might occur around 200 ms, whereas phonological code retrieval, syllabification, and the upper boundary of phonetic encoding take place around 275 ms, 355 ms and 455 ms post-picture onset, respectively.
These data point to late onset of phonological code retrieval. However, it is important to note that phonetic encoding might start as soon as the first phonological syllable has been processed. This possibility implies that there might be an overlap in the time course for phonological and phonetic processes especially in multi-syllabic words. In their recent magnetoencephalography (MEG) study, Miozzo et al. (2014) similarly found that phonological and semantic processing occurred simultaneously in the left hemisphere around 150 ms (but see also Valente and Laganaro, 2015) .
This finding indicates that phonological code retrieval may actually occur earlier than previous studies suggest (Indefrey, 2011; Indefrey and Levelt, 2004) , but it is inconsistent with the findings of some recent investigations. For example, Perret and Laganaro (2012) examined the ERP time course of writing and speaking in 22 adult French speakers. The participants were presented 120 pictures in each condition to name. During the speaking condition, they were told to name the picture verbally as rapidly and as accurately as possible. Similarly in the handwritten condition, they had to write the name of the picture quickly and accurately. No differences were observed in outcomes for the two conditions up to 260 ms post-picture onset. However, different electrophysiological spatial configurations in the two naming conditions were observed between 260 and 600 ms. Specifically, speaking which was the only task that required encoding of phonemes elicited larger N2-type responses than writing, suggesting that it may have directly accounted for the divergence in the outcomes for the two conditions.
A similar finding was reported by Laganaro et al. (2013) . These investigators examined ERP responses during picture naming and word reading in 8 adults with impaired phonological-phonetic encoding abilities and 16 healthy controls. ERP amplitudes and global topographies began to differ for the two subject groups around 330 and 400 ms during the reading and the picture-naming tasks, respectively. Since the disordered participants were phonologically impaired, it is reasonable to assume that they would experience difficulty in performing any phonology related task. The divergence of their outcomes from normal between 330 and 400 ms may therefore be an indication that this interval was the period during which phonological-phonetic encoding occurred in the healthy participants.
It appears that the differential findings indicative of early versus late onset of phonological code retrieval might have part of their basis in methodological factors. Miozzo et al. (2014) , whose data indicated early onset effect, attributed their results to sensitivity of the technique employedapplication of multiple linear regression analysis to MEG data. Previous ERP studies typically used phoneme monitoring Go/No Go tasks, which elicit N2/N200 or lateralized readiness potential (LRP). Go/No Go tasks provide important initial information about accessibility of phonemes, but they also involve interplay of other cognitive processes that could potentially confound results. For example, these tasks require participants to judge whether a specific sound begins a word or a syllable. Their successful performance therefore depends in part on ability to process multiple information such as those on which phonological and semantic decisions are based (Camen et al., 2010; Hanulová et al., 2011; Jescheniaket al., 2002; Neumann et al., 2009; RodriguezFornells et al., 2002; Schmitt et al., 2000; Turennout et al., 1997 Turennout et al., , 1998 Zhang and Damian, 2009 ). Thus, their reliability as a source of information about the time course of phonological code retrieval is unclear.
Studies show that consonants have phonological properties (Luche et al., 2014 ) that make them enhance lexical processing more than do vowels (Creel et al., 2006; Hochmann et al., 2011; Nespor et al., 2003) . For example, Havy et al. (2014) found that pseudo-words that differed from distractors by one consonant were easier for their French speaking adult subjects to identify compared to similar stimuli that differed by one vowel. Consonant bias has also been observed in ERP N400 responses elicited by lexical decision task (Carreiras et al., 2007) . Furthermore, it has been demonstrated that primes, which share the same consonant with a target facilitate word recognition better than primes made up of the same vowel as the target (e.g., Lee et al., 2002; New and Nazzi, 2014) .
Similar to these data, observed behavioral and/or electrophysiological responses are often dependent on type of stimulus and its presentation to participants (Abdel Rahman and Sommer, 2003; Miozzo et al., 2014) . Examination of effects of different lexical segmental compositions on behavioral and electrophysiological data might therefore yield information that can provide clues about the time course of phonological code retrieval. We explored this hypothesis by using an approach grounded in distinctive feature theory (Jakobson et al., 1952; Ladefoged, 2007) . Below is a brief outline of the theoretical background to this approach.
1.2.
The present study
It is believed, at least in generative phonology, that distinctive features form the functional basis of phonological systems (e.g., Chomsky and Halle, 1968) . They permit categorization of speech sounds that undergo the same phonological rule. The sounds that belong to the same phonological category are considered to form a natural class.
Major class features include manner and place of articulation. Manner features (used mostly for consonants) delineate the interaction of articulators for the production of a sound. For example, they distinguish liquids from oral stops. Liquids are vowel-like sounds that are produced with a narrower vocal tract constriction than true vowels (Bleile, 2014; Shriberg and Kent, 2013) . By contrast, the production of oral stops is characterized by a complete closure and consequent temporary interruption of airflow at a point in the vocal tract. The interruption results in built-up pressure followed by release of the closure. There are two liquids (lateral /l/ and rhotic /ɹ/) and 6 oral stops (/p, b, t, d, k, g/) in English. Related to phonological naturalness is the notion of markedness. A consonant is considered marked if it is complex or has irregular distributional pattern in a language. Marked sounds are presumed to require the storage of more distinctive features in their phonological representations compared to simple or regular sounds, which are considered to be unmarked. Liquids are complex or marked sounds. They are acquired late by children presumably because they are difficult to produce (Bleile, 2014; Goldman and Fristoe, 2000; Maddieson, 1984; Poole, 1934; Sander, 1972; Shriberg, 1993; Shriberg and Kent, 2013; Templin, 1957; Wellman, 1931) . They also have limited distribution in the world's languages (Gierut, 2001 (Gierut, , 2007 Greenberg, 1975) . By contrast, oral stops are unmarked in part because nearly every language has at least one of them. They are relatively easy to produce and are typically acquired early by children.
The comparative features for liquids and oral stops suggest that these speech sounds might affect lexical processing differentially. Words with initial liquids may be more difficult to access and produce during picture naming compared to those beginning with oral stops. The purpose of the present study was to determine whether consonant class influences phonological code retrieval. If this stage of lexical processing is affected by consonant type, then participants should demonstrate electrophysiological and/or behavioral differences for words beginning with liquids and stops. Specifically, liquids should elicit larger ERP responses than stops since they are phonologically complex or marked. Also, given that the complexity of a consonant has implication for motor planning and execution, words beginning with liquids should require longer response times compared to those with initial stops. Table 1 shows accuracy and verbal response time data for the subject and the item analyses.
Results

Behavioral results
Object naming accuracy
Participants labeled pictures beginning with liquids and stops with a high level of accuracy. There was no significant difference between the accuracy of labels beginning with the two consonant types in the subject (F 1 ) analysis (p4.20) or the item (F 2 ) analysis (p4.66).
Verbal response time
The subject analysis indicates that object labels beginning with stops elicited faster verbal response times compared to those with initial liquids (F 1 (1,33)¼ 6.930, po.02, η 2 ¼.174).
This effect was not observed in the item analysis (p4.16). b r a i n r e s e a r c h 1 6 3 5 ( 2 0 1 6 ) 7 1 -8 5 LF¼ FC¼ RFoLC¼ RCoCPoLP¼RPoO). Furthermore, a general trend of more negative-going ERP responses was observed over frontal electrode locations whereas more positive-going ERP responses occurred over posterior scalp areas. No Consonant class Â Electrode group interaction was found.
ERP results
2.2.3. Cluster permutation analyses 2.2.3.1. Consonant class. Cluster-level mass permutation procedure encompassing both early and late onset phonological processing time windows (150-400 ms) was applied to the data in order to determine the precise time course of phonological code retrieval of picture names beginning with liquids and stops. The results of this test are displayed in a raster diagram in Fig. 3 . There was one significant broadly distributed cluster that began at 293 ms and ended at 371 ms. Thus, all differences were found to be within the late onset phonological processing time window. No difference during the early onset time period was observed. Consonant class differences were fairly prominent across the entire scalp (i.e., they were not localized to one hemisphere or midline). This was consistent with the amplitude results that indicated no Consonant class Â Electrode group interaction.
Word frequency.
Cluster permutation analyses of the frequency data showed varied results. The high frequency and the combined high versus low frequency analyses revealed no significant clusters. However, visual inspection of the high frequency data indicates that the liquids elicited slightly larger N2 responses than did the stops (Fig. 4A ). By contrast, the low frequency data showed two significant broadly distributed clusters. One began at 187 ms and ended at 254 ms; the second began at 280 ms and ended at 400 ms, which is the boundary of the analysis window (Fig. 5) . Liquids in the low frequency data elicited larger N2 responses than did stops in both time windows (Fig. 4B ). Thus, consonant class differences were found across nearly the entire 250 ms analysis window, which represents both the proposed early (Miozzo et al., 2014) and late (Indefrey, 2011; Indefrey and Levelt, 2004) phonological processing time windows.
Discussion
This study examined electrophysiological and behavioral indices of phonological code retrieval during picture naming in English-speaking adults. The initial consonant of each picture label was either a liquid (lateral /l/ or rhotic /ɹ/) or a stop (/b/ or /d/). Unlike accuracy (and to some extent reaction time) measures, ERP N2 responses differed significantly according to stimulus initial consonant class. Picture labels with initial liquids elicited larger N2 responses compared to those with initial stops for the time period of 293-371 ms post-picture onset (no differences were found prior to and after this time period). These electrophysiological outcomes suggest that consonant class may influence the retrieval of phonological codes. b r a i n r e s e a r c h 1 6 3 5 ( 2 0 1 6 ) 7 1 -8 5 3.1.
Neural evidence for sound complexity
Large ERP responses may be a reflection of a high level of neural involvement during task performance (Otten and Rugg, 2005) . The finding that N2 responses for picture labels beginning with liquids were larger than those for words with initial stops provides neural evidence in support of the notion that phonemes vary in terms of their distinctive feature composition and complexity. The retrieval of words beginning with liquids may require recruitment of more neural resources compared to the case for words with initial stops. This interpretation is supported by the results of the frequency analysis. Low frequency words with initial liquids elicited larger N2 responses than did their stop counterparts over two extended time periods (187-254 ms and 280-400 ms). Results of the analysis of the combined data for labels beginning with the two consonant types, on the other hand, showed no difference between high versus low frequency words. These findings are consistent with the view that phonological encoding of liquids requires more neural resources compared to the case for stops. They suggest that consonant class rather than word frequency may have driven the observed response differences. However, given that phonetic processing overlaps with phonological encoding, the current data may also be related to motor planning and/or execution of speech.
It is possible that monosyllabic and multisyllabic words elicited different ERP effects. This possibility was examined by comparing the one-syllable words to the multisyllabic words (two-and three-syllable) in both stimulus types. Repeated measure, two-tailed cluster-based permutation tests revealed no significant syllable length difference for the words in each stimulus category, although there were some variations in the ERP responses due to the small number of trials (Fig. 6 ). When the one-syllable words from each stimulus category were combined and compared with all of the multisyllabic words, the ERP waveforms were nearly identical, suggesting that syllable length differences may have no influence on the phonological processing time windows. The absence of syllable length effect supports the decision to collapse ERP responses across all words. It suggests that the phonological encoding differences in the overall ERP responses might be an effect of word initial consonant rather than syllable size.
The present ERP data therefore provide the first documented evidence in support of the conceptualization of the phoneme as a bundle of distinctive features. These data suggest that phonological representation might consist of stored distinctive features, and that complex or marked phonemes might require more mental effort for their production and/or perception compared to the case for their simple or unmarked counterparts.
Early vs. late phonological code retrieval
Two different ERP measures provide converging evidence for the timing of phonological processing. In the peak amplitude measures, significant differences were observed in the late N2 peak, but not the earlier P2 peak. Moreover, the cluster permutation analysis indicated an approximately 80 ms time period during which words beginning with liquids and stops elicited different ERP responses (293-371 ms post-picture onset). Thus, the observed timing differences are consistent with the late onset phonological processing effect proposed by Indefrey and Levelt (2004) and Indefrey (2011) . An alternative interpretation is suggested by the long verbal response times. These data may be an indication of extended time course for each stage of the processing of the stimuli including phonological code retrieval. The long time course can result from prolonged overall neural activation. This possibility implies that the processing of phonological 
information within the time window of 293-371 ms is relatively early rather than late.
1
One problem with this interpretation is the implication that ERP outcomes are dependent on the timing of verbal responses. Phonological form encoding has been shown to be a fairly automatic process (Ferreira and Pashler, 2002) . In particular, there is lack of modulation between its time window and the speed of production (Laganaro et al., 2013) . The verbal response times demonstrated by participants in some recent picture naming studies Perret and Laganaro, 2012; Strijkers et al., 2010) are much faster than those in the current study. Yet ERP waveforms displayed by participants in these studies and the current investigation have similar morphology.
It may be that the extended time window for the verbal responses had methodological rather than theoretical basis. Perhaps calibration of the voice key was faulty. A poorly calibrated voice key can lead to large amounts of variation in response times (Plant and Quinlan, 2013) . A delay in the transmission of participants' responses could also stem from the computer sound card to which the voice key was connected. Other potential sources of this outcome include stimulus presentation software, the ActiveTwo ERP recording software program, and/or ERPLAB (Luck and Lopez-Calderon, 2012 ) data analysis software program. Exploration of these possibilities in future research is warranted.
To ascertain whether there was a transmission delay, latencies of participants' verbal responses were measured. A new group of 10 female undergraduate native speakers of English (aged 20-25 years) was recruited to participate in a separate experiment for this purpose. This experiment was necessitated by a need to conduct the measures offline rather than do so online with the voice key. Apart from the calibration problem mentioned above, the voice key has a limited ability to capture verbal response times reliably. It can, for example, be activated by participant activities such as breathing and touching that are not necessarily related to target responses (see also Section 3.3 below). Given that signals for different activities are indistinguishable, there is a potential for error when the timing of verbal responses is measured online with voice key.
Similar to the original experiment, the new participants were presented the stimulus pictures to label. However, unlike the case for the previous approach, each picture onset was marked with an audible click, which was audio-recorded together with the participants' verbal responses. The temporal gap between the onset of the click and the response was then hand-measured. Results showed that on average, median response times for stop-initial and liquid-initial words were 745 (SD¼ 171) ms and 740 (SD¼191) ms, respectively, which were 381 ms and 416 ms faster than those calculated by ERPLAB (Luck and Lopez-Calderon, 2012 ).
These findings not only support the possibility of a delay in response transmission in the original experiment, but they are also consistent with the latencies reported by previous studies Perret and Laganaro, 2012; Strijkers et al., 2010) . It is important to note, however, that unlike the case for ERP data that are generated automatically, verbal response latency in picture naming may be influenced by a number of factors including attention and motor control. Whether the relatively large variability in the current data is related to task difficulty or the mechanism(s) underlying participant performance is unclear. Uncertainties like these call for caution in interpreting verbal response time data such as the above. The need for exploration of this aspect of picture naming in future research cannot be overemphasized.
3.3.
Behavioral effects of sound complexity
It was hypothesized that words beginning with liquids would require longer response times than those with initial stops. The subject based analysis indicated that verbal response times for picture labels beginning with liquids were significantly slower than those for words with initial stops. One possibility is that the complexity of liquids made it difficult for participants to quickly retrieve or produce words beginning with these consonants. Although this interpretation is consistent with the ERP data, its validity is questionable given the outcome of the item analysis. Unlike the subject-based analysis, the item analysis indicated no difference between Fig. 2 -View of three mid-line electrodes (FCz, Cz, CPz) showing P2-N2-P3 peaks in the ERP waveform. Fig. 3 -Raster diagram illustrating differences between ERPs elicited by object labels beginning with liquids and stops. Black rectangles indicate electrodes/time points in which the ERPs for liquids are more negative than those for stops. The color scale indicates the size of the t-test result: The darker the color, the higher the level of significance. Note that the electrodes are organized along the y-axis somewhat topographically. Electrodes on the left and right sides of the head are grouped on the figure's top and bottom, respectively; midline electrodes are shown in the middle. Within those three groupings, y-axis topto-bottom corresponds to scalp anterior-to-posterior. One outcome was apparent: a broadly distributed effect from 293-371 ms, signifying the time period during which object labels beginning with liquids elicited larger N2 responses than did those with initial stops. The smallest significant t-score was: t(33) ¼ À2.037, po.03, which had a test-wise alpha level of 0.0497. Fig. 4 -Mid-line electrode responses to words with initial stops and liquids that had high (A) and low (B) frequencies. In the high frequency analysis, cluster-based permutation tests revealed no significant consonant class effect between 150 and 400 ms, although visual inspection indicated that words with initial liquids elicited larger N2 responses than did stops. By contrast, significant and extended consonant class effects for the low frequency words beginning with liquids were indicated. These words elicited significantly larger N2 responses across nearly the entire 250 ms analysis window. Responses to words with initial liquid and stop consonants were also combined into the third set of waveforms to examine overall frequency differences (C). The ERP waveforms revealed no statistical differences between high and low frequency words.
verbal response times for words beginning with stops and liquids. This discrepancy suggests that rather than being a reflection of varied levels of effort in encoding stops versus liquids, the differential verbal response times for the words beginning with the two consonant types might be an indication of individual differences that are specific to the stimuli used. This possibility is supported by outcomes of the voice key measures. Although the Cedrus SV-1 voice key has capacity to record responses with 1 ms resolution, its overall timing
Fig. 5 -Raster diagram illustrating differences between ERPs elicited by low frequency words with initial liquids and stops.
Two broadly distributed significant clusters were identified from 187 to 254 ms and from 280 to 400 ms. During these periods, words beginning with liquids elicited larger N2 responses than did their counterparts with initial stops. The smallest significant t-score was: t(33)¼ À2.035, po.02, which had a test-wise alpha level of 0.0499. Fig. 6 -Mid-line electrode responses to one-syllable and multisyllabic words beginning with (A) stop and (B) liquid consonants. Some variation was observed in the ERP waveform for liquid and stop consonants. Cluster-based permutation tests indicated no significant syllable-length effects during the proposed phonological processing time windows (150-400 ms). Due to the small number of trials, responses to one-syllable and multisyllabic words with initial liquid and stop consonants were also combined into the third set of waveforms (C). The combined ERP waveforms had no statistical differences.
accuracy can be affected by participant differences. In the current study, participants who were soft-spoken exhibited fewer than expected voice key responses as some of their productions failed to register. On the other hand, those whose speech productions were staccato-like showed many voice key responses that may have been triggered by each consonant onset and/or release.
Clinical implication
The current findings have implications for clinical speechlanguage pathology, particularly speech sound production impairment. If it is confirmed that phonological retrieval of different sounds yields differential neural response patterns, that might provide a basis for understanding the scientific and clinical nature of this disorder. Behavioral and/or electrophysiological tests could be administered pre-and posttreatment to explore neural changes that occur secondary to therapy. Such evaluations could possibly lead to identification of different sub-groups of patients with the disorder. For example, some patients may have difficulty retrieving phonological information and/or its production. Others may have only speech production problems. Studies of adults and children with different kinds of communication disorders are warranted to explore these possibilities.
Limitations
To our knowledge, this is the first study to examine the effect of consonant complexity on phonological code retrieval. The experimental task was designed to be simple enough to allow its successful completion using minimal effort. Consequently, it has a limited number of stimuli compared to previous MEG and ERP studies (Aristei et al., 2011; Costa et al., 2009; Laganaro, 2014; Laganaro and Perret, 2011; Levelt et al., 1998; Maess et al., 2002; Perret and Laganaro, 2012; Strijkers et al., 2010) . The relatively small number of stimulus words (40 with initial liquids and 42 with initial stops) could have led to a poor signal-to-noise ratio. On the other hand, participant fatigue could be a factor if the number of stimuli was increased. Even with only 116 words (82 stimuli and 34 filler trials), the participants required up to fifteen minutes to complete the task. The recruitment of 34 participants was intended to address the potential signal-to-noise problem (there were 10-24 more participants in this study compared to those listed above). However, whether this approach resolved the problem completely is unclear. Also, in line with the objective of determining whether consonant class influences phonological retrieval, object labels were controlled across multiple lexical and phonological variables, including age of acquisition, density, and syllable length. On the other hand, phonemes in the picture labels except those at word initial positions were uncontrolled. It is therefore possible that our results were affected by phonological properties of the consonants in non-initial positions. The only way to explicitly control for effects of all phonemes in a naming task would be to use minimal pairs such as rake vs. lake or lair vs. bear. However, this amount of control could induce lexical and or syntactic effects due to factors such as differences in word frequency, neighborhood density, and/or age of acquisition, not to mention the possible difficulty with accurate representation of some of these concepts in a single, simple picture.
4.
Experimental procedure
Participants
Thirty-four female native speakers of (American) English aged 19-23 years participated in the study. All of them were undergraduate students at the University of North Dakota, U. S.A. They had normal or corrected-to-normal vision, and none had a history of speech, language, and/or hearing impairment. Each signed informed consent in accordance with the University of North Dakota Human Research Protection Program.
Stimuli
The stimuli were 116 pictures of colored cartoon drawings of objects. All pictures were 345 Â 270 pixels. They were selected based on the result of a prior survey that sought to identify labels most used for various objects. The survey involved presentation of 150 pictures individually on an overhead projector to a group of 30 native speakers of (American) English, who were also undergraduate students. The students were asked to write down the label they considered most representative of the name for each pictured object. The most dominant response for each picture was selected. Ambiguous pictures for which two or more participants provided an alternative name were excluded from consideration. This approach led to the selection of 82 stimulus pictures and their labels (see Appendix). There were also 34 filler trials that were not included in the analyses. The consonant initiating the target label for each picture was either a liquid (/l/, /ɹ/) or a stop (/b/, /d/). Forty of the target picture labels had initial liquids (20 with /l/ and 20 with /ɹ/) and 42 had initial stops (27 with /b/ and 15 with /d/). Various phonological and lexical characteristics of the target labels were controlled as closely as possible. Words with initial liquids had comparable number of syllables as those beginning with stops (p4.07). Age of acquisition (AoA), the period when a word enters a child's vocabulary (Sosa and Stoel-Gammon, 2012) , was examined based on a database of over 30,000 English words (http://crr.ugent.be/archives/806) created by Kuperman et al. (2012) . There was no significant difference (p4.13) in AoA for the words beginning with liquids and stops. Neighborhood density or the number of phonological neighbors was also examined. Phonological neighbors refer to words that differ from one another in terms of addition, deletion, or substitution of a single phoneme (Luce and Pisoni, 1998; Sosa and Stoel-Gammon, 2012) . Stimulus words beginning with liquids had comparable number of phonological neighbors as those with initial stops (p4.29).
In contrast to the above, words beginning with stops had higher log10 word frequencies (log10WF) than those with initial liquids (t(80) ¼ À2.684, po.01). Values for the log10WF measure were gathered from the SUBTLEX US corpus (Brysbaert and New, 2009) . Briefly, the frequency count (FREQcount) of the SUBTLEX US corpus refers to the number of times a word appears in the corpus of 51 million spoken words. The log10WF value was based on log10(FREQcountþ1). Table 3 displays the characteristics of the stimuli used.
Procedure
Prior to the actual experiment, participants were trained to name the pictures verbally without preceding their productions with other words or sounds such as "a", hmmm…. They were taught to say, "don't know" when they failed to remember a word or recognize an object. Six pictured objects that were not part of the actual experimental stimuli were used for the training. Participants were tested in a well-lit, quiet soundcontrolled booth. They wore a voice-activated microphone (Cedrus SV-1; http://cedrus.com/sv1/) around their necks. The microphone was placed approximately three inches in front of each participant's mouth, and it recorded the timing of the onset of each verbal response. The picture stimuli were presented to participants using Presentations software package (www.neurobs.com). Measures of verbal response times were also conducted using this software.
Participants were shown the stimuli, one at a time, on a computer screen in front of them. They were asked to label each picture as it appeared as quickly and accurately as possible. All pictures were presented in the same order to all participants. They remained on the screen until the participant provided verbal labels for them, or for up to 4000 ms, whichever came first. A blank screen containing a fixation crosshatch ("þ") was presented between trials with an interstimulus interval of 1500 ms (Fig. 7) 
4.4.
Behavioral data analysis pronounced words (e.g., saying "wope" for "rope").
Reaction time was calculated from the onset of the visual stimulus to the participant's voice onset. Acceptable reaction times were those that fell below 4000 ms. This temporal window is consistent with those for previous studies (Aristei et al., 2011; Costa et al., 2009; Laganaro, 2014; Laganaro and Perret, 2011; Levelt et al., 1998; Maess et al., 2002; Strijkers et al., 2010) . Pictures eliciting responses longer than 4000 ms were not considered in data analysis. Since there was a wide variation in reaction times, median reaction times were used. Naming accuracy and verbal response times were calculated for correct trials only. The effect of wordinitial consonant class on naming accuracy and verbal response time was assessed in two separate ANOVAs with subject (F 1 ) and item (F 2 ) as random factors. Both analyses were conducted on the correctly named trials only. 4.5.
EEG recording and averaging
Sixty-six channels of continuous EEG (DC-128 Hz) were recorded using ActiveTwo data acquisition system (Biosemi, Inc, Amsterdam, Netherlands) at a sampling rate of 256 Hz. This system provides "active" EEG amplification at the scalp that substantially minimizes movement artifacts. The amplifier gain on this system is fixed, allowing ample input range (À 264 to 264 mV) on a wide dynamic range (110 dB) DeltaSigma (ΔΣ) 24-bit AD converter. Sixty-four channel scalp data were recorded using electrodes mounted in a stretchy cap according to the International 10-20 system. Two additional electrodes were placed on the right and left mastoids. Eye movements were monitored using FP1/FP2 (blinks) and F7/F8 channels (lateral movements, saccades). During data acquisition, all channels were referred to the system's internal loop (CMS/DRL sensors located in the centro-parietal region), which drives the average potential of a subject (the Common Mode voltage) as close as possible to the analog-digital converter reference voltage (the amplifier "zero"). The DC offsets were kept below 25 μV at all channels. Off-line, data were rereferenced to the average of left and right mastoid tracings. Prior to data averaging, sporadic artifact rejection of the continuous EEG was completed using EEGLAB (Delorme and Makeig, 2004) . This involved marking and rejecting the time periods during which sporadic artifacts occurred. Sources of the artifacts included random head movements, muscle movements related to speaking, excessive electrode activation stemming from pressing the head into the back of the chair, etc. After sporadic artifact rejection, independentcomponent analysis (ICA) (Jung et al., 2000) was completed so that the experimenters could identify eye blink and saccade components. These components were then deleted from the continuous EEG. The remaining artifactual trials due to amplifier blocking as well as muscle and overall body movements were rejected from further analyses using the simple voltage threshold measure in ERPLAB (Luck and Lopez-Calderon, 2012) . Voltage limits were set at À100 to 100 μV. Participants were excluded from the study if more than 25% of their data exceeded this threshold.
Epochs containing 100 ms pre-auditory stimulus and 900 ms stimulus time were baseline-corrected with respect to the pre-stimulus interval and averaged by stimulus type (i.e., words beginning with stops versus liquids). The data were low-pass filtered at 30 Hz and high-pass filtered at 0.5 Hz using two-way least squares FIR filters. On average, the remaining individual data contained 36 (SD¼3) wordinitial stop and 32 (SD¼5) liquid trials.
4.6.
ERP measurements
Mean amplitude measurements
Only correct trials were included in the ERP mean amplitude analyses. Since the timing of phonological processing (or specifically phonological code retrieval) was of interest in this experiment, mean amplitudes were measured across two time windows broadly encompassing two ERP peaks: 150-275 ms (i.e., the P2 peak) and 275-400 ms (i.e., the N2 peak). The timing of the mean amplitude measurements was based on the proposed early (Miozzo et al., 2014) and late (Indefrey, 2011; Indefrey and Levelt, 2004 ) onset phonological processing timelines discussed earlier. The timing of these two peaks (150-400 ms) allowed for an evaluation of both of these proposals. The electrodes for both peak analyses were chosen based on groupings in a previous picture naming study (Strijkers et al., 2010) . Forty-two electrodes were put into 9 different groups based on scalp location (Fig. 8) Mean amplitudes from each of the 42 electrodes were calculated separately for the P2 and N2 responses. The 42 electrodes were then separated into their respective locationspecific groups. A median amplitude measurement for each of the nine electrode groups was then calculated. This calculation was done using the mean amplitudes of the electrodes in each group. Repeated measure ANOVAs were completed separately for both time windows (P2, N2) using the median group amplitudes: Consonant class (liquid, stop) Â Electrode group (1-9). Bonferroni corrections were applied when appropriate. Partial eta squared (η 2 ) effect sizes were noted for all significant effects and interactions.
4.6.2. Cluster mass permutation tests 4.6.2.1. Consonant class analysis. A repeated measure twotailed cluster-based permutation test was conducted on the ERPs from the two consonant classes (word initial liquids and stops) using a family-wise alpha level of 0.05 (Bullmore et al., 1999; Groppe et al., 2011a) . This was in order to determine whether there were reliable differences between the ERPs for word initial liquids and stops. All time points between 150 and 400 ms at 43 scalp electrodes (all 42 electrodes described above in the mean amplitude analysis, as well as POz) were included in the test (i.e., 2795 total comparisons). T-tests were performed for each comparison using the original data and 2500 random within-participant permutations of the data. For each permutation, all t-scores corresponding to uncorrected p-values of 0.05 or less were formed into clusters. Electrodes within about 5.44 cm of one another were considered spatial neighbors, and adjacent time points were considered temporal neighbors. The sum of the t-scores in each cluster was the "mass" of that cluster. The most extreme cluster mass in each of the 2501 sets of tests was recorded and used to estimate the distribution of the null hypothesis (i.e., no difference between conditions). The permutation cluster mass percentile ranking of each cluster from the observed data was used to derive p-values assigned to each member of the cluster. T-scores that were not included in a cluster were given a p-value of 1. This permutation test analysis provides a better spatial and temporal resolution than conventional ANOVAs while maintaining weak control of the family-wise alpha level (i.e., it corrects for the large number of comparisons). Moreover, the cluster mass statistic was chosen for this permutation test because it has been shown to have relatively good power for broadly distributed ERP effects (Groppe et al., 2011b; Maris and Oostenveld, 2007) . To estimate the distribution of the null hypothesis, 2500 permutations were used, which was more than twice the number recommended for a family-wise alpha level of 0.05 (Manly, 2006) . In other words, the cluster mass permutation analysis allowed for a full examination of the two proposed timeline windows for phonological processing. This analysis enabled identification of differences between the words with initial liquids and stops at any point in time during the 150-400 ms (i.e., 250 ms) analysis window. Thus, the high temporal resolution of this analysis could be used to identify a specific time period during which phonological processing occurred.
4.6.2.2. Word frequency analysis. Since the stimulus labels with initial stops had higher log10WF values compared to those with initial liquids, there was a potential for ERP results to be influenced by word frequency. To explore this possibility, a consonant class Â word frequency analysis was completed. In view of the small number of trials per participant, the stop-initial and the liquid-initial words were categorized into low and high frequency groups based on their log10WF values (see Appendix). The categorization was based on the median log10WF value of each consonant class. This ensured that the elements of both categories had equal numbers of trials. Low and high frequency labels with initial stops had log10WF values ranging from 1.65 to 2.89 and 2.99 to 3.99, respectively. The corresponding values for labels with initial liquids were 1.08 to 2.65 and 2.67 to 3.67. Cluster mass permutation tests were conducted to compare each frequency set for words with initial stops with the corresponding set for words with initial liquids. Additionally, the high frequency words with the two consonant types were combined. A similar combination involving the low frequency words was made and compared with the combined high frequency words. Similar to the cluster mass permutation test for the consonant class data (Section 4.6.2.1), all time points between 150 and 400 ms at 43 scalp electrodes were included in each test (i.e., 2795 total comparisons).
See Table A1 . b r a i n r e s e a r c h 1 6 3 5 ( 2 0 1 6 ) 7 1 -8 5 b r a i n r e s e a r c h 1 6 3 5 ( 2 0 1 6 ) 7 1 -8 5
