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U mnogim situacijama iz realnog жivota, u prirodi i u drux-
tvu, pojavǉuju se vremenski nizovi koji predstavǉaju podatke do-
bijene iz nekih povezanih sistema, qije vrednosti mogu biti samo
nenegativni ili iz sistema qije vrednosti mogu biti i negativni,
i nenegativni celi brojevi. U ciǉu xto boǉeg matematiqkog mo-
deliraǌa takvih pojava, razvijeni su autoregresivni vremenski
nizovi sa celobrojnim vrednostima. Kao polazna taqka u razre-
xeǌu ove problematike, pojavili su se autoregresivni procesi
sa neprekidnim marginalnim raspodelama. Oni su se, naжalost,
uspexno mogli primeǌivati samo u sluqajevima kada se radilo o
pojavama koje generixu velike vrednosti. U situacijama kada je
trebalo prebrojavati mali broj odreenih elemenata neke popu-
lacije ili broj realizacija nekog dogaaja, ovakvi modeli nisu
bili adekvatni. Sedamdesetih godina dvadesetog veka razvijeni
su diskretni autoregresivni modeli pokretnih sredina koji su
dali nexto boǉe rezultate. Meutim, sredinom osamdesetih go-
dina dvadesetog veka, dolazi do, moжe se rei, revolucije u mode-
liraǌu pomenutih pojava. Dolazi do razvoja, takozvanih, INAR
modela zasnovanih na binomnom tining operatoru. Takvi mode-
li su bili pogodni za modeliraǌe podataka koji predstavǉaju
brojnost populacija u kojima elementi, u odnosu na prethodno
staǌe, mogu da opstanu ili ne. Za populacije qija se brojnost
moжe promeniti, ne samo preжivǉavaǌem, tj. ixqezavaǌem ele-
menata, ve i interakcijom postojeih elementata, ovakvi modeli
nisu bili adekvatni. Novi pomak u tom pravcu doneli su Ristić,
Bakouch i Nastić (2009), uvodei negativni binomni tining opera-




U жiжi ovog rada se nalaze upravo modeli vremenskih nizova
u qijem su temeǉu upravo negativni binomni tining operator
i vremenski nizovi sa marginalnom geometrijskom raspodelom.
Naime, definisan je novi tining operator koji predstavǉa raz-
liku dva negativna binomna tining operatora i, uz pomo tako
definisanog tining operatora, model vremenskih nizova koji je,
u raspodeli, jednak razlici dva nezavisna vremenska niza sa geo-
metrijskim marginalnim raspodelama. Ovako dobijeni vremenski
nizovi imaju marginalnu diskretnu Laplasovu raspodelu.
Nakon kratke istorije razvoja teorije celobrojnih autoregre-
sivnih vremenskih nizova i pregleda bitnijih rezultata, u drugoj
glavi rada, uveden je novi tining operator kao razlika dva ne-
gativna binomna tining operatora sa jednako raspodeǉenim bro-
jaqkim nizovima. Na osnovu ovog operatora, generixe se vremen-
ski niz koji, u raspodeli, predstavǉa razliku dva nezavisna vre-
menska niza sa nenegativnim celobrojnim vrednostima, sa istom
marginalnom geometrijskom raspodelom. Ovako dobijen vremenski
niz ima marginalnu simetriqnu diskretnu Laplasovu raspodelu.
Nakon najbitnijih osobina tining operatora, date su i karakte-
ristike vremenskog niza, momenti, korelaciona struktura i us-
lovne statistiqke veliqine, kao i ocene nepoznatih parametara
modela i ǌihovo ponaxaǌe. Na kraju su prikazani rezultati si-
mulacije i primena na realnim podacima. Ovaj deo je baziran na
rezultatima obǉavǉenim u radu Nastić, Ristić i Djordjević (2016).
U treoj glavi rada se definixu tining operator i novi vre-
menski niz koji predstavǉaju uopxteǌe operatora i modela iz
prethodne glave. To uopxteǌe se odnosi na naruxavaǌe simetriq-
nosti marginalne raspodele. Naime, tining operator sada pred-
stavǉa razliku dva negativna binomna tining operatora qiji bro-
jaqki nizovi imaju razliqite geometrijske raspodele, a vremen-
ski niz, u raspodeli, predstavǉa razliku dva nezavisna vremen-
ska niza sa razliqitim marginalnim geometrijskim raspodelama.
Ovako definisan niz ima marginalnu asimetriqnu diskretnu La-
plasovu raspodelu. Kao i u prethodnom delu, i u ovde su detaǉno
analizirane osobine tining operatora. Za vremenske nizove je
odreena raspodela inovacioniog vremenskog niza, izvedeni mo-
menti i korelaciona struktura. Posebna paжǌa je data oceǌi-
vaǌu parametara, gde je izvedeno nekoliko razliqitih statistika
iv
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koje se mogu koristiti kao ocene parametara modela. ǋihove ka-
rakteristike su prikazane u rezultatima simulacije, a na kraju
je data primena na realnim podacima. Veina rezultata pred-
stavǉenih u ovom delu se oslaǌa na rad Djordjević (2016a) i na
neka jox neobjavǉena dostignua.
Nakon toga je predstavǉen kombinovani model reda p, sa margi-
nalnom asimetriqnom diskretnom Laplasovom raspodelom. I za
ovaj model su izvedene sve bitne osobine, odreene ocene parame-
tara i dokazana ǌihova asimptotska karakterizacija. Teorijski
dokazane osobine su demonstrirane na simuliranim podacima, a
na kraju je data primena na realnim podacima. Qetvrta glava
rada se zasniva na rezultatima objavǉenim u Djordjević (2016b).
U posledǌem delu je prikazana jox jedna primena ovih mo-
dela. S obzirom na to da su posmatrani vremenski nizovi, u
raspodeli, dobijeni kao razlika dva nezavisna vremenska niza sa
nenegativnim celobrojnim vrednostima, predstavǉen je naqin za
identifikovaǌe i eventualnu prognozu tih latentnih komponenti
samo na osnovu vrednosti realizacija vremenskog niza. Dakle,
grubo reqeno, predstavǉena je mogunost otkrivaǌa umaǌenika i
umaǌioca samo na osnovu vrednosti razlike. I ovaj naqin mode-
liraǌa je proveren na simuliranim modelima i, takoe, prime-
ǌen na realnim podacima.
Srdaqno se zahvaǉujem mentoru, dr Miroslavu M. Ristiu, re-
dovnom profesoru Prirodno-matematiqkog fakulteta u Nixu, na
strpǉeǌu, upornosti i velikoj pomoi, podjednako, kako u dosa-
daxǌem nauqno-istraжivaqkom radu u oblasti celobrojnih vre-
menskih nizova, tako i u izradi ove disertacije.
Ogromno hvala dr Aleksandru S. Nastiu, vanrednom pro-
fesoru Prirodno-matematiqkog fakulteta u Nixu, na konstant-
noj pomoi i bezrezervnoj podrxci tokom dosadaxǌeg nauqno-
istraжivaqkog rada i izrade ove disertacije.
Zahvaǉujem se i dr Biǉani Q. Popovi, redovnom profesoru
Prirodno-matematiqkog fakulteta u Nixu, pre svega na uvoeǌu
u svet statistike, a zatim i na podrxci i korisnim sugestijama
tokom izrade disertacije.
Zahvalnost dugujem i dr Miomiru S. Stankoviu, redovnom
profesoru Fakulteta zaxtite na radu u Nixu, na velikoj paжǌi
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koju je posvetio ovom radu.
Zahvaǉujem se i prijateǉima i kolegama na podrxci svih ovih
godina. Hvala Ani na podrxci, razumevaǌu i strpǉeǌu. Hvala




Ishodi mnogih pojava u prirodi i u druxtvu, uprkos istim
okolnostima u kojima se odvijaju, nisu uvek isti. Zbog toga je
za ǌihovo opisivaǌe putem nekog matematiqkog modela poжeǉno
koristiti statistiqke metode i modele. Dakle, ishodi takvih po-
java se mogu vezati za realizacije nekih sluqajnih promenǉivih.
Ako se ishodi neke pojave posmatraju tokom vremena, u odreenim
vremenskim intervalima, onda se od tih podataka dobija reali-
zacija jednog vremenskog niza. Vremenski niz je jedan od pojmova
izveden iz opxtijeg - sluqajnog procesa.
Neka je dat prostor verovatnoa (Ω,F , P ), gde je Ω skup svih
elementarnih ishoda, F σ-algebra svih merǉivih dogaaja u odno-
su na meru verovatnoa P. Familija sluqajnih promenǉivih de-
finisanih na datom prostoru verovatnoa, {Xt, t ∈ T}, qini jedan
sluqajni proces. U zavisnosti od kardinalnosti indeksnog skupa
T, postoje sluqajni procesi sa neprekidnim vremenom ako je skup T
neprebrojiv, odnosno, sluqajni procesi sa diskretnim vremenom,
u sluqaju da je kardinalnost skupa T jednaka kardinalnosti skupa
prirodnih brojeva. Vremenski niz e biti sluqajni proces qiji
je indeksni skup T podskup skupa celih brojeva Z.
Odreivaǌe adekvatnog modela vremenskih nizova koji bi do-
bro predstavio posmatranu pojavu je osnovni problem. Izbor
modela zavisi od mnogo faktora, meu ǌima i od same prirode
pojave. Ukoliko su registrovane vrednosti velike, onda se takva
pojava moжe dobro modelirati vremenskim nizom qije su vred-
nosti realni brojevi. Kao posledica se, vrlo qesto, dobija da je
1
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raspodela vrednosti bliska normalnoj raspodeli, jer relativno
veliki broj raspodela diskretnog tipa se moжe dobro aproksimi-
rati normalnom raspodelom. Meutim, u situacijama kada su
vrednosti registrovane tokom vremena celi brojevi, mali (maǌi
od 106) po apsolutnoj vrednosti ili qak u sluqaju pojave velikog
broja nula, prethodno pomenuti modeli se ne mogu uspexno koris-
titi. Prethodna situacija moжe biti vrlo qest sluqaj kada se
vrednosti realizacija dobijaju kao rezultat prebrojavaǌa nekih
dogaaja ili prebrojavaǌa elemenata neke populacije. Takvi po-
daci se neretko sreu u ekonomiji i finansijama, osiguraǌu,
medicini, meteorologiji, telekomunikacijama, biologiji, ekolo-
giji, kriminalistici, sportu.
1.1 Kratka evolucija INAR modela
Posledǌa qetvrtina dvadesetog veka je donela mnogo pomaka
na poǉu modeliraǌa pojava sa malim celim brojevima. U nizu
radova Jacobs i Lewis (1978a,b,c, 1983) su uveli metod za formi-
raǌe stacionarnih nizova zavisnih sluqajnih promenǉivih sa
odgovarajuim marginalnim raspodelama i korelacionom struk-
turom. Ovi modeli su bazirani na autoregresivnim modelima
pokretnih sredina, ARMA modelima.
Osamdesetih godina dolazi do razvoja razliqitih modela vre-
menskih nizova koji se mogu koristiti u rexavaǌu prethodno
opisanih problema. Modeli koji su pokazali veliku sposobnost u
modeliraǌu brojnih pojava, kako u prirodi, tako i u druxtvu, su
modeli iz klase celobrojnih autoregresivnih (integer-valued auto-
regressive - INAR) vremenskih nizova baziranih na tining opera-
torima. Tining operator je definisan u radu Steutel i van Harn
(1979) na sledei naqin





gde su sluqajne promenǉive Bi, i ≥ 1, nezavisne i jednako raspode-
ǉene po Bernulijevom zakonu raspodele sa parametrom α ∈ (0, 1)
i sluqajna promenǉiva X je nezavisna od sluqajnih promenǉivih
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Bi, i ≥ 1. Sluqajne promenǉive Bi, i ≥ 1, predstavǉaju tzv. bro-
jaqki niz. S obzirom na to da sluqajna promenǉiva α ◦ X|X
ima binomnu raspodelu, ovako definisan tining operator je naz-
van binomni tining operator. Binomni tining operator, kao i
drugi tining operatori predstavǉae osnovu za definiciju ve-
likog broja autoregresivnih modela vremenskih nizova.
Prvi INAR modeli su uvedeni u radu McKenzie (1985) i, neza-
visno, u radu Al-Osh i Alzaid (1987). U pomenutim radovima ko-
rixen je binomni tining operator. INAR model prvog reda je
definisan na sledei naqin
Xn = α ◦ Xn−1 + εn, n ≥ 1,
gde je α ∈ (0, 1), {εn} je niz nezavisnih jednako raspodeǉenih nene-
gativnih celobrojnih sluqajnih promenǉivih sa oqekivaǌem µε i
konaqnom disperzijom σ2ε , pri qemu su εn i Xn−k nezavisne sluqajne
promenǉive za svako k > 0. Elementi brojaqkog niza binomnog ti-
ning operatora su nezavisni od Xn−1 i od elemenata sluqajnog niza
{εn}. S obzirom na prirodu Bernulijeve raspodele, tj. qiǌenicu
da elementi brojaqkog niza mogu da uzimaju samo vrednosti 0 i 1,
ovako definisan model je bio idealan za prebrojavaǌe elemenata
neke populacije, na takav naqin da deo α ◦ Xn−1 predstavǉa broj
elemenata iz prethodnog staǌa u populaciji koji su preжiveli
do trenutnog staǌa, a deo εn moжe da predstavǉa broj novopri-
doxlih elemenata u populaciji. Otuda i naziv za sluqajni niz
{εn} - inovacioni niz. Pokazano je u ovim radovima da ovako
definisan vremenski niz qini jedan stacionaran, Markovski pro-
ces prvog reda. Takoe je prikazana i prezentacija vremenskog
niza u obliku pokretnih sredina beskonaqnog reda. Data je ko-
relaciona struktura ovih vremenskih nizova. Autokovarijansna
funkcija vremenskog niza, γ(k), zadovoǉava rekurentnu relaciju
γ(k) = αγ(k − 1), k ≥ 1, odnosno, γ(k) = αkγ(0). Jasno se vidi da su
ovo pozitivno korelirani vremenski nizovi. Na osnovu toga se
lako, metodom Yule-Walker-a izvode ocene nepoznatih parametara.
Takoe, izraqunate su i ocene metodom uslovnih najmaǌih kvad-
rata i metodom maksimalne verodostojnosti. Izraqunate su ocene
za konkretan sluqaj sa Puasonovom marginalnom raspodelom.
Nakon toga, doxlo je do razvoja teorije INAR modela i raz-
liqitih uopxtavaǌa tining operatora. Pojavio se veliki broj
3
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INAR modela sa razliqitim marginalnim raspodelama. U rado-
vima McKenzie (1986) i Al-Osh i Aly (1992) analizirani su modeli sa
negativnom binomnom i geometrijskom marginalnom raspodelom.
Pritom je u konstrukciji vremenskih nizova korixen binomni
tining operator. Potvrena je prethodno navedena rekurentna
relacija koju zadovoǉava autokovarijansna funkcija. Samim tim,
i ovde je req o pozitivno koreliranim vremenskim nizovima. Do-
kazana je stacionarnost vremenskog niza i pokazano da su matema-
tiqko oqekivaǌe i disperzija elementa vremenskog niza, uslovǉe-
nog prethodnom realizacijom, linearne funkcije te realizacije.
U radu Freeland i McCabe (2005) analizirane su osobine modela
sa Puasonovom marginalnom raspodelom. Ovaj model je prethodno
definisan u radovima Al-Osh i Alzaid (1987) i McKenzie (1985) i
takoe je zasnovan na binomnom tining operatoru na sledei na-
qin
Xn = α ◦ Xn−1 + εn, n ≥ 1,
gde je {Xn} stacionaran vremenski niz sa Puasonovom marginal-
nom raspodelom sa parametrom λ > 0, P(λ), qiji su elementi neza-
visni od elemenata brojaqkog niza operatora α◦, {εn} je niz ne-
zavisnih jednako raspodeǉenih sluqajnih promenǉivih sa Pua-
sonovom marginalnom raspodelom sa parametrom λ/(1−α), takoe,
nezavisnih od elemenata brojaqkog niza, pri qemu su εn i Xn−k
nezavisne sluqajne promenǉive za svako k > 0. U ovom radu su date
ocene nepoznatih parametara metodom uslovnih najmaǌih kvadra-
ta, kao i Yule-Walker-ovom metodom i dokazana je asimptotska ekvi-
valentnost ovih ocena, tj. ǌihova konvergencija u raspodeli ka
istom zakonu raspodele - normalnom.
Analiza izloжena u radu Du i Li (1991) se nije odnosila ni na
jednu raspodelu konkretno, ve je posmatran uopxteni model reda
p. Dokazana je egzistencija modela i potvrene ergodiqnost i sta-
cionarnost. Xto se korelacione strukture modela tiqe, pokazana
je nexto sloжenija, srazmerno redu modela, rekurentna relacija
γ(k) = α1γ(k − 1) + α2γ(k − 2) + · · · + αpγ(k − p), k ∈ Z, a samim tim i
pozitivna koreliranost vremenskih nizova ovog tipa.
U radu Ristić, Bakouch i Nastić (2009) uveden je vremenski niz sa
geometrijskom marginalnom raspodelom, baziran na negativnom
binomnom tining operatoru. Naime, autori su definisali novi
4
Kratka evolucija INAR modela
tining operator na sledei naqin





gde su sluqajne promenǉive Wi, i ≥ 1, nezavisne i jednako raspode-
ǉene, sa geometrijskom, Geom(α/(1 + α)), raspodelom, α ∈ (0, 1) je
matematiqko oqekivaǌe sluqajnih promenǉivih Wi, i ≥ 1, i sluqaj-
na promenǉiva X je nezavisna od sluqajnih promenǉivih Wi, i ≥ 1.
S obzirom na to da sluqajna promenǉiva α ∗ X|X ima negativnu
binomnu raspodelu, ovako definisan tining operator je nazvan
negativni binomni tining operator. Vremenski niz, oznaqen sa
NGINAR(1), je definisan na sledei naqin
Xn = α ∗ Xn−1 + εn, n ≥ 1,
gde je {Xn} stacionaran vremenski niz sa geometrijskom marginal-
nom raspodelom, Geom(µ/(1 + µ)), µ > 0, sa matematiqkim oqekiva-
ǌem µ, pritom nezavisan od brojaqkog niza {Wn} operatora α∗,
{εn} je niz nezavisnih jednako raspodeǉenih nenegativnih celo-
brojnih sluqajnih promenǉivih, takoe, nezavisnih od elemenata
brojaqkog niza, pri qemu su εn i Xn−k nezavisne sluqajne promen-
ǉive za svako k > 0. Za razliku od Bernulijeve raspodele, koja
moжe da, prilikom realizacija, dobije samo dve vrednosti, 0 i
1, geometrijska raspodela moжe da generixe bilo koji nenegati-
van broj. To je donelo novi kvalitet u modeliraǌu. Naime, ovako
definisan vremenski niz je mogao da se koristi prilikom modeli-
raǌa pojava u kojima elementi populacije nisu samo preжivǉava-
li ili ne, nego su mogli da interaguju i da na taj naqin generixu
nove elemente populacije. Naravno broj elemenata populacije je
i daǉe mogao da se uvea putem novopridoxlih elemenata, xto
se na model odslikavalo preko inovacionog niza. Ovako defini-
san model je Markovǉev proces prvog reda, ergodiqan i strogo
stacionaran. Autori su potvrdili da je korelaciona struktura
oblika γ(k) = αkγ(0). Izvedene su Yule-Walker-ove ocene i ocene
metodom uslovnih najmaǌih kvadrata i dokazana ǌihova asimp-
totska ekvivalentnost.
Uporedo sa sloжenoxu pojava iz stvarnog жivota koje su zah-
tevale matematiqki model, novi INAR modeli su razvijani. Sis-
temi kod kojih trenutno staǌe ne zavisi samo od prethodnog staǌa,
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ve zavisi od p prethodnih staǌa, indukovali su razvoj celobroj-
nih autoregresivnih modela vixeg reda. Takvi modeli su razmat-
rani u radovima Alzaid i Al-Osh (1990) i Du i Li (1991).
Nexto sloжenije modele koji predstavǉaju mexavinu geomet-
rijski raspodeǉenih brojaqkih nizova uvode Ristić i Nastić (2012).
U tom radu se vremenski niz definixe koristei binomni ti-
ning operator α◦n, definisan izrazom (1.1.1) i negativni binomni
tining operator α∗n, definisan izrazom (1.1.2), sa odreenim















α ◦n Xn−1 + εn, sa verovatnoom φ1,
α ∗n Xn−2 + εn, sa verovatnoom φ2,
α ∗n Xn−3 + εn, sa verovatnoom φ3,
...






φi = 1, α ∈ (0, 1), i vaжe sledei uslovi: i){εn} je niz neza-
visnih i jednakoraspodeǉenih sluqajnih promenǉivih sa konaq-
nim matematiqkim oqekivaǌem i konaqnom disperzijom, ii) slu-
qajna promenǉiva εn je nezavisna od Xm, α ◦m+1 Xm, α ∗m+j Xm,
m < n, j = 2, . . . , p, iii) tining operatori se u jednom trenutku pri-
meǌuju nezavisno jedan od drugog, iv) tining operatori prime-
ǌeni prilikom generisaǌa sluqajne promenǉive Xn su nezavis-
ni od sluqajnih promenǉivih Xn−1, Xn−2, . . . Dokazana je egzis-
tencija i jedinstvenost ovog modela. Takoe, potvrene su er-
godiqnost i stroga stacionarnost. Autokovarijansna funkcija
ovog modela vixeg reda zadovoǉava sledeu rekurentnu relaciju
γ(k) = α1φ1γ(|k−1|)+α2φ1γ(|k−2|)+ · · ·+αpφpγ(|k−p|), k ∈ Z. Izraqu-
nate su ocene nepoznatih parametara i dokazana ǌihova asimp-
totska normalnost i stroga postojanost.
Pomenuti modeli su bili modeli sa celobrojnim vrednostima,
ali ograniqeni iskǉuqivo na nenegativne vrednosti. Primena je
zahtevala razvoj celobrojnih vremenskih nizova sa vrednostima
u kompletnom skupu celih brojeva. U radu Freeland (2010), uveden
je vremenski niz sa simetriqnom Skelamovom raspodelom, nazvan
TINAR(1) vremenski niz. Naime, autor je definisao novi tining
6
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operator na sledei naqin
α ⋆ Zn = (α ◦ Xn − α ◦ Yn)|(Xn − Yn),
gde je α ∈ [0, 1), α◦ binomni tining operator, a Xn i Yn su dve
nezavisne sluqajne promenǉive sa Puasonovom raspodelom sa pa-
rametrom λ/(1 − α). Zatim je koristei rezultate rada Freeland
i McCabe (2005), u kojem je analiziran INAR(1) vremenski niz sa
Puasonovom marginalnom raspodelom, definisao novi celobrojni
autoregresivni vremenski niz na sledei naqin
Zn = α ⋆ Zn−1 + εn, n ≥ 1,
gde su {Xn} i {Yn} dva nezavisna INAR(1) vremenska niza sa Pua-
sonovom marginalnom raspodelom sa parametrom λ/(1 − α) i sa,
takoe nezavisnim, inovacionim nizovima, opet, raspodeǉenim po
Puasonovom zakonu raspodele sa parametrom λ. Pored, standardno
dokazanih stacionarnosti, ergodiqnosti, osobine Markova i po-
zitivne koreliranosti, definisan je alternativni model na sle-
dei naqin
Zn = α ⋆ (−Zn−1) + εn, n ≥ 1.
Pokazano je daje ovako definisan model negativno korelisan i da
za ǌega vaжe sliqna svojstva kao i za originalni model.
U radu Chesneau i Kachour (2012) definisan je, takozvani, zna-
kovni INAR vremenski niz. Prvo su iskoristili znakovni tining
operator, definisan u Latour i Truquet (2008), na sledei naqin








Yi, X 6= 0
0, inaqe,
(1.1.3)
gde su elementi brojaqkog niza, sluqajne promenǉive Yn, n ≥ 1
nezavisne i jednako raspodeǉene po zakonu raspodele F, a sluqajna
promenǉiva X nezavisna od elemenata brojaqkog niza. Znakovni
INAR(1) vremenski niz, u oznaci SINAR(1), je definisan na sle-
dei naqin
Xn = F ◦ Xn−1 + εn, n ≥ 1,
gde je {εn} je niz nezavisnih jednako raspodeǉenih sluqajnih pro-
menǉivih sa matematiqkim oqekivaǌem µε i konaqnom disperzijom
7
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σ2ε , nezavisnih od elemenata brojaqkog niza tining operatora F◦,
pri qemu su εn i Xn−k nezavisne sluqajne promenǉive za k > 0. Za
ovako definisan model, autori su pokazali naqin za odreivaǌe
marginalne raspodele vremenskog niza na osnovu zadate raspodele
inovacionog niza.
Jox jedan zanimǉiv model sa moguim negativnim vrednostima
je definisan u radu Alzaid i Omair (2014). Najpre je definisan,










gde je Z celobrojna sluqajna promenǉiva, α ∈ [0, 1], θ ≥ 0, {Yi}
niz nezavisnih i jednako raspodeǉenih sluqajnih promenǉivih sa
Bernulijevom raspodelom sa parametrom α, nezavisnih od sluqaj-
nih promenǉivih Bi, Z i W (Z). {Bi} je niz nezavisnih i jednako




α(1 − α) 1 − 2α(1 − α) α(1 − α)
)
,
nezavisnih od Z i W (Z), a W (Z) je sluqajna promenǉiva takva da
W (Z)|Z = z ima Beselovu raspodelu sa parametrima |z|, θ. Celo-
brojni, autoregresivni vremenski niz, oznaqen sa PDINAR(1) se
definixe na sledei naqin
Zt = δSα,θ(Zt−1) + εt, t ≥ 1,
gde je {εt} niz nezavisnih, jednako raspodeǉenih sluqajnih pro-
menǉivih qija raspodela odgovara razlici dve nezavisne Pua-
sonove raspodele sa parametrima θ1 i θ2, odnosno, Skelamovoj dvo-
parametarskoj raspodeli, pri qemu je εt nezavisno od Zt−k, k ≥ 1.
δ je parametar koji uzima vrednosti 1 i -1.
Zatim je u radu Nastić, Ristić i Djordjević (2016) razmatran vre-
menski niz sa simetriqnom diskretnom Laplasovom raspodelom.
Koristei negativni binomni tining operator, uveden u radu
Ristić, Bakouch i Nastić (2009), najpre je definisan novi tining ope-
rator na sledei naqin
α ⊙ Zn=(α ∗ Xn − α ∗ Yn)|(Xn − Yn),
8
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gde je α ∈ [0, 1), α∗ negativni binomni tining operator, a Xn i Yn
su dve nezavisne sluqajne promenǉive sa geometrijskom raspode-
lom sa parametrom µ/(1 + µ). Zatim je konstruisan novi celo-
brojni autoregresivni vremenski niz sa diskretnom Laplasovom
raspodelom, na sledei naqin
Zn = α ⊙ Zn−1 + en, n ≥ 1,
gde je {Zn} vremenski niz sa diskretnom Laplasovom raspode-
lom, inovacioni niz {en}, niz nezavisnih, jednako raspodeǉenih
sluqajnih promenǉivih takvih da su en i Zn−k nezavisne sluqaj-
ne promenǉive za svako k > 0. Ovaj vremenski niz ima oznaku
DLINAR(1). Za ovako definisan vremenski niz vaжi da je to jedan
Markovǉev, strogo stacionaran i ergodiqan vremenski niz. Ta-
koe potvena je pozitivna koreliranost elemanta niza, kao i
data forma za dobijaǌe vremenskog niza sa skoro identiqnim
karakteristikama, ali negativnom autokorelacionom funkcijom.
Prikazana je i vrlo interesantna prezentacija ovog modela ko-
rixeǌem negativnog binomnog tining operatora.
Vremenski niz sa asimetriqnom diskretnom Laplasovom raspo-
delom bio je u centru paжǌe rada Barreto-Souza i Bourguignon (2015).
Ovaj model predstavǉa, u nekom smislu, uopxteǌe DLINAR(1)
modela jer su marginalne raspodele NGINAR(1) vremenskih ni-
zova koji se koriste u definiciji tining operatora α⊙ razliqite
geometrijske raspodele.
U radu Djordjević (2016a) dato je uopxteǌe vremenskih nizova
sa diskretnom Laplasovom raspodelom definisaǌem SDLINAR(1)
modela, modela sa asimetriqnom diskretnom Laplasovom margi-
nalnom raspodelom, sa sva qetiri razliqita parametra. Pret-
hodno pomenuti modeli vremenskih nizova sa diskretnom Laplaso-
vom marginalnom raspodelom su glavna tema ovog rada. U radu su
potvrene osobina Markova, ergodiqnost i stroga stacionarnost.




|k|γZZ−(0), k ∈ Z,
gde je γZ(k) autokovarijansna funkcija vremenskog niza {Zn}, a
γZZ+(0) i γZZ−(0) kovarijanse niza {Zn} i {Z+n }, odnosno, niza {Zn}
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i {Z−n }. Pri tome su sluqajne promenǉive Z+n i Z−n definisane na
sledei naqin Z+n = ZnI{Zn≥0}, a Z
−
n = −ZnI{Zn<0}.
Uporedo sa sloжenoxu pojava iz stvarnog жivota koje su zah-
tevale matematiqki model, razvijani su i novi INAR modeli koji
bi trebalo da predstavǉaju rexeǌe postavǉenih problema. Sis-
temi kod kojih trenutno staǌe ne zavisi samo od prethodnog staǌa,
ve zavisi od p prethodnih staǌa, indukovali su razvoj celo-
brojnih autoregresivnih modela vixeg reda. U radu Kim i Park
(2008) definisan je celobrojni autoregresivni model reda p, ko-
rixeǌem znakovnog binomnog tining operatora, INAR(p). Najpre
je definisan znakovni binomni tining operator na sledei naqin





gde su elementi brojaqkog niza, sluqajne promenǉive Wn, n ≥ 1,
nezavisne i jednako raspodeǉene sluqajne promenǉive sa Bernuli-
jevom raspodelom sa parametrom |α|, α ∈ (−1, 1). Elementi bro-
jaqkog niza su nezavisni i od sluqajne promenǉive X. Na osnovu
ovako definisanog operatora, konstruixe se celobrojni autoreg-





αi ⊙ Xn−i + ǫn, n ≥ p,
gde je {ǫn} niz nezavisnih i jednako raspodeǉenih sluqajnih pro-
menǉivih sa konaqnim matematiqkim oqekivaǌem i konaqnom dis-
perzijom, a αi ∈ [−1, 1], i = 1, . . . , p. Za elemente niza {ǫn} mora
da vaжi i uslov da je sluqajna promenǉiva ǫn nekorelisana sa
Xn−k, k ≥ 1. Takoe, elementi brojaqkih nizova koji uqestvuju u
αi ⊙ Xn, i = 1, . . . , p, moraju biti nezavisne i jednako raspodeǉene
suqajne promenǉive koje su i nezavisne od Xn. U ovom radu je,
izmeu ostalog, dokazana egzistencija i jedinstvenost ovog mode-
la.
U radu Kachour i Truquet (2011), takoe je razmatran INAR vre-
menski niz reda p definisan na osnovu znakovnog binomnog tining
operatora. Koristei tining operator definisan u Latour i Tru-
quet (2008), konstruixe se celobrojni autoregresivni vremenski
10
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Fi ◦ Xn−i + ξn, n ≥ p,
gde je tining operator Fi◦ definisan izrazom (1.1.3), {ξn} niz
nezavisnih i jednako raspodeǉenih sluqajnih promenǉivih sa ko-
naqnim matematiqkim oqekivaǌem i disperzijom. Elementi niza
{ξn} su, takoe, nezavisni od elemenata brojaqkih nizova. Takoe
i brojaqki nizovi koji se koriste u definiciji razliqitih tining
operatora su nezavisni meusobno.
Pristup sliqan prethodnim, uz korixeǌe znakovnog binomnog
tininga, zastupǉen je i u radovima Andersson i Karlis (2014) i Wang
i Zhang (2010).
U radu Zhang, Wang i Zhu (2010) uvodi se celobrojni autoregre-
sivni model reda p, GINARS(p), na bazi znakovnog tining operato-
ra sa brojaqkim nizom qiji su elementi raspodeǉeni po zakonima
raspodela predstavǉenih pomou koeficijenata stepenih redova.
Ovako definisan vremenski niz je strogo stacionaran, ergodiqan
i Markovǉev proces reda p.
Osim klasiqnih modela reda p, kod kojih se trenutno staǌe
sistema nalazi pod uticajem p prethodnih staǌa, razvijani su
i modeli kod kojih, takoe, postoji uticaj nekoliko prethodnih
staǌa, ali ne svih zajedno odjednom, ve u jednom trenutku, sa
odreenom verovatnoom, samo jednog od p prethodnih. U radovi-
ma Zhu i Joe (2006) i Weiß (2008), pomou binomnog tining opera-
tora, su definisani kombinovani INAR modeli reda p, na sledei
naqin
Xn = Dn,1(α ◦n Xn−1)+Dn,2(α ◦n Xn−2)+ · · ·+Dn,p(α ◦n Xn−p)+ ǫn, n ≥ p,
gde je {ǫn} niz nezavisnih jednako raspodeǉenih sluqajnih promen-
ǉivih sa nenegativnim vrednostima, α ∈ (0, 1). Dn je niz nezavis-
nih, jednako raspodeǉenih, p-dimenzionalnih sluqajnih vektora,
oblika Dn = (Dn,1, . . . , Dn,p), koji sa verovatnoama φi, i = 1, . . . , p,
dobijaju vrednost i-te vrste jediniqne matrice. Niz {Dn} je neza-
visan od {ǫn} i sledei uslovi moraju biti ispuǌeni: i) tining
operatori u trenutku n se primeǌuju nezavisno jedan od drugog,
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nezavisno od {ǫn} i Dn i nezavisno od Xk, k < n, ii) sluqajne
promenǉive ǫn i Dn su nezavisne od Xk i od α ◦k+j Xk, za k < n i
j = 1, 2, . . . , p, iii) verovatnoe P (α◦n+1Xn, . . . , α◦n+pXn|Xn = xn,Hn−1)
i P (α ◦n+1 Xn, . . . , α ◦n+p Xn|Xn = xn) su jednake, gde Hn−1 oznaqava
proxlost niza svih Xk i α ◦k+j Xk, k < n, j = 1, 2, . . . , p.
Na sliqan naqin, samo koristei negativni binomni tining
operator, u radu Nastić, Ristić i Bakouch (2012) konstruisan je kom-
binovani celobrojni autoregresivni model reda p sa geometrij-
skom marginalnom raspodelom, CGINAR(p). Ovaj model je poslu-
жio kao osnova za definiciju kombinovanog modela reda p sa asi-
metriqnom diskretnom Laplasovom raspodelom koji je jedna od
tema ovog rada.
1.2 Neki korisni rezultati
U ovom poglavǉu e biti prikazani rezultati drugih autora
koji e biti korixeni u dokazivaǌu mnogih osobina celobrojnih
vremenskih nizova sa simetriqnom ili asimetriqnom diskret-
nom Laplasovom raspodelom kao marginalnom raspodelom. Meu
ǌima ima nekoliko veoma bitnih teorema koje su izazvale pravu
revoluciju u teoriji celobrojnih autoregresivnih procesa i spa-
daju meu najcitiranije rezultate.
S obzirom na to da je marginalna raspodela vremenskih nizova
koji su u fokusu ovog rada diskretna Laplasova raspodela, najpre
e biti predstavǉene neke esencijalne osobine ove raspodele.
Diskretnu Laplasovu raspodelu su uveli Inusah i Kozubowski (2006)
kao diskretni analogon istoimene raspodele apsolutno-neprekid-
nog tipa sa funkcijom gustine f(x) = e−
|x−m|
b /2b,m ∈ R, b > 0. Za
sluqajnu promenǉivu X se kaжe da ima diskretnu Laplasovu ras-
podelu sa parametrom p ∈ (0, 1) ukoliko je ǌen zakon raspodele
dat izrazom
P (X = x) =
1 + p
1 − pp
|x|, x ∈ Z. (1.2.1)
Da sluqajna promenǉiva X ima diskretnu Laplasovu raspodelu
sa parametrom p, bie oznaqeno sa X : DL(p). Jedna interesantna
qiǌenica, vezana za simetriqnu diskretnu Laplasovu raspodelu,
je prikazana u istom radu, Inusah i Kozubowski (2006). Ona pred-
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stavǉa vezu izmeu diskretne Laplasove raspodele i geometrij-
ske raspodele. Pokazano je da se sluqajna promenǉiva sa diskret-
nom Laplasovom raspodelom moжe u raspodeli predstaviti kao
razlika dve nezavisne, jednako raspodeǉene sluqajne promenǉive
sa geometrijskom raspodelom sa parametrom p, sa vrednostima iz
skupa {0, 1, 2, . . . }. S obzirom na tu qiǌenicu, bie uvedena mala
izmena u oznaqavaǌu. Naime, diskretna Laplasova raspodela e
biti oznaqavana sa DL(µ/(1 + µ)), gde je µ > 0 matematiqko oqeki-
vaǌe pomenutih sluqajnih promenǉivih sa geometrijskom raspode-
lom.
U takvom svetlu, za sluqajnu promenǉivu Z e se rei da ima
diskretnu Laplasovu raspodelu ako je ǌen zakon raspodele dat
sledeim izrazom







, z ∈ Z, µ > 0. (1.2.2)
Kozubowski i Inusah (2006) su uveli i uopxteǌe simetriqne dis-
kretne Laplasove raspodele, definixui asimetriqnu diskretnu
Laplasovu raspodelu sa parametrima µ > 0 i ν > 0, u oznaci
SDL(µ/(1 + µ), ν/(1 + ν)), na sledei naqin















, z < 0.
(1.2.3)
Analogno simetriqnom sluqaju, za sluqajnu promenǉivu Z sa asi-
metriqnom diskretnom Laplasovom raspodelom sa parametrima µ
i ν, SDL(µ/(1 + µ), ν/(1 + ν)), vaжi da se moжe, u raspodeli, pred-
staviti u obliku razlike dve nezavisne sluqajne promenǉive X
i Y, sa geometrijskim raspodelama sa parametrima µ i ν, respek-
tivno, Geom(µ/(1 + µ)) i Geom(ν/(1 + ν)),
Z
d
= X − Y. (1.2.4)
Znajui zakon raspodele sluqajne promenǉive sa asimetriq-
nom diskretnom Laplasovom raspodelom, lako se moжe dobiti
izraz karakteristiqne funkcije ove sluqajne promenǉive. Karak-
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teristiqna funkcija sluqajne promenǉive Z sa asimetriqnom dis-
kretnom Laplasovom raspodelom SDL(µ/(1 + µ), ν/(1 + ν)) je
ϕZ(t) = ϕX(t)ϕY (−t) =
1
(1 + µ − µeit)(1 + ν − νe−it) . (1.2.5)
Na osnovu oblika karakteristiqne funkcije, lako se, koristei
ǌene osobine, mogu odrediti matematiqko oqekivaǌe i disperzija
sluqajne promenǉive Z,
E(Z) = µ − ν i V ar(Z) = µ(1 + µ) + ν(1 + ν).
Takoe, jednostavno se moжe dobiti i izraz za E|Z|, koji e biti
od koristi u nekim kasnijim izraqunavaǌima,
E|Z| = µ(1 + µ) + ν(1 + ν)
1 + µ + ν
. (1.2.6)
Jox jedna od bitnih osobina diskretnih Laplasovih raspodela je
i ta xto one imaju konaqne momente i apsolutne momente bilo kog
reda oblika
E(|Z|k) = (1 + µ)(1 + ν)













(1 + µ)(1 + ν)













gde S(k, j) predstavǉa Stirlingove brojeve prve vrste. Stirlin-
govi brojevi prve vrste su koeficijenti polinomskog razvoja Po-
hamerovog uopxtenog opadajueg faktorijela,





Ova qiǌenica je dokazana u radovima Kozubowski i Inusah (2006) i
Barreto-Souza i Bourguignon (2015).
Bie korisno, za neke kasnije dokaze, odrediti raspodelu raz-
like dve nezavisne sluqajne promenǉive sa negativnim binomnim
raspodelama. Ova raspodela je odreena u sledeoj primedbi.
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Primedba 1.2.1 Neka su A i B dve nezavisne sluqajne promenǉive
sa negativnom binomnom NB(r, p) i NB(l, q) raspodelom, respektiv-
no, i neka je C ǌihova razlika, A − B. Neka je k nenegativni ceo
broj. Tada je verovatnoa



















= pk(1 − p)r(1 − q)l
(
k + r − 1
k
)
2F1(k + r, l, k + 1, pq),
gde je 2F1(a, b; c; z) Gausova hipergeometrijska funkcija, definisana na
sledei naqin








, |z| < 1.
Sliqno, za k < 0, dobija se da je
pDNB(k; r, p; l, q) = P{C = k}
= (1 − p)r(1 − q)lq−k
(−k + l − 1
−k
)
2F1(−k + l, r,−k + 1, pq).
U pogledu stroge stacionarnosti i ergodiqnosti analiziranih
vremenskih nizova bie korisni sledei rezultati.
Teorema 1.2.1 (Nastić (2012), teorema 2.1.1) INAR(1) vremenski niz
sa geometrijskim brojaqkim nizom je ergodiqan.
Definicija 1.2.1 (Breiman (1992), definicija 6.30) Strogo sta-
cionaran vremenski niz {Xn} je ergodiqan ukoliko svaki dogaaj, in-
varijantan u odnosu na σ-algebru generisanu elementima tog niza,
ima verovatnou nula ili jedan.
Tvreǌe 1.2.1 (Breiman (1992), tvreǌe 6.32) Neka je dat strogo
stacionaran vremenski niz {Xn}. Svaki dogaaj, invarijantan u od-




Teorema 1.2.2 (Breiman (1992), teorema 3.12 - Kolmogorovǉev za-
kon 0-1) Naka je dat niz nezavisnih sluqajnih promenǉivih {Xn}.
Verovatnoa svakog dogaaja koji pripada repnoj σ-algebri generisa-
noj elementima niza {Xn} ima verovatnou realizacije 0 ili 1.
Prilikom dokazivaǌa asimptotskih osobina vremenskih nizova
sa marginalnom asimetriqnom diskretnom Laplasovom raspode-
lom vixeg reda, koristie se i rezultat iz, moжe se slobodno
rei, bukvara teorije vremenskih nizova, kǌige Brockwell i Davis
(1987).
Tvreǌe 1.2.2 (Brockwell i Davis (1987), tvreǌe 5.1.1) Ako je dis-
perzija vremenskog niza pozitivna i autokovarijansna funkcija te-
жi nuli, kada se korak beskonaqno uveava, tada je kovarijansna
matrica niza {Xi}ni=1, Γn = [γ(i − j)]i,j=1,...,n, regularna za svako n.
Funkcija γ(h) predstavǉa autokovarijansnu funkciju vremenskog ni-
za.
U vezi sa asimptotskim osobinama ocena parametara dobijenih
metodom uslovnih najmaǌih kvadrata, kǉuqni su rezultati iz
rada Tjøstheim (1986). Neka je dat d-dimenzionalni vremenski niz
{Xt} i neka je β = (β1, . . . , βr) vektor parametara. Neka je FXt−1
σ-algebra generisana sluqajnim promenǉivama {Xs, s ≤ t − 1}, a
FXt−1(m), σ-algebra koja je generisana sluqajnim promenǉivama
{Xs, t − m ≤ s ≤ t − 1}. Neka je daǉe X̃t|t−1(β) = E(Xt|FXt−1(m)) i






Sledea teorema daje dovoǉne uslove za egzistenciju i strogu
postojanost ocena dobijenih metodom uslovnih najmaǌih kvadrata.
Teorema 1.2.3 (Tjøstheim (1986), teorema 3.1) Neka je {Xt} strogo sta-
cionaran, ergodiqan vremenski niz sa konaqnim drugim momentom,
takav da je funkcija X̃t|t−1(β) skoro sigurno tri puta neprekidno
diferencijabilna na nekom otvorenom skupu koji sadrжi stvarnu














































< ∞, i, j ∈ {1, 2, . . . , r},




, i ∈ {1, 2, . . . , r},
u sredǌekvadratnom smislu tj. za proizvoǉne realne brojeve















= 0 implicira da su
ti brojevi jednaki nuli, odnosno, a1 = a2 = · · · = ar = 0,
C3. Postoje funkcije Gijkt−1(X1, X2, . . . , Xt−1) i H
ijk
t (X1, X2, . . . , Xt) tak-










































i, j, k ∈ {1, 2, . . . , r}
Tada postoji niz ocena β̂N koji minimizira funkciju QN(β), takav
da β̂N
s.i.→ β0, N → ∞.
Oznaka
s.i.→ predstavǉa skoro izvesnu konvergenciju.
Sledea teorema se odnosi na asimptotsku normalnost ocena do-
bijenih metodom uslovnih najmaǌih kvadrata. Pre toga moraju
biti zadovoǉena sledea dva uslova:





















































(β0), i = 1, . . . , r.
Teorema 1.2.4 (Tjøstheim (1986), teorema 3.2) Neka su zadovoǉeni us-
lovi (a) i (b) i uslovi C1 − C3 prethodne teoreme i neka je uz to
zadovoǉen i uslov





















, N → ∞.
Oznaka
d→ predstavǉa konvergenciju u raspodeli.
Xto se tiqe ocena nepoznatih parametara modela koje su dobi-
jene Yule-Walker-ovim metodom, prilikom opisivaǌa ǌihovog asimp-
totskog ponaxaǌa, veoma bitnu ulogu imaju rezultati rada Silva
i Silva (2006). U ǌemu se posmatra INAR(p) vremenski niz sa ne-





αi ∗ Xt−i + et, (1.2.7)
gde je {et} niz nezavisnih i jednako raspodeǉenih sluqajnih pro-
menǉivih sa konaqnim momentima do qetvrtog reda, simbol ∗ oz-
naqava tining operator, definisan sa




Yi,j, i = 1, . . . , p,
gde su {Yi,j} nizovi nezavisnih i jednako raspodeǉenih sluqajnih
promenǉivih sa konaqnim momentima do qetvrtog reda, nezavisni
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od {et}, a αi ∈ [0, 1), i = 1, . . . , p − 1, i αp ∈ (0, 1). Za ovako definisan




















α1 α2 · · · αp−1 αp
1 0 · · · 0 0















U radu se, izmeu ostalog, analiziraju asimptotske osobine uzo-














(Xt − µX)(Xt+k − µX).
Tada vaжi sledea teorema.
Teorema 1.2.5 (Silva i Silva (2006), teorema 1) Neka je {Xt} INAR(p)
vremenski niz, definisan izrazom (1.2.7) i neka za taj vremenski niz
vaжi reprezentacija (1.2.8). Ako je
∑∞
i=0 |Ai| < ∞ i ako je R(·) auto-
kovarijansna funkcija vremenskog niza {Xt}, tada za svaki nenega-

























































NCov(X,R∗(k)), k = 0, 1, . . . , h
[V22]k+1,j+1 = limN→∞
NCov(R∗(k), R∗(j)), k, j = 0, 1, . . . , h.
Na kraju, s obzirom na to da se u ovom radu analiziraju vre-
menski nizovi qija autokovarijansna, a samim tim i autokorela-
ciona funkcija teжi nuli sa beskonaqnim uveaǌem koraka, dakle,
nizovi koji pripadaju kategoriji slabo koreliranih nizova, bilo
bi interesantno povezati ih sa teorijom koja moжe da proizvede
neke eventualno lepe rezultate. To je teorija mera slabe pove-
zanosti sluqajnih nizova. Ova teorija iako je imala svoje za-
qetke jox sredinom tridesetih godina dvadesetog veka, ekspanziju
je doжivela tek u drugoj polovini dvadesetog veka, sa radovima
Rosenblatt (1956) i Kolmogorov i Rozanov (1960), a naroqito kra-
jem dvadesetog i poqetkom dvadesetprvog veka u radovima R. C.
Bradley-ja. U ovom delu e biti pomenuti samo neki aspekti slabe
povezanosti vremenskih nizova.
U sledeoj definiciji e biti definisane dve mere slabe
povezanosti.
Definicija 1.2.2 (Bradley (2005)) Neka je dat prostor verovatnoa
(Ω,F , P ). Neka su A,B ⊂ F , bilo koje dve σ-algebre iz F . Mere pove-
zanosti dve σ-algebre α(·, ·) i ρ(·, ·) se definixu na sledei naqin
α(A,B) def.= sup |P (A ∩ B) − P (A)P (B)|, A ∈ A, B ∈ B,
ρ(A,B) def.= sup |Corr(f, g)|, f ∈ L2(A), g ∈ L2(B),
gde L2 predstavǉa skup funkcija merǉivih u sredǌekvadratnom smis-
lu. Koeficijent α(·, ·) se naziva koeficijent jakog mexaǌa, a koefi-
cijent ρ(·, ·), koeficijent maksimalne korelacije.
Odgovarajui koeficijenti za sluqajne nizove se definixu na
sledei naqin.
Definicija 1.2.3 (Bradley (2005)) Neka je dat vremenski niz {Xn}.
Neka su A,B ⊂ F , bilo koje dve σ-algebre iz F . Koeficijenti α(n) i
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gde je sa F ji oznaqena σ-algebra generisana sluqajnim promenǉivama
{Xt, i ≤ t ≤ j}.
Vremenski niz kod koga α(n) → 0, n → ∞, zove se niz jakog mexaǌa
ili niz α-mexaǌa. Vremenski niz kod koga ρ(n) → 0, n → ∞, zove se
niz ρ-mexaǌa.
Primedba 1.2.2 Kod nekih autora, kao na primer u Rosenblatt (1971),
se pojam ρ-mexaǌa drugaqije naziva i asimptotska nekoreliranost.
Meutim u kǌizi Pesaran (2015), pod asimptotskom nekoreliranox-
u se podrazumeva ,,blaжi” pojam.
Definicija 1.2.4 (Pesaran (2015)) Za vremenski niz {Xn} se kaжe
da je asimptotski nekoreliran ukoliko postoji niz konstanti {ρn},




ρn < ∞, tako da je za svako k
Corr(Xk, Xk+n) ≤ ρn.
U ovom radu asimptotska nekoreliranost oznaqava ,,blaжi” po-







Vremenski nizovi sa celobrojnim vrednostima predstavǉaju
model koji se moжe koristiti prilikom opisivaǌa mnogih pojava
u prirodi i druxtvu. Par decenija unazad, definisano je neko-
liko takvih modela, od kojih su mnogi pomenuti u uvodnom delu.
Interesantno je da kao razlog za realizovaǌe pozitivnih i nega-
tivnih vrednosti mogu da budu dva faktora koja deluju suprotno
jedan od drugog. Takva struktura je bila inspiracija za defini-
saǌe modela koji e ovde biti prikazan. Model je predstavǉen u
obliku razlike dve nezavisne latentne komponente. Sliqan naqin
opisivaǌa pojava je ve bio prisutan u Freeland (2010) i Barreto-
Souza i Bourguignon (2015). Takvi modeli se mogu koristiti za
opisivaǌe, recimo, razlike u poenima na nekom sportskom mequ,
promene nekih celobrojnih indeksa, u meteorologiji, za poreeǌe
pojava koje imaju brojaqki karakter, kao xto je, na primer, broj
prijavǉenih kriviqnih dela ili broj simptoma neke bolesti, pre
i posle terapije i sliqno.
Ovde e biti predstavǉen jedan stacionaran autoregresivan
vremenski niz sa celobrojnim vrednostima, sa diskretnom Lapla-
sovom marginalnom raspodelom. Najpre e, pomou negativnog
binomnog tining operatora α∗, koji su uveli Ristić, Bakouch i Nastić
(2009), biti definisan novi operator. Zatim e biti analizirane
neke najbitnije osobine novog operatora. Nakon toga e biti
definisan model vremenskog niza, bie odreene neke bitne oso-
bine modela, korelaciona struktura i regresione karakteristike.
Takoe, bie razmatran i problem oceǌivaǌa nepoznatih parame-
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tara modela, kao i asimptotsko ponaxaǌe dobijenih ocena. Bie
prikazani rezultati simulacija, prednosti i mane ovog modela
u odnosu na druge, sliqne, ve poznate modele i bie potvre-
na aproksimaciona svojstva ocena. Na kraju e biti prikazana
primena novog modela na realnim podacima.
Recimo da istraжivaq moжe biti zainteresovan za poreeǌe
brojeva izvesnih sluqajnih dogaaja dobijenih iz dva nezavisna
procesa, pri qemu interakcije elemenata alnaliziranih popu-
lacija mogu rezultirati generisaǌem novih sluqajnih dogaaja.
Takva promena brojnosti moжe biti modelirana pomou geomet-
rijski raspodeǉenih brojaqkih nizova, kao xto je to uraeno u
Ristić i Nastić (2012). S druge strane, negativne vrednosti koje
se mogu dobiti prilikom ovakvog poreeǌa se mogu modelirati
tining operatorom koji bi predstavǉao razliku dva negativna
binomna tining operatora.
Pre samog uvoeǌa novog operatora, trebalo bi ponovo napome-
nuti da se u ǌegovoj bazi nalazi diskretna Laplasova raspodela,
DL(µ/(1 + µ)), µ > 0, i ve pomenuta qiǌenica da se sluqajna
promenǉiva Z sa diskretnom Laplasovom raspodelom moжe, u ras-
podeli, predstaviti kao razlika dve nezavisne sluqajne promen-
ǉive, X i Y sa istom geometrijskom raspodelom, Z
d
= X − Y.
Takoe, bie korixena i sluqajna promenǉiva koja ima asimet-
riqnu diskretnu Laplasovu raspodelu koja se moжe dobiti kao
razlika dve nezavisne sluqajne promenǉive sa razliqitim geo-
metrijskim raspodelama.
2.1 Konstrukcija tining operatora α⊙
Prilikom definisaǌa novog tining operatora, koji e biti
oznaqen sa ⊙, polazi se od pristupa sliqnog onom koji je korixen
u Freeland (2010). Naime, u tom radu tining operator je defini-
san kao (α ⋆ Zn) |Zn = (α ◦ Xn − α ◦ Yn) | (Xn − Yn) , gde su Xn i Yn dve
nezavisne sluqajne promenǉive sa Puasonovom, P(λ), raspodelom,
a α◦ binomni tining operator, α ∈ [0, 1) i λ > 0. U ovom sluqaju,
izuzetak je da se umesto binomnog tining operatora koristi ne-
gativni binomni tining operator α∗. Negativni binomni tining
operator α∗ je uveden u Ristić, Bakouch i Nastić (2009) na sledei
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naqin:





gde je {Wi} niz nezavisnih i jednako raspodeǉenih sluqajnih pro-
menǉivih sa geometrijskom raspodelom Geom(α/(1 + α)), α ∈ [0, 1),
a Wi i X su nezavisne sluqajne promenǉive za svako i ≥ 1. Neka je
Zn sluqajna promenǉiva sa diskretnom Laplasovom DL(µ/(1 + µ)),
µ > 0, raspodelom, datom u (1.2.2) i neka su Xn i Yn dve nezavisne
sluqajne promenǉive sa geometrijskom, Geom(µ/(1 + µ)), raspode-
lom. Tada e, u skladu sa primedbom (1.2.4), vaжiti da je
Zn
d
= Xn − Yn.
Novi tining operator, α⊙ se definixe na sledei naqin
(α ⊙ Zn)|Zn d=(α ∗ Xn − α ∗ Yn)|(Xn − Yn), (2.1.1)
gde su elementi brojaqkih nizova u α ∗ Xn i α ∗ Yn meusobno
nezavisne sluqajne promenǉive sa Geom(α/(1 + α)) raspodelom i,
takoe, nezavisne od sluqajnih promenǉivih Xn, Yn i Zn.
Jox jedan, sliqan, nexto opxtiji tining operator, posmatran
je u radu Barreto-Souza i Bourguignon (2015). U ovom radu, autori
su uveli tining operator ⊙ kao α⊙Zn d= α∗Xn −α∗Yn, gde su Xn i
Yn dve nezavisne sluqajne promenǉive sa geometrijskim raspode-
lama sa oqekivaǌem µ1 > 0 i µ2 > 0, respektivno. Raspodela slu-
qajne promenǉive Zn je, u ovom sluqaju, asimetriqna diskretna
Laplasova, SDL(µ1/(1 + µ1), µ2/(1 + µ2)), raspodela.
Na poqetku e biti diskutovane uslovne verovatnoe sluqaj-
ne promenǉive α ⊙ Zn za dato Zn, odnosno, verovatnoe prelaza,
gα(j, k) ≡ P (α ⊙ Zn = j|Zn = k) za j, k ∈ Z. Verovatnoe prelaza
imaju vaжnu ulogu u izraqunavaǌu vrednosti funkcije maksi-
malne verodostojnosti i, takoe, e biti korixene prilikom
dokazivaǌa nekih osobina operatora i modela koji e, u nastavku,
biti definisan. Neka je prvo j ≥ 0 i k ≥ 0. U ciǉu pojednostavǉi-
vaǌa zapisa, neka je pα(j, k, l) ≡ P (α∗Xn−α∗Yn = j|Xn = l+k, Yn = l).
Tada se, na osnovu definicije novog tining operatora (2.1.1) i
qiǌenice da sluqajne promenǉive Xn i Yn imaju geometrijsku,
Geom(µ/(1 + µ)), raspodelu, a sluqajna promenǉiva Zn, diskretnu
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Laplasovu, DL(µ/(1 + µ)), raspodelu, dobija da je
gα(j, k) =
P (α ⊙ Zn = j, Zn = k)

















P (α ∗ Xn − α ∗ Yn = j,Xn = k + l, Yn = l).
Izraжavajui verovatnoe preseka preko uslovnih verovatnoa i
korixeǌem nezavisnosti sluqajnih promenǉivih Xn i Yn, izraz























S obzirom na to da sluqajna promenǉiva















predstavǉa zbir k+ l nezavisnih, jednako raspodeǉenih sluqajnih
promenǉivih sa geometrijskom Geom(α/(1 + α)) raspodelom, ǌena
raspodela e biti negativna binomna raspodela sa parametrima
k+ l i α/(1+α), NB(k+ l, α/(1+α)). Istom logikom dobijamo i da je
raspodela sluqajne promenǉive α ∗ Yn|{Yn = l}, takoe, negativna
binomna, ali sa parametrima l i α/(1 + α), NB(l, α/(1 + α)).
Ova qiǌenica e se na verovatnou pα(j, k, l) odraziti na sle-
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dei naqin:
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(i + j + k + l − 1)!
(i + j)!(l + k − 1)!






Ukoliko se, sada, svaki sabirak reda pomnoжi i podeli faktori-
jelima brojeva j + k + l − 1, i i j, a zatim odgovarajui qlanovi
formiraju binomne koeficijente, dobie se


























xto se, na drugaqiji naqin, moжe zapisati






























(i + j + k + l − 1)i (i + l − 1)i






gde oznaka (x)i predstavǉa Pohamerov simbol za uopxteni opada-
jui faktorijel, (x)i = x(x − 1) · · · (x − i + 1).
Konaqno, koristei definiciju Gausove hipergeometrijske
funkcije








, |z| < 1,
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dobija se izraz za verovatnou pα(j, k, l)
















Spajajui (2.1.2) i (2.1.3), dobija se
gα(j, k) =
(1 + 2µ)αj






(1 + α)(1 + µ)
)2l(












Sliqno se pokazuje da, za j ≥ 0 i k < 0, vaжi
gα(j, k) =
(1 + 2µ)αj






(1 + α)(1 + µ)
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P (α ∗ Xn − α ∗ Yn = j,Xn = l, Yn = l − k)
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S obzirom na to da je k < 0, verovatnoa pα(j, k, l − k) e biti
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a sliqnim transformacijama kao i u sluqaju za nenegativno k,
dobija se
















Nakon zamene vrednosti verovatnoe pα(j, k, l − k) u izraz (2.1.5),
dobija se jednakost (2.1.4).










P (α ∗ Xn − α ∗ Yn = j,Xn = l + k, Yn = l),
xto nakon istih transformacija kao u sluqaju kada je j ≥ 0 i


































































i + k + l − 1
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= pα(−j,−k, l + k),
xto je verovatnoa pα u sluqaju nenegativnog j i negativnog k.
Zbog toga je, u sluqaju kada je j < 0 i k ≥ 0, gα(j, k) = gα(−j,−k).










P (α ∗ Xn − α ∗ Yn = j,Xn = l, Yn = l − k).




























P (α ∗ Xn = i|Xn = l)P (α ∗ Yn = i − j|Yn = l − k)
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a to je verovatnoa pα u sluqaju j ≥ 0 i k ≥ 0, odakle sledi
da, kada je j < 0 i k < 0, ponovo je gα(j, k) = gα(−j,−k). Time su
verovatnoe prelaza odreene za svako j ∈ Z i svako k ∈ Z.
Karakteristiqna funkcija sluqajne promeǉive na jedinstven
naqin opisuje raspodelu sluqajne promenǉive, a takoe se moжe
iskoristiti za lakxe izvoeǌe mnogih osobina sluqajne promen-
ǉive. Relativno lako se moжe dobiti izraz karakteristiqne funk-
cije sluqajne promenǉive α⊙Zn. ǋen oblik je dat sledeom teo-
remom.
Teorema 2.1.1 Karakteristiqna funkcija sluqajne promenǉive α⊙
Zn je
ϕ(t)=
(1 + α − αeit) (1 + α − αe−it)
[1 + α(1 + µ) − α(1 + µ)eit] [1 + α(1 + µ) − α(1 + µ)e−it] . (2.1.6)
Dokaz. Karakteristiqnu funkciju sluqajne promenǉive α ⊙ Zn je









P (Zn = z).
Koristei qiǌenicu da se sluqajna promenǉiva Zn, sa diskret-
nom Laplasovom raspodelom, moжe, u raspodeli, predstaviti kao
razlika dve nezavisne sluqajne promenǉive Xn i Yn sa istom geo-
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eit(α∗Xn−α∗Yn)|Xn = y, Yn = y − z
)










eit(α∗Xn−α∗Yn)|Xn = y + z, Yn = y
)
× P (Xn = y + z, Yn = y). (2.1.7)
Za date Xn = y i Yn = y− z, α ∗Xn i α ∗Yn su nezavisne sluqajne
promenǉive sa NB(y, α/(1 + α)) i NB(y − z, α/(1 + α)) raspodelom,
respektivno. To implicira da je
E
(












1 + α − αeit
)−y (
1 + α − αe−it
)−y+z
. (2.1.8)
Na sliqan naqin se dobija da je
E
(




1 + α − αeit
)−y−z (
1 + α − αe−it
)−y
. (2.1.9)
Ako se, u ciǉu jednostavnijeg zapisivaǌa, uvedu sledee oznake,

































Nakon sumiraǌa redova, karakteristiqna funkcija dobija oblik
ϕα⊙Zn(t) =
AB




























AB(1 + µ)2 − µ2
(
µ
B(1 + µ) − µ +
A(1 + µ)




(A(1 + µ) − µ)(B(1 + µ) − µ)
=
(1 + α − αeit) (1 + α − αe−it)
[1 + α(1 + µ) − α(1 + µ)eit] [1 + α(1 + µ) − α(1 + µ)e−it] .
✷
Izraz (2.1.6) istovremeno predstavǉa i karakteristiqnu funk-
ciju sluqajne promenǉive α ∗ Xn − α ∗ Yn, gde su Xn i Yn dve neza-
visne jednako raspodeǉene sluqajne promenǉive sa Geom(µ/(1+µ))
raspodelom, a α∗ negativni binomni tining operator. Na osnovu
toga, dobija se sledei rezultat.
Posledica 2.1.1 (a) α ⊙ Zn d= α ∗ Xn − α ∗ Yn; (b) E(α ⊙ Zn) = 0;
(v) V ar(α ⊙ Zn) = 2αµ(1 + 2α + αµ); (g) 0 ⊙ Zn s.v.1= 0; simbol s.v.1=
oznaqava jednakost sluqajnih promenǉivih u skoro izvesnom smislu.
(d) 1 ⊙ Zn
d
6= Zn.
Dokaz. (a) Uzimajui u obzir vezu karakteristiqne funkcije,
ϕα∗Xn(t), i funkcije generatrise verovatnoa, Φα∗Xn(t), ϕα∗Xn(t) =
Φα∗Xn(e
it), uz izraz za funkciju generatrise verovatnoa, dat u
radu Ristić, Bakouch i Nastić (2009),
Φα∗Xn(t) =
1 + α − αt
1 + α(1 + µ) − α(1 + µ)t ,
i qiǌenice da je
Φα∗Xn−α∗Yn(t) = Φα∗Xn(t)Φα∗Yn(t
−1),
jednostavno se dolazi do zakǉuqka da je
ϕα⊙Zn(t) = ϕα∗Xn−α∗Yn(t).
Jednakost karakteristiqnih funkcija je ekvivalentna jednakosti
sluqajnih promenǉivih u raspodeli.
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(b) S obzirom na to da sluqajne promenǉive α ∗ Xn i α ∗ Yn imaju
istu raspodelu, jasno je da je matematiqko oqekivaǌe E(α⊙Zn) =
E(α ∗ Xn) − E(α ∗ Yn) = 0.
(v) Koristei osobine karakteristiqne funkcije sluqajne pro-
menǉive α⊙Zn, odnosno ǌen prvi i drugi izvod, lako se moжe doi
do izraza za disperziju sluqajne promenǉivu α⊙Zn, V ar(α⊙Zn) =
2αµ(1 + 2α + αµ).
(g) Poxto je α = 0, na osnovu osobine (v), sledi da je 0⊙Zn skoro
izvesno konstanta. Kako je i ǌeno matematiqko oqekivaǌe jednako
nuli, dokaz je zavrxen.
(d) Iako je u definiciji operatora α ∈ [0, 1), da bi se istakle
razlike u odnosu na binomni tining operator i operatore koji su
izvedeni iz binomnog tininga, bie ukazano i na graniqni sluqaj
kada je α = 1.
Uzimajui u obzir rezultat pod (a) i rezultat iz Ristić, Bakouch
i Nastić (2009) da je




0, s.v. 1/(1 + µ)
X, s.v. µ2/(1 + µ)2
X + Y, s.v. µ/(1 + µ)2,
gde, meusobno nezavisne sluqajne promenǉive X i Y imaju geo-
metrijske, Geom(µ/(1 + µ)) i Geom((1 + µ)/(2 + µ)), raspodele, oqi-
gledno je da je 1 ⊙ Zn
d
6= Zn. ✷
Neke osnovne uslovne osobine sluqajne promenǉive α ⊙ Zn za
zadato Zn su date u sledeoj teoremi.
Teorema 2.1.2 Uslovno oqekivaǌe i uslovna disperzija sluqajne pro-
menǉive α ⊙ Zn za zadato Zn su
E(α ⊙ Zn|Zn) = αZn, (2.1.10)




Dokaz. Najpre treba pokazati da je za k ≥ 0
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E((α ∗ Xn − α ∗ Yn)k|Xn = x, Yn = x − z), z < 0.
Neka je z ≥ 0. Tada je










P (α ⊙ Zn = i, Zn = z)














P (α ⊙ Zn = i,Xn = z + y, Yn = y) .
Izraжavajui verovatnou preseka preko uslovne verovatnoe,
dobija se














P (α ⊙ Zn = i|Xn = z + y, Yn = y)









































(α ⊙ Zn)k|Xn = z + y, Yn = y
)
.
Na sliqan naqin se dobija i odgovarajui izraz u sluqaju kada
je z < 0.
Na osnovu osobina negativnog binomnog tininga iz leme 3,




E(α ∗ X − α ∗ Y |X = x, Y = y) = αx − αy.
Tada se, za z ≥ 0, dobija da je






















































Sluqaj kada je z < 0 se dokazuje po istom principu. Jedina raz-
lika je u tome xto se umesto uslova Xn = z + y, Yn = y, koristi
Xn = y, Yn = y + z.
Xto se uslovne disperzije tiqe, izraqunavaǌe je vrlo sliqno.
Prilikom izvoeǌa, ponovo se koriste osobine negativnog bi-
nomnog tininga iz leme 3, Ristić, Bakouch i Nastić (2009). Ovoga
puta E((α ∗ X)2) = α2E(X2) + α(1 + α)E(X). Dobija se da je
E((α ∗ Xn − α ∗ Yn)2|Xn = x, Yn = y) = E((α ⊙ Zn)2|Xn = x, Yn = y)
= α(1 + α)(x + y) + α2(x − y)2.
Neka je sada z ≥ 0. Tada je
V ar(α ⊙ Zn|Zn = z) = E
(
(α ⊙ Zn)2 |Zn = z
)





























α(1 + α)(z + 2y) + α2z2
)
− (αz)2.










, umaǌilac (αz)2 moжe da
anulira isti izraz unutar reda. Sada je

































































= 2α(1 + α)
µ2
1 + 2µ
+ α(1 + α)z.
U sluqaju kada je z < 0, dobija se izraz
V ar(α ⊙ Zn|Zn = z) = 2α(1 + α)
µ2
1 + 2µ
− α(1 + α)z,
xto kompletira dokaz teoreme. ✷
Osim prikazanih uslovnih mera, koje e biti od koristi pri-
likom dokazivaǌa nekih karakteristika koje e biti pomenute
kasnije, jox jedna osobina je vrlo interesantna. Naime, operator
α⊙ se moжe dovesti u vezu sa nekim drugim tining operatorima.
Sledea teorema daje alternativnu reprezentaciju sluqajne pro-
menǉive α ⊙ Zn preko negativnog binomnog tining operatora α∗.
Teorema 2.1.3 Neka je data sluqajna promenǉiva Zn sa diskretnom
Laplasovom, DL(µ/(1 + µ)), raspodelom i neka su Xn i Yn sluqajne
promenǉive sa geometrijskom, Geom(µ/(1 + µ)), raspodelom. Neka
je {Dj, j ≥ 1} niz nezavisnih sluqajnih promenǉivih sa diskretnom
Laplasovom, DL(α/(1+α)), raspodelom i neka su sluqajne promenǉive
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Zn, Xn, Yn, Dj, j ≥ 1 i sluqajne promenǉive koje uqestvuju u α∗ neza-
visne. Tada







j=1 Dj = 0 kada je min(Xn, Yn) = 0, a sgn je funkcija
znaka.
Dokaz. U ciǉu dokaza ove teoreme, bie pokazano da su karakte-











nezavisne, karakteristiqna funkcija ǌihovog zbira e biti pro-
izvod pojedinaqnih karakteristiqnih funkcija. Neka je ϕI(t) ka-
rakteristiqna funkcija sluqajne promenǉive sgn(Zn) (α ∗ |Zn|). Na
osnovu definicije sluqajne promenǉive Zn i negativnog binomnog












































































S obzirom na to da je
∑Zn
i=1 Wi zbir nezavisnih, jednako raspodeǉe-
nih sluqajnih promenǉivih sa geometrijskom, Geom( µ
1+µ
), raspode-
lom, a matematiqko oqekivaǌe u redu, ǌegova karakteristiqna
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funkcija, uslovǉena realizacijom sluqajne promenǉive Zn, tra-










































































Xn = x, Yn = y



















































Matematiqko oqekivaǌe koje figurixe u redovima, predstavǉa
karakteristiqnu funkciju zbira nezavisnih, jednako raspodeǉe-
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nih sluqajnih promenǉivih sa geometrijskom, Geom( µ
1+µ
), raspo-















































Unutraxǌi redovi nisu nixta drugo do redovi geometrijskih
progresija. ǋihovim izraqunavaǌem, dobijaju se elementarni
stepeni redovi qije se vrednosti lako raqunaju. Sreivaǌem do-







(1 + 2µ)(1 + α − αeit)(1 + α − αe−it)
(1 + µ)2(1 + α − αeit)(1 + α − αe−it) − µ2 .
Na kraju, mnoжeǌem karakteristiqnih funkcija ϕI(t) i ϕII(t) do-
bija se (2.1.6), xto i predstavǉa karakteristiqnu funkciju slu-
qajne promenǉive α ⊙ Zn. ✷
Treba primetiti i da se desna strana jednakosti (2.1.11) moжe
interpretirati kao zbir dva tining operatora. Prvi sabirak,
sgn(Zn)(α∗|Zn|), predstavǉa znakovni tining operator koji su uveli
Latour i Truquet (2008). Elementi brojaqkog niza ovog operatora,







Dj, se moжe simboliqki zapisati u ob-
liku α ◦′ min(Xn, Yn), gde α◦′ predstavǉa tining operator sa bro-
jaqkim nizom nezavisnih, jednako raspodeǉenih sluqajnih promen-
ǉivih Dj sa diskretnom Laplasovom, DL(
α
1+α
), raspodelom, a koji
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se primeǌuje na sluqajnu promenǉivu sa geometrijskom raspode-
lom, s obzirom na to da sluqajna promenǉiva min(X,Y ) ima geo-
metrijsku raspodelom sa oqekivaǌem (µ/(1+µ))2. Treba naglasiti,
takoe, da, u skladu sa Kozubowski i Inusah (2006), sluqajna promen-
ǉiva
∑min(X,Y )
j=1 Dj, ima, u opxtem sluqaju, asimetriqnu diskretnu
Laplasovu raspodelu. Ovakvo, alternativno predstavǉaǌe ope-
ratora α ⊙ Zn omoguuje operativniji rad jer, videe se kas-
nije, prilikom generisaǌa vrednosti sluqajnog niza {Zn} ne mora
biti obavezno poznavaǌe komponenti {Xn} i {Yn}, ve vrednosti
iz prethodnih trenutaka samog niza {Zn}.
2.2 Konstrukcija modela
U ovom delu e biti definisan jedan nov, stacionaran, pozi-
tivno koreliran, autoregresivan vremenski niz sa celobrojnim
vrednostima, sa diskretnom Laplasovom marginalnom raspode-
lom. Neka je vremenski niz {Zn, n ≥ 0} sa diskretnom Laplasovom,
DL( µ
1+µ
), magrinalnom raspodelom, definisan na sledei naqin:
Zn = α ⊙ Zn−1 + en, n ≥ 1, (2.2.1)




raspodelom, {en, n ≥ 1} niz nezavisnih i jednako raspodeǉenih
celobrojnih sluqajnih promenǉivih, takvih da su en i Zn−l neza-
visni za svako l ≥ 1, tining operator α⊙ je definisan izrazom
(2.1.1), a elementi brojaqkog niza u α⊙Zn−1 su sluqajne promenǉi-
ve nezavisne od Zn i em za svako n i m. Ovaj model e nadaǉe biti
oznaqen kao DLINAR(1) vremenski niz, xto je akronim engleskog
naziva, Discrete Laplace INteger-valued AutoRegressive time series of the
first order, dakle, celobrojni, autoregresivni vremenski niz prvog
reda sa diskretnom Laplasovom marginalnom raspodelom.
U nastavku e biti razmatrane osobine DLINAR(1) vremenskog
niza. Najpre e biti analiziran inovacioni vremenski niz. Kako
izgleda raspodela sluqajne promenǉive en? Moжe se pokazati
da sluqajna promenǉiva en predstavǉa mexavinu qetiri sluqaj-
ne promenǉive, i to, dve sluqajne promenǉive sa diskretnom La-
plasovom raspodelom i dve sluqajne promenǉive sa asimetriqnom
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diskretnom Laplasovom raspodelom. Ova qiǌenica je potkrepǉe-
na sledeom teoremom.
Teorema 2.2.1 Ako je α ∈ (0, µ/(1 + µ)], µ > 0, tada je raspodela





































































gde oznaka ,,s.v.” znaqi ,,sa verovatnoom”.
Dokaz. Neka je ϕen(t) karakteristiqna funkcija sluqajne promen-
ǉive en. Na osnovu (2.2.1), nezavisnosti elemenata brojaqkog niza
u α⊙Zn−1 i en, karakteristiqnih funkcija sluqajnih promenǉivih




















gde je a = αµ/(µ − α). Nakon transformacije se dobija da je
ϕe(t) =
(1 − a)2
(1 + µ − µeit)(1 + µ − µe−it) +
a(1 − a)
(1 + µ − µeit)(1 + α − αe−it)
+
a(1 − a)
(1 + α − αeit)(1 + µ − µe−it) +
a2
(1 + α − αeit)(1 + α − αe−it) .







































no, i da brojevi (1 − a)2, a(1 − a), a(1 − a) i a2 predstavǉaju vero-
vatnoe nekog potpunog sistema dogaaja, tj. (1 − a)2 + a(1 − a) +
a(1 − a) + a2 = 1 i (1 − a)2 ≥ 0, a(1 − a) ≥ 0 i a2 ≥ 0, dobijamo dokaz
teoreme. ✷
Treba primetiti to da je uslov da je α ∈ (0, µ/(1+µ)] neophodan
da bi raspodela sluqajne promenǉive en bila dobro definisana
jer da bi sluqajna promenǉiva en bila mexavina pomenute qetiri
sluqajne promenǉive, potrebno je da vrednosti (1 − a)2, a(1 − a) i
a2 budu verovatnoe nekih moguih dogaaja, tj. da pripadaju
intervalu (0, 1], kao i da zbir (1 − a)2 + 2a(1 − a) + a2, kao zbir
verovatnoa nekog potpunog sistema dogaaja, bude jednak 1.
Na osnovu prethodne teoreme i qiǌenice da se diskretna La-
plasova raspodele moжe predstaviti kao razlika dve sluqajne
promenǉive sa geometrijskom raspodelom, moжe se doi do inte-
resantnog zakǉuqka koji je dat sledeom posledicom.
Posledica 2.2.1 Ako je α ∈ (0, µ/(1 + µ)], tada je en d= εn − ηn, gde
su εn i ηn dve nezavisne i jednako raspodeǉene sluqajne promenǉive
















Raspodela inovacionog vremenskog niza {εn}, prikazana u ovom
obliku moжe pojednostaviti izvoeǌe mnogih osobina samog ino-
vacionog, a i generalno, DLINAR(1) vremenskog niza. Jedna od
ǌih je data u sledeoj posledici.
Posledica 2.2.2 Na osnovu osobina inovacionog vremenskog niza
{εn} prikazanih u Ristić, Bakouch i Nastić (2009),
E(εn) = (1 − α)µ,
V ar(εn) = (1 + α)µ((1 + µ)(1 − α) − α),
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dobija se da za vremenski niz {en} vaжi
E(en) = 0
V ar(en) = 2(1 + α)µ((1 + µ)(1 − α) − α).
Primedba 2.2.1 Na osnovu alternativnog predstavǉaǌa opera-
tora α⊙, datog u teoremi 2.1.3, sledi da je mogue konstruisati,
pomou negativnog binomnog tining operatora, stacionaran vre-
menski niz sa diskretnom Laplasovom marginalnom raspodelom.
Moжe se posmatrati stacionaran vremenski niz {Zn} sa diskret-
nom Laplasovom marginalnom raspodelom, dat izrazom
Zn = sgn(Zn−1)(α ∗ |Zn−1|) + ξn, n ≥ 1,









Dj + en, n ≥ 1, elementi nizova {Xn}, {Yn} i {Dj}
su sluqajne promenǉive koje zadovoǉavaju uslove teoreme 2.1.3,
a elementi niza en, sluqajne promenǉive koje imaju raspodelu
odreenu teoremom 2.2.1 i koje su nezavisne od elemenata sluqa-
jnog niza {Dj}.
Ova posledica se, na jednostavan naqin, moжe dokazati anali-
zirajui oblik karakteristiqne funkcije sluqajne promenǉive
Zn = sgn(Zn−1)(α ∗ |Zn−1|) + ξn. Naime, uzimajui u obzir rezultat
i dokaz teorema 2.1.3 i 2.2.1, odnosno karakteristiqne funkcije
odgovarajuih sluqajnih promenǉivih.
2.3 Osobine modela
U ovom odeǉku e biti izvedene i analizirane osnovne osobine
DLINAR(1) vremenskog niza. Zanimǉivo je primetiti da se mnoge
osobine DLINAR(1) vremenskog niza mogu izvesti posmatrajui
vremenski niz kao razliku dva nezavisna NGINAR(1) vremenska
niza {Xn} i {Yn}, definisana na sledei naqin
Xn = α ∗ Xn−1 + εn, n ≥ 1
Yn = α ∗ Yn−1 + ηn, n ≥ 1,
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gde su {Xn} i {Yn} dva nezavisna, stacionarna, autoregresivna
vremenska niza sa geometrijskom, Geom(µ/(1+µ)), µ > 0, marginal-
nom raspodelom, {εn} i {ηn} dva, takoe, uzajamno nezavisna, niza
nezavisnih i jednako raspodeǉenih sluqajnih promenǉivih qije
su raspodele date u posledici 2.2.1, Xn−l i εn, kao i Yn−l i ηn su
nezavisne sluqajne promenǉive za svako l ≥ 1. Treba primetiti,
takoe, da je NGINAR(1) vremenski niz dobro definisan za α ∈
(0, µ/(1 + µ)]. Marginalna raspodela ova dva NGINAR(1) vremen-
ska niza je geometrijska Geom(µ/(1 + µ)) raspodela. Na osnovu
posledica 2.1.1 i 2.2.1, dobija se da je:
Xn − Yn = (α ∗Xn−1 − α ∗ Yn−1) + (εn − ηn) d= α⊙Zn−1 + en = Zn, (2.3.1)
tj. Zn
d
= Xn − Yn, za svako n ≥ 0. Zbog toga vaжi da je E(Zn) = 0 i
V ar(Zn) = 2µ(1 + µ).
Za DLINAR(1) vremenski niz, definisan sa (2.2.1), vaжi i sle-
dei rezultat.
Teorema 2.3.1 DLINAR(1) vremenski niz {Zn} je strogo staciona-
ran i ergodiqan proces Markova.
Dokaz. Najpre e biti dokazano, da je DLINAR(1) vremenski niz
proces Markova. Na osnovu predstavǉaǌa operatora α⊙, datog u
teoremi 2.1.3, sledi da je α ⊙ Zn−1 d= sgn(Zn−1)(α ∗ |Zn−1|) + ξn, gde
je {ξn} niz nezavisnih sluqajnih promenǉivih raspodeǉenih kao
sluqajna promenǉiva
∑min(Xn,Yn)
j=1 Dj i nezavisnih od Zn−1 i od ele-
menata brojaqkog niza u α ∗ |Zn−1|. Sluqajna promenǉiva α ∗ |Zn−1|
uslovǉena svojom proxloxu ima negativnu binomnu raspodelu





















zbir |zn−1| nezavisnih, jednako raspodeǉenih sluqajnih promenǉi-
vih sa geometrijskom, Geom( α
1+α




















Meutim, poxto posledǌa jednakost zavisi samo od zn−1, jasno
sledi da je DLINAR(1) vremenski niz proces Markova.
U ciǉu jednostavnijeg zapisa, neka je dogaaj
Am,i = {Zm+i = zi, Zm+i−1 = zi−1, . . . , Zm+1 = z1}.
Da bi se dokazala stroga stacionarnost sluqajnog niza {Zn}, treba
pokazati da, za svako n ≥ 1 i svako k ≥ 1 vaжi
P (A0,k) = P (An,k). (2.3.2)
S obzirom na to da je DLINAR(1) proces Markova, sledi

























Elementi vremenskog niza {Zn} su jednako raspodeǉene sluqajne
promenǉive, pa je P (Zn+1 = z1) = P (Z1 = z1). Takoe, za svako n ≥ 1




a, s obzirom na to da su i elementi inovacionog niza {en} jednako
raspodeǉeni, vaжi da je i P (en+i = zi −m) = P (ei = zi −m). Na ovaj
naqin se dobija da je







P (α ⊙ Zi−1 = m|Zi−1 = zi−1)
×P (ei = zi − m).
Vraajui postupak izvoeǌa unazad, dobija se da je,
P (An,k) = P (A0,k).
Na kraju, u ciǉu dokaza ergodiqnosti, moжe se primeniti isti
aparat kao u dokazu teoreme 2.1.1 iz doktorske disertacije Nastić
(2012) i qiǌenica da je σ-algebra generisana sluqajnim promen-
ǉivama Zn, Zn−1, . . . podskup σ-algebre generisane nezavisnim slu-
qajnim promenǉivama ξn, en, W
(n), ξn−1, en−1, W
(n−1), . . . , gde su W (n)
sluqajne promenǉive ukǉuqene u α ∗ |Zn−1|. ✷
Jox neke osobine koje e biti prikazane i analizirane u na-
stavku mogu biti vrlo bitne za karakterizaciju DLINAR(1) vre-
menskih nizova. To su k-koraqno uslovno oqekivaǌe, autokorela-
ciona struktura i spektralna gustina vremenskog niza. Ove oso-
bine, takoe, igraju veliku ulogu i u procesu oceǌivaǌa nepoz-
natih parametara modela.
Teorema 2.3.2 k-koraqno uslovno oqekivaǌe DLINAR(1) vremenskog
niza {Zn}, definisanog izrazom (2.2.1) jednako je E(Zn+k|Zn) = αkZn,
k ≥ 0.
Dokaz. Dokaz e biti izveden indukcijom. Za k = 0, trivijalno
je da jednakost vaжi. Neka, sada, jednakost vaжi za svako k < m.
Na osnovu toga, treba pokazati da je jednakost taqna i za k =
m. Koristei osobine uslovnog matematiqkog oqekivaǌa, kao i
markovsko svojstvo vremenskog niza {Zn}, dobija se
E(Zn+m|Zn) = E(E(Zn+m|Zn+m−1, Zn)|Zn) = E(E(Zn+m|Zn+m−1)|Zn)
= E(αZn+m−1|Zn) = ααm−1Zn = αmZn. ✷
Sada se moжe dokazati sledei rezultat.
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Teorema 2.3.3 DLINAR(1) vremenski niz {Zn} definisan izrazom
(2.2.1) je pozitivno koreliran vremenski niz sa autokorelacionom
funkcijom Corr(Zn, Zn−k) = α
|k|, k ∈ Z.
Dokaz. Neka je k ≥ 0. Poxto je vremenski niz {Zn} strogo sta-
cionaran, k-koraqno uslovno oqekivaǌe je E(Zn|Zn−k) = αkZn−k i
disperzija vremenskog niza je konaqna, V ar(Zn) = 2µ(1 + µ), izraz
za autokovarijansnu funkciju Cov(Zn, Zn−k) se moжe dobiti na jed-
nostavan naqin
Cov(Zn, Zn−k) = Cov(Zn−k, Zn) = Cov(Zn−k, E(Zn|Zn−k))
= Cov(Zn−k, α
kZn−k) = α
kV ar(Zn−k) = 2α
kµ(1 + µ).
Dakle, autokorelaciona funkcija je Corr(Zn, Zn−k) = α
k.
Uzimajui u obzir simetriqnost autokovarijansne funkcije,
sluqaj kada je k < 0 se izvodi na isti naqin i dobija se da je
Cov(Zn, Zn−k) = 2α
−kµ(1 + µ), odakle se dobija da je autokorela-
ciona funkcija Corr(Zn, Zn−k) = α
−k. ✷
Na osnovu oblika autokorelacione funkcije, moжe se zakǉu-
qiti da ona eksponencijalno opada ka nuli, kada se korak k besko-
naqno uveava. Ova osobina svrstava DLINAR(1) vremenske ni-
zove u kategoriju slabo koreliranih vremenskih nizova. Veoma
bitna osobina ovog vremenskog niza je i to xto on pripada klasi
asimptotski nekoreliranih nizova. S obzirom na to da se iz
svakog staǌa vremenskog niza {Zn}, moжe, posle odreenog broja
koraka, stii u bilo koje drugo staǌe, odnosno, posmatrajui
verovatnoe prelaza, vaжi da za svako i, j ≥ 1, postoji m < ∞, tako
da je P (Zn+m = j|Zn = i) > 0, vremenski niz {Zn} je ireducibilan.
Takoe, iz bilo kog staǌa, je mogue, za proizvoǉan, nenegativan
broj koraka, ponovo vratiti se u isto staǌe, tj. za svako i ≥ 1 i za
svako m ≥ 0, vaжi da je P (Zn+m = i|Zn = i) > 0, odnosno, vremenski
niz {Zn} je aperiodiqan. Zbog toga, na osnovu teoreme 3.2 iz rada
Bradley (2005), sledi da je vremenski niz {Zn} niz jakog mexaǌa.
Koristei oblik autokorelacione funkcije, moжe se odrediti
i spektralna gustina DLINAR(1) vremenskog niza. Spektralna
gustina predstavǉa Furijeovu transformaciju autokovarijansne
funkcije. Ona, takoe, moжe biti znaqajan alat u prouqavaǌu
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ponaxaǌa vremenskog niza, npr. u otkrivaǌu i opisivaǌu neslu-








−iλk, λ ∈ [−π, π] ,
gde je γZ(k) = Cov(Zn+k, Zn).


















1 − αe−iλ +
1





· 1 − α
2
1 + α2 − 2α cos λ, λ ∈ [−π, π] .
U sledeoj teoremi je data MA(∞) reprezentacija DLINAR(1)
vremenskog niza definisanog izrazom (2.2.1).
Teorema 2.3.4 DLINAR(1) vremenski niz {Zn} se moжe predstavi-







α ⊙(j) en−j, (2.3.3)
gde je α ∗(0) εn = εn, α ∗(j) εn−j
def
= α ∗ (α ∗(j−1) εn−j), α ∗(0) ηn = ηn,
α ∗(j) ηn−j
def
= α ∗ (α ∗(j−1) ηn−j), i α ⊙(j) en−j
def
= α ∗(j) εn−j − α ∗(j) ηn−j,
j ≥ 1.
Dokaz. Na osnovu (2.3.1) i definicije α⊙(k) i α∗(k), je
Zn
d
= α ∗ Xn−1 + εn − α ∗ Yn−1 − ηn
= α ∗ (α ∗ Xn−2 + εn−1) + εn − α ∗ (α ∗ Yn−1 + ηn−1) − ηn.
S obzirom na to da je negativni binomni tining operator aditi-
van u raspodeli, tj. vaжi da je


















i = α ∗ X + α ∗ Y,
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i , i ≥ 1, nezavisne i jednako raspodeǉene sluqajne




= α ∗(2) Xn−2 − α ∗(2) Yn−2 + (α ∗ εn−1 + εn) − (α ∗ ηn−1 + ηn)
d
= α ∗(2) Xn−2 − α ∗(2) Yn−2 + (α ⊙ en−1 + en).
Nastavǉajui ovaj postupak, dobija se, a lako se dokazuje mate-
matiqkom indukcijom, da je
Zn
d





Sada treba odrediti raspodelu sluqajne promenǉive α ∗(k) Xn−k.
Za funkciju generatrise verovatnoa zbira X nezavisinih jed-




(s) = ΦX (ΦU(s)) ,
pri qemu je ΦX funkcija generatrise verovatnoa sluqajne pro-
menǉive X, a ΦU funkcija generatrise verovatnoa sluqajnih pro-
menǉivih Ui. Funkcija generatrise verovatnoa sluqajne promen-
ǉive α ∗(k) Xn−k je
Φα∗(k)Xn−k(s) = Φα∗(α∗(k−1)Xn−k)(s).
Na osnovu definicije negativnog binomnog tining operatora α∗
je α ∗ (α ∗(k−1) Xn−k) =
∑α∗(k−1)Xn−k
i=1 Wi. Zbog toga je
Φα∗(k)Xn−k(s) = Φ∑α∗(k−1)Xn−k
i=1 Wi
(s) = Φα∗(k−1)Xn−k (ΦW (s))
= Φα∗(α∗(k−2)Xn−k)(ΦW (s)) = Φ∑α∗(k−2)Xn−k
i=1 Wi
(ΦW (s))





Nakon jox k − 2 koraka, opet, lako se dokazuje matematiqkom in-








S obzirom na to da sluqajne promenǉive Wi, i ≥ 1 imaju geomet-
rijsku, Geom( α
1+α
), raspodelu, ǌihova funkcija generatrise vero-
vatnoa je ΦW (s) =
1
1+α−αs . To implicira, a matematiqkom in-









raspodelu, onda ǌena funkcija generatrise verovatnoa ima
oblik ΦXn−k(s) =
1
1+µ−µs . Zbog toga se za funkcije generatrise ve-













Dobijena funkcija generatrise verovatnoa se moжe zapisati u,





















Ovako zapisana, funkcija generatrise verovatnoa sluqajne pro-
menǉive α ∗(k) Xn−k predstavǉa linearnu kombinaciju funkcija
generatrisa verovatnoe dve sluqajne promenǉive, i to jedne,
degenerisane, koja je u raspodeli jednaka nuli i jedne sluqajne





















Uz to je i zbir brojilaca, tj. koeficijenata pomenute linearne
kombinacije jednak jedinici, xto znaqi da sluqajna promenǉiva
α ∗(k) Xn−k predstavǉa mexavinu dve sluqajne promenǉive
































Kada k teжi beskonaqnosti, dobija se
α ∗(k) Xn−k d→
{
0, s.v. 1
Geom (α) , s.v. 0.
s.v.1
= 0
Isti zakǉuqak se dobija i kada je u pitaǌu sluqajna promen-
ǉiva α ∗(k) Yn−k. I na kraju, poxto sluqajne promenǉive α ∗(k) Xn−k
i α∗(k)Yn−k ixqezavaju u beskonaqnosti, dobija se traжena MA(∞)
reprezentacija vremenskog niza {Zn}. ✷
Na kraju, treba istai i jedan, moжe se rei, nedostatak,
ovako definisanog DLINAR(1) modela. To je ǌegova pozitivna
autokoreliranost, koja moжe umaǌiti poǉe primene ovog modela.
Ovaj nedostatak se, ipak, moжe eliminisati. Naime, u radu Free-
land (2010) se posmatra pozitivno koreliran vremenski niz {Zn} sa
Skelamovom marginalnom raspodelom koji je definisan kao raz-
lika dva uzajamno nezavisna vremenska niza {Xn} i {Yn} sa is-
tom Puasonovom marginalnom raspodelom, Zn = Xn − Yn. Osim tog
niza, posmatra se i vremenski niz, ovoga puta, negativno koreli-
ran, definisan na sledei naqin Zn = (−1)n(Xn−Yn). Pratei ovu
tehniku, moжe se definisati stacionaran, autoregresivan vremen-
ski niz sa celobrojnim vrednostima, sa diskretnom Laplasovom
marginalnom raspodelom, sa negativnom jednokoraqnom autoko-
relacijom, na sledei naqin
Zn = α ⊙ (−Zn−1) + en, n ≥ 1, (2.3.4)
gde je Zn
d
= Xn − Yn, α ∈ (0, µ/(1 + µ)], Z0 sluqajna promenǉiva sa
diskretnom Laplasovom, DL(µ/(1 + µ)), raspodelom {en} niz neza-
visnih, jednako raspodeǉenih celobrojnih sluqajnih promenǉivih
takvih da je su en i Zn−l nezavisni za svako l ≥ 1 i en d= (−1)n(εn−ηn),
za svako l ≥ 1 i en d= (−1)n(εn − ηn). Za svako n ≥ 0, tining opera-
tor α⊙ je definisan izrazom (2.1.1), a elementi brojaqkog niza iz
α⊙ (−Zn−1) su sluqajne promenǉive nezavisne od Zn i em za svako
n i m.
To da je marginalna raspodela ovako definisanog vremenskog
niza ista kao i marginalna raspodela vremenskog niza definisa-
nog izrazom (2.2.1), dokazuje se lako. Naime, razlike α∗Xn−α∗Yn
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i α ∗ Yn − α ∗ Xn imaju istu raspodelu jer i Xn, i Yn imaju istu
raspodelu. S druge strane, zbog jednake raspodeǉenosti sluqaj-
nih promenǉivih εn i ηn, su i razlike εn − ηn i ηn − εn jednako
raspodeǉene. Za vremenski niz definisan izrazom (2.3.4) se mogu
dokazati iste ili sliqne osobine kao i za vremenski niz defini-
san izrazom (2.2.1).
Teorema 2.3.5 DLINAR(1) vremenski niz {Zn}, definisan izrazom
(2.3.4), je strogo stacionaran i ergodiqan proces Markova.
Prilikom dokazivaǌa markovskog svojstva niza {Zn} treba samo
ispratiti dokaz odgovarajue teoreme za ǌegov pozitivno kore-
lirani analogon. Vaжi isto predstavǉaǌe operatora α⊙ preko
operatora α ∗ . Jedina razlika je xto e funkcija sgn(Zn−1) imati
suprotan znak. Meutim, to nee promeniti qiǌenicu da element
Zn, od qitave svoje proxlosti, zavisi samo od Zn−1. Stroga sta-
cionarnost i ergodiqnost se dokazuju na identiqan naqin kao u
sluqaju pozitivno koreliranog vremenskog niza.
Sledee dve osobine se mogu dokazati na isti naqin kao xto
je to uraeno u odgovarajuim teoremama za vremenski niz defi-
nisan izrazom (2.2.1).
Teorema 2.3.6 k-koraqno uslovno oqekivaǌe DLINAR(1) vremen-
skog niza {Zn} definisanog izrazom (2.3.4) je E(Zn+k|Zn) = (−α)kZn−k,
k ≥ 0.
Na osnovu prethodne teoreme se moжe zakǉuqiti da e pri-
likom jednokoraqne prognoze, predviena vrednost u svakom na-
rednom koraku biti suprotnog znaka od realizovane vrednosti u
prethodnom koraku.
Teorema 2.3.7 DLINAR(1) vremenski niz {Zn} definisan izrazom
(2.3.4) je koreliran vremenski niz sa Corr(Zn, Zn−k) = (−α)k, k ≥ 0.
Prethodna teorema pokazuje da je jednokoraqna autokorelacija
niza definisanog izrazom (2.3.4). Opxtije, sve autokorelacije










1 + α2 + 2α cos λ
, λ ∈ [−π, π] .
Takoe, vaжi i MA(∞) reprezentacija DLINAR(1) vremenskog
niza definisanog izrazom (2.3.4). Na isti naqin kao u dokazu
odgovarajue teoreme za pozitivno korelirani vremenski niz do-
bija se da je
Zn
d





Meutim, zbog iste raspodele nizova {Xn} i {Yn} i komutativnosti
sabiraǌa dobija se da je
α ∗(k) (−1)kXn−k − α ∗(k) (−1)kYn−k d= α ∗(k) Xn−k − α ∗(k) Yn−k.








2.4 Oceǌivaǌe nepoznatih parametara
Za oceǌivaǌe nepoznatih parametara DLINAR(1) vremenskog
niza {Zn} zadatog izrazom (2.2.1) e biti korixeni Yule-Walker-
ov metod i metod uslovnih najmaǌih kvadrata. Prvo e biti
odreene ocene nepoznatih parametara Yule-Walker-ovim metodom.
Neka je (Z1, Z2, . . . , ZN) sluqajan uzorak vremenskog niza obi-
ma N . Na osnovu teoreme 2.3.3 je Corr(Zn, Zn−1) = α i kako je,

















gde je γ̂Z(1) jednokoraqna uzoraqka kovarijansa, a γ̂Z(0) uzoraqka
disperzija.
Parametar µ se oceǌuje koristei qiǌenicu da je V ar(Zn) =
E(Z2n) = 2µ(1 + µ). Izjednaqavajui teorijsku i uzoraqku disper-
ziju, dobija se kvadratna jednaqina






Rexavajui ovu kvadratnu jednaqinu i uzimajui u obzir da je
µ > 0, dobija se da je Yule-Walker-ova ocena parametra µ :





















1 + 2γ̂Z(0) . (2.4.2)
Da bi se dokazale asimptotske osobine statistika (2.4.1) i
(2.4.2) bie korixena i sledea tvreǌa.
Teorema 2.4.1 (White (1984), teorema 5.15) Neka je {Zn} strogo sta-
cionaran i ergodiqan niz sluqajnih promenǉivih sa konaqnim mo-
mentom drugog reda, EZ2n = σ
2 < ∞, takav da E(Zn|Fn−m) s.k.→ 0,
kada m → ∞, i ∑∞j=0 (V ar(Rnj))
1/2 < ∞, gde je sluqajna promenǉiva
Rnj = E(Zn|Fn−j) − E(Zn|Fn−j−1). Tada je σ2n → σ2 < ∞, n → ∞, i ako
je σ2 > 0, tada √
n Zn
σ
d→ N (0, 1),
gde je σ2n = V ar (
∑n
i=1 Zi) /n, a oznaka
s.k.→ predstavǉa konvergenciju u
sredǌe-kvadratnom smislu.
Posledica 2.4.1 U skladu sa oznakama iz prethodne teoreme, za




d→ N (0, 1).
Dokaz. Za sluqajan niz {Zn} vaжi
E(Zn) = 0, E(Z
2
n) = V ar(Zn) = 2µ(1 + µ), Cov(Zn, Zn−1) = 2αµ(1 + µ).
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S obzirom na to da je {Zn} proces Markova, vaжi da je
E(Zn|Fn−m) = E(Zn|Zn−m) = αmZn−m,
pa sledi da je
E|αmZn−m|2 = α2mV ar(Zn−m) = α2m2µ(1 + µ) → 0, m → ∞,
xto znaqi da E(Zn|Fn−m) s.k.→ 0, m → ∞.














α2jZ2n−j − 2α2j+1Zn−jZn−j−1 + α2j+2Z2n−j−1
)
= α2jV ar(Zn−j) − 2α2j+1Cov(Zn−j, Zn−j−1)
+ α2j+2V ar(Zn−j−1)
= 2α2jµ(1 + µ) − 4α2j+1αµ(1 + µ) + 2α2j+2µ(1 + µ)














2µ(1 + µ)(1 − α2)








































































1 − α −
α(1 + (n − 1)αn − nαn−1)
(1 − α2) ,












2αn+1 − nα2 − 2α + n
)
.

















→ σ2 = 2µ(1 + µ)1 + α
1 − α > 0.
Poxto je vremenski niz {Zn} strogo stacionaran i ergodiqan i,




d→ N (0, 1). ✷
Teorema 2.4.2 (White (2001), teorema 3.34) Neka je {Zn} strogo sta-
cionaran i ergodiqan niz sluqajnih promenǉivih sa konaqnim apso-
lutnim momentom prvog reda, E|Zn| < ∞. Tada vaжi
Zn
s.v.1→ EZn.
Teorema 2.4.3 (White (2001), teorema 3.35) Neka je dat prostor ve-
rovatnoa (Ω,F , P ), niz sluqajnih promenǉivih {Zn} i F−merǉiva
funkcija g : R2k+1 → R. Neka je niz {Yn} definisan na sledei naqin
Yn = g(Zn−k, Zn−k+1, . . . , Zn−1, Zn, Zn+1, . . . , Zn+k−1, Zn+k).




Teorema 2.4.4 (teorema o neprekidnom preslikavaǌu) Neka je {Xn}
niz k−dimenzionalnih sluqajnih promenǉivih i neka je preslikavaǌe
g : Rk → Rl neprekidno. Tada vaжi
Xn → X ⇒ g(Xn) → g(X),
pri qemu se tvreǌe odnosi na konvergencije u verovatnoi, raspo-
deli i skoro izvesnom smislu.
Posledica 2.4.2 (teorema o konvergenciji koliqnika) Neka nizovi
sluqajnih promenǉivih {Xn} i {Yn} konvergiraju istovremeno u ve-
rovatnoi, raspodeli ili skoro izvesnom smislu, Xn → X, Yn → Y.






pri qemu tip konvergencije koliqnika odgovara konvergenciji deǉe-
nika i delioca.
Na osnovu prethodnih teorema se moжe, kao posledica, izvesti
sledei zakǉuqak.
Teorema 2.4.5 Neka je {Zn} jedan DLINAR(1) vremenski niz. Tada
vaжi
i) nizovi {Z2n} i {ZnZn−1} su strogo stacionarni i ergodiqni





s.v.1→ EZ2n = γZ(0)
iii) γ̂Z(1) ≡ 1n
∑n
i=1 ZnZn−1
s.v.1→ E(ZnZn−1) = γZ(1)
Dokaz. Dokaz prvog dela se dobija primenom teoreme 2.4.3 na niz
{Zn} i funkcije g(Zn) = Z2n i h(Zn−1, Zn) = ZnZn−1. Drugi i trei
deo su posledica primene teoreme 2.4.2 na nizove {Z2n} i {ZnZn−1}.
✷
Teorema 2.4.6 (Brockwell i Davis (1987), tvreǌe 6.3.9) Neka su {Xn}
i {Ynj}, n, j ≥ 1, nizovi k−dimenzionalnih sluqajnih promenǉivih




d→ Yj, n → ∞ ∀j ≥ 1
ii) Yj
d→ Y, j → ∞
iii) limj→∞ lim supn→∞ P (|Xn − Ynj| > ε) = 0,∀ε > 0
Tada Xn
d→ Y, n → ∞.
Tvreǌe 2.4.1 (Brockwell i Davis (1987), tvreǌe 6.3.1 (the Cramer-
Wold device)) Neka je {Xn} niz k−dimenzionalnih sluqajnih promen-
ǉivih. Xn
d→ X ako i samo ako λT Xn d→ λT X, ∀λ ∈ Rk.
Teorema 2.4.7 (Brockwell i Davis (1987), teorema 6.4.2) Neka je {Xn}
strogo stacionaran, m−zavisan niz sluqajnih promenǉivih, sa ma-
tematiqkim oqekivaǌem 0 i autokovarijansnom funkcijom γ(k). Ako
je












d→ N (0, n−1vm).
Naredna dva tvreǌa se odnose na asimptotske osobine uzo-
raqke autokorelacione funkcije DLINAR(1) vremenskog niza i














, k ∈ Z (2.4.3)
definisana uzoraqka autokovarijansna funkcija vremenskog niza







(Zi − µZ) (Zi+k − µZ) , k ∈ Z, (2.4.4)
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gde je µZ = EZn. Najpre e biti dokazana asimptotska normalnost
funkcije γ∗(k), a zatim e biti dokazana i jednakost graniqnih
raspodela uzoraqke autokovarijansne funkcije i funkcije γ∗(k).
Tvreǌe 2.4.2 Neka je dat DLINAR(1) vremenski niz {Zn} i neka











































gde je funkcija γ∗(k) definisana izrazom (2.4.4), a elementi matrice
Vγ odreeni na sledei naqin
Vγ[i,j] = lim
N→∞
NCov (γ∗(i), γ∗(j)) , i, j ∈ {0, 1, . . . , h}.
Dokaz. Dokaz tvreǌa prati tok dokaza analogne teoreme za
nenegativne INAR vremenske nizove, iz rada Silva i Silva (2006).
Prvo treba napomenuti da je DLINAR(1) vremenski niz {Zn},
definisan izrazom (2.2.1), strogo stacionaran i da se moжe pred-





i=0 α⊙iεn−i, gde su εn, n ≥ 1, nezavisne jednako raspodeǉe-
ne sluqajne promenǉive. Neka je EZn = µZ . U sluqaju DLINAR(1)
vremenskog niza, µZ = 0, ali u ciǉu poveaǌa opxtosti ove teo-
reme i ǌene kasnije primene na nesimetriqne vremenske nizove, tj.
vremenske nizove qije je oqekivaǌe razliqito od 0, ovaj podatak
nee biti uzet u obzir kao olakxavajua okolnost.
Prvo se, za proizvoǉno, a konstantno m > 0, konstruixu ,,od-






Neka je µm = EZ
∗














Sada se konstruixe centriran niz sluqajnih promenǉivih {Y ∗n }
na sledei naqin
Y ∗n = Z
∗
n − µm.
















(Z∗i − µm)(Z∗i+k − µm) = γ∗m(k).






























(Z∗n − µm)(Z∗n − µm)
(Z∗n − µm)(Z∗n+1 − µm)
...






























S obzirom na to da je niz sluqanij promenǉivih {Un} (m + h)−za-






























gde je γm(k) autokovarijansna funkcija niza {Z∗n}, a elementi ma-





m(j)) , i, j ∈ {0, 1, . . . , h}.
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Sada se, na osnovu predstavǉenog postupka, formira niz slu-













im−µm)(Z∗(i+k)m−µZ). Za niz (h+1)−dimenzionalnih



















vaжi da, u raspodeli, konvergira ka sluqajnoj promenǉivoj sa
normalanom raspodelom,
TNm
d→ Tm : N (0,Vm) , N → ∞,





m(j)) , i, j ∈ {0, 1, . . . , h}.
Takoe vaжi i
Tm
d→ T : N (0,Vγ) ,m → ∞.
Ako se sada posmatra verovatnoa
P
(√
N |γ∗m(k) − γm(k) − γ∗(k) + γ(k)| > ε
)
,
moжe se zakǉuqiti da je, na osnovu Qebixevǉeve nejednakosti
P
(√








(NV ar (γ∗m(k)) + NV ar (γ






























NCov (γ∗(k), γ∗(k)) = lim
N→∞








N |γ∗m(k) − γ∗(k)| > ε
)








N |γm(k) − γ(k)| > ε
)
= 0,∀ε > 0,







N |γ∗m(k) − γm(k) − γ∗(k) + γ(k)| > ε
)
= 0,∀ε > 0.

























































U dokazu sledee teoreme bie korixeni rezultati, pred-
stavǉeni u kǌizi Brockwell i Davis (1987), koji se odnose na vezu
konvergencija u raspodeli i verovatnoi, kao i zajedniqke gra-
niqne raspodele dva ,,bliska” niza sluqajnih promenǉivih.
Tvreǌe 2.4.3 (Brockwell i Davis (1987), tvreǌe 6.3.2) Ako za niz










∣→ 0, n → ∞, za svako t ∈ Rk,
ii) Xn
d→ X.
Tvreǌe 2.4.4 (Brockwell i Davis (1987), tvreǌe 6.3.3) Ako su {Xn}
i {Yn} dva niza k−dimenzionalnih sluqajnih promenǉivih takvih
da je Xn − Yn = op(1) i Xn d→ X, tada Yn d→ X.
Teorema 2.4.8 Neka je dat DLINAR(1) vremenski niz {Zn} i neka je










































gde je funkcija γ̂(k) uzoraqka autokovarijansna funkcija, definisana
izrazom (2.4.3), a elementi matrice Vγ odreeni na isti naqin kao
u tvreǌu 2.4.2.
Dokaz. Dokaz teoreme je analogan dokazu odgovarajue teoreme
za nenegativne INAR vremenske nizove, iz rada Silva i Silva (2006).













































































sledi da je 1√
N
∑N
i=N−k+1(Zi − µZ)(Zi+k − µZ) = op(1).
Takoe, na osnovu posledice 2.4.1,
√
N(ZN − µZ) d→ N (0, V ), gde




, pa sledi da je
√
N(ZN − µZ) = Op(1).
Daǉe je, na osnovu slabog zakona velikih brojeva za pokretne






















(ZN + µZ) = op(1).
To implicira da je
√
N (γ∗(k) − γ̂(k)) = op(1).
Na kraju, na osnovu tvreǌa 2.4.3 i 2.4.4, sledi asimptotska nor-
malnost vektora autokovarijansnih funkcija. ✷









(1 + α)[α + 2µ(1 + µ)(1 + α + 2µ(1 − α))]
2µ(1 + µ)(1 + 2µ)
)
,
kad N → ∞.
Dokaz. Poxto je DLINAR(1) vremenski niz {Zn} strogo stacio-
naran i ergodiqan, a ocena α̂Y W je neprekidna funkcija uzoraqke
disperzije i jednokoraqne uzoraqke kovarijanse, sledi, na osnovu
qiǌenice predstavǉene u teoremi 2.4.5, da su uzoraqka disper-
zija i jednokoraqna uzoraqka kovarijansa strogo postojane ocene
disperzije i jednokoraqne kovarijanse vremenskog niza, tj.
γ̂Z(0)
s.v.1−→ γZ(0) = V ar(Zn) i γ̂Z(1) s.v.1−→ γZ(1),
i posledice 2.4.2 da je statistika α̂Y W strogo postojana ocena pa-
rametra α. Da bi se odredila asimptotska raspodela ove statis-




α̂Y W − α
)





























Neka je, sada, vremenski niz {DN} definisan na sledei naqin:
DN =
∑N
n=2 Zn−1(Zn − αZn−1). Prvo treba pokazati da je niz {DN},
niz martingala. Da bi to bilo taqno, potrebno je da vaжi da
je E(DN+1|FN) = DN , gde je FN = σ(ZN , ZN−1, ..., Z1) σ-algebra gene-
risana sluqajnim promenǉivama Z1, Z2, ..., ZN . Matematiqko oqeki-
vaǌe sluqajne promenǉive DN uslovǉene proxloxu koja je za-
pisana u obliku σ−algebre FN−1 je





















Zn−1(Zn − αZn−1) = DN−1.
Na osnovu prethodnog izvoeǌa, moжe se zakǉuqiti da je DN mar-
tingal, a DN −DN−1 = ZN−1(ZN −αZN−1) razlika martingala. Ovo
je stacionarni, ergodiqni vremenski niz koji predstavǉa razliku
martingala. Matematiqko oqekivaǌe ove sluqajne promenǉive je
0, a disperzija se moжe izraqunati na sledei naqin






















n|Zn−1 = z) − 2αE(Z3n−1Zn|Zn−1 = z)
+α2E(Z4n−1|Zn−1 = z)
]








n|Zn−1 = z) − 2αE(Z3n−1Zn|Zn−1 = z)
+α2E(Z4n−1|Zn−1 = z)
]








z2E(Z2n|Zn−1 = z) − 2αz3E(Zn|Zn−1 = z) + α2z4
]
P (Zn−1 = z).







z2E((α ⊙ Zn−1 + en)2|Zn−1 = z)
−2αz3E((α ⊙ Zn−1 + en)|Zn−1 = z) + α2z4
]
P (Zn−1 = z).
Uzimajui u obzir uslovne osobine sluqajne promenǉive α⊙Zn−1
date u teoremi 2.1.2 i osobine inovacionog niza {en} date u pos-
















































































z2 = 2µ(1 + µ)(1 + 2µ),
dobija se da je
σ2 =
2µ(1 + µ)(1 + α)
1 + 2µ
[α + 2µ(1 + µ)(1 + α + 2µ(1 − α))].
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Zn−1(Zn − αZn−1) d→ N (0, σ2), N → ∞.



















d→ N (0, σ2), N → ∞.
Ponovo, zbog ergodiqnosti DLINAR(1) vremenskih nizova, sledi






s.v.1−→ 2µ(1 + µ) kad N → ∞. Primeǌujui, po drugi











, kad N → ∞. ✷
Jox dva rezultata iz kǌige Brockwell i Davis (1987) e biti
upotrebǉena i u dokazu sledee teoreme, a bie korisni i pri-
likom dokazivaǌa nekih tvreǌa kasnije.
Tvreǌe 2.4.5 (Brockwell i Davis (1987), tvreǌe 6.4.1) Neka sluqaj-
na promenǉiva Xn
d→ N (µ, σ2n), gde σ2n → 0, n → ∞. Ako je funkcija
g(X) difrencijabilna u taqki µ, tada
g(Xn)
d→ N (g(µ), g′(µ)2σ2n).
Tvreǌe 2.4.6 (Brockwell i Davis (1987), tvreǌe 6.4.3) Neka k−di-
menzionalna sluqajna promenǉiva Xn
d→ N (µ, c2nΣ), gde je Σ simet-
riqna, nenegativno definitna matrica, a cn → 0, n → ∞. Ako
je g(X) = (g1(X), . . . , gm(X))
T preslikavaǌe iz prostora Rk u pros-
tor Rm, takvo da je svaka ǌegova koordinatna funkcija neprekidno
difrencijabilna u okolini taqke µ, i ako matrica DΣDT ima na
dijagonali sve elemente razliqite od 0, gde je matrica D Jakobijan
preslikavaǌa g, tada
g(Xn)
d→ N (g(µ), c2nDΣDT ).
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Teorema 2.4.9 se, na drugi naqin, moжe dokazati i primenom
prethodnog tvreǌa i qiǌenice da su uzoraqka disperzija i uzo-
raqka kovarijansa vremenskog niza {Zn} asimptotski normalno
raspodeǉene.
Teorema 2.4.10 Yule-Walker-ova ocena parametra µ, µ̂Y W , je asimp-
totski normalno raspodeǉena i strogo je postojana.
Dokaz. Poxto je DLINAR(1) vremenski niz, {Zn}, ergodiqan
i strogo stacionaran, uzoraqka disperzija je strogo postojana
ocena disperzije vremenskog niza. Zbog toga e i ocena µ̂Y W ,
kao neprekidna funkcija uzoraqke disperzije, takoe, biti strogo
postojana.
Sa druge strane, na osnovu teoreme 2.4.8, uzoraqka disperzija
vremenskog niza {Zn} je asimptotski normalno raspodeǉena. Kako
je ocena µY W diferencijabilna funkcija uzoraqke disperzije, to,
na osnovu tvreǌa 2.4.5, i ona sama ima asimptotski normalnu





1 + 2γZ (0) = µ, i disperzijom
σ2γ̂Z(0)/4(1 + 2µ)











Na kraju, oqigledno je da se preslikavaǌem
g(x1, x2) = (g1(x1, x2), g2(x1, x2))













preslikava vektor (γ̂Z(0), γ̂Z(1))
T u vektor (α̂Y W , µ̂Y W )T . Zbog toga se
















gde je Σ matrica sa elementima
Σi,j = lim
N→∞













Jakobijan preslikavaǌa g(x1, x2) za x1 = γZ(0) i x2 = γZ(1).
Xto se ocena nepoznatih parametara metodom uslovnih naj-










(Zn − αZn−1)2 .
Na жalost, s obzirom na to da parametar µ ne figurixe u funkciji
grexke, metodom uslovnih najmaǌih kvadrata, koristei jednoko-
raqni metod, nije mogue odrediti ocenu ovog parametra. U jed-
naqinama koje se dobijaju dvokoraqnim metodom uslovnih najma-
ǌih kvadrata, koji je razmatran u radu Karlsen i Tjøstheim (1988),
parametar µ figurixe u obliku argumenta polinomskih funkcija
qetvrtog i vixeg stepena, te zbog toga, ovaj metod nee biti
analiziran. Dakle, jednokoraqnim metodom uslovnih najmaǌih
kvadrata je oceǌen jedino parametar α.







Zn−1 (Zn − αZn−1) .
Nakon izjednaqavaǌa sa nulom i rexavaǌa jednaqine po nepozna-
































n − 1N Z21















α̂Y W − α̂cls
)
= 0, s.v. 1. S obzirom na to
da niz ocena α̂Y W konvergira u raspodeli ka normalnoj raspodeli
koja je data u teoremi 2.4.9, a razlika ocena α̂Y W − α̂cls bar u
verovatnoi teжi nuli kada se obim uzorka N beskonaqno uveava,









(1 + α)[α + 2µ(1 + µ)(1 + α + 2µ(1 − α))]
2µ(1 + µ)(1 + 2µ)
)
,
kad N → ∞.
Stroga postojanost i asimptotska normalnost ove ocene se jox
mogu dokazati i korixeǌem teorema 3.1 i 3.2 iz rada Tjøstheim
(1986). Naime, s obzirom na to da za parcijalne izvode uslovnog










uslov C1 teoreme 3.1, se svodi na E|Zn−1|2 < ∞, xto je svakako is-
puǌeno, jer je, na osnovu osobina sluqajne promenǉive sa diskret-
nom Laplasovom raspodelom datih u uvodnom delu i u radovima
Kozubowski i Inusah (2006), odnosno, Barreto-Souza i Bourguignon (2015),
E|Zn−1|2 = V ar(Zn−1) = 2µ(1+µ). Uslov C2 se svodi na E (|aZn−1|2) =
0 ⇒ a = 0, tj. |a|2E (|Zn−1|2) = 0 ⇒ a = 0, xto, opet, vaжi, jer
iz |a|2E (|Zn−1|2) = 2|a|2µ(1 + µ) = 0, sledi da je a = 0. S obzirom
na to da su drugi i trei parcijalni izvodi uslovnog oqekivaǌa
E(Zn|Zn−1) po parametru α jednaki nuli, to uslov C3 postaje tri-
vijalan.



























xto je, ponovo, ispuǌeno, u skladu sa ve pomenutim osobinama
apsolutnih momenata sluqajnih promenǉivih sa diskretnom La-
plasovom raspodelom. Ispuǌenost uslova ove dve teoreme, obez-
beuje strogu postojanost i asimptotsku normalnost statistike
α̂cls.
Sliqni rezultati se mogu dobiti i za DLINAR(1) vremen-
ski niz {Zn} zadat izrazom (2.3.4). S obzirom na osobine ovako
definisanog vremenskog niza, konkretno E(Zn|Zn−1) = −αZn−1 i



























Da bi se proverile performanse ocena nepoznatih parametara
DLINAR(1) vremenskog niza, predstavǉene u teoremama u prethod-
nim poglavǉima, uraena je simulacija Monte Karlo metodom. Za
razliqite vrednosti parametara µ i α generisano je 1000 uzoraka
obima N = 5000. Korixena je qiǌenica da je raspodela posma-
tranog vremenskog niza jednaka raspodeli razlike dva nezavisna
NGINAR(1) vremenska niza, {Xn} i {Yn}. Prilikom simulacije
NGINAR(1) vremenskih nizova trebalo je modelirati realizacije
sluqajnih promenǉivih sa geometrijskom raspodelom. Korixena
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je qiǌenica da je X
d
= ⌊S⌋, gde sluqajne promenǉive X i S imaju
geometrijsku i eksponencijalnu raspodelu sa odgovarajuim para-
metrima, respektivno, a ⌊·⌋ je ,,najvei ceo broj”. Takoe, za simu-
laciju inovacionih nizova {εn} i {ηn} korixeno je ǌihovo pred-
stavǉaǌe u obliku mexavine dve sluqajne promenǉive sa geomet-
rijskom raspodelom, kako je to ve prikazano u posledici 2.2.1.
Prvo je generisana vrednost za X1 i, nezavisno od ǌe, za Y1.
Onda su, za n = 2, 3, . . . , 5000 generisane vrednosti za Xn i Yn kao
Xn = α∗Xn−1+εn i Yn = α∗Yn−1+ηn. Zatim je svaki par realizacija
Xn i Yn iskorixen u generisaǌu vrednosti Zn = Xn − Yn.
Kao prave vrednosti parametra µ upotrebǉene su vrednosti
0,5, 2 i 10, a kao vrednosti parametra α upotrebǉene su 0,1,
0,2, 0,3, 0,4, 0,6 i 0,8. Zbog ograniqeǌa koja vaжe za parametar
α, α ∈ (0, µ/(1 + µ)], neki od parova vrednosti nisu razmatrani.
Ciǉ je bio da se prikaжe ponaxaǌe vremenskog niza u sluqaje-
vima kada parametar µ ima vrednost blisku nuli, zatim vred-
nost koja odstupa malo vixe od nule i na kraju, trea vrednost
koja je priliqno vea od nule. Oqekivalo se da male vrednosti
parametra µ izazovu malo variraǌe vrednosti vremenskog niza,
a da sa poveaǌem vrednosti parametra µ dolazi do poveaǌa
,,amplitude”, tj. poveaǌa varijacije vremenskog niza. Isti kri-
terijum je upotrebǉen i za izbor vrednosti parametra α. Iza-
brana je jedna vrednost koja je bliska nuli, jedna vrednost koja
se nalazi blizu sredine dozvoǉenog opsega (0, µ/(1 + µ)] i trea
vrednost koja je blizu gorǌe granice opsega. Ovakav izbor je
napravǉen, ne bi li se video uticaj vrednosti parametra α na
autokorelacionu funkciju. Oqekivalo se da simulacije nizova sa
veim vrednostima parametra α imaju vee vrednosti korelacije.
Na slikama 2.1 i 2.2 prikazani su dijagrami realizacija si-
muliranih vremenskih nizova sa odgovarajuim parametrima i
ǌihove autokorelacione funkcije. Sa dijagrama dobijenih rea-
lizacija se moжe uoqiti da je kod vremenskih nizova sa istom
vrednoxu parametra µ ponaxaǌe, u smislu varijacije i opsega
dostignutih vrednosti, sliqno. To je i oqekivano, s obzirom
na to da disperzija DLINAR(1) vremenskog niza zavisi samo od
vrednosti parametra µ. S druge strane, sa dijagrama 2.2 moжe se
uoqiti uticaj samo vrednosti parametra α na autokorelacionu
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funkciju, tj. najmaǌe vrednosti proizvode jedan xablon vred-
nosti autokorelacione funkcije, vrednost autokorelacione funk-
cije u taqki jedan je, oqekivano, najvea u odnosu na ostale vred-
nosti, ali ne tako dominantna u odnosu na granicu znaqajnosti.
Ostale vrednosti autokorelacione funkcije su, u veini sluqa-
jeva, vrlo bliske nuli. Vrednosti parametra α uzete iz sredine
opsega, generixu drugaqiji xablon, vrednost u taqki jedan je
vea od ostalih vrednosti, ali za razliku od prethodnog sluqaja,
ostale vrednosti autokorelacione funkcije su maǌe, ali blizu
granice znaqajnosti, sa doǌe strane. Vrednosti bliske gorǌoj
granici oblasti definisanosti, generixu trei oblik ponaxaǌa
autokorelacione funkcije. Vrednost u taqki jedan veoma je do-
minantna u odnosu na sve ostale vrednosti. U nizu vrednosti
autokorelacione funkcije postoji nekoliko vrednosti koje pre-
maxuju granicu znaqajnosti, ali su i one daleko maǌe od jed-
nokoraqne korelacije. I to je sasvim logiqna posledica osobina
DLINAR(1) vremenskih nizova jer autokorelaciona funkcija za-
visi iskǉuqivo od vrednosti parametra α.
Za svaki par vrednosti parametara α i µ posmatrani su podu-
zorci pet razliqitih obima, 200, 500, 1000, 3000 i 5000. Za svaki
od poduzoraka izraqunate su Yule-Walker-ove ocene parametara. U
sluqaju zadatih vrednosti parametra α koje su bliske nuli, mo-
gue je na osnovu uzorka dobiti negativne ocene. U tim sluqa-
jevima, kao ocena, uzimana je pozitivna vrednost bliska nuli,
α̂ = 10−6. Takoe, u sluqaju pravih vrednosti parametra α koje su
bliske gorǌoj granici oblasti definisanosti parametra, mogue
je dobiti ocenu qija je vrednost vea od µ/(1+µ). U tim sluqaje-
vima, kao vrednost ocene parametra je uzeta vrednost α̂ = µ̂/(1+µ̂).































































































































































Slika 2.1: Dijagrami realizacija vremenskih nizova sa odgo-
varajuim parametrima (a1) µ = 0, 5, α = 0, 1, (a2) µ = 0, 5, α = 0, 2,
(a3) µ = 0, 5, α = 0, 3, (b1) µ = 2, α = 0, 2, (b2) µ = 2, α = 0, 4,
(b3) µ = 2, α = 0, 6, (v1) µ = 10, α = 0, 2, (v2) µ = 10, α = 0, 4, (v3)



































































Slika 2.2: Dijagrami vrednosti autokorelacionih funkcija
simuliranih vremenskih nizova sa odgovarajuim parametrima
(a1) µ = 0, 5, α = 0, 1, (a2) µ = 0, 5, α = 0, 2, (a3) µ = 0, 5, α = 0, 3,
(b1) µ = 2, α = 0, 2, (b2) µ = 2, α = 0, 4, (b3) µ = 2, α = 0, 6, (v1)
µ = 10, α = 0, 2, (v2) µ = 10, α = 0, 4, (v3) µ = 10, α = 0, 8
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Primena na realnim podacima
U tabeli 2.1, prikazane su uzoraqke sredine i standardne de-
vijacije dobijenih ocena za svaki par zadatih vrednosti. Moжe
se zakǉuqiti da dobijene ocene, sa poveaǌem obima uzorka, bi-
vaju sve bliжe teorijskim vrednostima parametara, a da se, u
isto vreme, ǌihova standardna devijacija smaǌuje. Na osnovu
dobijenih vrednosti u tabeli, vidi se da se, u sluqajevima malih
vrednosti parametara µ i α, brжe dostiжe taqna vrednost, xto
je i razumǉivo, jer sa maǌim vrednostima parametra µ, maǌa je
varijabilnost vrednosti vremenskog niza, a i maǌi je opseg de-
finisanosti parametra α.
U prilog asimptotskoj normalnosti ocena parametara α i µ
govori (vixe nego hiǉadu reqi) slika 2.3, na kojoj su prikazane
raspodele uqestanosti realizovanih vrednosti ocena µ̂Y W i α̂Y W
dobijenih na osnovu 1000 uzoraka obima 5000. Odstupaǌe ras-
podela realizacija posmatranih ocena od normalne raspodele je
testirano nekim od standardnih statistiqkih testova za upore-
ivaǌe empirijskih i teorijskih raspodela, kao xto su test Kol-
mogorov-Smirnova, χ2 test, Shapiro-Wilk-ov test, Anderson-Darling-
ov test, Lilliefors-ov test i Jarque-Bera-ov test. U tabeli 2.2 su
prikazane znaqajnosti ovih testova za raspodelu svake od pos-
matranih ocena. Moжe se zakǉuqiti da ni u jednom sluqaju ne
postoji znaqajno odstupaǌe od normalne raspodele.
2.6 Primena na realnim podacima
Xto se primene na realnim podacima tiqe, posmatrana je raz-
lika u broju prijavǉenih prestupa izmeu dve policijske stanice.
Broj prestupa, grubo reqeno, po svojoj prirodi, bi trebalo da se
pokorava geometrijskoj raspodeli, s obzirom na to da u aktivnos-
tima tog tipa postoji niz od nekoliko uzastopnih uspexnih rea-
lizacija dogaaja koji se zavrxava jednim neuspehom, ili, ako se
problem pogleda sa druge strane (zakona), postoji niz od nekoliko
uzastopnih neuspexnih realizacija dogaaja koji se okonqava us-
pexnom realizacijom. Da bi DLINAR(1) model bio adekvatan,
jedan od uslova je da sredǌe vrednosti broja prijavǉenih nedela
obema policijskim stanicama budu pribliжno iste. Posmatran je
broj kraa motornih vozila koje su meseqno prijavǉivane poli-
cijskim stanicama broj 1608 i 2811, u Pitsburgu, Pensilvanija,
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Tabela 2.1: Realizovane vrednosti ocena parametara µ i α, sred-
ǌe vrednosti i standardne devijacije
µ = 0, 5, α = 0, 1 µ = 0, 5, α = 0, 2 µ = 0, 5, α = 0, 3
N µ̂Y W α̂Y W α̂cls µ̂Y W α̂Y W α̂cls µ̂Y W α̂Y W α̂cls
200 0,495 0,099 0,099 0,495 0,193 0,194 0,493 0,288 0,289
(0,063) (0,073) (0,074) (0,069) (0,080) (0,080) (0,075) (0,081) (0,081)
500 0,497 0,100 0,100 0,498 0,197 0,198 0,496 0,294 0,294
(0,041) (0,048) (0,048) (0,044) (0,051) (0,051) (0,047) (0,052) (0,052)
1000 0,498 0,100 0,100 0,498 0,197 0,197 0,498 0,297 0,297
(0,029) (0,033) (0,033) (0,031) (0,037) (0,037) (0,034) (0,038) (0,038)
3000 0,500 0,100 0,100 0,500 0,199 0,199 0,499 0,298 0,298
(0,017) (0,020) (0,020) (0,018) (0,021) (0,021) (0,019) (0,022) (0,022)
5000 0,500 0,100 0,100 0,500 0,199 0,199 0,499 0,299 0,299
(0,013) (0,016) (0,016) (0,014) (0,016) (0,016) (0,015) (0,017) (0,017)
µ = 2, α = 0, 2 µ = 2, α = 0, 4 µ = 2, α = 0, 6
N µ̂Y W α̂Y W α̂cls µ̂Y W α̂Y W α̂cls µ̂Y W α̂Y W α̂cls
200 1,981 0,194 0,195 1,978 0,394 0,396 1,956 0,583 0,586
(0,200) (0,072) (0,072) (0,239) (0,073) (0,073) (0,307) (0,070) (0,070)
500 1,994 0,197 0,197 1,993 0,399 0,400 1,975 0,592 0,593
(0,129) (0,047) (0,047) (0,150) (0,048) (0,048) (0,197) (0,044) (0,044)
1000 1,997 0,198 0,198 1,997 0,400 0,400 1,984 0,594 0,595
(0,090) (0,033) (0,033) (0,109) (0,033) (0,034) (0,145) (0,032) (0,032)
3000 1,998 0,199 0,199 1,999 0,400 0,400 1,996 0,598 0,598
(0,052) (0,019) (0,019) (0,060) (0,019) (0,019) (0,084) (0,019) (0,019)
5000 2,000 0,199 0,199 1,998 0,400 0,400 1,998 0,599 0,599
(0,039) (0,015) (0,015) (0,047) (0,014) (0,014) (0,065) (0,015) (0,015)
µ = 10, α = 0, 2 µ = 10, α = 0, 4 µ = 10, α = 0, 8
N µ̂Y W α̂Y W α̂cls µ̂Y W α̂Y W α̂cls µ̂Y W α̂Y W α̂cls
200 9,896 0,198 0,199 9,855 0,394 0,396 9,616 0,785 0,789
(0,869) (0,069) (0,070) (0,956) (0,066) (0,066) (1,703) (0,050) (0,050)
500 9,940 0,198 0,198 9,940 0,397 0,397 9,795 0,794 0,796
(0,561) (0,044) (0,044) (0,611) (0,040) (0,040) (1,097) (0,031) (0,031)
1000 9,974 0,200 0,200 9,968 0,397 0,398 9,871 0,796 0,797
(0,398) (0,033) (0,033) (0,437) (0,029) (0,029) (0,800) (0,022) (0,022)
3000 9,999 0,199 0,199 9,990 0,399 0,399 9,923 0,798 0,798
(0,220) (0,018) (0,018) (0,259) (0,017) (0,017) (0,482) (0,013) (0,013)
5000 9,996 0,199 0,199 9,993 0,399 0,399 9,948 0,798 0,799
(0,171) (0,014) (0,014) (0,198) (0,013) (0,013) (0,372) (0,010) (0,010)
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Slika 2.3: Histogrami realizovanih vrednosti ocena parametara
µ i α (a1) µ = 0, 5, α = 0, 1, (a2) α̂
Y W µ = 0, 5, α = 0, 1, (b1) µ̂
Y W
µ = 2, α = 0, 4, (b2) α̂
Y W µ = 2, α = 0, 4, (v1) µ̂
Y W µ = 10, α = 0, 8,
(v2) α̂
Y W µ = 10, α = 0, 8,
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Tabela 2.2: Znaqajnosti testova za ispitivaǌe normalnosti
raspodela ocena parametara µ i α
Prave vrednosti µ = 0, 5, α = 0, 1 µ = 2, α = 0, 4 µ = 10, α = 0, 8
Test µ̂Y W α̂Y W α̂cls µ̂Y W α̂Y W α̂cls µ̂Y W α̂Y W α̂cls
Kolmogorov-Smirnov 0,673 0,814 0,822 0,503 0,634 0,688 0,932 0,692 0,710
χ2 0,279 0,699 0,559 0,371 0,732 0,622 0,405 0,520 0,460
Shapiro-Wilk 0,539 0,465 0,498 0,523 0,373 0,450 0,282 0,246 0,232
Anderson-Darling 0,290 0,556 0,755 0,222 0,507 0,613 0,372 0,249 0,209
Lilliefors 0,232 0,423 0,414 0,101 0,195 0,248 0,681 0,254 0,292
Jarque-Bera 0,721 0,432 0,344 0,663 0,485 0,514 0,193 0,603 0,606
SAD, u periodu od januara 1990. do decembra 2001. godine. Na
osnovu uzorka obima N = 144 dobijena je sredǌa vrednost z = 0, 02,
uzoraqka disperzija je γ̂Z(0) = 10, 59, a jednokoraqna uzoraqka ko-
relacija ρ̂Z(1) = 0, 33. Ocene nepoznatih parametara modela su
µ̂Y W = 1, 86 i α̂Y W = 0, 33. Kao kriterijum vaǉanosti modela uzet
je koren sredǌe-kvadratne grexke, tj. RMSE kriterijum. Dobi-
jena je vrednost RMSE = 2, 66, xto je priliqno mala vrednost,
ako se uzme u obzir raspon realizovanog uzorka. Bilo bi intere-
santno uporediti aproksimaciju koju daje DLINAR(1) model sa
aproksimacijom nekog drugog modela. S obzirom na to da je rea-
lizacija vremenskog niza {Zn} dobijena kao razlika dva vremenska
niza, bilo bi adekvatno uporediti ovaj model sa modelom pred-
loжenim u Freeland (2010). Meutim, takvo poreeǌe bi, u sluqaju
ocena dobijenih Yule-Walker-ovim metodom i metodom uslovnih naj-
maǌih kvadrata, bilo besmisleno jer se kao ocena parametra α i
u tom sluqaju dobija α̂ = γ̂Z(1)/γ̂Z(0), a, takoe, je i uslovno oqeki-
vaǌe E(Zn|Zn−1) = αZn−1, pa bi se dobila ista formula za predvi-
aǌe. Sliqna situacija je sa jox nekim od pomenutih modela sa
celobrojnim vrednostima.
Na slici 2.4 je prikazana autokorelaciona funkcija, koja jasno
pokazuje da je primena modela prvog reda adekvatna u modeli-
raǌu ovih podataka, zatim realizacija vremenskog niza, kao i
DLINAR(1) model. Moжe se videti da DLINAR(1) model dobro
aproksimira posmatrane podatke i da se vee grexke dobijaju
samo prilikom naglih skokova.
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Slika 2.4: Razlika u broju prijavǉenih kraa motornih vozila
izmeu policijskih stanica broj 1608 i 2811. Autokorelaciona








U prethodnoj glavi prikazani DLINAR(1) model predstavǉa
novinu u odnosu na veinu do tada definisanih modela sa celo-
brojnim vrednostima jer umesto binomnog tining operatora, ko-
risti negativni binomni tining operator, ali i pored toga, qi-
ǌenica da je matematiqko oqekivaǌe vremenskog niza jednako nuli,
ograniqava poǉe primene ovog modela. Zbog toga je bilo sasvim
logiqno uopxtiti i tining operator i model vremenskog niza. U
tom ciǉu e, sada, najpre, biti definisan novi tining operator
i bie prikazana neka ǌegova najbitnija svojstva, a zatim e,
na osnovu tog tining operatora, biti konstruisan novi INAR(1)
model vremenskog niza, bie dokazane neke ǌegove bitne karak-
teristike. Takoe, bie razmatran i problem oceǌivaǌa nepoz-
natih parametara. Bie izvedene Yule-Walker-ove ocene svih nepoz-
natih parametara modela, kao i ocene parametara α i β metodom
uslovnih najmaǌih kvadrata. Zatim e biti analizirano asimp-
totsko ponaxaǌe tih ocena. Na kraju e biti prikazani rezul-
tati simulacija koje potvruju asimptotska svojstva ocena, kao i
primena ovog modela na realnim podacima i poreeǌe sa nekim
drugim modelima.
3.1 Konstrukcija tining operatora
I sada, kao xto je to bilo u sluqaju tining operatora α⊙,
novi tining operator e biti definisan koristei razliku dva
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negativna binomna tining operatora, ali s tom razlikom, xto e
parametri geometrijske raspodele ova dva tininga biti razli-
qiti.
Dakle, polazi se, ponovo, od negativnog binomnog tining ope-
ratora α∗, definisanog u Ristić, Bakouch i Nastić (2009). Neka je
Zn sluqajna promenǉiva sa asimetriqnom diskretnom Laplaso-
vom raspodelom SDL(µ/(1 + µ), ν/(1 + ν)), µ > 0, ν > 0, qiji je
zakon raspodele dat u (1.2.4). Neka su Xn i Yn dve nezavisne
sluqajne promenǉive sa geometrijskim Geom(µ/(1 + µ)), µ > 0, i
Geom(ν/(1 + ν)), ν > 0, raspodelama, respektivno. Neka su, daǉe,
α∗ i β∗ dva negativna binomna tining operatora sa uzajamno neza-
visnim brojaqkim nizovima {Wi} i {Vi}, nezavisnih, jednako ras-
podeǉenih sluqajnih promenǉivih sa geometrijskim raspodelama,
Geom(α/(1 + α)), α ∈ [0, 1), i Geom(β/(1 + β)), β ∈ [0, 1), respektivno.
Neka su elementi brojaqkih nizova nezavisni od sluqajnih pro-
menǉivih Xn, Yn i Zn. Novi tining operator, u oznaci (α, β)⊙, e
biti definisan na sledei naqin
((α, β) ⊙ Zn)|Zn d= (α ∗ Xn − β ∗ Yn)|(Xn − Yn). (3.1.1)
Da ovako definisani operator predstavǉa uopxteǌe dva postojea
tining operatora, pokazuje sledea primedba.
Primedba 3.1.1 U sluqaju jednakosti parametara α i β, dobija se
operator koji je definisan u radu Barreto-Souza i Bourguignon (2015).
Ako je jox i µ = ν, onda se dobija operator α⊙, definisan u prethod-
noj glavi, tj. operator definisan u radu Nastić, Ristić i Djordjević
(2016).
Sada e biti diskutovane neke bitne osobine novodefinisanog
tining operatora (α, β) ⊙ .
Karakteristiqna funkcija moжe biti iskorixena za izraqu-
navaǌe momenata sluqajne promeǌlive (α, β)⊙Zn. ǋen oblik daje
sledea teorema.
Teorema 3.1.1 Karakteristiqna funkcija sluqajne promenǉive






Dokaz. Koristei jednakost u raspodeli sluqajne promenǉive Zn
i razlike sluqajnih promenǉivih, Xn−Yn, dobija se da se traжena



















eit(α∗Xn−β∗Yn)|Xn = y, Yn = y − z
)










eit(α∗Xn−β∗Yn)|Xn = y + z, Yn = y
)
× P (Xn = y + z, Yn = y). (3.1.3)
Kako su, za zadato Xn = y i Yn = y − z, sluqajne promenǉive α ∗Xn
i β ∗ Yn nezavisne sluqajne promenǉive sa negativnim binomnim
NB(y, α/(1 + α)) i NB(y − z, β/(1 + β)) raspodelama, respektivno,
dobija se da je
E
(




1 + α − αeit
)−y (










1 + α − αeit
)−y−z (
1 + β − βe−it
)−y
. (3.1.5)
Ako se, u ciǉu jednostavnijeg zapisivaǌa, uvedu sledee oznake,









































Nakon izraqunavaǌa ovih redova, dobija se da je
ϕ(α,β)⊙Zn(t) =
AB























na osnovu qega sledi
ϕ(α,β)⊙Zn(t) =
AB
AB(1 + µ)(1 + ν) − µν
(
ν
B(1 + ν) − ν +
A(1 + µ)




(A(1 + µ) − µ)(B(1 + ν) − ν)
=
(1 + α − αeit) (1 + β − βe−it)
[1 + α(1 + µ) − α(1 + µ)eit] [1 + β(1 + ν) − β(1 + ν)e−it] .
✷
Moжe se zakǉuqiti, na osnovu osobina negativnog binomnog ti-
ning operatora, datih u Ristić, Bakouch i Nastić (2009), da su karak-
teristiqne funkcije sluqajnih promenǉivih α ∗ Xn i β ∗ Yn,
ϕα∗Xn(t) =
1 + α − αeit
1 + α(1 + µ) − α(1 + µ)eit
i
ϕβ∗Yn(t) =
1 + β − βeit
1 + β(1 + ν) − β(1 + ν)eit ,
respektivno, gde su Xn i Yn dve nezavisne sluqajne promenǉive
sa geometrijskim Geom(µ/(1 + µ)) i Geom(ν/(1 + ν)) raspodelama,
respektivno, a α∗ i β∗ su dva negativna binomna tining opera-
tora. Dobijena karakteristiqna funkcija, ϕ(α,β)⊙Zn(t), je, takoe,
i karakteristiqna funkcija sluqajne promenǉive α ∗ Xn − β ∗ Yn.
Jednakost karakteristiqnih funkcija implicira i jednakost u
raspodeli, te stoga sledi posledica.




1. (α, β) ⊙ Zn d= α ∗ Xn − β ∗ Yn,
2. E((α, β) ⊙ Zn) = αµ − βν,
3. V ar((α, β) ⊙ Zn) = αµ(1 + 2α + αµ) + βν(1 + 2β + βν).
Dokaz. Koristei oblik karakteristiqne funkcije, lako se dolazi
do dokaza tri navedena tvreǌa:
1. S obzirom na ve pomenutu jednakost karakteristiqnih funk-
cija sluqajnih promenǉivih (α, β)⊙Zn i α ∗Xn −β ∗Yn, jedna-
kost u raspodeli ovih dveju sluqajnih promenǉivih je jasna
posledica.
2. Kako je na osnovu osobina negativnog binomnog tininga
E(α ∗ Xn) = αE(Xn) = αµ i E(β ∗ Yn) = βν, zbog prethodno
pokazane jednakosti u raspodeli, i oqekivaǌa ovih dveju slu-
qajnih promenǉivih e biti jednaka.
3. Ponovo, na osnovu osobina negativnog binomnog tining ope-
ratora, disperzije sluqajnih promenǉivih α ∗ Xn i β ∗ Yn
e, respektivno, biti V ar(Xn) = αµ(1 + 2α + αµ) i V ar(Yn) =
βν(1 + 2β + βν). Zbog nezavisnosti sluqajnih promenǉivih
α ∗ Xn i β ∗ Yn disperzija razlike e biti jednaka zbiru po-
jedinaqnih disperzija, te je i dokaz ove posledice zavrxen.
✷
Teorema 3.1.2 Uslovno oqekivaǌe i uslovna disperzija sluqajne pro-






















Dokaz. Sliqno kao i u simetriqnoj varijanti operatora, prvo






























































































































U sluqaju kada je z < 0, postupak je isti, osim xto se dogaaj u
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uslovu Xn = z + y, Yn = y zameǌuje dogaajem Xn = x, Yn = x − z. Na
taj naqin se dobija odgovarajua jednakost.
Pomou leme 3 iz Ristić, Bakouch i Nastić (2009), tj. osobine
E(α ∗ X) = αE(X) i nezavisnosti sluqajnih promenǉivih Xn i Yn,
dobija se da je
E(α ∗ X − β ∗ Y |X = x, Y = y) = αx − βy.





























































Ako je z < 0, istim postupkom, samo uz uslov Xn = x, Yn = x − z,









































xto kompletira traжeni izraz za uslovno matematiqko oqekivaǌe
sluqajne promenǉive (α, β) ⊙ Zn pri zadatom Zn.
Prilikom izvoeǌa izraza za uslovnu disperziju sluqajne pro-
menǉive (α, β) ⊙ Zn koristi se lema 3, iz Ristić, Bakouch i Nastić
(2009), i to osobine E(α ∗ X) = αE(X) i E(α ∗ X)2 = α2E(X2) +
α(1 + α)E(X). Na osnovu ǌih se moжe izvesti da je V ar(α ∗X|X) =
α(1 + α)X. Zbog toga sledi da je
E(((α,β)⊙Zn)2|X=x,Y =y)=α(1+α)x+β(1+β)y+(αx−βy)2.








































































(1 + µ)(1 + ν)
)y
=
(1 + µ)(1 + ν)










(1 + µ)(1 + ν)
)y
=
(1 + µ)(1 + ν)µν








(1 + µ)(1 + ν)
)y
=
(1 + µ)(1 + µ)µν((1 + µ)(1 + ν) + µν)
(1 + µ + ν)3
,
uslovna disperzija dobija konaqan oblik
V ar((α, β) ⊙ Zn|Zn = z)
= (α − β)2µ(1 + µ)ν(1 + ν)
(1 + µ + ν)2
+ (α(1 + α) + β(1 + β))
µν
1 + µ + ν
+α(1 + α)z.
Na analogan naqin, za z < 0, dobija se da je
V ar((α, β) ⊙ Zn|Zn = z)
= (α − β)2µ(1 + µ)ν(1 + ν)
(1 + µ + ν)2
+ (α(1 + α) + β(1 + β))
µν
1 + µ + ν
−β(1 + β)z. ✷
Kao i u sluqaju simetriqnog tininga α⊙, tako se i asime-
triqni (α, β)⊙ tining operator moжe povezati sa negativnim bi-
nomnim tining operatorom α∗. U sluqaju operatora (α, β)⊙ ta veza
je za nijansu sloжenija, a prikazana je u sledeoj teoremi.
Teorema 3.1.3 Neka sluqajne promenǉive Zn, Xn i Yn imaju respek-
tivno SDL(µ/(1 + µ), ν/(1 + ν)), Geom(µ/(1 + µ)) i Geom(ν/(1 + ν))
raspodelu, gde su µ, ν > 0. Neka je {Dj, j ≥ 1} niz nezavisnih sluqajnih
promenǉivih sa SDL(α/(1 + α), β/(1 + β)), α, β ∈ [0, 1), raspodelom i
neka su jox sluqajne promenǉive Zn, Xn, Yn, Dj, j ≥ 1 i sluqajne
promenǉive koje uqestvuju u α∗ i β∗ nezavisne. Tada je









Dj = 0 kada je min(Xn, Yn) = 0.
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Dokaz. Neka je mn = min(Xn, Yn) i Mn = max(Xn, Yn). Na osnovu
posledice 3.1.1, vaжi da je









gde su {Wn, n ≥ 1} i {Vn, n ≥ 1} uzajamno nezavisni brojaqki ni-
zovi tining operatora α∗ i β∗, sa geometrijskim, Geom(α/(1 + α))
i Geom(β/(1 + β)), raspodelama, respektivno. Nakon promene re-
dosleda sabiraka, dobija se da je






















S obzirom na to da je raspodela razlike dve nezavisne sluqajne
promenǉive sa geometrijskim raspodelama, diskretna Laplasova,


































Prethodna teorema predstavǉa operator (α, β)⊙ u obliku zbira
dva tining operatora. Prvi sabirak (jedan od dva) predstavǉa
znakovni tining operator koji su uveli Latour i Truquet (2008).
Elementi brojaqkog niza ovog operatora imaju, u sluqaju da je
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sluqajna promenǉiva Zn ≥ 0, geometrijsku, Geom( α1+α), ili, u slu-






j=1 Dj, se moжe zapisati u obliku (α, β) ◦′ mn, gde
(α, β)◦′ predstavǉa tining operator sa brojaqkim nizom nezavis-
nih, jednako raspodeǉenih sluqajnih promenǉivih Dj sa asimet-




), raspodelom, a koji
se primeǌuje na sluqajnu promenǉivu sa geometrijskom raspode-
lom.
Primedba 3.1.2 S obzirom na to da sluqajna promenǉiva min(Xn, Yn)
ima geometrijsku, Geom(µν/[(1 + µ)(1 + ν)]), raspodelu, u skladu sa
stavom 4.2 iz Kozubowski i Inusah (2006), sluqajna promenǉiva
∑min(Xn,Yn)
j=1 Dj ima asimetriqnu diskretnu Laplasovu raspodelu.
3.2 Konstrukcija modela
Koristei novi tining operator, moжe se definisati jedan
novi stacionaran, autoregresivan niz sa celobrojnim vrednos-
tima {Zn, n ≥ 0} na sledei naqin
Zn+1 = (α, β) ⊙ Zn + en+1, n ≥ 0, (3.2.1)
gde su Zn, n ≥ 0, sluqajne promenǉive sa asimetriqnom diskret-
nom Laplasovom, SDL(µ/(1 + µ), ν/(1 + ν)), µ, ν > 0, raspodelom,
zatim {en, n ≥ 1} je niz nezavisnih i jednako raspodeǉenih slu-
qajnih promenǉivih, takvih da su en i Zk, k ∈ {0, 1, . . . , n − 1} neza-
visne sluqajne promenǉive, tining operator (α, β)⊙ je definisan
na osnovu izraza (3.1.1) i elementi brojaqkog niza u (α, β)⊙Zn su
sluqajne promenǉive koje su nezavisne od Zn+1 i em za svako n i
m, a α ∈ (0, µ/(1 + µ)] i β ∈ (0, ν/(1 + ν)]. Ovaj model e biti ozna-
qen sa SDLINAR(1), xto je akronim engleskog naziva Skew Discrete
Laplace INteger-valued AutoRegressive time series of the first order, xto
znaqi celobrojni, autoregresivni vremenski niz prvog reda sa
asimetriqnom diskretnom Laplasovom marginalnom raspodelom.
Najpre e biti opisan inovacioni niz SDLINAR(1) modela. Za
vremenski niz nezavisnih, jednako raspodeǉenih sluqajnih pro-
menǉivih {en} vaжi da se moжe, u raspodeli, predstaviti kao
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mexavina qetiri sluqajne promenǉive sa asimetriqnom diskret-
nom Laplasovom raspodelom. Sledea teorema daje raspodelu
inovacionog niza, tj. raspodelu sluqajne promenǉive en.
Teorema 3.2.1 Ako je α ∈ (0, µ/(1 + µ)] i β ∈ (0, ν/(1 + ν)], µ, ν > 0,










































































Dokaz. Koristei (3.2.1) i nezavisnost sluqajnih promenǉivih

























S obzirom na to da su brojevi αµ
µ−α i
βν
ν−β vei od 0, a maǌi od 1,
prethodni oblik karakteristiqne funkcije sluqajne promenǉive
en predstavǉa proizvod dve karakteristiqne funkcije mexavina
po dve sluqajne promenǉive sa geometrijskim raspodelama. Nakon





























(1 + α − αeit)(1 + β − βe−it) .
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karakteristiqne funkcije sluqajnih promenǉivih sa asime-























































stavǉaju verovatnoe nekog potpunog sistema dogaaja jer je α ∈
(0, µ/(1 + µ)] i β ∈ (0, ν/(1 + ν)], dokaz teoreme je zavrxen. ✷
Ono xto je, takoe, bitno naglasiti je da su uslovi prethodne
teoreme, α ∈ (0, µ/(1 + µ)] i β ∈ (0, ν/(1 + ν)], potrebni da bi qetiri
pomenuta broja s kraja dokaza bila verovatnoe nekih moguih do-
gaaja, tj. da bi ǌihova verovatnoa pripadala intervalu (0, 1].
Prethodna teorema i qiǌenica da razlika dve nezavisne sluqajne
promenǉive sa geometrijskom raspodelom ima diskretnu Lapla-
sovu raspodelu dovode do sledeeg zakǉuqka.
Posledica 3.2.1 Ako je α ∈ (0, µ/(1 + µ)] i β ∈ (0, ν/(1 + ν)], tada
je en
d






































Ovaj oblik raspodele inovacionog niza moжe se iskoristiti za
izvoeǌe nekih korisnih osobina ili za ǌihovo lakxe dokazi-
vaǌe. Koliko ve, sledea posledica je dobar primer za to.
Premda se ona moжe dokazati korixeǌem veze karakteristiqne
funkcije i momenata sluqajne promenǉive, mnogo je jednostavnije,
prilikom ǌenog dokazivaǌa, iskoristiti oblik raspodele inova-
cionog niza dat u posledici 3.2.1.
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Posledica 3.2.2 Matematiqko oqekivaǌe i disperzija inovacionog
niza {en}, SDLINAR(1) modela, su
E(en) = µ(1 − α) − ν(1 − β)
V ar(en) = µ(1 + α) [(1 + µ)(1 − α) − α] + ν(1 + β) [(1 + ν)(1 − β) − β] .
3.3 Osobine modela
I u osnovi SDLINAR(1) modela nalazi se NGINAR(1) model.
Zbog toga, neka su data dva nezavisna NGINAR(1) vremenska niza
{Xn} i {Yn}, definisana na sledei naqin
Xn = α ∗ Xn−1 + εn, n ≥ 1
Yn = β ∗ Yn−1 + ηn, n ≥ 1,
sa geometrijskim, Geom(µ/(1+µ)) i Geom(ν/(1+ν)), µ, ν > 0, margi-
nalnim raspodelama, {εn} i {ηn} dva, takoe, uzajamno nezavisna,
niza nezavisnih i jednako raspodeǉenih sluqajnih promenǉivih
qije su raspodele date u posledici 3.2.1, Xn−l i εn, kao i Yn−l i
ηn neka su nezavisne sluqajne promenǉive za svako n ≥ 1 i l ≥ 1, a
nizovi {Xn} i {ηn}, kao i nizovi {Yn} i {εn}, uzajamno nezavisni.
Na osnovu posledica 3.1.1 i 3.2.1 dobija se sledei zakǉuqak
Xn − Yn = (α ∗Xn−1 − α ∗ Yn−1) + (εn − ηn) d= α⊙Zn−1 + en = Zn, (3.3.1)
tj. dobija se da je Zn
d
= Xn − Yn, za svako n ≥ 0.
Sledee e biti analizirane verovatnoe prelaza SDLINAR(1)
vremenskog niza, odnosno uslovne verovatnoe P{Zn+1 = k|Zn = j}.
Neka je j nenegativni ceo broj. Vaжi sledee

















Zbog nezavisnosti sluqajnih promenǉivih α ∗ Xn, β ∗ Yn, Xn i Yn

















gde je pDNB verovatnoa iz zakona raspodele sluqajne promenǉive
koja predstavǉa razliku dve nezavisne sluqajne promenǉive sa
negativnom binomnom raspodelom, definisana izrazom (1.2.1), a













































jer je en+1 mexavina sluqajnih promenǉivih sa diskretnom La-
plasovom raspodelom.
Za sluqaj kada je j < 0, postupak izvoeǌa je potpuno analogan
prethodnom. Razlika je u tome xto se uslov Xn = m + j, Yn = m










k − l; m, α
1 + α




Na osnovu ovoga moжe se formulisati jedna vaжna osobina
SDLINAR(1) vremenskog niza.
















pDNB(k − l; m + j, α1+α ,m,
β
1+β







pDNB(k − l; m, α1+α ,m − j,
β
1+β
)pe(l), j < 0,
gde je pDNB verovatnoa iz zakona raspodele sluqajne promenǉive
koja predstavǉa razliku dve nezavisne sluqajne promenǉive sa
negativnom binomnom raspodelom, definisana izrazom (1.2.1), a
pe(l) = P (en = l) verovatnoa iz zakona raspodele inovacionog niza.
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Koristei Markovsko svojstvo, mogu se dokazati stroga sta-
cionarnost i ergodiqnost SDLINAR(1) vremenskog niza, tj. vaжi
sledea teorema.
Teorema 3.3.2 SDLINAR(1) vremenski niz {Zn} je strogo stacio-
naran i ergodiqan vremenski niz.
Dokaz. Stroga stacionarnost SDLINAR(1) vremenskog niza se
dokazuje na identiqan naqin kao u sluqaju simetriqnog DLINAR(1)
modela te stoga dokaz nee biti naveden.
Da bi se dokazala ergodiqnost vremenskog niza {Zn}, moжe se
poi od definicije 6.30 iz Breiman (1992), koja kaжe da je sta-
cionaran niz {Zn} ergodiqan ukoliko je verovatnoa svakog in-
varijantnog dogaaja (u odnosu na niz {Zn}) 0 ili 1. Na os-
novu tvreǌa 6.32 iz Breiman (1992), svaki invarijantni dogaaj,
u odnosu na neki stacionarni niz, je istovremeno i repni doga-
aj. Meutim, za svako n ≥ 1, σ-algebra F(Zn, Zn−1, . . . ), generi-
sana sluqajnim promenǉivama Zn, Zn−1, . . . , je podskup σ-algebre
F(en,Wn, Vn, en−1,Wn−1, Vn−1, . . . ), gde su Wk i Vk elementi brojaqkih
nizova koji se koriste u definicije tining operatora α∗ i β∗
prilikom generisaǌa sluqajne promenǉive Zk. Zahvaǉujui neza-
visnosti sluqajnih promenǉivih {en,Wn, Vn}, primenom Kolmogo-
rovǉevog zakona 0−1, svaki repni dogaaj ima verovatnou 0 ili
1, qime je i potvrena ergodiqnost niza {Zn}. ✷
U nastavku e biti opisani k-koraqno uslovno oqekivaǌe, auto-
korelaciona struktura, spektralna gustina i jox neke osobine
koje imaju bitnu ulogu u karakterizaciji vremenskog niza i u
oceǌivaǌu nepoznatih parametara SDLINAR(1) modela.
Teorema 3.3.3 k-koraqno uslovno oqekivaǌe SDLINAR(1) vremen-





gde je Z+n = ZnI{Zn≥0}, a Z
−
n = −ZnI{Zn<0}.
Dokaz. Kako je Zn+k
d
= Xn+k − Yn+k, to sledi da je
E(Zn+k|Zn = z) = E(Xn+k − Yn+k|Xn − Yn = z)
= E(Xn+k|Xn − Yn = z) − E(Yn+k|Xn − Yn = z).
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Na osnovu osobina uslovnog matematiqkog oqekivaǌa NGINAR(1)
vremenskog niza {Xn}, prikazanih u radu Ristić, Bakouch i Nastić
(2009), vaжi da je
E(Xn+k|Xn = x) = αkx + (1 − αk)µ.
Na sliqan naqin kao xto je to uraeno u dokazu teoreme 3.1.2,






































Sa prethodno pomenutim uslovnim oqekivaǌem NGINAR(1) vre-






































Izraqunavajui, sada ve dobro poznate redove, dobija se da je




+ (1 − αk)µ + αkz, z ≥ 0
αk µν
1+µ+ν




1 + µ + ν
+ (1 − αk)µ + αkZ+n . (3.3.2)
Na isti naqin dobija se da je
E(Yn+k|Zn) = βk
µν
1 + µ + ν
+ (1 − βk)ν − βkZ−n .
Spajajui posledǌa dva izraza i uzimajui u obzir nezavisnost




+µ(1−αk)−ν(1−βk)+αkZ+n −βkZ−n . ✷
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Korelaciona struktura SDLINAR(1) vremenskog niza prikazana
je u sledeoj teoremi.
Teorema 3.3.4 SDLINAR(1) vremenski niz {Zn} zadat relacijom
(3.2.1) je pozitivno koreliran vremenski niz sa autokorelacionom
funkcijom
ρ(k) = Corr(Zn+k, Zn) =
α|k|µ(1 + µ) + β|k|ν(1 + ν)
µ(1 + µ) + ν(1 + ν)
, k ∈ Z.
Dokaz. Neka je k > 0. Kao xto je to pokazano u prethodnim teore-






Disperzija vremenskog niza je konaqna, V ar(Zn) = µ(1+µ)+ν(1+ν).
Zbog toga se kovarijansa moжe izraqunati na sledei naqin
Cov(Zn+k, Zn) = Cov(E(Zn+k|Zn), Zn)
= αkCov(Z+n , Zn) − βkCov(Z−n , Zn).
Zatim je














− (µ − ν) 1









= µ(1 + µ).
Na sliqan naqin se dobija i da je Cov(Z−n , Zn) = −ν(1 + ν), odakle
sledi da je Cov(Zn+k, Zn) = α
kµ(1 + µ) + βkν(1 + ν) i, konaqno,
ρ(k) = Corr(Zn+k, Zn) =
αkµ(1 + µ) + βkν(1 + ν)
µ(1 + µ) + ν(1 + ν)
.
Zbog simetriqnosti kovarijanse, analogan rezultat se dobija i u
sluqaju kada je k < 0. ✷
100
Osobine modela
Na osnovu oblika autokorelacione funkcije moжe se videti
da je SDLINAR(1) vremenski niz pozitivno koreliran. Takoe,
kada k teжi beskonaqnosti, vrednost autokorelacione funkcije
teжi nuli, i to eksponencijalno, xto SDLINAR(1) vremenski niz
svrstava u slabo korelirane vremenske nizove. Ova osobina im-
plicira neke, veoma interesantne, karakteristike.
Qiǌenica je da se SDLINAR(1) vremenski niz {Zn} istovre-
meno moжe predstaviti, i kao razlika dva nezavisna NGINAR(1)
vremenska niza Zn = Xn − Yn, i kao razlika vremenskih nizova
{Z+n } i {Z−n }, Zn = Z+n − Z−n . Zbog toga se disperzija vremenskog
niza moжe predstaviti u obliku zbira disperzija pojedinaqnih
komponenti
V ar(Zn) = V ar(Xn) + V ar(Yn) = µ(1 + µ) + ν(1 + ν),
ali isto tako i u sledeem obliku
V ar(Zn) = Cov(Zn, Zn) = Cov(Z
+
n , Zn)−Cov(Z−n , Zn) = µ(1+µ)+ν(1+ν).
Dva posledǌa izraza su posluжila kao inspiracija da se potraжi
veza izmeu vremenskih nizova {Xn} i {Yn}, s jedne strane i {Z+n }
i {Z−n }, s druge.
Odmah se mogu uoqiti sledee jednakosti
V ar(Xn) = Cov(Z
+
n , Zn) i V ar(Yn) = −Cov(Z−n , Zn). (3.3.3)
Ove jednakosti su priliqno oqigledne uzimajui u obzir osobine
NGINAR(1) vremenskih nizova i dokaz teoreme 3.3.4.
Meutim, moжe se dokazati i jox opxtije tvreǌe.





), µ, ν > 0, raspodelom i neka su {Xn} i {Yn}





), raspodelama, respektivno, odgovarajue latentne kom-
ponente vremenskog niza {Zn}, tj. neka je Zn d= Xn−Yn. Neka su {Z+n }
i {Z−n } nizovi sluqajnih promenǉivih definisanih na sledei naqin
Z+n = ZnI{Zn≥0} i Z
−
n = −ZnI{Zn<0}. Tada vaжi da je
Cov(Xn+k, Xn) = Cov(Z
+
n+k, Zn) i Cov(Yn+k, Yn) = −Cov(Z−n+k, Zn).
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Dokaz. Na osnovu osobina NGINAR(1) vremenskih nizova, prika-
zanih u Ristić, Bakouch i Nastić (2009), je
Cov(Xn+k, Xn) = α
kµ(1 + µ).
Na osnovu izraza (3.3.2) i osobina uslovnog matematiqkog oqeki-
vaǌa dobija se da je
Cov(Xn+k, Zn) = Cov(E(Xn+k|Zn), Zn)
= Cov
(
(1 − αk)µ + αk
(
µν





= αkCov(Z+n , Zn) = α
kµ(1 + µ).




E(Z+n+k|Zn) = (1 − αk)
µ(1 + µ)
1 + µ + ν
+ αkZ+n .
Ova jednakost se dokazuje matematiqkom indukcijom. Za k = 0 je
oqigledno da je E(Z+n+k|Zn) = E(Z+n |Zn) = Z+n . Sada, pod uslovom
da polazna jednakost vaжi za svako k ≤ m, treba dokazati da je
taqna i za k = m + 1. Koristei Markovsko svojstvo vremenskog
niza {Zn}, E(f(Zn+1|Zn, Zn−1, . . . )) = E(f(Zn+1|Zn)), i dobro poznate
osobine uslovnog matematiqkog oqekivaǌa, dobija se sledee




(1 − α) µ(1 + µ)
1 + µ + ν
+ αZ+n+m|Zn
)
= (1 − α) µ(1 + µ)
1 + µ + ν
+ αE(Z+n+m|Zn).
S obzirom na to da za E(Z+n+m|Zn) vaжi indukcijska hipoteza,
odnosno E(Z+n+m|Zn) = (1 − αm)µ(1+µ)1+µ+ν + αmZ+n , dobija se da je
E(Z+n+m+1|Zn) = (1 − αm+1)
µ(1 + µ)
1 + µ + ν
+ αm+1Z+n .
Ovo implicira da je razlika izmeu dva uslovna oqekivaǌa
E(Xn+k|Zn) i E(Z+n+k|Zn) konstanta, tj.
E(Xn+k|Zn) =
µν




Na osnovu prikazanog je
Cov(Xn+k, Zn) = Cov(E(Xn+k|Zn), Zn) = Cov(E(Z+n+k|Zn), Zn)
= Cov(Z+n+k, Zn).
Na sliqan naqin se dobija i da je Cov(Yn+k, Yn) = −Cov(Z−n+k, Zn). ✷
Da bi se slika korelacione strukture SDLINAR(1) vremen-
skih nizova kompletirala, bie analizirane i relacije izmeu
vremenskih nizova {Z+n } i {Z−n }.





), µ, ν > 0, raspodelom i neka su {Z+n } i {Z−n }
nizovi sluqajnih promenǉivih koje su definisane na sledei naqin
Z+n = ZnI{Zn≥0} i Z
−
n = −ZnI{Zn<0}. Tada su autokovarijansne i kros-
kovarijansne funkcije nizova {Z+n } i {Z−n } date sledeim izrazima
γZ+(k) ≡ Cov(Z+n+k, Z+n ) = αk
µ(1 + µ)
(
(1 + µ)2 + ν(1 + 2µ)
)
(1 + µ + ν)2
,
γZ−(k) ≡ Cov(Z−n+k, Z−n ) = βk
ν(1 + ν)
(
(1 + ν)2 + µ(1 + 2ν)
)
(1 + µ + ν)2
,
γZ+Z−(k) ≡ Cov(Z+n+k, Z−n ) = −αk
µ(1 + µ)ν(1 + ν)
(1 + µ + ν)2
,
γZ−Z+(k) ≡ Cov(Z−n+k, Z+n ) = −βk
µ(1 + µ)ν(1 + ν)
(1 + µ + ν)2
.
Dokaz. Najpre e biti izvedena prva formula. Koristei svoj-
stvo Markova vremenskog niza {Zn} i osobine uslovnog matema-
tiqkog oqekivaǌa, dobija se da je
E(Z+n+kZ
+




n |Zn)) = E(Z+n E(Z+n+k|Zn))
= E(Z+n ((1 − αk)
µ(1 + µ)
1 + µ + ν
+ αkZ+n ))
= (1 − αk) µ(1 + µ)
1 + µ + ν
E(Z+n ) + α
kE((Z+n )
2)
= (1 − αk)
(
µ(1 + µ)
1 + µ + ν
)2
+ αk
µ(1 + µ)(1 + 2µ)



















(1 + µ)2 + ν(1 + 2µ)
)
(1 + µ + ν)2
.
Na sliqan naqin se dokazuje i druga jednakost. Trea i qetvrta
jednakost se dokazuju koristei linearnost kovarijanse
Cov(Z+n+k, Z
−




n ) − Cov(Z+n+k, Zn),
Cov(Z−n+k, Z
+




n ) + Cov(Z
−
n+k, Zn). ✷
S obzirom na to da vrednosti autokorelacionih funkcija slu-
qajnih nizova {Z+n } i {Z−n } eksponencijalno teжe nuli, moжe se
zakǉuqiti da ova dva sluqajna niza pripadaju klasi asimptotski
nekoreliranih nizova. Takoe, iz svakog staǌa vremenskog niza
{Zn}, mogue je, nakon konaqno mnogo koraka, stii u bilo koje
staǌe. Drugim reqima, za bilo koja dva cela broja i i j, postoji
prirodan broj m takav da je P (Zn+m = j|Zn = i) > 0, tj. vremenski
niz {Zn} je ireducibilan. Vremenski niz {Zn} je i aperiodiqan
jer je iz svakog staǌa mogue vratiti se, nakon konaqnog broja
koraka, u isto staǌe, odnosno, za bilo koja dva prirodna broja i
i m, P (Zn+m = i|Zn = i) > 0. S obzirom na to da je niz {Zn} ire-
ducibilan, aperiodiqan Markovǉev proces, na osnovu teoreme 3.2
iz rada Bradley (2005), sledi da je vremenski niz {Zn} niz jakog me-
xaǌa.
Takoe, jox dve, vrlo bitne osobine vremenskih nizova {Z+n } i
{Z−n } se mogu izvesti. Vremenski nizovi {Z+n } i {Z−n } su strogo
stacionarni i ergodiqni. Dokaz za to se moжe predstaviti kao
posledica teoreme 2.4.3.
Posledica 3.3.1 Neka je dat strogo stacionaran i ergodiqan niz
sluqajnih promenǉivih {Zn}. Sluqajni nizovi {Z+n } i {Z−n }, defini-
sani sa Z+n = ZnI{Zn≥0} i Z
−
n = ZnI{Zn<0} su strogo stacionarni i
ergodiqni.
Dokaz. Sluqajna promenǉiva Z+n = ZnI{Zn≥0} se moжe predstaviti
i u obliku Z+n = g (Zn) =
|Zn|+Zn
2
. S obzirom na qiǌenicu da je apso-
lutna vrednost merǉive funkcije, takoe, merǉiva funkcija, da
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je zbir dve merǉive funkcije merǉiva funkcija i da je proizvod
merǉive funkcije i konstante, takoe, merǉiva funkcija, jasno
je da je prethodno definisana funkcija g F-merǉiva. Na osnovu
teoreme 2.4.3, sledi da je niz sluqajnih promenǉivih {Z+n } strogo
stacionaran i ergodiqan. Na analogan naqin se dokazuje i stroga
stacionarnost i ergodiqnost niza sluqajnih promenǉivih {Z−n }.
✷
3.4 Oceǌivaǌe nepoznatih parametara
U ovom delu e biti razmatrane razliqite ocene nepoznatih
parametara SDLINAR(1) modela. Bie razmatrane ocene dobijene
Yule-Walker-ovim metodom, kao i ocene dobijene metodom uslovnih
najmaǌih kvadrata. Takoe, bie analizirano i asimptotsko po-
naxaǌe dobijenih ocena.
Neka je dat sluqajni uzorak obim N, (Z1, Z2, . . . , ZN). Koristei
qiǌenicu da su
E(Zn) = µ − ν,
V ar(Zn) = µ(1 + µ) + ν(1 + ν)
i uvodei uzoraqke momente umesto teorijskih, dobijaju se sledee
jednaqine
ZN = µ̂








1 + ν̂Y W1
)
,
odakle se, rexavaǌem po µ̂Y W1 i ν̂Y W1 , dobijaju Yule-Walker-ove
ocene nepoznatih parametara µ i ν.









1 − Z2N + 2γ̂Z(0),








1 − Z2N + 2γ̂Z(0),









uzoraqka disperzija. Koristei, zatim, izraze za kovarijansu,
γZ(1) = αµ(1 + µ) + βν(1 + ν),
γZ(2) = α
2µ(1 + µ) + β2ν(1 + ν),
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i, ponovo, zameǌujui teorijske kovarijanse uzoraqkim, dobijaju
se jednaqine
γ̂Z(1) = α̂















1 + ν̂Y W1
)
,
qijim se rexavaǌem po α̂Y W1 i β̂Y W1 dobijaju Yule-Walker-ove ocene
nepoznatih parametara α i β









(ρ̂(2) − ρ̂(1)2), (3.4.1)
odnosno









(ρ̂(2) − ρ̂(1)2), (3.4.2)




i=1 (Zi−ZN )(Zi+k−ZN )
∑N
i=1(Zi−ZN )2
, k = 1, 2, jednokoraqna i
dvokoraqna uzoraqka korelacija, γ̂Z(k), k = 1, 2, jednokoraqna i
dvokoraqna uzoraqka kovarijansa, a statistike M̃+ i M̃− se raqu-

























U nastavku e biti analizirano asimptotsko ponaxaǌe dobijenih
Yule-Walker-ovih ocena.
Teorema 3.4.1 Yule-Walker-ove ocene µ̂Y W1 , ν̂Y W1 , α̂Y W1 i β̂Y W1 para-




Dokaz. Na osnovu qiǌenice da je SDLINAR(1) vremenski niz {Zn}
strogo stacionaran i ergodiqan, sledi, na osnovu teoreme 2.4.5,
da su uzoraqki momenti ZN , γ̂Z(0), γ̂(1) i γ̂(2) strogo postojane
ocene teorijskih momenata E(Zn), γZ(0), γ(1) i γ(2), respektivno. S
obzirom na to da su statistike µ̂Y W1 , ν̂Y W1 , α̂Y W1 i β̂Y W1 neprekidne
funkcije pomenutih uzoraqkih momenata, sledi da su i one strogo
postojane ocene odgovarajuih parametara.
Xto se asimptotske normalnosti ocena tiqe, najpre treba rei,
da, kao xto je to ranije napomenuto, teorema 2.4.8, o asimptotskoj
normalnosti uzoraqkih kovarijansi, vaжi i za nesimetriqne ni-
zove. Sve qetiri Yule-Walker-ove ocene, µ̂Y W1, ν̂Y W1, α̂Y W1 i β̂Y W1 , su
neprekidno-diferencijabilne funkcije argumenata ZN , γ̂Z(0), γ̂(1)
i γ̂(2). Preciznije, u duhu tvreǌa 2.4.6, preslikavaǌe













































































sa neprekidno-diferencijabilnim koordinatnim funkcijama, vek-
tor statistika
(
ZN , γ̂Z(0), γ̂Z(1), γ̂Z(2)
)T
preslikava u vektor statis-
tika
(
µ̂Y W1 , ν̂Y W1 , α̂Y W1 , β̂Y W1
)T
. Na osnovu toga se moжe zakǉuqiti





































gde matrica D predstavǉa vrednost Jakobijana preslikavaǌa
g(x1, x2, x3, x4) u taqki (µ, ν, α, β), simetriqna matrica V ima ele-
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Z(j − 2)), j ∈ {2, 3, 4}
Vi,j = lim
N→∞
NCov(γ∗Z(i − 2), γ∗Z(j − 2)), i, j ∈ {2, 3, 4},
a funkcija γ∗Z(k) definisana izrazom (2.4.4). ✷
Ako se u ciǉu odreivaǌa Yule-Walker-ovih ocena, upotrebi
qiǌenica da je
E(Zn) = µ − ν,
E |Zn| =
µ(1 + µ) + ν(1 + ν)














µ̂Y W2(1 + µ̂Y W2) + ν̂Y W2(1 + ν̂Y W2)
1 + µ̂Y W2 + ν̂Y W2
,
qijim se rexavaǌem po µ̂Y W2 i ν̂Y W2 dobijaju sledee statistike:











































Ako se ovako dobijene ocene iskoriste za izraqunavaǌe sta-
tistika M̃+ i M̃− i zatim, koristei formule (3.4.1) i (3.4.2),
odrede ocene parametara α i β, dobijaju se statistike







































Teorema 3.4.2 Yule-Walker-ove ocene µ̂Y W2 , ν̂Y W2 , α̂Y W2 i β̂Y W2 para-
metara µ, ν, α i β imaju asimptotski normalnu raspodelu i strogo
su postojane.
Dokaz. Ve je ranije pokazano da uzoraqka sredina, uzoraqka
disperzija, kao i uzoraqke jednokoraqne i dvokoraqne kovarijanse
vremenskog niza {Zn} imaju asimptotski normalnu raspodelu. S
druge strane, treba pokazati da i na nizove {Z+n } i {Z−n } moжe





N asimptotski imaju normalnu raspodelu. Prilikom dokaza ovog
tvreǌa bie korixen aparat iz teoreme 2.4.1.




n − EZ+n = Z+n −
µ(1 + µ)
1 + µ + ν
.
Jasno je, na osnovu teoreme 3.3.6, da je
EKn = 0 i V ar(Kn) = V ar(Z
+
n ) =
µ(1 + µ) ((1 + µ)2 + ν(1 + 2µ))
(1 + µ + ν)2
.
Uslovno oqekivaǌe E(Kn|F+n−j), gde je F+n−j σ−algebra generisana







gde je Fn−j σ−algebra generisana sluqajnim promenǉivama Zn−j,
Zn−j−1, . . . , koja je, svakako, nadalgebra algebre F+n−j. Na osnovu
osobina vremenskog niza {Z+N}, prikazanih u dokazu teoreme 3.3.6,












































Ako se posmatra sredǌe-kvadratna konvergencija ovako dobijenih


























Na osnovu dobijenog izraza, jasno je da E(Kn|F+n−j)
s.k.→ 0, j → ∞.
Sada treba proveriti da li je
∑∞
j=0 (V ar(Rnj))
1/2 < ∞, gde je
Rnj = E(Kn|F+n−j) − E(Kn|F+n−j−1). Na osnovu izraza za uslovno ma-
tematiqko oqekivaǌe, dobija se da je Rnj = α
jZ+n−j − αj+1Z+n−j−1.
Disperzija ovako dobijene sluqajne promenǉive je











Koristei izraze za disperziju i kovarijansu niza {Z+n }, datih u
teoremi 3.3.6, dobija se da je
V ar(Rnj) = α
2j(1 − α)2µ(1 + µ) ((1 + µ)
2 + ν(1 + 2µ)) + µ2(1 + µ)2









µ(1 + µ) ((1 + µ)2 + ν(1 + 2µ)) + µ2(1 + µ)2








































































µ(1 + µ) ((1 + µ)2 + ν(1 + 2µ))
(1 + µ + ν)2
1 + α
1 − α > 0.
S obzirom na to da je niz {Kn} strogo stacionaran i ergodiqan



































ν(1 + ν) ((1 + ν)2 + µ(1 + 2ν))
(1 + µ + ν)2
1 + α
1 − α.
Primeǌujui tvreǌe 2.4.6 na preslikavaǌe g(x1, x2, x3, x4, x5)
sa neprekidno-diferencijabilnim koordinatnim funkcijama, de-
finisano na sledei naqin













































































µ̂Y W2 , ν̂Y W2 , α̂Y W2 , β̂Y W2
)T
, dobija se da i statistike µ̂Y W2 , ν̂Y W2 ,
α̂Y W2 i β̂Y W2 takoe, imaju asimptotski normalnu raspodelu.
Stroga postojanost sledi iz stroge stacionarnosti i ergodiq-
nosti vremenskog niza {Zn}, stroge postojanosti ǌegove uzoraqke
sredine, uzoraqke disperzije, kao i uzoraqke jednokoraqne i dvoko-
raqne kovarijanse, stroge stacionarnosti i ergodiqnosti nizova
{Z+n } i {Z−n }, stroge postojanosti ǌihovih uzoraqkih sredina i
qiǌenice da su ocene µ̂Y W2 , ν̂Y W2 , α̂Y W2 i β̂Y W2 neprekidne ocene
uzoraqkih momenata. ✷
Ako se prilikom odreivaǌa Yule-Walker-ovih ocena za parame-
tre µ i ν upotrebe jednakosti (3.3.3), dobijaju se sledee jedna-
qine
µ(1 + µ) = Cov(Z+n , Zn) i ν(1 + ν) = −Cov(Z−n , Zn).
Zamenom teorijskih vrednosti, uzoraqkim, dobija se
µ̂Y W3(1 + µ̂Y W3) = γ̂ZZ+(0) i ν̂
Y W3(1 + ν̂Y W3) = −γ̂ZZ−(0).













gde su γ̂ZZ+(0) i γ̂ZZ−(0) uzoraqke kros-kovarijanse (sa korakom
nula) vremenskih nizova {Zn} i {Z+n }, odnosno {Zn} i {Z−n }.
Pratei ovu logiku, moжe se doi i do ocena parametara α i
β. Naime, koristei osobinu NGINAR(1) vremenskih nizova datu
u Ristić, Bakouch i Nastić (2009) da je α = γX(1)/γX(0) i rezultate








Mogue je pokazati da su statistike µ̂Y W3 , ν̂Y W3 , α̂Y W3 i β̂Y W3




Teorema 3.4.3 Statistike µ̂Y W3 , ν̂Y W3 , α̂Y W3 i β̂Y W3 su strogo posto-
jane i asimptotski normalne ocene parametara µ, ν, α i β.








Zn − (c + αZ+n−1 − βZ−n−1)
)
,
gde je c = [(1 − α)µ(1 + µ) − (1 − β)ν(1 + ν)] / (1 + µ + ν) . Prvo treba
pokazati da je ovako definisani niz martingal. Da bi to bilo
taqno, potrebno je pokazati da je E(Uk|Fk−1) = Uk−1, pri qemu je
Fk = σ(Zk, Zk−1, ..., Z1) σ−algebra definisana sluqajnim promenǉi-
vama {Zk, Zk−1, ..., Z1}. Matematiqko oqekivaǌe sluqajne promenǉive
UN , uslovǉene svojom proxloxu je







Zn − (c + αZ+n−1 − βZ−n−1)
)
|ZN−1, . . . , Z1
)
.
Sluqajne promenǉive koje uqestvuju u prvih n − 2 sabiraka sume
su sadrжane i u uslovu. Zbog toga se, uslovǉene same sobom, u
oqekivaǌu ponaxaju kao konstante. Samo u posledǌem sabirku
uqestvuje sluqajna promenǉiva ZN , jedina koja se ne pojavǉuje u





Zn−1(Zn − (c + αZ+n−1 − βZ−n−1))
+ ZN−1E
(






Zn−1(Zn − (c + αZ+n−1 − βZ−n−1))
+ ZN−1(E (ZN |ZN−1) − (c + αZ+N−1 − βZ−N−1)).
S obzirom na to da je
E (ZN |ZN−1) = c + αZ+N−1 − βZ−N−1,





Zn−1(Zn − (c + αZ+n−1 − βZ−n−1)) = UN−1.
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Na osnovu centralne graniqne teoreme za martingale, sledi da
sluqajna promenǉiva UN ima asimptotski normalnu raspodelu.






































































totski normalnu raspodelu. S obzirom na to da uzoraqka sredina
i uzoraqka autokovarijansna funkcija vremenskog niza {Zn} imaju




















kao linearna kombinacija asimptotski normalno raspodeǉenih
promenǉivih, takoe ima asimptotski normalnu raspodelu. Sa
druge strane, kao posledica asimptotski normalne raspodeǉenosti
uzoraqke disperzije vremenskog niza {Zn}, i sluqajna promenǉiva
BN = S
+
































ima asimptotski normalnu raspodelu. Sada se sluqajne promenǉive
S+N i S
−
N mogu predstaviti na sledei naqin
S+N =
AN − βBN




α − β .
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Kao linearne kombinacije sluqajnih promenǉivih sa asimptotski
normalnom raspodelom, i one su asimptotski normalno raspode-
ǉene.
Ovo dovodi do toga da se moжe zakǉuqiti da se vektor Yule-
Walker-ovih ocena
(
µ̂Y W3 , ν̂Y W3 , α̂Y W3 , β̂Y W3
)T
moжe dobiti kao vred-
nost funkcije



















u taqki (γ̂ZZ+(0), γ̂ZZ−(0), γ̂ZZ+(1), γ̂ZZ+(1))
T . Primeǌujui tvreǌe
2.4.6, zakǉuquje se da ocene µ̂Y W3 , ν̂Y W3 , α̂Y W3 i β̂Y W3 imaju asimp-
totski normalnu raspodelu.
Stroga postojanost ovih ocena sledi iz ergodiqnosti i stroge
stacionarnosti vremenskog niza {Zn} i neprekidnosti funkcije g.
✷
Na kraju, kao posledǌi naqin za oceǌivaǌe nepoznatih parame-
tara SDLINAR(1) modela bie predstavǉen metod uslovnih naj-
maǌih kvadrata.
































Ako se uvedu oznake M+ = µ(1+µ)
1+µ+ν







(Zn − ((1 − α)M+ − (1 − β)M− + αZ+n−1 − βZ−n−1))2.
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Jednaqine koje se dobijaju na osnovu prvih parcijalnih izvoda po




(Zn − ((1 − α)M+ − (1 − β)M− + αZ+n−1 − βZ−n−1)) = 0.
To za posledicu ima smaǌeǌe efektivnog broja jednaqina na os-
novu kojih se mogu dobiti traжene statistike. Zbog toga se uvodi
jox jedna smena koja e eliminisati dva nepoznata parametra i
pretvoriti ih u jedan
M = (1 − α)M+ − (1 − β)M−.
To nee popraviti situaciju u pogledu dobijaǌa ocena za parame-
tre µ i ν, ali e se dobiti potreban broj efektivnih jednaqina.















Z−n−1(Zn − M − αZ+n−1 + βZ−n−1).











































































































































































Deǉeǌem sa N − 1, sistem postaje
γ̂ZZ+(1) = αγ̂Z+(0) − βγ̂Z+Z−(0),
γ̂ZZ−(1) = αγ̂Z+Z−(0) − βγ̂Z−(0),
gde je γ̂ZZ+(1) uzoraqka jednokoraqna kros-kovarijansa nizova {Zn}
i {Z+n }, γ̂ZZ−(1) uzoraqka jednokoraqna kros-kovarijansa nizova
{Zn} i {Z−n }, γ̂Z+(0), γ̂Z−(0) uzoraqke disperzije nizova {Z+n } i {Z−n },
a γ̂Z+Z−(0) ǌihova uzoraqka kros-kovarijansa. Uzoraqka kros-ko-













N), k ≥ 0.



















Da bi se potvrdila asimptotska normalnost i stroga posto-
janost ovih ocena, bie upotrebǉeni rezultati teoreme 3.1 iz
rada Tjøstheim (1986). Prvo treba primetiti da parcijalni izvodi
prvog reda uslovnog oqekivaǌa ne zavise od nepoznatih parame-


























































































µ(1 + µ)(1 + 2µ)
1 + µ + ν
< ∞.
















ν(1 + ν)(1 + 2µ)
1 + µ + ν
< ∞,















= 1 < ∞.
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Drugi deo uslova C1, koji se odnosi na druge parcijalne izvode
uslovnog oqekivaǌa, je takoe trivijalan jer su svi drugi parci-
jalni izvodi jednaki nuli. Zbog toga i uslov C3 postaje takoe
trivijalno ispuǌen.
Uslov C2 se svodi na negaciju linearne povezanosti sluqajnih































Ako se izrazu unutar matematiqkog oqekivaǌa doda i oduzme vred-
nost a1EZ
+









= E |T − E(T ) + c|2 = V ar(T ) + c2,
gde je sluqajna promenǉiva T = a1Z
+
n−1−a2Z−n−1, a konstanta c = a3+
a1EZ
+
n−1−a2EZ−n−1. S obzirom na to da su i V ar(T ), i c2 nenegativni
brojevi, izraz V ar(T ) + c2 e biti jednak nuli samo ako su oba
sabirka jednaka nuli. Iz qiǌenice da je V ar(T ) = 0 sledi da je
sluqajna promenǉiva T konstanta, skoro izvesno, tj. vaжi da je
a1Z
+
n−1 −a2Z−n−1 = const, s.v.1. To znaqi da su sluqajne promenǉive
Z+n i Z
−
n linearno povezane, xto je nemogue jer je, pri svakoj
realizaciji, bar jedna od ove dve sluqajne promenǉive jednaka
nuli. Dakle konstante a1 i a2 moraju biti jednake nuli. S druge
strane je c = a3 + a1EZ
+
n−1 − a2EZ−n−1 = 0, xto implicira da je i
a3 = 0.
Poxto su sva tri uslova teoreme 3.1 iz rada Tjøstheim (1986)
zadovoǉena, sledi da su ocene dobijene metodom usovnih najmaǌih
kvadrata strogo postojane.
Da bi se potvrdila i ǌihova asimptotska normalnost, potrebno
je proveriti i uslov D1, teoreme 3.2 iz istog rada. Poxto je
funkcija fn|n−1 = V ar(Zn|Zn−1), to se na osnovu teoreme 3.1.2, do-
bija da je
fn|n−1 = V ar(Zn|Zn−1) = α(1 + α)Z+n−1 + β(1 + β)Z−n−1 + C,
gde je
C = (α− β)2µ(1 + µ)ν(1 + ν)
(1 + µ + ν)2
+ (α(1 + α) + β(1 + β))
µν


































Elementi matrice iz uslova D1 e biti konaqni ukoliko su konaq-
ni momenti prvog, drugog i treeg reda sluqajnih promenǉivih
Z+n−1 i Z
−










µ(1 + µ)(1 + 2µ)
1 + µ + ν
,

















µ(1 + µ)(6µ2 + 6µ + 1)










ν(1 + ν)(1 + 2ν)







ν(1 + ν)(6ν2 + 6ν + 1)
1 + µ + ν
,
moжe se zakǉuqiti da je i uslov D1 teoreme 3.2 ispuǌen. Time
je potvrena i asimptotska normalnost ocena uslovnih najmaǌih
kvadrata. S toga se moжe formulisati sledea teorema.
Teorema 3.4.4 Statistike α̂cls, β̂cls i M̂ cls su asimptotski nor-
malne i strogo postojane ocene parametara α, β i M .
3.5 Simulacije
Da bi se ilustrovale asimptotske osobine dobijenih statis-
tika, uraena je simulacija primera koji odgovaraju SDLINAR(1)
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modelu. Primeǌen je Monte Karlo metod. Sliqno kao i u sluqaju
simetriqnog modela, i ovde su najpre generisane sluqajne promen-
ǉive sa geometrijskom raspodelom, a onda su one upotrebǉene za
generisaǌe dva nezavisna NGINAR(1) niza, od kojih je, kao ǌi-
hova razlika, dobijena realizacija SDLINAR(1) vremenskog niza.
Za razliqite zadate vrednosti parametara µ, ν, α i β, generisa-
no je 1000 uzoraka obima N = 5000. Jedan od ciǉeva je bio i da
se odgovarajuim izborom parametara prikaжe ponaxaǌe vremen-




































1 51 101 151
a б
в г
Slika 3.1: Dijagrami realizacija vremenskih nizova sa odgo-
varajuim parametrima (a) µ = 0, 5, ν = 0, 2, α = 0, 3, β = 0, 1
(b) µ = 5, ν = 4, α = 0, 1, β = 0, 1 (v) µ = 2, ν = 4, α = 0, 5, β = 0, 2 (g)
µ = 1, ν = 2, α = 0, 3, β = 0, 5
Tako su, s ciǉem da se doqara uticaj parametara µ i ν na
poloжaj i variraǌe vrednosti realizacija, ovi parametri bi-
rani da budu, u jednom sluqaju, xto bliжi doǌoj granici defi-
nisanosti, tj. nuli, zatim, u drugom, da imaju relativno visoke
vrednosti i, u treem i qetvrtom, da imaju vrednosti koje e biti
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Slika 3.2: Dijagrami autokorelacionih funkcija simuliranih
vremenskih nizova sa odgovarajuim parametrima (a) µ = 0, 5, ν =
0, 2, α = 0, 3, β = 0, 1 (b) µ = 5, ν = 4, α = 0, 1, β = 0, 1 (v) µ = 2, ν = 4,
α = 0, 5, β = 0, 2 (g) µ = 1, ν = 2, α = 0, 3, β = 0, 5
istim ciǉem, u nekim sluqajevima je parametar µ bio vei od
parametra ν, a u nekim sluqajevima je bilo obrnuto. Sliqna
logika je, u ciǉu odslikavaǌa uticaja parametara α i β na auto-
korelacionu funkciju, korixena i prilikom odreivaǌa pravih
vrednosti parametara α i β. Razmatran je sluqaj kada su ovi
parametri bili vrlo bliski nuli, zatim kada su bili bliski
gorǌim granicama definisanosti i kada izabrani iz sredixǌeg
dela dozvoǉenog raspona. Izabrane su sledee kombinacije pra-
vih vrednosti parametara: najpre µ = 0, 5, ν = 0, 2, α = 0, 3 i
β = 0, 1, zatim µ = 1, ν = 2, α = 0, 3 i β = 0, 5, potom µ = 2, ν = 4,
α = 0, 5 i β = 0, 2, onda µ = 5, ν = 4, α = 0, 1 i β = 0, 1 i na kraju
µ = 10, ν = 8, α = 0, 6 i β = 0, 4. Da bi se pokazale asimptotske
osobine i doqarala konvergencija ocena ka pravim vrednostima,
korixeni su poduzorci obima 500, 1000, 3000 i ceo uzorak.
Tokom oceǌivaǌa javilo se nekoliko problema. Vrednosti
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Slika 3.3: Raspodele realizovanih ocena parametara α i β; (a)
α̂Y W1(0, 3); (b) β̂Y W1(0, 5); (v) α̂Y W2(0, 3); (g) β̂Y W2(0, 5); (d) α̂Y W3(0, 6);
() β̂Y W3(0, 4); (e) α̂cls(0, 6); (ж) β̂cls(0, 4);
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Slika 3.4: Raspodele realizovanih ocena parametara µ i ν; (a)




ocena α̂ i β̂ trebalo bi da pripadaju intervalima (0, µ̂/(1 + µ̂)] i
(0, ν̂/(1 + ν̂)], respektivno. Meutim, za male zadate vrednosti pa-
rametara α i β bilo je sluqajeva da realizacije ǌihovih ocena,
bilo metodom uslovnih najmaǌih kvadrata, bilo Yule-Walker-ovim
metodom, budu negativne. U tim sluqajevima, kao vrednost ocene
parametra uzimana je vrednost bliska nuli, 10−7. Takoe, za ve-
like vrednosti parametara α i β bilo je situacija da realizacije
ǌihovih ocena budu vee od µ̂/(1 + µ̂) i ν̂/(1 + ν̂). Tada je, kao vred-
nost ocene parametra uzeta vrednost µ̂/(1 + µ̂) i ν̂/(1 + ν̂), respek-
tivno.
U situacijama kada su zadate vrednosti parametara α i β bile
bliske jedna drugoj, dexavalo se da je potkorena veliqina
ρ̂(2) − ρ̂(1)2 negativna. U tim sluqajevima je potkorena veliqina
aproksimirana nulom, xto je prouzrokovalo da je α̂ = β̂ = ρ̂(1).
U ovakvim situacijama SDLINAR(1) model se redukovao na model
STINAR(1), uveden u radu Barreto-Souza i Bourguignon (2015).
Takoe, bilo je mogue, a u ovim simulacijama se nije do-
godilo, da i potkorena veliqina 1 − Z2N + 2γ̂Z(0) bude negativna.
To bi trebalo da budu situacije pri kojima se niz sastoji samo
od (ili ogromne veine) pozitivnih ili samo od (ili ogromne
veine) negativnih vrednosti. U takvim sluqajevima bi tre-
balo za vrednost ocene tog parametra proglasiti vrednost blisku
nuli, 10−6.
Na slici 3.1 prikazani su dijagrami realizacija simuliranih
vremenskih nizova sa razliqitim parametrima. Na slici se jasno
uoqava uticaj parametara µ i ν na raspon vrednosti vremenskog
niza, kao i na poloжaj sredǌe vrednosti. Poveaǌe vrednosti µ i
ν izaziva poveaǌe raspona i varijacije. Moжe se primetiti da
i ukoliko je parametar µ vei, onda na ,,pozitivnoj” strani vre-
menski niz dostiжe vee, po apsolutnoj vrednosti, realizacije.
U sluqajevima gde je parametar ν vei, vidi se da se, po apsolut-
noj vrednosti, vee realizacije dostiжu na ,,negativnoj” strani.
Takoe, na ovim slikama se moжe naslutiti stacionarnost ovih
vremenskih nizova, s obzirom na to da se sredǌa vrednost niza ne
meǌa tokom vremena, odnosno, da je pojas amplituda ovih realiza-
cija paralelan apscisi. Na slici 3.2 prikazane su vrednosti au-
tokorelacionih funkcija simuliranih vremenskih nizova sa odgo-
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varajuim parametrima. Za razliku od simetriqnog modela, kod
koga je bilo jednostavno sa grafikona autokorelacione funkcije
pribliжno utvrditi vrednost parametra α, u ovom sluqaju to nije
tako jednostavno, s obzirom na sloжeniji izraz autokorelacione
funkcije koja zavisi od sva qetiri parametra. Meutim, kako
vrednost jednokoraqne korelacije jedina prelazi granicu statis-
tiqke znaqajnosti, jasno je da je u pitaǌu model prvog reda.
Na slikama 3.3 i 3.4 prikazani su histogrami raspodela reali-
zovanih vrednosti razliqitih ocena parametara α, β, µ i ν dobi-
jenih na osnovu 1000 uzoraka obima N = 5000. Na slici 3.3 su
oceǌeni parametri α i β, po jednom, na svaki od analiziranih
naqina, dok su na slici 3.4 Yule-Walker-ove ocene parametara µ i
ν. Ove dve slike jasno navode na qiǌenicu da su sve predstavǉene
ocene asimptotski normalne. Znaqajnost odstupaǌa raspodela
dobijenih realizacija od normalne raspodele je testirana stan-
dardnim testovima koji se koriste u tu svrhu. Znaqajnosti ovih
testova, prikazane u tabelama 3.1 i 3.2, potvruju da raspodele
posmatranih ocena ne odstupaju znaqajno od normalne raspodele.
Tabela 3.1: Znaqajnosti testova za ispitivaǌe normalnosti
raspodela ocena parametara µ i ν
Prave vrednosti µ = 10, ν = 8 µ = 10, ν = 8 µ = 10, ν = 0, 8
Test µ̂Y W1 ν̂Y W1 µ̂Y W2 ν̂Y W2 µ̂Y W3 ν̂Y W3
Kolmogorov-Smirnov 0,823 0,976 0,981 0,912 0,864 0,954
χ2 0,127 0,318 0,531 0,891 0,752 0,095
Shapiro-Wilk 0,151 0,545 0,351 0,553 0,587 0,062
Anderson-Darling 0,245 0,820 0,806 0,588 0,373 0,120
Lilliefors 0,444 0,841 0,866 0,631 0,522 0,758
Jarque-Bera 0,393 0,724 0,262 0,380 0,642 0,062
Sredǌe vrednosti i standardne devijacije svih predstavǉenih
ocena nepoznatih parametara, dobijene na osnovu uzoraka obima
200, 500, 1000, 3000 i 5000, su prikazane u tabelama 3.3 i 3.4.
Moжe se primetiti da se kod svih ocena standardne devijacije
smaǌuju sa porastom obima uzorka, xto upuuje na postojanost
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Tabela 3.2: Znaqajnosti testova za ispitivaǌe normalnosti
raspodela ocena parametara α i β
Prave vrednosti α = 0, 3, β = 0, 5 α = 0, 6, β = 0, 4
Test α̂Y W1 β̂Y W1 α̂Y W2 β̂Y W2 α̂Y W3 β̂Y W3 α̂cls β̂cls
Kolmogorov-Smirnov 0,928 0,531 0,743 0,598 0,600 0,650 0,992 0,982
χ2 0,498 0,023 0,392 0,102 0,294 0,141 0,322 0,523
Shapiro-Wilk 0,450 0,205 0,485 0,190 0,285 0,101 0,912 0,640
Anderson-Darling 0,459 0,099 0,397 0,084 0,181 0,171 0,798 0,731
Lilliefors 0,676 0,120 0,321 0,168 0,169 0,214 0,921 0,889
Jarque-Bera 0,811 0,248 0,829 0,222 0,571 0,225 0,783 0,976
ocena. Takoe moжe se videti da se kod pravih vrednosti para-
metara µ i ν koje su bliжe nuli, brжe dostiжe taqna vrednost.
Kod veih vrednosti konvergencija ka taqnim vrednostima je malo
sporija. Takoe, moжe se videti da ocene µ̂Y W2 i ν̂Y W2 za nijansu
brжe dostiжu taqne vrednosti parametara ili veu taqnost. U
sluqaju ocena parametara α i β moжe se uoqiti da metod uslovnih
najmaǌih kvadrata daje rezultate koji su najbliжi taqnim vred-
nostima, meutim, ocene α̂Y W3 i β̂Y W3 imaju najmaǌu standardnu
devijaciju, te su tako i najstablinije.
3.6 Primena na realnim podacima
Na kraju je prikazano kako SDLINAR(1) model moжe biti pri-
meǌen na realnim podacima. Posmatrana je razlika u meseqnom
broju prestupa prijavǉenih policijskim stanicama u Roqesteru,
ǋujork, SAD, od januara 1991. do decembra 2001. Podaci su
dostupni na internet stranici http://www.forecastingprinciples.com,
u delu sa podacima o prestupima. Na ovaj naqin, moжe se pratiti
i uporeivati efikasnost razliqitih policijskih stanica tokom
nekog perioda. Na istim podacima su primeǌena i uporeena tri
modela: TINAR(1), koji je uveo Freeland (2010), STINAR(1), koji su
uveli Barreto-Souza i Bourguignon (2015) i SDLINAR(1) model. Za
svaki model su izraqunate realizovane vrednosti ocena parame-
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Tabela 3.3: Realizovane vrednosti ocena parametara µ i ν, sred-
ǌe vrednosti i standardne devijacije
N µ = 0, 5, ν = 0, 2
µ̂Y W1 ν̂Y W1 µ̂Y W2 ν̂Y W2 µ̂Y W3 ν̂Y W3
500 0,497 0,199 0,499 0,200 0,496 0,199
(0,056) (0,036) (0,053) (0,029) (0,062) (0,031)
1000 0,499 0,199 0,500 0,200 0,499 0,199
(0,041) (0,025) (0,039) (0,020) (0,045) (0,022)
3000 0,500 0,200 0,501 0,200 0,500 0,200
(0,025) (0,014) (0,023) (0,011) (0,027) (0,012)
5000 0,501 0,200 0,501 0,200 0,501 0,200
(0,019) (0,011) (0,018) (0,009) (0,021) (0,010)
N µ = 1, ν = 2
µ̂Y W1 ν̂Y W1 µ̂Y W2 ν̂Y W2 µ̂Y W3 ν̂Y W3
500 0,987 1,986 0,994 1,993 0,990 1,983
(0,136) (0,210) (0,109) (0,203) (0,117) (0,224)
1000 0,993 1,991 0,997 1,994 0,994 1,990
(0,093) (0,146) (0,074) (0,142) (0,080) (0,157)
3000 0,998 1,998 0,998 1,998 0,997 1,998
(0,052) (0,086) (0,042) (0,083) (0,044) (0,092)
5000 1,000 1,997 1,000 1,997 0,999 1,998
(0,041) (0,067) (0,033) (0,065) (0,035) (0,072)
N µ = 2, ν = 4
µ̂Y W1 ν̂Y W1 µ̂Y W2 ν̂Y W2 µ̂Y W3 ν̂Y W3
500 1,991 4,001 2,002 4,012 1,997 3,996
(0,235) (0,273) (0,213) (0,259) (0,227) (0,298)
1000 1,996 4,002 2,002 4,008 2,001 3,998
(0,165) (0,185) (0,150) (0,177) (0,160) (0,201)
3000 1,997 3,996 1,999 3,997 1,999 3,995
(0,095) (0,113) (0,085) (0,106) (0,091) (0,123)
5000 1,999 3,996 1,999 3,996 1,999 3,996
(0,076) (0,088) (0,067) (0,084) (0,072) (0,096)
N µ = 5, ν = 4
µ̂Y W1 ν̂Y W1 µ̂Y W2 ν̂Y W2 µ̂Y W3 ν̂Y W3
500 4,990 3,977 4,995 3,982 4,989 3,974
(0,326) (0,298) (0,302) (0,266) (0,362) (0,305)
1000 4,998 3,982 5,003 3,987 4,995 3,983
(0,231) (0,207) (0,214) (0,186) (0,258) (0,214)
3000 4,993 3,992 4,998 3,997 4,989 3,997
(0,129) (0,119) (0,123) (0,108) (0,141) (0,124)
5000 4,997 3,993 4,999 3,995 4,993 3,996
(0,100) (0,092) (0,095) (0,085) (0,110) (0,095)
N µ = 10, ν = 8
µ̂Y W1 ν̂Y W1 µ̂Y W2 ν̂Y W2 µ̂Y W3 ν̂Y W3
500 9,886 7,915 9,915 7,944 9,885 7,916
(0,934) (0,756) (0,927) (0,709) (0,980) (0,727)
1000 9,926 7,957 9,939 7,970 9,917 7,966
(0,670) (0,496) (0,665) (0,465) (0,696) (0,488)
3000 9,964 7,978 9,968 7,982 9,957 7,986
(0,380) (0,292) (0,380) (0,278) (0,403) (0,279)
5000 9,977 7,982 9,983 7,989 9,970 7,989
(0,302) (0,235) (0,300) (0,219) (0,320) (0,220)
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Tabela 3.4: Realizovane vrednosti ocena parametara α i β, sred-
ǌe vrednosti i standardne devijacije
N α = 0, 3, β = 0, 1
α̂Y W1 β̂Y W1 α̂Y W2 β̂Y W2 α̂Y W3 β̂Y W3 α̂cls β̂cls
500 0,279 0,090 0,279 0,090 0,276 0,148 0,292 0,097
(0,060) (0,079) (0,060) (0,078) (0,064) (0,076) (0,070) (0,103)
1000 0,286 0,091 0,286 0,091 0,281 0,152 0,297 0,101
(0,048) (0,077) (0,048) (0,077) (0,045) (0,054) (0,049) (0,073)
3000 0,292 0,092 0,291 0,092 0,282 0,152 0,299 0,100
(0,039) (0,071) (0,039) (0,071) (0,027) (0,032) (0,029) (0,043)
5000 0,292 0,095 0,292 0,094 0,283 0,152 0,299 0,100
(0,036) (0,068) (0,035) (0,068) (0,021) (0,024) (0,023) (0,032)
N α = 0, 3, β = 0, 5
α̂Y W1 β̂Y W1 α̂Y W2 β̂Y W2 α̂Y W3 β̂Y W3 α̂cls β̂cls
500 0,291 0,495 0,291 0,495 0,370 0,468 0,293 0,493
(0,170) (0,074) (0,169) (0,074) (0,063) (0,055) (0,106) (0,065)
1000 0,301 0,493 0,301 0,493 0,371 0,470 0,295 0,495
(0,151) (0,061) (0,150) (0,061) (0,045) (0,038) (0,076) (0,045)
3000 0,311 0,493 0,311 0,493 0,372 0,473 0,296 0,498
(0,118) (0,042) (0,118) (0,042) (0,027) (0,022) (0,045) (0,026)
5000 0,316 0,492 0,316 0,492 0,373 0,474 0,297 0,499
(0,104) (0,037) (0,104) (0,037) (0,021) (0,018) (0,034) (0,020)
N α = 0, 5, β = 0, 2
α̂Y W1 β̂Y W1 α̂Y W2 β̂Y W2 α̂Y W3 β̂Y W3 α̂cls β̂cls
500 0,452 0,202 0,452 0,201 0,369 0,232 0,489 0,195
(0,172) (0,074) (0,173) (0,074) (0,077) (0,047) (0,133) (0,056)
1000 0,463 0,206 0,463 0,206 0,375 0,234 0,497 0,197
(0,155) (0,057) (0,155) (0,057) (0,056) (0,032) (0,095) (0,038)
3000 0,473 0,207 0,473 0,207 0,377 0,236 0,500 0,199
(0,127) (0,044) (0,127) (0,044) (0,032) (0,019) (0,053) (0,022)
5000 0,479 0,205 0,479 0,205 0,377 0,236 0,501 0,199
(0,107) (0,036) (0,107) (0,036) (0,025) (0,015) (0,041) (0,018)
N α = 0, 1, β = 0, 1
α̂Y W1 β̂Y W1 α̂Y W2 β̂Y W2 α̂Y W3 β̂Y W3 α̂cls β̂cls
500 0,120 0,109 0,120 0,109 0,096 0,100 0,094 0,103
(0,094) (0,108) (0,094) (0,108) (0,052) (0,059) (0,068) (0,09)
1000 0,115 0,107 0,115 0,107 0,099 0,099 0,099 0,099
(0,078) (0,098) (0,078) (0,098) (0,037) (0,043) (0,048) (0,064)
3000 0,108 0,104 0,108 0,104 0,100 0,100 0,101 0,100
(0,064) (0,081) (0,064) (0,081) (0,021) (0,025) (0,028) (0,037)
5000 0,105 0,103 0,105 0,103 0,100 0,101 0,100 0,101
(0,057) (0,074) (0,057) (0,074) (0,016) (0,019) (0,021) (0,028)
N α = 0, 6, β = 0, 4
α̂Y W1 β̂Y W1 α̂Y W2 β̂Y W2 α̂Y W3 β̂Y W3 α̂cls β̂cls
500 0,589 0,404 0,589 0,405 0,555 0,458 0,595 0,396
(0,085) (0,125) (0,085) (0,125) (0,048) (0,050) (0,062) (0,078)
1000 0,591 0,408 0,591 0,408 0,557 0,460 0,597 0,399
(0,072) (0,103) (0,072) (0,103) (0,034) (0,036) (0,044) (0,055)
3000 0,587 0,414 0,587 0,414 0,557 0,460 0,596 0,400
(0,054) (0,079) (0,054) (0,079) (0,020) (0,021) (0,026) (0,031)
5000 0,590 0,412 0,590 0,412 0,558 0,461 0,598 0,400
(0,047) (0,068) (0,047) (0,068) (0,016) (0,016) (0,020) (0,025)
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tara i RMSE vrednost kao kriterijum kvaliteta aproksimacije.
U tabeli 3.5, prikazane su oceǌene vrednosti parametara sva
tri modela, dobijene na osnovu podataka koji predstavǉaju razli-
ku u broju texkih napada prijavǉenih policijskoj stanici broj
3605508702 i policijskoj stanici 3605501700. Zatim, prikazane
su oceǌene vrednosti parametara koje su dobijene na osnovu po-
dataka koji predstavǉaju razliku u broju imovinskih kriviqnih
dela (provala, kraa, pǉaqki, kraa vozila), prijavǉenih poli-
cijskoj stanici 3605508702 i policijskoj stanici 3605503300. Na
kraju, prikazane su ocene parametara dobijene na osnovu podataka
koji predstavǉaju razliku u broju nasilnih kriviqnih dela (ubi-
stava, ubistva iz nehata, silovaǌa, pǉaqki, texkih napada), pri-
javǉenih policijskoj stanici 3605508702 i policijskoj stanici
3605501400.
Na slikama 3.5 do 3.7, prikazane su trajektorije vremenskih
nizova koji predstavǉaju razlike u broju texkih napada, imo-
vinskih kriviqnih dela i nasilnih kriviqnih dela prijavǉenih
odgovarajuim policijskim stanicama, kao i modelirane vred-
nosti dobijene na osnovu SDLINAR(1) modela. Za oceǌivaǌe
nepoznatih parametara korixen je Yule-Walker-ov metod, i to ocene
µ̂Y W1 , ν̂Y W1 , α̂Y W1 i β̂Y W1 . Moжe se primetiti da SDLINAR(1) model
predstavǉa dobar izbor za modeliraǌe ovih podataka. Situacije
u kojima postoji odstupaǌe modela od stvarnih podataka su nagli
pikovi. Takoe, relativno velika RMSE vrednost za drugi skup
podataka se moжe objasniti prirodom samih podataka, jer su u
pitaǌu velike vrednosti.
Kao xto se vidi u tabeli 3.5, SDLINAR(1) model je boǉe pri-
meniti u ovakvim situacijama, nego preostala dva posmatrana
modela. Razlika u vrednostima RMSE statistika jeste mala i
to je posledica relativno sliqnog oblika uslovnog matematiqkog
oqekivaǌa kod sva tri modela.
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Tabela 3.5: Ocene parametara i RMSE vrednosti za TINAR(1),
STINAR(1) i SDLINAR(1)
Texki napadi Imovinska kriviqna Nasilna kriviqna
dela dela
Model Ocene RMSE Ocene RMSE Ocene RMSE
TINAR(1) α̂ = 0, 159 1,149 α̂ = 0, 420 8,152 α̂ = 0, 497 3,617
λ̂1 = 0, 285 λ̂1 = 23, 66 λ̂1 = 3, 073
λ̂2 = 0, 762 λ̂2 = 23, 73 λ̂2 = 5, 646
STINAR(1) α̂ = 0, 161 1,149 α̂ = 0, 42 8,152 α̂ = 0, 505 3,617
µ̂1 = 0, 147 µ̂1 = 6, 553 µ̂1 = 0, 345
µ̂2 = 0, 716 µ̂2 = 6, 682 µ̂2 = 5, 459
SDLINAR(1)Y W1 µ̂ = 0, 106 1,107 µ̂ = 5, 845 8,095 µ̂ = 10−6 3,602
ν̂ = 0, 674 ν̂ = 5, 973 ν̂ = 5, 114
α̂ = 0, 096 α̂ = 0, 01 α̂ = 10−7
β̂ = 0, 159 β̂ = 0, 849 β̂ = 0, 497
SDLINAR(1)Y W2 µ̂ = 0, 148 1,149 µ̂ = 6.553 8,064 µ̂ = 0.345 3,589
ν̂ = 0, 716 ν̂ = 6.682 ν̂ = 5, 459
α̂ = 0, 128 α̂ = 10−7 α̂ = 10−7
β̂ = 0, 161 β̂ = 0, 849 β̂ = 0, 561
SDLINAR(1)Y W3 µ̂ = 0, 139 1,159 µ̂ = 5, 528 8,081 µ̂ = 0.335 3,687
ν̂ = 0, 657 ν̂ = 6, 269 ν̂ = 3.639
α̂ = 10−7 α̂ = 0, 262 α̂ = 0.250



























































































































































































































































































































































































Slika 3.5: Razlike u broju texkih napada prijavǉenih policij-


























































































































































































































































































































































































Slika 3.6: Razlike u broju imovinskih kriviqnih dela prijavǉe-









































































































































































































































































Slika 3.7: Razlike u broju nasilnih kriviqnih dela prijavǉenih





U nekim procesima i pojavama, trenutno staǌe sistema ne zavi-
si samo od staǌa u prethodnom trenutku, ve moжe zavisiti i od
p posledǌih staǌa ili od jednog od p posledǌih staǌa. U takvim
sluqajevima, autoregresivni modeli prvog reda nee biti adek-
vatno rexeǌe, ve se model mora usloжniti. Jedno od rexeǌa je
da se primeǌuje model reda p ili kombinovani model reda p, res-
pektivno. U ovom delu e upravo jedan takav model, sa marginal-
nom diskretnom Laplasovom raspodelom, biti predstavǉen.
4.1 Konstrukcija tining operatora
Pre same definicije tining operatora, treba napomenuti da je
kao inspiracija za ovakav tining operator posluжio rad Nastić,
Ristić i Bakouch (2012) i da se korixena metodologija i konstruk-
cija operatora zasnivaju, upravo, na rezultatima tog rada.
Neka je data sluqajna promenǉiva Zn koja ima asimetriqnu
diskretnu Laplasovu, SDL(µ/(1 + µ), ν(1 + ν)) raspodelu, sa para-
metrima µ/(1 + µ), µ > 0 i ν/(1 + ν), ν > 0. Tining operator (α, β)⊙m
se definixe na sledei naqin
((α, β) ⊙m Zn)|Zn d= (α ∗m Xn − β ∗m Yn)|(Xn − Yn), (4.1.1)
gde je m ≥ 1, α∗m i β∗m negativni binomni tining operatori,
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i , gde su {W (m)i } i {V (m)i } dva, uzajamno nezavisna,
niza nezavisnih i jednako raspodeǉenih sluqajnih promenǉivih
sa geometrijskim, Geom(α/(1 + α)), α ∈ [0, 1) i Geom(β/(1 + β)), β ∈





i i Yn su, pritom, nezavisne za svako i ≥ 1. Sluqajne
promenǉive Xn i Yn su nezavisne i imaju, respektivno, geometrij-
ske Geom(µ/(1+µ)) i Geom(ν/(1+ν)) raspodele. Treba napomenuti
da indeks operatora m oznaqava da je tining operator primeǌen
u trenutku m, na isti naqin kao xto je to uraeno u radovima
Nastić, Ristić i Bakouch (2012) i Weiß (2008). U samoj definiciji
tining operatora, trenutak primene ne igra neku bitnu ulogu, pa
je sasvim oqigledno da operator (α, β)⊙m ima iste osobine kao i
operator (α, β)⊙, definisan u prethodnoj glavi i u radu Djordjević
(2016a).
Zbog toga e neke bitne osobine sluqajne promenǉive (α, β)⊙m
Zn biti samo navedene, bez dokaza.
Primedba 4.1.1 Sluqajna promenǉiva (α, β)⊙m Zn ima sledee oso-
bine:








2. (α, β)⊙m Zn d= α∗m Xn−β ∗m Yn, gde su Xn i Yn nezavisne sluqajne
promenǉive sa geometrijskim, Geom(µ/(1+µ)) i Geom(ν/(1+ν))
raspodelama, respektivno;
3. E((α, β) ⊙m Zn) = αµ − βν;
4. V ar((α, β) ⊙m Zn) = αµ(1 + 2α + αµ) + βν(1 + 2β + βν);











Koristei operator (α, β)⊙m, moжe se definisati kombinovani












(α, β) ⊙n Zn−1 + en, s.v. φ1,
(α, β) ⊙n Zn−2 + en, s.v. φ2,
...
...
(α, β) ⊙n Zn−p + en, s.v. φp,
n > p, (4.2.1)
pri qemu je φi ∈ [0, 1] , i = 1, . . . , p i
∑p
i=1 φi = 1, i vaжe sledei
uslovi:
i) {en} je niz nezavisnih, jednako raspodeǉenih sluqajnih pro-
menǉivih, pri qemu su sluqajne promenǉive en i Zm, kao i
sluqajne promenǉive en i (α, β) ⊙m+i Zm nezavisne za m < n i
i = 1, . . . , p,
ii) brojaqki nizovi tining operatora primeǌenih u trenutku m
su uzajamno nezavisni i nezavisni od elemenata niza {en},
iii) brojaqki nizovi tining operatora primeǌenog na sluqajnu
promenǉivu Zn i sluqajne promenǉive Zn−1, Zn−2, . . . su neza-
visni,
iv) uslovne verovatnoe
P{(α, β) ⊙n+1 Zn = i1, . . . , (α, β) ⊙n+p Zn = ip|Zn = z,Hn−1} i
P{(α, β) ⊙n+1 Zn = i1, . . . , (α, β) ⊙n+p Zn = ip|Zn = z}
su jednake, gde je sa Hn−1 obeleжena proxlost sluqajnih pro-
menǉivih Zm i (α, β) ⊙m+i Zm, m < n i i = 1, . . . , p,
v) sluqajne promenǉive (α, β)⊙n+1 Zn, . . . , (α, β)⊙n+p Zn, uslovǉene
sluqajnom promenǉivom Zn, su nezavisne.
U sluqaju kada vaжe prethodnih pet uslova i kada je marginal-





), raspodela, vrednost parametra α pripada
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intervalu (0, µ/(1 + µ)], a parametra β intervalu (0, ν/(1 + ν)], do-
bija se jedan stacionaran, autoregresivan vremenski niz reda p,
sa celobrojnim vrednostima, u oznaci CSDLINAR(p), xto je akro-
nim naziva na engleskom jeziku, Combined Skew Discrete Laplace INAR
process of order p.
Treba, opet, napomenuti da je konstrukcija modela preuzeta iz
rada Nastić, Ristić i Bakouch (2012), samo xto je u ovom sluqaju u
pitaǌu celobrojni niz, kako sa pozitivnim, tako i sa negativnim
vrednostima.
Sada e biti analizirane neke osnovne osobine CSDLINAR(p)
vremenskog niza.
U skladu sa rezultatima predstavǉenim u radovima Djordjević
(2016a) i Nastić, Ristić i Bakouch (2012) vaжi sledea primedba.
Teorema 4.2.1 Inovacioni niz {en} ima sledee osobine:
i) Ako je α ∈ (0, µ/(1 + µ)] i β ∈ (0, ν/(1 + ν)] onda je raspodela










































































ii) E(en) = µ(1 − α) − ν(1 − β),
iii) V ar(en) = µ(1 +α) [(1 + µ)(1 − α) − α] + ν(1 +β) [(1 + ν)(1 − β) − β].
Dokaz. Koristei definiciju 4.2.1, nezavisnost sluqajnih pro-
menǉivih (α, β) ⊙n Zn−i, i = 1, . . . , p i en i qiǌenicu da sve sluqaj-
ne promenǉive Zn−i, i = 1, . . . , p imaju istu raspodelu, karakte-




Najpre se karakteristiqna funkcija sluqajne promenǉive Zn















gde sluqajna promenǉiva Z ima asimetriqnu diskretnu Laplasovu
SDL(µ/(1+µ), ν/(1+ν)) raspodelu. Koristei prethodno dobijeni
izraz za karakteristiqnu funkciju sluqajne promenǉive Zn, do-





Nadaǉe, istim postupkom kao u dokazu teoreme 3.2.1, dobija se
karakteristiqna funkcija sluqajne promenǉive en u obliku sume
karakteristiqnih funkcija sluqajnih promeǉivih iz iskaza teo-
reme, ponderisanih verovatnoama nekog potpunog sistema doga-
aja. Na osnovu toga sledi da se sluqajna promenǉiva en moжe, u
raspodeli, predstaviti u obliku mexavine qetiri sluqajne pro-
menǉive sa asimetriqnom diskretnom Laplasovom raspodelom.
Koristei, zatim, dobijenu karakteristiqnu funkciju, tj. ǌen
prvi i drugi izvod, dobija se traжeni izraz za matematiqko oqeki-
vaǌe i disperziju inovacionog procesa. ✷
Imajui u vidu raspodelu inovacionog niza prikazanu u ob-
liku mexavine sluqajnih promenǉivih sa asimetriqnom diskret-
nom Laplasovom raspodelom i qiǌenicu da se ta raspodela moжe
predstaviti u obliku razlike dveju nezavisnih sluqajnih pro-
menǉivih sa odgovarajuim geometrijskim raspodelama, moжe se
izvesti sledea posledica.
Posledica 4.2.1 Ako su α ∈ (0, µ/(1 + µ)] i β ∈ (0, ν/(1 + ν)], tada
je en
d
= εn − ηn, gde su εn i ηn dve nezavisne sluqajne promenǉive koje







































Na osnovu reprezentacije sluqajne promenǉive (α, β) ⊙n Zn, date
u primedbi 4.1.1(2) i reprezentacije inovacionog niza, datog u
prethodnoj posledici, CSDLINAR(p) vremenski niz, {Zn}, se moжe,
u raspodeli, prikazati kao razlika dva nezavisna CGINAR(p)
vremenska niza, {Xn} i {Yn}, definisanih u Nastić, Ristić i Bak-
ouch (2012) sa geometrijskim, Geom(µ/(1 + µ)) i Geom(ν/(1 + ν)),
marginalnim raspodelama i sa, u prethodnoj posledici pomenu-
tim, nizovima {εn} i {ηn} kao inovacionim nizovima.
Posledica 4.2.2 Neka je {Zn} jedan CSDLINAR(p) vremenski niz
definisan izrazom (4.2.1), a {Xn} i {Yn} dva nezavisna CGINAR(p)











α ∗n Xn−1 + εn, s.v. φ1,
α ∗n Xn−2 + εn, s.v. φ2,
...
...











β ∗n Yn−1 + ηn, s.v. φ1,
β ∗n Yn−2 + ηn, s.v. φ2,
...
...
β ∗n Yn−p + ηn, s.v. φp,
gde su {εn} i {ηn} dva uzajamno nezavisna niza nezavisnih, jednako
raspodeǉenih sluqajnih promenǉivih. Tada je Zn
d
= Xn − Yn.
Vrlo bitne osobine CSDLINAR(p) nizova su svojstvo Markova,
stacionarnost i ergodiqnost. Ove osobine su bitne u karakteri-
zaciji vremenskih nizova, kao i prilikom opisivaǌa korelacione
strukture nizova i ocena nepoznatih parametara modela. S tim
u vezi moжe se iskazati sledea teorema.
Teorema 4.2.2 CDSLINAR(p) vremenski niz {Zn} je strogo sta-
cionaran i ergodiqan proces Markova reda p.
Dokaz. Qiǌenica da je CDSLINAR(p) vremenski niz proces
Markova reda p sledi direktno iz same definicije vremenskog
niza. Verovatnoe prelaza se mogu izraqunati pomou verovatno-
a prelaza SDLINAR(1) vremenskog niza koje su date u teoremi
3.3.1, na sledei naqin

















l=−∞ pDNB(k − l; m + j, α1+α ,m,
β
1+β




l=−∞ pDNB(k − l; m, α1+α ,m − j,
β
1+β
)pe(l) , j < 0,
pDNB(k; r, p; l, q) predstavǉa zakon raspodele verovatnoa razlike














pe(l) je zakon raspodele verovatnoa inovacionog niza {en},





















































, l < 0,
a 2F1(k, l,m, p) je Gausova hipergeometrijska funkcija.
Koristei svojstvo Markova i jednaku raspodeǉenost eleme-
nata vremenskog niza {Zn}, stroga stacionarnost se moжe lako
dokazati na sledei naqin.
Neka je An,k, n, k ∈ N sluqajni dogaaj definisan na sledei
naqin An,k = {Zn+k = zk, Zn+k−1 = zk−1, . . . , Zn+1 = z1}. Da bi se
dokazala stroga stacionarnost, dovoǉno je pokazati jednakost ve-
rovatnoa P (A0,k) = P (An,k).
Kako je vremenski niz {Zn} proces Markova, to se verovatnoa
P (A0,k) moжe predstaviti na sledei naqin
P (A0,k) = P (Zk=zk|Hk−1)P (Zk−1=zk−1,...,Z1=z1)






S obzirom na to da verovatnoe prelaza pZ(k, l) ne zavise od pozi-
cije elementa u nizu, ve samo od rastojaǌa dva elementa, dobija
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se da je P (Zk−i = zk−i|Hk−i−1) = P (Zn+k−i = zk−i|Hn+k−i−1). Kako sve
sluqajne promenǉive Zi, i ≥ 1 imaju istu raspodelu, sledi da je
P (Z1 = z1) = P (Zn+1 = z1). Zameǌujui pomenute verovatnoe i
vraajui se unazad, dobija se da je




P (Zn+k−i = zk−i|Hn+k−i−1) = P (An,k).
Da bi se dokazala ergodiqnost vremenskog niza {Zn}, moжe se
poi od definicije 6.30 iz Breiman (1992), koja kaжe da je sta-
cionaran niz {Zn} ergodiqan ukoliko je verovatnoa svakog in-
varijantnog (u odnosu na niz {Zn}) dogaaja 0 ili 1. Na os-
novu stava 6.32 iz Breiman (1992), svaki invarijantni dogaaj,
u odnosu na neki stacionarni niz, je istovremeno i repni do-
gaaj. Meutim, za svako n ≥ 1, σ-algebra F(Zn, Zn−1, . . . ), gene-
risana sluqajnim promenǉivama Zn, Zn−1, . . . , je podskup σ-algebre
F(en,W(n),V(n), en−1,W(n−1),V(n−1), . . . ), gde su W(k) = {W (k)i } i V(k) =
{V (k)i } brojaqki nizovi koji generixu sluqajnu promenǉivu Zk.
Zahvaǉujui nezavisnosti vremenskih nizova {en,W(n),V(n)}, pri-
menom Kolmogorovǉevog zakona 0 − 1, svaki repni dogaaj ima
verovatnou 0 ili 1, qime je i potvrena ergodiqnost niza {Zn}.
✷
Prilikom predviaǌa vremenskih nizova, kao i prilikom oce-
ǌivaǌa parametara, vrlo bitnu ulogu imaju uslovne statistiqke
veliqine. Matematiqko oqekivaǌe i disperzija proizvoǉnog ele-
menta CSDLINAR(p) vremenskog niza, uslovǉenog proxloxu, da-
ti su u narednoj teoremi. U ciǉu pojednostavǉivaǌa pojedinih
izraza neka je Z+n = ZnI{Zn≥0} i Z
−
n = −ZnI{Zn<0}.
Teorema 4.2.3 Jednokoraqno uslovno oqekivaǌe i jednokoraqna uslov-
na disperzija CSDLINAR(p) vremenskog niza {Zn} su dati sledeim
izrazima
E (Zn|Hn−1) = (α − β)
µν
1 + µ + ν
















V ar (Zn|Hn−1) = V ar(en) + (α − β)2
µ(1 + µ)ν(1 + ν)
(1 + µ + ν)2
+µν
α(1 + α) + β(1 + β)











































Dokaz. Koristei osobine sluqajne promenǉive (α, β)⊙mZn, nave-
dene u primedbi 4.1.1(5) i osobina inovacionog niza, navedenih u















= (α − β) µν














+ µ(1 − α) − ν(1 − β).
Xto se uslovne disperzije tiqe, sledi da je












































Nakon kvadriraǌa, uzimajui u obzir qiǌenicu da su sluqajne
promenǉive en i Zn−i, 1 ≤ i, nezavisne, skratie se dvostruki
proizvodi iz razvijenog oblika kvadrata binoma i ostae samo
kvadratni qlanovi. Takoe, momenti drugog reda sluqajnih pro-
menǉivih (α, β) ⊙n Zn−i se zamene zbirom disperzija i kvadrata





































Koristei ponovo rezultate primedbe 4.1.1, dobija se da je
V ar (Zn|Hn−1) = V ar(en) + (α − β)2
µ(1 + µ)ν(1 + ν)
(1 + µ + ν)2
+µν
α(1 + α) + β(1 + β)











































U sledeim tvreǌima e biti opisana korelaciona struk-
tura CSDLINAR(p) vremenskih nizova.
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Teorema 4.2.4 Kovarijansna funkcija CSDLINAR(p) vremenskog ni-





(αγZZ+(k − i) − βγZZ−(k − i)) φi,
gde je γZ(k) vrednost autokovarijansne funkcije vremenskog niza {Zn},
γZZ+(k) vrednost kros-kovarijansne funkcije vremenskih nizova {Zn}
i {Z+n } za korak k, a γZZ−(k) vrednost kros-kovarijansne funkcije vre-
menskih nizova {Zn} i {Z−n } za korak k.
Dokaz. Koristei osobine uslovnog matematiqkog oqekivaǌa, kao
i rezultate teoreme 4.2.3, dobija se da je




(α − β) µν
1 + µ + ν
















































(αγZZ+(k − i) − βγZZ−(k − i)) φi.✷
Primedba 4.2.1 Poxto se kovarijansna funkcija CSDLINAR(p)
vremenskog niza {Zn}, γZ(k), moжe predstaviti u obliku razlike dve
kros-kovarijansne funkcije γZ(k) = γZZ+(k) − γZZ−(k), bie korisno












Dokaz. Za poqetak treba dokazati jednakost
E(Z+n+1|Hn) = (1 − α)
µ(1 + µ)





























Na osnovu jednakosti dobijene u dokazu teoreme 3.3.5, sledi da je
E(Z+n+1|Zn) = E(((α, β) ⊙ Zn + en+1)I{(α,β)⊙Zn+en+1≥0}|Zn)
= (1 − α) µ(1 + µ)
1 + µ + ν
+ αZ+n .
S obzirom na sliqnost tining operatora (α, β)⊙ i (α, β)⊙n, moжe
se iskoristiti prethodna jednakost i tada se dobija da je
E(Z+n+1|Hn) = (1 − α)
µ(1 + µ)








Daǉe se, na sliqan naqin kako je to uraeno u dokazu teoreme
3.3.3, moжe dokazati da vaжi da je
E(Xn+1|Hn) = (1 − α)
µ(1 + µ)
1 + µ + ν
+
µν


















φiE(α ∗n+1 Xn+1−i + εn+1|Zn+1−i).
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Ponovo, na osnovu sliqnosti, ovoga puta, tining operatora α∗
i α∗n i izraza za uslovno oqekivaǌe (3.3.2), dobijenog u dokazu
teoreme 3.3.3,
E(Xn+1|Zn) = E(α ∗ Xn + εn+1|Zn) = α
µν
1 + µ + ν
+ (1 − α)µ + αZ+n
= (1 − α) µ(1 + µ)
1 + µ + ν
+
µν
1 + µ + ν
+ αZ+n ,
dobija da je
E(Xn+1|Hn) = (1 − α)
µ(1 + µ)
1 + µ + ν
+
µν








Na osnovu prethodno dokazanog, vaжi da je
E(Xn+1|Hn) =
µν
1 + µ + ν
+ E(Z+n+1|Hn).
Moжe se pokazati da vaжi i opxtije tvreǌe,
E(Xn+k|Hn) =
µν
1 + µ + ν
+ E(Z+n+k|Hn).
Koristei osobine uslovnog matematiqkog oqekivaǌa, s obzirom












1 + µ + ν
+ E(Z+n+k|Hn).
To implicira da je Cov(Xn+k, Zn) = Cov(Z
+
n+k, Zn) jer je
Cov(Xn+k, Zn) = Cov(E(Xn+k|Zn), Zn) = Cov(E(E(Xn+k|Hn)|Zn), Zn)
= Cov(
µν
1 + µ + ν
+ E(E(Z+n+k|Hn)|Zn), Zn)
= Cov(E(E(Z+n+k|Hn)|Zn), Zn) = Cov(Z+n+k, Zn).
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Vaжe analogne jednakosti i za umaǌilac {Yn},
E(Yn+1|Hn) =
µν
1 + µ + ν
+ E(Z−n+1|Hn) i Cov(Yn+k, Zn) = Cov(Z−n+k, Zn).
Na kraju, koristei nezavisnost vremenskih nizova {Xn} i {Yn},
dobija se da vaжi Cov(Xn+k, Xn) = Cov(Xn+k, Zn) = Cov(Z
+
n+k, Zn) i
Cov(Yn+k, Yn) = −Cov(Yn+k, Zn) = −Cov(Z−n+k, Zn).
S obzirom na to da na osnovu korelacione strukture kombi-
novanih GINAR(p) vremenskih nizova, datih u Nastić, Ristić i Bak-
ouch (2012), kovarijansne funkcije vremenskih nizova {Xn} i {Yn}
zadovoǉavaju zadate rekurentne relacije, zadovoǉavaju ih i kros-
korelacione funkcije γZZ+(k) i γZZ−(k). ✷
Uzimajui u obzir prethodnu teoremu, tj. qiǌenicu da auto-
kovarijansne i kros-kovarijansne funkcije zadovoǉavaju prikazane
rekurentne relacije, sledi da one eksponencijalno teжe nuli, kada
vrednost koraka teжi beskonaqnosti. Naime, vaжi sledee. Ako
je γp,max = max
0≤i≤p
|γZZ+(i)| , tada je |γZZ+(k)| ≤ αjγp,max, jp < k ≤ (j +1)p.
Ova qiǌenica svrstava niz {Zn} u kategoriju asimptotski neko-
reliranih nizova. Takoe, iz svakog staǌa vremenskog niza {Zn},
mogue je, nakon konaqno mnogo koraka, stii u bilo koje staǌe.
Drugim reqima, za bilo koja dva cela broja i i j, postoji priro-
dan broj m takav da je P (Zn+m = j|Zn = i) > 0, tj. vremenski niz
{Zn} je ireducibilan. Vremenski niz {Zn} je i aperiodiqan jer
je iz svakog staǌa mogue vratiti se, nakon konaqnog broja ko-
raka, u isto staǌe, odnosno, za bilo koja dva prirodna broja i
i m, P (Zn+m = i|Zn = i) > 0. S obzirom na to da je niz {Zn} ire-
ducibilan, aperiodiqan Markovǉev proces, na osnovu teoreme 3.2
iz rada Bradley (2005), sledi da je vremenski niz {Zn} niz jakog me-
xaǌa.
4.3 Oceǌivaǌe nepoznatih parametara
U ciǉu dobijaǌa ocena nepoznatih parametara CSDLINAR(p)
modela upotrebǉena su dva standardna metoda, metod uslovnih
najmaǌih kvadrata i Yule-Walker-ov metod.
Prvo e za oceǌivaǌe nepoznatih parametara CSDLINAR(p)
modela biti korixen metod uslovnih najmaǌih kvadrata. Neka
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je (Z1, Z2, · · · , ZN) sluqajan uzorak CSDLINAR(p) vremenskog niza














(1 − α)µ(1 + µ)
1 + µ + ν
− (1 − β)ν(1 + ν)

















Ako se uvedu oznake θi = αφi, ξi = βφi, M
+ = µ(1+µ)
1+µ+ν
i M− = ν(1+ν)
1+µ+ν







































Jednaqine koje se dobijaju na osnovu parcijalnih izvoda funkcije
grexke po parametrima M+ i M− su ekvivalentne. Takav odnos
dovodi do gubitka jedne jednaqine prilikom rexavaǌa sistema.
Zbog toga se uvodi jox jedna smena,











Na ovaj naqin se problem dobijaǌa ocena za µ i ν ne rexava,
ali je zato broj nepoznatih parametara i broj upotrebǉivih jed-
naqina isti. Sa ovako postavǉenim problemom, moжe se dobiti

















































































n−i)) = 0, j = 1, 2, . . . , p.


















































































gde indeks (k) oznaqava uzoraqku sredinu dobijenu od N−p eleme-




























a γ̂∗Z′Z′′(k, l) predstavǉa uzoraqku kros-kovarijansu dva podniza obi-
ma N − p koji poqiǌu nakon k−tog i nakon l−tog elementa niza Z ′,







(Z ′k+i − Z ′
(k)
)(Z ′′l+i − Z ′′
(l)
).




















gde su D∗i i D
∗ determinante koje se standardno koriste u Cramer-


















γZ+(p−1) ··· γZ+(0) γZ−Z+(p−1) ··· γZ−Z+(0)


















Matrica ∆ predstavǉa kovarijansnu matricu vektora sluqajnih
promenǉivih [Z+n−1, Z
+






n−2, . . . , Z
−
n−p]
T . Ova matrica
e biti regularna ukoliko su sluqajne promenǉive Z+n−1, . . . , Z
+
n−p,
Z−n−1, . . . , Z
−
n−p, linearno nezavisne. Da bi se to dokazalo, bie
primeǌen stav 5.1.1 iz Brockwell i Davis (1987). Prvo treba preure-












T . Prva stvar koju treba pomenuti,
u vezi sa kovarijansnom matricom preureenog vektora, je da su
elementi na dijagonali pozitivni jer su to γZ+(0) i γZ−(0), dis-
perzije odgovarajuih sluqajnih promenǉivih. Takoe, kovari-
janse komponenata vektora su γZ+(k), γZ−(k), γZ+Z−(k) i γZ−Z+(k)
i, poxto ove funkcije zadovoǉavaju rekurentne relacije iz teo-
reme 4.2.4 ili iz primedbe 4.2.1, onda sve one eksponencijalno
teжe nuli, kad k teжi beskonaqnosti. Neka je sada niz sluqajnih
promenǉivih {Li} definisan kao L2i−1 = Z+n−i i L2i = Z−n−i, 1 ≤ i ≤ p.
Ovako definisan niz sluqajnih promenǉivih zadovoǉava uslove
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pomenutog stava 5.1.1, tako da se moжe zakǉuqiti da je kovari-
jansna matrica regularna, xto obezbeuje jedinstvenost rexeǌa
sistema, tj. jedinstvenost ocena.
Poxto je
∑p
i=1 θi = α,
∑p
i=1 ξi = β i φi =
θi
α






























, i = 1, 2, · · · , p.
S obzirom na to da se za svako φi, i = 1, . . . , p dobijaju po dve






Da bi se dokazala stroga postojanost i asimptotska normal-
nost dobijenih ocena, prvo M̂ cls, θ̂clsi i ξ̂
cls
i , a zatim i α̂
cls, β̂cls, φ̂′clsi
i φ̂′′clsi , bie korixeni rezultati rada Tjøstheim (1986), taqnije,
teoreme 3.1 i 3.2.
Parcijalni izvodi prvog reda uslovnog oqekivaǌa E(Zn|Hn−1)
po nepoznatim parametrima su konstanta ili linearne funkcije





= Z+n−i, 1 ≤ i ≤ p
∂E(Zn|Hn−1)
∂ξi




Da bi uslov C1 teoreme 3.1 iz pomenutog rada bio ispuǌen,
















































































µ(1 + µ)(1 + 2µ)


















ν(1 + ν)(1 + 2µ)

















= 1 < ∞.
Drugi deo uslova C1, koji se odnosi na druge parcijalne izvode
uslovnog oqekivaǌa, je takoe trivijalan jer su svi drugi parci-
jalni izvodi jednaki nuli. Zbog toga i uslov C3 postaje takoe
trivijalno ispuǌen.


























































































Ako se unutar apsolutne vrednosti doda i oduzme matematiqko


































|T − ET + c|2
)
,
gde je c = a2p+1 + ET. Daǉe se dobija da je
E
(
|T − ET + c|2
)
= V ar(T ) + 2cE(T − ET ) + c2 = V ar(T ) + c2.
Jednakost posledǌeg izraza sa nulom implicira da je V ar(T ) = 0
i c = 0. Sada treba pokazati da u sluqaju vremenskog niza {Zn},
vaжi da iz V ar(T ) = 0 sledi ai = 0, 1 ≤ i ≤ 2p.
Qiǌenica V ar(T ) = 0 znaqi da je T = const, skoro izvesno, xto





. . . , Z−n−p linearno zavisne, osim u sluqaju kada je T = 0 i ai = 0,
1 ≤ i ≤ 2p. Bie dokazano da je pomenuti izuzetak jedina mogua
situacija.












T je, prethodno pomenuta, matrica
∆, za koju je ve pokazano da je regularna. Regularnost kovari-
jansne matrice iskǉuquje linearnu zavisnost posmatranih pro-
menǉivih, pa je jedino mogue da je T = 0 i ai = 0, 1 ≤ i ≤ 2p. Uz
qiǌenicu da je i c = 0, sledi da je a2p+1 = 0.
Na taj naqin su sva tri uslova teoreme 3.1 iz rada Tjøstheim
(1986) zadovoǉena, xto znaqi da su dobijene ocene strogo posto-
jane.
Da bi se dokazala asimptotska normalnost, potrebno je pri-
meniti teoremu 3.2, takoe iz rada Tjøstheim (1986). Poxto je

































budu konaqni. Da bi se to dokazalo, bie dovoǉno pokazati da
su zajedniqki momenti E(Ak1Bk2Ck3Dk4) konaqne veliqine, gde slu-
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qajne promenǉive A, B, C i D mogu biti Z+n−i ili Z
−
n−i, 1 ≤ i ≤ p i
k1, k2, k3, k4 ∈ {0, 1, 2, 3, 4}.
Prvo, sluqajne promenǉive Z+n−i i Z
−
n−i imaju konaqne momente














Analogno se zakǉuquje i za sluqajnu promenǉivu Z−n−i. Sada, ko-







E (A4k1) E (B4k2)
√
E (C4k3) E (D4k4)
= 4
√
E (A4k1) E (B4k2) E (C4k3) E (D4k4) < ∞.
To znaqi da je, na osnovu teoreme 3.2 iz rada Tjøstheim (1986),
vektor ocena θ̃clsN ≡
(












d→ N (0, U−1RU−1),
gde je θ′ = (θ1, . . . , θp, ξ1, . . . , ξp,M)


























 , 1 ≤ i, j ≤ p.
Neka je, sada, definisano preslikavaǌe
g(x1, x2, . . . , x2p+1) = (g1(x1, x2, . . . , x2p+1), . . . , gp+3(x1, x2, . . . , x2p+1))
sa koordinatnim funkcijama:






















, j = 1, . . . p,
153
Kombinovani SDLINAR(p) model
gp+3(x1, x2, . . . , x2p+1) = x2p+1.




1 , . . . , ξ̂
cls
p , M̂




i preslikavaǌe g neprekidno, to implicira da su ocene α̂cls, β̂cls,
φ̂clsi , i = 1, . . . p i M̂
cls, takoe, strogo postojane. Takoe, s obzirom
na to da su koordinatne funkcije preslikavaǌa g neprekidno-
diferencijabline funkcije i matrica U−1RU−1 simetriqna i ne-
negativno definitna, zadovoǉeni su uslovi stava 6.4.3 iz Brockwell
i Davis (1987), te su zbog toga i ocene α̂cls, β̂cls, φ̂clsi , i = 1, . . . p i M̂
cls,
asimptotski normalno raspodeǉene. Nakon svega, moжe se izrei
sledea teorema.
Teorema 4.3.1 Statistike α̂cls, β̂cls, φ̂clsi , i = 1, . . . p i M̂
cls, dobijene
metodom uslovnih najmaǌih kvadrata, su strogo postojane i asimp-
totski normalno raspodeǉene ocene parametara α, β, φi, i = 1, . . . p
i M, CSDLINAR(p) modela,
N−1/2(θ̂clsN − θ)
d→ N (0, JU−1RU−1JT ),
gde je θ̂clsN = (α̂
cls, β̂cls, φ̂cls1 , . . . , φ̂
cls
p , M̂
cls)T , θ = (α, β, φ1, . . . , φp,M)
T , a
matrica J je Jakobijan preslikavaǌa g.
Drugi metod koji je upotrebǉen za dobijaǌe ocena nepoznatih
parametara µ, ν, α, β i φi, i = 1, 2, . . . , p je Yule-Walker-ov metod. Pri-
tom su iskorixene ocene za matematiqko oqekivaǌe, disperziju i
kovarijansu vremenskog niza {Zn}. Dobijeni su sledei rezultati.
Da bi se ocenili parametri µ i ν, dovoǉno je, kao i u sluqaju
modela prvog reda, iskoristiti ocene matematiqkog oqekivaǌa i
disperzije vremenskog niza {Zn}, tj. izraze ZN = µ − ν i γ̂Z(0) =
µ(1 + µ) + ν(1 + ν). Na taj naqin se dobijaju ocene µ̂Y W i ν̂Y W ,








1 − Z2N + 2γ̂Z(0)








1 − Z2N + 2γ̂Z(0).













φiγ̂ZZ−(k − i), k = 1, 2, . . . , p.










ξiγ̂ZZ−(k − i), k = 1, 2, . . . , p.








gde su D,DAi , DBi determinante koje se standardno koriste u Cra-


















γZZ+(p−1) ··· γZZ+(0) 0 ··· 0


















S obzirom na to da je kros-kovarijansna funkcija nizova {Zn} i
{Z+n } jednaka autokovarijansnoj funkciji CGINAR(p) niza {Xn}, a
kros-kovarijansna funkcija nizova {Zn} i {Z−n } jednaka autokova-
rijansnoj funkciji CGINAR(p) niza {Yn}, sledi da su dijagonalni
blokovi matrice ∆′, u stvari, autokovarijansne matrice nizova
{Xn} i {Yn}. Na osnovu rezultata predstavǉenih u Nastić, Ristić
i Bakouch (2012), ove dve matrice su regularne. Samim tim e
i matrica ∆′ biti regularna, xto e prouzrokovati da sistem
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jednaqina ima jedinstveno rexeǌe, tj. da su dobijene ocene jedin-
stveno odreene. Koristei, zatim, qiǌenicu da je
∑p
i=1 θi = α i
∑p


















, i = 1, 2, . . . , p.
Ponovo, konaqna ocena parametara φi, i = 1, . . . , p bie sredǌa vred-





Determinante koje su korixene prilikom rexavaǌa su poli-
nomi autokovarijansnih i kros-kovarijansnih funkcija, tako da
e ocene parametara biti racionalne funkcije autokovarijansnih
i kros-kovarijansnih funkcija. Poxto je vremenski niz {Zn} er-
godiqan i strogo stacionaran, u skladu sa teoremama 2.4.2 i 2.4.3,
uzoraqke kovarijanse su strogo postojane ocene teorijskih kovari-
jansi. Kao racionalne funkcije strogo postojanih ocena, statis-




i , 1 ≤ i ≤ p, su, takoe, strogo postojane.
Na sliqan naqin kako je to uraeno u radu Silva i Silva (2006),
moжe se pokazati da su uzoraqke autokovarijansne i kros-kovari-
jansne funkcije vremenskih nizova {Zn}, {Z+n } i {Z−n } asimptotski
normalno raspodeǉene. To znaqi da
N−1/2(θ̃Y WN − θ′′)
d→ N (0, CV CT ),










vektor parametara θ′′ = (θ1, . . . , θp, ξ1, . . . , ξp, EZn, γZ(0))








[V11]1×1 [V12]1×1 [V13]1×(p+1) [V14]1×(p+1)












































NV ar(γ̂Z(0)) [V44]i,j= lim
N→∞
NCov(γ̂Z−(i−1),γ̂Z−(j−1))
gde je 1 ≤ i, j ≤ p + 1, a matrica C Jakobijan preslikavaǌa koje
preslikava uzoraqke kovarijanse, na osnovu Cramer-ovih formula,
tj. na osnovu izraza (4.3.1), u statistike θ̂Y Wi , ξ̂
Y W
i , 1 ≤ i ≤ p.
Ponovo, na osnovu stava 6.4.3 iz Brockwell i Davis (1987), su i ocene
θ̂Y Wi i ξ̂
Y W
i , i = 1, . . . , p kao racionalne funkcije autokorelacija i
kros-korelacija, asimptotski normalno raspodeǉene. Koristei,
zatim preslikavaǌe
g∗(x1, x2, . . . , x2p+2) = (g
∗
1(x1, x2, . . . , x2p+2), . . . , g
∗
p+4(x1, x2, . . . , x2p+2))
sa koordinatnim funkcijama:






















, j = 1, . . . p,










1 − x22p+1 + 2x2p+2,









1 − x22p+1 + 2x2p+2,




1 , . . . , ξ̂
Y W
p , ZN , γ̂Z(0)) u vektor
(α̂Y W , β̂Y W , φ̂Y W1 , . . . , φ̂
Y W
p , µ̂
Y W , ν̂Y W ). Ponovo, na osnovu stava 6.4.3
iz Brockwell i Davis (1987), sledi da i ocene µ̂Y W , ν̂Y W , α̂Y W , β̂Y W i
φ̂i
Y W
, i = 1, . . . , p imaju asimptotski normalnu raspodelu.
Govorei u formi teoreme, moжe se formulisati sledee.
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Teorema 4.3.2 Statistike dobijene Yule-Walker-ovim metodom,
µ̂Y W , ν̂Y W , α̂Y W , β̂Y W i φ̂i
Y W
, i = 1, . . . , p su strogo postojane i asimp-
totski normalno raspodeǉene ocene parametara µ, ν, α, β i φi, i =
1, . . . p, CSDLINAR(p) modela,
N−1/2(θ̂Y WN − θ)
d→ N (0, GCV CT GT ),
gde je vektor θ̂Y WN = (µ̂




θ = (α, β, φ1, . . . , φp,M)
T , a matrica G je Jakobijan preslikavaǌa g∗.
4.4 Simulacije
U ovom delu e biti prikazani neki praktiqni rezultati. Da
bi se ilustrovao uticaj parametara na kretaǌe vremenskog niza
i asimptotsko ponaxaǌe dobijenih ocena nepoznatih parametara,
za razliqite vrednosti parametara modela drugog i treeg reda,
simulirano je 1000 uzoraka obima 5000, a zatim su, na osnovu pod-
uzoraka obima 500, 1000, 3000 i 5000, izraqunate ocene i ǌihove
standardne devijacije.
U ciǉu provere zakǉuqaka o asimptotskim osobinama dobi-
jenih ocena nepoznatih parametara, uraene su simulacije, za
razliqite prave vrednosti parametara, po 1000 realizovanih uzo-
raka CSDLINAR(2) i CSDLINAR(3) vremenskih nizova, svaki obi-
ma N = 5000. Simulacije su izvrxene primenom metoda Monte
Karlo. Logika koja je korixena prilikom simulacija kombi-
novanih modela reda dva i tri, podudara se sa simulacijama
koje su uraene u sluqaju simetriqnog i asimetriqnog modela
prvog reda. Prilikom simulacija je korixena qiǌenica da se
CSDLINAR(p) proces moжe, u raspodeli, predstaviti u obliku
razlike dva nezavisna CGINAR(p) vremenska niza. Najpre su gene-
risane po dve, u sluqaju CSDLINAR(2) modela, odnosno, tri ini-
cijalne vrednosti, u sluqaju CSDLINAR(3) modela, i za jedan, i
za drugi CGINAR niz, po geometrijskom zakonu raspodele sa odgo-
varajuim parametrima. Takoe, simulirane su i po dve pomone
diskretne, nezavisne jedna od druge, sluqajne promenǉive sa dva
staǌa, za model reda dva, odnosno, sa tri staǌa, za model reda
tri, sa odgovarajuim verovatnoama φi, koje su odreivale po
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jednu od prethodo generisanih realizacija nizova, na koje e biti
primeǌen tining operator. Na kraju je, korixeǌem defini-
cija CGINAR(p) vremenskih nizova, generisan ostatak nizova. I
konaqno, CSDLINAR(p) vremenski niz je dobijen kao razlika dva
generisana CGINAR vremenska niza.
Prave vrednosti parametara su birane tako da xto boǉe od-
slikaju uticaj na ponaxaǌe vremenskog niza. Korixena je ista
logika kao i u sluqaju modela prvog reda. Za parametre µ i ν, da
bi se ilustrovao ǌihov uticaj na oqekivanu vrednost i rasipaǌe
vrednosti vremenskog niza, izabrane su vrednosti koje su, u jed-
nom sluqaju bliske nuli, u drugom, relativno, priliqno daleko od
nule, zatim, ponovo relativno, umereno daleko od nule. Takoe,
vrednosti su birane tako da je u nekim primerima µ vee od ν, a
u drugom sluqaju, obrnuto. Sliqno je uraeno i kada su u pitaǌu
parametri α i β. Da bi se prikazao ǌihov uticaj na korelaciju
i variraǌe vremenskog niza, ovi parametri su, u jednom sluqaju
birani iz doǌeg dela oblasti definisanosti, tj. tako da budu
blizu nuli, zatim su birani tako da budu blizu gorǌe granice
oblasti definisanosti, tj. blizu µ/(1 + µ) i ν/(1 + ν) i birani su
iz sredine dozvoǉenog opsega. Opet, nekad su α i β birani tako
da su blizu jedan drugom, a u drugom sluqaju, tako da se priliqno
razlikuju. U nekim situacijama α je vee od β, u nekim je obr-
nuto. Verovatnoe φi, i = 1, 2, u sluqaju CSDILNAR(2) modela,
odnosno, φi, i = 1, 2, 3, u sluqaju simulacija modela CSDLINAR(3),
su izabrane tako da su, ili blizu jedna drugoj, ili postoji bar
jedna koja se po svojoj vrednosti odvaja od drugih, ne bi li takav
raznolik ǌihov odnos otkrio na koji naqin ovi parametri utiqu
na ponaxaǌe vremenskog niza. Kombinacije vrednosti pravih pa-
rametara koje su korixene prilikom simulacija CSDLINAR(2)
modela su: µ = 0, 6, ν = 0, 8, α = 0, 3 i β = 0, 4, φ1 = 0, 5, φ2 = 0, 5,
za prvi simulirani model, zatim, za drugi µ = 4, ν = 2, α = 0, 5
i β = 0, 4, φ1 = 0, 3, φ2 = 0, 7, za trei, µ = 5, ν = 6, α = 0, 5 i
β = 0, 8, φ1 = 0, 9, φ2 = 0, 1, i za qetvrti su izabrani parametri
µ = 6, ν = 1, α = 0, 8 i β = 0, 4, φ1 = 0, 3, φ2 = 0, 7. Izabrane vred-
nosti pravih parametara koje su korixene prilikom simulacija
CSDLINAR(3) modela su: µ = 0, 5, ν = 0, 2, α = 0, 3 i β = 0, 1,
φ1 = 0, 2, φ2 = 0, 2, φ3 = 0, 6, za prvi model, za drugi µ = 1, ν = 2,













































































































































































































































































Slika 4.1: Trajektorije simuliranih vremenskih nizova sa vrednostima parametara
µ = 0, 6, ν = 0, 8, α = 0, 3 β = 0, 4, φ1 = 0, 5, φ2 = 0, 5 (a), µ = 4, ν = 2, α = 0, 5 i β = 0, 4, φ1 = 0, 3,
φ2 = 0, 7 (b), µ = 5, ν = 6, α = 0, 5 i β = 0, 8, φ1 = 0, 9, φ2 = 0, 1 (v) i µ = 6, ν = 1, α = 0, 8 i








































1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
a б
в г
Slika 4.2: Autokorelacione funkcije simuliranih vremenskih nizova sa vrednostima
parametara µ = 0, 6, ν = 0, 8, α = 0, 3 β = 0, 4, φ1 = 0, 5, φ2 = 0, 5 (a), µ = 4, ν = 2, α = 0, 5 i
β = 0, 4, φ1 = 0, 3, φ2 = 0, 7 (b), µ = 5, ν = 6, α = 0, 5 i β = 0, 8, φ1 = 0, 9, φ2 = 0, 1 (v) i µ = 6,





























































































































































































































































































Slika 4.3: Trajektorije simuliranih vremenskih nizova sa vrednostima parametara
µ = 0, 5, ν = 0, 2, α = 0, 3 β = 0, 1, φ1 = 0, 2, φ2 = 0, 2, φ3 = 0, 6 (a), µ = 1, ν = 2, α = 0, 3 β = 0, 5,
φ1 = 0, 1, φ2 = 0, 7, φ3 = 0, 2 (b), µ = 4, ν = 10, α = 0, 7 β = 0, 9, φ1 = 0, 3, φ2 = 0, 4, φ3 = 0, 3 (v) i
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Slika 4.4: Autokorelacione funkcije simuliranih vremenskih nizova sa vrednostima
parametara µ = 0, 5, ν = 0, 2, α = 0, 3 β = 0, 1, φ1 = 0, 2, φ2 = 0, 2, φ3 = 0, 6 (a), µ = 1, ν = 2,
α = 0, 3 β = 0, 5, φ1 = 0, 1, φ2 = 0, 7, φ3 = 0, 2 (b), µ = 4, ν = 10, α = 0, 7 β = 0, 9, φ1 = 0, 3, φ2 = 0, 4,
φ3 = 0, 3, (v) i µ = 6, ν = 2, α = 0, 8 β = 0, 4, φ1 = 0, 5, φ2 = 0, 33, φ3 = 0, 17 (g)
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α = 0, 7 i β = 0, 9, φ1 = 0, 3, φ2 = 0, 4, φ3 = 0, 3, i za qetvrti µ = 6,
ν = 2, α = 0, 8 i β = 0, 4, φ1 = 0, 5, φ2 = 0, 33, φ3 = 0, 17. Na slikama
4.1 i 4.3 su prikazane trajektorije realizovanih vrednosti sim-
ulacija CSDLINAR(2) i CSDLINAR(3) vremenskih nizova. Uzi-
majui u obzir vrednosti parametara, moжe se uoqiti oqigledan
uticaj parametara µ i ν na poloжaj oqekivanih vrednosti kao i na
raspon vrednosti. U sluqajevim kada je parametar µ bio vei od
ν, na pozitivnoj strani su dostizane vee vrednosti, dok u sluqa-
jevima kada je parametar ν bio vei od µ, na negativnoj strani
su simulirani nizovi dostizali vee, po apsolutnoj vrednosti,
realizacije. Takoe, moжe se videti i da poveaǌe vrednosti
parametara α i β, utiqe na poveaǌe varijabilnosti realizova-
nih vrednosti vremenskog niza. Na slikama 4.2 i 4.4 su prikazane
autokorelacione funkcije simuliranih modela. Na ovim slikama
se, na osnovu vrednosti koje premaxuju granicu znaqajnosti, moжe
naslutiti red modela koji su simulirani. U veini prikazanih
sluqajeva se moжe primetiti da odnos ,,znaqajnih” korelacija
odgovara odnosu vrednosti korixenih verovatnoa. Uticaj pa-
rametara α i β, s obzirom na sloжenost rekurentne korelacione
veze, nije tako oqigledan.
Prilikom oceǌivaǌa parametara simuliranih modela korix-
eni su metod uslovnih najmaǌih kvadrata i Yule − Wallker-ov me-
tod. Jednokoraqnim metodom uslovnih najamǌih kvadrata nije
bilo mogue oceniti parametre µ i ν, nego, ve pomenutu funkciju
argumenata µ i ν, vrednost M = (1 − α)µ(1+µ)
1+µ+ν
+ (1 − β) ν(1+ν)
1+µ+ν
. Da bi
se ilustrovala postojanost dobijenih ocena, za svaki model je
uzeto po qetiri uzorka razliqitog obima, 500, 1000, 3000 i 5000.
Rezultati oceǌivaǌa, sredǌe vrednosti i standardne devijacije
realizovanih ocena, su prikazani u tabelama 4.1-4.4.
Oqigledno, oba korixena metoda daju ocene koje konvergi-
raju ka pravim vrednostima parametara. Na osnovu podataka
prikazanih u tabelama 4.1 i 4.2, moжe se zakǉuqiti da prilikom
oceǌivaǌa parametara CSDLINAR(2) modela, u skoro svim sluqa-
jevima, ocene dobijene metodom uslovnih najmaǌih kvadrata, za
isti obim uzorka, daju realizacije koje su bliжe taqnim vred-
nostima parametara. To jedino nije tako u sluqaju oceǌivaǌa
parametra α = 0, 5, u drugom, od qetiri prikazana modela. S
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Tabela 4.1: Realizovane vrednosti ocena parametara µ, ν, α i β
CSDLINAR(2) modela; sredǌe vrednosti i standardne devijacije
µ = 4, ν = 2, α = 0, 5, β = 0, 4
N µ̂Y W ν̂Y W α̂cls α̂Y W β̂cls β̂Y W
500 3,978 1,967 0,486 0,448 0,378 0,328
(0,376) (0,258) (0,083) (0,071) (0,176) (0,083)
1000 3,987 1,979 0,492 0,455 0,391 0,338
(0,267) (0,177) (0,060) (0,051) (0,126) (0,062)
3000 3,996 1,991 0,499 0,461 0,396 0,344
(0,156) (0,103) (0,036) (0,03) (0,069) (0,035)
5000 3,996 1,993 0,500 0,463 0,396 0,345
(0,120) (0,079) (0,027) (0,023) (0,052) (0,027)
µ = 5, ν = 6, α = 0, 5, β = 0, 8
N µ̂Y W ν̂Y W α̂cls α̂Y W β̂cls β̂Y W
500 4,919 5,945 0,485 0,483 0,796 0,716
(0,564) (0,961) (0,082) (0,061) (0,070) (0,062)
1000 4,974 5,953 0,488 0,489 0,805 0,727
(0,403) (0,682) (0,060) (0,044) (0,049) (0,045)
3000 4,986 5,981 0,489 0,492 0,812 0,735
(0,235) (0,398) (0,034) (0,025) (0,028) (0,027)
5000 4,989 5,977 0,489 0,492 0,813 0,736
(0,181) (0,302) (0,026) (0,020) (0,021) (0,021)
µ = 0, 6, ν = 0, 8, α = 0, 3, β = 0, 4
N µ̂Y W ν̂Y W α̂cls α̂Y W β̂cls β̂Y W
500 0,590 0,795 0,284 0,254 0,388 0,349
(0,076) (0,094) (0,122) (0,081) (0,101) (0,081)
1000 0,596 0,797 0,289 0,261 0,395 0,356
(0,055) (0,068) (0,086) (0,059) (0,072) (0,058)
3000 0,598 0,800 0,294 0,265 0,401 0,362
(0,031) (0,040) (0,047) (0,033) (0,042) (0,035)
5000 0,599 0,798 0,295 0,266 0,401 0,363
(0,023) (0,031) (0,038) (0,026) (0,033) (0,027)
µ = 6, ν = 1, α = 0, 8, β = 0, 4
N µ̂Y W ν̂Y W α̂cls α̂Y W β̂cls β̂Y W
500 5,824 0,831 0,778 0,762 0,374 0,348
(0,994) (0,524) (0,059) (0,056) (0,349) (0,104)
1000 5,919 0,904 0,791 0,776 0,391 0,368
(0,736) (0,379) (0,040) (0,039) (0,229) (0,076)
3000 5,975 0,967 0,799 0,784 0,399 0,378
(0,441) (0,218) (0,024) (0,024) (0,126) (0,046)
5000 5,979 0,980 0,801 0,786 0,394 0,379
(0,341) (0,168) (0,019) (0,019) (0,099) (0,036)
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Tabela 4.2: Realizovane vrednosti ocena parametara φ1, i φ2
CSDLINAR(2) modela; sredǌe vrednosti i standardne devijacije








500 0,317 0,299 0,683 0,701
(0,137) (0,101) (0,137) (0,101)
1000 0,295 0,303 0,705 0,697
(0,095) (0,068) (0,095) (0,068)
3000 0,295 0,305 0,705 0,695
(0,055) (0,037) (0,055) (0,037)
5000 0,298 0,305 0,702 0,695
(0,039) (0,028) (0,039) (0,028)








500 0,884 0,874 0,116 0,126
(0,069) (0,079) (0,069) (0,079)
1000 0,890 0,869 0,110 0,131
(0,054) (0,055) (0,054) (0,055)
3000 0,892 0,865 0,108 0,135
(0,034) (0,030) (0,034) (0,030)
5000 0,892 0,864 0,108 0,136
(0,027) (0,024) (0,027) (0,024)








500 0,513 0,516 0,487 0,484
(0,152) (0,113) (0,152) (0,113)
1000 0,509 0,508 0,491 0,492
(0,108) (0,088) (0,108) (0,088)
3000 0,503 0,502 0,497 0,498
(0,055) (0,049) (0,055) (0,049)
5000 0,502 0,501 0,498 0,499
(0,041) (0,037) (0,041) (0,037)








500 0,372 0,317 0,628 0,683
(0,197) (0,103) (0,197) (0,103)
1000 0,340 0,317 0,660 0,683
(0,154) (0,072) (0,154) (0,072)
3000 0,310 0,316 0,690 0,684
(0,102) (0,041) (0,102) (0,041)
5000 0,301 0,316 0,699 0,684
(0,083) (0,031) (0,083) (0,031)
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druge strane, ocene dobijene Yule-Walker-ovim metodom su, sudei
po vrednostima standardnih devijacija koje brжe opadaju ka nuli,
za nijansu stabilnije od ocena dobijenih metodom uslovnih naj-
maǌih kvadrata.
Sliqne su i karakteristike ocena verovatnoa φ1 i φ2. Metod
uslovnih najmaǌih kvadrata rezultira vrednostima ocena koje
su bliжe taqnim vrednostima parametara. Jedino odstupaǌe od
ovog ,,pravila” postoji prilikom oceǌivaǌa verovatnoa treeg
modela, kada su neznatno bliжe taqnim vrednostima Yule-Walker-
ove ocene. I ovde se moжe uoqiti da standardne devijacije Yule-
Walker-ovih ocena brжe teжe nuli. Takoe, moжe se primetiti
da su odstupaǌa od taqnih vrednosti ocena verovatnoa φ1 i φ2
jednaka, bilo da se radi o metodu uslovnih najmaǌih kvadrata,
bilo o Yule-Walker-ovom metodu. I standardne devijacije odgo-
varajuih parova ocena su jednake. Ovo je posledica qiǌenice da
je φ1 + φ2 = 1.
Kao xto je to bilo prilikom oceǌivaǌa parametara modela
drugog reda, i u sluqaju oceǌivaǌa parametara CSDLINAR(3)
modela, i Yule-Walker-ov metod i metod uslovnih najmaǌih kvadrata
daju ocene koje konvergiraju ka pravim vrednostima parametara.
U pogledu preciznosti i stabilnosti posmatranih ocena, moжe
se rei da, u sluqaju parametara α i β, ocene dobijene metodom
uslovnih najmaǌih kvadrata, sudei po realizovanim vrednos-
tima, za nijansu brжe konvergiraju ka pravim vrednostima. Sa
druge strane, Yule − Wallker-ove ocene su za nijansu stabilnije,
uzimajui u obzir maǌe vrednosti standardnih devijacija. U
sluqaju ocena parametara φi, i = 1, 2, 3, ne postoji jasno odvajaǌe
u kvalitetu samo jedne vrste ocena pa se moжe rei da su oba
metoda ujednaqenih performansi.
Xto se asimptotskog ponaxaǌa dobijenih ocena i ilustra-
tivne potvrde teorema 4.3.1 i 4.3.2 tiqe moжe se rei da je teжǌa
raspodele svake od posmatranih ocena, prilikom uveaǌa obima
uzorka, ka normalnoj raspodeli oqigledna. To pokazuju slike 4.5
i 4.6, na kojima su prikazane raspodele uqestanosti realizacija
nekih ocena kombinovanig modela drugog reda i slike 4.7 i 4.8,
na kojima su prikazane raspodele uqestanosti realizacija nekih
ocena CSDLINAR(3) modela. Odstupaǌe raspodela uqestanosti
realizacija ovih ocena od normalne raspodele je proveravano
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Tabela 4.3: Realizovane vrednosti ocena parametara µ, ν, α i β
CSDLINAR(3) modela; sredǌe vrednosti i standardne devijacije
µ = 0, 5 ν = 0, 2 α = 0, 3 β = 0, 1
N µ̂Y W ν̂Y W α̂cls α̂Y W β̂cls β̂Y W
500 0,499 0,197 0,288 0,265 0,082 0,079
(0,058) (0,035) (0,100) (0,086) (0,184) (0,088)
1000 0,500 0,199 0,296 0,273 0,091 0,085
(0,041) (0,025) (0,071) (0,062) (0,130) (0,063)
3000 0,500 0,199 0,299 0,278 0,097 0,086
(0,025) (0,015) (0,042) (0,037) (0,075) (0,037)
5000 0,501 0,199 0,300 0,279 0,097 0,087
(0,019) (0,011) (0,033) (0,029) (0,058) (0,028)
µ = 1 ν = 2 α = 0, 3 β = 0, 5
N µ̂Y W ν̂Y W α̂cls α̂Y W β̂cls β̂Y W
500 0,990 1.984 0,278 0,256 0,486 0,443
(0,131) (0,212) (0,193) (0,088) (0,097) (0,081)
1000 0,997 1.995 0,286 0,263 0,496 0,454
(0,096) (0,150) (0,130) (0,063) (0,068) (0,059)
3000 0,998 1.996 0,293 0,269 0,502 0,459
(0,056) (0,085) (0,078) (0,039) (0,041) (0,034)
5000 0,999 1.997 0,294 0,269 0,502 0,460
(0,043) (0,066) (0,060) (0,030) (0,032) (0,027)
µ = 4 ν = 10 α = 0, 7 β = 0, 9
N µ̂Y W ν̂Y W α̂cls α̂Y W β̂cls β̂Y W
500 3.463 9.551 0,665 0,641 0,874 0,848
(1.141) (2.477) (0,173) (0,098) (0,058) (0,056)
1000 3.732 9.791 0,681 0,662 0,888 0,865
(0,879) (1.875) (0,107) (0,067) (0,040) (0,038)
3000 3.926 9.925 0,688 0,676 0,900 0,878
(0,548) (1.149) (0,058) (0,038) (0,022) (0,022)
5000 3.949 9.935 0,689 0,679 0,902 0,880
(0,425) (0,889) (0,046) (0,030) (0,017) (0,017)
µ = 6 ν = 2 α = 0, 8 β = 0, 4
N µ̂Y W ν̂Y W α̂cls α̂Y W β̂cls β̂Y W
500 5.875 1.859 0,786 0,748 0,395 0,402
(1.043) (0,520) (0,069) (0,066) (0,217) (0,088)
1000 5.923 1.915 0,799 0,762 0,384 0,406
(0,735) (0,377) (0,046) (0,045) (0,146) (0,065)
3000 5.963 1.976 0,808 0,772 0,390 0,416
(0,429) (0,218) (0,026) (0,025) (0,083) (0,037)
5000 5.979 1.988 0,810 0,775 0,389 0,418
(0,336) (0,172) (0,021) (0,021) (0,064) (0,029)
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Tabela 4.4: Realizovane vrednosti ocena parametara φ1, φ2, i φ3
CSDLINAR(3) modela; sredǌe vrednosti i standardne devijacije












500 0,177 0,193 0,175 0,186 0,648 0,621
(0,287) (0,332) (0,482) (0,494) (0,591) (0,490)
1000 0,196 0,195 0,181 0,184 0,622 0,621
(0,141) (0,125) (0,140) (0,125) (0,157) (0,141)
3000 0,196 0,197 0,196 0,196 0,608 0,607
(0,075) (0,069) (0,077) (0,071) (0,088) (0,081)
5000 0,198 0,199 0,199 0,199 0,603 0,602
(0,056) (0,052) (0,057) (0,053) (0,065) (0,060)












500 0,233 0,091 0,628 0,723 0,140 0,187
(0,652) (0,282) (0,645) (0,335) (0,756) (0,292)
1000 0,352 0,103 0,214 0,699 0,435 0,198
(0,350) (0,083) (0,223) (0,096) (0,119) (0,081)
3000 0,089 0,107 0,719 0,692 0,192 0,201
(0,089) (0,046) (0,101) (0,051) (0,084) (0,046)
5000 0,092 0,106 0,711 0,691 0,197 0,203
(0,061) (0,035) (0,068) (0,038) (0,058) (0,034)












500 0,304 0,300 0,422 0,398 0,274 0,301
(0,223) (0,079) (0,345) (0,078) (0,298) (0,077)
1000 0,303 0,301 0,401 0,397 0,296 0,302
(0,068) (0,055) (0,068) (0,055) (0,070) (0,055)
3000 0,302 0,301 0,400 0,398 0,298 0,302
(0,039) (0,033) (0,040) (0,034) (0,038) (0,032)
5000 0,301 0,300 0,400 0,397 0,299 0,302
(0,029) (0,024) (0,030) (0,026) (0,030) (0,025)












500 0,437 0,498 0,387 0,326 0,176 0,176
(0,097) (0,094) (0,095) (0,093) (0,085) (0,083)
1000 0,552 0,496 0,356 0,329 0,091 0,175
(0,071) (0,069) (0,071) (0,069) (0,063) (0,061)
3000 0,511 0,493 0,329 0,330 0,160 0,177
(0,040) (0,039) (0,042) (0,041) (0,037) (0,035)
5000 0,505 0,492 0,332 0,331 0,163 0,177
(0,032) (0,031) (0,033) (0,032) (0,030) (0,029)
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Slika 4.5: Raspodele realizovanih ocena parametara µ, ν, α i
β CSDLINAR(2) modela; (a) µ̂Y W (5), (b) ν̂Y W (6), (v) α̂Y W (0, 5), (g)
β̂Y W (0, 4)





























Slika 4.6: Raspodele realizovanih ocena parametara φ1 i φ2
CSDLINAR(2) modela; (a) φ̂1
cls












1,492 1,590 1,688 1,785 1,883 1,981 2,078 2,176 2,273 2,371 2,469 2,566



















































Slika 4.7: Raspodele realizovanih ocena parametara µ, ν, α i
β CSDLINAR(3) modela; (a) µ̂Y W (1), (b) ν̂Y W (2), (v) α̂Y W (0, 3), (g)
β̂Y W (0, 4)












































Slika 4.8: Raspodele realizovanih ocena parametara φ1, φ2 i φ3
CSDLINAR(3) modela; (a) φ̂1
cls
(0, 3), (b) φ̂2
cls





nekim od standardnih statistiqkih testova koji se koriste u tu
svrhu, kao xto su test Kolmogorov-Smirnova, χ2 test, Shapiro-Wilk-
ov test, Anderson-Darling-ov test, Lilliefors-ov test i Jarque-Bera-ov
test. Znaqajnosti ovih testova su, za ocene parametara modela
CSDLINAR(2), prikazane u tabelama 4.5 i 4.6. Uoqava se veliki
broj vrlo visokih znaqajnosti xto ukazuje na mali stepen odstu-
paǌa posmatranih raspodela od normalne raspodele. Takoe,
sliqno kao i kod jednakosti standardnih devijacija, zbog qiǌeni-
ce da je φ1 +φ2 = 1, i znaqajnosti odgovarajuih ocena parametara
φ1 i φ2 su jednake (osim za χ
2 test xto je posledica intervalnog
grupisaǌa podataka).
Znaqajnosti testova kojima je testirano odstupaǌe raspodele
ocena parametara kombinovanog modela treeg reda od normalne
raspodele su prikazane u tabelama 4.7 i 4.8. I u ovim tabelama se
mogu primetiti visoke vrednosti znaqajnosti korixenih testova.
One ukazuju na veoma malo odstupaǌe raspodela posmatranih oce-
na od normalne raspodele.
Dakle, na kraju se moжe zakǉuqiti da su simulacije vremen-
skih nizova koji pripadaju CSDLINAR(2) i CSDLINAR(3) mode-
lima potvrdile asimptotska svojstva teorijski dokazana u pret-
hodnom poglavǉu.
4.5 Primena na realnim podacima
Vremenski nizovi bazirani na tining operatorima su pronaxli
svoju primenu u mnogim oblastima жivota, zahvaǉujui svojoj
sposobnosti da modeliraju broj sluqajnih dogaaja ili eleme-
nata populacije qija promena moжe biti izazvana preжivǉavaǌem
postojeih, ulaskom novih ili generisaǌem novih elemanata koji
mogu biti rezultat interakcije postojeih elemenata. Izvorno,
dobijen kao razlika dva INAR vremenska niza, CSDLINAR model
moжe biti adekvatan predlog za poreeǌe dva sistema ili procesa
sa pomenutim osobinama. Ovde je fokus postavǉen na analizu
kriminalistiqkih podataka. Izvrxeno je poreeǌe efikasnosti
dve policijske stanice u vezi sa razliqitim prestupima. Podaci
predstavǉaju razliku u broju prijavǉenih prestupa, na meseq-
nom nivou, dvema policijskim stanicama u Roqesteru, u drжavi
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Tabela 4.5: Znaqajnosti testova za ispitivaǌe normalnosti
raspodela ocena parametara µ, ν, α i β CSDLINAR(2) modela
Prave vrednosti µ = 5, ν = 6 α = 0, 5, β = 0, 4 α0, 5, β = 0, 4
Test µ̂Y W ν̂Y W α̂Y W β̂Y W α̂cls β̂cls
Kolmogorov-Smirnov 0,777 0,940 0,978 0,931 0,857 0,811
χ2 0,053 0,918 0,940 0,565 0,993 0,437
Shapiro-Wilk 0,211 0,867 0,889 0,436 0,770 0,765
Anderson-Darling 0,512 0,807 0,781 0,505 0,531 0,534
Lilliefors 0,369 0,710 0,851 0,685 0,508 0,423
Jarque-Bera 0,731 0,932 0,582 0,390 0,486 0,970
Tabela 4.6: Znaqajnosti testova za ispitivaǌe normalnosti
raspodela ocena parametara φ1 i φ2 CSDLINAR(2) modela
Prave vrednosti φ1 = 0, 9, φ2 = 0, 1 φ1 = 0, 9, φ2 = 0, 1







Kolmogorov-Smirnov 0,926 0,926 0,464 0,464
χ2 0,572 0,866 0,371 0,137
Shapiro-Wilk 0,415 0,415 0,132 0,132
Anderson-Darling 0,526 0,526 0,184 0,184
Lilliefors 0,671 0,671 0,087 0,087
Jarque-Bera 0,472 0,472 0,108 0,108
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Tabela 4.7: Znaqajnosti testova za ispitivaǌe normalnosti
raspodela ocena parametara µ, ν, α i β CSDLINAR(3) modela
Prave vrednosti µ = 1, ν = 2 α = 0, 3, β = 0, 4 α = 0, 3, β = 0, 5
Test µ̂Y W ν̂Y W α̂Y W β̂Y W α̂cls β̂cls
Kolmogorov-Smirnov 0,883 0,482 0,665 0,992 0,982 0,389
χ2 0,267 0,560 0,444 0,602 0,938 0,189
Shapiro-Wilk 0,589 0,213 0,421 0,492 0,334 0,393
Anderson-Darling 0,409 0,150 0,306 0,930 0,510 0,086
Lilliefors 0,562 0,097 0,229 0,924 0,870 0,055
Jarque-Bera 0,335 0,117 0,146 0,800 0,415 0,517
Tabela 4.8: Znaqajnosti testova za ispitivaǌe normalnosti
raspodela ocena parametara φ1, φ2 i φ3 CSDLINAR(3) modela
Prave vrednosti φ1 = 0, 3, φ1 = 0, 4, φ3 = 0, 3 φ1 = 0, 3, φ1 = 0, 4, φ3 = 0, 3











Kolmogorov-Smirnov 0,948 0,998 0,802 0,694 0,960 0,976
χ2 0,118 0,419 0,222 0,801 1,000 0,930
Shapiro-Wilk 0,068 0,820 0,062 0,073 0,999 0,494
Anderson-Darling 0,441 0,918 0,261 0,238 0,933 0,538
Lilliefors 0,738 0,968 0,408 0,260 0,780 0,843
Jarque-Bera 0,650 0,806 0,092 0,233 0,936 0,389
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ǋujork, u SAD, od januara 1991. do decembra 2001. Ovi po-
daci su dostupni na internet stranici The Forecasting Principles
site (http://www.forecastingprinciples.com), u sekciji za kriminalis-
tiqke podatke. Najpre je posmatrana razlika u broju prestupa
u vezi sa narkoticima prijavǉenih policijskim stanicama broj
36055001600 i 36055009500, a zatim je posmatrana razlika u broju
prijavǉenih sluqajeva prostitucije policijskim stanicama broj
36055001600 i 36055006000. Da bi se prikazale prednosti i mane
CSDLINAR(p) modela, izvrxeno je ǌegovo poreeǌe sa nekim dru-
gim, postojeim, modelima, i to sa CINARS(p) modelom koji je
uveden u radu Zhang, Wang i Zhu (2010), sa SDLINAR modelom prvog
reda, koji je predstavǉen u prethodnoj glavi i sa CSDLINAR(2)
modelom. Kao konkurentni modeli, izabrani su i modeli pr-
vog i drugog reda da bi se, u konkretnom sluqaju, ilustrovalo
poboǉxaǌe prilikom poveaǌa reda modela. Metod koji je ko-
rixen za dobijaǌe ocena nepoznatih parametara je Yule-Walker-ov
metod.
U tabeli 4.9 su prikazane realizovane vrednosti ocena para-
metara, kao i vrednost RMSE statistike, koja predstavǉa ocenu
kvaliteta aproksimacije za svaki od izabranih modela. Takoe,
na slici 4.9, prikazane su trajektorije realizacija posmatranih
pojava, kao i odgovarajui CSDLINAR(p) modeli i autokorela-
cione funkcije dobijene na osnovu realizovanih uzoraka.
Na osnovu RMSE kriterijuma, moжe se rei da je, u odnosu na
druge posmatrane modele, za modeliraǌe posmatranih podataka
prikladniji CSDLINAR(3) model. Na slici 4.9 se moжe videti da
CSDLINAR model dobro prati ponaxaǌe posmatranih podataka.
Takoe, treba naglasiti da se, zahvaǉujui sliqnom obliku uslov-
nih matematiqkih oqekivaǌa, CINARS i CSDLINAR modeli raz-
likuju takorei u nijansama i da se trajektorije ova dva modela
razlikuju u veoma malom broju taqaka.
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Tabela 4.9: Vrednosti oceǌenih parametara i RMSE kriterijuma
CINARS(3), SDLINAR(1), CSDLINAR(2) i CSDLINAR(3) modela
Narkotici Prostitucija
Model Ocene parametara RMSE Ocene parametara RMSE
CINARS(3) α̂1 = 0, 172 3,265 α̂1 = 0, 476 5,822
α̂2 = 0, 140 α̂2 = −0, 016
α̂3 = 0, 298 α̂3 = 0, 168
µ̂ε = −0, 230 µ̂ε = 1, 829
SDLINAR(1) µ̂ = 1, 797 3,647 µ̂ = 6, 209 5,901
ν̂ = 2, 411 ν̂ = 1, 293
α̂ = 0, 643 α̂ = 0, 578
β̂ = 0, 638 β̂ = 0, 564
CSDLINAR(2) µ̂ = 1.751 3.320 µ̂ = 6.173 5.897
ν̂ = 2.446 ν̂ = 1.431
α̂ = 0.349 α̂ = 0.553
β̂ = 0.376 β̂ = 0.321
φ̂1 = 0.502 φ̂1 = 0.870
φ̂2 = 0.498 φ̂2 = 0.130
CSDLINAR(3) µ̂ = 1, 751 3,255 µ̂ = 6, 173 5,771
ν̂ = 2, 446 ν̂ = 1, 431
α̂ = 0, 502 α̂ = 0, 625
β̂ = 0, 522 β̂ = 0, 492
φ̂1 = 0, 280 φ̂1 = 0, 718
φ̂2 = 0, 252 φ̂2 = 0, 100
φ̂3 = 0, 468 φ̂3 = 0, 182
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Slika 4.9: Razlika u broju sluqajeva prostitucije prijavǉenih
policijskim stanicama broj 36055001600 i 36055006000 (a1) i
broju prestupa u vezi sa narkoticima prijavǉenih policijskim
stanicama broj 36055001600 i 36055009500 (a2) i ǌihove auto-









Kao xto je do sada vixe puta reqeno, vremenski nizovi pred-
stavǉeni u ovom radu, vremenski nizovi sa simetriqnom ili asi-
metriqnom diskretnom Laplasovom marginalnom raspodelom, mogu
se, u raspodeli, predstaviti u obliku razlike dva nezavisna vre-
menska niza sa nenegativnim vrednostima, Zn
d
= Xn−Yn. Ta qiǌeni-
ca je, na neki naqin, predstavǉala polazni stepenik u formiraǌu
INAR vremenskih nizova sa diskretnom Laplasovom raspodelom
kao marginalnom. Takoe, moжe se videti iz definicije modela,
dva INAR vremenska niza sa geometrijskom marginalnom raspode-
lom qine osnovu qitavog koncepta.
Takoe, prikazano je i kako se vremenski niz sa diskretnom
Laplasovom marginalnom raspodelom, {Zn}, moжe predstaviti kao
razlika svoje nenegativne komponente {Z+n } i ,,nepozitivne” kom-
ponente {Z−n }, Zn = Z+n −Z−n . Na dva naqina predstavǉen vremenski
niz {Zn} bio je inspiracija da se postavi pitaǌe da li je mogue
povezati ǌegove latentne komponente {Xn} i {Yn} sa komponentama
{Z+n } i {Z−n }.
U delu koji sledi bie predstavǉene i analizirane mogunosti
da se na osnovu realizacija vremenskog niza {Zn}, samim tim i
realizacija sluqajnih nizova {Z+n } i {Z−n }, identifikuju latentne
177
Identifikacija i predviaǌe latentnih komponenti
komponenete, tj. sluqajni nizovi {Xn} i {Yn}, koji, u suprotnom
smeru jedan drugom, utiqu na vrednosti vremenskog niza {Zn}.
U osnovi ovih rezultata se nalazi izraz za izraqunavaǌe ma-
tematiqkog oqekivaǌa sluqajne promenǉive Xn+k uslovǉene rea-
lizacijom sluqajne promenǉive Zn, E(Xn+k|Zn). Ova formula je,
izmeu ostalih analiziranih osobina, izvedena za svaki od pos-
matranih vremenskih nizova, bilo sa simetriqnom, bilo sa asi-
metriqnom diskretnom Laplasovom raspodelom, prvog ili vixeg
reda. Takoe, pomenuto uslovno matematiqko oqekivaǌe e biti
izvedeno i za sluqaj TINAR(1) modela, predstavǉenih u radu Free-
land (2010) i bie prikazana identifikacija i predviaǌe la-
tentnih komponenti i za ovu vrstu vremenskih nizova. Izrazi za
identifikaciju i prognozu latentnih komponenti bie funkcije
sluqajnih nizova {Zn}, kao i parametara marginalnih raspodela
ovih nizova. S obzirom na to da metod uslovnih najmaǌih kvad-
rata ima nedostatak, u smislu nemogunosti oceǌivaǌa para-
metara µ i ν, prilikom oceǌivaǌa nepoznatih parametara ovih
modela, bie korixene ocene dobijene Yule-Walker-ovim metodom,
prikazane prethodno za svaki od prouqavanih modela vremenskih
nizova. Sve ocene e biti izraqunate na osnovu sluqajnog uzorka
odgovarajueg vremenskog niza (Z1, Z2, . . . , ZN) obima N.
Za svaki tip vremenskih nizova, osim izraza za identifikaciju
i predviaǌe latentnih komponenti, bie prikazani i rezultati
simulacija, na osnovu kojih se, adekvatnim merama, moжe proce-
niti kvalitet modeliraǌa. Takoe, bie prikazane i primene ove
vrste modeliraǌa na podacima iz realnog жivota.
5.1 DLINAR(1) model
U pogledu identifikacije i predviaǌa latentnih komponenti
DLINAR(1) vremenskog niza, od koristi e biti teorema 2.1.2,
odnosno ǌen dokaz. Na analogan naqin kao u dokazu ove teoreme,
moжe se pokazati da je



























E(Xrn+k|Xn = x, Yn = x − z), z < 0.
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Koristei osobine uslovnog matematiqkog oqekivaǌa NGINAR(1)
vremenskih nizova (za sluqaj kada je r = 1), nakon sumiraǌa ve
poznatih redova, dobija se da je
E(Xn+k|Zn = z) = αk
µ2
1 + 2µ
+ (1 − αk)µ + αkZ+n .
Na osnovu dobijenog, lako se izvode izrazi za potrebna uslovna
oqekivaǌa,









E(Xn+1|Zn = z) = α
µ2
1 + 2µ
+ (1 − α)µ + αZ+n ,
E(Yn+1|Zn = z) = α
µ2
1 + 2µ
+ (1 − α)µ + αZ−n .

















+ (1 − α̂)µ̂ + α̂Z−n , n ≥ 1. (5.1.2)
5.1.1 Simulacija
Da bi se proverile aproksimativne osobine modela za identi-
fikaciju i predviaǌe latentnih komponenti DLINAR(1) modela,
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izvrxena je simulacija, na ve ranije opisani naqin, po 1000 uzo-
raka obima N = 5000, za svaki od dva nezavisna NGINAR(1) slu-
qajna niza. Na osnovu tih vrednosti generisane su, kao razlika
dva nezavisna NGINAR(1) sluqajna niza, realizacije DLINAR(1)
vremenskog niza. Koristei dobijene realizacije vremenskih ni-
zova, oceǌeni su parametri, µ i α, posmatranog modela. Za svaki
dobijeni niz izraqunate su Yule-Walker-ove ocene parametara mo-
dela, a zatim je, uz pomo oceǌenih parametara i dobijenih rea-
lizacija DLINAR(1) vremenskog niza, izvrxeno modeliraǌe la-
tentnih komponenti, tj. NGINAR(1) vremenskih nizova. Taqnije,
korixeǌem izraza (5.1.1), izvrxena je identifikacija, odnosno,
rekonstrukcija, a korixeǌem izraza (5.1.2), izvrxeno je jednoko-
raqno predviaǌe latentnih NGINAR(1) komponenti. Kvalitet
modeliraǌa je oceǌivan korenom sredǌekvadratne grexke, od-
nosno, RMSE statistikom. S obzirom na to da je kvalitet i
ponaxaǌe ocena parametara analizirano ranije i pritom su po-
tvrene stroga postojanost i asimptotska normalnost, u ovom delu
dobijene ocene nee biti u fokusu, ve samo pogodnost modela za
identifikaciju i predviaǌe latentnih komponenti. Zbog toga
e, u okviru rezultata modeliraǌa, biti prikazane samo sred-
ǌe vrednosti i standardne devijacije realizacija ocena para-
metara, dobijenih na osnovu 1000 uzoraka obima 5000. Vred-
nost statistike RMSE je raqunata za svaki od 1000 uzoraka, ali
bie prikazane samo minimalne i maksimalne zabeleжene vred-
nosti ove statistike. Simulirano je qetiri modela sa razli-
qitim parametrima. Za prvi model, vrednosti parametara su
µ = 0, 6 i α = 0, 2. Za drugi model korixeni su parametri µ = 0, 8
i α = 0, 3. U treem modelu, parametri su µ = 1, 2 i α = 0, 2.
I konaqno, u qetvrtom, izabrani su parametri µ = 2 i α = 0, 4.
Rezultati modeliraǌa su prikazani u tabelama 5.1 i 5.2.
Moжe se primetiti da se, na ovaj naqin, NGINAR(1) latentne
komponente DLINAR(1) vremenskih nizova, mogu dobro modeli-
rati. U prilog ovoj tvrdǌi govore male vrednosti RMSE statis-
tike. Takoe, primetno je i to da je opseg vrednosti realizacija
ovih statistika priliqno mali. Kod predviaǌa NGINAR(1)
komponenti, realizovane vrednosti RMSE statistika su, razum-
ǉivo, nexto vei nego u sluqaju rekonstrukcije, ali su i daǉe
u nekom razumno malom opsegu. Na slici 5.1 se mogu videti rea-
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Tabela 5.1: Sredǌe vrednosti i standardne devijacije realizo-
vanih vrednosti ocena parametara µ i α DLINAR(1) modela i
minimalne i maksimalne realizovane vrednosti RMSE statis-
tike kao kriterijuma vaǉanosti modela za rekonstrukciju
µ = 0, 6 α = 0, 2
N µ̂Y W α̂Y W RMSEmin RMSEmax
5000 0,600 0,200 0,422 0,511
(0,016) (0,015)
µ = 0, 8 α = 0, 3
N µ̂Y W α̂Y W RMSEmin RMSEmax
5000 0,800 0,299 0,545 0,663
(0,021) (0,016)
µ = 1, 2 α = 0, 2
N µ̂Y W α̂Y W RMSEmin RMSEmax
5000 1,200 0,200 0,809 0,951
(0,027) (0,015)
µ = 2 α = 0, 4
N µ̂Y W α̂Y W RMSEmin RMSEmax
5000 2,000 0,400 1,136 1,299
(0,049) (0,015)
Tabela 5.2: Sredǌe vrednosti i standardne devijacije realizo-
vanih vrednosti ocena parametara µ i α DLINAR(1) modela i
minimalne i maksimalne realizovane vrednosti RMSE statis-
tike kao kriterijuma vaǉanosti modela za predviaǌe
µ = 0, 6 α = 0, 2
N µ̂Y W α̂Y W RMSEmin RMSEmax
5000 0,600 0,200 0,985 1,130
(0,016) (0,015)
µ = 0, 8 α = 0, 3
N µ̂Y W α̂Y W RMSEmin RMSEmax
5000 0,800 0,299 1,129 1.279
(0,021) (0,016)
µ = 1, 2 α = 0, 5
N µ̂Y W α̂Y W RMSEmin RMSEmax
5000 1,200 0,200 1,489 1,739
(0,027) (0,015)
µ = 2 α = 0, 4
N µ̂Y W α̂Y W RMSEmin RMSEmax
5000 2,000 0,400 2,162 2,519
(0,049) (0,015)
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lizacije simuliranih nizova sve qetiri kombinacije parametara
i ǌihove odgovarajue modele za rekonstrukciju. S obzirom na
nemogunost grafiqkog prikaza celog uzorka, prikazani su samo
inicijalni poduzorci obima 200, za svaki od posmatranih mode-
la. Na slici se moжe uoqiti da modeli za rekonstrukciju do-
bro ,,fituju” simuliranu realizaciju. Meutim, kod qetvrtog
primera se moжe primetiti izvestan nedostatak. Naime, kako
se na osnovu izraza (5.1.1) vidi, minimalna vrednost modela je
µ̂2/(1 + 2µ̂). Da bi model bio sposoban da dostigne sve vrednosti
NGINAR(1) komponente, potrebno je da prethodno pomenuta grani-
ca, µ̂2/(1+2µ̂), bude maǌa od 0, 5, ne bi li prilikom zaokrugǉivaǌa
mogla da dostigne i vrednost 0. To e biti mogue ukoliko je
vrednost parametra µ̂ maǌa od (1 +
√
3)/2. U suprotnom, postojae
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Slika 5.1: Simulirani DLINAR(1) nizovi i ǌihove rekonstruk-
cije
Xto se ovog problema, u sluqaju modela za predviaǌe tiqe,
u skladu sa izrazom (5.1.2), dobija se za nijansu sloжeniji uslov
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koji parametri moraju da zadovoǉe ne bi li model mogao da ima






5.1.2 Primena na realnim podacima
Formule za rekonstrukciju latentnih komponenti su prime-
ǌene na postojee realne podatke. Na osnovu razlike broja pri-
javǉenih kraa motornih vozila stanicama 1608 i 2811, dobi-
jeni su modeli nizova koji predstavǉaju podatke za svaku stani-
cu posebno. Na slikama 5.2 i 5.3 su prikazani originalni po-
daci i rezultat modeliraǌa. Moжe se videti da modelirani
podaci priliqno dobro prate trajektoriju realnih vrednosti.
Vrednost RMSE statistike iznosi 1,690. S obzirom na to da se
radi o simetriqnom modelu, RMSE vrednost je ista za obe kompo-
nente. Uzimajui u obzir raspon vrednosti podataka o prijavǉe-
nim kraama motornih vozila ovim dvema policijskim stanicama,
moжe se rei da je primeǌen adekvatan statistiqki model.
5.2 SDLINAR(1) model
I u sluqaju INAR vremenskog niza sa asimetriqnom diskret-
nom Laplasovom marginalnom raspodelom, na sliqan naqin kao
xto je to uraeno u prethodnom, moжe se doi do formula za
modeliraǌe latentnih komponenti. Rexeǌe tog problema leжi u
dokazu teoreme 3.3.3, izrazu 3.3.3 i teoremi 3.3.5.
Naime, vaжi sledea veza izmeu vremenskih nizova {Xn} i
{Yn} i nizova {Z+n } i {Z−n }
E(Xn+k|Zn) = αk
µν
1 + µ + ν
+ (1 − αk)µ + αkZ+n ,
E(Yn+k|Zn) = βk
µν
1 + µ + ν
+ (1 − βk)ν − βkZ−n .
Ove dve jednakosti omoguavaju da se, za k = 0, dobiju formule
po kojima bi bilo mogue rekonstruisati vrednosti latentnih
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Б крој рађа моторних возила DLINAR(1)
Slika 5.2: Broj kraa motornih vozila prijavǉenih policijskoj































































































































Б крој рађа моторних возила DLINAR(1)
Slika 5.3: Broj kraa motornih vozila prijavǉenih policijskoj
stanici broj 2811 i rekonstrukcija tog niza
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komponenti, vremenskih nizova {Xn} i {Yn}
X̂n =
µ̂ν̂
1 + µ̂ + ν̂
+ Z+n , n ≥ 1,
Ŷn =
µ̂ν̂
1 + µ̂ + ν̂
+ Z−n , n ≥ 1. (5.2.1)
U sluqaju kada je k = 1, dobijaju se formule za jednokoraqno pred-
viaǌe vrednosti latentnih komponenti, vremenskih nizova {Xn}
i {Yn}, na osnovu realizacija vremenskog niza {Zn}
X̂n+1 = α̂
µ̂ν̂
1 + µ̂ + ν̂
+ (1 − α̂)µ̂ + α̂Z+n , n ≥ 1,
Ŷn+1 = β̂
µ̂ν̂
1 + µ̂ + ν̂
+ (1 − β̂)ν̂ + β̂Z−n , n ≥ 1. (5.2.2)
5.2.1 Simulacija
Kao i u prethodno opisanim simulacijama za simetriqni model,
i u sluqaju asimetriqnog SDLINAR(1) modela je izvrxena simu-
lacija, najpre dva nezavisna NGINAR(1) vremenska niza, a zatim
je na osnovu tako dobijenih realizacija, kao razlika dva nezavis-
na niza dobijena i realizacija vremenskog niza sa asimetriqnom
diskretnom Laplasovom marginalnom raspodelom. Simulirano je
1000 uzoraka obima N = 5000. Simulirane su vrednosti za qetiri
modela sa razliqitim kombinacijama vrednosti parametara. Za
prvi model su izabrani parametri µ = 1, ν = 0, 5, α = 0, 4 i β = 0, 2.
Za drugi model su korixene vrednosti µ = 1, 2, ν = 1, α = 0, 1 i
β = 0, 2. U treem su parametri bili µ = 2, ν = 0, 2, α = 0, 5 i
β = 0, 1. Qetvrti model je simuliran sa parametrima µ = 2, ν = 4,
α = 0, 5 i β = 0, 2. Na osnovu simuliranih vrednosti, za svaki uzo-
rak su oceǌeni parametri. Korixene su Yule-Walker-ove ocene i
to µ̂Y W3 , ν̂Y W3 , α̂Y W3 i β̂Y W3 , date u teoremi 3.4.3. Na osnovu do-
bijenih realizacija SDLINAR(1) vremenskiog niza i dobijenih
ocena parametara, korixeǌem izraza (5.2.1), izvrxena je rekon-
strukcija latentnih komponenti. Pomou izraza (5.2.2), izvrxeno
je jednokoraqno predviaǌe latentnih komponenti.
Kao mera kvaliteta modeliraǌa, i u ovom sluqaju, je korixen
koren sredǌekvadratne grexke, RMSE. Kao ni kod simetriqnog
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modela, ni u ovom sluqaju akcenat nije na vrednostima ocena, tako
da e biti prikazani rezultati samo na uzorcima obima 5000.
Rezultati modeliraǌa su prikazani u tabelama 5.3 i 5.4.
Modeli dobijeni u ovom sluqaju predstavǉaju dobar naqin za
rekonstrukciju i predviaǌe vrednosti latentnih komponenti.
Vrednosti realizacija RMSE statistike su, u odnosu na raspon
vrednosti simuliranih nizova, relativno male i pritom je in-
terval kretaǌa RMSE vrednosti dosta uzak. Takoe, u prilog
kvaliteta modeliraǌa idu i mali rasponi realizacija RMSE
statistika koje oceǌuju grexku prilikom jednokoraqnog predvi-
aǌa. Sasvim je oqekivano da te vrednosti budu vee od odgo-
varajuih za rekonstrukciju. Meutim, u odnosu na raspon vred-
nosti vremenskog niza, to je i daǉe na zadovoǉavajuem nivou.
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Slika 5.4: Simulirani SDLINAR(1) nizovi i ǌihove rekonstruk-
cije
prijaǌaǌe modeliranih vrednosti na simulirane podatke, nego
xto je to bio sluqaj kod simetriqnog modela. Ova slika je jox
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Tabela 5.3: Sredǌe vrednosti i standardne devijacije realizo-
vanih vrednosti ocena parametara µ, ν, α i β SDLINAR(1) modela
i minimalne i maksimalne realizovane vrednosti RMSE statis-
tike kao kriterijuma vaǉanosti modela za rekonstrukciju
µ = 1 ν = 0, 5 α = 0, 4 β = 0, 2
N µ̂Y W ν̂Y W α̂Y W β̂Y W RMSEmin RMSEmax
5000 0,999 0,499 0,373 0,270 0,476 0,591
(0,037) (0,019) (0,019) (0,021)
µ = 1, 2 ν = 1 α = 0, 1 β = 0, 2
N µ̂Y W ν̂Y W α̂Y W β̂Y W RMSEmin RMSEmax
5000 1,200 1,000 0,155 0,220 0,751 0,873
(0,033) (0,038) (0,017) (0,022)
µ = 2 ν = 0, 2 α = 0, 5 β = 0, 1
N µ̂Y W ν̂Y W α̂Y W β̂Y W RMSEmin RMSEmax
5000 1,996 0,200 0,487 0,160 0,347 0,434
(0,067) (0,011) (0,017) (0,029)
µ = 2 ν = 4 α = 0, 5 β = 0, 2
N µ̂Y W ν̂Y W α̂Y W β̂Y W RMSEmin RMSEmax
5000 1,997 3,999 0,431 0,216 1,446 1,694
(0,072) (0,095) (0,022) (0,016)
Tabela 5.4: Sredǌe vrednosti i standardne devijacije realizo-
vanih vrednosti ocena parametara µ, ν, α i β SDLINAR(1) modela
i minimalne i maksimalne realizovane vrednosti RMSE statis-
tike kao kriterijuma vaǉanosti modela za predviaǌe
µ = 1 ν = 0, 5 α = 0, 4 β = 0, 2
N µ̂Y W ν̂Y W α̂Y W β̂Y W RMSEmin RMSEmax
5000 0,999 0,499 0,373 0,270 0,881 1,858
(0,037) (0,019) (0,019) (0,021)
µ = 1, 2 ν = 1 α = 0, 1 β = 0, 2
N µ̂Y W ν̂Y W α̂Y W β̂Y W RMSEmin RMSEmax
5000 1,200 1,000 0,155 0,220 1,074 1,745
(0,033) (0,038) (0,017) (0,022)
µ = 2 ν = 0, 2 α = 0, 5 β = 0, 1
N µ̂Y W ν̂Y W α̂Y W β̂Y W RMSEmin RMSEmax
5000 1,996 0,200 0,487 0,160 0,369 2,346
(0,067) (0,011) (0,017) (0,029)
µ = 2 ν = 4 α = 0, 5 β = 0, 2
N µ̂Y W ν̂Y W α̂Y W β̂Y W RMSEmin RMSEmax
5000 1,997 3,999 0,431 0,216 2,135 4,025
(0,072) (0,095) (0,022) (0,016)
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jedna potvrda kvaliteta posmatrane rekonstrukcije. S obzirom na
nemogunost prikazaivaǌa celih uzoraka obima 5000, prikazani
su samo inicijalni poduzorci obima 200.
Da bi model za rekonstrukciju mogao i teorijski da obezbedi
sve vrednosti u skupu celih, nenegativnih brojeva, potrebno je da
vaжi da je 2µ̂ν̂ < 1 + µ̂ + ν̂. U sluqaju jednokoraqnog predviaǌa
latentnih komponenti potrebna su dva uslova, jedan za latentnu
komponentu {Xn}, drugi za {Yn}. To su sledei uslovi,
(1 + µ̂ + ν̂)(1 − 2µ̂) + 2α̂µ̂(1 + µ̂) > 0,
(1 + µ̂ + ν̂)(1 − 2ν̂) + 2β̂ν̂(1 + ν̂) > 0.
5.2.2 Primena na realnim podacima
Dobijene formule su testirane na realnim podacima. Na os-
novu razlike u broju texkih napada prijavǉenih policijskim sta-
nicama 3605501700 i 3605508702, dobijen je broj prijavǉenih na-
pada samo stanici 3605501700. Pravi i modelirani podaci su
prikazani na slici 5.5. Vrednost RMSE statistike iznosi 0,369.
Takoe, na osnovu razlike u broju nasilnih kriviqnih dela
prijavǉenih policijskim stanicama 3605508702 i 3605501400, do-
bijen je niz vrednosti koje predstavǉaju broj nasilnih kriviqnih
dela prijavǉenih samo stanici 3605501400. Stvarne i modeli-
rane vrednosti su uporeene na slici 5.6. Realizovana vrednost
RMSE statistike iznosi 1,034.
I na jednoj i na drugoj slici se primeuje skoro idealno pok-
lapaǌe modela sa podatacima o posmatranim kriviqnim delima.
Vrednosti korena sredǌekvadratne grexke su, u odnosu na vred-
nosti originalnih podataka veoma niske, xto kvalifikuje ovaj
model za uspexno modeliraǌe latentnih komponenti.
5.3 CSDLINAR(p) model
Qiǌenica da se autokorelacione funcije CGINAR(p) vremen-
skih nizova {Xn} i {Yn} mogu izraziti u terminima vremenskog
niza {Zn} i izrazi za matematiqko oqekivaǌe sluqajnih promen-




































































































































































































































































































































































Slika 5.5: Broj texkih napada prijavǉen, na meseqnom nivou,



















































































































































































































































































































































































































































Slika 5.6: Broj nasilnih kriviqnih dela prijavǉenih, na meseq-
nom nivou, policijskoj stanici broj 3605501400 i ǌegova rekon-
strukcija
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Hn, izvedeni u dokazu primedbe 4.2.1, otvara mogunost identi-
fikacije i rekonstrukcije i, eventualno, predviaǌa latentnih
komponenti {Xn} i {Yn} samo na osnovu realizacija vremenskog
niza {Zn}. Naime, matematiqko oqekivaǌe sluqajnih promenǉivih
Xn+k i Yn+k, uslovǉenih proxloxu vremenskog niza Zn su
E(Xn+k|Hn) = (1 − αk)µ + αk
µν








E(Yn+k|Hn) = (1 − βk)ν + βk
µν








Za k = 0, dobija se formula koja omoguuje rekonstrukciju la-
tentnih komponenti na osnovu realizacije vremenskog niza {Zn},
X̂n =
µ̂ν̂







n+1−i, n ≥ p,
Ŷn =
µ̂ν̂







n+1−i, n ≥ p. (5.3.1)
Za k = 1, dobija se formula kojom se mogu predvideti vrednosti
latentnih komponenti za jedan korak u budunosti,
X̂n+1 = (1 − α̂)µ̂ + α̂
µ̂ν̂







n+1−i, n ≥ p,
Ŷn+1 = (1 − β̂)ν̂ + β̂
µ̂ν̂







n+1−i, n ≥ p. (5.3.2)
5.3.1 Simulacija
Simulacijama kombinovanog modela sa asimetriqnom diskret-
nom Laplasovom marginalnom raspodelom je, sada ve tradicio-
nalno, izvrxena tako xto su najpre simulirana dva nezavisna
CNGINAR(2) vremenska niza, a zatim je na osnovu ǌihovih rea-
lizacija, kao razlika dva nezavisna niza dobijena i realizacija
CSDLINAR vremenskog niza reda dva. I u ovom sluqaju je simuli-
rano, za svaki od qetiri modela, po 1000 uzoraka obima N = 5000.
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Kombinacije pravih vrednosti parametara koje su izabrane da bi
xto boǉe prikazale primenǉivost modela su izabrane na sledei
naqin, za prvi model su izabrani parametri µ = 0, 5, ν = 0, 8,
α = 0, 3, β = 0, 5, φ1 = 0, 3 i φ2 = 0, 7. Za drugi model su izabrane
vrednosti µ = 1, 2, ν = 1, α = 0, 1 i β = 0, 2, φ1 = 0, 6 i φ2 = 0, 4.
U treem su za parametre korixene vrednosti µ = 2, ν = 0, 2,
α = 0, 5 i β = 0, 1, φ1 = 0, 2 i φ2 = 0, 8. Qetvrti model je simuliran
sa parametrima µ = 2, ν = 4, α = 0, 5 i β = 0, 2φ1 = 0, 5 i φ2 = 0, 5.
Koristei dobijene realizacije, oceǌeni su parametri za svaki
uzorak. Korixene su Yule-Walker-ove ocene i to date u teoremi
4.3.2. Nakon toga su, za svaki uzorak, na osnovu izraza (5.3.1),
rekonstruisane dve latentne komponente. Koristei izraz (5.2.2),
izvrxeno je jednokoraqno predviaǌe latentnih komponenti.
Koren sredǌekvadratne grexke, RMSE, je, i ovoga puta, ko-
rixen kao mera kvaliteta ,,fitovaǌa”. Rezultati dobijeni na
uzorcima obima 5000 su prikazani u tabelama 5.5 i 5.6.
Kao xto je i ranije potvreno, dobijene ocene se uglavnom po-
dudaraju sa pravim vrednostima parametara. Realizovane vred-
nosti RMSE statistika su priliqno male u odnosu na realizo-
vane vrednosti vremenskog niza, tako da se moжe rei da se ovaj
model moжe iskoristiti za pouzdanu rekonstrukciju latentnih
komponenti. Xto se modela za prognozu tiqe, tu su realizovane
vrednosti RMSE statistika nexto vixe, ali je raspon i daǉe
veoma mali, xto ukazuje na izvesnu stabilnost ovakvog naqina
modeliraǌa. Na slici 5.7 se moжe videti veoma dobro pokla-
paǌe rekonstruisanog modela i realizacije koja je dobijena simu-
lacijom. I u ovom sluqaju je prikazan samo inicijalni poduzorak
obima 200. Kod qetvrtog modela se moжe uoqiti da je minimalna
vrednost koju modelirani niz moжe dobiti 1, tj. vrednost 0 ostaje
van skupa moguih realizovanih vrednosti. Otuda i nexto vee
realizovane vrednosti RMSE statistike kod qetvrtog modela.
Da se to ne bi dexavalo potrebno je da prilikom rekonstrukcije,
za realizovane ocene parametara vaжi 2µ̂ν̂ < 1 + µ̂ + ν̂. U sluqaju
jednokoraqnog predviaǌa latentnih komponenti potrebno je da
vaжi
(1 + µ̂ + ν̂)(1 − 2µ̂) + 2α̂µ̂(1 + µ̂) > 0,
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Tabela 5.5: Sredǌe vrednosti i standardne devijacije realizo-
vanih vrednosti ocena parametara µ, ν, α, β, φ1 i φ2 CSDLINAR(2)
modela i minimalne i maksimalne realizovane vrednosti RMSE
statistike kao kriterijuma vaǉanosti modela za rekonstrukciju
µ = 0, 5 ν = 0, 8 α = 0, 3 β = 0, 5 φ1 = 0, 3 φ2 = 0, 7
N µ̂Y W ν̂Y W α̂Y W β̂Y W RMSEmin RMSEmax
5000 0,500 0,800 0,261 0,367 0,303 0,697 0,435 0,550
(0,022) (0,029) (0,027) (0,026) (0,037) (0,037)
µ = 1, 2 ν = 1 α = 0, 1 β = 0, 2 φ1 = 0, 6 φ + 2 = 0, 4
N µ̂Y W ν̂Y W α̂Y W β̂Y W RMSEmin RMSEmax
5000 1,199 0,998 0,090 0,153 0,602 0,394 0,753 0,871
(0,031) (0,030) (0,021) (0,022) (0,082) (0,082)
µ = 2 ν = 0, 2 α = 0, 5 β = 0, 1 φ1 = 0, 2 φ2 = 0, 8
N µ̂Y W ν̂Y W α̂Y W β̂Y W RMSEmin RMSEmax
5000 1,998 0,200 0,489 0,091 0,206 0,794 0,357 0,446
(0,069) (0,037) (0,023) (0,026) (0,092) (0,092)
µ = 2 ν = 4 α = 0, 5 β = 0, 2 φ1 = 0, 5 φ2 = 0, 5
N µ̂Y W ν̂Y W α̂Y W β̂Y W RMSEmin RMSEmax
5000 2,000 3,998 0,362 0,201 0,501 0,496 1,446 1,720
(0,084) (0,085) (0,029) (0,020) (0,039) (0,039)
Tabela 5.6: Sredǌe vrednosti i standardne devijacije realizo-
vanih vrednosti ocena parametara µ, ν, α, β, φ1 i φ2 CSDLINAR(2)
modela i minimalne i maksimalne realizovane vrednosti RMSE
statistike kao kriterijuma vaǉanosti modela za predviaǌe
µ = 0, 5 ν = 0, 8 α = 0, 3 β = 0, 5 φ1 = 0, 3 φ2 = 0, 7
N µ̂Y W ν̂Y W α̂Y W β̂Y W RMSEmin RMSEmax
5000 0,500 0,800 0,261 0,367 0,303 0,697 0,889 1,436
(0,022) (0,029) (0,027) (0,026) (0,037) (0,037)
µ = 1, 2 ν = 1 α = 0, 1 β = 0, 2 φ1 = 0, 6 φ + 2 = 0, 4
N µ̂Y W ν̂Y W α̂Y W β̂Y W RMSEmin RMSEmax
5000 1,199 0,998 0,090 0,153 0,602 0,394 1,494 2,159
(0,031) (0,030) (0,021) (0,022) (0,082) (0,082)
µ = 2 ν = 0, 2 α = 0, 5 β = 0, 1 φ1 = 0, 2 φ2 = 0, 8
N µ̂Y W ν̂Y W α̂Y W β̂Y W RMSEmin RMSEmax
5000 1,998 0,200 0,489 0,091 0,206 0,794 0,531 3,058
(0,069) (0,037) (0,023) (0,026) (0,092) (0,092)
µ = 2 ν = 4 α = 0, 5 β = 0, 2 φ1 = 0, 5 φ2 = 0, 5
N µ̂Y W ν̂Y W α̂Y W β̂Y W RMSEmin RMSEmax
5000 2,000 3,998 0,362 0,201 0,501 0,496 2,401 5,560
(0,084) (0,085) (0,029) (0,020) (0,039) (0,039)
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za latentnu komponentu {Xn} i























































































































































































































































































































в зременски ни добијен симулацијом реконструкција ременск  г ни ав о з
Slika 5.7: Simulirani CSDLINAR(2) nizovi i ǌihove rekon-
strukcije
5.3.2 Primena na realnim podacima
U sluqaju podataka o kriviqnim delima u vezi sa narkoticima
i u vezi sa prostitucijom mogue je proveriti kvalitet ovih for-
mula jer postoje podaci o svakoj policijskoj stanici posebno. Na
slici 5.8 je prikazan broj kriviqnih dela u vezi sa narkoticima
koji je meseqno prijavǉivan policijskoj stanici 36055001600 i
realizacija vremenskog niza reda 3, koja predstavǉa rekonstruk-
ciju ovih podataka (a) dobijena samo na osnovu vrednosti raz-
lika izmeu policijskih stanica 36055001600 i 36055009500, kao
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Slika 5.8: Broj kriviqnih dela u vezi sa narkoticima prijavǉen
policijskoj stanici 36055001600, na meseqnom nivou, rekonstruk-
cija tog niza (a) i ǌegovo jednokoraqno predviaǌe (b)
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i realizacija vremenskog niza reda 3, koja predstavǉa jednoko-
raqnu prognozu (b) broja posmatranih kriviqnih dela. Dobije-
ne vrednosti RMSE ocene kvaliteta modeliraǌa iznose 1, 712 i
2, 545, respektivno. Na osnovu realizovanih vresdnosti statis-
tika RMSE i na osnovu trajektorija prikazanih na slici 5.8,
moжe se rei da prikazani naqin modeliraǌa moжe da bude prih-
vaen kao adekvatan za ovaj tip podataka. Za red modela je iza-
brana vrednost 3 zato xto je prethodno, u delu u kojem je pred-
stavǉen kombinovani SDLINAR model, taqnije, po rezultatima
prikazanim u tabeli 4.9, model reda 3 izabran kao adekvatan
model za modeliraǌe podataka o broju prestupa u vezi sa nar-
koticima.
5.4 TINAR(1) model
Kao xto je to ranije pomenuto, INAR modeli sa simetriqnom
i asimetriqnom diskretnom Laplasovom marginalnom raspodelom
nisu jedini koji bi mogli da se predstave kao razlika dve la-
tentne komponenete, tj. kao razlika dva vremenska niza. Osim ǌih
i TINAR model vremenskih nizova, koji je uveden u radu Freeland
(2010), moжe se, takoe, predstaviti kao razlika dva nenegativna,
nezavisna, INAR vremenska niza, ali sa Puasonovom marginal-
nom raspodelom. S obzirom na to da je, na neki naqin, ovaj
model posluжio kao inspiracija za definisaǌe razliqitih mode-
la sa diskretnom Laplasovom marginalnom raspodelom, bilo bi
interesantno proveriti da li se i kako na TINAR(1) vremenske
nizove moжe primeniti do sada opisana identifikacija i pred-
viaǌe latentnih komponenti.
Neka je {Zn} jedan TINAR(1) vremenski niz sa simetriqnom
Skelamovom, Skellam(λ/(1 − α)) raspodelom. Neka su {Xn} i {Yn}
dva nezavisna INAR vremenska niza sa Puasonovom, P(λ/(1 − α)),
raspodelom, definisana pomou binomnog tining operatora na
sledei naqin
Xn+1 = α ◦ Xn + εn+1 i Yn+1 = α ◦ Yn + ηn+1, (5.4.1)
gde je α◦ binomni tining operator, elementi brojaqkih nizova su
nezavisne, jednako raspodeǉene sluqajne promenǉive sa Bernuli-
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jevom raspodelom sa parametrom α. Neka ova dva vremenska niza
predstavǉaju latentne komponente niza, tj. neka vaжi
Zn
d
= Xn − Yn. (5.4.2)
Kako bi se odredile formule za rekonstruisaǌe i predviaǌe la-
tentnih komponenti na osnovu realizacija vremenskog niza {Zn},
potrebno je, za k = 0, 1, odrediti uslovna oqekivaǌa E(Xn+k|Zn = z)
i E(Yn+k|Zn = z). Naqin izvoeǌa e biti sliqan kao u sluqaju
vremenskih nizova sa diskretnom Laplasovom marginalnom ras-
podelom.
Neka je z > 0. Tada je









P (Xn = x, Zn = z)
P (Zn = z)
=
1








P (Xn = x,Xn = y + z, Yn = y)
=
1








P (Xn = x|Xn = y + z, Yn = y)
×P (Xn = y + z)P (Yn = y).
Zamenom mesta redovima, dobija se da je










































y!(y + z − 1)! .
Uzimajui u obzir qiǌenicu sa je marginalna raspodela vremen-
skog niza {Zn} Skelamova, Skellam(λ/(1 − α)), raspodela, tj. da
je










gde je Iz(x) modifikovana Beselova funkcija prvog reda, defini-









y!Γ(y + z + 1)
,
dobija se da je













Na sliqan naqin, za z ≤ 0, dobija se da je













S obzirom na to da je marginalna raspodela vremenskog niza si-
metriqna, uslovno oqekivaǌe sluqajne promenǉive Yn, za dato Zn
e biti















, z ≤ 0.
Xto se predviaǌa latentnih komponenti tiqe, potrebno je
odrediti vrednost uslovnog oqekivaǌa E(Xn+1|Zn = z). Izvoe-
ǌe se odvija na skoro potpuno isti naqin kao i u sluqaju iden-
tifikacije letentnih komponenti. Jedino treba uzeti u obzir
osobinu TINAR(1) vremenskih nizova prikazanu u Freeland (2010),
E(Xn+1|Xn) = αXn + λ.
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Koristei ponovo Skelamovu raspodelu sluqajne promenǉive Zn
i definiciju modifikovane Beselove funkcije prvog reda, dobija
se da je













Na sliqan naqin, za z ≤ 0, dobija se da je













Konaqan oblik traжenog uslovnog oqekivaǌa je















+ λ, z ≤ 0,
odnosno,















+ λ, z ≤ 0.
Konaqno, izrazi za rekonstrukciju vrednosti vremenskih ni-



























































































































































































Prilikom simulacija je korixena logika sliqna onoj koja
je upotrebǉena prilikom simuliraǌa DLINAR(1) nizova. Ovoga
puta su generisane dve nezavisne sluqajne promenǉive X1 i Y1 sa
Puasonovom raspodelom sa matematiqkim oqekivaǌem λ/(1 − α) i
dva nezavisna niza, {εn} i {ηn}, nezavisnih i jednako raspodeǉenih
sluqajnih promenǉivh sa Puasonovom raspodelom sa parametrom
λ, koji predstavǉaju inovacione nizove. Zatim su konstruisani
nizovi nezavisnih sluqajnih promenǉivih sa Bernulijevom ras-
podelom sa parametrom α, koji su korixeni kao brojaqki ni-
zovi binomnog tining operatora. Nakon toga su, upotrebom izraza
(5.4.1) i (5.4.2), generisane latentne komponente i sam TINAR(1)
vremenski niz. Za svaki od qetiri modela sa razliqitim izborom
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vrednosti parametara λ i α, formirano je po 1000 uzoraka obima
N = 5000. Za prvi model su izabrane vrednosti λ = 0, 5 i α = 0, 3,
za drugi λ = 1 i α = 0, 8, za trei model λ = 1, 2 i α = 0, 6 i za
qetvrti λ = 2, 5 i α = 0, 6.
Vrednosti parametara su oceǌene na osnovu Yule-Walker-ovih
ocena datih u radu Freeland (2010). Nakon toga je, na osnovu izraza
(5.4.3) i (5.4.4) izvrxene rekonstrukcija i jednokoraqna prognoza
vrednosti latentnih komponenti simuliranih TINAR(1) vremen-
skih nizova.
RMSE kriterijum je, ponovo, uzet kao kriterijum adekvat-
nosti modela. Rezultati modeliraǌa su prikazani u tabelama
5.7 i 5.8. Moжe se videti da su, xto se tiqe ocena parametara,
dostignute prave vrednosti. Realizovane vrednosti RMSE sta-
tistika su ponovo, vrlo niske u odnosu na vrednosti vremenskih
nizova. Raspon realizovanih vrednosti RMSE statistika je po-
novo vrlo mali. Sve to ukazuje da bi ovakav naqin bio adekvatan
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Slika 5.9: Simulirani TINAR(1) nizovi i ǌihove rekonstrukcije
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Tabela 5.7: Sredǌe vrednosti i standardne devijacije realizo-
vanih vrednosti ocena parametara λ i α TINAR(1) modela i mini-
malne i maksimalne realizovane vrednosti RMSE statistike kao
kriterijuma vaǉanosti modela za rekonstrukciju
λ = 0, 5 α = 0, 3
N λ̂Y W α̂Y W RMSEmin RMSEmax
5000 0,500 0,300 0,544 0,620
(0,014) (0,015)
λ = 1 α = 0, 8
N λ̂Y W α̂Y W RMSEmin RMSEmax
5000 1,000 0,800 1,453 1,723
(0,022) (0,008)
λ = 1, 2 α = 0, 4
N λ̂Y W α̂Y W RMSEmin RMSEmax
5000 1,200 0,400 0,937 1,013
(0,028) (0,013)
λ = 2, 5 α = 0, 6
N λ̂Y W α̂Y W RMSEmin RMSEmax
5000 2,500 0,600 1,687 1,913
(0,056) (0,011)
Tabela 5.8: Sredǌe vrednosti i standardne devijacije realizo-
vanih vrednosti ocena parametara λ i α TINAR(1) modela i mini-
malne i maksimalne realizovane vrednosti RMSE statistike kao
kriterijuma vaǉanosti modela za predviaǌe
λ = 0, 5 α = 0, 3
N λ̂Y W α̂Y W RMSEmin RMSEmax
5000 0,500 0,300 0,860 0,922
(0,014) (0,015)
λ = 1 α = 0, 8
N λ̂Y W α̂Y W RMSEmin RMSEmax
5000 1,000 0,800 1,734 2,030
(0,022) (0,008)
λ = 1, 2 α = 0, 4
N λ̂Y W α̂Y W RMSEmin RMSEmax
5000 1,200 0,400 1,314 1,436
(0,028) (0,013)
λ = 2, 5 α = 0, 6
N λ̂Y W α̂Y W RMSEmin RMSEmax
5000 2,500 0,600 2,193 2,376
(0,056) (0,011)
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Na slici 5.9 mogu se videti trajektorije simuliranih i mode-
liranih vremenskih nizova. Prikazane su vrednosti samo prvih
200 realizacija. Uoqava se da modelirane vrednosti dobro prate
kretaǌe latentnih komponenti. Kod treeg modela se vidi da bi
vrednost 0 mogla da bude nedostiжna, ali i pored toga, realizo-
vana vrednost RMSE statistike je, za taj model, i daǉe niska.
5.4.2 Primena na realnim podacima
Ovi rezultati e biti predstavǉeni i na primeru iz realnog
жivota. Podaci na kojima e biti primeǌene ove formule pred-
stavǉaju gol-razliku fudbalskog kluba Aston Vila, koji se do
sezone 2015/16. standardno takmiqio u engleskoj Premijer ligi.
Podaci su praeni poqevxi od sezone 2008/09. do sezone 2014/15.
i mogu se nai na internet stranici http://int.soccerway.com. Klub
Aston Vila je izabran jer je u posmatranom periodu, uglavnom,
bio pozicioniran u sredixǌem delu tabele, pa se, kao takav,
uqinio pogodnim za model qije je matematiqko oqekivaǌe 0.
Ukupno je obraeno 266 podataka o svim ligaxkim utakmicama.
Obeleжje koje e biti praeno u ovoj analizi, gol-razlika, iza-
brano je zbog same prirode Puasonove raspodele, jer sluqajna
promenǉiva raspodeǉena po Puasonovom zakonu bi, intuitivno,
trebalo da predstavǉa broj realizacija nekog dogaaja tokom od-
reenog vremenskog intervala, xto bi trebalo da odgovara broju
datih ili primǉenih golova tokom 90 minuta. Koristei dobi-
jene formule, na osnovu gol-razlike je rekonstruisan broj golova
koje je postigla Aston Vila i broj golova koje su postigli ǌi-
hovi rivali. Na slikama 5.10 i 5.11 su prikazani stvarni podaci
i vrednosti dobijene na osnovu izvedenih formula. Vrednost
RMSE statistike iznosi 0,803, i za rekonstruisani broj golova
Aston Vile, i za broj golova ǌihovih protivnika. Ono xto se
moжe primetiti na slikama je da modelirani nizovi imaju tra-
jektorije koja se, u veem delu, poklapaju sa realnim podacima,
ali da one, uglavnom odstupaju od realnih podataka kada se rea-
lizuje vrednost 0, i u sluqaju postignutih, i u sluqaju primǉe-
nih golova. Niska vrednost RMSE statistike i pored pomenutih
















































































Број датих голова ТINAR(1)
Slika 5.10: Broj golova koje je postigao fudbalski klub Aston















































































Б п љрој рим ених голова ТINAR(1)
Slika 5.11: Broj golova koje je primio fudbalski klub Aston
Vila od sezone 2008/09. do sezone 2014/15. i rekonstrukcija tog
niza
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U ovom radu su analizirani autoregresivni vremenski nizovi
sa celobrojnim, kako nenegativnim, tako i negativnim vrednos-
tima. Ovi vremenski nizovi se baziraju na primeni negativnog
binomnog tining operatora definisanog u radu Ristić, Bakouch i
Nastić (2009) i autoregresivnih celobrojnih vremenskih nizova sa
nenegativnim vrednostima NGINAR(1) i CGINAR(p) uvedenih u
radovima Ristić, Bakouch i Nastić (2009) i Nastić, Ristić i Bakouch
(2012). Analizirani vremenski nizovi su definisani kao razlika
dva nezavisna vremenska niza sa nenegativnim vrednostima, sa
geometrijskim marginalnim raspodelama.
Na poqetku je dat kratak pregled razvoja tining operatora,
poqevxi od binomnog tinig operatora pa do ǌegovih mnogobroj-
nih uopxteǌa, meu kojima je, za ovaj rad najznaqajniji nega-
tivni binomni tining operator. Takoe, posmatran je i razvoj
najpre celobrojnih autoregresivnih vremenskih nizova sa nenega-
tivnim vrednostima, a zatim i celobrojnih, u najxirem smislu te
reqi, autogeresivnih vremenskih nizova qija se definicija zas-
niva na primeni tining operatora. Celobrojni autoregresivni
vremenski nizovi i sa nenegativnim i sa negativnim vrednostima
su definisani korixeǌem uopxteǌa tining operatora, tj. naj-
qexe, uvoeǌem funkcije znaka, sgn(·). Drugi naqin definisaǌa
autoregresivnih vremenskih nizova, i sa nenegativnim, i sa nega-
tivnim celobrojnim vrednostima je pomou razlike dva nezavisna
INAR vremenska niza. Glavna tema ovog rada su bili vremenski
nizovi definisani, upravo na drugi pomenuti naqin.
Najpre je definisan novi tining operator α ⊙ . Ovaj tining
operator, u raspodeli, predstavǉa razliku dva negativna tinig
operatora sa istim parametrom brojaqkih nizova. Koristei
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tako definisan operator, konstruixe se autoregresivan vremen-
ski niz sa celobrojnim vrednostima qija je marginalna raspodela
diskretna Laplasova raspodela, DLINAR(1) vremenski niz. Pri-
kazane su bitne osobine novodefinisanog tining operatora i ǌe-
gova veza sa nekim ve postojeim tining operatorima. Takoe
analizirane su osobine DLINAR(1) vremenskih nizova. Prikazane
su uslovne statistiqke mere, korelaciona struktura, kao i do-
kazani Markovsko svojstvo, ergodiqnost i stroga stacionarnost.
Izvedene su ocene parametara modela metodom uslovnih najmaǌih
kvadrata i Yule-Walker-ovim metodom i prikazane ǌihove asimp-
totske osobine. Izvrxena je simulacija nekoliko vremenskih ni-
zova sa razliqitim parametrima, na kojima su demonstrirane, ve
teorijski dokazane osobine. Takoe, na kraju ovog dela, data je
i primena na realnim podacima. Uzimajui u obzir pozitivnu
koreliranost definisanog niza, uveden je i ǌegov anlaogon sa
negativnim korelacijama i, takoe, prikazane ǌegove najbitnije
osobine.
S obzirom na to da je simetriqnost marginalne raspodele de-
finisanog modela smaǌivalo opxtost i ogranoqavalo primenu,
nametnulo se logiqno proxireǌe u smislu asimetriqnosti. Takav
model je predstavǉen u treoj glavi rada. Prvo je definisan
tining operator koji, u raspodeli, predstavǉa razliku dva ne-
gativna geometrijska tining operatora, ali sa razliqitim para-
metrima brojaqkih nizova. Dokazane su ǌegove najbitnije osobi-
ne, a zatim je definisan model autoregresivnih vremenskih ni-
zova sa celobrojnim vrednostima, sa asimetriqnom diskretnom
Laplasovom raspodelom kao marginalnom raspodelom. Shodno en-
gleskom nazivu, ovaj model je obeleжen sa SDLINAR(1). Prikazane
su najbitnije osobine ovog modela, pokazano Markovsko svojstvo,
ergodiqnost i stroga stacionarnost. Nepoznati parametri mo-
dela su oceǌeni metodom uslovnih najmaǌih kvadrata, kao i Yule-
Walker-ovim metodom, s tim xto je, za potoǌi, dato nekoliko raz-
liqitih varijanti ocena. Prikazani su rezultati simulacija
koji potvruju dokazane osobine i asimptotsku raspodelu ocena
parametara. Dato je nekoliko primera iz stvarnog жivota na ko-
jima se vide veoma dobre aproksimativne mogunosti ovog modela.
SDLINAR(1) model ima izuzetno dobar aproksimacioni potenci-
jal, s obzirom na to da se odgovarajuim podexavaǌem ǌegovih
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parametara mogu ,,ugaati” i korelaciona struktura i poloжaj
podataka. SDLINAR(1) model je na podacima iz stvarnog жivota,
uporeen sa nekim, ve ranije definisanim, modelima i na iza-
branim podacima se, po pitaǌu kvaliteta modeliraǌa, pokazalo
da je SDLINAR(1) model u prednosti nad ostalim.
Sliqno je uraeno i u sledeem delu rada. Na osnovu tining
operatora definisanog po ugledu na tining operator iz tree
glave rada, definisan je kombinovani autoregresivni vremenski
niz sa celobrojnim vrednostima reda p, sa marginalnom asimet-
riqnom diskretnom Laplasovom raspodelom. I ovako definisani
vremenski nizovi imaju sve ,,lepe” osobine koje su prethodno do-
kazane za modele prvog reda. Date su ocene parametara modela,
koje, zbog same sloжenosti modela, imaju sloжeniju strukturu od
odgovarajuih ocena za modele prvog reda. Izvrxna je simulaci-
ja, na osnovu qijeg rezultata se mogu jasno uoqiti pokazane oso-
bine. Na kraju je data primena na podacima iz stvarnog жivota
kao i poreeǌe sa drugim, ve postojeim modelima.
U posledǌem delu je prikazana jedna interesantna mogunost,
mogunost identifikacije i predviaǌa vrednosti dve latentne
komponente, koje dejstvom u suprotnim smerovima, kao rezultat
daju posmatrani vremenski niz. Ovaj potencijal je prikazan za
svaki od prethodno analiziranih modela sa marginalnom diskret-
nom Laplasovom raspodelom, kao i za jedan model sa marginalnom
Puasonovom raspodelom.
Naravno, ovim nisu iscrpǉena sva pitaǌa koja se odnose na ovu
tematiku. Daǉa istraжivaǌa mogu biti usmerena na posmatraǌe
modela kod kojih latentne komponente nisu nezavisne ili kod ko-
jih latentne komponente nemaju raspodele istog tipa. Takoe, mo-
gao bi se napraviti jox koji korak unapred po pitaǌu oceǌivaǌa
parametara, naroqito metodom uslovnih najmaǌih kvadrata.
Na ovaj naqin su prikazane najbitnije osobine modela vre-
menskih nizova sa diskretnom Laplasovom marginalnom raspode-
lom. Ova analiza potvruje da bi se ovako definisani modeli
mogli, sa velikim uspehom, koristiti u praksi za rexavaǌe odgo-
varajuih problema. Daǉe poboǉxaǌe ovih modela moжe samo
proxiriti poǉe ǌihove uspexne primene.
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Also, a method for identification of latent 
components of the models are given 
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