The analysis and display of the FLIM data was carried out with a program written in Mathematica. The PicoHarp 300 TCSPC acquisition system of PicoQuant operated in the time-tagged-time-resolved mode produces T3 format files. After conversion to binary files (.bin) the data were imported in the form of recorded photon counts per sequential TCSP channel (total number 780; 16 ps width) for each pixel of the (generally) 256×256 format images. The pixel data were sorted in order of decreasing total counts. The top 75% IRF images were averaged by second moment analysis, normalized by the integrated intensity, and fit with the NonlinearModelFit routine to a composite function pulse consisting of expressions capable of accurately reproducing the initial peak and prolonged tail of the data. These functions were also selected on the basis of the following properties: (1) an analytical form after convolution with an exponential decay function; and (2) facile convergence to a fit with stable parameters.
(generally) 256×256 format images. The pixel data were sorted in order of decreasing total counts. The top 75% IRF images were averaged by second moment analysis, normalized by the integrated intensity, and fit with the NonlinearModelFit routine to a composite function pulse consisting of expressions capable of accurately reproducing the initial peak and prolonged tail of the data. These functions were also selected on the basis of the following properties: (1) an analytical form after convolution with an exponential decay function; and (2) facile convergence to a fit with stable parameters.
We note that no physical correspondence can be ascribed to the particular functional form adopted for pulse. Pixels were selected for fitting by generating single-or dual-sided masks based on intensity values. In most cases, the number of time channels was condensed by a factor of 5 prior to fitting. As expected, the highest donor values were located at the plasma membrane. Fits were made to the decay curves of individual pixels or to pixels binned according to decreased intensity into a finite number (< 10) of groups.
The fluorescence decay curves of individual or grouped pixels were fit to single or double components (one or two signals; see text). Estimations of standard errors for the direct fit parameters were provided by the fitting routine and for derived quantities by application (without consideration of covariances) of first order error propagation formulas. A. Western blot of cell extracts of starved CHO ACP-EGFR after incubation for 10 min at 37 ºC in the presence of given concentrations of recombinant human EGF developed by chemiluminescence of HPR secondary antibodies to rabbit anti-pY1148 EGFR (Cell Signaling) and mouse mAb anti-tubulin as loading control. B. Confocal images of CHO ACP-EGFR cells starved for 2 h (upper image) or starved for 2 h and then activated for 10 min at 37 ºC by 32 nM EGF (lower image) after MeOH fixation and indirect immunofluorescence labeling by mAb anti-pY1068 EGFR (Cell Signaling).
II. ACP-EGFR ligand activation and endocytosis

Supplementary Figure S1 Chimeric ACP EGFR behaves like wildtype EGFR when expressed in mammalian tissue culture cells.
