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Cette thèse aborde le problème de diagnostic à base de modèles pour la classe des systèmes 
dynamiques modélisés sous forme LPV (Linéaires à Paramètres Variants). Nous présentons 
une nouvelle méthode de synthèse de filtres de détection et localisation robustes. Une 
condition suffisante est établie pour garantir les performances en terme de sensibilité du signal 
indicateur de défauts vis à vis de la classe de défauts considérés. La méthode proposée permet 
également de formuler des contraintes de robustesse vis-à-vis des paramètres variants dans le 
temps et des perturbations exogènes. L’approche permet de prendre en compte la loi de 
commande dans la synthèse du filtre de diagnostic. Le problème de synthèse est formulé 
comme un problème d’optimisation convexe sous contraintes et pouvant être résolu 
efficacement par les techniques LMI (Inégalités Linéaires Matricielles). 
La méthodologie est appliquée à des exemples académiques et à un système industriel se 
prêtant particulièrement bien à une modélisation LPV, le circuit secondaire d’une centrale 
nucléaire. Les résultats obtenus montrent l’efficacité de la méthode. 
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The work presented in this dissertation is focussed on the design of robust Fault Detection and 
Isolation (FDI) filters for the class of LPV (Linear Parameter Varying) systems. A sufficient 
condition is established to guarantee sensitivity performances of the residual signal vector to 
faults. Robustness constraints against model perturbations and disturbances are also taken into 
account in the design method. A key feature of the proposed method is that it allows to 
include the controller actions within the synthesis procedure. The synthesis problem is 
formulated in terms of a convex optimization problem which is solved using LMI (Linear 
Matrix Inequalities) techniques. 
The proposed method is applied to the secondary circuit of a Nuclear Power Plant. The 
experimental results show the efficiency of the proposed method. 
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La maîtrise de la sûreté de fonctionnement est devenue une préoccupation majeure dans la 
conception et le développement de systèmes industriels. La sûreté de fonctionnement peut être 
définie comme l’ aptitude du système à effectuer les tâches pour lesquelles il a été conçu. 
Cette capacité peut être entravée par les défaillances ou les défauts sur le fonctionnement du 
système, entraînant ainsi des conséquences inacceptables sur la sécurité (des hommes ou du 
matériel), l’ environnement et la qualité de production ou de service. La problématique de la 
sûreté de fonctionnement couvre un domaine très large (disciplinaire et interdisciplinaire) et a 
fait l’ objet de nombreux travaux de la part de la communauté scientifique depuis quelques 
années.  
 
Pour garantir le fonctionnement sûr des systèmes, une étape essentielle est la mise en œuvre 
des fonctions de surveillance (Staroswiecki et Gehin, 2001), (Blanke HW DO, 2003). La 
surveillance est définie comme l’ ensemble des actions mises en œuvre afin de détecter, de 
localiser et de diagnostiquer tout phénomène anormal. La surveillance a un rôle passif vis-à-
vis du système de commande et du système lui-même, elle peut permettre de mettre en œuvre 
un processus de traitement de défauts, sans agir réellement ni sur le procédé ni sur la 
commande. Ces actions sont élaborées à partir des techniques dites DLD ou FDI. La détection 
correspond à la mise en évidence de tout phénomène anormal affectant le comportement du 
système surveillé. La localisation quant à elle, permet d’ isoler et d’ identifier la source de ce 
phénomène anormal (le composant défectueux notamment). En diagnostic, on distingue les 
approches sans modèle (vérification de limites et tendances, redondance physique, approches 
statistiques, …) et les approches avec modèle. Nous nous intéressons dans ce mémoire aux 
méthodes avec modèle. 
 
Durant ces trois dernières décennies, diverses méthodologies analytiques (ou à base de 
modèles) ont été développées pour répondre aux objectifs de la DLD. Les premiers travaux 
dans ce domaine remontent au début des années soixante dix (voir par exemple (Mehra et 
Peshon, 1971)), avec une forte influence Kalmanienne. Les méthodes analytiques sont basées 
sur une connaissance du système sous forme d’ un modèle mathématique (état, entrée-
sortie,…) de celui-ci. La comparaison entre le comportement réel du processus et le 
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comportement prédit par le modèle fourni des indicateurs qui permettront de détecter et 
éventuellement de localiser un phénomène jugé anormal. Dans les années 80 et 90, des 
travaux de recherche méthodologiques ont permis de proposer de nombreuses techniques à 
base d’ observateurs (Staroswiecki HW DO, 1991 ; Frank, 1993 ; Ragot HW DO, 1993 ; Frank et 
Ding, 1997 ; Chen et Patton, 1999), de méthodes paramétriques (Isermann, 1984 ; Zolghadri 
HWDO, 1993) ou par projection des relations de redondance dans l’ espace de parité (Chow et 
Willsky, 1984 ; Lou HW DO, 1986 ; Gertler et Luo, 1989 ; Gertler, 1997 ; Staroswiecki et 
Guerchouh, 1999 ; Staroswiecki et Comtet-Varga, 2001). Un problème important qui se pose 
lors de la synthèse d’ un système de surveillance à base de modèles, est de garantir la 
robustesse vis-à-vis des perturbations physiques (phénomènes indésirables mais jugés 
normaux) et des imperfections de modèle. D’ autre part, les performances d’ un tel système se 
mesurent tout naturellement par sa sensibilité vis-à-vis des phénomènes dont l’ effet peut être 
interprété comme anormal, tout en minimisant le taux de non détection ainsi que le retard à la 
détection. Ce problème a fait également l’ objet de nombreux travaux durant les deux 
dernières décennies qui ont été très riches en termes de résultats méthodologiques. Voir par 
exemple les techniques dites de découplage approximatif dans l’ espace de parité (Frank, 
1990) ou les travaux autour du concept « observateurs à entrées inconnues » (UIO, Ragot HW
DO, 1993 ; Gaddouna HW DO, 1994 ; Chen et Patton, 1999), ou le test RC2 dans l’ espace 
paramétrique (Zolghadri, 1996). Plus récemment, les observateurs +  /+   (Chen et Patton, 
1999 ; Rank et Niemann, 1999) ont été proposés pour satisfaire aux contraintes de 
sensibilité/robustesse, où le problème d’ optimisation est formulé et résolu par des techniques 
LMI. 
 
Depuis une dizaine d’ années le laboratoire LAPS s’ est également investi dans ce domaine en 
développant un cadre méthodologique général pour la conception de systèmes de diagnostic 
robustes à base de modèles. Les travaux ont permis d'établir des résultats importants en 
analyse et en synthèse (Henry HWDO, 2002 ; Henry et Zolghadri, 2005a ; Henry et Zolghadri, 
2005b), pour différents types d'incertitudes qui peuvent être prises en compte par le 
formalisme LFT. En synthèse, la méthodologie développée permet l'intégration simultanée 
des contraintes de robustesse (portant sur une classe générale d'incertitudes) et des 
spécifications de performances multi-objectifs (+   généralisé, "peak to peak", … ). Les 
performances robustes sont testées a posteriori à l'aide d'une procédure à base de «  
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généralisé » pour chiffrer le degré de conservatisme (Henry HWDO, 2002). Ces travaux ont été 
menés dans un cadre LTI. 
 
Un autre aspect important, mais longtemps délaissé par la communauté,  est le 
fonctionnement « réactif » ou en boucle fermée des systèmes surveillés. Cette caractéristique 
n’ a curieusement fait l’ objet que de très peu de travaux. En effet, la plupart des méthodes de 
DLD sont basées sur la surveillance du procédé seul sans la prise en compte de son interaction 
avec le système de commande. Or, d'un point de vue surveillance, le fonctionnement en 
boucle fermée induit plusieurs types de difficultés. La plus importante est liée au fait que les 
défauts naissants ou de faible amplitude peuvent être masqués par l'action du régulateur. 
D'autre part, l'analyse de détectabilité et de découplage menée dans le cas d'un système bouclé 
montre qu'il n'est pas toujours possible de calculer un filtre de détection de façon à découpler 
les effets des défauts de ceux des entrées inconnues (Lapeyre, 1997). Et alors qu'en boucle 
ouverte, on peut accroître la robustesse de la détection par l'usage de seuils adaptatifs lors de 
la phase d'évaluation des résidus, cette solution ne peut être appliquée au système commandé 
que si l'on dispose d'une borne supérieure sur la vraie fonction de sensibilité du système.  
 
L’ objectif de ce travail de thèse et d’ étendre les résultats obtenus en synthèse dans le cadre 
LTI (Henry et Zolghadri, 2005a) au cas plus général des systèmes pouvant être modélisés par 
un formalisme LPV, et ceci tout en prenant en compte la présence du système de commande. 
Il est maintenant montré que certains problèmes de diagnostic non linéaire peuvent être 
formulés en termes LPV (Marcos, 2001). Récemment, la modélisation LPV a été utilisée pour 
caractériser le comportement d’ une classe particulière des systèmes non linéaires que sont les 
systèmes plats (Zerar, 2006). La synthèse des systèmes de diagnostic à base de modèles LPV 
peut donc résoudre un nombre important des problèmes de surveillance rencontrés dans les 
secteurs où ce type de modèles peut être utilisé de façon très naturelle (secteur aérospatial par 
exemple). Il est néanmoins primordial de rester dans un cadre méthodologique général afin 
d'assurer la transportabilité et la généricité des techniques proposées. C'est dans ce cadre que 
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Le premier chapitre a pour objet de présenter les principaux résultats en surveillance à base de 
modèles et ce aussi bien dans le cas où le système est modélisé sous forme LTI que sous 
forme LPV. Le chapitre débute par une présentation générale du problème de DLRD. Les 
propriétés de robustesse et de sensibilité que doit posséder le résidu sont alors présentées et 
discutées. Ces spécifications permettent d’ aboutir à l’ écriture du problème sous la forme d’ un 
problème d’ optimisation sous contraintes min/max. Une liste non exhaustive de méthodes se 
plaçant dans ce contexte est commentée pour les systèmes modélisés sous forme LTI. 
Plusieurs limitations inhérentes à ces approches, ou dues à la modélisation même du système, 
sont ensuite abordées. La modélisation des systèmes dans un contexte LPV semble alors 
résoudre certaines de ces limitations. Une deuxième partie du chapitre est donc consacrée aux 
méthodes résolvant le problème de DLRD dans un cadre LPV. Nous abordons les approches 
géométriques, les approches à base d’ observateurs et les méthodes basées sur l’ estimation de 
défaut. Enfin, nous discutons les inconvénients et limitations de chacune d’ elles. 
 
Le deuxième chapitre contient notre contribution propre. Partant des travaux antérieurs dans 
le cadre LTI (Henry et Zolghadri, 2005a), nous montrerons qu’ à l’ instar de l’ approche LTI, 
les normes induites pondérées fournissent des outils permettant de traiter et de formuler le 
problème de robustesse/performances en diagnostic des systèmes modélisés sous forme LPV. 
Il s’ agit d’ une généralisation de la méthode de synthèse directe au cas des systèmes modélisés 
sous forme LPV. Pour la modélisation, notre choix portera sur l’ approche polytopique qui 
nous semble la plus naturelle pour caractériser le comportement d’ un système LPV. Pour 
démarrer ce chapitre, l’ accent est mis sur la construction et la réduction du polytope dans 
lequel évoluent les paramètres variants dans le temps. Nous décrivons ensuite les fondements 
de la méthodologie développée. Enfin, un exemple de simulation est présenté pour illustrer les 
différentes étapes de la procédure de synthèse. 
 
Le troisième chapitre est consacré à l’ application de la méthodologie développée au chapitre 
précédent au circuit secondaire d’ une centrale nucléaire. Les données expérimentales ont pu 
être relevées sur le circuit secondaire lors d’ une opération de maintenance sur la quatrième 
tranche de la centrale nucléaire du Blayais en novembre 2002. L’ objectif initial était de mettre 
en place un système de contrôle adaptatif d’ hydrazine. La méthode que nous avons 
développée dans le chapitre précédent se prête particulièrement bien au cas du circuit 
secondaire, puisque celui-ci se modélise naturellement par un modèle LPV polytopique. La 
I nt r oduct ion génér ale 
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synthèse d’ un filtre de diagnostic est alors effectuée en suivant la méthodologie développée au 
chapitre deux. Les résultats obtenus montrent l’ efficacité de la méthodologie sur un système 
dont les variations paramétriques peuvent provoquer des variations de dynamique 
importantes. 

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Problématique de la Détection et 
Localisation de Défauts pour les 
systèmes modélisés sous forme 
LTI et LPV 






Ce chapitre a pour objet de présenter une synthèse des principaux résultats en surveillance à 
base de modèles, aussi bien dans le cas LTI que dans le cas LPV. Ce tour d’ horizon est 
nécessaire pour camper le décor et permettre au lecteur d’ aborder les développements 
méthodologiques du chapitre suivant. Le bon niveau de détails n’ est certes pas facile à 
trouver, car ce thème a connu un essor important durant ces deux dernières décennies et a fait 
l’ objet d’ un nombre très important de publications. Nous nous efforçons de présenter les 
principaux courants, de clarifier les apports respectifs et d’ identifier les problèmes encore 
ouverts. 
 
La première partie de ce chapitre est consacrée à la définition du problème de DLRD. Nous 
précisons les propriétés de robustesse et de sensibilité que doit posséder le vecteur de résidus 
pour permettre la détection et l’ isolation des phénomènes considérés anormaux. Le problème 
général de la DLRD est ensuite formulé comme un problème de découplage approximatif, 
résultant d’ un critère d’ optimisation de type min/max. Trois grandes familles de méthodes 
sont identifiées pour résoudre ce problème : les méthodes à base d’ observateurs, les méthodes 
à base de « model-matching » et la synthèse directe de filtres DLRD. Toutes ces techniques 
sont présentées dans un contexte LTI. 
 
Nous effectuons ensuite une analyse critique des méthodes présentées en précisant leurs 
limitations et leur domaine de validité. Une première limitation est relative au fonctionnement 
réactif des systèmes surveillés. Une étude de sensibilité du vecteur de résidus vis-à-vis des 
défauts permet alors de mettre en évidence l’ action du régulateur sur les performances du 
système de diagnostic. Les solutions pour prendre en compte cet aspect, relèvent de deux 
philosophies différentes qui sont brièvement discutées. Une autre limitation est liée tout 
simplement aux modèles utilisés pour décrire le comportement du système surveillé. Dans de 
nombreux cas, il est relativement délicat d’ appliquer le cadre LTI, soit parce que le 
comportement du système, souvent non linéaire, ne peut être modélisé avec une précision 
raisonnable avec des modèles LTI incertains, soit à cause de la vitesse de variation de certains 
paramètres. Ce point suggère naturellement un cadre LPV, comme solution alternative de 
modélisation. Plusieurs méthodes de DLD à base de modèles LPV ont d’ ailleurs récemment 
été développées depuis quelques années. Nous présentons trois principales techniques de 




diagnostic LPV, à savoir les approches géométriques, les méthodes à base d’ observateurs 
polytopiques et les méthodes basées sur l’ estimation de défaut. Enfin, nous discutons les 
inconvénients et les limitations de chacune de ces approches. 
3UREOpPDWLTXHJpQpUDOHGH'pWHFWLRQHW/RFDOLVDWLRQGH'pIDXWV
jEDVHGHPRGqOHV
Ce paragraphe est dédié aux méthodologies basées sur l’ utilisation de modèles permettant 
d’ aborder le problème de détection et localisation robustes de défauts. Le terme « défaut » ou 
« faute » est généralement utilisé pour désigner une anomalie de comportement au sein d’ un 
système physique. Cela correspond généralement à une déviation non permise d’ au moins une 
propriété ou d’ un paramètre caractéristique du système surveillé (Isermann, 1993). Il est à 
noter que le terme « défaillance » désigne habituellement une anomalie fonctionnelle 
entraînant une interruption permanente de la capacité du système à assurer une fonction 
requise dans des conditions opérationnelles spécifiques. Le vocable « modèle » est utilisé ici 
dans un contexte modèle analytique du système à surveiller. De manière générale, il 
comprend un modèle nominal mais également un modèle de perturbations externes ou 
environnementales et un modèle de perturbations internes (incertitudes paramétriques, 
dynamiques négligées). L’ établissement d’ un modèle analytique est donc incontournable pour 
une méthode de surveillance à base de modèles. Dans tous les cas, nous pouvons déjà 
souligner que quel que soit son degré de complexité, le modèle ne reproduit qu’ un 
comportement approché d’ un système physique. De plus, comme nous le verrons plus tard au 
cours de ce chapitre, le caractère LTI des méthodes que l’ on utilise dans certaines approches 
de DLD peut induire certaines limitations en termes de performances de diagnostic. 
 
3RVLWLRQGXSUREOqPH
Considérons le système représenté sur la figure 1.1, où G représente les perturbations 
exogènes, X le vecteur des signaux d’ entrée ou de commande et \ le vecteur des sorties. 
















Classiquement, les défauts les plus couramment considérés dans la littérature sont (voir par 
exemple Frank HWDO, 2001) : 
• Les défauts des instruments de mesure qui affectent les sorties mesurées du système. 
Ils peuvent être représentés comme des défauts additifs (biais) ou multiplicatifs 
(variation de facteur d’ échelle,… ) 
• Les défauts actionneurs qui affectent, de façon additive ou multiplicative, les signaux 
de commande du système. 
• Les défauts affectant des équipements technologiques qui se traduisent par une 
variation anormale d’ un ou de plusieurs paramètres du système. Ces défauts sont le 
plus souvent de type multiplicatif. On parle de défauts composants. 
 
Les défauts peuvent être classifiés selon une échelle de sévérité allant de la détérioration de 
performances au dysfonctionnement partiel. Les défauts additifs correspondent aux 
changements des sorties indépendamment des entrées connues. Les défauts multiplicatifs 
correspondent à des changements de paramètres (abrupts ou gradués) qui causent l’ évolution 
des sorties et dont l’ amplitude dépend des entrées connues. 
 
Les défauts que nous allons considérer dans la suite du mémoire sont supposés de type additif. 
En effet, il est souvent possible, sous certaines hypothèses, de supposer que les défauts 
multiplicatifs peuvent être approximés par des défauts additifs (Zolghadri HWDO, 1998). 
 




















5[∈  est le vecteur d’ état du système, 5X∈  le vecteur des entrées de commande, 
5\∈  le vecteur des sorties, et où $, %, &, ', .   et .  sont des matrices de distribution de 
dimensions appropriées. Dans ce modèle, I(W) peut représenter une approximation des 
variations paramétriques sous forme de perturbations exogènes. En effet, considérons le 















5∈θ  est le vecteur de paramètres dont les variations autour de leur valeur nominale 
traduisent l’ effet des défauts considérés. Il est possible, en utilisant une approximation de 






































































∂= )(  pour 5= $, %, &, ' et SM ,...,1= , et calculé à  = nominal. De (1.1), on déduit 



















)()( δθδθ  respectivement. En fonction du type de défauts considéré, 
certains de ces paramètres sont nuls. Par exemple, les défauts composants correspondent au 
cas 0=
!% , 0=!&  et 0="'  SMM ...1: =∀ . Il est cependant très important de souligner que 
cette approximation reste valide tant que le système étudié reste stable en fonctionnement 
défaillant. D’ un point de vue pratique, on peut vérifier la validité de cette hypothèse en 
utilisant le formalisme de la valeur singulière structurée  dont la définition est donnée en 
annexe A. En effet, sous l’ hypothèse que  reste borné en fonctionnement défaillant, on peut 




toujours écrire la famille de modèles (1.2) comme une matrice de transfert *(S) bouclée par 
un bloc d’ incertitude ( )...... #$% ,GLDJ θ=∆  où &,  est la matrice identité de dimension N. Le 
système reste alors stable tant que, toutes normalisations faites, ( ) 1)(sup 11 <ω
ω












S*S*S*  avec XS*\ )(22= . Pour de plus amples détails, nous invitons le 
lecteur intéressé à se référer à l’ annexe A. 
 
Par la suite, nous supposons donc que les défauts que l’ on cherche à détecter sont modélisés 
par un vecteur I affectant le système à surveiller. Le problème général de DLRD peut alors 
être représenté par le schéma de la figure 1.2, où U est le signal indicateur de défauts obtenu 





















 )()()( W\+WX+WU )* +=  (1.4) 
GHIDoRQjVDWLVIDLUHjGHVVSpFLILFDWLRQVLPSRVpHVHQWHUPHVGH
• UREXVWHVVH YLVjYLV GHV SHUWXUEDWLRQV LQWHUQHV YDULDWLRQV SDUDPpWULTXHV
G\QDPLTXHVQpJOLJpHVHWH[WHUQHVSHUWXUEDWLRQVH[RJqQHV
• VHQVLELOLWpYLVjYLVGHVSKpQRPqQHVGRQW O¶HIIHW SHXWrWUH LQWHUSUpWpFRPPHXQ
GpIDXW





Les matrices de transfert  + +  et +, , supposées stables, sont synthétisées de façon à minimiser 
l’ effet de l’ ensemble des perturbations sur le résidu tout en maximisant l’ effet des défaillances 
sur ce même résidu. 
 
On montre que toutes les approches linéaires de génération de résidus sont des 
paramétrisations particulières de la relation générale (1.4) (voir (Ding HWDO, 2000a)). Parmi 
ces approches, quatre grandes méthodologies ont été proposées dans le passé. De très bons 
états de l’ art sur l’ analyse de ces méthodes peuvent être trouvés dans la liste non exhaustive 
des références suivantes (Chen et Patton, 1999) ; (Edelmayer et Bokor, 2000) ; (Frank HWDO, 
2000) ; (Blanke HW DO, 2003) ; (Isermann, 2005a) ; (Isermann, 2005b). Ces quatre grandes 
approches sont : 
• L’ approche à base de modèles paramétriques. 
• L’ approche par projection dans l’ espace de parité. 
• Les approches à base d'observateurs de diagnostic. 
• Les approches basées sur la synthèse directe de filtres. 
 
L’ approche à base de modèles paramétriques est fondée sur une estimation des paramètres 
d'un modèle de comportement du système appartement à une classe de modèles donnée. La 
variation, à l’ extérieur d’ une zone de confiance de ces paramètres est interprétée comme la 
manifestation d’ une défaillance qui peut être détectée, avec un indice de confiance donné, par 
un test de décision ((Isermann, 1984) ; (Zolghadri HWDO, 1993)). 
 
Dans l’ approche à base de vecteur de parité, le résidu est généré en projetant les données 
mesurées dans un espace appartenant au sous espace vectoriel supplémentaire au sous espace 
vectoriel engendré par les colonnes de la matrice d’ observabilité d’ ordre réduit. Voir par 
exemple (Gertler, 1997) ; (Patton, 1997) ; (Frank et Ding, 1997) ; (Staroswiecki et 
Guerchouh, 1999). 
 
Dans les approches à base d’ observateurs (voir par exemple (Chen HW DO, 1996) ; (Frank, 
1990)) tout comme dans une approche par synthèse directe de filtre DLRD (voir par exemple 
(Mangoubi, 1998) ; (Rank et Niemann, 1999) ; (Zolghadri HW DO., 2001) ; (Castang, 2003) ; 




(Henry et Zolghadri, 2005a)), le résidu est défini comme étant la différence entre une 
combinaison linéaire des sorties et des entrées et leurs estimations respectives. 
 
Dans le cas où il n’ y a pas d’ erreurs de modélisation, on montre alors que ces approches 
conduisent à la définition d’ un résidu qui s’ écrit sous la forme générique (Ding HWDO, 2000a) 
 ( )IS*GS*S0S5U -. )()()()( +=  (1.5) 
où )(S* / et )(S*0  sont les matrices de transfert respectives de G vers \ et de I vers \ )(S5  
est un filtre (on parle de « post-filtre ») et ( ))(),( S1S0  est une factorisation coprime du 
transfert entre X et \, )()()( 1 S1S0S*1 −= , telle que : 
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où ( )'&%$ ,,,  est une réalisation d’ état correspondant à )( S*2 . + est la matrice de gain d’ un 
observateur telle que $-+& soit stable. 
En définissant )( S* 3 4  et )(S* 5 6  comme 
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où ( ):::: '&%$ ,,,  et ( )6666 '&%$ ,,,  sont les réalisations d’ état respectives de )(S* ;  et 
)(S*< , le vecteur de résidus peut alors s’ exprimer comme : 
 ( )IS*GS*S5U <= )()()( +=  (1.8) 
Ainsi, le problème général de synthèse de filtre DLD linéaire peut être formulé comme la 
recherche d’ une matrice de transfert )( S5  stable et d’ un gain d’ observateur + tel que $-+& 
soit stable, de façon à satisfaire aux spécifications de diagnostic. 
 
La formulation très générale développée dans le paragraphe précédent repose sur l’ hypothèse 
d’ un modèle parfaitement connu * > (S). En effet, rappelons que la méthode est basée sur le 
calcul de 0(S) et 1(S) les décompositions coprimes à gauche de * > (S). Il est évident qu’ un tel 
modèle mathématique n’ existe que très rarement. En général, il existe des erreurs de modèle 
ou encore, il est le résultat d’ une procédure d’ approximation via une linéarisation d’ un 




modèle non linéaire autour d’ un point de fonctionnement ou une trajectoire de référence. 
D’ un autre coté, il est parfois inutile de chercher des modèles très précis conduisant à des 
modèles trop complexes, souvent non utilisables dans des applications de surveillance. Nous 
reviendrons sur ce point dans le chapitre suivant lorsque nous aborderons l’ approche LPV du 
diagnostic. 
 
Dans le cas où l’ on prend en compte les erreurs de modélisation, il est montré dans (Castang, 
2003) que l’ on peut se ramener, comme dans le cas certain vu précédemment, à une structure 
à base d’ observateur comme illustré sur la figure 1.3. Dans la figure 1.3, 4(S) est un terme 
























































































Ce résultat montre que même en présence d’ erreurs de modélisation, il est possible de 
formuler le problème de synthèse de filtres de DLRD linéaires comme un problème de 




recherche d’ un gain d’ observateur + tel que $-+& soit stable et d’ une matrice de transfert 
4(S), généralisant ainsi le résultat proposé par (Ding HWDO, 2000a) donné par l’ équation (1.8). 
 
)RUPXODWLRQGXSUREOqPHG¶RSWLPLVDWLRQHQ'/5'
Idéalement, le vecteur de résidus doit être nul en fonctionnement normal et non nul en 
présence d’ un défaut. Autrement dit, l’ ensemble des perturbations G ne doit pas, contrairement 
aux défauts, perturber le vecteur de résidus. 
 
Si l’ on considère que le système à surveiller fonctionne en boucle ouverte, le signal de 
commande X est alors parfaitement connu et n’ intervient pas dans les propriétés du signal 
indicateur de défauts. Aussi, on admettra que le résidu U ne dépend que des perturbations G et 
de défauts I, via une fonction vectorielle Ψ  telle que : 
 ( ))(),()( WIWGWU Ψ=  (1.10) 












Ces objectifs expriment un découplage parfait entre les effets des perturbations et des défauts. 
Structurellement, il est rare que l’ on puisse atteindre cet objectif de découplage parfait. Pour 















où α  et β  sont les niveaux respectifs de robustesse vis-à-vis des perturbations G et de 
sensibilité vis-à-vis des défauts I. Autrement dit, d’ un point de vue synthèse, le problème de 
DLRD consiste à construire des signaux indicateurs de défauts qui soient le plus robustes 
possible vis-à-vis des entrées inconnues et le plus sensibles possible vis-à-vis de tout 
phénomène dont l’ effet peut être interprété comme un défaut agissant sur le système. 
 
Il existe plusieurs manières de considérer le problème d’ optimisation (voir par exemple (Ding 
HW DO, 2000a) ; (Staroswiecki HW DO, 1993)). Les deux formulations les plus couramment 
utilisées sont : 




• minimiser le rapport (ou la différence) entre l’ effet de G sur U par rapport à l’ effet de I
sur U. 
• maximiser l’ effet de I sur U d’ une part et minimiser l’ effet de G sur U d’ autre part. 
La première formulation revient à considérer le problème suivant : 
 ( )
−∞







min  (1.13) 
où 
∞
M N7  représente la norme + O  du transfert entre le signal indicateur U et les perturbations G. 
−
P Q7 représente la norme + R  du transfert entre le signal indicateur U et les défauts à détecter I. 
La norme + R  est définie sur une zone de fréquences spécifiée sur laquelle on cherche à 
atteindre l’ objectif de sensibilité. Typiquement, il s’ agit de la zone de fréquences dans 
laquelle les défauts se manifestent. Ces normes sont définies dans l’ annexe A. 
 
La deuxième formulation revient à considérer le problème d’ optimisation suivant : 
 
∞
S T7min  et 
−
S7max  (1.14) 
Ce problème peut également se formuler comme la recherche du filtre de diagnostic 


















Il est clair que pour obtenir un bon niveau de détection, le niveau de robustesse, α , doit être 
le plus petit possible et à l’ inverse, le niveau de sensibilité, β , le plus grand possible. 
 
L’ avantage principal de la première formulation est qu’ elle se place naturellement dans un 
contexte d’ optimisation d’ une fonction de coût à minimiser. Un grand nombre de méthodes 
ont été développées pour résoudre ce problème. Citons notamment les approches dans le 
domaine fréquentiel ((Frank et Ding, 1994) ; (Sauter et al., 1997)), les techniques empruntées 
à la commande robuste + X  ((Doyle, 1989) ; (Gahinet et Apkarian, 1994)), etc.…  La deuxième 
formulation est plus complexe car elle se place dans un contexte min/max. Des méthodes ont 
été proposées pour résoudre ce problème (voir par exemple (Rambeaux, 2001), (Castang, 
2003), (Henry, 1999)). Nous privilégions par la suite la deuxième approche, car elle traduit 




plus naturellement les objectifs de DLRD que sont minimiser l’ influence des perturbations sur 
le résidu au sens d’ une norme tout en maximisant l’ influence des défauts sur le résidu. Ceci 
dit, ce choix n’ est pas critique dans la mesure où il a été montré dans (Ding HWDO, 2000a) qu’ il 
existe une solution unique quelque soit le problème d’ optimisation posé, lorsque l’ on 
considère des incertitudes additives uniquement. 




Dans ce paragraphe, nous nous plaçons dans un contexte où le filtre de diagnostic est un 
observateur. Le système à surveiller est considéré comme étant représenté par un modèle LTI 
incertain. 
 
















où ( )0000 ,,, '&%$  est la réalisation d’ état nominale du système à surveiller et 
( )0000 ,,, [\[\ ''%%  sont des matrices de distribution de dimensions appropriées. Le modèle de 
l’ observateur de diagnostic se représente de la manière suivante 
 












où / est le gain de l’ observateur et 9 une matrice de structuration. Le problème que l’ on 
cherche à résoudre consiste alors à déterminer / et 9 satisfaisant des objectifs spécifiés en 
terme de robustesse et de sensibilité. 
 
Une première méthode consiste à considérer le problème suivant : soit ,9 = , il s’ agit alors de 













M* ] ^_ `  (1.18) 
















M* a bc d  (1.19) 
où σ  et σ  sont respectivement les valeurs singulières inférieure et supérieure des transferts 
considérés, )(0 S* e f  et )(0 S* g h  sont les transfert nominaux entre le résidu et respectivement les 
perturbations et les défauts à détecter, 0ω  et iω  sont les bornes de l’ espace de fréquences jΩ  
(voir définition de la norme + k  en annexe A). En introduisant les fonctions )(1 S4  et )(2 S4  
fixant les objectifs de robustesse et de sensibilité telles que ( )[&\S4]]Hl ˆ)(ˆ 01111 −=−=  et 
( )[&\S4]]Hm ˆ)(ˆ 02222 −=−= . Ce choix est généralement fait en fonction des informations 
dont on dispose via le cahier des charges en surveillance (un défaut basses fréquences conduit 
à choisir )(2 S4  de type passe bas). Le problème d’ optimisation précédent s’ écrit alors : 


















M*M*M* nopnopq np rrs  (1.20) 













M*M*M* tuvtuvw tv xxy  (1.21) 
Ce problème d’ optimisation correspond à un problème d’ optimisation min/max comme 
























Pour résoudre ce problème (Rambeaux HW DO, 2000) proposent de reformuler l’ objectif de 
maximisation en un problème de minimisation. En effet, la contrainte de type maximisation 























~  (1.23) 
On peut alors montrer qu’ une condition nécessaire pour que (1.23) soit satisfaite est que 
l’ inégalité suivante soit vérifiée : 





G]]II τττττβ  (1.24) 




Le problème de synthèse du gain / étant ainsi reformulé dans un contexte de minimisation. 
(Rambeaux HW DO, 2000) propose alors une méthode de synthèse basée sur les techniques 
d’ optimisation LMI. 
 
Une deuxième méthode, appelée « model-matching », consiste à synthétiser le gain de 
l’ observateur / et la matrice de structuration 9, sans utiliser directement la contrainte (1.15), 
(voir par exemple (Zhong HW DO., 2003) ; (Ding HW DO, 2000b)). Pour cela, les objectifs sont 
reformulés par rapport à un modèle de référence qui traduit les objectifs à atteindre. Soit U   le 
signal indicateur de référence. U   est défini de la façon suivante 
 GS:IS:U  )()( +=  (1.25) 
où :  et :   sont respectivement les transferts entre I et U  et entre G et U . La solution au 






où [ ] IGXZ = . Autrement dit, on cherche à déterminer / et 9 telles que les 
performances du filtre de diagnostic tendent vers celles spécifiées, par un modèle de 
référence. Le problème qui se pose alors est la détermination de :   et : . Les auteurs ont 
montré que le modèle de référence est donné par les équations 
 















où le gain ∗/  est donné par avec ( ) 1000 −∗ += 4<&'%/  . 4 est donné par  ''4 00=  et <  
est la solution de l’ équation de Riccati : 
 ( ) ( ) ( ) 00201000100100001000 =−+−−+− −−−−  %'4',%<&4<&<&4'%$&4'%$<  
  (1.28) 
Les transferts :  et :   sont alors donnés par 
 
( )( ) ( )











où les matrices 0$ , 0% , 0% , 0& , 0'  et 0'  sont données par le modèle (1.16). 




Finalement, le problème se résume alors à trouver / et 9, solutions du problème 
d’ optimisation (1.26). Pour cela, (Zhong HWDO, 2003) s’ appuie sur une résolution à base de 
LMI. La principale limitation de cette approche est qu’ il n’ y a pas de garantie d’ optimalité 
pour l’ observateur obtenu au sens robustesse vis-à-vis des perturbations et des erreurs de 
modèles et sensibilité vis-à-vis des défauts. En effet, suivant la nature et le type des 
incertitudes considérées, on n’ a aucune garantie que le choix effectué pour le modèle de 
référence fournisse un modèle optimal. 
 
6\QWKqVHGLUHFWHGHILOWUHV'/5'
Une autre solution pour résoudre le problème d’ optimisation min/max explicité par les 
inégalités (1.15) consiste à transformer la contrainte de type maximisation en une contrainte 
fictive de minimisation (voir Castang, 2003 ; Henry et Zolghadri, 2005b). Il a été montré par 
les auteurs que le problème d’ optimisation +  /+   peut-être résolu à l’ aide d’ un problème fictif 
+   après avoir transformé la contrainte de type « gain max » en une contrainte de type « gain 
min ». Le problème est ensuite résolu à l’ aide de techniques d’ optimisation convexe sous 
contraintes LMI. 
 
Définissons le signal indicateur de défauts comme la différence entre une combinaison 
linéaire des sorties et des entrées de commande du système, et son estimation, soit ]]U ˆ−= , 





\S)] )(ˆ . Le problème 
de synthèse s’ écrit alors : 

3UREOqPH




¡ ¢7  (1.30) 
 £¤ £7 Ω∈∀>
−
ωβ ,  (1.31) 
HWFHSRXUWRXWHVOHVLQFHUWLWXGHVHWOHVHUUHXUVGHPRGpOLVDWLRQFRQVLGpUpHV
            




En introduisant le formalisme LFT, les erreurs de modèle peuvent être représentées à l’ aide 








¥ ¦¥§¥¦§¥§¨¦§¨ ©ª«©ª«ª«ª ,,,,EORFGLDJ ,,,,,,,, 111 111  δδδδ  (1.32) 
5¬­ ∈δ  et &®­ ∈δ  définissent les ensembles scalaires répétés réels et complexes et &® ­ ∈∆  
constituent l’ ensemble des matrices pleines complexes. ∆  représente en réalité les 
incertitudes dites non structurées pour lesquelles on ne connaît qu’ une borne supérieure dans 
le domaine fréquentiel et les incertitudes dites structurées qui modélisent principalement les 
incertitudes sur les paramètres du modèle nominal. 
 
Le problème de synthèse que nous venons de présenter est illustré sous forme d’ un schéma 
bloc sur la figure 1.4. 
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et telles que 
 α≤
∞
−1µ:  et β≥
−
¶:  (1.34) 
Ces fonctions de pondérations traduisent respectivement les objectifs de robustesse vis-à-vis 
de G et de sensibilité vis-à-vis de I. Ainsi, on choisira : ·  de type passe bas lorsque par 




exemple l’ énergie des perturbations est localisée dans les basses fréquences. Il en est de même 
pour les défauts quant au choix de :̧ . 
  
Pour résoudre ce problème, on utilise le lemme suivant qui transforme la contrainte de type 
maximisation en une contrainte de type minimisation d’ un problème fictif. 

/HPPH
&RQVLGpURQVO¶REMHFWLIGHVHQVLELOLWp:̧ GpILQLSDUOHVUHODWLRQVHW6RLW: ¹ 














ÀÁ7  (1.36) 
3UHXYHYRLU+HQU\HW=ROJKDGULE      
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Dans la figure 2.6, )(S3Å  est déduit de )( S3 , en utilisant de nouveau les outils LFT. 
 




De plus, il est évident que la contrainte de robustesse (1.30) peut être reformulée comme suit : 
 11 <
∞
−ÆÇ Æ :7  (1.37) 
En réunissant les deux contraintes de norme + È  (1.36) et (1.37) en une seule contrainte, le 
problème de synthèse s’ énonce : 

3UREOqPH
'pWHUPLQHU )( S)  0É  HW 0 Ê  WHOV TXH OH YHFWHXU GH UpVLGXV U VDWLVIDVVH OD FRQWUDLQWH
VXLYDQWH
 ( ) ( ) 1~~ <∞
ËËËËËË ÌÍÎÎ7  (1.38) 
            

Ce problème est illustré sur la figure 1.6. Il faut noter cependant que la réunion des deux 
contraintes (1.36) et (1.37) en la contrainte (1.38) peut s’ avérer conservatrice. 
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)(~ S3Ï  


















Le problème de génération de résidus est désormais sous une forme qui ressemble à une 
forme + Ð  standard (voir figure 1.6). En réalité, le transfert )(~ S3Ñ  dépend de 0Ò  et 0 Ó  qui sont 
des matrices inconnues. Les outils classiques de la commande robuste + Ð  ne peuvent donc 
pas être utilisés. Une solution consiste à choisir et à imposer heuristiquement 0Ò  et 0 Ó  
(Castang, 2003). (Henry et Zolghadri, 2005a) et (Henry et Zolghadri, 2005b) ont proposé une 
méthode de synthèse permettant d’ avoir simultanément 0Ò , 0 Ó  et la réalisation d’ état du filtre 
dynamique )(S). 
 





Cette méthode est basée sur l’ utilisation d’ un lemme qui fait appel à une condition suffisante 
(voir lemme 1.1). Par conséquent, la méthode de synthèse présentée précédemment conduit à 
une solution qui peut s’ avérer conservatrice. Il est donc nécessaire dans ce cas d’ effectuer une 
post analyse de la solution obtenue. Ceci peut être réalisé par la mise en œ uvre d’ un test à 
base de la valeur singulière structurée généralisée Ôµ  (voir par exemple (Henry et al., 2002) 
ou (Henry et Zolghadri, 2005a)). Grossièrement, le résultat de ce test peut s’ énoncer de la 




 et ×Ø µ>∆
∞
, où 
Ù∆  est un bloc d’ incertitude fictif traduisant la partie à minimiser du problème et Ú∆  est un 
bloc d’ incertitude fictif traduisant la partie à maximiser. 
 
Nous présentons dans l’ annexe C, les résultats de simulation obtenus par l’ application des 
techniques présentées dans ce paragraphe, au modèle du satellite MICROSCOPE. Cette 
annexe illustre bien les différentes étapes de la méthodologie appliquée à un système 
commandé. 
'RPDLQHGHYDOLGLWpGHVDSSURFKHVSUpFpGHQWHV
Les méthodes de génération de vecteur de résidus que nous avons présentées dans les sections 
précédentes sont basées sur l’ utilisation d’ un modèle LTI du système surveillé. Ce 
formalisme, comme nous l’ avons vu, permet la prise en compte des incertitudes de modèle. 
L’ utilisation de ces méthodes présente cependant certaines limitations. En premier lieu, très 
souvent en pratique, le système fonctionne sous l’ action d’ une loi de commande ; les 
performances de cette dernière viennent alors influencer celles du système de diagnostic. En 
effet, il est aisé de voir que ce que le système de diagnostic interprète comme un défaut, est vu 
par la loi de commande comme une perturbation à rejeter. La deuxième limitation est tout 
simplement liée au caractère LTI des modèles utilisés. Les meilleures des méthodes décrites 
dans un cadre LTI sont évidemment obtenues, comme pour toute approche linéaire, lorsque le 
procédé considéré reste proche du modèle de diagnostic utilisé pour la synthèse. Toutefois, il 
ne faut pas oublier que les approximations linéaires sont limitées à une zone de 
fonctionnement relativement restreinte. Il faut donc pouvoir fournir des solutions pour faire 




face à des situations qui ne peuvent pas être décrites par le modèle LTI et permettre la mise en 
œ uvre d’ un système de diagnostic viable. Dans les paragraphes qui vont suivre, nous 




Afin d’ illustrer nos propos, considérons une boucle de commande élémentaire dans le cas 
monovariable. Le système est modélisé sous forme LTI incertain par une famille de modèles 
*, commandé par un régulateur .. Ce système est affecté par diverses perturbations G et par 
le bruit de mesure E (voir figure 1.7). Nous avons montré précédemment que les approches 
linéaires de génération de résidus peuvent être unifiées.  Le vecteur de résidus U est alors 
défini par la relation (1.4). Le système *étant bouclé, cette dernière devient 
 ( )( ) ( ) ( )GE6.++.6\+**+U ÛÜÝÛÜ +−++∆+= 0  (1.39) 
où ( )( ) 10 −∆++= .**,6  est la fonction de sensibilité de la boucle fermée. *** ∆+= 0  est 
une caractérisation possible de la famille de modèles * , le modèle nominal étant donné par 
0* . 














Si la condition 
 00 =+ àá +*+  (1.40) 
qui traduit l’ indépendance du résidu par rapport à X, est satisfaite, l’ expression du vecteur de 
résidus devient : 
 ( ) ( ) ( )( )GE6.*,.6\**+U âã +++−= 00  (1.41) 




Le régulateur .  intervient de façon multiple dans l’ expression du résidu et notamment au 
travers de la fonction de sensibilité 6 de la boucle fermée. L’ effet d’ un défaut de type 
composant se traduisant par une variation anormale de l’ écart 0** − , il apparaît au vu de 
(1.41), qu’ un tel défaut est filtré par la dynamique de la boucle fermée (une remarque 
similaire peut être formulée quant à l’ action de la boucle fermée sur un défaut de type 
actionneur ou capteur). Les défauts naissants ou de faibles amplitudes peuvent donc être 
masqués par l’ action du régulateur. C’ est en particulier le cas des faibles dérives 
paramétriques consécutives aux phénomènes d’ usure et de vieillissement. 
 
Un moyen possible de s’ affranchir de cette difficulté est de prendre en compte lors de la 
synthèse de . des objectifs de DLD : ce sont les approches intégrées de la commande et du 
diagnostic (Niemann et Stoustrup, 1997). Une solution proposée dans (Nett HW DO, 1988 ; 
Tyler et Morari, 1994 ) consiste à synthétiser un régulateur . à quatre degrés de liberté (« 4-
DOF controller »). L’ idée est de considérer que l’ effet d’ un défaut du système est semblable à 
l’ effet d’ une incertitude de modèle. Cette démarche implique l’ hypothèse de bornitude sur le 




, æε  et çε  étant des réels positifs. La figure 1.8 illustre le 























Z  dénote une entrée exogène et U  représente le signal indicateur de défauts. Q ë  et Q ì  sont 
respectivement les bruits d’ actionneur et de mesure et I ë  et I ì  dénotent respectivement les 
défauts actionneurs et capteurs. 2,...,1,2,...,1, == ML. í î  sont les quatre paramètres de synthèse 
du régulateur. Le signal indicateur de défauts est donné par : 









Z..U 1211  (1.42) 
Le régulateur . est alors synthétisé à l’ aide des techniques de la commande robuste + ï  tel 
que : 
(i)  le signal de sortie \ soit insensible aux défauts I ë  et I ì , 
(ii)  le signal indicateur de défaut U soit sensible aux défaillances, 
(iii) les deux propriétés précédentes soient vraies pour tout ð∆  borné stationnaire, 
(iv) les objectifs de commande soient atteints. 
Il est évident que la méthodologie proposée implique la gestion d’ un compromis des 
performances régulation/diagnostic, les contraintes (i) et (ii) étant de nature opposée. Certains 
auteurs (voir par exemple (Jacques HWDO, 2003)) proposent alors de relâcher dans une certaine 
mesure les performances du régulateur. Ce type de solution est pour le moins discutable d’ un 
point de vue pratique, car cela conduit à détériorer les performances du système commandé en 
fonctionnement nominal et non défaillant. 
 
Une autre approche consiste à synthétiser un filtre de diagnostic permettant d’ atteindre les 
meilleures performances en DLD tout en prenant en compte l’ action du régulateur en place 
sur le système à surveiller. Ce sont les techniques présentées dans (Castang, 2003 ; Henry et 
Zolghadri, 2005a ; Henry et Zolghadri, 2005b ; Henry et Zolghadri, 2006). La méthodologie 
proposée dans le chapitre deux est basée sur cette deuxième approche. 
 
8WLOLVDWLRQGHVPXOWLPRGqOHVHQGLDJQRVWLF
Les systèmes dynamiques présentent souvent un comportement non linéaire. Habituellement, 
ces systèmes sont traités par linéarisation autour d’ un point de fonctionnement. Les modes de 
fonctionnement sont définis pour une situation donnée du système. Les méthodes de 
diagnostic qui sont alors utilisées sont celles développées dans un cadre LTI et que nous 
avons abordées dans ce chapitre. La principale limitation de l’ ensemble de ces méthodes est 
liée au domaine de validité des modèles utilisés. La caractérisation d’ un système non linéaire 
par des multi-modèles est une réponse pour s’ affranchir de cette difficulté. 
 




Depuis plusieurs années, des approches de génération de filtres de diagnostic basées sur les 
multi-modèles ont été proposées. L’ idée est de représenter un système non linéaire par un 
ensemble de modèles linéaires. Le modèle de Takagi-Sugeno (Takagi et Sugeno, 1985) se 
base sur une approche par logique floue du problème. L’ approche par logique floue propose 
un ensemble de règles « si prémisse alors conséquence », telles que la conséquence d’ une 
règle soit la sélection d’ un modèle. Le modèle global est alors obtenu par l’ agrégation des 
différents modèles locaux. Une autre approche est celle développée par (Chadli HWDO, 2001) 
ou (Rodrigues, 2005). A chaque point de fonctionnement du système non linéaire, un modèle 
LTI est calculé, par exemple par linéarisation autour du point d’ équilibre. L’ ensemble de ces 
modèles forme alors un ensemble polytopique convexe. Des fonctions d’ interpolation sont 
utilisées pour déterminer avec précision où le système non linéaire opère. Ces fonctions 
d’ interpolation font partie intégrante du modèle. Soulignons que le problème délicat de leur 
robustesse vis-à-vis des défauts reste encore ouvert. Dans (Rodrigues, 2005), la méthode de 
génération de résidus est basée sur un banc de filtres de Kalman découplant, i.e. chaque filtre 
est dédié à un point de fonctionnement particulier. Le filtre non linéaire est alors déduit par 
interpolation des modèles locaux. Il est à noter que cette démarche est applicable au cas des 
défauts de faible amplitude, et ne peut être employée dans le cas des défauts qui amèneraient 
le système à fonctionner en dehors des points de fonctionnement spécifiés a priori. Dans ce 
paragraphe nous présentons rapidement cette dernière approche. 
 
Considérons la classe des systèmes non linéaires modélisables par la représentation d’ état non 













: 1  (1.43) 
où òó 5[ ∈  est le vecteur d’ état, ôõ 5X ∈  est le vecteur d’ entrée, öõ 5G ∈  est le vecteur des 
défauts et ÷ø 5\ ∈  est le vecteur des sorties. Chaque modèle linéarisé autour d’ un point de 













ý1:  (1.44) 
où ( )þþ ÿ '&)%$ ∆∆ ,,,,,,  sont des matrices invariantes définies autour du Lème point de 
fonctionnement (PF  ). D’ après la formulation proposée par (Rodrigues, 2005), ∆  et ∆  




traduisent respectivement des variations du vecteur d’ état et du vecteur de mesure autour du 
point d’ équilibre L. Les termes 	Z  et 
Y  sont deux bruits gaussiens, indépendants, de moyenne 
nulle et de matrice de variance/covariance respectivement 4   et 5  pour le Lème point de 
fonctionnement. 
 
Pour représenter le système non linéaire (1.43) par un ensemble convexe ayant pour sommets 
les différents modèles LTI (1.44) à chaque point de fonctionnement, l’ idée consiste à mettre 
en œ uvre des fonctions d’ interpolation ρ  insensibles aux défauts. Ainsi, l’ ensemble convexe 














  61L6&R ρρρ  (1.45) 
Pour déterminer les fonctions d’ interpolation ρ , considérons un banc de 1 observateurs de 
diagnostic exploités autour de 1 points de fonctionnement. Un tel filtre établi autour du point 















)ˆ(ˆˆ 1 , [ ]1L ,...,1∈∀  (1.46) 
où 
[̂  est l’ estimation du vecteur d’ état et \̂  est l’ estimation du vecteur de sortie.  5. ×∈  
correspond à la matrice de gain de l’ observateur. 
 
Dans (Rodrigues, 2005), les fonctions d’ interpolation sont définies par des probabilités 
établies sur les propriétés statistiques des résidus 
 \\U ˆ−= . Dans le cas où l’ on souhaite 
rendre robuste aux défauts les fonctions d’ interpolation ρ , la démarche proposée par les 









U γ  (1.47) 
où 
 !" 5 −∈γ  représente la partie du vecteur des résidus découplés des défauts et où #$% 5∈Ω  
le vecteur des résidus sensibles aux défauts. 
 




En considérant que la composante 
&'γ  suit une loi de distribution gaussienne autour du Mème 
point de fonctionnement, 
&'γ  peut alors être utilisé pour calculer la densité de probabilité 
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γγχ  (1.48) 
où 
-.Θ  définit la matrice de covariance de -.γ . La fonction d’ interpolation liée à la loi de 
distribution (1.48) est définie dans (Rodrigues, 2005) comme suit : 










γρχγρ  (1.49) 
Ces fonctions d’ interpolation permettent alors de réécrire le modèle non linéaire (1.43) sous 
forme d’ un modèle polytopique LPV. 
Nous voyons alors ici tout l’ intérêt que représente le développement de méthodes de 
diagnostic dans un contexte LPV. En effet, les méthodes de DLRD que nous présentons dans 
le chapitre 2 peuvent être utilisées pour la surveillance d’ un système non linéaire, lorsque 
celui ci aura été caractérisé à l’ aide de multi-modèles. 
 
0RGqOHVQRQOLQpDLUHVHWTXDVL/39
Les systèmes quasi-LPV sont des systèmes non linéaires écrits sous forme linéaire avec une 





















  (1.50) 
            ¸
Le théorème suivant établit le lien entre les systèmes quasi-LPV et les systèmes non linéaires : 





















  (1.51) 
6LO¶RQVXSSRVHHQRXWUHDXSUL[G¶XQpYHQWXHOpTXLOLEUDJH
 0)0( =I   (1.52) 
HWTXHODQRQOLQpDULWpGHIFRQFHUQHXQLTXHPHQWOHVpWDWVPHVXUDEOHV
  )()( \J/[[I +=  (1.53) 
DORUVOHV\VWqPHQRQOLQpDLUHDGPHWODIRUPXODWLRQ´TXDVL/39´DYHF







)()(  (1.54) 
3UHXYHYRLU%LDQQLF        

([HPSOH
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             
 
Notons qu’ il existe certains aspects théoriques insuffisamment explorés. Par exemple, si l'on 
s'intéresse au problème de stabilité du système, il semble discutable de conclure à une 
équivalence entre un modèle non linéaire par rapport à l'état et un modèle non linéaire par 
rapport à un vecteur de paramètres et linéaire par rapport à l'état. En effet, ce vecteur de 
paramètres étant considéré, dû au formalisme quasi LPV, comme étant exogène. 
 




Dans (Bruzelius HWDO, 2004) une technique différente est proposée. L'idée consiste à choisir 
une paramétrisation du modèle LPV et à estimer la valeur numérique des paramètres de telle 
sorte que le comportement  prédit par le modèle LPV soit le plus proche possible de celui du 
modèle non linéaire au sens d'une certaine norme. Pour formaliser la méthode, considérons la 




















Le vecteur de paramètres )(Wθ  peut dépendre plus ou moins explicitement du vecteur d'état [. 
L'état dépendant du temps W, la notation ))(( W$ θ  couvre ce dernier cas. L'objectif est donc de 
déterminer l'expression de ))(( W$ θ  tel que l'évolution de [(W) prédite par le modèle (1.58) soit 
la plus proche possible de celle prédite par le modèle (1.57) au sens de la distance 
euclidienne. Pour ce, soit la paramétrisation de ))(( W$ θ  suivante  
 ))(())(())(( 0 W$W$W$ 6 θθθ +=  (1.59) 
où ))((0 W$ θ  et ))(( W$7 θ  vérifient les propriétés suivantes: 
 0))(( =[W$8 θ  (1.60) 
 )())((0 [I[W$ =θ  (1.61) 
Le degré de liberté réside ainsi dans le choix de )(( W$9 θ . La résolution du problème 
d'optimisation suivant permet de déterminer l'expression de ))(( W$: θ  au sens du minimum de 














sous les contraintes (1.60) et (1.61) où les vecteurs ϕ  et ψ  sont un choix possible du vecteur  
θ . En utilisant le complément de Schur, le problème précédent peut se formuler comme le 
problème d'optimisation sous contrainte LMI suivant 




















sous les contraintes égalitaires (1.60) et (1.61). Ce problème étant de dimension infinie, les 
auteurs proposent de quadriller l'espace d’ état et de résoudre le problème d'optimisation 
précédent sur les 1 points du quadrillage. Il est important de souligner que cette technique 
peut conduire à un problème de grande dimension puisqu'elle conduit à 1 contraintes LMI. 
Une variante de cette technique est également proposée par les auteurs. Le problème est cette 
fois formulé non pas au sens de minimum de distance d'état, mais au sens de minimisation de 













, UL ,...,1=  (1.64) 
sous les contraintes (1.60) et (1.61), où U désigne le nombre de paramètres. 
 




































sous les contraintes égalitaires (1.60) et (1.61). Le problème étant encore de dimension infinie 
un quadrillage de l’ espace d’ état est effectué. 
  
Pour fixer les idées, reprenons l'exemple proposé dans (Bruzelius HW DO, 2004). Soit le jeu 














  (1.66) 
































et une paramétrisation de ))(( W$A θ  comme suit 
 ( )( )1222521421322110 θθθθθθθθ −+++++ 111111  (1.68) 
La résolution du problème d'optimisation (1.63) permet de déterminer l'expression des 












  (1.69) 
 
 
Encore une fois, nous constatons tout l'intérêt que représente le développement de 
méthodologies de synthèse de filtres de diagnostic à base de modèles LPV. En effet, il sera 
possible d'aborder le problème de diagnostic des systèmes non linéaires à l’ aide de techniques 
développées dans ce paragraphe pour transformer le système non linéaire de départ en un 
système LPV équivalent. Notons enfin, que dans (Zerar, 2006), il est montré qu’ il est toujours 
possible de caractériser un système non linéaire plat sous forme d’ un système LPV équivalent 
où le vecteur de paramètres est augmenté (paramètres fictifs). 
 
En résumé, nous venons de voir dans ces deux derniers paragraphes que l’ utilisation de 
modèles LTI pour le diagnostic peut parfois s’ avérer problématique. Que ce soit en raison de 
la vitesse de variation des paramètres incertains ou de la plage de validité du modèle linéarisé 
autour d’ un point d’ équilibre, les approches de DLD basées sur le modélisation LTI montrent 
leurs limites. Les meilleures des méthodes décrites dans un cadre LTI sont évidemment 
obtenues, comme pour toute approche linéaire, lorsque le procédé considéré reste proche du 
modèle de diagnostic utilisé pour la synthèse. La modélisation LPV semble alors être une 
bonne alternative dans le cas où la modélisation LTI ne peut être utilisée. Notons que certains 
procédés industriels se prêtent naturellement bien à la modélisation LPV, c’ est le cas 
notamment du secteur aérospatial. Dans les paragraphes suivants, nous nous attachons à 
décrire brièvement les principales méthodes existantes pour la synthèse de filtre de diagnostic 
à base de modèles LPV. 
 





Les systèmes modélisables sous forme de modèles LPV1 ont fait l’ objet de nombreux travaux 
depuis ces dix dernières années, aussi bien en commande ((Apkarian HWDO, 1993) ; (Apkarian 
HW DO, 1995)) qu’ en diagnostic ((Bokor et Balas, 2004) ; (Henry et Zolghadri, 2004) ; 
(Rodrigues et al., 2005)). 
 
'pILQLWLRQ

















)(W[ HVWOHYHFWHXUG¶pWDW )(WX HVWOHYHFWHXUG¶HQWUpHVGHFRPPDQGH )(WG HVWOHYHFWHXU
GHV HQWUpHV GH SHUWXUEDWLRQ )(W\ HVW OH YHFWHXU GHV VRUWLHV HW )(WI OH YHFWHXU GHV
GpIDXWVTXHO¶RQFKHUFKHjGpWHFWHU/HVPDWULFHV$%( C . C &'( D HW. D VRQWOHV















.(%$3  (1.71) 
            ¸
La modélisation LPV permet de prendre en compte toutes les variations paramétriques d’ un 
système dynamique. Par la suite, nous supposons que le vecteur des paramètres 
E5W ∈)(θ satisfait les conditions suivantes : 

+\SRWKqVH
&KDTXH SDUDPqWUH )(WFθ HVW PHVXUDEOH HQ WHPSV UpHO HW ERUQp  SDU GHV YDOHXUV
H[WUrPHV [ ]maxmin)( GGG W θθθ ∈ R minHθ HW maxHθ VRQWUHVSHFWLYHPHQWODERUQHPLQLPDOHHW
ODERUQHPD[LPDOHGXSDUDPqWUH )(WHθ VRLW
                                                 
1 Par abus de langage, on parlera désormais de système LPV 




 [ ] [ ]{ }ULW5WWWWW HHHIJK ,...,1,,)()(),...,(),()()( maxmin21 =∈∈==Θ∈ θθθθθθθθ  (1.72) 
 
Des méthodologies de diagnostic des systèmes modélisés sous cette forme LPV ont vu le jour. 
Dans (Abdalla HWDO, 2001) et (Henry et Zolghadri, 2004) la méthode utilisée est l’ estimation 
de défauts. Elle est directement inspirée des méthodes développées pour la commande robuste 
des systèmes LPV. D’ autres méthodes basées sur une vision géométrique sont apparues ces 
dernières années. (Bokor et Balas, 2004) proposent une approche géométrique s’ appuyant sur 
la notion de sous espaces (&,$)-invariants et de sous espaces non observables. L’ approche par 
observateurs est utilisée par (Rodrigues HWDO, 2005) dans le cadre du diagnostic des systèmes 




La méthode présentée dans ce paragraphe est celle développée dans (Bokor et Balas, 2004). 
L’ idée consiste à synthétiser U filtres de diagnostic paramétrés par le vecteur de paramètres θ , 
de telle sorte que le Lème résidu se propage  dans la Lème direction de leur espace (de dimension 
U) lorsque, le Lème défaut apparaît sur le système. Ce sont donc des filtres de DLD qui 
appartiennent à la classe des filtres directionnels. Pour illustrer la méthode proposée par les 
auteurs, considérons un système décrit par la représentation d’ état suivante où seuls deux 












Nous supposons que )(θ$ , )(θ% , )(1 θ/  et )(2 θ/  sont linéairement dépendant de Lθ , 

































telle que : 
 MM **** θθθ +++= ...)( 110  (1.75) 




La matrice )(θ*  définit donc un modèle polytopique à 1 sommets. De plus, θ  et Oθ  sont 
supposés bornés. 
Soit un générateur de résidus défini de la façon suivante. Nous supposons que ce résidu est 












où )(WZ  est l’ état de l’ observateur. Le problème de synthèse consiste à déterminer les 
paramètres )(θ1 , )(θ* , )(θ) , 0  et +  de telle sorte que U(W) prenne une direction dans 
l’ espace des résidus qui ne soit pas affectée par I P (W). Pour cela, l’ idée consiste à amener U(W) 
dans un espace orthogonal à I P (W) θ∀ , espace (&,$) non observable vis-à-vis de I P (W). 
 
'pILQLWLRQ
8QHVSDFH 6 HVW&$QRQREVHUYDEOHVLLOH[LVWH+ HW )(θ* WHOOHVTXH
 &*$+&6 )()(ker θθ +=  Θ∈∀θ  (1.77) 
R 21 00 GpQRWH OH SOXV JUDQG VRXV HVSDFH 02LQYDULDQW FRQWHQX GDQV O¶HVSDFH
FRQVWDQW0 Q 
            ¸
 
Les matrices )(θ1 , )(θ* , )(θ) , 0  et +  sont alors construites de la façon suivante : 
• +  est solution de ∗+= 6&.HU+&.HU  avec ∗6  le plus petit espace (&,$) non 
observable appartenant à 6. Une procédure de calcul est proposée par les auteurs. 
• 0 est l’ unique solution de l’ équation 03=+& où 3 représente la matrice de passage 
vers ∗6  le plus petit espace (&,$)-non observable. Autrement dit, cette projection 
permet de récupérer dans x la partie qui appartient à ∗6 . 
• La matrice )(θ)  est donnée par la relation 
 )()( θθ 3%) =  (1.78) 
• Les matrices )(θ1  et )(θ*  sont quant à elles définies par les équations : 
 ( ) 0*&*$1 )()(̂)()( θθθθ ++=  (1.79) 















&$* θθ , où +12&  est la pseudo-inverse de 12& , 12&  et )(12 θ$  étant 
déduit du partitionnement de & et )(θ$  selon les dimensions de 3. )(θ*  est donné par 
l’ équation (1.75) où les termes * R , UL ,...,1=  sont donnés par 1−= ;.* SS , où . R  et 
0>=
T;;  sont les solutions de U LMI : 
 0<+++ 0..0;1;1 UUVUVU , UL ,...,1=  (1.80) 
où 1 R  est l’ évaluation de )(θ1  au Lème sommet du polytope Θ . 
 
D’ un point de vue pratique, la principale limitation de cette approche vient du fait que rien ne 
garantit l’ existence d’ un sous espace bien distinct dédié à un défaut. On reconnaît ici non 
seulement la philosophie mais aussi les limitations des filtres LTI directionnels en termes de 
performances d’ isolation. 
 
7HFKQLTXHVjEDVHG¶REVHUYDWHXUVSRO\WRSLTXHV
Les méthodes basées sur des observateurs ont également été généralisées au cas des modèles 
LPV. Considérons la classe des systèmes non linéaires dont la dynamique peut être modélisée 
















1 ρ  (1.81) 
où $ \ , % \ , ( \ , ) \  sont les matrices d’ état de dimension appropriée et ]ρ  sont les fonctions 






_ _ρ , 0≥`ρ , [ ]1L ,...,1∈∀  (1.82) 
Notons que cette modélisation rentre dans le cadre des systèmes non linéaires présentés dans 
le paragraphe 1.3.2. 
 
Les matrices de distribution des entrées inconnues et des défauts sont notées respectivement 
a(  et b)  supposées toutes deux de plein rang colonne. Pour contribuer à la robustesse du 
signal indicateur de défauts vis-à-vis des perturbations G c , l’ idée consiste à projeter l’ état dans 




un espace orthogonal aux perturbations. La matrice de distribution de ces dernières étant 
dépendante de θ , l’ idée consiste à rechercher une unique matrice de distribution, notée ∗( , 
de plein rang en colonne (Rodrigues, 2005). Cette matrice ∗(  est obtenue par une 
approximation de l’ ensemble [ ]de ((( ......1  au sens de la norme de Frobenius et la 


















1 ρ  (1.83) 



















1 ρ  (1.84) 
où [̂  est l’ estimation de l’ état [. Le problème consiste alors à synthétiser les paramètres 7, 
∗+ , 6 p , . p tels que l’ observateur de diagnostic satisfasse des propriétés de stabilité, de rapidité 
de convergence de l’ erreur d’ observation, etc. 
 






)( ρρ  où M est une matrice de transfert quelconque. En 
décomposant le gain )(ρ.  sous la forme )()()( 1 ρρρ Π+= .. , il est montré dans 
















































1L ,...,1=  (1.85) 
Afin de maîtriser la dynamique de l’ observateur, les auteurs proposent une technique de 
placement de pôles basée sur les concepts des régions LMI. Si ces conditions sont vérifiées, 
alors il s’ agit d’ un découplage approximatif (il faut noter ici que l’ on ne peut pas avoir un 




découplage parfait dans la mesure où ∗( est une approximation de l’ ensemble [ ]xy ((( ......1  
bien que la formulation soit celle d’ un UIO). L’ erreur d’ estimation et le vecteur de résidus 
















Le principal inconvénient de cette méthode est la nécessité d’ un bon découplage entre les 
entrées perturbatrices et les défauts, ce qui n’ est pas toujours le cas. En effet, pour de 
nombreux systèmes physiques, il est nécessaire de trouver un compromis entre les contraintes 
de robustesse, les spécifications de sensibilité et parfois d’ isolation. 
Une autre limitation de cette approche est l’ analyse de sensibilité du vecteur de résidus vis-à-
vis des défauts. En effet, il est nécessaire de garantir que l’ erreur d’ estimation {{ [[ ˆ−  ne soit 
pas elle aussi découplée du défaut. Cette condition de sensibilité ne peut être testée qu’ a 
posteriori en vérifiant les conditions de rang suivantes : 
 ( ){ } { }|| )UDQJ.&+,UDQJ =− ∗ , L∀  (1.87) 
L’ observateur UIO LPV est alors déduit des 1 observateurs UIO synthétisés grâce aux 
relations (1.85) par interpolation grâce aux fonctions définies par la relation (1.82). 

0pWKRGHSDUHVWLPDWLRQGHGpIDXWV
La dernière approche que nous présentons est basée sur l’ idée de construire une estimation du 
défaut. Dans (Abdalla HWDO, 2001) l’ idée est de déterminer un filtre dynamique LPV tel que le 

















la représentation d’ état LPV du système considéré, avec [~  le vecteur d’ état, X le vecteur des 
entrées de commande, G le vecteur des perturbations et I le vecteur de défauts à détecter. 
L’ objectif est de synthétiser un filtre de diagnostic LPV stable )(θ)  ayant la représentation 
d’ état suivante 
































où U est le vecteur d’ estimation des défauts, c’ est à dire IU ˆ=  tel que l’ erreur d’ estimation 
UIH −=  soit minimale au sens de la norme +   quadratique malgré la présence de l’ entrée de 
commande et des perturbations. La norme +   quadratique est une généralisation de la norme 
+   pour les systèmes LPV. Elle permet de mesurer le niveau de performance du filtre (1.89) 
dans un contexte de pire-cas. Nous reviendrons plus en détails sur la mesure des performances 












































0  (1.90) 
où on peut vérifier que par construction les relations suivantes sont vérifiées : 
 0)(2 =θ% , 0)(1 =θ& , 0)(22 =θ'  et ,' =)(12 θ . (1.91) 
Considérons ici que les paramètres )(Wθ  sont mesurés en temps réel. Si )(Wθ  prend ses 
valeurs dans une boite de 
5  avec pour sommets { }  1=Π  où 
1 2= , alors la matrice 








11 1,0,...)( ββββθ  (1.92) 
de )(Wθ  selon les coordonnées barycentriques du polytope, la matrice )(θ0  peut s’ écrire : 




 )(...)()( 11  000 Π++Π= ββθ  (1.93) 
Par l’ utilisation des résultats montrés dans (Apkarian et Gahinet, 1995) dans le cas de la 
synthèse de contrôleurs LPV polytopiques, les matrices de la représentation d’ état de )(θ) , 






























Le problème de synthèse du filtre LPV est alors résolu à l’ aide de techniques d’ optimisation 
convexe sous contraintes LMI par l’ utilisation du théorème suivant : 

7KpRUqPH
,O H[LVWH XQ ILOWUH /39 SRO\WRSLTXH TXL JDUDQWLW XQ QLYHDX GH SHUIRUPDQFH ∞+ 































































3UHXYHYRLU$EGDOODHWDO       
 
Le principal inconvénient de cette méthode est que le but de la synthèse est uniquement de 
minimiser l’ erreur d’ estimation, sans tenir compte de la connaissance des modèles des 
perturbations et des défauts qui affectent le système. 
 
Dans (Henry et Zolghadri, 2004), la connaissance de ces modèles est injectée a priori à travers 
l’ introduction de fonctions de pondération :  pour les perturbations et : , avec I:I  ~=  où 
I~  est un signal fictif. Notons que :  permet en plus de formuler des objectifs d’ isolation. 














11 )()()( θθθ  (1.96) 
la représentation d’ état de )(θ3 . Il est alors montré (Henry et Zolghadri, 2004) que le 










~  H  




Dans la figure 1.10, H représente l’ erreur d’ estimation telle que IIH ˆ−=  où Î  est 
l’ estimation de I. La matrice )(θ0  possède quant à elle à l’ expression suivante déduite 























































θ  (1.97) 
La proposition suivante permet alors de synthétiser le filtre de diagnostic : 

3URSRVLWLRQ







)( βθ TXL JDUDQWLW XQ QLYHDX GH SHUIRUPDQFHV ∞+ TXDGUDWLTXHV γ SRXU
O¶HQVHPEOHGHVWUDMHFWRLUHVSRVVLEOHVGH )(Wθ jO¶LQWpULHXUGXSRO\WRSHVLHWVHXOHPHQWVL
LO H[LVWH GHX[ PDWULFHV V\PpWULTXHV 5 HW 6 TXL VDWLVIDVVHQW OH V\VWqPH GH 1 /0,
VXLYDQW



































































3UHXYHYRLU+HQU\HW=ROJKDGUL      
 
Soulignons enfin que la principale limitation des méthodes par estimation de défauts réside 
dans la difficulté de réglage de la pondération : . En effet, à travers le réglage de : , c’ est le 
réglage des performances en détection et en isolation qui est effectué. 
&RQFOXVLRQ
Dans ce premier chapitre nous avons présenté un tour d'horizon des différentes méthodes de 
diagnostic à base de modèles, aussi bien dans le cadre LTI ou par l'utilisation des modèles 
LPV. La synthèse présentée n'est certes pas complète, mais nous nous sommes efforcés de 
présenter les principaux courants qui nous semblent essentiels. Une analyse critique a permis 
de mettre en évidence les limitations de chacune des approches ainsi que les contours de leurs 
domaines de validité. Hormis les considérations sur les améliorations possibles des méthodes 
existantes, il apparaît que la construction de modèle est la clef de voûte d'un système de 
diagnostic à base de modèles. De façon générale, il est clair que la construction d'un modèle 
ne faisant intervenir qu'un domaine d'expertise bien connu (par exemple un moteur électrique, 
un système mécanique simple, ...)  est facile à mettre en oeuvre. Par contre la tâche devient 
complexe pour les systèmes de grandes dimensions, faisant appel à plusieurs domaines 
d'expertise. Le caractère général et transportable des techniques pour la  modélisation utilisée 
et pour les méthodes de diagnostic elles mêmes, apparaît comme une caractéristique 
importante à prendre en compte dès les premières phases de conception. 
 
Nous avons mentionné, en particulier, les travaux menés au LAPS pour la mise en œ uvre d'un 
cadre méthodologique général pour le diagnostic des systèmes pouvant être modélisés (avec 
une approximation raisonnable) par des outils de modélisation LTI. Ces travaux ont 




clairement montré le rôle central joué par les normes induites pondérées dans la définition 
mathématique du problème de robustesse/performances des systèmes de diagnostic. La 
modélisation LPV s'avère très efficace pour représenter le comportement dynamique de 
nombreux systèmes, avec un nombre limité de paramètres. Il semble dès lors légitime de 
déterminer si l'on peut formuler le problème de diagnostic dans le cadre LPV en des termes 
semblables au cas LTI, ou de façon plus directe si l'on peut étendre et généraliser l'approche 
au cas LPV. 
 
Nous mènerons notre étude dans le cadre polytopique. Un aspect important qui sera 
approfondi et discuté est la construction de ce modèle polytopique. Les critères qui vont nous 
guider tout au long de cette phase de construction sont liés au  niveau de performances 
atteignables du système de diagnostic. 
 
Nous montrons qu'à l'instar de l'approche LTI, les normes induites pondérées fournissent des 
outils permettant de traiter et de formuler le problème de la robustesse. Ce premier pas réalisé, 
nous aborderons ensuite la question générale des performances du filtre de diagnostic. 











Diagnostic des systèmes 
modélisés sous forme LPV





Ce chapitre a pour objet de proposer une méthodologie générale pour la synthèse directe de 
filtres de diagnostic LPV à base de modèles polytopiques. Les contraintes de robustesse et les 
critères de performances seront formulés à l'aide des normes induites pour les systèmes LPV. 
Nous commençons ce chapitre par préciser la classe de modèles polytopiques qui constituera 
la base sur laquelle notre étude sera fondée. Nous définissons ensuite certaines propriétés 
importantes des systèmes LPV qui seront utiles pour les développements méthodologiques 
ultérieures dans ce chapitre. Certaines propositions sont illustrés de simulations pour bien 
mettre en évidence les techniques de construction. Ensuite, vient notre contribution propre qui 
est le développement de la méthode de synthèse. Elle se base sur les méthodes de découplage 
basées sur les normes induites pondérées développées antérieurement à nos travaux dans le 
cadre LTI (Henry et Zolghadri, 2005a). Enfin, un exemple de simulation est présenté pour 
illustrer les différentes étapes de la méthode. 
/DFODVVHGHVPRGqOHVSRO\WRSLTXHV
Comme nous l’ avons vu dans le chapitre précédent, les modèles LPV offrent un cadre adéquat 
pour aborder le problème de diagnostic des systèmes non linéaires. Deux types de modèles 
LPV ont été développés dans la littérature (très souvent relative à la commande des systèmes 
LPV). Il s’ agit d’ une part, des modèles polytopiques et d’ autre part, des modèles dits LFT. 
Selon le contexte d’ utilisation, on peut préférer l’ un ou l’ autre type de modèles. Dans certains 
cas, on peut montrer que les modèles polytopiques peuvent être moins conservateurs que les 
modèles LFT. D’ un point de vue pratique, les modèles LFT sont préférables car leur 
discrétisation en vue de leur simulation numérique reste plus aisée. Par la suite, nous nous 
limitons à la classe des modèles LPV modélisés sous forme polytopique. 
 
'pILQLWLRQV
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où 5[∈  représente le vecteur d’ état,  5X∈  représente le vecteur des entrées, ¡5\∈  




Dans le cas d’ une dépendance affine par rapport aux paramètres, les éléments de la 























































θ  (2.2) 
Dans cette modélisation, on suppose que les composantes du vecteur de paramètres )(Wθ  
évoluent indépendamment et que chacune d’ elles est bornée. Autrement dit, le domaine 
{ }¥5⊂Θ∈=Θ θθ :  est un hypercube de dimension U, dont les sommets correspondent aux 
valeurs extrémales de θ . 
 
Il est envisageable d’ étendre cette définition du modèle affine au cas plus général où 
l’ hypercube Θ  serait remplacé par un polytope convexe2. Dans ce cas, l’ indépendance des 
paramètres ¦θ  n’ étant plus garantie, les problèmes d’ analyse des modèles (2.1) deviennent 
plus complexes (par exemple la stabilité). Par des changements de variables appropriés, on 
pourra contourner cette difficulté, mais en contre partie, la dépendance par rapport aux 
nouveaux paramètres devient multi-affine.  
 
Pour illustrer ces propos, prenons un exemple dans le cas de dimension deux, comme illustré 
sur la figure 2.1. 
                                                 
2 Θ  est appelé un polyèdre convexe si il est défini à partir d’ un nombre fini d’ inégalités. Il est appelé polytope 
convexe si c’ est un polyèdre convexe borné. 






12 7 θθ −≤  
12 ≥θ  









et considérons le système dont la matrice d’ évolution est décrite par : 
 22110)( $$$$ θθθ ++=  (2.3) 














Autrement dit, 2θ  évolue entre deux bornes qui sont des fonctions de 1θ . Nous traduisons cela 
par la relation barycentrique 
 ( ) ( )12 71 θββθ −+−=  (2.5) 
faisant intervenir la nouvelle variable β  indépendante de 1θ . L’ expression correspondante de 
la matrice $ s’ écrit alors 
 2121120 6)( $$$$$$ βθβθθ −+++=  (2.6) 
où $est multi-affine en β  et 1θ . 
 
0RGqOHSRO\WRSLTXH
Le modèle polytopique est assez proche du modèle affine. En effet, il se base également sur 
une dépendance affine par rapport aux paramètres. La principale différence vient de 
l’ utilisation par le modèle polytopique des coordonnées barycentriques dans sa description. La 
définition suivante précise ce point : 
















%$3 , Θ∈∀θ  (2.7) 
DGPHWXQPRGqOHSRO\WRSLTXHQRQFRQVHUYDWLI § VLO¶RQSHXWGpWHUPLQHUXQHQVHPEOHGH















ª ªª© 3&R βββββ  (2.8) 
HWWHOTXHFHGHUQLHUFRwQFLGHDYHFO¶LPDJHSDU3GXGRPDLQHΘ 
 { } { }«33&R3 ,...,),( 1≡Θ∈θθ  (2.9) 
¬β  1L ,...,1= GpILQLVVHQWDORUVOHVFRRUGRQQpHVEDU\FHQWULTXHVGHΘ 
            ¸
 
Si la fonction )(θ3  est affine en θ , le domaine Θ  est un polytope à 1 sommets { }­ ®® 1=Π , la 
matrice )(θ3  se situe alors dans un polytope de sommets )( ¯3 Π , ce qui implique que les 
matrices 3 ° , 1L ,...,1= , intervenant dans l’ équation (2.8) vérifient )( ±± 33 Π= . En utilisant la 
décomposition de θ  suivant ses coordonnées barycentriques (2.8), la matrice )(θ3  peut alors 
s’ écrire sous la forme : 
 )(...)()( 11 ²² 333 Π++Π= ββθ  (2.10) 
 
Dans le cas général, la fonction )(θ3  et le domaine Θ  étant quelconques, la convexité de 
l’ image n’ est pas garantie. On propose néanmoins un modèle polytopique dont les sommets 
vérifient l’ inclusion : 
 { } { }³33&R3 ,...,),( 1⊂Θ∈θθ  (2.11) 
 
Le modèle obtenu est alors conservatif et par opposition à la définition 2.1 (on parle de 
modèle polytopique conservatif). La recherche du meilleur modèle (le moins conservatif) 
                                                 
3 On définit un modèle polytopique non conservatif si le polytope Θ  qui engendre )(θ3  est convexe. 
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repose sur la détermination de l’ enveloppe convexe de )(θ3 . Nous reviendrons sur ce point 
dans le paragraphe suivant. 
 
Le choix du modèle polytopique implique également le problème de la recherche des 
coordonnées barycentriques de θ  par rapport aux sommets ´Π . Dans (Biannic, 1996) un 





























































 »0  (2.14) 
Il existe alors 1+
¼½&  façons d’ extraire une matrice carrée )1()1( +×+ UU  de 0. Soit ¾0  la 








11 ¿¾¾¾0  (2.15) 
 
L’ algorithme est alors donné par : 
6L
L0 À HVWLQYHUVLEOH
LL 0~,~ 1 ≥∀⇒= − ÁÂ M0 βθβ 
DORUVOH1XSOHW ( )Ãββ ,...,1 GpILQLSDU


















ββ  (2.16) 
HVWVROXWLRQGXSUREOqPH
 
Si aucune matrice extraite ne vérifie les conditions (i) et (ii), alors le vecteur θ  n’ appartient 
pas à )(θ3 . Par contre, la solution est rarement unique dès lors que le nombre 1 de sommets 
du polytope est strictement supérieur à 1+U . 
 




Considérons le polytope illustré sur la figure 2.2. C’ est un polytope à quatre sommets ( 4=1 ) 
défini par deux paramètres ( 2=U ). On cherche à décrire la position de ( )È55=θ  en utilisant 
















1ère étape : Formons les matrices 0 É  : 
 
{ } { }
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2ème étape : Prenons 1=L  : 




















(LL). θβ 11~ −= 0  ⇒  ( )
Ë
33,189,056,0
~ −=β  or la deuxième composante de β~  est négative 
soit 0
~ <Ìβ , 2=M  . Cette solution n’ est donc pas une solution du problème. ⇒  1+= LL . 
3ème étape : Prenons 2=L  : 




















(LL). θβ 12~ −= 0  ⇒  ( )
Î
30,044,026,0
~ =β . On constate que tous les éléments Ïβ~  sont 
positifs M∀ , donc 2=L  est une solution du problème. 




== Ðββ , 44,0~
22
== Ñββ ,  03 =β  (car N∉3 ) et 30,0~ 44 == Ñββ  (2.18) 




































θ  (2.19) 
             
Nous venons de donner la définition d’ un modèle polytopique et décrire une technique pour le 
définir à l’ aide des coordonnées barycentriques. Si l’ on reprend la définition 2.1, le modèle 
polytopique est défini comme étant l’ image du polytope Θ  par la fonction )(θ3 . Si le 
polytope Θ  est convexe, alors le modèle polytopique coïncide avec cette image. Dans le 
paragraphe suivant, des techniques de construction d’ un polytope convexe dans l’ espace de 
dimension U à 1 sommets sont proposées. 
 
&RQVWUXFWLRQG¶XQSRO\WRSH
Nous proposons ici une méthode générale de construction d’ un modèle polytopique pour le 
système à paramètres variables mis sous la forme générale : 
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 ( ) ÒÓÔÕÓÑÑ ÔI3 +≤≤+≤≤= 11)()( θθ  (2.20) 
où θ  évolue dans un domaine sur lequel les fonctions (.)Ö ×I  sont à valeurs bornées. Dans le 
cas d’ un modèle d’ état (2.7) les fonctions (.)Ö ×I  représentent les matrices d’ état $, %, &, et '. 
Une première technique consiste à déterminer les bornes de chacune des fonctions pour en 
déduire un modèle extrêmement conservatif formé par les ( ) ( )
ÕÓÒÓ +×+2  sommets correspondant 
à toutes les combinaisons possibles de valeurs extrémales. Ensuite, un modèle, nettement 
moins conservatif peut être obtenu en appliquant la démarche suivante : 
1. Quadriller l’ espace d’ évolution de θ . 
2. Calculer )(θ3  en chaque point du quadrillage 
3. Déterminer l’ enveloppe convexe de l’ ensemble obtenu 
La première étape nécessite une étude préalable, spécifique au système considéré, dont le but 
est d’ orienter le choix du quadrillage quant à sa nature (linéaire, logarithmique, … ) et bien 
entendu, sa finesse. La seconde étape ne pose aucune difficulté. Nous allons détailler la 
dernière étape qui revient à déterminer l’ enveloppe convexe de 1 points répartis de manière 
quelconque dans 5 Ø . 
 
5HFKHUFKHGHO¶HQYHORSSHFRQYH[H
La recherche de l’ enveloppe convexe est un problème de construction fondamental en 
géométrie. Les généralisations des algorithmes au cas de la dimension quelconque sont assez 
récents et le sujet fait l’ objet de nombreuses publications (voir par exemple (Barber et al., 
1995) et les références associées). On distingue deux grandes familles de méthodes. La 
première repose sur l’ existence d’ une dualité entre l’ enveloppe convexe d’ une part et 
l’ intersection de demi-espaces d’ autre part. La seconde correspond à la famille des techniques 
itératives. Nous nous proposons d’ en présenter une qui s’ est avérée particulièrement utile. 




















Dans cet algorithme, le polytope est représenté par un ensemble de facettes qui sont en fait 
des hyperplans délimités par des « arêtes ». Chaque arête résulte de l’ intersection de deux 
facettes voisines entre elles. Chaque facette peut également être vue comme un polytope à U 
sommets. Ainsi, on dira que deux facettes sont voisines si elles ont 1−U  sommets en 
commun. Enfin, on dit que la facette ) d’ un polytope est visible d’ un point S, si, pour tout 
point S Ù  appartenant à ), le vecteur reliant S Ù  à S forme un angle aigu avec le vecteur normal à 
) orienté vers l’ extérieur du polytope. 
 
Afin d’ illustrer cet algorithme, nous allons présenter deux exemples. Le premier est de nature 
académique simple et permet de bien comprendre les différentes étapes de l’ algorithme. Le 
second est de nature plus complexe et permet d’ illustrer tout l’ intérêt de la méthode. 

([HPSOH
Considérons un polytope non convexe à 8 sommets dans l’ espace de dimension 2. Il s’ agit alors de déterminer 
l’ enveloppe convexe qui englobe tous ces sommets. La figure 2.3 représente les différentes étapes de 
l’ algorithme. 
1ère étape : C’ est l’ étape d’ initialisation, il s’ agit ici de choisir parmi les huit sommets considérés ceux qui 
forment le polytope initial. Choisissons alors les points S, S et S. 
2ème étape : Prenons par exemple le point S comme nouveau point. 
3ème étape : On attribue à chaque facette l’ étiquette visible ou cachée, en fonction de l’ angle entre la normale à la 
facette )L et les droites reliant S à l’ ensemble des points de )L. Nous avons alors : 
 ) : facette cachée, ) : facette visible, ) : facette cachée 
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4ème étape : Le contour & correspond dans ce cas à la facette ). Ce contour est ici un simple segment comme 
représenté sur la figure 2.3. Les nouvelles facettes sont alors créées entre S et S puis entre S et S comme 
indiqué sur la figure 2.3. On enlève ensuite le contour C. 
5ème étape : Il reste des points, on recommence l’ algorithme à partir de l’ étape 2, en considérant successivement 
tous les points. Le détail de ces étapes n’ est pas repris ici, mais les différents résultats pour chaque point sont 
donnés sur la figure 2.4. 
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Nous présentons maintenant les résultats de la construction d’ un polytope convexe à 80 
sommets dans l’ espace de dimension 3. Cette technique s’ avère très pratique dans la 
recherche de modèles polytopiques convexes sur lesquels sont basées les méthodes de 




Soit le polytope Ú ÛΘ non convexe à 80 sommets, pour lequel, 98.4015.0 1 ≤≤ θ , 4024.0 2 ≤≤ θ , 98.404.0 3 ≤≤ θ , 
illustré sur la figure 2.5. L’ algorithme permet de construire le polytope ÜΘ convexe illustré sur la figure 2.6. On 
remarquera que le polytope ÜΘ  possède moins de sommets (1=50) que le polytope Ý ÞΘ  (1=80). 







           
Sommets du polytope 
Sommets du polytope 




Le polytope étant convexe, nous nous intéressons à présent au problème de réduction du 
nombre de sommets. Comme nous le verrons plus tard dans ce chapitre, la méthode de 
diagnostic que nous allons développer, conduit à la résolution d’ un système de 12 +1  LMI, 
1 étant le nombre de sommets du polytope. Le nombre de LMI augmente donc en fonction du 
nombre de sommets du polytope. Il est alors parfois utile, voire nécessaire, de réduire le 
nombre de sommets, car les techniques d’ analyse et de synthèse peuvent devenir très 
coûteuses sur le plan numérique. Cette réduction du nombre de sommets se fait au prix d’ une 
augmentation de la surface (ou du volume) du polytope qui implique une augmentation du 
degré de conservatisme de celui-ci pour couvrir les vraies variations paramétriques du 
procédé. 
Il existe plusieurs techniques pour résoudre le problème de réduction. Nous présentons dans 
ce paragraphe une technique basée sur des considérations géométriques où le critère de 
réduction du nombre de sommets est basé sur l’ augmentation de surface ou de volume du 








5pVRXGUH OHSUREOqPHG¶RSWLPLVDWLRQTXDGUDWLTXH VXLYDQWHWGpWHUPLQHU OHSRLQWDVVRFLpDXPHLOOHXU
FULWqUH OD GLVWDQFH HQWUH OH QRXYHDX VRPPHW HW OD IDFHWWH ) ß  FRQVLGpUpH DGPHW XQH H[SUHVVLRQ
TXDGUDWLTXH SDU UDSSRUW DX[ FRRUGRQQpHV GH FH VRPPHW ,O VXIILW GRQF GH PLQLPLVHU XQ FULWqUH
TXDGUDWLTXH VRXVFRQWUDLQWHV LQpJDOLWpV OLQpDLUHVSRXU WURXYHU OH VRPPHW LPSOLTXDQW O¶DXJPHQWDWLRQGH
YROXPHPLQLPDOH6LOHVFRQWUDLQWHVVRQWLQFRPSDWLEOHVOHSUREOqPHQ¶DSDVGHVROXWLRQ
$MRXWHUFHSRLQWDXSRO\WRSH
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Pour illustrer la démarche, nous nous proposons maintenant de reprendre l’ exemple 2.2. 

([HPSOHVXLWH
Reprenons l’ exemple que nous avons utilisé précédemment pour la recherche d’ une enveloppe convexe. Il s’ agit 
d’ un polytope à 6 sommets pour lequel on souhaite obtenir un polytope à 4 sommets. La figure 2.7 illustre les 
différentes étapes de l’ algorithme de réduction présenté précédemment. Chaque figure correspond à une étape de 




















































1ère étape : Pour chaque facette, on cherche le point SL si il existe tel que l’ arête de la facette et ses voisines soient 
visible depuis le point SL. 
Chaque nouveau point ainsi obtenu est associé à la distance qui sépare la facette à laquelle il est associé, comme 
illustré sur la figure 2.7. 
2ème étape : Chacune de ces distances est alors calculée. La distance la plus petite est celle qui correspond à 
l’ augmentation minimale du conservatisme du polytope. Dans notre exemple, il s’ agit de la distance G. Par 
conséquent le nouveau point retenu est le point S. 
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3ème étape : Le point S étant celui qui implique la plus petite augmentation de surface du polytope, c’ est celui 








































4ème étape : Nous avons alors obtenu un polytope à 5 sommets. Afin de réduire le polytope à 4 sommets, nous 
recommençons la procédure à partir de la première étape. La figure 2.8 illustre cette nouvelle réduction. Dans ce 
cas, c’ est le point S qui induit la plus faible augmentation de surface, c’ est donc lui qui est retenu pour effectuer 
la réduction. 
L’ objectif fixé était de réduire le nombre de sommets du polytope à 4. Le polytope de la figure 2.8 ayant 4 
sommets, l’ algorithme s’ arête ici. 
             
 
%LODQVXUODFRQVWUXFWLRQG¶XQSRO\WRSH
Nous avons présenté dans les paragraphes précédents une méthode de construction du modèle 
polytopique. Dans le cas le plus favorable, c’ est à dire le cas où le polytope de départ est 
convexe et possède un nombre faible de sommets, les techniques que nous venons de décrire 
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ne sont pas forcément utilisées. Cependant, dans beaucoup de cas pratiques, les choses ne se 
passent pas aussi bien. Revenons sur l’ exemple simple que nous avons utilisé pour illustrer les 
différents algorithmes. La figure 2.9 représente le polytope non convexe de départ (tracé fait 














Nous pouvons constater une augmentation de surface du nouveau polytope. La principale 
difficulté de la construction des polytopes est alors de traduire cette augmentation en terme de 
degré du conservatisme du nouveau polytope, ou tout au moins de trouver un critère de choix 




Le modèle polytopique que l’ on obtient à l’ issue des étapes précédentes, décrira le 
comportement dynamique du système que l’ on cherche à surveiller. Dans le cas LTI, nous 
avons vu que les mesures de performances peuvent être formulées à l’ aide des normes 
induites qui sont la norme + à et la norme+ á Dans le cas LPV, on ne peut pas définir ces 
normes. On définit alors la notion de norme /2-induite, comme suit : 
 
 































            ¸
'pILQLWLRQ
/DQRUPH/ â LQGXLWH GX V\VWqPH  HVW ERUQpH SDUγ VL HW VHXOHPHQW VL SRXU WRXWH
WUDMHFWRLUHSDUDPpWULTXHGXGRPDLQHΘ 
 ∫∫ ≤≥∀∈∀




2 ,0, γ  (2.22) 
            ¸
 
En accord avec la terminologie proposée par (Ding HWDO, 2000a) et (Chen et Patton, 1999), 
nous nous proposons de définir maintenant un équivalent à la norme + á  pour les systèmes 
LPV, que nous appèlerons la norme /2-induite tronquée. 

'pILQLWLRQ





























            ¸

Sur la base de ces définitions, nous allons à présent donner des critères de mesure de 
performances pour les systèmes LPV. 




/HV\VWqPH/39QRWp3HVWTXDGUDWLTXHPHQWVWDEOH ì VXUΘ HWYpULILHOHQLYHDXGH











íî  (2.24) 
            ¸

Cette définition n’ est pas utile d’ un point de vue numérique car elle ne permet pas le calcul de 
































θ  (2.25) 
3UHXYHYRLU$SNDULDQHWDO       
 
Ce théorème est une généralisation au cas LPV du lemme réel borné, utilisé dans le cadre des 
systèmes modélisés sous forme LTI (voir (Boyd HWDO, 1994)). Pour démontrer ce théorème, il 
suffit d’ utiliser la théorie de Lyapunov en choisissant une fonction de Lyapunov telle que : 
 )()()()()( 2 W\W\WXWX[9 ðð −< γ  (2.26) 
 
Dans le cas où le système est modélisé par un polytope (voir (2.8)) où { }ñññññ '&%$3 ,,,= , le 
théorème précédent est équivalent au théorème suivant (Apkarian HWDO, 1995): 
 
                                                 
4 On définit la stabilité quadratique de la façon suivante : Θ∈∀θ , le système est quadratiquement stable sur Θ  
si : 0)()( <+ θθ ;$;$ ò , où ; est une matrice de Lyapunov. 






























θ  (2.27) 
























γ , 1L ,...,1=∀  (2.28) 
            













)( βθ  (2.29) 





û ûβ .         
 
5HPDUTXH
Ces critères de mesure de performances peuvent être également définis dans un contexte +2. 
L’ extension de la norme +2 au cas LPV est définie comme la plus grande énergie atteignable 
par la réponse impulsionnelle, lorsque θ  décrit l’ ensemble des trajectoires contenues dans le 












La notion de performance quadratique de type +2 est définie alors de la façon suivante : le 
système LPV (2.1) noté 3, tel que 
 0)(, =Θ∈∀ θθ '  (2.31) 
est quadratiquement stable sur Θ  et vérifie, pour un réel positif γ , la contrainte de 
performance 













sup  (2.32) 















 &DV R O¶RQ GLVSRVH G¶XQH ERUQH VXU OD YLWHVVH GH YDULDWLRQ GHV
SDUDPqWUHV
Les mesures de performances énoncées précédemment sont uniquement basées sur le fait que 
)(Wθ  évolue dans un polytope convexe. Aucune information sur la vitesse de variation des 
paramètres n’ est prise en compte. Supposons à présent que nous disposons d’ une borne sur la 
vitesse de variation : 
  W υθ ≤)( , UL ,...,1= , 0≥∀W  (2.34) 
Sur la base du théorème 2.1, on peut montrer qu’ en choisissant une fonction de Lyapunov qui 
dépend du vecteur de paramètres variant dans le temps tel que 
 )()()()(),( 2 W\W\WXWX[9  −< γθ  (2.35) 
où 
 [W;[W[9  ))(())(,( θθ = , Θ∈∀θ , 0)()( >= θθ ;;  (2.36) 
où γ  est l’ indice de performance +   quadratique, le système LPV (2.1) dont θ  vérifie (2.34), 













θθθθθ  , Θ∈∀θ  (2.37) 
 
Le problème qui se pose alors est que l’ inégalité (2.37) est de dimension infinie. 
 
4XDGULOODJHTXDGUDWLTXH
En considérant que )(W
θ  est borné par υ , l’ inégalité (2.37) est équivalente, pour chaque 
valeur de θ , au système de 12 +

 inégalités suivant : 
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 On peut remarquer que (2.38) doit être vérifiée pour tout Θ∈θ , et pour une infinité de 
matrices de Lyapunov possibles )(θ; . Pour résoudre le problème lié à l’ existence d’ une 
infinité de matrices de Lyapunov, il a été proposé par certains auteurs de restreindre le choix 







)()( θθ  (2.39) 
Ce choix permet alors de réécrire l’ inégalité (2.37) comme le système d’ inégalités suivant : 










































Ce problème correspond alors à la vérification de 12 +

 LMI pour chaque valeur de θ . 
 
Pour résoudre ensuite le problème lié à l’ existence d’ une infinité d’ inégalités, une idée 
naturelle consiste à quadriller l’ espace de variation des paramètres. Il s’ agit alors de vérifier 
les inégalités (2.40) en chaque point du quadrillage. Cette technique possède l’ avantage d’ être 
très générale puisque nous n’ avons fait aucune hypothèse quant à la nature de la matrice (.)$ . 
Cependant, elle possède un certain nombre de limitations, notamment dans le choix des 
fonctions (.)I  ou le choix de la finesse du quadrillage, qui ne sont pas forcément évidents a 
priori. La deuxième approche que nous présentons ici s’ avère être plus simple à mettre en 
œ uvre dans la mesure ou elle permet d’ éviter ces choix. Elle suppose néanmoins une 
dépendance affine en les paramètres. 
 
6WDELOLWpTXDGUDWLTXHDIILQH
Considérons la classe des modèles LPV affines décrit par le modèle (2.2) et les hypothèses de 
bornitude sur le vecteur de paramètres )(Wθ  et le vecteur des vitesses de variation )(Wθ  : 
 [ ] θθθ ∈  (2.41) 
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 [ ] υυθ ∈  (2.42) 
Plusieurs travaux ont été menés sur la recherche de la stabilité quadratique de type +   dans le 
cas où la fonction de Lyapunov (2.36) dépend du vecteur des paramètres variants (voir par 
exemple (Gahinet HWDO, 1994) ; (Feron HWDO, 1995) ; (Gahinet HWDO, 1996) ; (Feron HWDO, 
1996)). Dans (Gahinet HWDO, 1996), le problème de la recherche d’ un niveau de performance 
pour cette classe de systèmes est formulé simultanément aux sommets du polytope Θ  et aux 
sommets du polytope définissant l’ espace de variation de )(Wθ . 

'pILQLWLRQ
/H V\VWqPH  SRXU OHTXHO OHV K\SRWKqVHV  HW  VRQW YpULILpHV HVW
TXDGUDWLTXHPHQWVWDEOHVXUΘ HWYpULILHOHQLYHDXGHSHUIRUPDQFHTXDGUDWLTXH+   VL
LOH[LVWH 1+U PDWULFHVV\PpWULTXHV ;; ,...,0 WHOOHVTXH
  ;;;; θθθ +++= ...)( 110  (2.43) 


























            ¸
 
Le problème qui se pose de nouveau est que le système d’ inégalités (2.43)-(2.44) correspond 




6RLWΠ HW Ζ OHV HQVHPEOHV UHVSHFWLIV GHV VRPPHWV GHV SRO\WRSHV IRUPpV SDU )(Wθ HW













~ 11  θθθθθ  (2.45) 
/H V\VWqPH GH /0,  HVW YpULILp VL LO H[LVWH 1+U PDWULFHV V\PpWULTXHV
;; ,...,0 WHOOHVTXH







































, UL ,...,1=  (2.47) 
DYHF ( ) ( )ΖΠ∈ ,, ]π 
3UHXYHYRLU*DKLQHWHWDO       
 
Ainsi, dans le cas où la vitesse de variation des paramètres est connue (tout du moins ses 
bornes), et lorsque le système peut être représenté par un modèle affine, la recherche de 
performance quadratique + #  peut être effectuée par la résolution du système de LMI (2.46)-
(2.47). 
 
Dans la suite du chapitre, nous ne nous intéressons qu’ à la classe des systèmes LPV dont la 
vitesse de variation des paramètres n’ est pas connue a priori. Ceci dit, les résultats que nous 
allons présenter peuvent facilement être appliqués au cas où cette borne est connue. 
'LDJQRVWLFjEDVHGHPRGqOHV/39
3RVLWLRQGXSUREOqPH
Considérons le système représenté sur la figure 2.10, où )(θ*  représente le modèle LPV du 
système à surveiller. )(θ&  représente le correcteur associé à ce système que nous choisissons 
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A partir de la deuxième équation de (2.48), de la deuxième équation de (2.49) et en posant 
( ) 10 )()()( −−= θθθ '',0 % , nous obtenons : 
 I.'0G('0[&'0[&0X &&&&& )()()()()()()()()()()( 02020 θθθθθθθθθθθ +++=  
  (2.50) 
Il est alors immédiat de déduire des équations (2.48), (2.49) et (2.50), les équations du modèle 




























































Notons { })(),(),(),( θθθθ '&%$  la représentation d’ état du système en boucle fermée (voir la 
figure 2.11). Les matrices de cette représentation d’ état prennent les valeurs suivantes (en 



















  (2.52) 
 











































&0'&'0'&&  (2.54) 
 






















On peut noter que le système représenté par (2.52)-(2.55) n’ est pas linéaire en θ , et par 
conséquent ne peut pas être mis sous une forme polytopique directement. Dans ce cas, nous 
pouvons alors augmenter la taille du polytope en utilisant des macro-paramétres, ce qui induit 
un caractère conservateur. 

A ce stade, prenons un exemple de simulation pour illustrer ce point, dont la représentation du 
























où 11 1 ≤≤− θ  et 10 2 ≤≤ θ  sont les deux paramètres variant dans le temps et évoluant dans le 
premier polytope de la figure 2.12. Nous utilisons alors les équations (2.52)-(2.55) pour écrire 
la représentation d’ état de )(θ3  : 













































Nous remarquons alors que ce modèle n’ est pas un modèle polytopique. Pour palier à ce 
problème, nous introduisons un macro-paramètre  3θ  tel que 213 θθθ = . Ainsi, le nouveau 
polytope représentant les variations du vecteur de paramètre est représenté sur la figure 2.12, 













































































 Dans le cas où le correcteur & est de type LTI, le modèle )(θ3  de la figure 2.11 est décrit par 
les équations (2.52)-(2.55) dans lesquelles les matrices $ 1 , % 1 , & 1 , ' 1  sont indépendantes de 
θ . Remarquons également que le cas où le système fonctionne en boucle ouverte est encore 
un cas particulier du problème général traité ici. 
  
)RUPXODWLRQGHVREMHFWLIVGHGLDJQRVWLF
Le problème de synthèse peut être représenté par le schéma fonctionnel de la figure 2.13. 












Le système )(θ3  est tel que les hypothèses de travail décrites dans les deux paragraphes 
précédents soient vérifiées, à savoir : )(θ3  est un modèle polytopique, quadratiquement 
stable et θ  est mesurable en temps réel et il évolue dans un polytope convexe. 
)(θ)  dénote le modèle LPV polytopique du filtre de diagnostic que nous recherchons. ]̂  est 
une estimation de ] telle que X0\0] 23 +=  où 40  et 50  sont des matrices de structuration 
de dimensions appropriées. 
 
Le problème revient à déterminer simultanément le filtre LPV polytopique )(θ)  et les 






\)X0\0]]U 89 )(ˆ θ  (2.60) 
tels que les spécifications énoncées en termes de robustesse vis à vis des perturbations et de 
sensibilité vis à vis des défauts, soient respectées Θ∈∀θ . Ce problème peut alors être 
représenté par le schéma bloc de la figure 2.14. 
 
















Pour formuler mathématiquement ces objectifs, nous allons utiliser la notion de performance 
quadratique de type + <  ou + = . 
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Le problème à résoudre devient : 

3UREOqPH















1γ HW 2γ VRQWGHVSDUDPqWUHVLPSRVpVSDUO¶XWLOLVDWHXU,OVWUDGXLVHQWUHVSHFWLYHPHQWOH
QLYHDXGHUREXVWHVVHGHUYLVjYLVGHVSHUWXUEDWLRQVHWGHVHQVLELOLWpGHUYLVjYLVGHV
GpIDXWVHWFH Θ∈∀θ          
 
Comme dans le cas LTI, la difficulté qui apparaît alors est l’ apparition de deux sortes de 
contraintes, une contrainte correspondant à un problème de minimisation (2.61) et une 
contrainte correspondant à un problème de maximisation (2.62). Le problème de minimisation 
peut-être résolu par l’ utilisation des techniques développées dans le paragraphe 2.3, puisque, 
comme on l’ a vu, la notion de performance + A  quadratique dans le cas des modèles 
polytopiques peut s’ écrire sous forme de LMI exprimée à chaque sommets du polytope. Par 
contre le problème de maximisation n’ est actuellement pas résolu dans un contexte LPV. 
Dans le paragraphe suivant, nous proposons une solution originale à ce problème. 
 
'HVFULSWLRQGHODSURFpGXUHGHV\QWKqVH
L’ idée principale de ce paragraphe est d’ écrire le problème de synthèse comme un problème 
d’ optimisation sous contraintes de type inégalité inférieure. Pour cela, la démarche consiste à 
transformer la contrainte inégalité supérieure en une contrainte fictive d’ inégalité inférieure. 
On montre qu’ en résolvant alors le problème fictif, on obtient une solution au problème de 
départ. Une fois cette contrainte transformée, nous pouvons utiliser les résultats du paragraphe 
2.3 pour écrire le problème sous la forme d’ optimisation convexe sous contraintes LMI (voir 
relation (2.28)). 
 




En utilisant les outils de l’ algèbre LFT (voir annexe B), le problème de la figure 2.14 peut se 

















En utilisant la définition de U (2.60) et la représentation d’ état de )(θ3 (2.52)-(2.55) (sous sa 
forme linéarisé), il est aisé de calculer l’ expression de U : 
 ( ) ( ) ( ) ( ) ]I'00G'00[&00]X




= θθθ (2.63) 
 
A partir de cette équation, on peut déduire la représentation d’ état de )(θ3  : 


























3  (2.64) 
 
Définissons à présent deux fonctions de pondération, : L  et :M , supposées inversibles, telles 
que : 
 1γ≤∞N:  (2.65) 
 2γ≥−O:  (2.66) 
: L  et :M traduisent respectivement les objectifs de robustesse vis-à-vis de G et de sensibilité 
vis-à-vis de I. Ainsi, on choisira : L  de type passe-bas lorsque par exemple, on juge que 
l’ énergie des perturbations est localisée dans les basses fréquences. Il en est de même pour les 
défauts quant au choix de :M . L’ hypothèse d’ inversibilité n’ est pas une limitation en soi, il est 
toujours possible d’ ajouter des zéros hautes fréquences pour rendre : L  et :M  inversibles. 
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où G~  est un signal fictif défini tel que G:G P ~1−= . 
 
Le lemme suivant permet de transformer la contrainte + Q  quadratique (2.62) en une contrainte 







γ 2 HW λ>
−
V: R



































3UHPLqUHSDUWLH Tout d’ abord il est nécessaire de vérifier l’ équation suivante : 

























































































La démonstration de l’ inégalité (2.69) est inspirée de (Rank et Niemann, 1999) où l’ idée 
principale est généralisée au cas LPV. 
 
Soit le signal U~  introduit dans la figure 2.16, i.e. 
 0
~ UUI:UU _ −=−=  (2.70) 
où :̀  est définit dans le lemme 2.1. Soit )(ωa b7 , )(
0
ωcd7  et )(~ ωcd7  les transferts fréquentiels 





























, Θ∈∀θ  (2.72) 
Les définitions de la norme 2 et de la norme 2 tronquée (voir annexe A) permettent d’ écrire : 
 

























































  (2.73) 
Soit encore en utilisant la relation de Parseval : 
 























































Enfin, en utilisant l’ équation (2.70), il est possible d’ écrire : 


























































Considérons maintenant la fonction de pondération :r  définie dans le lemme 2.1 Puisque :r  























































ww  (2.76) 



















, il est aisé de vérifier que la relation (2.69) est 
satisfaite. 

'HX[LqPHSDUWLH Puisque par construction λ>
−



















  (2.77) 

























  (2.78) 
Grâce à l’ utilisation de la définition de la norme 2 d’ un signal (voir annexe A), (2.78) peut 
s’ écrire : 


































































































































































inf  (2.82) 
Ce qui termine la démonstration.         
 
 
En intégrant les fonctions de pondération :  et :   dans le modèle )(θ3 , le problème de 
synthèse de )(θ)  peut se mettre sous la forme standard de la figure 2.17. 
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la représentation d’ état de : . En considérant la représentation d’ état de )(θ3  décrite par 






























































%$3  où les 
matrices )(

























































θθθ  (2.87) 
 
( ) ( )







































θθ  (2.88) 




( ) ( )













































'''  (2.89) 
 
A partir des résultats du lemme 2.1 (inégalité (2.68)) et de l’ inégalité (2.67), le problème de 
synthèse de )(θ) , 0̧  et 0 ¹  garantissant les performances en sensibilité et en robustesse du 
signal indicateur de défauts U vis-à-vis respectivement des défauts I et des perturbations G, 
peut s’ exprimer : 

3UREOqPH
8QH FRQGLWLRQ VXIILVDQWH SRXU TXH OH WULSOHW ( ))(,, θ)00 º» VRLW VROXWLRQ GX SUREOqPH





















            
Dans le paragraphe suivant, ce problème est résolu par l’ utilisation de techniques 
d’ optimisation convexe sous contraintes LMI. 
 
6\QWKqVHGXILOWUHGHGLDJQRVWLF/39
Considérons que les paramètres )(W¼θ  sont mesurés en temps réel. Si )(Wθ  prend ses valeurs 
dans une boite de ½5  avec pour sommets { }¾ ¿¿ 1=Π  où À1 2= , alors la matrice )(~ θ3  définie 
par (2.86)-(2.89) se situe dans un polytope de sommets )(








11 1,0,...)( ββββθ  (2.91) 







11 ÃÃ 333 Π++Π= ββθ  (2.92) 
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Les matrices de la représentation d’ état de )(θ) , )(θÄ$ , )(θÄ% , )(θÄ&  et )(θÅ'  se 





























En vertu des résultats du paragraphe 2.3, le filtre )(θ)  satisfait la contrainte (2.90) si et 




















ÍÉËÊ ÌÉËÊ ÌÉËÊ ÌÍÉËÊ Ì
γ
γ , 1L ,...,1=  (2.94) 
où { }ÎËÏ ÐÎËÏ ÐÎËÏ ÐÎËÏ Ð '&%$ ,,,  représente l’ évaluation à chaque sommet du polytope de 
{ })(),(),(),( θθθθ ÑËÒÑËÒÑËÒÑËÒ '&%$ , la représentation d’ état du transfert bouclé ( ))()(~ θθ )3 ∗ , cette 






























































































la représentation d’ état de )(~ θ3  où les matrices )(~ θ$ , )(~1 θ% , )(~2 θ% , )(~1 θ& , )(~11 θ' , )(~12 θ' , 
)(
~
2 θ& , )(~21 θ'  et )(~22 θ'  sont définies par les équations (2.86) à (2.89). 
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Par construction, on peut vérifier que 0)(~22 =θ' , 0)(~2 =θ%  et que )(~12 θ'  ne dépend pas de 
θ . Supposons que )(~2 θ&  et )(~21 θ'  ne dépendent pas de θ . Cette hypothèse est discutée dans 
la remarque 2.3. La représentation d’ état { })(),(),(),( θθθθ ÔËÕÔËÕÔËÕÔËÕ '&%$  de ( ))()(~ θθ )3 ∗  est 





































































































































































θθθ  (2.100) 







)( ''''' âãËä θθθ +=  (2.102) 
 
A la vue des matrices (2.99)-(2.102), le système de 1 inégalités (2.94) n’ est pas affine en les 
paramètres recherchés que sont ;, 0å , 0 æ  et les matrices de la représentation d’ état de )(θ) , 
{ })(),(),(),( çèçèçèçè '&%$ ΠΠΠΠ . Par conséquent, le problème (2.94) n’ est pas un problème 
convexe. Une analyse plus fine révèle qu’ il s’ agit en fait de 1 BMI. Le lemme suivant qui est 
une adaptation de celui présenté dans (Henry et Zolghadri, 2004) permet de résoudre ce 
problème. 




6RLW OD UHSUpVHQWDWLRQ G¶pWDW GH )(~ é3 Π  1L ,...,1=∀ GRQQpH SDU  pYDOXpH
HQ FKDTXH VRPPHW êΠ GX SRO\WRSHΘ  HW VRLW 1 ë  XQH EDVH RUWKRQRUPDOH GH O¶HVSDFH
QR\DXGH ( )212 ~~ '& $ORUVLOH[LVWHXQHVROXWLRQDXSUREOqPHVLHWVHXOHPHQWVLLO
H[LVWH GHX[PDWULFHV0ì  HW0 í  HW GHX[PDWULFHV 5 HW 6 V\PpWULTXHV GpILQLHV SRVLWLYHV





































































R ó$~  ô%1~  ô&1~ HW õ'11~ VRQW OHVPDWULFHV )(~ θ$  )(~1 θ%  )(~1 θ& HW )(~11 θ' GpILQLHVSDU OHV
pTXDWLRQVjpYDOXpHVjFKDTXHVRPPHWGXSRO\WRSH
            
3UHXYHGXOHPPH
Il a été montré dans (Apkarian HWDO, 1995) que résoudre la BMI (2.94) revient à résoudre le 
problème suivant (ceci peut être démontré en utilisant le lemme de projection) : 
Soit 1ö  et 1 ÷  respectivement les espaces noyaux des matrices ( )øø '% 122  et ( )212 '& , il existe 
un filtre )(θ)  et les matrices ;, 0ù  et 0 ú  qui respectent l’ inégalité (2.94) si et seulement si il 
existe deux matrices symétriques définies positives 5 et 6 qui satisfont le système de 1+ 














































γ , 1L ,...,1=  (2.106) 






















































Considérons maintenant les valeurs particulières des matrices %   et '   données par (2.86)-







0,1   (2.109) 
En remarquant que la deuxième colonne de 1  est nulle et à l’ aide de quelques manipulations 
algébriques, il peut-être vérifié que (2.106) peut s’ écrire comme (2.103), ce qui termine la 
démonstration.           
 
3URFpGXUHGHV\QWKqVH
On peut remarquer que γ  apparaît de façon linéaire dans les équations (2.103) et (2.105). Il 
est donc possible de déterminer à l’ aide d’ un solveur LMI la plus petite valeur de γ  
admissible. Le problème que l’ on résout alors est 
 γ		 








Les grandes étapes de la procédure de synthèse peuvent être résumées comme suit : 
• Résoudre le système de 1+ LMI (2.103)-(2.105). Les variables qui sont alors 
recherchées sont 5, 6, γ , 0  et 0  . 
• Calculer deux matrices inversibles 0 et 1 telles que : 
 56,01  −=  (2.111) 
 par une décomposition en valeurs singulières. 
• Déterminer la valeur de la matrice ; définie dans (2.94), puisque ; est l’ unique 
solution de l’ égalité : 
















• Enfin, connaissant la valeur de ;, l’ inégalité (2.94) devient une LMI qu’ il est alors 
possible de résoudre. 

5HPDUTXH
Si l’ hypothèse selon laquelle 2
~&  et 21~'  sont indépendants de θ , n’ est pas satisfaite, alors le 
problème de synthèse nécessite la résolution d’ un nombre infini de contraintes. Cette 
difficulté peut être contournée par un prefiltrage du vecteur des entrées de commande et du 
vecteur des sorties. Cette opération est représentée sur la figure 2.18. 
 













/  X~  
)LJXUH3UHILOWUDJHGHVHQWUpHVGHFRPPDQGHHWVRUWLHV
Ce prefiltrage s’ effectue avec un filtre possédant une dynamique élevée devant la bande 





















où les valeurs propres de la matrice $  sont très grandes. 

5HPDUTXH (conditionnement numérique) 
La recherche des matrices 0 et 1 de l’ équation (2.112) implique la décomposition en valeurs 
singulières de 56, − . Il peut donc être nécessaire dans certains cas de conditionner 
numériquement le problème afin d’ éviter que le produit 56 tende vers l’ identité. Pour 




5767   εεγ ++  (2.114) 
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où ε  et ε  sont des poids que l’ on fixe arbitrairement faibles. 
([HPSOHGHVLPXODWLRQ
L’ objet de ce paragraphe est d’ illustrer, à l’ aide d’ un exemple de simulation, la démarche de 
synthèse développée précédemment. Considérons un modèle du second ordre dont la 










10100))((θ  (1.115) 

































































On suppose que les perturbations affectant le système sont des bruits  d’ état (Z(W)) dont 
l’ énergie est concentrée autour de la pulsation VUDG /5,0 , et des bruits de mesure, noté Q(W). 
Le vecteur de perturbations G(W) est défini donc par ( ) QZG =  . On s’ intéresse à la 
détection d’ un défaut composant dont l’ effet se traduit par des variations basses fréquences du 
procédé. 
Le vecteur de paramètres )(Wθ  est supposé varier rapidement dans le temps à l’ intérieur du 
polytope convexe { }4)(2;4)(0;8)(5:)( 321 ≤≤≤≤≤≤=Θ WWWW θθθθ  de huit sommets, 
représenté sur la figure 2.19. 

)LJXUH5HSUpVHQWDWLRQGXSRO\WRSHFRQVLGpUp
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L’ évolution temporelle de )(1 Wθ  est représentée sur la figure 2.20.  











)LJXUH(YROXWLRQWHPSRUHOOHGH )(1 Wθ 
Ces variations sont choisies très rapides, de façon à mettre en évidence la capacité de la 
synthèse à les prendre en compte. De prime abord, ces variations peuvent sembler irréalistes. 
Mais encore une fois, ce cas extrême nous semble intéressant à étudier pour pousser les 
limites de la méthodologie et pour montrer que ces variations sont parfaitement prises en 
compte par la méthode de DLD. )(2 Wθ  et )(3 Wθ  suivent une évolution au cours du temps 
semblable à )(1 Wθ . 
De plus, on suppose que le système fonctionne en boucle fermée sous l’ action d’ un correcteur  
. de type retour d’ état (correcteur LQ) calculé sur la base du modèle (1.115). 

)RUPXODWLRQGHVREMHFWLIVGHV\QWKqVH
Conformément à la méthodologie développée précédemment, le modèle polytopique ))(( W3 θ  






















θ  (2.117) 
Le problème de synthèse est ainsi posé conformément au schéma bloc de la figure 2.13 où 
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\)X0\0U  )(θ  (2.120) 

0LVHVRXVIRUPHVWDQGDUG
En utilisant les outils de l’ algèbre LFT (voir annexe B), le problème de synthèse peut être 
































W3   ! 
θ
θ  (2.121) 
 
Compte tenu de la définition de G(W), la pondération : "  est choisie comme ( )#$% ::GLDJ: ,=  
où : &  est la pondération relative au bruit d’ état et : '  celle relative au bruit de sortie. Compte 













S: ** γ  (2.123) 
Le zéro « hautes fréquences » de : &  est introduit pour rendre : " inversible. 
+
1γ  et 
,
1γ  sont des coefficients introduits respectivement pour régler le niveau de robustesse 
du filtre de diagnostic vis-à-vis du bruit d’ état et du bruit de mesure. 
 






+= γ  (2.124) 
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où 2γ  est un coefficient réglable par l’ utilisateur. Il permet de régler le niveau de sensibilité 











 avec 21 γλ += . 
 
6\QWKqVHGXILOWUHHWGHVPDWULFHVGHVWUXFWXUDWLRQ
La méthode explicitée dans le paragraphe 2.4.3 est alors employée pour synthétiser le filtre 
)(θ)  ainsi que les matrices de structuration 01  et 0 2 . Pour ce faire, on forme le système des 
1712 =+1  LMI mises en jeu dans le lemme 2.2. Le problème d’ optimisation est résolu à 
l’ aide du solveur numérique SDPT35. A l’ issu de la procédure, on obtient 
 [ ]0315,00012,0≈30 , 872,2−≈40 , 102 =γ , 21 =
5
γ , 1,01 =
6
γ  (2.126) 
où 71γ , 81γ  et 2γ  sont obtenus suivant la démarche itérative suivante : dans un premier temps, 
1γ , 81γ  et 2γ  sont fixés arbitrairement. Puis le problème d’ optimisation explicité dans la 
remarque 2.4 est alors résolu à l’ aide su solveur SDPT3. Si 1<<γ  alors on augmente 1γ  
et/ou 81γ  et/ou 2γ . Par contre, si 1>γ , alors les niveaux de performances spécifiés ne sont 
pas atteignables. On réduit alors la valeur numérique de 1γ  et/ou 81γ  et/ou 2γ . La procédure 
s’ arrête lorsque l’ on arrive à un compromis (si compromis il y a, sinon le problème reste 
trivial) robustesse/sensibilité jugé acceptable. 
Les filtres LTI )( 9) Π , 8,...,1=L , sont alors calculés à chaque sommet 9Π , 8,...,1=L  du 
polytope Θ  utilisant la méthode de synthèse explicitée dans le paragraphe 2.4.3.2 du chapitre 
2. Le filtre LPV ))(( W) θ  est ensuite calculé connaissant )( 9) Π , 8,...,1=L  à l’ aide des 
coordonnées barycentriques du polytope Θ  conformément à la décomposition (2.91). 
 
La figure 2.21 représente le comportement fréquentiel des filtres de diagnostic évalués à 
chaque sommet du polytope. 
                                                 
5 Ce solveur posséde, parmi de nombreux autres, de bonnes propriétés de robustesse numérique et de rapidité de 
convergence. Voir « http://plato.asu.edu/dimacs/ »  





Sur la figure 2.21, les tracés fréquentiels des filtres forment une enveloppe. Quelle que soit la 
valeur de )(Wθ  évoluant dans le polytope Θ , le comportement fréquentiel du filtre obtenu se 
trouve à l’ intérieur de cette enveloppe. 
 
Les résultats des simulations temporelles sont donnés sur la figure 2.22. Le défaut a été 
introduit à l’ instant VW 500= . Comme on peut le constater, le défaut peut être facilement 
détecté. 











Situation sans défauts 

)LJXUH(YROXWLRQWHPSRUHOOHGXVLJQDOLQGLFDWHXUGHGpIDXWV
Comme nous pouvons le constater sur cette figure, on distingue bien les deux situations, 
malgré les variations extrêmement rapides des trois paramètres. Cet exemple simple illustre 
bien les aspects saillants de la méthode de synthèse proposée. 
 
Dans le chapitre suivant, nous développons davantage les points caractéristiques de la 
procédure sur un système physique. 
G%  




Dans ce chapitre, nous avons présenté une méthodologie générale de synthèse de filtres de 
diagnostic pour les systèmes pouvant être modélisés sous forme LPV polytopique. Après 
avoir présenté les techniques pour la construction et la réduction des polytopes, nous avons 
développé pas à pas la méthodologie de synthèse, en partant des travaux antérieurs qui ont été 
effectués au LAPS dans le cadre LTI. Nous avons mis en évidence le rôle central de la norme 
/2-induite pour la formulation mathématique du problème de synthèse. Dans cette 
méthodologie, les paramètres de réglage restent les différentes fonctions de pondération, (::  
et : ; ). Les matrices de structuration, 0 <  et 0=  sont optimisées lors de la synthèse. Le 
régulateur (LPV ou LTI) quant à lui est intégré dans la formulation du problème de synthèse, 
ce qui confère un caractère générique et transportable à la méthode. Notons que, comme dans 
le cas LTI, il est important de proposer au concepteur des lignes de conduite pour le choix des 
paramètres de synthèse de haut niveau qui sont : ;  et :: . Ceci dit, ces choix dépendent 
fortement de la spécificité du problème de diagnostic considéré, c'est à dire des perturbations 
mises en jeu, le cahier des charge de surveillance, la robustesse espérée, …  et il est illusoire 
d’ espérer de les systématiser. C’ est finalement cette dimension qui représente le savoir faire 
du concepteur dans la méthodologie.  
 
Dans le chapitre suivant, nous nous intéressons au problème de diagnostic d’ un système 
industriel, le circuit secondaire de la centrale nucléaire du Blayais. Ce système se prête 
particulièrement bien à une modélisation LPV polytopique. Les résultats que nous présentons 
sont des résultats de simulation obtenus à partir de données expérimentales prélevées lors 
d’ un arrêt de la quatrième tranche de la centrale nucléaire pour une opération de maintenance 
(novembre 2002). Nous montrerons à travers cette application, l’ intérêt et la puissance de la 
méthode proposée dans ce chapitre. 

















Mise en œuvre sur le circuit 
secondaire d’une centrale 
nucléaire





Ce chapitre est consacré à la mise en œ uvre de la méthode de diagnostic développée dans le 
chapitre précédent sur le circuit secondaire d’ une centrale nucléaire. La centrale qui fait 
l’ objet de cette étude est la centrale nucléaire du Blayais. Dans un premier temps, nous allons 
présenter le circuit secondaire, sa modélisation et la problématique de diagnostic. Nous 
présentons ensuite un modèle de connaissance décrivant les phénomènes chimiques mis en 
jeu et nous montrons que ce système relève d’ une modélisation LPV. Nous appliquons 
finalement la démarche développée au chapitre précédent sur ce modèle LPV et présentons 
quelques résultats de simulation pour le cas des défauts capteurs. 
3UpVHQWDWLRQGXFLUFXLWVHFRQGDLUH
La centrale nucléaire du Blayais est une centrale de type REP (Réacteur à Eau Pressurisé). 
Elle comporte quatre réacteurs de 900 MW. Comme son nom l’ indique, elle possède un grand 
nombre de circuits hydrauliques et par conséquent, la corrosion est un problème majeur dans 
ce type de centrales. L’ eau, joue le rôle de fluide thermodynamique pour transformer la 
chaleur en énergie mécanique. Elle joue aussi un rôle oxydant particulièrement important sur 
l’ ensemble des matériaux métalliques utilisés dans les circuits. L’ annexe D présente le 
schéma de principe du circuit secondaire. 
 
Le S+ du circuit secondaire, légèrement alcalin, est défini de manière à obtenir une corrosion 
réduite des matériaux présents dans le circuit eau vapeur (alliages cuivreux, aciers au carbone, 
aciers inoxydables) et en outre afin de minimiser le transport des produits de corrosion vers 
les générateurs de vapeur, qui donnent lieu à des dépôts où la corrosion peut se produire. 
 
Pour lutter contre la corrosion, la démarche utilisée consiste à injecter un réducteur, 
l’ hydrazine, dans le circuit secondaire, ce qui permet de réaliser deux fonctions de protection 
contre la corrosion : en premier lieu, en établissant les oxydes protecteurs et en les rendant 
moins solubles, on protège l’ acier des conduites. Ensuite, en minimisant la solubilité des 
oxydes, on minimise le transport des produits de corrosion vers les générateurs de vapeur, ce 
qui permet de diminuer les dépôts d’ oxyde et donc les risques de surchauffe. L’ élimination de 
l’ oxygène se fait par un dégazage au condenseur (voir l’ annexe D). L’ oxygène dissout 
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résiduel est éliminé également par l’ hydrazine. Ainsi, l’ hydrazine intervient de nombreuses 
manières dans la protection du circuit secondaire contre la corrosion : élimination de 
l’ oxygène dissout résiduel, maintien d’ un milieu peu réducteur, en limitant sa concentration et 
ajustement du S+ par un apport d’ ammoniaque. 
Ces différents objectifs sont parfois contradictoires, c'est-à-dire qu’ il est parfois nécessaire 
d’ augmenter la concentration d’ hydrazine dans le circuit secondaire pour maintenir le S+, par 
contre, il faut limiter en même temps la concentration d’ hydrazine minimale pour maintenir 
un milieu peu réducteur et donc stabiliser les oxydes protecteurs (Marshall, 2002). 
 
Le S+ du circuit secondaire est défini et imposé par les normes nationales et européennes : il 
doit être compris entre 9,24 et 9,76 (norme ISO-14253-1). 
 
Récemment, et en collaboration avec le LAPS, (Marshall, 2002) a mis au point un système de 
commande adaptative pour le controle du S+ et des paramètres chimiques qui participent au 
maintien des conditions de corrosion minimum dans le circuit secondaire. Cette commande a 
été effectivement implantée avec succès sur une période de plusieurs jours à la centrale du 
Blayais (premier réacteur). Les résultats, très prometteurs, ont incité les autorités à envisager 
la généralisation à l’ ensemble du parc nucléaire français. Les données utilisées par (Marshall, 
2002) pour réaliser ces travaux ont été prélevées lors d’ un arrêt de la quatrième tranche pour 
une opération de maintenance en novembre 2002  qui a duré plusieurs jours. Ce sont ces 
données expérimentales que nous utilisons pour réaliser les simulations temporelles dans ce 
chapitre. 
 
Le circuit secondaire est équipé de deux capteurs, un capteur d’ hydrazine et un capteur de S+. 
Le cahier des charges en surveillance que nous nous sommes fixés est de détecter et d’ isoler 
un défaut qui affecterait l’ un de ces capteurs, et ceci en dépit des changements de 
comportement dynamique provoqués par des variations paramétriques, les perturbations 
environnementales et les bruits d’ instrumentation. 
 
La première étape de l’ étude est bien entendu la modélisation du système. Une première étude 
des équations différentielles décrivant le comportement du circuit secondaire, révèle que 
certains paramètres varient dans le temps. En particulier, un de ces paramètres (le débit 
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d’ extraction d’ eau du condenseur, paramètre mesuré) varie rapidement au cours du temps, ce 
qui motive et légitime une modélisation LPV par la suite. Certains paramètres du modèle 
variants dans le temps ne sont pas mesurables. Nous appliquons une procédure d’ estimation 
paramétrique pour estimer ces paramètres, lors d’ un cycle de fonctionnement normal. Ces 
valeurs sont alors injectées dans le modèle pour la surveillance. Dans le paragraphe suivant, 
nous allons tout d’ abord décrire les phénomènes physiques intervenant dans le 
fonctionnement du circuit secondaire. 
0RGpOLVDWLRQGXFLUFXLWVHFRQGDLUH
Nous venons de le voir, pour minimiser la corrosion du système, on doit maîtriser le S+, la 
concentration d’ oxygène et maintenir un milieu peu réducteur. Le S+ est contrôlé par 
l’ injection d’ hydrazine (1 > + ? ) qui sous l’ action de la chaleur croissante dans le circuit 
secondaire et dans le générateur de vapeur se transforme en ammoniaque (1+ @ ). Cette 
réaction chimique s’ écrit: 
 2342 43 11++1 +→  (3.1) 
L’ évolution temporelle de la concentration d’ hydrazine est représentée sur la figure 3.1 pour 
la période de dix jours correspondant à l’ arrêt de la quatrième tranche. 





















La présence d’ oxygène dans le circuit secondaire est liée à des problèmes d’ étanchéité qui 
sont localisés au niveau du condenseur (joints, presse étoupe de vannes, pompes, etc.… ). Pour 
éliminer cet oxygène, on procède à un dégazage et à un apport d’ hydrazine. La réaction 
chimique mise en jeu dans cette phase est 
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 22242 2 12+2+1 +→+  (3.2) 
qui montre bien, que l’ apport d’ hydrazine permet de réduire la présence d’ oxygène dans le 
circuit. 
 
L’ évolution de la concentration d’ hydrazine dans le condenseur se traduit par l’ évolution de 
son nombre de moles dans le circuit secondaire. Elle s’ écrit de la façon suivante : 
 






4242 +−==  (3.3) 
où Q représente le nombre de moles, [ ]42+1  la concentration d’ hydrazine en moles/litres, 
4 LNMPO  le débit d’ extraction d’ eau du condenseur en litres/secondes, 9 le volume d’ eau du 
circuit secondaire en litres (supposé constant) et 4 QSR T  le débit d’ injection d’ hydrazine en 
litres/secondes. [ ]ACB D+1 42  représente la concentration d’ hydrazine présente dans le bac de 
préparation. Le produit [ ]ACB DACB D +14 42  représente donc la quantité d’ hydrazine injectée dans 
le circuit secondaire et représente le signal de commande que l’ on note X(W). En réalité la 
réaction chimique liée à l’ injection d’ hydrazine pure présente un retard de V560=τ . Le 
produit [ ]ACB DACB D +14 42  peut être représenté par le signal de commande )( τ−WX . Le principe 
de fonctionnement est illustré sur la figure 3.2. 
 
Hydrazine pure 
injectée dans le 
bac de préparation 
sous forme de 
poudre 
[ ]UCV WUCV W +14WX 42)( =  
Bac de préparation 

)LJXUH6FKpPDGHSULQFLSHG¶LQMHFWLRQG¶K\GUD]LQHGDQVOHFLUFXLWVHFRQGDLUH
L’ évolution temporelle de )(WX  est illustré sur la figure 3.3. 
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Le S+ du condenseur est ajusté par la concentration d’ ammoniaque qui résulte d’ une réaction 
chimique liée à la présence d’ hydrazine (voir (3.1)). Le S+ est lié à la concentration 
d’ ammoniaque via la relation suivante 
 [ ] [ ]{ } XIYZ\[] Q0R.1+./RJS+ +++= 35,014  (3.5) 
où [ ]31+  représente la concentration d’ ammoniaque en moles/litres, [ ]^0  la concentration 
de morpholine en moles/litres, . _  et .̀ba  les constantes de basicité respectives de 
l’ ammoniaque et de la morpholine ( 510.7458,1 −=c.  et 610.126,3 −=d\e. ). La morpholine 
est une base simple préalablement injectée dans le circuit qui assure un S+ nominal de 9,2 au 
circuit secondaire. Le S+ de moindre corrosion est de 9,6. Les évolutions temporelles du S+ 
et de la concentration d’ ammoniaque, durant la période d’ essai, sont représentés sur la figure 
3.4. 
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A l’ inverse de l’ hydrazine, l’ ammoniaque ne se transforme pas en un autre composé 
chimique. L’ évolution de la concentration en ammoniaque est fonction des pertes et des 
apports dans le circuit. Sachant que ces pertes dépendent du débit d’ extraction des gaz 
incondensables, de la température de l’ eau de la Gironde, de l’ usure des résines cationiques, 
des fuites du circuit secondaire, du débit des purges et des activités des équipes de conduite, il 
est difficile de les estimer de manière déterministe. Quel que soit le type de pertes, elles sont 
proportionnelles à la concentration d’ ammoniaque : 
 [ ]31+fPgCh i gkj β=Φ  (3.6) 
Le paramètre β  n’ étant pas connu, il est estimé à partir des mesures réalisées sur le circuit 
secondaire à l’ aide d’ une procédure d’ estimation paramétrique. Les résultats obtenus sont 
illustrés sur la figure 3.5. Ces derniers montrent un paramètre β  relativement constant pour 
l’ ensemble des données que nous utilisons ( 24≈β ). Dans toute la suite du chapitre, nous 
considérons donc que 24=β . 
















L’ apport d’ ammoniaque provient de la décomposition d’ hydrazine en ammoniaque. Nous 
faisons ici l’ hypothèse que l’ hydrazine qui passe par le circuit vapeur est totalement 
décomposée en ammoniaque en sortie de ce circuit. L’ hydrazine utile à la formation 
d’ ammoniaque est l’ hydrazine extraite du condenseur à laquelle on retranche la part qui se 
combine à l’ oxygène dissout. D’ après les équations (3.1) et (3.2), on en déduit l’ apport 
d’ ammoniaque provenant de la transformation de l’ hydrazine : 
 [ ] [ ]( )2423
4 24+14 lGmInlGmIno pqpPrqs t −=Φ  (3.7) 
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D’ après les équations (3.6) et (3.7), on peut décrire l’ évolution de la quantité d’ ammoniaque 
par la différence entre l’ apport et les pertes : 
 




GQ uGvIwuGvIwxPyCz { yk|} xqxP~qz { β−−=Φ−Φ==  (3.8) 
 
Reprenons maintenant les équations (3.3) et (3.8). En définissant l’ état [ comme étant 
constitué des concentrations d’ ammoniaque et d’ hydrazine, soit [ ] [ ]( )
+11+[ 423= , on 
peut écrire le modèle d’ état suivant, décrivant le comportement dynamique des réactions 



























































































42 Q  représente le bruit de mesure du capteur d’ hydrazine. 3Q  est l’ image du bruit du 
capteur de S+ via la relation (3.5). En effet, on peut remarquer que la relation qui lie la 
concentration d’ ammoniaque au S+ est purement statique (voir (3.5)), elle n’ influence donc 
pas la dynamique du système. Nous considérons par la suite que tout se passe comme si nous 
avions accès à l’ information concentration d’ ammoniaque au travers d’ un capteur 
d’ ammoniaque. Les caractéristiques de 
3
Q  peuvent se déduire du bruit de mesure du capteur 
de S+ ( IQ ) au travers de la relation suivante, qui est l’ inverse de (3.5) : 
 [ ]











Le paramètre )(W4GI  varie comme représenté sur la figure 3.6. Ses variations sont comprises 
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Les défauts auxquels nous nous intéressons sont les défauts de type biais et/ou dérive sur les 
capteurs de S+ et d’ hydrazine. En d’ autres termes, nous focalisons notre étude sur les défauts 
ayant un comportement basses fréquences. La relation entre la mesure de S+ et la mesure 
d’ ammoniaque étant purement algébrique, les défauts affectant le capteur de S+ sont transmis 
de façon statique sur la mesure d’ ammoniaque. Ceci conduit au modèle d’ état suivant 















































































































¢£I  représente les défauts capteur d’ ammoniaque et 
42 ¤¥I  les défauts capteur d’ hydrazine. 

















































































































  (3.13) 
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avec 1097)()(878 ≤=≤ W4W ¦G§I¨θ . 
En réalité nous devons tenir compte du retard τ  dans la construction de )(θ* . Pour cela, ce 
retard sera approximé à l’ aide d’ une approximation de Padé au premier ordre. Par abus de 
notation, nous continuerons à noté )(θ* , le modèle obtenu. 
6\QWKqVHG¶XQILOWUHGHGpWHFWLRQLVRODWLRQ/39
Nous abordons maintenant le problème de synthèse proprement dit. Afin d’ isoler de façon 
unique les défauts considérés, nous allons synthétiser deux filtres générant un signal 
indicateur de défaut chacun. Le filtre ))((1 W) θ  génère le signal )(1 WU  et ))((2 W) θ  génère le 
signal )(2 WU  tel que : 
- )(1 WU  doit être sensible au défaut 3©ªI  et robuste vis-à-vis des perturbations et du 
défaut 
42 «¬I . 
- )(2 WU  doit être sensible au défaut 42 «¬I  et robuste vis-à-vis des perturbations et du 
défaut 
3
¬ «I . 
 
Ainsi, nous considérons un modèle du système différent pour chaque filtre à synthétiser. Pour 













































































































































où [ ][ ]¯°±°±±° IQQ2G
4242321
= . Pour la synthèse du filtre )(2 θ) , nous considérons le 
modèle suivant 




















































































































































Conformément à la méthodologie développée dans le chapitre deux, nous allons construire 
pour chacune des synthèses des deux filtres, deux modèles polytopiques ))((1 W3 θ  et ))((2 W3 θ  
comme illustré sur la figure 2.11 du chapitre 2. 
 
Ici, le polytope { }1097)(878: ≤≤=Θ Wθθ  est un simple segment puisqu’ il n’ existe qu’ un 
seul paramètre variant dans le temps. 
 
En reprenant le raisonnement développé dans le paragraphe 2.4.1, les modèles ))((1 W3 θ  et 
























































































































































































































































































































où [ ][ ]»¼½¼½½¼ IQQ2XG
4242321




Le problème de synthèse se pose alors comme illustré sur le schéma de la figure 3.7 ( ÁI  
représentant 
3
ÂÃI pour 1=L  et 
42 ÄÅI pour 2=L ) où l’ objectif est de déterminer les solutions 











































































En utilisant les outils de l’ algèbre LFT, les problèmes de synthèse illustrés sur la figure 3.7 
peuvent se représenter sous la forme standard illustrée sur les schémas de la figure 3.8. 
 












))((1 W3 θ  
 
))((2 W) θ  
2G  

















































































































































θ  (3.21) 
où 
11
ã0  et 
21
ä0  sont les deux composantes de 1å0  et 12æ0  et 22ç0  sont les deux 
composantes de 2è0 . 
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Nous allons à présent donner les critères et les lignes de conduite pour le choix des différentes 
fonctions de pondération permettant de formuler les objectifs de robustesse et de sensibilité 







42 ïðñ:  telles que 11 1
~ G:G ò= , 22 2
~ G:G ò= , 
333
~ óôõóô I:I öí÷=  et 
424242
~ øùúøù I:I ûü=  où 
1
~G , 2~G , 1~I  et 2~I  sont des signaux fictifs introduits pour mettre à l’ échelle le problème de 
synthèse. 
 
Sachant que G1 et G2 sont définis par [ ][ ]ýþÿþÿÿþ IQQ2XG
4242321
=  et 
[ ][ ]  IQQ2XG
342322
= , les pondérations 
1
:  et 
2
:  sont choisies de la façon 
suivante : 
 [ ] [ ]( )4242321 ,,,, 	
 :::::GLDJ:  =  (3.22) 
 [ ] [ ]( )342322 ,,,,  :::::GLDJ:  =  (3.23) 
Les fonctions de pondération : , [ ]2: , 3 : , 42 : , [ ]42 :  et [ ]3:  permettent de 
formuler séparément les objectifs de robustesse vis à vis de X, [ ]22 , 3 Q , 42 !"Q , 42 !"I  et 
3
"!I . Ces fonctions vont être définies en fonction de la répartition énergétique des différents 












Densite spectrale de puissance de u(t) 
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En appliquant le théorème de factorisation spectrale, )(WX peut être modélisé, en première 
approximation, comme la sortie d’ un modèle du second ordre, attaqué par un bruit blanc. %:  











+=  (3.24) 
'γ  est un coefficient introduit pour régler le niveau de robustesse des filtres de diagnostic vis-
à-vis de )(WX . Sa valeur a été déterminée itérativement selon la procédure explicité dans le 
paragraphe 2.5 à 40 . τ  est un mode « hautes fréquences » introduit pour rendre ':  
inversible, et (τ  est estimée d’ après le tracé de )(ω)$)Φ  à V* 310.7,1≈τ . Le tracé de )( ωM:+  
est représenté sur la figure 3.9. 
 
Les autres pondérations sont déterminées en employant une démarche analogue. Sur la figure 
3.10, est représentée l’ évolution temporelle de la concentration d’ oxygène [ ] )(2 W2 . 
L’ évolution de la densité spectrale de puissance [ ][ ] )(22 ω,,Φ  est illustré sur la même figure. 



































Densite spectrale de puissance
de [O2](t)                    
Diagramme de gain de W
[O2]

)LJXUH'pWHUPLQDWLRQGH [ ]2-: 
On peut remarquer d’ une part que l’ énergie de [ ] )(2 W2  est répartie dans les basses fréquences 
et que d’ autre part, il existe un certain regain d’ énergie dans les hautes fréquences. Ceci nous 
conduit à définir la pondération [ ]2-:  de la façon suivante : 
















=  (3.25) 




/γ  est un coefficient permettant de régler le niveau de robustesse des deux filtres de 
diagnostic vis-à-vis de la concentration d’ oxygène [ ]22 . Encore une fois, [ ]2/γ  a été déterminé 
de façon itérative ( [ ]
310.5
2
−=0γ ). [ ]1 21τ  et [ ]
2
2
1τ  sont estimées approximativement à partir du 
tracé de [ ][ ] )(22 ω22Φ  à [ ] V3 21 102 =τ  et [ ] V3 42 102 =τ . Le tracé de [ ] )(2 ωM: 4  est représenté sur la 
figure 3.10. On peut remarquer que [ ] )(2 S: 5  traduit correctement la répartition énergétique de 
[ ] )(2 W2 . 
 
Une démarche similaire peut être appliquée pour déterminer 
3
6879:  et 
42 :;<:  traduisant les 
objectifs de robustesse vis-à-vis des bruits des capteurs. Les tracés de )(ω=$=Φ , [ ][ ] )(33 ω>?>?Φ  































pulsations (en rad/s) 
)LJXUHGpWHUPLQDWLRQGH
42 @AB: HW 3C8DE: 
Nous observons sur la figure 3.11, qu’ à partir d’ environ VUDG /10 2− , le signal de commande 
ne possède plus d’ énergie. A contrario, on observe un regain d’ énergie sur [ ]31+  à partir de 
cette même pulsation. Il est alors raisonnable d’ attribuer ce regain d’ énergie à la présence du 
bruit du capteur. 
3








S: F8GF8G HH  (3.26) 
où 1ω  et 2ω  sont des pulsations choisies de telle façon que )(3 ωM: I8JK  couvre les pulsations 
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objectifs de robustesse des filtres de diagnostic vis-à-vis du bruit de mesure. Il est choisi égal 
à 10 . 
Un raisonnement analogue est appliqué pour le choix de 
42 UVW: . Les tracés de 
)()(
423
ωω M:M: XYY X ZZ =  sont représentés sur la figure 3.11. 
 
Les pondérations [ ]3[\:  et [ ]42 ]^:  ont la structure suivante : 








+=  (3.27) 








+=  (3.28) 
Les coefficients [ ]42 cdγ  et [ ]3efγ   permettent de fixer le niveau de robustesse de ))((1 W) θ  et  
))((2 W) θ  vis-à-vis des défauts capteurs. Les meilleurs résultats ont été obtenus pour : 
[ ] 5042 =ghγ  et [ ] 503 =ijγ . Les constantes de temps 3klτ  et 42 mnτ  sont fixées à V310.1 . τ  est 
une constante de temps hautes fréquences introduite pour rendre [ ]3op: , [ ]42 qr:  inversibles. 
 
Enfin, les deux dernières pondérations sont 
3
s8tu:  et 
42 vwx:  qui traduisent les objectifs de 
sensibilité. Compte tenu de la classe des défauts considérés (comportement basses 
fréquences), 
3
s8tu:  et 

















=  (3.30) 
Les coefficients 12γ  et 
2
2γ  permettent de fixer le niveau de sensibilité des filtres vis-à-vis des 
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Finalement, le problème de synthèse fictif illustré sur le schéma de la figure 3.12 est formulé 
conformément au schéma de la figure 2.16 du chapitre 2 ( I  représentant 
3
I lorsque 1=L  et 
42 I lorsque 2=L ). 
 










U  :  G
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U~  + 
- 
:  
))(( W3 θ  

)LJXUH3UREOqPHGHV\QWKqVHILFWLIGXILOWUH ))(( W) θ 
Les deux matrices de transfert 
1
:  et 
2













:  où 121 1 γλ +=  et −− = 242
2
2
2  ::  λ
γ
, 22 λ>−:  où 
2
22 1 γλ += , 3111
~  ¡¢ I:UU −=  
et 
42222
~ £¤¥ I:UU −= . 
 
En utilisant le lemme 2.1 du chapitre 2, et en intégrant ¦§:  et ¦:̈  dans ))(( W3© θ  pour 2,1=L , 





















































A ce stade, il faut former le système des 512 =+1  LMI mises en jeu dans le lemme 2.2. 
Pour chacune des synthèses, la valeur de γ  est minimisée conformément à la remarque 2.4 du 
chapitre 2. Le problème d’ optimisation est résolu à l’ aide du solveur numérique SDPT3, qui a 
montré de très bonnes propriétés numériques dans cette étude (voir 
http://plato.asu.edu/dimacs/). 
 
Les valeurs minimales de γ  obtenues sont de 999,0=γ  pour le premier filtre et 692,0=γ  
pour le second. D’ après le lemme 2.2, les filtres synthétisés respectent les contraintes de 
robustesse, ainsi que les contraintes de sensibilité recherchées vis-à-vis des défauts capteurs. 
 
Les filtres LTI )(1 ®) Π  et )(2 ¯) Π , 2,1=L , sont alors calculés à chaque sommet °Π , 2,1=L  du 
polytope Θ  utilisant la méthode de synthèse explicitée dans le paragraphe 2.4.3.2 du chapitre 
2. Les filtres LPV ))((1 W) θ  et ))((2 W) θ  sont ensuite calculés connaissant )(1 ±) Π  et )(2 ²) Π , 
2,1=L  à l’ aide des coordonnées barycentriques du polytope Θ  conformément à la 
décomposition (2.91). 
 
La figure 3.13 représente le comportement fréquentiel de ))((1 W) θ  et ))((2 W) θ  pour les valeurs 
de )(Wθ  mesurées (voir figure 3.6). 

)LJXUH7UDFpIUpTXHQWLHOGHVILOWUHVSRXUGLIIpUHQWHVYDOHXUVGH )(Wθ 
G%  G%  
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Afin d’ analyser plus en détails les résultats de synthèse obtenus, les gains principaux des 
différents transferts bouclés [ ] )(2 S7 ³´ µ , )(3 S7 ¶8·¸ ¹º , )(42 S7 »¼½ ¾¿ , )(3 S7 À8ÁÂ ÃÄ  et )(42 S7 »¼½ Å¿ , 2,1=L  





− ÊËÌ: , 1
42
− ÊËÍ:  et 1
3
−Ë ÊÍ:  sur les 
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On constate que pour les deux filtres, 
 [ ]( ) [ ] )()( 122 ωωσ M:M7   −< , 2,1,, =Θ∈∀∀ Lθω  (3.33) 
 ( ) )()( 1
33
ωωσ M:M7 		
  −< , 2,1,, =Θ∈∀∀ Lθω  (3.34) 
 ( ) )()( 1
4242
ωωσ M:M7   −< , 2,1,, =Θ∈∀∀ Lθω  (3.35) 
ce qui confirme le respect des spécifications de robustesse. D’ autre part, sur les figures 3.18, 
on remarque également que 
 ( ) )()(
331
ωωσ M:M7 		  < , Θ∈∀Ω∈∀ θω ,  (3.36) 
 ( ) )()(
42422
ωωσ M:M7   < , Θ∈∀Ω∈∀ θω ,  (3.37) 
ce qui illustre bien que les performances en termes de sensibilité sont atteintes sur la zone de 
fréquences Ω  spécifiée. 
De plus, l’ écart entre les tracés des (.)/(.) σσ  des différents transferts bouclés et des objectifs 
de synthèse, montre que le filtre ))((1 W) θ  est peu conservateur, alors que le filtre ))((2 W) θ  
l’ est davantage. 
6LPXODWLRQVWHPSRUHOOHV
Finalement les deux filtres de diagnostic sont implantés dans le simulateur du circuit 












\)X0\0U  )(2222 θ  (3.40) 
Le scénario simulé est le suivant : un défaut de type capteur d’ ammoniaque est généré 
pendant cinq heures à partir de l’ heure 80  et un défaut de type capteur d’ hydrazine est généré 
ensuite pendant cinq heures à partir de l’ heure 120. Les figures 3.19 et 3.20 illustrent 
l’ évolution temporelle des résidus U1 et U2 en fonctionnement normal et défaillant. 
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Situation sans défauts 
Défaut capteur d'ammoniaque 
Défaut capteur d'hydrazine 

)LJXUH(YROXWLRQWHPSRUHOOHGXUpVLGXU  












Situation sans défauts 
Défaut capteur ammoniaque 




On constate que, conformément à la stratégie d’ isolation mise en place, lorsqu’ un défaut de 
type capteur d’ hydrazine survient, il apparaît sur le résidu U2, le résidu U1 restant bien 
insensible à ce type de défaut. Au contraire, lorsqu’ un défaut de type capteur d’ ammoniaque 
se produit, le résidu U2 reste insensible à celui-ci alors qu’ il affecte le résidu U1.  
&RQFOXVLRQ
Dans ce chapitre, nous avons appliqué la méthodologie de synthèse développée au chapitre 
deux au cas du circuit secondaire d’ une centrale nucléaire. Une étude des phénomènes 
physico-chimiques mis en jeu, a permit d’ établir les équations différentielles décrivant le 
fonctionnement dynamique de ce système. La présence d’ un paramètre mesuré, variant 
rapidement dans le temps, a suggéré une modélisation LPV. Dans le but de mettre en place 
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une stratégie d’ isolation, deux filtres de détection ont été synthétisés. Nous avons décrit, pas à 
pas, toutes les grandes étapes de synthèse et nous avons expliqué le choix des paramètres de 
synthèse. Les résultats obtenus sont tout à fait satisfaisants en termes de détection et 
d’ isolation, et montrent l’ efficacité de la méthode. 






Ce travail de recherche a porté sur la synthèse de filtres de diagnostic robustes pour les 
systèmes pouvant être caractérisés par des modèles LPV. Son objectif a été de proposer une 
méthodologie permettant d'étendre et de généraliser au cas LPV, les résultats antérieurs en 
synthèse robuste de filtres de DLRD basés sur l'utilisation des normes induites pondérées dans 
le cadre des modèles LTI. 
 
Dans le premier chapitre, nous avons présenté une synthèse des différentes techniques et 
méthodes de diagnostic à base de modèles, dans le cadre LTI ou à base de modèles LPV. Ce 
chapitre avait pour objectif de préciser les hypothèses de travail en se basant sur une analyse 
critique des méthodes existantes dans la littérature. Nous avons mentionné, en particulier, les 
travaux menés au LAPS pour la mise en oeuvre d'un cadre méthodologique général pour le 
diagnostic des systèmes pouvant être modélisés (avec une approximation raisonnable) par des 
outils de modélisation LTI. Bien que ces travaux prennent en compte une large gamme de 
perturbations internes et externes au système, il est évident que les performances en DLRD 
sont conditionnées, comme pour toute approche linéaire, par l’ hypothèse implicite que le 
procédé à surveiller reste dans un domaine proche du modèle de diagnostic utilisé pour la 
synthèse. De nombreux systèmes physiques possèdent des paramètres variant dans le temps 
qui provoquent des changements de comportement dynamique. Ces paramètres sont souvent 
mesurables en temps réel. Le formalisme LPV est par conséquent un cadre adéquat pour 
modéliser de tels systèmes. Il nous a semblé dès lors légitime de déterminer s’ il est possible 
de formuler le problème de diagnostic dans le cadre LPV en des termes semblables au cas 
LTI. Ce point est à l’ origine des développements qui font l’ objet de ce travail de thèse. 
 
Le deuxième chapitre contient notre contribution propre. Il s’ agit d’ une méthodologie 
générale de synthèse de filtres de diagnostic pour les systèmes pouvant être modélisés sous 
forme LPV polytopiques. Après avoir précisé la classe de modèles polytopiques sur laquelle 
notre étude est fondée, nous avons développé pas à pas la méthodologie de synthèse. Nous 
avons mis en évidence le rôle central de la norme /2-induite pour la formulation 
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mathématique du problème de diagnostic LPV. Comme dans le cas LTI, les paramètres de 
réglage restent les différentes fonctions de pondération. Les matrices de structuration, 0   et 
0! , quant à elles, sont optimisées par la procédure de synthèse. Le régulateur, qui pourrait être 
de type LPV ou LTI, est intégré dans la formulation du problème de synthèse. Nous pensons 
que ces caractéristiques confèrent un caractère générique à la méthode. Cependant, il semble 
très difficile, voire impossible, de systématiser la procédure de choix des fonctions de 
pondération, car elles sont fortement liées à la spécificité du problème de diagnostic 
considéré.  
 
Enfin, dans le troisième chapitre nous avons présenté les résultats obtenus par l’ application de 
ces techniques au cas du circuit secondaire d’ une centrale nucléaire. Ce système se prête 
particulièrement bien à une modélisation LPV polytopique. Les résultats que nous avons 
présentés correspondent aux résultats de simulation obtenus à partir de données 
expérimentales prélevées lors d’ un arrêt de la quatrième tranche de la centrale nucléaire pour 
une opération de maintenance (novembre 2002). Nous avons montré à travers cette 




• De façon générale, un élément défavorable pour le transfert des techniques modernes 
de diagnostic vers le milieu industriel est dû à un manque de lisibilité en raison de 
l’ absence de véritables procédures de validation, pouvant conduire éventuellement à la 
certification du système. En effet, quelle que soit la méthode choisie pour la synthèse, 
le système de diagnostic doit être validé au complet, le respect des spécifications 
n’ étant pas en soi un critère suffisant pour juger de la qualité du filtre de DLRD. D’ un 
point de vue « applicabilité industrielle », il est indispensable de pouvoir fournir un 
ensemble de critères de validation, qui accompagnent la procédure de synthèse. Dans 
le cadre des modèles LTI incertains, il existe une procédure générale d'analyse ( 
généralisé) pour tester le niveau des performances robustes atteignables a posteriori 
(Henry et Zolghadri, 2002). Une direction importante qui pourrait faire l'objet de 
travaux de recherche ultérieurs correspond à l’ extension d'une procédure de post-
analyse de type " généralisé" pour la surveillance des systèmes pouvant être 
modélisés avec un formalisme LPV. 
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• Dans ce travail de thèse, nous nous sommes intéressés à la modélisation polytopique 
des systèmes LPV, car cette modélisation nous a paru très naturelle pour ce type de 
systèmes. Le filtre de diagnostic qui en résulte est également de type polytopique. 
Cependant, la modélisation sous forme LFT offre d'autres avantages, notamment celui 
de pouvoir tenir compte d’ incertitudes non structurées (dynamiques négligées,… ). 
 
• Enfin, au delà des aspects de surveillance, et dans une optique de commande tolérante 
aux fautes (FTC), une direction de recherche importante correspond à l'étude plus 
approfondie du lien entre le module de diagnostic et la commande tolérante aux fautes. 
Très souvent dans la littérature concernée, la synthèse du module de diagnostic est 
menée indépendamment de celles des boucles de commande tolérante, ce qui se traduit 
par le fait que le module de diagnostic est considéré « parfait » lors de la synthèse de 
la loi de commande. Cette hypothèse, qui est implicitement à la base de l’ application 
d’ une sorte de «principe de séparation» diagnostic/commande, peut cependant 
conditionner les performances attendues en pratique. Comment par exemple gérer 
raisonnablement la phase transitoire liée au retard à la détection lors de la synthèse 
FTC ? Comment caractériser le comportement du système contrôlé entre le temps où 
un phénomène anormal est détecté et le temps où la nouvelle loi de commande est 
mise en place ? La réponse à ces questions et à bien d’ autres se décline en recherches 
menées aux intersections de la commande et du diagnostic. Récemment, le cadre LPV, 
a été utilisé pour la mise en place de commandes tolérantes aux fautes (Shin, 2003). 
Les outils de diagnostic que nous avons développés lors de ce travail de thèse, associés 
aux techniques de FTC / LPV, peuvent contribuer à construire un cadre général pour la 
commande tolérante aux fautes. 
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Ou dans le domaine fréquentiel : 
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Soit une fonction de transfert dont le signal d’ entrée est X et le signal de sortie \. La définition 
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 La LFT (Linear Fractionnar Transformation) est un formalisme qui permet de boucler 
deux systèmes linéaires entre eux. Il est notamment utilisé dans des problèmes d’ analyse et de 
synthèse. Ce formalisme résulte directement du produit étoile introduit par (Redheffer, 1960). 
 
%/)7EDVVH
Soient les transferts matriciels 3 et . dont les réalisions d’ état sont : 
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* A  (B3) 
où 1322 )(
−−= '',(  et 1223 )( −−= '',) . 













333  de la sorte, le transfert matriciel équivalent est : 





































































* D  (B6) 
où 1411 )(
−−= '',(  et 1114 )( −−= '',) . 
Dualement à (B.4), le transfert matriciel équivalent est : 
 ( ) 11211121221 )( X33,33\ −∆−∆+=  (B7) 
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%$*  deux matrices de transferts. L’ algèbre 
employée pour construire les schémas augmentés est défini ci-dessous. 
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Soit 7 une matrice inversible de dimension appropriée. Si 2*  est égal à 1*  après avoir 






















E*1  la transposée de 1* . La réalisation d’ état associée est : 
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Cette annexe a pour objet de présenter l’ étude qui a été menée dans le cadre de l’ EPML 
« Diagnostic et Applications Spatiales » sur le problème de diagnostic du satellite 
MICROSCOPE en 2004. Les résultats présentés sont relatifs à la méthodologie de synthèse 
directe, décrite au paragraphe (1.2.4) de ce mémoire. L’ objectif de la mission MICROSCOPE 
est de vérifier le principe d’ équivalence avec une précision supérieure à 1310− . Le satellite 
MICROSCOPE est composé de 12 propulseurs répartis en 4 blocs aux extrémités du satellite. 
Pour le bon fonctionnement de la mission, seulement 8 propulseurs sont nécessaires. Si un ou 
plusieurs propulseurs connaissent un disfonctionnement, les opérateurs au sol veulent en être 
informés.  
 
L’ objectif était de tester des méthodes de diagnostic à base de modèles au cas des défauts 
actionneurs. Les pannes envisagées sont de deux sortes : 
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- un propulseur peut s’ éteindre en cours de fonctionnement, ce propulseur reste alors 
inutilisé pour le reste de la mission du satellite. 
- un propulseur peut rester bloqué dans la position d’ ouverture dans laquelle il se 
trouve, ce propulseur continue donc à fonctionner même lorsque la boucle de contrôle ne le 
lui commande pas. 
&'HVFULSWLRQGXVDWHOOLWH0,&526&23(
Le modèle a été mis à disposition des partenaires du projet par le CNES. Le schéma bloc de 
MICROSCOPE est représenté sur la figure C.2. Le senseur stellaire et les accéléromètres sont 
positionnés au centre de masse du satellite pour mesurer l’ attitude )(Wθ , l’ accélération 
angulaire )(WΩ  et l’ accélération angulaire )(WΓ . Le satellite possède douze propulseurs 
(thrusters) répartis à ses angles. Le taux d’ ouverture de chaque propulseur est fixé par la 
boucle de contrôle pour maintenir l’ attitude et l’ accélération linéaire à zéro, ainsi que 
maintenir la vitesse de rotation sur orbite α  et la vitesse de spin (rotation sur lui-même) H IKJ LΩ  






























En réalité, les accéléromètres linéaires ne sont pas positionnés au centre de masse du satellite. 
Ceci introduit alors des non-linéarités dans le modèle de MICROSCOPE. Pour corriger ce 
problème, un filtre dynamique, appelé « filtre d’ hybridation », est inséré dans la boucle de 
commande pour estimer la valeur de l’ accélération linéaire au centre de masse du satellite. 
Puisque les pôles du filtre d’ hybridation sont plus grands que ceux de la boucle de contrôle, sa 
dynamique est négligée dans nos travaux. 




Les équations qui concernent le mouvement en rotation du satellite dans le repère 5 RTSVU  (lié au 
satellite et dont le centre se situe au centre de masse) sont obtenues à partir du théorème du 
moment cinétique 
 Ω∧Ω−=Ω WW ,&,   (C.1) 
où ,X  est la matrice d’ inertie, & est le vecteur couple d’ entrée (due aux couples fournis par les 
propulseurs et au couple induit par les perturbations spatiales) et ( )
YUTS=Ω  est la vitesse 
de rotation du satellite. 
En prenant en compte la vitesse de rotation du satellite sur lui même Z [K\ ]Ω , la relation entre la 
vitesse de rotation Ω  et les angles de Cardan, ( )^_`a θθθθ =  qui décrivent l’ attitude du 















































































Si l’ on considère que les forces de Coriolis sont compensées par les forces gravitationnelles, 
alors l’ accélération linéaire du satellite, qui décrit le mouvement en translation, s’ écrit au 
centre de masse 
 iPJ)P +=Γ  (C.3) 
où P représente la masse du satellite, ) est le vecteur force d’ entrée (due aux forces fournies 
par les propulseurs et induites par les perturbations spatiales), ( )jklm ΓΓΓ=Γ  est 




Le satellite possède un moment magnétique non nul dû à l’ utilisation de matériaux 
magnétiques ou à des boucles de courants. En utilisant le modèle du moment magnétique 
bipolaire, cette perturbation peut être représentée par 































































0  (C.4) 
où 0 t  et 0 u  sont des caractéristiques du satellite, U est le rayon de l’ orbite à partir du centre 
de la Terre, α et v wKx yθ  sont respectivement la position sur orbite (pso) et l’ angle de spin. 
 
Tout point du satellite est soumis à l’ attraction gravitationnelle, dont l’ intensité varie en 
fonction de la distance U au centre de la Terre. Le centre de gravité (barycentre des forces de 
gravité) du satellite ne coïncide donc pas forcément avec son centre de masse (ou d’ inertie, 
barycentre des masses élémentaires), ce qui provoque l’ apparition d’ une force et d’ un couple 
dont l’ expression dépend des moments d’ inertie du satellite. 


























































où µ  est la constante de gravitation de la Terre, soit 2314 /10.986005.1 VP=µ . 
 
A cause du mouvement de translation du satellite et des vents solaires, il existe des 
frottements aérodynamiques qui perturbent le mouvement du satellite. Même si ces 
perturbations pourraient être négligées, puisque l’ orbite du satellite est de 700km, nous les 
considérons dans notre étude. La force aérodynamique peut être modélisé de la façon 
suivante : 
   T  ))) +=  (C.6) 
) T  représente les forces dues au mouvement du satellite et ) V   représente les forces dues 
aux vents atmosphériques. ) T  est défini par 
 ( )( )( )∑ +−••=      9&1&&91916) )(2
1 αρ  (C.7) 
où « •  » représente le produit scalaire de deux vecteurs, N est utilisé pour désigner la Nième 
face du satellite exposée aux frottements aérodynamiques, )(αρ  est la densité atmosphérique 
qui dépend de la position sur orbite, 6   représente la surface de la Nième face du satellite, 1   sa 
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normale associée, &  et &   représente respectivement les coefficients de frottement transverse 
et normal du satellite, 9    est la vitesse du vent contre le satellite, définie dans le repère 5 TV  





































¢  £ U9  (C.8) 
De façon similaire, ) V ¤  est définie de la façon suivante 
 ( )( )( )∑ +−••= ¥ ¦§ ¨©§¥ª§¦§ ¨©¥¦§ ¨©¥¥¦§ ¨© 9&1&&91916) )(2
1 αρ  
























απ  (C.9) 
où β  est l’ inclinaison du satellite. Le moment aérodynamique qui agit sur le satellite est alors 
directement déduit de (C.6) suivant l’ équation suivante 
 ∑ ∧= ¶ ·¸T¹ º·¸T¹ º »)'&  (C.10) 
où ' caractérise la géométrie du satellite MICROSCOPE. 
 
La dernière perturbation spatiale est due aux radiations solaires qui causent une pression 
photonique sur le satellite. Ce phénomène se manifeste de deux façons : les radiations solaires 
directes et les radiations qui se réfléchissent sur la surface de la Terre, connues sous le nom de 
radiations albédo terrestres. Ces deux phénomènes créent des forces et des moments qui 
perturbent le mouvement du satellite. Les forces peuvent être modélisées de la façon suivante 
 ¼½ ¾À¿ÂÁÃÁÄ ÃÀ½ ¼Å ))) +=  (C.11) 
où ) Æ  et ) ÇVÈ ÉÊÀÆÌË  modélisent respectivement les forces dues aux radiations directes et réfléchies 
du soleil. ) Æ  est définie de la façon suivante 
 ( ) ( )( )∑ −+••−= Í ÎÂÏÀÐÎÍÍÎÂÏÀÐÎÍÎÂÏÀÐÍÎÂÏÀÐÑ ;&11;&1;63) 12  (C.12) 
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où N représente la Nième face du satellite exposée au soleil, 3 Ò	ËPÈ  représente la pression de 
radiation solaire et & Ò  est le coefficient de réflexion qui caractérise les matériaux utilisés pour 
la construction du satellite. ; Ò	ËPÈ  est défini dans le repère 5 ÒTÇVÓ  comme 
 
( ) ( )
( )
























où Φ  représente la déclinaison solaire qui varie selon les saisons, i.e., °<Φ<°− 27,2327,23 . 
De manière similaire, ) ÇVÈ ÉÊÀÆVË  est définie de la façon suivante 
 ( ) ( )( )∑ −+••−= Ú ÛÜ ÝÀÞÂßàáÚÚÛÜ ÝÀÞÂßàáÚÛÜ ÝÀÞÂßàÚÛÜ ÝÀÞÂßàÛÜ ÝÀÞÂßà ;&11;&1;63) 12  (C.14) 

























Les moments dues à la radiation solaire et la radiation albédo terrestre est modélisé par : 
 ∑ ∧= ì íÂîÀï ðñíÂîÀï ðñ ò)'&  (C.16) 

&0RGpOLVDWLRQGHVFDSWHXUVHWGHVDFWLRQQHXUV
Le modèle qui décrit la dynamique de chaque actionneur est choisi comme un simple premier 
ordre de fonction de transfert +óôÊÊ õ (S) avec une fréquence de coupure de 2UG/V, i.e. : 




=  (C.17) 
 
Dans le cas des capteurs, nous considérons des retards purs. Les valeurs numériques de ces 
retards ont été mesurées par le CNES et sont de 0.1V pour les accéléromètres et de 0.5V pour le 
senseur stellaire. Nous considérons également, les bruits de mesure des capteurs. Concernant 
les accéléromètres, les bruits de mesure sont modélisés par des bruits colorés. Des expériences 
ont été réalisées pour déterminer les filtres générateurs de ces bruits. Dans le cas du senseur 
stellaire, nous considérons un simple bruit blanc gaussien. 
 




Comme cela est représenté sur la figure C.2, la loi de commande est composée de deux 





)( S.θ   















0=ý þ ÿθ  









Le premier correcteur )( S.θ  sert à maintenir l’ attitude à zéro ( 0= θ , 0=θ  et 0=θ ) et le 
deuxième correcteur )( S.Γ  sert à maintenir l’ accélération linéaire à zéro ( 0=Γ , 0=Γ  et 
0=Γ ) malgré la présence des perturbations. 
Le contrôleur NIPC gère le taux d’ ouverture de chacun des douze propulseurs. Soit 7  , 
12,...,1=L , le taux d’ ouverture du Lème propulseur, alors, les couples &  et les forces )  






















  (C.18) 
où 126×∈50  est la matrices de structuration des propulseurs. En fait, les éléments de 0 
définissent quel est l’ impact de chaque propulseur sur chaque composante de &  et ) . 
L’ obtention de chaque 7   peut alors être faite par l’ inversion de l’ équation (C.18). 0 n’ étant 
pas une matrice carrée, il existe un nombre infini de solutions. Cependant, une solution unique 
peut être obtenue par la minimisation d’ une norme de 0. 
 
&0RGpOLVDWLRQ/7,GH0,&526&23(
Soit { } '&%$ ,,,  et [  les matrices d’ état et le vecteur d’ état associé aux fonctions de 
transfert données par (C.17). Par définition, 0=	' . Puisque le filtre d’ hybridation est calculé 
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pour être insensible au champ de gravitation local (J 
 ), on peut vérifier que les équations (C.1) 





































S.X θθ  (C.21) 
Dans ces équations, i représente la Lème composante d’ un vecteur, ρ  représente le retard du 
Lème capteur, ),(   K θα  représente les couples et les forces dus aux perturbations spatiales, X  
représente les sorties des correcteurs linéaires ( ( ) )&X = ), ( )\ ΓΩ= ˆθ  représente 
le vecteur des sorties mesurées, Q représente le bruit associé à chaque capteur, J([) et 
),(   [I Ω  sont des fonctions non linéaires et enfin, %, ', (1 et (2 sont des matrices 
constantes de dimension appropriée. 
 
En ce qui concerne les défauts, nous considérons deux scénarios possibles : le premier 
correspond au blocage des propulseurs pendant une phase de fonctionnement (cela peut 
arriver à cause d’ un problème mécanique), le deuxième est l’ arrêt des propulseurs (cela peut 
arriver à cause d’ un problème électronique). Nous pouvons alors utiliser le modèle suivant 
pour représenter les défauts 
 ( )  ! "# ! " XGLDJ,X )(12 ψ−= , 12,...,1=L  (C.22) 
où l’ indice Ireprésente une situation défaillante, $ψ est un signal inconnu et 12,  représente la 
matrice identité de dimension 12. Avec ce formalisme, il peut être vérifié que les défauts de 
type arrêt correspondent à 1=%ψ  et les défauts de type blocage correspondent à && X
FVWH−= 1ψ . 
Bien sur, si 0='ψ  il n’ y a pas de défauts sur le Lème propulseur. 
En utilisant les relations (C.21)-(C.22), le modèle non linéaire du système s’ écrit : 




( ) ( )


































S.X θθ  (C.25) 
Finalement, en combinant ),( / 01 2K θα  et X  en un seul vecteur d’ entrée X et en notant que le 
système évolue autour du point d’ équilibre ( 0=θ , 0=Γ , FVWH=α , FVWH3 45 6 =Ω ), il est 
possible d’ obtenir un modèle linéaire du modèle non linéaire (C.23)-(C.24) par une 
approximation au premier ordre. En ce qui concerne les retards des capteurs, nous utilisons 






















S.X θθ  (C.26) 
D’ un point de vue pratique, un tel modèle est facilement obtenu par l’ utilisation de « linear 
analysis toolbox » du logiciel Matlab®. 
&0pWKRGHVGH'/'DSSOLTXpHV
&(VWLPDWLRQGHGpIDXWV
Lors d’ une première étude, nous avons appliqué une méthode de DLRD basée sur l’ estimation 
de défauts. Afin de simplifier cette première étude, les perturbations spatiales n’ ont pas été 
considérées. Les résultats obtenus ont fait l’ objet d’ une communication au congrès SMC 2004 
(voir (Grenaille HWDO, 2004)). 
 
Dans une approche par estimation de défauts, nous considérons que le signal indicateur est 
une estimation du défaut, soit IU ˆ= . Dans l’ étude que nous avons menée, nous avons 
considéré le schéma de synthèse de la figure C.3 où +; (S) est un post-filtre qui sert à éliminer 
les bruits hautes fréquences des signaux indicateurs. L’ utilisation d’ un post-filtre est ici 
justifié, puisque les bruits de mesure que nous considérons ont une énergie localisée en hautes 
fréquences ([ ] VUDG /1002.0 ) alors que les défauts recherchés sont considérés comme étant 
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des signaux d’ énergie basses fréquences ( VUDG /1.0< ). Les bruits de mesure et les défauts 
sont alors bien découplés. 
)(S3  









=Î  Î  

)LJXUH&6FKpPDGHSULQFLSHGHO¶HVWLPDWHXUGHGpIDXWFKRLVL
Les défauts étant considérés d’ énergie basses fréquences, la fonction de pondération :>  , 
définie par I:I ? ~=  et représentant le modèle des défauts, est choisie comme étant un filtre 











=  (C.27) 
Le problème de synthèse s’ écrit alors dans un contexte + A  de la manière suivante : déterminer 
)(S) tel que l’ erreur d’ estimation BIIH ˆ−=  soit minimisé au sens + A . Ceci se traduit par le 
problème d’ optimisation : 
 
∞
CDE 7 ~min  (C.28) 
 
Les résultats obtenus sont illustrés à travers les deux scénarios envisagés. La figure C.4 
représente les signaux indicateurs de défauts dans le cas où le propulseur numéro un se bloque 
(pour cause de problème mécanique) et la figure C.5 représente les signaux indicateurs de 
défauts dans le cas où le propulseur numéro dix s’ arrête (pour cause de problème 
électronique). Sachant qu’ il y a douze actionneurs qui équipent MICROSCOPE, il vient 
12)dim( =U . Nous avons décomposé le vecteur des signaux indicateurs par groupe de trois 
pour plus de lisibilité. 







Situation défaillante sur le propulseur 1 
Situation sans défaut 
Echantillons 
Situation défaillante sur le propulseur 1 
Situation sans défaut 
Echantillons 
Situation défaillante sur le propulseur 1 
Situation sans défaut 
Echantillons 
Situation défaillante sur le propulseur 1 
Situation sans défaut 
Echantillons 
Situation défaillante sur le propulseur 10 
Situation sans défaut 
Echantillons 
Situation défaillante sur le propulseur 10 
Situation sans défaut 
Echantillons 
Situation défaillante sur le propulseur 10 
Situation sans défaut 
Echantillons 
Situation défaillante sur le propulseur 10 
Situation sans défaut 
Echantillons 
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Il est à noter ici que lorsqu’ un défaut survient, toutes les composantes du signal indicateur 
réagissent. On peut donc détecter un défaut actionneur, mais comme on peut le voir, pas le 
localiser. 
Une deuxième étude a alors été menée, elle est basée sur l’ utilisation de la méthode par 




Dans cette deuxième étude, toutes les perturbations modélisées dans le paragraphe C.2 sont 
considérées. La méthode de diagnostic utilisée est la méthodologie par synthèse directe que 













































Il est à noter que les perturbations spatiales se manifestent à des fréquences constantes 
localisées par L MN OΩ  et P QR SΩ−α  (voir les équations (C.4) à (C.16)). Ce point justifie la 
stratégie de diagnostic représenté sur la figure C.6 et que nous utilisons ici. Elle consiste à 
générer un banc de 12 signaux indicateurs de défauts issus de 12 filtres + T /+ U . Chaque filtre 
est synthétisé selon la méthodologie du paragraphe 1.2.4 pour générer un signal indicateur 
robuste vis-à-vis des bruits de mesure et sensible vis-à-vis du défaut sur le propulseur auquel 
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il est associé. Un post-filtre, piloté par L MN OΩ  et P QR SΩ−α  est alors utilisé pour rejeter les 
perturbations spatiales sur tous les signaux indicateurs de défauts. Bien sur, un tel post-filtre 
peut être utilisé uniquement car les défauts et les perturbations spatiales ne se manifestent pas 
dans la même gamme de fréquences. Les bruits de mesure se manifestent dans une gamme de 
fréquences supérieure à 0.1UDG/V, la pondération sur les perturbations est alors choisie de type 
passe-haut. Les défauts se manifestent en basses fréquences, la pondération :V  est alors 











=  (C.29) 
Les matrices de structuration et le filtre F(p) sont alors synthétisés comme décrit dans le 
paragraphe 1.2.4 suivant le lemme 1.1. Pour la lisibilité des résultats graphiques, seuls les 
tracés temporels obtenus pour les deux premiers filtres sont présentés sur la figure C.7. 











situation sans défauts 
Fermeture du thruster 1 
Blocage du thruster 1 









Blocage du thruster 2 
Fermeture du thruster 2 




Les scénarios considérés pour l’ obtention des ces résultats sont les suivants : à VW 880= , les 
deux scénarios possibles (à savoir le blocage et l’ arrêt d’ un propulseur) sont envisagés. 
Comme il est possible de le remarquer sur les figures, les défauts peuvent être correctement 
détectés à l’ aide d’ un simple test de décision. On peut également remarquer sur la première 
figure, que les deux scénarios ne peuvent pas être distingués dans ce cas précis. Une étude 
plus poussée a révélée que cela était dû au fait que les deux types de défauts considérés se 
manifestent de la même façon dans la dynamique du système. 
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Les acronymes utilisés dans la figure D.2 correspondent aux éléments suivants : 
GV  Générateurs de Vapeur 
ACO  Reprise des condensats du poste d’ eau 
ABP  Réchauffeurs Basses Pressions 
AHP  Réchauffeurs Hautes Pressions 
APG  Purges des Générateurs de Vapeur 
APP  Pompes d’ alimentation 
BP  Turbine corps Basses Pressions 
CEX  Extraction d’ eau au condenseur 
CRF  Circuit de Refroidissement (eau de Gironde : source froide) 
DE  Déminéralisateur 
GSS  Sécheurs Surchauffeurs 
HP  Turbine corps Hautes Pressions 
RF  Réfrigérant 
RCP  Circuit Primaire (réacteur : source chaude) 
SER  Distribution d’ Eau déminéralisée, stockage inclus (S+=9.2) 
SIR  Conditionnement chimique (injection de réactif) 
VVP  Circuit Vapeur Principal 
RF  Réfrigérant 
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