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The best uniform approximation to the function Ix-Ifiz fl>O. on [ -1, l] by any 
of the standard classes of functions of approximation theory has an asymptotic 
error of at best O(e-’ x” j. where n is the dimension of the space of approximating 
functions. We exhibit a class of Sine basis functions for which this error decays at 
the faster rate O(e-“’ ‘Opn j, uniformly for ah 0 < /?,, < /- <B, ‘c 1991 Academic Press, Inc. 
1. INTRODUCTION 
One of the basic questions of approximation theory is the following: 
Given a function f, a norm, and a class S of approximating functions, how 
well can f be approximated in this norm by functions in S? This question 
becomes especially interesting for nonsmooth functions. 
For the function Ix(~, p>O, on the interval [ -1, 11, and the uniform 
(or Chebyshev) norm, the answer is known for many classes of functions, 
including the standard polynomials, piecewise polynomials, and rational 
functions. 
In the best of these cases, the error of the best uniform approximation 
to lxlB decays like O(ePc x”) as n -+ x’, where n is the dimension of the 
space of approximating functions, or more generally the number of free 
parameters in the class of approximating functions. 
In this paper, we will exhibit a linear space of functions for which the 
error of the best uniform approximation to lxla behaves like O(ePc”~‘“gn), 
uniformly for all j3 with 0 < fiO d fl d /Ii. This is an interesting application 
of the theory of approximation with Sine functions [lo]. 
Section 2 briefly outlines the history of this problem and summarizes 
known results. In section 3, we will review the pertinent parts of Sine 
approximation. Section 4, then, contains the main result of this paper, an 
application of Sine methods to the problem of uniform approximation of 
lxls on [ - 1, 11. 
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2. HISTORY ASD PREVIOUS REXzrs 
In 1908, de La Vallee Poussin posed the problem of estimating the error 
of the best uniform approximation by polynomials to the function ix! on 
the interval [ - 1, 13. The problem was solved by Bernstein in 191 i and 
published in [l]. If E,,(f) denotes the error of the best approximation to 
f by polynomials of order tz (that is, degree (n- I)) on [- 1, I], then 
lim 2nEz,( IsI ) = i.* 
,, - x 
where i. z 0.282 is a constant. Thus. 
E,(lsl j= O(n-‘) as n-+x. 
The error of the best approximation of I.vlBO 0 =C /3 < 1; on [- ll l] by 
polynomials was also determined by Bernstein [2] to be 
lim nPE (‘xiB)=c(bf. II li + x 
where c(,lj is a constant depending on p. so that 
E,,(I.x!q=O(n-~j as II+X. 
In 1964. following a suggestion by H. S. Shapiro, Newman [g] proved 
that 
where R,,(f) is the error of the best approximation to f on [ - i: i ] by 
rational functions of order n (that is, numerator and denominator are both 
polynomials of order n). 
Newman’s bound was improved several times by GonEar 171, Buianov [“I 
and VjaEeslavov [ll: 121 to 
- 
e ~“‘.;“;‘dR,(I.~l)6ce~‘,“. 
where c is a constant. Thus. 
R,(Ixl)=O(eC”~“) as iz+x. 
For \.‘ciB, /I > 0, /I not an integer, the error is 
R,i( 1x1”) = O(e-“x s”j 
(Ganelius [6] ). 
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Rice [9] investigated the case of approximation by splines of fixed order 
k: but a variable number n of knots. If S,,(f) denotes the error of the best 
approximation to f on [ - 1, l] by splines of order k with rz knots, he 
showed that 
LA-$? < CM kWk: 
so that 
S,,,(lxlB) = O(e-“logn) as n + x, 
For splines with a variable number of knots and variable order ki on the 
ith subinterval, but fixed total order N= C ki the error S,v of the best 
approximation is (deVore and Scherer [S]) 
so that asymptotically 
where c = -2 J3 log($ - 1). 
Approximation of IX by piecewise polynomials is, of course, trivial. 
Overall, we see that both 1x1 and 1~1~ can be approximated with an 
asymptotic error of at best O(ePc”X ) by any set of these classical functions 
with II degrees of freedom. 
3. Smc INTERPOLATION 
Most of the results in this section are well known and have been 
summarized in Stenger [lo]. We will state the relevant theorems, but 
include the proof of only one of them. Theorem 3.5 is not published 
elsewhere, and will need to refer to its proof in Section 4. 
Let f be a function in L’(W) and analytic in a neighborhood of W in @. 
Whittaker’s cardinal function C(J h) is defined by 
‘Wi h)(x) = i: fW) SW, hN-x)> 
kc -* 
whenever this series converges. Here h is a positive constant, and 
S(k’ h)(x) = 
sin[($/l)(-x- kh)] 
The function C(f, 11) was first used in this form by Bore1 [3] in 1899, in 
the study of complex power series. Its use in interpolation dates back to 
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1915, in the work of E. T. Whittaker [13] and his son J. %f. Wnittaker 
[14: 1.51. C(J 12) is the unique function which interpolates f at the points 
k/z, k E Z, and whose Fourier transform has support in [ -n:!h, z/h]. 
The use of C(f, h) and the truncated series C,,(,f, k) (defined below) ro 
approximate a function f was studied by F. Stenger and others (see [IO] 
for a surveyj. Many formulas can be deri\Ted by term by term integration, 
differentiation, Fourier transforms, Hiibert transforms, etc., aiong with 
appropriate mappings of these formulas to intervals other than (- X, x ). 
These formulas are collectiveiy referred to as Sine nzet/zo&. 
A class of functions for which Sine interpolation is very accurate is 
defined as follows. Let D,; d> 0, be the domain D, = (x + iy: /::I < d) in 
the complex plane 0 (see Fig. 1). Let B(D,) be the family of ali functions 
which are analytic in D, and such that 
N(4; Dd) = lim J +d- 
and such that 
THEOREM 3.1. Zf f cB(Dd), then 
In practice, we have to truncate the infinite series C(,L 1~) at some point 
and replace it by 
C,(f, h) = ‘f f(kh) S(k, h). 
Z - Plane W - Plane 
FIG. 1. The domains A,, and D, 
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The optimal place to do this is where the series truncation error 
is approximately equal to the discretization error IIf- C(f; h)lj. For 
exponentially decaying functions this leads to the following theorem. 
THEOREM 3.2. If fe B(D,) and If(x)/ d ceP”‘“‘, x E IF!, bvhere u, c are 
positice constants, then by choosing h = (m/.mz)1:‘2 we obtain 
IIf- C,,(f, h)ll r‘ d Cn*:2e-‘“d’““2, 
where C depends only on N(f: Dd), d. c, z, but not on n. 
Thus, we can approximate exponentially decaying functions in the 
class,-B(D,)- with a uniform error which behaves asymptotically like 
0(Jn e-‘x “). 
Other functions with only polynomial decay at infinity can be approximated 
equally well if they possess a larger region of analyticity. 
Let A, be the domain 
A,= 
L?2 IA2 
z=u+io: ---<l 
sin2 d cos2 d 
where 0 < d < 7r;2 (see Fig. 1). 
&et b(z) = sinhh’ z= log(z + ,,/m), where we use the branches of 
\/!z, log(z) which are real on the positive real axis and slitted along the 
negative real axis. Let $(w)=d-‘(12:) = sinh(w). 4 maps A, conformally 
onto D,. The real axis is mapped into itself. 
We can find an approximation to f(z) on R by approximating f(+(w)) 
in the +v-plane. This leads to 
where zk = $(I&) = sinh(kh). 
Let B(A,) be the family of all functions which are analytic in A, and 
such that 
N(f c $, D,) < x 
and 
From Theorem 3.1 we get immediately 
.APPROXIMATIO~ BY SIX XJ4CTIoSS 
THEOREM 3.3. IffE B(A,), then 
The condition 
If2 $t(sy)i < ce-zI~ri 
is equivalent to 
If(x)1 6c(l+ I.ul)-“* 
and Theorem 3.2 becomes 
THEOREM 3.4. Zf f E II and i f!x)i < ~(1 + ixj )-“: x E 83: where xl c 
are positire constan.ts, then bl* choosing h = (xd.!‘,xn)“’ we obtain 
If-Cn(f”~,h)3~IIr;dCn’2e~:“d”“i’~: 
where C depends on N(J< Ad): d? C, X, but not on ii. 
If it turns out that if f has both the larger region of analyticity A, azd 
exponential decay on R, we can get a faster rate of convergence. 
TIZEOREM 3.5. Zff~B(d~) and if(x)idcep”‘“, XER, \thei-e x, c at’e 
positire constants, then 6): choosing h = log z;iq the interpolation error 
satisfies 
Proof, The series truncation error T,! is 
2C 
= ha cosh(nh) e 
- 2 sinh(rtli) 
’ 
50 FRITZ KEINERT 
while from Theorem 3.3 the discretization error E is 
If h = log n/n, then for large n 
cosh(nh) z sinh(nh) k n/2; 
thus asymptotically 
.<l~(f~*,D,)e-““h=~~i(fc*,Dd) - rrdn;log II 
. 
4nd 47cd e ’ 
As n + x, T,, goes to zero much faster than E, so the total error is 
asymptotically bounded by E. 1 
4. APPLICATION TO APPROXIMATION THEORY 
Let us now consider the approximation of the function Ixlp, p > 0, on 
[ - 1, 11. (The case /?= 1 requires no special treatment). Through the 
transformation 
z=cosh-’ 
( > 
2- sign(x) 
l-4 
c-) x = (l/cash(z)) sign(z) 
this is equivalent to the approximation of f(z) = l/coshP(z) on the real line. 
f is analytic in the complex plane slitted from i to i,x and from -i to 
-ice, and decays like ePP1*’ on the real line. 
The interpolation formula reads in this case 
or 
lxlp~,~~, coshP(s~nh~kh~~ Wk /T)osinh-’ (cash-’ (A) sign(x)) 
=,--,, cosh8(smh(kh)) 
S(k, h)=sinhh’(coshh’ (i)). 
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We will now show that f(z) = l:‘coshfl(z) satisfies the conditions of 
Theorem 3.5 with ci= 1. 
From the identity 
Icosh(sinh(x+ i~*))l’= cosh’[sinh x cos 1.2 cos2[cosh x sin J] 
+ sinh’[sinh x cos yj sin’ccosh x sin I*: 
3 sinh2[sinh x cos 111 
we see than on the lines (x + i: x E R > th e absolute value of the function 
g(\v) = l/cosh(sinh(lr:)) is greater than 1, but bounded above, for w = x f i, 
x near 0. and decreases exponentially for large I.>:! Given any 0 < ,Bo < Bi) 
we can estimate Ig(\,r)ip by Ig(,r)iBL: where ig(lr)l > 1, and by ig(i\.)i”“, 
where i g( iv)/ < 1, to find that 
uniformly for all 0 < PO d /I d PI. 
Let E,( [xIB) be the error of the uniform best approximation tc ;xuiB on 
[ - 1, 1 j by linear combinations of the basis functions 
B,,,(x)=S(k,h):sinh-’ 
where h = log n;n, k = -n, ~.., n. 
The proof of Theorem 3.5 shows that asymptotically 
uniformly for 0 < PO d p d PI. 
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