The equation-free framework for multiscale computing is built around the central idea of a coarse time-stepper, which is an approximate time integrator for the unavailable macroscopic model when only a microscopic simulator is given. In this paper, we study the numerical properties of the coarse time-stepper when a lattice Boltzmann model for one-dimensional diffusion is used as the microscopic simulator. We derive analytical expressions for the accuracy and stability of the coarse time-stepper, which allow us to study the influence of various aspects involved in its construction.
INTRODUCTION
For an important class of multiscale problems, the available model is given on a microscopic level, while we would like to analyze the system on a much coarser, macroscopic level. The microscopic model may for instance describe the complex interactions between a large number of atoms or molecules, while we are only interested in certain macroscopic quantities such as the particle density field. Conceptually, we could then start a simulation with the microscopic model and extract the evolving particle density field. Due to the large amount of particles and the presence of fast time and short space scales, this is however only computationally feasible over a spatio-temporal domain that is much smaller than the domain over which the macroscopic fields typically evolve.
To bridge this gap between the (microscopic) scale of the available model and the (macroscopic) scale of interest, one traditionally attempts to derive a macroscopic description from the microscopic model. For the example above, this could for instance result in a partial differential equation (PDE) for the evolution of the particle density field.
For some problems, it may however be practically impossible to derive an accurate macroscopic model, although it should exist conceptually. For this class of problems, the equation-free framework was developed [8] . It allows the modeler to perform macroscopic tasks efficiently, even when no macroscopic equations are available (hence the name "equation-free"). The framework is built around the central idea of a coarse time-stepper (CTS), which maps macroscopic variables at time t n to macroscopic variables at time t n+1 = t n +∆T, using only the microscopic simulator. The ultimate goal of the CTS is to be an approximate time-stepper for the unknown macroscopic model. (As in [8] , we use "time-stepper" as a synonym for "time integrator".) One step of the CTS consists of three substeps: (1) lifting, in which the macroscopic state at time t n is transformed to an appropriate higher-dimensional microscopic state, (2) simulation, in which the microscopic realization is evolved over time ∆T using the microscopic simulator, and (3) restriction, in which the detailed microscopic solution is transformed back to a macroscopic state at time t n+1 . In some cases, it may be required to evolve more microscopic realizations simultaneously in the procedure above, e.g. when the microscopic simulator is stochastic or chaotic.
The CTS can subsequently be used as "input" for time-stepper based numerical algorithms performing macroscopic tasks. For example, coarse projective integration [4, 8] or one of the related time integration techniques from [2, 5, 9, 18, 17] can then be used to compute the transient behavior of the macroscopic variables in an efficient way. Other tasks such as bifurcation analysis, optimization or control of the unavailable macroscopic model have also been explored, see e.g. [13, 14, 8, 10, 12] .
In several papers [13, 6, 8, 14, 15] , the equation-free approach was studied using a lattice Boltzmann model (LBM) for a reaction-diffusion system as the microscopic simulator. Such a LBM is a simplified kinetic model that incorporates the essential microscopic physics so that the macroscopic averaged properties obey the desired macroscopic equations (therefore a LBM is actually a mesoscopic rather than a microscopic model). Since the corresponding macroscopic model can be derived for this model problem (it is a classical reaction-diffusion PDE), it provides us, next to the solution of the LBM itself, with a reference solution that can be used in the analysis of the equation-free methods (which should in practice of course only be used when the macroscopic model is not available). Also, while most microscopic models are stochastic in nature, the LBM is a deterministic model as it involves ensemble averages (distribution functions) rather than individual particles. Although the understanding of the influence of statistical noise is vital for the further development of the equation-free framework, the absence of stochastic noise in the LBM allows us to study the numerical properties of the CTS, such as accuracy and stability, in a more traditional way.
In the papers mentioned above, various aspects of the equation-free framework (such as using coarse projective integration or coarse numerical bifurcation analysis) were studied mainly numerically. In this paper, we take a step back and focus on the CTS itself when the LBM for a one-dimensional diffusion system is used as the microscopic simulator. Although the results in this paper could easily be extended to systems including reactions, we have chosen not to do this as it does not add essential insight. Due to the simplicity of the LBM, we are able to derive analytical expressions for the accuracy and stability of the CTS. These expressions depend on the LBM parameters but also on the implementation of the CTS. Hence, the analysis allows us to compare the influence of various aspects involved in the construction of the CTS in a systematic way. The results obtained in this paper also contribute substantially to the understanding of the numerical results in [13, 6, 8, 14, 15] , and they may be useful for the further analysis and/or development of the equation-free methods.
This paper is organized as follows. In Section 2, we present the LBM and show its relation to the macroscopic equation and a corresponding macroscopic time-stepper. In Section 3, we work out several alternative implementations for the substeps in the CTS. The accuracy and stability of the CTS, based on these different implementations, is studied in Section 4. Finally, we summarize our findings and draw conclusions in Section 5.
THE LBM AND THE CORRESPONDING MACROSCOPIC EQUATION
In Section 2.1, we first formulate the LBM that will be used as a model problem throughout this paper. In Section 2.2, we then describe its relation with the macroscopic equation, which can be derived through a Chapman-Enskog multiscale expansion. Finally, in Section 2.3, we briefly summarize the accuracy and stability properties of a typical time-stepper for the macroscopic equation. The latter will guide the analysis of the CTS in Section 4.
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The LBM
A LBM [1] describes the evolution of discrete particle distribution functions f i (x j , t k ), which depend on space x j , time t k and velocity v i . For our onedimensional model problem, only three values are considered for the velocity (v i = i∆x/∆t, with i ∈ {-1, 0, 1}), and each distribution function f i is discretized in space on the domain [0,1] using a grid spacing ∆x = 1/N (N lattice intervals) and in time using a time step ∆t. In the interior of the spatial domain, the LBM evolution law for the distributions f i (x j , t k ) is then (1) with i ∈ {-1, 0 ,1}. The parameter ω is called the relaxation coefficient, and, for reasons that will become clear later on, its value is confined to the interval (0, 2). Each time step of the LBM scheme naturally decouples into two phases. First, the distribution functions f i (x j , t k ) are updated. Afterwards, they propagate to a neighboring lattice site according to their velocity direction. At the boundaries, we impose Dirichlet boundary conditions ρ(0,t k ) = ρ(1, t k ) = 0 (with ρ(x j , t k ) the particle density field as defined in equation (3) below) by assigning the appropriate value to the distribution functions that stream into the domain at x 0 = 0 and x N = 1. Diffusive collisions are modeled by the Bhatnagar-Gross-Krook (BGK) collision term -the term in (1) -as a relaxation to a local diffusive equilibrium [11] (2)
The particle density field ρ(x j , t k ) is defined as the zeroth order velocity moment of f i (x j , t k ) (3) where the second equality expresses that the BGK diffusive collisions locally conserve density. Similarly, we can also define the momentum φ and the energy ξ as (a rescaling of) the first and the second order (or in short: the higher order)
Since there is a one-to-one relation between the particle distribution functions f -1 (x j , t k ), f 0 (x j , t k ), f 1 (x j , t k ) and the velocity moments ρ(x j , t k ), φ(x j , t k ), ξ(x j , t k ), the LBM state is equally well described by each of these variable sets. In this paper, we will further use the moment description, as this will turn out to be a more natural choice in the context of equation-free computing. The LBM state can then be represented by the (3N + 3)-dimensional column vector [ρ T φ T ξ T ] T , with ρ, φ and ξ the (N + 1)-dimensional column vectors corresponding to the spatially discretized velocity moments. By combining (1), (3) and (4), and due to the linearity of the LBM, the action of one LBM step (from time t k to t k+1 = t k + ∆t) can be described by the matrix-vector product (5) Away from the boundaries of the domain, the submatrices S i, j of the constant Jacobian matrix have a tridiagonal structure. The values of the elements on the subdiagonal, diagonal and superdiagonal are given in Table 1 (a detailed derivation is given in [15] ). Here, and also further on, e i will denote a matrix element that is positioned i places above (or, if i < 0, below) the diagonal of the matrix.
Relation to the Corresponding Macroscopic Equation
Through a Chapman-Enskog multiscale expansion [1] , one can derive the effective macroscopic equation from the LBM. Neglecting higher order contributions, we obtain the diffusion equation with macroscopic diffusion coefficient D and Dirichlet boundary conditions (6) The fact that the macroscopic behavior can be described in terms of the density ρ only implies that the higher order moments φ and ξ become functionals of (slaved to) the density ρ on a time scale that is very short compared to the macroscopic time scales. This separation of time scales, which underpins the existence of the macroscopic equation, is also exploited in the equation-free framework (see further). For our LBM, these functionals, which are often called slaving relations, can be found as a by-product of the Chapman-
Enskog expansion. After dropping the indices j and k, and retaining only terms up to third order, we obtain for the distribution functions, or in terms of the velocity moments
These slaving relations define a manifold in phase space, which we will further call the "slow manifold". The macroscopic model (6) is then a description for the dynamics on this slow manifold. If the LBM is initialized away from the slow manifold, the higher order moments will be attracted quickly towards the manifold (due to the time scale separation), after which they evolve on the manifold on a macroscopic time scale according to (7)- (8) . Nevertheless, in this case a substantial and persistent macroscopic error may be introduced, as was shown in [14, 19] . The latter can be avoided by initializing
∆ 254 Accuracy and stability of the coarse time-stepper for a lattice Boltzmann model Table 1 . The values of e -1 , e 0 and e 1 , the elements on the subdiagonal, diagonal and superdiagonal of the Jacobian matrix of the LBM. on (or very close to) the slow manifold, as the evolution of the higher order moments will then directly be governed by the density field only. The appropriate initialization of the LBM, close enough to the slow manifold, is hence crucial to recover the correct macroscopic behavior, both when using the full LBM or the CTS for the LBM. This observation will be confirmed by our analysis further on. A numerical illustration of the slaving relations (7)- (8) is shown in Figure 1 . Here, we have chosen N = 1000, ω = 1.25 and D = 1 (hence, ∆t = 2 · 10 -7 ) and computed the eigenvalue decomposition of the Jacobian matrix S. The eigenvectors corresponding to the three most dominant eigenvalues For the density ρ, we clearly recognize the eigenvalues and the corresponding sinusoidal eigenmodes that are typical for the pure diffusion problem with homogeneous Dirichlet boundary conditions (see also Section 2.3). The differences between the parts of the eigenvectors corresponding to the higher order moments φ or ξ and the slaving relations (7) or (8) up to first or third order terms in ∆x are shown in the second and third row of Figure 1 . Here, the derivatives were approximated with sufficiently accurate finite differences. The correctness of the equations (7) and (8) is clearly confirmed.
A Time-Stepper for the Macroscopic Equation
The macroscopic equation (6) can be solved analytically using the method of separation of variables. We obtain (9) The parameter k is called the wave number. Alternatively, one may approximate the solution numerically. We then (again) obtain a discrete timestepper (but now for the density field only). When using the standard secondorder accurate central finite difference (FD) formula in space (with grid spacing ∆x) and the forward Euler scheme in time (with time step ∆t), we obtain
256 Accuracy and stability of the coarse time-stepper for a lattice Boltzmann model with the approximation of the exact solution at time t n and grid point x j in the interior of the domain. As equation (10) is linear in ρ, the whole system can be written in matrix form ρ n+1 = A·ρ n , with ρ n a column vector consisting of the elements ( j = 1,..., N -1). The Dirichlet boundary conditions are then explicitly eliminated and A is a tridiagonal matrix.
The truncation error T(x, t) of the FD scheme (10) is defined as its residual divided by the step size ∆t, when the exact solution ρ(x j , t n ) is substituted into the scheme. In this manner, the truncation error scales like the global error; when T(x, t) = ᏻ (∆x r + ∆t s ) the method is said to be of order r in space and s in time. For the FD scheme (10), a Taylor series expansion can be used to show that the principal part of T(x, t) is (11) Similar to the Fourier series of the analytical solution (9) of the macroscopic equation (6), we can write the numerical solution of the FD scheme as a discrete Fourier series of the form The discrete Fourier modes sin(kπx j ) are now grid functions defined on the grid and correspond to the eigenvectors of the matrix A. The FD scheme is stable if all eigenvalues λ k lie within the unit circle. Hence, the scheme is stable if ∆t ∈ (0, ∆x 2 /(2D)). For values of ∆t outside this interval, N can always be chosen so that the modes corresponding to the highest wave numbers grow unboundedly. At low wave numbers, the eigenvalues approximate the analytical eigenvalues
This clearly provides an alternative means to investigate the accuracy of the FD scheme, cf. (11) . 
As an illustration, the three most dominant eigenvalues of the PDE solution (9), of the FD scheme (10) and of the LBM from Section 2.1 are given in Table  2 . Here, we used the same parameters that were also used to generate Figure 1 . Clearly, the dominant eigenvalues of the three models correspond very well, indicating that (at least the long-term) behavior will be very similar. Of course, this is not the case for the less dominant eigenvalues, since those depend largely on the numerical discretization and are therefore not necessarily a good approximation of the eigenvalues of the exact solution. Note for instance that the eigenvalues of the PDE solution and the FD scheme are all real, while many of the eigenvalues of the LBM are complex. (An illustration of a typical eigenvalue spectrum of a LBM for a reaction-diffusion system can be found in [14, 19] .)
In the remainder of this paper, we will perform a similar accuracy and stability analysis of the CTS for the LBM. As the primary goal of the CTS is to be an approximate time-stepper for the -in practice unknown -macroscopic equation, we expect to observe numerical properties that are similar to those of the FD scheme.
THE CTS FOR THE LBM
In this section, we show how to construct (several variants of) the CTS for the LBM. Without loss of generality, we set D = 1 from now on, which corresponds to rescaling time.
In general, we first have to choose an appropriate set of (possibly spatially distributed) macroscopic variables, for which we believe that a macroscopic description exists. Essential is that the slow manifold referred to in Section 2.2 should be parameterizable in terms of these variables. For complex systems, choosing such macroscopic variables may be nontrivial. For the LBM from Section 2.1 however, we know that the effective macroscopic behavior is described by the PDE (9) for the density field ρ (x, t), and that the slow manifold can be parameterized in terms of this variable, see (7)- (8) . Therefore, the CTS for the LBM will be a time-stepper for only the density field (as the FD scheme in Section 2.3).
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Accuracy and stability of the coarse time-stepper for a lattice Boltzmann model One coarse time step consists of (1) lifting, (2) simulation with the LBM and (3) restriction. In the following sections, we will formulate these three substeps in the specific context of our LBM. As each of these operations is linear, we are able to represent them using a constant Jacobian matrix. The CTS itself is then also linear, and its Jacobian matrix is obtained by multiplying the Jacobian matrices of the individual substeps. In Section 4, this Jacobian matrix will be the starting point for the analysis of the accuracy and stability of the CTS.
Lifting
The main challenge in constructing the CTS for the LBM is to find an appropriate lifting procedure. For our model problem, the momentum φ and the energy ξ should be initialized according to the given density ρ. Ideally, they should correspond to the point in the LBM state space that corresponds to the given density ρ and lies on (or very close to) the slow manifold. This suggests that we can use the slaving relations (7)- (8) to implement the lifting procedure. However, such a procedure is mainly of theoretical interest, as in practice the (higher order) slaving relations are unlikely to be known and difficult to derive (otherwise, we may probably as well derive a macroscopic equation like (6)). We therefore also study an alternative lifting procedure, the so-called constrained runs scheme, which approximates the slaving relations numerically.
Lifting with the Slaving Relations
By using the slaving relations (7)-(8) up to (and, as always in this paper, including) ᏻ (∆x p ), and approximating the derivatives numerically, we obtain what will further be called the SR(p)-lifting scheme.
The corresponding Jacobian matrix L sr, p is a rectangular matrix of size (3N + 3) × (N + 1), reflecting the one-to-many nature of the operation. As the density is given, the square upper submatrix is the identity matrix. The matrix elements for the two square lower submatrices correspond to an appropriate discretization of the truncated slaving relations. The important thing here is that the error introduced by the numerical approximation of the derivatives should be at least of order ᏻ (∆x p+1 ). In our experiments, we have chosen to approximate these derivatives using symmetric and antisymmetric central differences in the interior of the domain (near the boundaries, the use of one-sided differences is inevitable). Specifically, we approximated the first spatial derivative using the second-order accurate antisymmetric central difference stencil of size 2∆x when p = 1 or p = 2, or using the fourth-order accurate antisymmetric central difference stencil of size 4∆x when p = 3. The second spatial derivative was approximated using the second-order accurate symmetric central difference stencil of size 2∆x when p = 2 or p = 3. Finally, the third spatial derivative was approximated using the second-order accurate antisymmetric central difference stencil of size 4∆x when p = 3. These discretizations give rise to the Jacobian matrix elements shown in Table 3 . Because we used symmetric and antisymmetric central differences, the square submatrices corresponding to the energy ξ and the momentum φ are symmetric and skew-symmetric, respectively, if we disregard some of the matrix elements near the boundaries.
Lifting with the Constrained Runs Scheme
If the slaving relations are not known, the procedure from Section 3.1.1 cannot be used. As an alternative, one can then use the so-called constrained runs (CR) scheme [3] . This scheme relies on the fact that, under certain conditions, the computed microscopic state will lie close to the slow manifold if the (m + 1)st time derivatives of the higher order moments are zero. Although it was shown that using a larger value of m may result in a state that lies closer to the slow manifold [3] , using a small value of m (e.g., m = 0) may already be sufficient for practical purposes. By approximating the (m + 1)st time derivatives numerically using forward differences, the procedure can also be applied when only a time-stepper is available (as in our case). Under certain conditions, the zero of this (m + 1)st forward difference equation may be computed using a functional iteration. The resulting scheme will further be called the CR(m)-lifting scheme. Specifically for our LBM, it takes the following form: 0. Initialize φ and ξ (e.g., φ = 0 and ξ = ρ/3, corresponding to the BGK equilibrium distributions (2)). Then start the iteration 1-3. 1. Run the LBM over m + 1 time steps, starting from ρ, φ and ξ. This gives the values ρ k , φ k and ξ k at times t = k∆t (k = 1,..., m + 1).
f i eq 260 Accuracy and stability of the coarse time-stepper for a lattice Boltzmann model Table 3 . The elements near the diagonal of the two square lower submatrices of the Jacobian matrix L sr,p , corresponding to the numerical discretization of the slaving relations (7)- (8) 3. If and are smaller than a certain tolerance: end the iteration.
Else: set φ = φ + δ φ , ξ = ξ + δ ξ and goto 1. A close inspection of this scheme shows that, in each iteration step, the values of the higher order moments φ and ξ are updated using a backward extrapolation with a polynomial of degree m that passes through φ k and ξ k (k = 1,..., m + 1), while the density ρ is reset to its original, given value.
In step 0 of the CR scheme, the (N + 1)-dimensional density vector ρ is expanded to a (3N + 3) -dimensional LBM state. Each iteration step of the scheme that is performed afterwards is linear and therefore corresponds to a multiplication with a constant Jacobian matrix L cr, m . When m = 0, this Jacobian matrix corresponds to the matrix S from (5) 
When K → ∞, we obtain From the derivation above it follows that the CR(0)-lifting scheme is stable for all values of ω ∈ (0, 2), and that it converges with an asymptotic convergence rate towards a state that corresponds up to ᏻ (∆x) to the slaving relations (7)- (8) . The same conclusions were found in [15] , where a more detailed analysis was given for a class of LBMs for reaction-diffusion systems. From the slaving relations (7)- (8) and the formulas above, it follows that for our model problem, the constrained runs errors e φ and e ξ in the momentum and energy (the difference between φ ∞ or ξ ∞ and the exact slaved momentum or energy) are A similar (but more technical) analysis can be done when m > 0. In this manner, one can for instance show that the CR(1)-lifting scheme converges towards a state that corresponds up to ᏻ (∆x 3 ) to the slaving relations (7)- (8), if the iteration is stable. Specifically, one can show that the constrained runs error e φ in the momentum is now while the constrained runs error e ξ in the energy is Unfortunately, stability is no longer guaranteed for all values of ω when m > 0. The CR(1)-scheme for example is only stable if ω ∈ (0.690, 1.291) [16] . For values of ω outside this interval, the fixed point of the CR scheme can however still be computed, for instance using a Newton-Krylov technique [16] .
Simulation
Starting from the initial condition provided by the lifting procedure, the LBM is evolved over a time interval ∆T. For simplicity, we assume that ∆T is a multiple of ∆t. A simulation over time ∆T = M∆t then corresponds to a multiplication with the matrix S M . For complex (possibly stochastic or chaotic) microscopic systems, the choice of ∆T may be nontrivial (see e.g. [10] ). Even for the deterministic LBM from Section 2.1, several scenarios are possible. From our discussion in Section 2.2, we know that if the initial condition lies on (or very close to) the slow manifold, no fast microscopic modes will be triggered in the first few LBM steps. Hence, ∆T may be chosen very small (e.g., M ≈ 1). If the initial condition lies further away from the slow manifold, we should at least evolve until the fast modes have died out and the LBM state is again close enough to the slow manifold. Due to the separation of time scales, the time required to approach the manifold will only be a small multiple of the LBM time step ∆t (e.g., M ≈ 10). Nevertheless, obtaining a slaved state at time ∆T is not always sufficient, as the trajectory that is followed on the slow manifold afterwards may still be different from the correct macroscopic trajectory that would be obtained if we had initialized directly on the slow manifold [14, 19] . In certain situations, the effect of the inaccurate initialization becomes less prominent if ∆T is chosen very large (e.g., M > 1000), for instance in the case where all trajectories are ultimately attracted towards the same steady state [14] -we will come back to this in Section 4.2.1. However, using such a large time step ∆T will often be unacceptable in practice, especially when using the corresponding CTS in conjunction with efficiency-increasing algorithms such as coarse projective integration or when using the CTS as a building block in a time-stepper based bifurcation analysis (the attainable efficiency gain then drops substantially, and computing (near) unstable solutions may become impossible).
Restriction
Finally, in the restriction step, we should go back from the space of LBM variables (as we are using the moment description, these are ρ, φ and ξ) to the space of macroscopic variables (here, ρ). This is a trivial operation and the corresponding Jacobian matrix R is a (N + 1) × (3N + 3) matrix (reflecting its many-to-one nature), with the square left submatrix the identity matrix and the square right submatrices zero matrices.
ACCURACY AND STABILITY OF THE CTS
In this section, we are finally ready to study the accuracy and stability of the CTS. The main idea is that we will explicitly construct the Jacobian matrices of several variants of the CTS, using the components described in the previous section. Similar to the analysis of the FD scheme in Section 2.3, we will then use the Jacobian matrix elements to derive the truncation error and the stability interval for the different variants of the CTS. In Section 4.1, we consider the CTS in the special case where M = 1 (∆T = ∆t). The influence of using a larger value of M is explored in Section 4.2.
The CTS with M = 1
We make a further distinction between the CTS that uses SR(p)-lifting and the CTS that is based on CR(m)-lifting.
Using SR( p )-Lifting
In this case, the Jacobian matrix of the CTS is RSL sr, p . For each value of p, its elements can be computed using the results from Section 3. A summary is given in Table 4 . Since we opted to use only (anti-)symmetric central differences, the Jacobian matrix is now symmetric if we disregard some of the matrix elements near the boundaries. Slightly remarkable (at least at first sight) is the fact that when ω = 1, the CTS corresponds to the FD scheme (10) irrespective of the value of p, while the SR(p)-lifting schemes are different for each value of p (cf. Table 3 ). The reason is of course that after the diffusive collisions, the three distribution functions in the LBM coincide (f i = = ρ/3), and then there is no difference in using the LBM or the FD scheme.
We now use the matrix elements from Table 4 to compute the principal part of the truncation error for the different CTSs (compared to the macroscopic solution (9)). The results are shown in Table 5 . We see that when p = 0 (this corresponds to initializing with the BGK equilibrium distributions (2)), the CTS does not recover the correct macroscopic behavior unless in the special case ω = 1. When p = 0 and ω ≠ 1, the solution computed with the CTS can be interpreted as an approximation to the solution of the diffusion equation with a modified diffusion coefficient
When p = 1, 2 or 3 and assuming that ∆t = ᏻ (∆x 2 ) (which is the most natural choice for a diffusion LBM, but was not assumed in the derivation of the expressions in Table 5 ), the CTS is first-order accurate in time and second-order accurate in space for all values of ω. If ∆t decreases faster than ᏻ (∆x 4 ), the truncation error grows unboundedly in the cases p = 1 or p = 2 and the CTS is then no longer consistent. Similarly, the truncation error grows unboundedly if
Accuracy and stability of the coarse time-stepper for a lattice Boltzmann model ∆t decreases slower than ᏻ (∆x) or faster than ᏻ (∆x 6 ) when p = 3. If the value of ∆x is kept constant, the CTS with p = 3 behaves second-order accurate in time when ∆t >ᏻ (∆x 8/3 ) (while the error increases as 1/∆t when ∆t < ᏻ (∆x 8/3 )).
Note that the LBM itself is also second-order accurate in time when using a fixed lattice spacing, and first-order accurate in time and second-accurate in space when ω is kept constant [7, 19] . This indicates that for ∆t > ᏻ (∆x 8/3 ), the SR(3)-lifting scheme is so accurate that the error of the CTS has reached the Table 4 . The elements near the diagonal of the Jacobian matrix of the CTS, when M = 1 (∆T = ∆t ) and using SR(p)-lifting.
e 0 1/3 (2ω -1)/(3ω) (3ω 2 -4ω + 2)/(3ω 2 ) (11ω 3 -16ω 2 +10ω -2)/(9ω 3 )
e ±1 1/3 1/3 (ω 2 + 6ω -4)/(9ω 2 ) (ω 3 + 14ω 2 -10ω + 1)/(18ω 3 ) Table 5 . The principal part of the truncation error (x, t ) and the stability interval (ω min , ω max ) for the CTS, when M = 1 (∆T = ∆t ) and using SR(p)-lifting. 
Principal part of the Stability interval truncation error (x, t)
T for a lattice Boltzmann model error level of the LBM itself (compared to the macroscopic equation (6)). In Section 4.1.2, this claim will be confirmed. Similar to the Fourier series of the analytical solution of the PDE (6) itself, we can decompose the numerical solution of the CTS in terms of the orthogonal eigenvectors of the corresponding Jacobian matrix. As one-sided finite differences are used near the boundaries of the spatial domain, it is no longer guaranteed that, after elimination of the boundary conditions, these eigenmodes are sin(kπx j ), k = 1,... , N -1. A common practice in numerical analysis is therefore to resort to a local Fourier analysis, which ignores the effects of the boundaries. Then, sin(kπx j ) are still the eigenmodes and the corresponding eigenvalues λ k are given by the formula (12) where e i are the elements from Table 4 . At low wave numbers, the eigenvalues approximate the analytical eigenvalues from equation (9), and the principal part of the Taylor series expansion of exp(-k 2 π 2 ∆t) -λ k (for k → 0) corresponds to (x, t) ∆t if we substitute ∂ 2i ρ/∂x 2i and ∂ρ i /∂t i by k 2i π 2i in the latter. The CTS is stable if all eigenvalues λ k lie within the unit circle. Using equation (12), we can hence derive the stability intervals for the different CTSs (i.e., the intervals of ω for which the CTSs are stable). The results are shown in Table 5 . If p = 0, the eigenvalues lie between -1/3 and 1 and the CTS is unconditionally stable (i.e., it is stable for all values of ω ʦ (0, 2)). If p = 1, the eigenmodes corresponding to the intermediate wave numbers become unstable when ω < 0.349. If p = 2, the eigenmodes corresponding to the highest wave numbers become unstable when ω < 0.606. Finally, if p = 3, the eigenmodes corresponding to both the intermediate and the highest wave numbers become unstable when ω < 0.606.
Using CR(m )-Lifting
When we use K CR iteration steps and the BGK equilibrium distributions (2) 
Using these elements, one can derive the truncation error of the corresponding CTS. After some calculations, we obtain (14) For small values of K, the CTS does not recover the correct macroscopic behavior, unless ω = 1. If ω = 1, the CTS corresponds to the CTS based on the SR(0)-lifting scheme without additional CR steps, and hence also to the FD scheme (10) . If ω ≠ 1, the solution computed with the CTS can again be interpreted as an approximation to the solution of the diffusion equation with a modified diffusion coefficient D´(the factor between large brackets in (14)) instead of D = 1. It is clear that D´differs more from the correct value D = 1 as ω deviates more from one. As K grows, D´converges fast to one (linearly, and with the same convergence rate as the CR(0)-lifting scheme itself). The fact that the CTS reproduces the correct macroscopic behavior if K → ∞ should not surprise us, as we have shown in Section 3.1.2 that the order of accuracy of the CR(0)-lifting scheme is the same as the order of accuracy of the SR(1)-lifting scheme, and we have shown in Section 4.1.1 that the CTS based on the SR(1)-lifting scheme reproduces the correct macroscopic behavior. Of course, the truncation error is different. If K → ∞, the right-hand side of equation (14) becomes zero and the principal part of the truncation error is then If ∆t = ᏻ (∆x 2 ), the CTS is again first-order accurate in time and second-order accurate in space for all values of ω. If ∆t decreases slower than ᏻ (∆x), the truncation error grows unboundedly and the CTS is no longer consistent.
After elimination of the boundary conditions, the eigenvectors of the Jacobian matrix of the CTS are the discrete Fourier modes sin(kπx j ). Hence, the corresponding eigenvalues λ k are given by (12) 1.814 from (13) . As before, the eigenvalues at low wave numbers approximate the analytical eigenvalues from equation (9) , and the difference between both is related to the accuracy. From the eigenvalues we compute the stability intervals of the CTS for different values of K. An overview is given in Table 6 . The stability intervals clearly evolve from (1/2, 5/4) if K = 1 towards the limiting interval (0, 6/5) if K → ∞. So, although the constrained runs scheme is stable and finds a LBM state close to the slow manifold as K → ∞, the CTS itself is unstable for a large range of ω-values. Remarkable is also that the CTS becomes unstable if ∆t becomes too small compared to ∆x 2 .
If m > 0, the accuracy and stability can be analyzed in a similar manner. Due to page limitations, we here only mention that numerical experiments indicate that when ∆t = ᏻ (∆x 2 ), the principal part of the truncation error of the CTS based on the infinitely iterated CR(1)-lifting scheme is the same as that of the CTS based on SR(3)-lifting. This confirms our finding in the last paragraph of Section 3.1.2. Moreover, it indicates that both lifting schemes are so accurate that the error of the CTS is now dominated by the error of the LBM itself (the difference between the LBM and the macroscopic equation (6)), rather than only being at the same level as the error of the LBM as was stated in Section 4.1.1. This is also confirmed by numerical experiments that show that the error of the CTS is virtually the same as the error of the full LBM, when the latter is only initialized once at the beginning of the simulation interval. We emphasize that this is the best one can hope for; the fact that the expressions for the truncation error in Table 5 do not further tend towards zero is because we are comparing to the macroscopic solution rather than to the full LBM solution. If we compare to the solution of the full LBM (by also incorporating higher order terms in the Chapman-Enskog multiscale expansion), we find that the truncation errors are the expressions from Table 5 minus (3∆t 2 /(4∆x 2 ))∂ 4 ρ/∂x 4 . This shows that the truncation error does decrease as p increases, and that for p = 3 the truncation error is indeed dominated by the error of the LBM. Of course, the stability of the CTS based on the infinitely iterated CR (1) 
The CTS with M > 1
In the previous section we showed that, depending on the lifting procedure, the accuracy and/or the stability of the CTS may be unsatisfactory if only one LBM for a lattice Boltzmann model time step is used in the simulation step, i.e., if M = 1 (∆T = ∆t). In this section, we argue that both shortcomings may -at least partially -be resolved by using a larger value of M. 4.2.1. Improving the Accuracy of the CTS Let us reconsider the CTS that is based on SR(0)-lifting. When using M LBM simulation steps, the Jacobian matrix of the CTS is RS M L sr, 0 . The number of nonzero elements in each row and column of the Jacobian matrix (far enough away from the boundaries) is then 2M +1. The analysis for the case M = 1 was given in Section 4.1.1. If M > 1, the elements of the Jacobian matrix can again be computed explicitly. Although these elements themselves are rather complicated (and therefore omitted here), the principal part of the truncation error simplifies to (15) Note that the truncation error is now the residual divided by ∆T = M∆t when the exact solution is substituted into the scheme. As could be expected, the CTS does not recover the correct macroscopic behavior for finite values of M, unless ω = 1. If ω ≠ 1, the solution computed with the CTS can again be interpreted as an approximation to the solution of the diffusion equation with a modified diffusion coefficient D´= 1 + ∆D (the factor between large brackets in (14) ) instead of D = 1. It is clear that ∆D differs more from zero as ω deviates more from one. As M grows towards infinity, ∆D converges to zero. This basically tells us that the CTS becomes more accurate (or rather, less inaccurate) when M is increased. The underlying reason is that the "bad" SR(0)-lifting then occurs less frequently when integrating over a certain fixed time interval with the CTS. Unfortunately, equation (15) also shows that ∆D only converges slowly (sublinearly, ~ 1/M) towards zero -compare with the fast linear convergence in the case of using CR(0)-lifting (Section 4.1.2). Hence, unless ω lies extremely close to one, M will have to be chosen very large in order to obtain accurate results. To get the modified diffusion coefficient D´for instance within 0.1% of the correct value D = 1, it is required that M > 533 if ω = 1.25, M > 1333 if ω = 1.5 and M > 3428 if ω = 1.75. As already mentioned in Section 3.2, using such large values of M will in practice often be unacceptable.
After elimination of the boundary conditions, the eigenvectors of the Jacobian matrix of the CTS are again the discrete Fourier modes sin(kπx j ), and the corresponding eigenvalues λ k are given by (12) . As before, the eigenvalues at low wave numbers approximate the analytical eigenvalues from equation (9) , and the difference between both is related to the accuracy. If M is increased, the eigenvalues shift towards zero and, as could be expected, the CTS remains unconditionally stable. If we started a simulation from the (scaled) k-th Fourier mode as initial condition, the relative error made due to the fact that ∆D ≠ 0 would approximately be 1 -exp(-(∆D)k 2 π 2 t). Taking into account that ∆D = ᏻ (1/M) as M → ∞, and using t = ∆T = M∆t, we thus obtain that the relative error made in each step of the CTS is approximately independent of the value of M. This confirms that using larger values of M (and hence lifting less frequently) is indeed beneficial for the accuracy of the CTS.
4.2.2.Improving the Stability of the CTS
Finally, we also consider the CTS based on SR(1)-lifting and on the infinitely iterated CR(0)-lifting (the initial guess is then irrelevant) when using M LBM simulation steps. After elimination of the boundary conditions, the eigenvectors of the Jacobian matrices are in both cases again the discrete Fourier modes sin(kπx j ), and the corresponding eigenvalues λ k are given by (12) . From these eigenvalues, we can deduce the different stability intervals. An overview is given in Table 7 . We clearly recognize the limited stability intervals in the case M = 1 (cf. Sections 4.1.1 and 4.1.2), and observe that for both lifting schemes, the stability interval indeed grows (although not monotonically) when the value of M is increased.
CONCLUSIONS
The equation-free framework for multiscale computing is built around the central idea of a coarse time-stepper (CTS), which is an approximate time integrator for the unavailable macroscopic model when only a microscopic simulator is given. In this paper, we have studied the numerical properties of the CTS when a lattice Boltzmann model (LBM) for one-dimensional diffusion is used as the microscopic simulator. For this model problem, we derived analytical expressions for the accuracy and stability of the CTS. These expressions depend on the LBM parameters but also on the implementation of the CTS. It was shown that an accurate lifting procedure (using the theoretical slaving relations, or purely numerical, using the constrained runs scheme) is crucial to recover the correct macroscopic behavior. If the lifting is inaccurate, the CTS approximates a different macroscopic equation, and an erroneous macroscopic trajectory is computed. If the lifting is very accurate, its influence is negligible, and the accuracy of the CTS is similar to that of the underlying LBM itself. Concerning the stability of the CTS, we showed that in many cases there exist values of the LBM relaxation coefficient for which the CTS is unstable. Increasing the coarse time step ∆T may help to
