Let R be a commutative ring and Γ(R) denote its zero-divisor graph. We investigate the genus number of the compact Riemann surface which Γ(R) can be embedded and illustrate all finite commutative rings R (up to isomorphism) such that Γ(R) is
Introduction
By default, all rings are commutative with identity. For a ring R, the zero-divisor graph of R, denoted by Γ(R), is the simple graph such that its vertex set consists of all nonzero zero-divisors of R and that two distinct vertices are joined by an edge whenever the product of the vertices are 0. Therefore Γ(R) = ∅ if and only if R is an integral domain. This definition was introduced by Anderson and Livingston in [6] . Recently, this subject has been extensively studied in [2] , [3] , [4] , [5] , [7] , [11] , [12] , [14] and [16] .
Let R be a ring. There are some known properties of zero-divisor graphs. For example, Anderson and Livingston showed in [6] that Γ(R) is always connected and R is a finite ring or an integral domain if and only if Γ(R) is finite. Mulay [14] showed that if Γ(R) contains a cycle, then Γ(R) contains a 3-cycle or a 4-cycle. Anderson, Frazier, Lauve and Livingston showed in [4] that if R and S are finite reduced rings which are not fields, then R ≃ S if and only if Γ(R) ≃ Γ(S).
The primitive objective of topological graph theory is to embed a graph into a surface. In plain words, it is to draw a graph on a surface so that there is no crossing for any two edges. One simple question which one may ask when having a graph at hand is that "Is this graph planar (see definition in section 1)?". When concerning to the zero-divisor graphs, similar question also been widely discussed. For example, Anderson et al. asked in [4] : For which finite rings R is Γ(R) planar? It was shown in [2] that if R is a finite local ring such that Γ(R) has at least 33 vertices, then Γ(R) is not planar. A follow-up question conjectured by Akbari et al. in [2] is that: if it is true that, for any local rings of cardinality 32, which is not a field, Γ(R) is not planar? In [16] the author gives an affirmative answer to the above question. Moreover, in the same paper the author also find all finite rings of the forms Z p α 1 1 × · · · × Z p αn n and Z n [x]/(x m ) such that their zero-divisor graphs are planar or can be embedded into a torus.
To seek all finite rings R such that Γ(R) has genus at most one is the goal of this paper. Since a finite ring is Artinian, it is a direct product of local Artinian rings. So the foremost step in our strategy is to consider the case of finite local rings. Preparing ourself for the main theorems in section 3, we first discuss the genera of local rings under some specific assumptions in section 2. By the Euler characteristic formula and the deleting and inserting trick, we successfully exclude some cases of higher genus.
In section 3, we consider case by case on local rings (R, m) with that |R/m| ≤ 8. By the result [16, Theorem 3.6] , we learn that all possible cases are among them. Thanks to [16, Lemma 3.1] which tells that if a finite ring R with |Spec(R)| ≥ 5 then γ(Γ(R)) ≥ 2. According to this, it suffices to look for the finite rings with at most 4 maximal ideals. We get the complete lists of all finite rings such that their zero-divisor graphs have genera at most one in this section and summarize them as four tables at the very end of this paper.
Preliminaries
In this section we go over briefly some subsequently-used notation, terminology, and basic results from [10] , [15] and [16] .
A simple graph G is an ordered pair of disjoint sets (V, E) such that V = V (G) is the set of vertices of G and E = E(G) is the set of edges of G. For v ∈ V , the degree of v, denoted by deg(v), is the number of edges of G incident to v. Considering V ′ ⊆ V (G), we define G − V ′ for the subgraph of G obtained by deleting the vertices in V ′ and all edges incident with them. Similarly, if E ′ ⊆ E(G), then G − E ′ is the subgraph of G obtained by deleting the edges in E ′ . For a graph G, we denote G for the subgraph
and call it the reduction of G.
A graph in which each pair of distinct vertices is joined by an edge is called a complete graph. We use K n to denote a complete graph with n vertices. A bipartite graph G is a graph such that its vertex set V (G) can be partitioned into two subsets V 1 and V 2 and each edge e ∈ E(G) joins a vertex of V 1 to a vertex of V 2 . In particular, if E(G) consists of all edges joining V 1 with V 2 , then it is called a complete bipartite graph and denoted by the symbol K m,n when |V 1 | = m and |V 2 | = n.
For the term "surface", we mean a two dimensional real manifold, i.e., a topological space such that each point has a neighborhood homeomorphic to the open disc U = {x ∈ R 2 : x < 1 }. It is well-known that every orientable compact surface is homeomorphic to a sphere with g handles. This number g is called the genus of the surface. For example, the genus of a sphere is 0 and the genus of a torus is 1. A simple graph which can be drawn without crossings on the surface of genus g but not on the one of genus g − 1, is called a graph of genus g. By this, a planar graph is a graph of genus 0 and a toroidal graph is a graph of genus 1. Let γ(G) denote the genus of a graph G. The following two results (see [10, p.118] ) about the genus formula of a complete graph and a complete bipartite graph are very useful in the subsequent sections.
where {x} is the least integer that is greater than or equal to x. In particular, γ(K n ) = 1 if n = 5, 6, 7.
where {x} is the least integer that is greater than or equal to x. In particular, γ(K 4,4 ) = γ(K 3,n ) = 1 if n = 3, 4, 5, 6.
Suppose a connected graph G is drawn on an orientable compact surface S g and let #V G , #E G , and #F G denote the number of vertices, edges, and faces of G, respectively. The so-called Euler characteristic formula states that #V G −#E G +#F G = 2−2g, where g is the genus of S g .
We end this section by the following two remarks (also see [16, Example 2.5] ).
Remark 1.4. The bipartite graph K 3,6 has v = 9 vertices and e = 18 edges. By Lemma 1.2, we see that γ(K 3,6 ) = 1. Therefore, from the Euler characteristic formula there are f = 9 faces when drawing K 3,6 without crossings on a torus. We note that the boundary of each face F i of K 3,6 is an even cycle with length e i ≥ 4. It follows from the inequality 2e = f i=1 e i ≥ 4f that e i = 4 for each i, i.e., all face boundaries are 4-cycles. Moreover, any two faces in K 3,6 have at most one boundary edge in common.
Genera of some special rings
In order to simplify the proof of our main result in next section, we discuss in this section several special rings with γ(Γ(R)) ≥ 2 or γ(Γ(R)) = 1. In the sequel, if R is a ring then Z(R) denotes the set of its zero-divisors and Z(R) * = Z(R) − {0}. Proposition 2.1. Let (R, m) be a local ring with |R| = 32. If |R/m| = 2 and |m 2 | = 4, then γ(Γ(R)) ≥ 2.
Proof. By assumptions, |m| = 16 and dim R/m m/m 2 = 2. Since m 2 = {0}, by Nakayama's lemma [1, Prop. 2.6] we have m 3 m 2 , so that m 3 = {0} or |m 3 | = 2. If m 3 = {0}, then |m − m 2 | = 12 and |m 2 − m 3 | = 3. This implies that K 3,12 ⊆ Γ(R) and therefore 2 = γ(K 3,12 ) ≤ γ(Γ(R)) by Lemma 1.2 and Remark 1.3. Hence, we may assume |m 3 | = 2 with that m 4 = {0} and dim R/m m 2 /m 3 = dim R/m m 3 /m 4 = 1.
Since dim R/m m/m 2 = 2, it follows from [1, Prop.2.8 ] that m can be generated by two elements. Write m = (x, y). Assume first that x 3 = y 3 = 0. If x 2 y = 0, then x 2 , xy / ∈ m 3 , so that {x 2 } and {xy} are both bases of m 2 /m 3 ; it follows that xy − x 2 ∈ m 3 as |R/m| = 2. Therefore, x 2 y − x 3 = 0 and then x 2 y = 0, a contradiction. Thus, x 2 y = 0 and xy 2 = 0 as well. With the assumption x 3 = y 3 = 0 we get that m 3 = {0}, a contradiction. Consequently, we conclude that either x 3 = 0 or y 3 = 0. We may assume without loss of generality that x 3 = 0. Therefore, {x 3 } is a basis of m 3 /m 4 and {x 2 } is a basis of m 2 /m 3 . If xy / ∈ m 3 , then xy − x 2 ∈ m 3 as dim R/m m 2 /m 3 = 1 and |R/m| = 2, so that x(y − x) ∈ m 3 . Therefore, we may replace y by y − x and assume that xy ∈ m 3 . Moreover, if xy = 0, then xy − x 3 = 0 as dim R/m m 3 /m 4 = 1 and |R/m| = 2, so that x(y − x 2 ) = 0. Hence we may replace y by y − x 2 and assume that xy = 0. We observe that y 2 ∈ m 3 as if not, then y 2 − x 2 ∈ m 3 , so that xy 2 − x 3 = 0; it follows that x 3 = 0, a contradiction. Now, we have two cases to discuss: y 2 = 0 or y 2 = x 3 . Case 1 : y 2 = 0. In this case, let 3 and v 7 = x + y; then u i · v j = 0 for every i, j. Therefore K 3,7 ⊆ Γ(R) and it follows that γ(Γ(R)) ≥ γ(K 3,7 ) = 2.
Case 2 : y 2 = x 3 . In this case, let
Observe that u i · v j = 0 for every i, j, so that K 3,6 ⊆ Γ(R); therefore γ(Γ(R)) ≥ γ(K 3,6 ) = 1. Write G = Γ(R), G ′ = G − {u 1 u 2 , u 1 u 3 , u 1 w 5 , u 1 w 6 } * , and G ′′ = G ′ − {w 1 , . . . , w 6 }; then it is easy to see that G ′′ ≃ K 3,6 . Next, we proceed to prove γ(G) ≥ 2 by the deleting and inserting trick.
Suppose that γ(G) = 1.
by Euler characteristic formula there are 19 faces when drawing G ′ on a torus. Fix a representation of G ′ and let {F ′ 1 , . . . , F ′ 19 } be the set of faces of G ′ corresponding to this representation. We note that G ′′ ≃ K 3,6 and therefore it has 9 faces such that * Here we abuse the notation for if u, v ∈ R such that uv = 0 then we write uv as an edge of Γ(R). their boundaries are all 4-cycles (see Remark 1.4). Write F ′′ 1 , . . . , F ′′ 9 for the faces of G ′′ obtained by deleting w 1 , . . . , w 6 and all edges incident with w 1 , . . . , w 6 from the representation of G ′ ; then {F ′ 1 , . . . , F ′ 19 } can be recovered by inserting w 1 , . . . , w 6 and all edges incident with w 1 , . . . , w 6 into the representation corresponding to {F ′′ 1 , . . . , F ′′ 9 }. Let F ′′ t i denote the face of G ′′ into which w i is inserted during the recovering process from G ′′ to G ′ . We note that w i w j ∈ E(G ′ ) for i = 1, . . . , 4 and j = 5, 6; therefore all w i should be inserted into the same face, say F ′′ m , of G ′′ to avoid any crossings, i.e., t 1 = t 2 = · · · = t 6 = m. Moreover, since u 1 w i ∈ E(G ′ ) for i = 1, . . . , 4, u 1 is a vertex of the face F ′′ m . Write the edges e i = u 1 w i , e i+4 = w i w 5 and e i+8 = w i w 6 for i = 1, . . . , 4. After inserting w 1 , . . . , w 5 and e 1 , . . . , e 8 into F ′′ m we obtain Figure 1 as below. However, it is easy to see from Figure 1 that we can not insert w 6 and e 9 , . . . , e 12 into F ′′ m without crossings, a contradiction. Therefore, we conclude that γ(G) ≥ 2. Proof. From the assumptions, we have that |m| = 16, m 3 = {0}, dim R/m m/m 2 = 3 and dim R/m m 2 /m 3 = 1. Therefore, by [1, Prop.2.8] , m can be generated by three elements, i.e., m = (x, y, z) for some x, y, z ∈ m − m 2 .
First we assume that xm = {0}. Choose w ∈ m 2 − {0} and denote u 1 = x, u 2 = w,
and v 7 = x + y; then u i · v j = 0 for every i, j. It follows that K 3,7 ⊆ Γ(R), so that γ(Γ(R)) ≥ γ(K 3,7 ) = 2. Hence, from this, we may assume that um = {0} for any u ∈ m − m 2 .
Suppose that x 2 = y 2 = z 2 = 0. Since 2ab = 0 for any a, b ∈ m as m 3 = {0} and |R/m| = 2, we have that u 2 = 0 for any u ∈ m. Noting that |m 2 | = 2, we may assume xy = 0, i.e., m 2 = {xy, 0}. Now, if xz = 0, then xz = xy, so that x(z − y) = 0. Replacing z by z − y, we may assume xz = 0. Furthermore, if yz = 0, then yz = xy, so that y(z − x) = 0. Since x(z − x) = 0, we may replace z by z − x and assume that yz = 0. However, this implies zm = {0}, which contradicts the assumption that um = {0} for any u ∈ m − m 2 . Thus, u 2 = 0 for some u ∈ {x, y, z}. After suitable change of x, y, z, we may assume that x 2 = 0 and xy = xz = 0. Under this assumption, there are two cases remained to discuss: y 2 = 0 and y 2 = 0. Case 1 : y 2 = 0. In this case, we may further assume that yz = 0 by the similar argument in the previous paragraph. Therefore z 2 = 0 as zm = {0}. Consequently,
by Euler characteristic formula, there are 25 faces when drawing G ′ on a torus. Fix a representation of G ′ and let {F ′ 1 , . . . , F ′ 25 } be the set of faces of G ′ corresponding to the representation. Since G ′′ ≃ K 3,6 , it has 9 faces (see Remark 1.4). Let F ′′ 1 , . . . , F ′′ 9 be the faces of G ′′ obtained by deleting w 1 , . . . , w 6 and all edges incident with w 1 , . . . , w 6 from the representation. Again, {F ′ 1 , . . . , F ′ 25 } can be recovered by inserting w 1 , . . . , w 6 and all edges incident with w 1 , . . . , w 6 into the representation corresponding to {F ′′ 1 , . . . , F ′′ 9 }. We note that w i w j ∈ E(G ′ ) for i = 1, . . . , 4 and j = 5, 6; therefore all w i should be inserted into the same face, say F ′′ m , of G ′′ to avoid the crossings. Moreover, since the edges
This contradicts the fact that the boundary of F ′′ m is a 4-cycle. Thus, we conclude that γ(G) ≥ 2.
Case 2 : y 2 = 0. In this case, we may further assume that z 2 = 0 for otherwise it is applied to Case 1. From assumption that zm = {0}, yz = 0. Consequently,
Suppose that γ(G) = 1. Then γ(G ′ ) = 1. Since
G ′ has 17 faces. By similar deleting and inserting arguments as used before, we fix a representation of G ′ and let {F ′ 1 , . . . , F ′ 17 } be the set of faces of G ′ corresponding to this representation. Let {F ′′ 1 , . . . , F ′′ 9 } be the set of faces of G ′′ obtained by deleting w 1 , . . . , w 4 and all edges incident with w 1 , . . . , 3 , and w 4 should be inserted into the same face, say F ′′ n , of G ′′ in the recovering process from G ′′ to G ′ to avoid crossings. We note that
Then we can obtain Figure 2 by inserting w 1 , . . . , w 4 and e 1 , . . . , e 4 into F ′′ n . However, from Figure 2 we see that there is no way to insert e 5 , . . . , e 8 into F ′′ n without crossings, a contradiction. Therefore, we conclude that γ(G) ≥ 2. Proof. From assumptions we have |m| = 8. If |m 2 | = 4, then m is principal, so is m 2 . This implies that |m 3 | = 2, a contradiction. So m 2 = 0 or |m 2 | = 2. Assume that m 2 = 0, then the seven non-zero elements of m are all zero-divisors of R. Write m − {0} = {a 1 , . . . , a 7 } and let u i = (0, a i ) and v i = (1, a i ) for i = 1, . . . , 7. Then u i ·v j = 0 for every 1 ≤ i, j ≤ 7, so that K 7,7 ⊆ Γ(Z 2 × R), and it follows that γ(Γ(Z 2 × R)) ≥ γ(K 7,7 ) = 7. Next, we assume that |m 2 | = 2, so that dim R/m m/m 2 = 2 and dim R/m m 2 /m 3 = 1. Let m = (x, y) for some x, y ∈ m − m 2 then there are two cases remained to discuss. Case 1 : x 2 = y 2 = 0. In this case, xy = 0 as m 2 = 0. Let u 1 = (0, xy), u 2 = (1, xy),
G ′ has 13 faces. Fix a representation of G ′ and let {F ′ 1 , . . . , F ′ 13 } be the set of faces of G ′ corresponding to this representation. Let {F ′′ 1 , . . . , F ′′ 9 } be the set of faces of G ′′ obtained by deleting w 1 , w 2 and all edges incident with w 1 , w 2 from G ′ . Therefore, there are faces, say F ′′ t 1 , F ′′ t 2 , such that if we insert w 1 , w 2 and all edges incident with w 1 , w 2 into them, we are able to recover the set of faces
After inserting w 1 , w 2 and e 1 , e 2 , e 3 , e 4 into F ′ l we get Figure 3 as below. From the figure, we see that there is no way to insert e 5 , e 6 into F ′ l without any crossings. Thus, we conclude that γ(G) ≥ 2.
Case 2 : x 2 = 0. In this case, we may assume xy = 0 for that otherwise x 2 = xy and after replacing y by y − x we have xy = 0. We note that either y 2 = 0 or y 2 = x 2 as |m 2 | = 2. Assume that y 2 = 0. Let u 1 = (0, y), u 2 = (0,
, and it follows that γ(Γ(Z 2 × R)) ≥ γ(K 3,7 ) = 2. Therefore, it remains to discuss the case y 2 = x 2 . For
We observe that G * is isomorphic to the G ′ obtained in Case 1. Therefore γ(G * ) ≥ 2 and so is that γ(G) ≥ 2.
Proposition 2.4. Let (R, m) be a local ring such that |R| = p n , where p is prime and n ∈ N. If m n−1 = 0, then m is principal and Γ(R) ≃ Γ(Z p n ). Moreover, for any ring S,
induces an isomorphism between Γ(S × R) and Γ(S × Z p n ).
In the following three examples, we show by explicit representations that the zerodivisor graphs of the listed local rings are planar. 
e e e r r r r r r
, then Γ(R) is planar and is isomorphic to G 3 as shown in Figure 5 
, v 5 =x +ȳ and v 6 =x +ȳ +2; then Γ(R) ≃ G 3 as shown in Figure 5 
e e e r r r r r r Proof
, v 5 =x +ȳ and v 6 =x +ȳ +2; then Γ(R) ≃ G 4 as shown in Figure 5 (
, v 5 =2 +x and v 6 =2 +3x; then Γ(R) ≃ G 4 as shown in Figure 5 From Lemma 1.1, we see that 7 is a meaningful number of vertices which can keep a complete graph to be of genus one. For this, we discuss some examples of finite local rings whose zero-divisor graphs have seven vertices.
Remark 2.8. (1) Suppose G is a simple graph such that |V (G)| = 7 and G contains a subgraph isomorphic to K 3,4 , i.e., K 3,4 ⊆ G ⊆ K 7 . Then following from Lemma 1.1, 1.2, and Remark 1.3, we have 1 = γ(K 3,4 ) ≤ γ(G) ≤ γ(K 7 ) = 1. Thus, γ(G) = 1. In particular, if G is the 4-partite graph K 1,1,1,4 , then G satisfied the above requirement, so that we conclude γ(K 1,1,1,4 ) = 1.
(2) Consider
, and w 8 =30. We note that deg(w i ) = 1 for each i, so that G 5 = G 5 − {w 1 , . . . , w 8 }. Moreover, since u i · u j = 0, u i · v j = 0 and v i · v j = 0, we get that G 5 ≃ K 1,1,1,4 . Therefore, γ(G 5 ) = γ( G 5 ) = 1 and that Γ(G 5 ) is isomorphic to K 1,1,1,4 with 8 single pendant edges. † Example 2.9. If R is one of the following local rings: (a) Z 2 [x, y]/(x 3 , xy, y 2 ), (b)
It is easy to see that u i · u j = 0, u i · v j = 0, and v i · v j = 0, so that Γ(R) ≃ K 1,1,1,4 and γ(Γ(R)) = 1 by Remark 2.8 (1) . 2 and v 4 = 2 +x +x 2 . It is easy to see that u i · u j = 0, u i · v j = 0, and v i · v j = 0, so that Γ(R) ≃ K 1,1,1,4 .
(c) R = Z 4 [x, y]/(x 3 , x 2 − 2, xy, y 2 ) : Z(R) * = {2,x,ȳ,x + 2,ȳ + 2,x +ȳ,x +ȳ + 2}. Let u 1 = 2, u 2 =ȳ, u 3 =ȳ + 2, v 1 =x, v 2 =x + 2, v 3 =x +ȳ and v 4 =x +ȳ + 2. It is easy to see that u i · u j = 0, u i · v j = 0, and v i · v j = 0, so that Γ(R) ≃ K 1,1,1,4 .
(
and v 4 =x + 6. It is easy to see that u i · u j = 0, u i · v j = 0, and v i · v j = 0, so that Γ(R) ≃ K 1,1,1,4 and γ(Γ(R)) = 1 by Remark 2.8.
We end this section by the following observation on the genus number of the zerodivisor graph of a product of two rings. Proof. Let G = Γ(Z 2 × R) and let a 1 , a 2 , a 3 be distinct nonzero elements in m. Let u i = (0, a i ) and v i = (1, a i ) for i = 1, 2, 3; then u i · v j = 0 for every i, j, so that K 3,3 ⊆ G. Therefore γ(G) ≥ γ(K 3,3 ) = 1. On the other hand, let w 1 = (1, a 1 ), w 2 = (0, a 1 ), w 3 = (1, a 2 ), w 4 = (0, a 2 ), w 5 = (1, a 3 ), w 6 = (0, a 3 ), and w 7 = (1, 0); then V ( G) = {w 1 , . . . , w 7 }. Let φ : G → Γ(Z 32 ) be the map by sending w i to 4i for every i. It is easy to see that G is a subgraph of Z 32 via φ, so that γ(G) = γ( G) ≤ γ(Γ(Z 32 )) = 1 by [16, Theorem 4.5] . Thus, we conclude γ(G) = 1.
Remark 2.11. Let F q denote the finite field with q elements and ψ : F q → Z q be any bijective map such that ψ(0) = 0. Let R be a ring and define the map φ : R×F q → R×Z q such that φ((a, b)) = (a, ψ(b)). Then φ induces an embedding from Γ(R×F q ) to Γ(R×Z q ). Therefore we conclude that γ(Γ(R × F q )) ≤ γ(Γ(R × Z q )).
Toroidal zero-divisor graphs
The main goal of this section is to determine all finite rings R such that their zero-divisor graphs are of genera at most one. To achieve this, we discuss through the characteristic of R, denoted by char(R), the number of the residue field |R/m| when R is local, and the number of irreducible components of R.
We begin this section with a few results related to the characteristic of a ring R. Proof. From assumptions we have |m| = q. Since m/m 2 is a vector space over R/m, |m/m 2 | = q r , where r = dim R/m m/m 2 . Therefore m 2 = 0 and r = 1, and this implies that m = (x) for every x ∈ m − {0}. Moreover, since char(R) = p 2 and Z p 2 ⊂ R, R is a finitely generated Z p 2 -algebra, i.e., R = Z p 2 [ u 1 , . . . , u n ] for some u i ∈ R. We note that m = (p) so that
This implies that there exists g * w (x 1 , . . . ,
For char(R) = p 2 , it follows from (1) that
i.e., for every w ∈ R, there exists g w (x) ∈ Z p 2 [x] such that pw = pg w (u). Replacing w by g * w (u 1 , . . . , u n ), we see from (2) that there exists g * *
It then follows from (1) and (3) that
. Next, we proceed to show that there exists a monic, d-degree poly-
of degree d such that h(ū) = 0. This implies that there exists a monic, polynomial
. This implies that l(u) = p 2 l 2 (u) = 0. Set f (x) = l(x) and then we are done. Otherwise, since
be the natural ring homomorphism which maps x to u. We note that φ is surjective and that f (x) ∈ ker φ, so we have
However, since Z p 2 [x]/(f (x)) is a free Z p 2 -module of rank d, it consists of (p 2 ) d = q 2 elements. Thus ker φ = (f (x)) so that R = Z p 2 [u] ≃ Z p 2 [x]/(f (x)) and this completes the proof.
Applying Lemma 3.1 for the cases (q, p, d) = (8, 2, 3) and (q, p, d) = (4, 2, 2) we get the following two corollaries. Proof. We note that there are two irreducible polynomial in Z 2 [x] of degree 3, which are x 3 + x 2 + 1 and x 3 + x + 1. Applying Lemma 3.1 for (q, p, d) = (4, 2, 2), we get that Proof. We note that there is only one irreducible polynomial in Z 2 [x] of degree 2, which is x 2 + x + 1. Therefore by applying Lemma 3.1 for (q, p, d) = (4, 2, 2), we have that
We recall a useful result from [16] as follows. Local rings with γ(Γ(R)) ≤ 1 (3.5) From the above theorem we see that for a finite local ring (R, m) with γ(Γ(R)) ≤ 1, the number of elements in its residue field is upper bounded by 8. Hence, we proceed to determine the cases of finite local rings by considering the cardinality of R/m.
|R/m| = 8
From Theorem 3.4, we have that m 2 = 0 and |R| = 64. This implies that |m| = 8 and dim R/m m/m 2 = 1 so that m = (a) for every nonzero a ∈ m and that V (Γ(R)) = m − {0}; therefore Γ(R) ≃ K 7 and then γ(Γ(R)) = 1 by Lemma 1.1. We note that if char(R) ≥ 8, then m = (2); this implies that char(R) = 4, a contradiction. Thus, char(R) ≤ 4. 
|R/m| = 7
From Theorem 3.4, we have that m 2 = 0 and |R| = 49. This implies that |m| = 7 and dim R/m m/m 2 = 1, so that m = (a) for every nonzero a ∈ m. We note that since m 2 = 0, Γ(R) ≃ K 6 , so that γ(Γ(R)) = γ(K 6 ) = 1 by Lemma 1.1. From the fact char(R) divides |R|, we have the following two cases to consider.
(ii) If char(R) = 49, then Z 49 ⊆ R. As |R| = 49, we conclude that R = Z 49 .
|R/m| = 5
From Theorem 3.4, we have that m 2 = 0 and |R| = 25. This implies that |m| = 5 and dim R/m m/m 2 = 1, so that m = (a) for every nonzero a ∈ m. Since m 2 = 0, we have Γ(R) ≃ K 4 , so that γ(Γ(R)) is planar by Lemma 1.1. 
|R/m| = 3
From Theorem 3.4, we have that m 3 = 0 and |R| ≤ 27; therefore |R| = 9 or |R| = 27.
A. If |R| = 9, then m 2 = 0, so that Γ(R) ≃ K 2 , which is planar. Following the similar arguments as in previous cases, we get that R ≃ F 3 [x]/(x 2 ) or R ≃ Z 9 .
B. If |R| = 27, then |m| = 9. We note that m 2 = 0; otherwise Γ(R) ≃ K 8 , so that γ(Γ(R)) = 2, a contradiction. It then follows from Proposition 2.4 and Example 2.5 that Γ(R) ≃ Γ(Z 27 ) ≃ G 1 , as shown in Figure 4 A. If |R| = 4, then m 2 = 0, so that Γ(R) consist of a single vertex. In this case, it is easy to see that
B1. Assume that |R| = 8 and m 2 = 0. Then |m| = 4 and dim R/m m/m 2 = 2; therefore Γ(R) ≃ K 3 , which is a planar graph. (ii) If char(R) = 4, then m = (2, a). We note that 2a = a 2 = 0; therefore R is isomorphic to a quotient ring of Z 4 [x]/(x 2 , 2x). Since there are 8 elements in
B2. Assume that |R| = 8 and m 2 = 0. By Proposition 2.4, we see that Γ(R) ≃ Γ(Z 8 ) ≃ P 3 , the path with 3 vertices. C2. Assume that |R| = 16, m 2 = 0, and m 3 = 0. If |m 2 | = 4, then m is principal, so that |m 3 | = 2, which contradicts to the assumption m 3 = 0. Therefore, |m 2 | = 2 and dim R/m m/m 2 = 2.
(i) char(R) = 2. Let m = (a, b) for some a, b ∈ m. If a 2 = 0, then we may replace b if necessary and assume that ab = 0 as a 2 is a basis element of m 2 /m 3 . We note that b 2 = 0 or b 2 = a 2 ; therefore R is isomorphic to a quotient ring of either Z 2 [x, y]/(x 3 , xy, y 2 ) or Z 2 [x, y]/(x 3 , xy, y 2 −x 2 ). However, both rings above have 16 elements, so that either R ≃ Z 2 [x, y]/(x 3 , xy, y 2 ) or R ≃ Z 2 [x, y]/(x 3 , xy, y 2 − x 2 ). In the first case, Γ(R) ≃ K 1,1,1,4 with γ(Γ(R)) = 1 by Example 2.9 and Γ(R) is planar in the second case by Example 2.6. If a 2 = b 2 = 0, then R is isomorphic to a quotient ring of Z 2 [x, y]/(x 2 , y 2 ). Again, since Z 2 [x, y]/(x 2 , y 2 ) consists of 16 elements, we conclude that R ≃ Z 2 [x, y]/(x 2 , y 2 ), so that Γ(R) is planar by Example 2.7.
(ii) char(R) = 4. First, we assume that 2 / ∈ m 2 . Then m = (2, a) for some a ∈ m. If a 2 = 0, then 2a = 0 or 2a = a 2 . After counting the number of elements, we see
. In the first case, γ(Γ(R)) = 1 by Example 2.9 and Γ(R) is planar in the second case by Example 2.6. If a 2 = 0, then R ≃ Z 4 [x]/(x 2 ), which is planar by Example 2.7. Next, we assume that 2 ∈ m 2 . Let m = (a, b) for some a, b ∈ m. From the discussion in (i), we see that if a 2 = 0, then we may assume that ab = 0 and then get that either b 2 = 0 or b 2 = 2. On the other hand, if a 2 = b 2 = 0, then ab = 2 as m 2 = 0. After counting the number of elements of the rings, we conclude that
. In the first case, γ(Γ(R)) = 1 by Example 2.9 and Γ(R) is planar in the second and the third cases by Example 2.6 and Example 2.7.
(iii) char(R) = 8. We note that m = (2, a) for some a ∈ m; otherwise 2 ∈ m 2 , and then 4 ∈ m 4 = 0, a contradiction. Since 4 is the only nonzero element in m 2 , we may replace a by a − 2 if necessary and assume that 2a = 0. We note that a 2 = 0 or a 2 − 4, so that R ≃ Z 8 [x]/(x 2 , 2x) or R ≃ Z 8 [x]/(x 2 − 4, 2x). In the first case, γ(Γ(R)) = 1 by Example 2.9 and Γ(R) is planar in the second case by Example 2.6.
C3. Assume that |R| = 16 and m 3 = 0. By Proposition 2.4, we see that m is principal and Γ(R) ≃ Γ(Z 16 ), which is planar by Example 2.5. (ii) char(R) = 4. We note that 2 ∈ m 2 ; otherwise m = (2), and then m 2 = 0, a contradiction. Let m = (a) for some a ∈ m. Since 2a 2 = 0, we see that 2 = a 2 or 2 = a 3 or 2 = a 2 + a 3 . This implies that R ≃
(iii) char(R) = 8. We note that either m = (2) or 2 ∈ m 2 , so that either m 3 = 0 or 4 ∈ m 4 = 0, which are impossible.
(iv) char(R) = 16. It is clear that R = Z 16 .
D. Assume that |R| = 32. We note that m 2 = 0; otherwise Γ(R) ≃ K 15 . This implies that γ(Γ(R)) ≥ 2 by Lemma 1.1, a contradiction. Therefore, |m 2 | = 2, 4, or 8. However, if |m 2 | = 2 or 4, then γ(Γ(R)) ≥ 2 by Proposition 2.1 and Proposition 2.2. Therefore, (ii) char(R) = 4. We note that 2 ∈ m 3 ; otherwise either m = (2) or m 2 = (2) and both imply that m 4 = 0, a contradiction. Suppose that m = (a). Since 2a 2 = 0, we see that 2 = a 3 or 2 = a 4 or 2 = a 3 + a 4 . It follows that R ≃
(iii) char(R) = 8. If m = (2) or 2 ∈ m 3 , then m 3 = 0 or 4 ∈ m 6 = 0, which are impossible. Thus, m 2 = (2). Let m = (a) for some a ∈ m. Since 4a 2 = 0, we see that either 2 = a 2 or 2 = −a 2 . Therefore,
(iv) char(R) = 16. We note that either m = (2) or 2 ∈ m 2 . This implies that either m 4 = 0 or 8 ∈ m 6 = 0, which are impossible.
(v) char(R) = 32. It is clear that R = Z 32 . Summarize all the above we get the following theorems.
Non-local rings with γ(Γ(R)) ≤ 1 (3.6 ) Since a finite ring is Artinian, it is isomorphic to a finite direct product of Artinian local rings (see [1, Theorem 8.7] ). So the number of maximal ideals which R has is just the number of components that R holds. Moreover, from the result of [16, Lemma 3.1], we learn that for a finite ring R, if |Spec(R)| ≥ 5, then γ(Γ(R)) ≥ 2. Thus, to find all rings R such that γ(Γ(R)) ≤ 1, we need only considering all the cases of R such that |Spec(R)| ≤ 4. We proceed to discuss it case by case. 
Henceforth, we may assume that at least one of the R i is not a field. We proceed the proof by considering the pair (|R 1 |, |R 2 |). For this, we assume that |R 1 | ≤ |R 2 |.
Case 1 : |R 1 | = 2. In this case, R 1 ≃ Z 2 . Since R 2 is not a field, we have |R 2 /m 2 | ≤ 8 by Theorem 3.4. If |R 2 /m 2 | ≥ 5, then m 2 2 = 0 by Theorem 3.4. Let a 1 , . . . , a 4 be distinct nonzero elements in m 2 and let u i = (0, a i ), v i = (1, a i ) for i = 1, . . . , 4, and v 5 = (1, 0); then u i ·v j = 0 for every i, j, so that K 4,5 ⊆ Γ(Z 2 ×R 2 ). It follows that γ(Γ(Z 2 ×R 2 )) ≥ 2. Hence, we may assume that |R 2 /m 2 | ≤ 4.
A. Assume that |R 2 /m 2 | = 4. Then we have that |m 2 | = 4, m 2 2 = 0, and that m 2 is principal by Theorem 3.4. Therefore, γ(Γ(Z 2 × R 2 )) = 1 by Proposition 2.10. We see from the discussion in (3.5 
in this case.
B. Assume that |R 2 /m 2 | = 3. Then m 3 2 = 0 and |R 2 | ≤ 27 by Theorem 3.4.
by Proposition 2.4 and Γ(Z 2 × Z 9 ) is planar by [4, Theorem 5.1], so R ≃ Z 2 × Z 9 or
(iii) If |R 2 | = 27, then m 2 2 = 0 from (3.5), so that Γ(Z 2 × R 2 ) ≃ Γ(Z 2 × Z 27 ) by Proposition 2.4. However, γ(Γ(Z 2 × Z 27 )) ≥ 2 by [16, Theorem 4.5] , so it is impossible for this case.
C. Assume that |R 2 /m 2 | = 2. Then m 5 2 = 0 and |R 2 | ≤ 32 by Theorem 3.4.
(ii) Suppose that |R 2 | = 8 and m 2 2 = 0. In this case, |m 2 | = 4, so that γ(Γ(Z 2 × R 2 )) = 1 by Proposition 2.10. Therefore,
.
(iii) Suppose that |R 2 | = 8 and m 2 2 = 0. Therefore, by Proposition 2.4 we have that
(iv) Suppose that |R 2 | = 16. In this case, m 3 2 = 0; otherwise γ(Γ(R)) ≥ 2 by Proposition 2.3. Therefore, Γ(R 2 ) ≃ Γ(Z 16 ) and Γ(R) ≃ Γ(Z 2 × Z 16 ) by Proposition 2.4. However, γ(Γ(Z 2 × Z 16 )) ≥ 2 by [16, Theorem 4.5] , so it is impossible for this case.
(v) Suppose that |R 2 | = 32. Then m 4 2 = 0 and m 5 2 = 0 from the discussion in (3.5). Therefore, Γ(R 2 ) ≃ Γ(Z 32 ) and Γ(R) ≃ Γ(Z 2 × Z 32 ). However, γ(Γ(Z 2 × Z 32 )) ≥ 2 by [16, Theorem 4.5] , so it is impossible in this case.
Case 2 : |R 1 | = 3. In this case, R 1 ≃ Z 3 . Since R 2 is not a field, |R 2 /m 2 | ≤ 8 by Theorem 3.4. If |R 2 /m 2 | ≥ 4, then m 2 2 = 0 by Theorem 3.4. Let a 1 , a 2 , a 3 be distinct nonzero elements in m 2 and let u i = (0, a i ), v i = (1, a i ), v i+3 = (2, a i ) for i = 1, 2, 3, and v 7 = (1, 0); then u i · v j = 0 for every i, j so that K 3,7 ⊆ Γ(Z 3 × R 2 ) and therefore γ(Γ(Z 3 × R 2 )) ≥ 2. Henceforth, we may assume that |R 2 /m 2 | ≤ 3.
A. Assume that |R 2 /m 2 | = 3. Then m 3 2 = 0 and |R 2 | ≤ 27 by Theorem 3.4.
(i) If |R 2 | = 9, then R 2 ≃ Z 9 or Z 3 [x] (x 2 ) . We note that Γ( (ii) Suppose that |R 2 | = 8 and m 2 2 = 0. Let G = Γ(Z 3 × R 2 ) and let a 1 , a 2 , a 3 be distinct nonzero elements in m 2 . Let u i = (0, a i ), v i = (1, a i ) and v i+3 = (2, a i ) for i = 1, 2, 3, and let v 7 = (1, 0); then u i · v j = 0 for every i, j as m 2 2 = 0 by Theorem 3.4, so that K 3,7 ⊆ Γ(Z 3 × R 2 ). It follows that γ(Γ(Z 3 × R 2 )) ≥ 2 by Lemma 1.2.
(iii) Suppose that |R 2 | = 8 and m 2 2 = 0. Then Γ(R 2 ) ≃ Γ(Z 8 ) and Γ(Z 3 ×R 2 ) ≃ Γ(Z 3 ×Z 8 ) by Proposition 2.4. We note that γ(Γ(Z 3 × Z 8 )) = 1 by [16, Theorem 4.5] . Hence,
or R ≃ Z 3 × Z 8 by (3.5) in this case.
(iv) If |R 2 | ≥ 16, then Γ(Z 2 × R 2 ) is a subgraph of Γ(R). However, we see from Case 1.C.(iv) that γ(Γ(Z 2 × R 2 )) ≥ 2, so it is impossible for this case. 
It is easy to see that the reduction of Γ(F 4 × Z 4 ) is isomorphic to K 3,3 . Since 
Case 4 :
If |R 1 | ≥ 5, then |R 2 | ≥ 8 as that |R 2 | ≥ |R 1 | by assumption. Therefore, K 4,7 ⊆ Γ(R) and then γ(Γ(R)) ≥ 2 by Lemma 1.2, so it is impossible for this case.
|Spec(R)| = 3
Since |Spec(R)| = 3, there are three finite local rings (R i , m i ), i = 1, 2, 3 such that R ≃ R 1 × R 2 × R 3 . We proceed the proof by considering the triple (|R 1 |, |R 2 |, |R 3 |). For this, we assume that |R 1 | ≤ |R 2 | ≤ |R 3 |.
Case 1 : |R 1 | ≥ 3. In this case, R i ≥ 3 for each i. If |R 3 | ≥ 4, then K 3,8 ⊆ Γ(R), so that γ(Γ(R)) ≥ 2 by Lemma 1.2, a contradiction. Therefore, we may assume that |R 3 | ≤ 3. Then |R i | = 3 for each i. Since γ(Γ(Z 3 × Z 3 × Z 3 )) = 1 by [16, Theorem 4.5] .
Case 2 : |R 1 | = 2 and |R 2 | ≥ 3. In this case, if |R 2 | ≥ 4 or |R 3 | ≥ 5, then K 3,7 or K 4,5 is contained in Γ(R), so that γ(Γ(R)) ≥ 2 by Lemma 1.2, which is not allowed.
Therefore, we may assume that (|R 2 |, |R 3 |) = (3, 3) or (3, 4) . If (|R 2 |, |R 3 |) = (3, 3), then R ≃ Z 2 ×Z 3 ×Z 3 . In this case, γ(Γ(Z 2 ×Z 3 ×Z 3 )) = 1 by [4, Theorem 5.1] and the fact that
by Proposition 2.4 and K 3,
Case 3 : |R 1 | = 2 and |R 2 | = 2. In this case, if |R 3 | ≥ 8, then K 3,7 is contained in Γ(R), so that γ(Γ(R)) ≥ 2 by Lemma 1.2, a contradiction. Therefore, we may assume that |R 3 | ≤ 7. Since Z 2 × Z 2 × Z n is planar when n = 2, 3 by [4, Theorem 5.1], and γ(Γ(Z 2 × Z 2 × Z n )) = 1 when n = 5, 7 by [16, Theorem 3.5], the only case left is |R 3 | = 4, i.e., R 3 = F 4 or Z 4 or Z 2 [x] (x 2 ) . We note that Γ(
by Proposition 2.4 and K 3,3 ⊆ Γ(Z 2 × Z 2 × F 4 ) ⊆ Γ(Z 2 × Z 2 × Z 4 ) by Remark 2.11. Since γ(Γ(Z 2 × Z 2 × Z 4 )) = 1 by [16, Theorem 4.5], we get that γ(Γ(
|Spec(R)| = 4
We assume that R ≃ R 1 × R 2 × R 3 × R 4 such that each (R i , m i ) is a finite local rings for i = 1, 2, 3, 4, and that |R 1 | ≤ |R 2 | ≤ |R 3 | ≤ |R 4 |.
Case 1 : |R 3 | ≥ 3. In this case, |R 4 | ≥ 3. Therefore, K 3,8 ⊆ Γ(R), and then γ(Γ(R)) ≥ 2 by Lemma 1.2. So it is impossible for this case.
Case 2 : |R 1 | = |R 2 | = |R 3 | = 2. In this case, if |R 4 | ≥ 4, then K 3,7 ⊆ Γ(R), so that γ(Γ(R)) ≥ 2 by Lemma 1.2, a contradiction. Therefore, |R 4 | ≤ 3, so that R ≃ Z 2 × Z 2 × Z 2 × Z 2 or R ≃ Z 2 × Z 2 × Z 2 × Z 3 . However, γ(Γ(Z 2 × Z 2 × Z 2 × Z 2 )) = 1 and γ(Γ(Z 2 × Z 2 × Z 2 × Z 3 )) ≥ 2 by [16, Theorem 3.5] , so that R ≃ Z 2 × Z 2 × Z 2 × Z 2 in this case.
We summarize all the above in (3.6) to get the following two theorems for the complete lists of non-local rings whose zero-divisor graphs have genera at most one. Theorem 3.6.1. Let R be a finite ring which is not local; then Γ(R) is planar if and only if R is isomorphic to one of the following 15 types of rings.
,
Theorem 3.6.2. Let R be a finite ring which is not local; then γ(Γ(R)) = 1 if and only if R is isomorphic to one of the following 31 rings.
, Z 2 × Z 2 [x, y] (x 2 , xy, y 2 ) ,
At the end of this paper, we summarize all the results obtained through the discussion in (3.5), (3.6) as the following four tables. G1, G2, G3, G4 are graphs as shown in Figure 4 -1, 4-2, 5-1, 5-2. Table 1 . Local rings with planar zero-divisor graphs. 0 0 0 0 0 0 Table 3 . Non-local rings with planar zero-divisor graphs. 
