Abstract-In the design and evaluation of color scanners and cameras, it is useful to have a single figure of merit that closely agrees with perceived color accuracy. In the past, several measures of goodness for color scanning filters have been proposed to fulfill such a requirement. Most of the proposed measures have had shortcomings in that they are either based on error metrics in color spaces that are not perceptually uniform, or in that they do not take into account the effects of measurement noise. In this paper, an extension of the most promising measure, based on linearized CIELAB space, is proposed to obtain a new figure of merit that has a high degree of perceptual relevance and also accounts for the varying noise performance of different filters. The paper also provides a common framework for the different figures of merit and a comprehensive comparison of their computational complexity and reliability.
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I. INTRODUCTION
T HE perception of color involves interaction between a physical stimulus (light) and the human visual system. Hence, color differs fundamentally from other physical quantities in that its specification and measurement must perforce take into account the characteristics of the observer. The CIE has defined color-matching functions for a standard colorimetric observer and uniform color spaces [1] , [2] that capture properties of the human visual system relevant to colorimetry. These standards provide a consistent definition of color necessary for colorimetry and for the meaningful exchange of color information.
Color scanners and cameras that strive for colorimetric reproduction must also take into account the properties of the human visual system in their design and in the interpretation of data obtained from physical sensors. Measurement noise and practical limitations in fabricating these systems often limit the color accuracy of these devices. A figure of merit for color scanners and cameras that relates closely to color accuracy is therefore desirable for their evaluation and design.
A "quality factor" for color filters was first proposed by Neugebauer [3] . Neugebauer's quality factor was, however, limited to the evaluation of single filters. Vora and Trussell [4] extended the quality factor to filter sets with an arbitrary number of filters. An alternate measure, called the color quality factor (CQF) [5] , has also been used in the industry for the evaluation of filter sets with multiple filters.
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The aforementioned measures can all be related to a mean squared error (MSE) metric in CIE XYZ space. Since the CIE XYZ space is known to be perceptually extremely nonuniform, a measure based on a uniform color space, such as the CIELAB space [1] , [2] , could offer significant advantages over these measures. Such a measure was implicit in the formulation used by Vrhel and Trussell [6] for the design of filters. The nonlinear nature of uniform color spaces, however, necessitates a considerable increase in computation. Recently, Wolski et al. [7] , [8] proposed the use of global and local linearizations of CIELAB space to reduce the computational complexity while preserving the desirable property of perceptual uniformity.
All the measures described so far are formulated with the assumption that the scanner/camera sensors are noiseless. In the real world, sensor noise is inevitable. Since filter sets need not be equally robust in the presence of measurement noise, a single figure of merit combining the filters and the information of noise statistics is more desirable. Vrhel and Trussell [9] , [10] accounted for sensor noise in the design of color scanning filters. However, the work was based on a mean squared error metric in the perceptually nonuniform CIE XYZ space.
In this paper, a new figure of merit for color scanners/cameras is considered that can be viewed as extension of the work in [7] , [8] , and [10] . The new figure of merit is based on an error metric in linearized CIELAB space and incorporates a model for measurement noise. It therefore has a high degree of perceptual relevance and also accounts for the noise performance of different filters. This claim is validated by the simulation results presented in Section VII. This work also provides a comprehensive comparison of the reliability and computational complexity of the different figures of merit in a unified framework.
For notational convenience and brevity, the subsequent discussion in this paper will refer to a color scanner scanning images on reflective media. However, with trivial modifications the same analysis applies to color cameras and other color measuring devices.
The rest of the paper is organized as follows. Section II introduces the relevant notation for colorimetry and a model for scanner operation. A general error metric for scanners is developed in Section III. Based on this metric, a normalized figure of merit is defined in Section IV and several specific figures of merit are shown to conform to the general framework developed. Section V presents an overview of the different figures of merit, summarizing their similarities and differences, and Section VI describes their computational requirements. Simulation results comparing the reliability of different figures of merit are presented in Section VII and concluding remarks in Section VIII. Some of the mathematical expressions omitted from the main text of the paper are summarized in the Appendixes.
II. SCANNER COLORIMETRY
The color of an object is specified by its CIE XYZ tristimulus values (1) where are the CIE XYZ color matching functions [1] , [2] , is the spectral radiance of the viewing illuminant, and is the spectral reflectance of the object. For computation, the integral in (1) is approximated by a summation involving the corresponding sampled quantities. If equispaced samples over the visible range are used, the three equations can be written compactly as (2) where is the 3 1 vector of CIE XYZ tristimulus values, is the 3 matrix of CIE XYZ color matching functions, is the diagonal matrix with samples of the illuminant spectrum along the diagonal, is the vector of the object reflectance, and . Scanner measurements of the object with a channel scanner can be similarly expressed as (3) where is a 1 vector of scanner measurements, is the matrix of scanner filter transmittances (including detector sensitivity and the transmittance of the scanner optical path), is the diagonal matrix with samples of the scanning illuminant spectrum along the diagonal, is the measurement noise vector, and . To obtain colorimetric information from the scanner, the CIE XYZ tristimulus values must be estimated from the scanner measurements. If there is no measurement noise and the product of the viewing illuminant and the CIE XYZ color matching functions can be expressed as a linear combination of the scanner sensitivity curves, then the CIE XYZ tristimulus values are obtained as a linear transformation of the scanner measurements. Mathematically, if , for some matrix and , then . For the more practical case, when the sensor responses do not match up to CIE and the measurements are corrupted by noise, the CIE XYZ tristimulus values may still be estimated as linear transformations of the scanner measurements (4) where the transformation is determined so as to minimize the color error.
In addition to linear transformations, polynomial transformations and look-up tables have been used for scanner calibration [11] - [14] . Haneishi et al. [12] demonstrated that when calibrating for multiple materials the higher order polynomials offered no advantages over a linear transformation. The same is true of look-up tables (LUT's) [15] . Since the goal of colorimetric scanning is to obtain a material independent calibration, polynomial transformations and LUT's are not considered here.
The color error may be defined in several different ways and accordingly, there will be different "optimal" transformations. The next section elaborates further on the choice of color error metrics and of the transformation, , in the above equation.
III. A GENERAL SCANNER ERROR METRIC
The average magnitude of "color difference" between the true color and the estimate may be used as an error metric for quantifying the scanner performance. Different color spaces may be used in the computation of the "color difference." To encompass several cases in a unified treatment, it will be assumed that the error magnitude can be expressed mathematically in the form where is a 3 3 (possibly nonlinear) transformation of the tristimulus values, and denotes the Euclidean vector norm [16] . Such a metric is motivated by the numerous uniform color spaces in which equal Euclidean distances correspond to approximately equal perceptual color errors [2] . In such a scenario, represents the transformation from the CIE XYZ space into a uniform color space.
In terms of the above notation, the scanners mean squared color error is given by (5) where denotes the expectation over the ensemble of objects to be scanned. As an alternative to the mean squared value, the maximum error over the ensemble, or a variety of other means may be used in the above expression. The mean squared value, however, has the advantage that it preserves differentiability, which is desirable in design applications making use of gradient based methods.
The above error metric quantifies the performance of a scanner "specified by" when the transformation is used in (4). An error metric for the scanner alone can be obtained by replacing the generic transformation, , with the optimal transformation that minimizes the error. However, such an error metric is not readily computable, since the optimal transformation cannot be determined in closed form for a general nonlinear transformation,
. If the transformation is differentiable, with continuous first partial derivatives, a first-order Taylor series provides a fairly accurate locally linear approximation for . If is small over the scanned ensemble, this first-order Taylor series can be used to approximate the error metric in (5) by the expected mean-squared linearized color error (6) where denotes the Jacobian matrix [17] of the transformation at . In the subsequent sections, the color space transformation will often be a linear transformation. In such a case, the above approximation is exact and is the same as , the matrix representing the linear transformation . The transformation that minimizes the linearized error metric, viz.,
can then be used to obtain an error metric for the scanner as . As will be illustrated below, the advantage of using the linearized error metric is that closed-form expressions can be obtained for the optimal transformation and for the scanner error metric.
If the measurement noise, , is zero mean and independent of , then it can be seen that the optimal transformation in (7) is given by (8) where is an operator that transforms a matrix into a vector by stacking the columns of the matrix one underneath the other in sequence, denotes the 3 3 identity matrix, denotes the Kronecker product operator (9) (10) and is the noise covariance matrix. The minimum mean-squared linearized color error obtained using the optimal transformation from (8) is given by (11) where (12) (13) A brief sketch for the derivation of (8)- (13) is included in Appendix A. 1 If the transformation is a linear transformation, significant computational savings can be made in the computation of the above expressions. Since these will be of interest in subsequent discussions, the computational simplifications for the case when is a linear transformation are summarized in Appendix B.
IV. FIGURES OF MERIT FOR SCANNERS
The error metric for scanners derived above is useful for comparing the color accuracy of different filter sets in a chosen color space, i.e., for a given . Since different color spaces may have very different scales, a normalized figure of merit is more useful for the comparison of error metrics in different spaces. It can be readily seen that, in (11) The term may be interpreted as the average "color" energy in a spectrum from the spectral ensemble and and then represents the part of this energy that is recoverable from measurements made with the scanner specified by (at the given noise level). Furthermore, the "units" of this "color" energy are approximately perceptually uniform if represents the transformation from CIE XYZ space to a uniform color space. Hence, the ratio (14) defines a normalized figure of merit (FOM) for the color scanner, where the subscript has been added to explicitly indicate the dependence on the transformation (which was implicit in the earlier expressions). The normalization ensures that the figure of merit is bounded between zero and one with representing a "perfect" color scanner whose error metric is zero.
While the discussion so far assumed the use of the scanner for colorimetry under a single viewing illuminant, the expressions are readily extended to multi-illuminant color correction problems by using appropriate weighted averages of the error metrics or figures of merit. Similar averages can be used for devices aimed at measuring both reflective and emissive objects [19] , [7] , [8] .
A number of different color spaces and varying amounts of statistical information may be used in (14) . This leads to a number of different figures of merit that have been used for the evaluation of color scanners. The following subsections discuss how these FOM's conform to the general framework developed above. Though the color quality factor does not fit the above framework, it is included in the discussion here for completeness.
A. XYZ Mean-Squared-Error-Based FOM
While it is well known that the CIE XYZ color space is perceptually nonuniform [2] , the simplicity of a FOM based on MSE in CIE XYZ space is attractive. For this case, the color space transformation is, in fact, the identity mapping and, using the expressions from Appendix B, it can be readily seen that the FOM is given by (15) where denotes the trace operator and is the correlation matrix for the ensemble of reflectance spectra of scanned objects.
B. FOM's Based on Orthogonal Color Spaces
From a signal processing viewpoint, the use of an orthogonal color space, instead of the highly correlated CIE XYZ space, would be desirable. This can be achieved by requiring that the color space transformation is a linear transformation specified by a matrix, , such that the columns of are orthonormal.
is then the vector of the tristimulus values of the reflectance in the corresponding orthogonal color space. Once again using expressions from Appendix B, it can be seen that in this case the FOM is given by (16) where is the orthogonal projector onto the column-space of , known as the human visual illuminant subspace (HVISS) [4] .
Observe that the above FOM is independent of the choice of the orthonormalizing transformation and of the actual columns of (depending only on their span instead). Since the choice of particular CIE XYZ color matching functions to represent the human visual space was made for mathematical convenience and not for any reasons of perceptual uniformity [1] , [2] , this independence is a desirable feature. It may also be noted that Vrhel and Trussell [9] , [10] formulated the problem of designing color scanning filters in terms of the maximization of the numerator in (16) and thus implicitly used the above FOM.
If measurement noise is ignored, i.e., it is assumed that , the figure of merit in (16) reduces to the datadependent measure of goodness for color scanning filters proposed by Vora [20, p. 90] . If in addition, the "maximum ignorance assumption" is used for the spectral correlation matrix of the reflectance spectra of the scanned ensemble, i.e., it is assumed that is a scalar multiple of the identity, the FOM reduces to the data independent Vora measure for color scanning filters [4] (17)
where is the orthogonal projector onto the column-space of , defined as the scanner visual subspace (SVS).
C. Neugebauer's Quality Factor
If the scanner has orthogonal channels, i.e., , with , the Vora measure can be rewritten as (18) The above expression can be interpreted as the normalized sum of the goodness measures of the individual scanning filters. This goodness measure is, in fact, the quality factor for filters proposed by Neugebauer [3] (19)
For filter sets with orthogonal or nearly orthogonal filters, the average of the Neugebauer quality factors is a reasonable measure of goodness for the set. However, for nonorthogonal filters the use of average quality factors can lead to gross mispredictions [4] . Since the Vora measure covers the useful case of orthogonal filters, the Neugebauer quality factor will not be considered in the subsequent discussion.
D. Color Quality Factor
The Vora measure attempts to quantify the "fraction" of the HVISS contained in the SVS. The Neugebauer quality factor, on the other hand, attempts to evaluate single filters by determining the fraction of the filters energy that lies in the HVISS. By reversing the roles of the HVISS and the SVS, one can determine what fraction of the energy of each illuminantcolor-matching-function product lies within the SVS. Thus if the illuminant-color-matching-function product matrix is written in terms of its columns as , the three factors (20) quantify the accuracy of the scanner in matching the illuminant-color-matching-function products , respectively. Note that these factors depend on the particular basis chosen for the HVISS. The minimum of the three factors may be chosen as a measure of the overall accuracy of the scanner in approximating the HVISS. This measure is the CQF [5] (21)
Instead of the minimum, an average value may also be used to obtain an alternate color quality factor.
E. FOM's Based on Perceptual Color Spaces
Since scanned images are ultimately viewed by a human observer, an error metric quantifying perceived differences in color would be ideal for evaluating the scanner. Euclidean distances in the CIE XYZ space and in the orthogonal color spaces of Section IV-B agree poorly with perceived color differences and are, therefore, nonuniform color spaces from a perceptual standpoint. Several approximately uniform color spaces have been defined by the CIE [1] in which equal Euclidean distances correspond roughly to the same perceived difference in color. These spaces are described by nonlinear transformations, , that transform color tristimulus values in CIE XYZ space to the uniform color space. Typically, the transformation is differentiable with continuous first partial derivatives and therefore can be incorporated in the framework of Section III. For the purposes of this discussion, the most extensively used uniform color space, CIELAB, will be considered. The transformation and its Jacobian matrix for the CIE L a b space is summarized in Appendix C. Using these expressions, a FOM for the scanner can be computed as in (14) . This FOM will be denoted as , and referred to as the perceptual FOM. If the noise is ignored, i.e., it is assumed , this figure of merit reduces to one that was implicit in Wolski et al.'s formulation of the filter design problem. The corresponding FOM will be referred to as the perceptual measure, , in subsequent discussions. It can be inferred from (13) that the computation of the perceptual FOM's is considerably more involved than the computation of the other measures for which was a linear transformation. To obtain less computationally expensive FOM's, global as opposed to local linearizations of the uniform color space may be considered. One such linearization, based on the first-order Taylor series for the CIELAB space about the white point, will be considered here. Such a linearization is equivalent to replacing by a linear transformation obtained by evaluating the Jacobian matrix of at the white point. The expression for is given in (43) in Appendix C. The FOM obtained using this expression is given by (see Appendix B) (22) and will be referred to as the approximate perceptual FOM. A version of this FOM in which the noise was neglected , was implicitly used by Wolski et al. [7] , and will be called the approximately perceptual measure .
V. DISCUSSION
Color errors in scanners arise from two distinct sources: i) the "difference" between the HVISS and the SVS, and ii) the noise in scanner measurements. The different FOM's described in the last section were attempts at quantifying these errors. The FOM's that ignored device noise and concentrated only on the the first source of errors are referred to as (scanner filter goodness) measures, using terminology borrowed from [4] .
In the absence of noise, the scanner measurements yield the projection of the scanned object spectra onto the SVS. If the HVISS is contained in the SVS, this projection is sufficient for exact color reproduction. The scanner measures of the last section, attempt to quantify the fractional "amount" of the HVISS that is contained in the SVS. The Vora measure and CQF are based on purely geometric ideas of the distance between subspaces [4] , and ignore both the statistics of the scanned spectra and perceptual nonuniformities in the HVISS. The data-dependent Vora measure incorporates the statistics of the scanned spectra while continuing to ignore perceptual effects. The approximate perceptual measure and the perceptual measure of Section IV-E incorporate the statistics of the scanned spectra and varying degrees of perceptual information.
Since the scanner measures ignore device noise, they offer little insight on the noise performance of different filter sets for color scanning. It can be shown [15] that the measures of the last section depend only on the SVS, i.e., the space spanned by the columns of , and not on the individual entries in . Thus, they do not distinguish between different scanners having the same SVS. Since measurement noise may have significantly different impact on scanners having the same SVS but different filters, this is a significant shortcoming of the measures, which is overcome in the more comprehensive FOM's that include noise in the analysis. In a manner analogous to the scanner measures, these used varying amounts of statistical information about the scanner target ensemble and the knowledge of perceptual nonuniformities in the HVISS.
The usefulness of the different measures and FOM's for practical problems is determined by their computational requirements and by their relation to perceived color errors. These questions are investigated in the next two sections.
VI. COMPUTATIONAL COMPLEXITY
For a one-time evaluation of an existing scanner, the cost of computing the different FOM's is not important. However, if the problem of designing an optimal color scanner is formulated as the maximization of the FOM, the cost of computing the FOM is a significant issue. The computational Note that the normalization factor in (14) does not depend on and, therefore, needs to be computed only once. The same is true of the statistical information regarding the scanner target ensemble and the noise, contained in the matrices , and . These costs will therefore not be considered as part of the computational requirements of the different FOM's.
By using the special structure of the matrices, significant savings can be made in the computation of the different FOM's and measures. Usually, the noise in different channels is uncorrelated and is a diagonal matrix. Therefore, in the evaluation of computational requirements, it will be assumed that is diagonal. The matrices , and are symmetric positive definite matrices. These properties are therefore inherited by the matrices whose inverses occur in (13) , (15), (16) , and (22) . Using this observation, it can be seen that each of these FOM's can be written in the form where is a normalizing constant (independent of ), is a context-dependent positive definite matrix and is another context dependent matrix (or a vector). Let denote the Cholesky factorization [16] of , where is a lower triangular matrix. The aforementioned measures are computed most efficiently using the fact that (23) where denotes the Frobenius norm [16] . Using (23) , it can be seen [16] that the computation of each of the XYZ MSEbased FOM, the FOM's based on orthogonal color spaces, and the approximate perceptual FOM's of (15), (16), and (22) The Vora measure in (17) can be computed in a stable and efficient manner by using the QR factorization [16] to obtain orthonormal bases, and , for the column spaces of and , respectively. The Vora measure can then be computed as . This requires FLOP's. Using the same idea, the color quality factor in (21) can be written as and requires FLOP's. Typically, a 10 nm sampling interval is used for color spectra over the visible range 390 nm to 730 nm, yielding samples for the various spectral terms. Since color scanners and cameras use only a few channels, is relatively small in relation to (typically is between 3 and 7 [10] ). Hence, the term in the above expressions is computationally the dominant term. Using this observation, it can readily be seen that the Vora measure and CQF are computationally the most simple, requiring far fewer FLOP's than the other FOM's. The FOM's based on MSE in CIE XYZ space, the orthogonal color spaces, or the globally linearized CIELAB space are next in order of increasing computational complexity, and all require the same number of FLOP's. The perceptual FOM is computationally the most expensive and requires roughly times the computation of the FOM's based on global linear transformations of the CIE XYZ space. For the typical case of , and for values of between 3 and 7, the computational requirements for the different FOM's (computed using the general expressions involving and ) are listed in Table I . The table facilitates a comparison of the relative computational requirements of the different FOM's.
VII. EXPERIMENTAL RESULTS
Since color is finally judged by a human observer, the average perceptual color error over the ensemble of scanned spectra is an ideal metric for evaluating color scanners. A FOM that is monotonically related to the average perceptual error is equally useful. Hence, the nature of the relation between the average perceptual error and a FOM can be used to evaluate the trustworthiness of the FOM. Since perceived errors are psychophysical and cannot be evaluated without extensive experimentation, in this section, a quantitative specification of color errors is considered using a perceptually uniform color space. In particular, the Euclidean distance in CIELAB space (L a b ), referred to as the error, will be used as an approximation to the magnitude of perceived color error.
The predictive abilities of different FOM's can be evaluated by examining the relationship between the FOM and the average error over the scanner target ensemble for a number of filter sets. Simulations were performed to determine this relationship for the different FOM's. Throughout the simulations, a 10 nm sampling interval was used over the wavelength range 390-730 nm so that there were samples for each spectrum. It was assumed that the scanning and the viewing illuminants are the CIE daylight illuminant D65 [1] , [2] , so that and are identical. With this assumption, in the absence of noise the CIE XYZ color matching functions define a "perfect" filter set with unity Vora measure. Parameterized filter sets were used to obtain a large number of additional filter sets with varying FOM's. The filter sets were designed to have three filters in each set. The spectral transmittance of each filter was specified by a Gaussian function of the form , where denotes wavelength; and the mean, , and the variance, , are the parameters specifying the filter. A "base set" of Gaussian filters was created by determining the means and variances of the three filters so as to maximize the Vora measure. Both the means and standard deviations (square-roots of the variances) defining the filters were then varied within 40 nm bands about their "optimal values" to obtain a number of filter sets. The filter sets in which the filter transmittances were nearly linearly dependent were dropped. This procedure yielded a total of 251 filter sets spanning a significant range of Vora measures. It may be noted that the results presented here are essentially unchanged if other combinations of smooth viewing and scanning illuminants, such as CIE incandescent illuminant A, daylight illuminant D50, or the equal energy illuminant E [1] , [2] are used in the simulations.
The simulations used an ensemble of scanner target reflectances containing 424 reflectances. Of these, 240 were from the Kodak Q60 Photographic Scanner Target [21] , 64 from the Munsell chart, and 120 from a Dupont paint catalog [22] . Simulated noisy measurements were made with each filter set for the entire ensemble using (3). The measurement noise was assumed to be signal-independent, zero-mean, white, Gaussian noise with (per-channel) variance determined by the signal-to-noise ratio (SNR) defined as
The noise correlation matrix was thus . Sample averages over the ensemble of reflectances were used to estimate the matrices , and . These were then used to determine the "optimal transformation" of (7) for each filter set. Using this transformation, CIE XYZ tristimulus values were estimated from each simulated noisy scanner measurement. Actual CIE XYZ values corresponding to the same reflectance were also computed using (1) . The actual and estimated tristimulus values were transformed to CIELAB space, and the Euclidean distance was computed between them to obtain the error corresponding to a single reflectance. For each filter set, the mean of these errors over the entire ensemble of scanner target reflectance spectra was computed to obtain an average error corresponding to the filter set. For each filter set, the different FOM's of Section IV were also computed. The relationship of each FOM to the average error was examined by using a scatter plot of the two quantities for the 251 filter sets. SNR values of 40, 50, and 60 dB were considered in the simulations.
The relation between the different scanner measures (that ignore noise) and the average error is illustrated in the scatter plots of Figs. 1-4. Only a representative random selection of the 251 points corresponding to the different filter sets has been included in these and subsequent plots to keep them uncluttered. Also included in all the plots are best fit curves of the form, avg.
FOM. The rationale behind such a curve comes from (14) , where it can be seen that the FOM's have the corresponding squareroot relation to a root-mean-squared color error. From the figures, it can be seen that the CQF does not have the desired approximately monotonic relation to the average error even at a relatively high SNR of 60 dB. At the same SNR, the Vora measure does somewhat better, the data-dependent Vora measure makes significant gains over the Vora-measure by incorporating knowledge of the correlation of scanned spectra, and the perceptual measure does extremely well, with all the points in the scatter plot lying very close to a smooth monotonic curve. At an SNR of 40 dB, significant changes occur in each of the scatter plots. For all the measures, there is apparently no clear functional relationship between the measures and the average error. Also note that, even at the moderately high SNR of 40 dB, the measure 1 filters (the CIE XYZ color matching functions) are no longer optimal from a perceptual standpoint. Several interesting facts can also be observed from the abscissa of the different plots. Because of the use of the minimum in (21), the CQF is often lower than other measures, providing pessimistic estimates even in the absence of noise. The data-dependent measures are rather high for all the filter sets. An explanation for this can be found in the fact that object reflectance spectra can be well approximated by a low-dimensional space [22] . In the limiting case, when the scanned reflectances lie in an -dimensional space, it can be seen that the data-dependent measures are unity for any scanner with or more linearly independent channels [23] . Figs. 5-8 demonstrate the relation between the different FOM's that account for device noise and the average error. From Fig. 5 , it is clear that the CIE XYZ MSE-based FOM is a poor indicator of perceptual color error. The poor predicted performance for the cluster of points below the solid curve in the center of the figure is probably due to the computation of errors in a nonorthogonal space. The FOM based on an orthogonal color space is considered in Fig. 6 and the approximately perceptual FOM based on a global linearization of CIELAB space in Fig. 7 . From the plots, it is clear that these FOM's are better indicators of perceived color error than the CIE XYZ MSE-based FOM. However, the points constituting the scatter diagrams are far from a smooth monotonic curve in either case. Fig. 8 is the scatter plot corresponding to the perceptual FOM. The points in this case are almost ideally distributed, lying along a rather well-defined smooth monotonic curve. Note that unlike the measures that did not vary with SNR, the perceptual FOM has lower values at lower SNR's and the corresponding points on the scatter diagram are shifted to the left, forming a continuous smooth curve. Thus, the perceptual FOM also captures the tradeoff between the errors arising due to the difference in the HVISS and the SVS and those arising due to the device noise, providing an ideal FOM for analysis and design of color scanners and cameras.
Since several applications require that the worst case color errors be minimized, it is also desirable to have a monotonic decrease in the maximum error with increase in an FOM. A scatter plot of the maximum error (over the ensemble of 424 reflectances) versus the perceptual FOM is shown in Fig. 9 . The points constituting the scatter diagram have considerably larger spread than the corresponding diagram for the average error. Since the FOM was based on mean-squared values, this larger spread is to be expected. However, note that the monotonic trend is still apparent, particularly for filter sets with a high (perceptual) FOM. This is encouraging, since it indicates that for scanners with reasonably high perceptual FOM, the FOM also reflects the worst case performance with fair accuracy.
VIII. CONCLUSION
In this paper, a unified framework was developed for the description of several figures of merit (FOM's) for color scanning systems. A new perceptual FOM was obtained using linear approximations to CIELAB space, which accounted for color errors from the noncolorimetric design of scanning filters as well as the errors resulting from measurement noise. The 
APPENDIX A DERIVATION OF THE GENERALIZED ERROR METRIC
In this appendix, a brief derivation of (8)- (13) leading to the general scanner error metric is provided. For this purpose, it is useful to introduce the operator that transforms a matrix into a vector by stacking the columns of the matrix one underneath the other in sequence. It is also useful to state some properties of the operator and the Kronecker product. For arbitrary matrices, , and , the following results [17, 
If the measurement noise is zero mean and independent of , then (8)-(13) are readily obtained [15] by simplifying , and using properties (26)-(28).
APPENDIX B SIMPLIFICATIONS FOR LINEAR
In this appendix, simplifications for the expressions in (9)-(13) are considered for the case when the color space transformation is a linear transformation specified by a matrix . Then it can be readily seen that , and , where is the correlation matrix for the ensemble of reflectance spectra of scanned objects.
Using these expressions, and the properties of the Kronecker product, it can be shown that [15] (35) (36) (37) where denotes the trace operator. Note that does not depend on (this is not true in general for a nonlinear transformation ). However, the scanner error metric still depends on .
APPENDIX C LINEARIZATIONS OF CIELAB SPACE
For the CIELAB color space the transformation is given by [1] (38) where (39) and denotes the CIE XYZ tristimulus values of the white point. The tristimulus values of the perfect reflector (spectral reflectance unity at all wavelengths) will be considered at the white point in this paper.
The Jacobian matrix of the transformation is given by 
The Jacobian evaluated at the white point (43) is useful if instead of the local linearization of a global linear (affine) approximation is desired.
