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a b s t r a c t
Quasi-interpolation has been studied extensively in the literature. However, most studies
of quasi-interpolation are usually only for discrete function values (or a finite linear
combination of discrete function values). Note that in practical applications, more
commonly, we can sample the linear functional data (the discrete values of the right-hand
side of some differential equations) rather than the discrete function values (e.g., remote
sensing, seismic data, etc). Therefore, it is more meaningful to study quasi-interpolation
for the linear functional data. The main result of this paper is to propose such a quasi-
interpolation scheme. Error estimate of the scheme is also given in the paper. Based on the
error estimate, one can find a quasi-interpolant that provides an optimal approximation
orderwith respect to the smoothness of the right-hand side of the differential equation. The
scheme can be applied inmany situations such as the numerical solution of the differential
equation, construction of the Lyapunov function and so on. Respective examples are
presented in the end of this paper.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
One of the simple meshless method for the numerical solution of a differential equation is the collocation by using
radial basis function; see, e.g., [1] and the references therein. In fact, there are two approaches to this collocation method:
the unsymmetric approach (also known as Kansa’s method) proposed in [2,3], and the symmetric approach introduced in
the context of Hermite–Birkhoff data interpolation [4]. While Kansa’s method, as pointed in [5], may lead to a singular
coefficients matrix and thus cannot always succeed. The symmetric approach, on the other hand, is unisolvable and the
convergence result is given in [6].
However, both of these two collocation approaches possess no shape-preserving properties. This may be the reason why
Giesl [7] pointed out that using the symmetric approach to construct the Lyapunov function for a dynamical system [8]would
give an interpolant with unwanted nonnegative orbital derivative in some neighborhood of an equilibrium. To overcome
the problem, [7] proposed a mend by the Taylor expansion near the equilibrium coupled with the symmetric approach.
Nevertheless, both approaches showed in [8,7] all require solving a large-scale system of equations.
In the paper, we propose a quasi-interpolation scheme for linear functional data. This scheme can be used instead of the
meshless collocation method in several situations such as the numerical solution of the differential equation, construction
of the Lyapunov function and so on. Moreover, the scheme possesses the shape-preserving property and thus can be applied
directly to construct the Lyapunov function without the mend proposed in [7].
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For simplifying the theoretical discussion, we focus on the univariate case. More precisely, we want to construct a quasi-
interpolation scheme for the linear functional data {P(D)f (xj)}0≤j≤N together with the n linear functionals {li(f )}0≤i≤n−1.
Following are some notations.
Denote D the differential operator that Df (x) = f ′(x). Let P(D) =ni=0 aiDi, where ai ∈ R with an = 1, be a differential
operator of order n. Let P(D)f (x) = g(x) and thus P(D)f (xj) = g(xj) for j = 0, . . . ,N , where {xj}Nj=0 are pairwise distinct
centers in a bounded interval [a, b] with x0 = a, xN = b. Let {li}0≤i≤n−1 be any family of linearly independent functionals
such that the differential equation
P(D)f (x) = g(x)
L(f ) = F (1.1)
is well-posed, where L(f ) = (l0(f ), . . . , ln−1(f ))T and F are n-dimensional vectors.
Quasi-interpolation, as a fundamental tool in approximation, has been studied intensively both in theory and in
engineering applications, see, e.g., [9–17] and the references therein. With quasi-interpolation, one can get the solution
directly without the need to solve any large-scale system of equations. However, quasi-interpolation is usually discussed
only for discrete function values (or a finite linear combination of discrete function values, see [18], for instance). Obviously,
this restricts the applications of quasi-interpolation, since in most cases of practical applications, we cannot sample the
discrete function values directly. More commonly, we can sample the linear functional data rather than the discrete function
values (e.g., solving differential equations numerically, linear functional data analysis, remote sensing, etc.). Therefore, to
make quasi-interpolation available for more practical purposes, a quasi-interpolation scheme for the linear functional data
is eagerly in demand.
Hon and Wu [19] proposed a quasi-interpolation scheme for the discrete values of the right-hand side of the stiff
ordinary differential equation {(εD2 + D)f (xj) = g(xj)}0≤j≤N and l0(f ) = f (x0), l1(f ) = f (xN). This is the special case
that P(D) = εD2 + D. Lanzara and Maz’ya [20] proposed an approximate Hermite quasi-interpolation scheme for the
data {P(h∂)f (jh)}j∈Zd . Since the operator P(h∂) in [20] converges to an identity operator I as h tends to zero, from the
approximation theory point of view, it is indeed an approximation of the quasi-interpolation for discrete function values.
Furthermore, such a kind of data appears rarely in applications.
Motivated by the above discussions, we want to propose a quasi-interpolation scheme for the general case of the linear
functional data.
The construction of our scheme consists of two parts: To facilitate the theoretical discussion, we first construct a quasi-
interpolation scheme defined on the whole real line R. Then, for the purpose of practical applications, we improve this
scheme and thus get a quasi-interpolation scheme defined on a bounded interval.
The paper is organized as follows.
In Section 2, we find a kernel function φh(x) and construct the quasi-interpolation scheme
Q¸P(D)f (x) = h

j∈Z
g(jh)P(−Dx)φh(x− jh)+ B(x)(L(B(·)))−1

L(f )− L

h

j∈Z
g(jh)P(−D)φh(· − jh)

(1.2)
for the linear functional data on uniformly distributed centers over the whole real line R, i.e., {P(D)f (jh) = g(jh)}j∈Z and
L(f ). Error estimate of the scheme is presented in the following theorem
Theorem 1.1. Let g(x) be a C l(R) function with compact support andΩ be an arbitrary bounded interval of R. Then for the given
linear functional data: {g(jh)}j∈Z and L(f ), and any prescribed integer v satisfying 1 ≤ v ≤ l, we can find a kernel function φh(x)
defined by formula (2.5), such that the quasi-interpolant Q¸P(D)f (x) of f (x), for x ∈ Ω , can provide an approximation order of
O(hv).
In Section 3, we construct the main quasi-interpolation scheme for the linear functional data {g(xj)}0≤j≤N and {li(f )}0≤i≤n−1
as
Q¸P(D)f (x) = h
N+M
j=−M
g˜(xj)P(−Dx)φh(x− xj)
+ B(x)(L(B(·)))−1

L(f )− L

h
N+M
j=−M
g˜(xj)P(−D)φh(· − xj)

, (1.3)
where g˜(x) is defined in Eq. (3.1). The scheme is available for applications. Moreover, the error estimate given in the above
theorem is still valid.
Numerical examples of applying the scheme in numerical solution of differential equation and construction of the
Lyapunov function are discussed in Section 4. Finally, conclusions and discussions are given in Section 5.
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2. Quasi-interpolation on the whole real line R
In this section, we first construct a quasi-interpolation scheme for the linear functional data on uniformly distributed
centers over the whole real line R, i.e., {g(jh)}j∈Z and L(f ). Then we derive error estimate of the scheme. Note that in
applications the function g(x) is always defined on a bounded interval and, for the theoretical purpose, one can extend it
smoothly to the whole real line Rwith compact support. Thus throughout this section, we assume g(x) itself is a compactly
supported function in C l(R), for some positive integer l.
We begin this section with presenting the following lemmas, which are basis of constructing our scheme.
As a special case of Theorem 1 in [21], the following lemma holds.
Lemma 2.1. Let
t0, . . . , t2n−1, t2n, . . . , t2n+m−1
be all the roots of P(t)P(−t)tm = 0, for some positive integer m. Denote
Φ(x) = [t0, . . . , t2n−1, t2n, . . . , t2n+m−1]etx
the divided difference of etx with respect to the t variable. Let
Φ±(x) = (−1)nsign(x)Φ(x)/2.
ThenΦ±(x) is a fundamental solution of the equation P(D)P(−D)DmΦ±(x) = δ(x) in the distributional sense, where δ(x) is the
Dirac distribution. More precisely, for every function ϕ(x) in the Schwarz’s class, we have
R
[P(D)P(−D)Dmϕ(s)]Φ±(x− s)ds = ϕ(x).
Furthermore, with this lemma, follow the ideas of [11,22], for instance, we can construct a kernel function that satisfies
the Strang–Fix condition [15], as stated in the next lemma.
Lemma 2.2. Let φ(x) = P(D)P(−D)Φ±(x) and v be any positive integer satisfying 1 ≤ v ≤ min{l, m}. Then we can find the
constants cα, α = −m, . . . , v − 1, and thus define the function
ψh(x) = 1hm
v−1
−m
cαφ(x− αh),
such that the function
ψ(x) = hψh(hx)
satisfies the Strang–Fix condition [15] of order v, i.e.,
ψˆ(ω) = 1+ O(ωv)
ψˆ(ω + 2πk) = O(ωv), k ∈ Z \ {0} (2.1)
as ω tends to zero.
Proof. Denote the Fourier transform ψˆ(ω) of ψ(x) as
ψˆ(ω) =

R
ψ(x)eixωdx.
Then we have
ψˆ(ω) =ψh(ω/h).
Moreover, in view of the definitions of ψh(x) and φ(x), the Fourier transformψh(ω) of ψh(x) can be given as
ψh(ω) = 1
(−i)mhmωm
v−1
−m
cαeiαhω.
This, in turn, leads to
ψˆ(ω) = 1
(−i)mωm
v−1
−m
cαeiαω.
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Note that the function ψ(x) is h-independent. Furthermore, based on Lemma 2.2 in [11], the constants cα, α = −m, . . . ,
v − 1, can be given as
(c−m, . . . , cv−1)T = A−1(0, . . . , 0, (−1)mm!, 0, . . . , 0)T , (2.2)
where
A = (αβ)−m≤α≤v−1,0≤β≤m+v−1.
Hence the lemma holds. 
Note that the functionψ(x) is not symmetric about x. But in the paradise of mathematics, symmetry is usually preferred
for the purpose of beauty. Here, we construct a symmetric one in the following corollary:
Corollary 2.1. Let Φ±(x), φ(x) be defined as above. Assume
ψ∗h (x) =
1
2hm

v−1
−m
cαφ(x− αh)+
m
−v+1
c−αφ(x− αh)

with cα being given in formula (2.2), and
ψ∗(x) = hψ∗h (hx).
Then the function ψ∗(x) still satisfies the Strang–Fix condition of order v.
Consequently, with ψ∗(x) being the kernel function, we can construct a quasi-interpolant g∗(x) of g(x), in the
Schoenberg’s form [13], as
g∗(x) =

j∈Z
g(jh)ψ∗
 x
h
− j

.
Moreover, according to the Strang–Fix condition [15], the following theorem holds.
Theorem 2.1. Given the data {g(jh)}j∈Z, the approximation error of the quasi-interpolant g∗(x) defined as above can be given as
∥g∗(x)− g(x)∥∞ ≤ O(hv).
Now we are ready to construct the quasi-interpolation scheme for the linear functional data {g(jh)}j∈Z and L(f ).
Note that the choice of the linear functionals {li(f )}0≤i≤n−1 ensures that the ordinary differential equation
P(D)f (x) = g(x)
L(f ) = F (2.3)
is well-posed. Therefore, the solution f ∗(x) of the corresponding ordinary differential equation
P(D)f ∗(x) = g∗(x)
L(f ∗) = L(f ) = F (2.4)
is an approximant of f (x) for x ∈ Ω , whereΩ is an arbitrary bounded interval of R.
Our task is now to give an expression of f ∗(x).
Since the quasi-interpolant g∗(x) can be rewritten in the form
g∗(x) = h

j∈Z
g(jh)P(Dx)P(−Dx)φh(x− jh),
where
φh(x) = 12hm

v−1
−m
cαΦ±(x− αh)+
m
−v+1
c−αΦ±(x− αh)

, (2.5)
we can verify that the function
f ∗1 (x) = h

j∈Z
g(jh)P(−Dx)φh(x− jh)
satisfies the equation P(D)f ∗1 (x) = g∗(x). Therefore, by letting f ∗2 (x) = f ∗(x)− f ∗1 (x), the problem turns to find the function
f ∗2 (x) satisfying
P(D)f ∗2 (x) = 0
L(f ∗2 ) = L(f )− L(f ∗1 ). (2.6)
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Let {Bi(x)}n−1i=0 be a basis of the kernel space of P(D). Then f ∗2 (x) can be expressed as
f ∗2 (x) =
n−1
i=0
diBi(x) = B(x)(d0, . . . , dn−1)T , (2.7)
where B(x) = (B0(x), B1(x), . . . , Bn−1(x)) and di, i = 0, . . . , n− 1, are some coefficients.
Applying the functionals L to both sides of the Eq. (2.7) gives
L(f )− L(f ∗1 ) = L(f ∗2 ) = L(B(·))(d0, . . . , dn−1)T .
Moreover, since the Eq. (2.3) is well-posed, the matrix L(B(·)) is nonsingular. Solving this linear system of equations, we can
get
(d0, . . . , dn−1)T = (L(B(·)))−1[L(f )− L(f ∗1 )].
Plugging these coefficients into (2.7) leads to
f ∗2 (x) = B(x)(L(B(·)))−1[L(f )− L(f ∗1 )]. (2.8)
Finally, the expression of f ∗(x) can be given as
f ∗(x) = h

j∈Z
g(jh)P(−Dx)φh(x− jh)+ B(x)(L(B(·)))−1

L(f )− L

h

j∈Z
g(jh)P(−D)φh(· − jh)

. (2.9)
To emphasize that f ∗(x) is a quasi-interpolant of f (x) with respect to the differential operator P(D), in the sequel, we
denote the operator Q¸P(D) that Q¸P(D)f (x) = f ∗(x).
Furthermore, according to Theorem 2.1 and the discussion in [6], we can get the error estimate of Q¸P(D)f (x), as stated in
the following theorem.
Theorem 2.2. Let g(x) be a C l(R) function with compact support andΩ be an arbitrary bounded interval of R. Then for the given
linear functional data {g(jh)}j∈Z and L(f ), and any prescribed integer v satisfying 1 ≤ v ≤ min{l, m}, we can find a kernel
function φh(x) defined by formula (2.5), such that the error estimate
∥Q¸P(D)f (x)− f (x)∥∞ ≤ O(hv)
holds over Ω .
Remark 2.1. The quasi-interpolation scheme (2.9) reproduces the kernel space of P(D). Moreover, the quasi-interpolation
scheme for discrete function values is a special case (P(D) = I) of our scheme.
Remark 2.2. By letting v = m = l in the quasi-interpolation scheme (2.9), we can get a quasi-interpolant that provides an
optimal approximation order of O(hl)with respect to the smoothness of g(x).
In summary, a quasi-interpolation scheme for the linear functional data on uniformly distributed centers over R, has
been constructed. However, in applications, the data are always defined on a bounded interval. To make the scheme more
available for applications, in the following section, we shall consider the quasi-interpolation problem on a bounded interval.
3. Quasi-interpolation on a bounded interval
This section aims at constructing the main quasi-interpolation scheme for the linear functional data {g(xj)}Nj=0 and L(f )
introduced in the first section.
In this section, we assume that the centers {xj}Nj=0 distribute uniformly on the interval [a, b], i.e., xj = a + jh, with
h = (b − a)/N denoting the density of the centers. All the results in the paper can be extended to the scattered centers
setting by using the technique proposed in [17].
We first extend g(x) smoothly to thewhole real lineRwith compact support. There are several extensionmethods, i.e., the
Hermite interpolationmethod, the Taylor expansionmethod, etc. As an example, we use generalized Shepard’s interpolation
method [23] to extend g(x) as
g˜(x) =

0, x < a− 1,
g1(x), a− 1 ≤ x < a,
g(x), a ≤ x ≤ b,
g2(x), b < x ≤ b+ 1,
0, x > b+ 1,
(3.1)
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where
g1(x) =

l
i=0
g(i)(a)(x− a)i
i!

|x− a+ 1|l+1
|x− a|l+1 + |x− a+ 1|l+1 (3.2)
and
g2(x) =

l
i=0
g(i)(b)(x− b)i
i!

|x− b− 1|l+1
|x− b|l+1 + |x− b− 1|l+1 . (3.3)
Remark 3.1. Herewe assume that the data g(i)(a), g(i)(b), i = 1, . . . , l, are available. In applications, if they are unavailable,
thenwe can use the data {g(xj)}, where xj are the centers near a, b, to construct approximants of g(i)(a), g(i)(b), respectively.
Such a method can be found in [12], for instance.
Then we extend the centers {xj}Nj=0 to {xj}j∈Z by letting xj = a + jh, for j ∈ Z. We have therefore obtained the linear
functional data {g˜(xj)}j∈Z on uniformly distributed centers over R. Applying the quasi-interpolation scheme (2.9) to the data
{g˜(xj)}j∈Z and L(f ) gives
Q¸P(D)f (x) = h

j∈Z
g˜(xj)P(−Dx)φh(x− xj)+ B(x)(L(B(·)))−1

L(f )− L

h

j∈Z
g˜(xj)P(−D)φh(· − xj)

. (3.4)
Furthermore, noting that g˜(x) vanishes outside the interval [a − 1, b + 1], the summation is taken only over the bounded
interval [a− 1, b+ 1], that is,
Q¸P(D)f (x) = h
N+M
j=−M
g˜(xj)P(−Dx)φh(x− xj)+ B(x)(L(B(·)))−1

L(f )− L

h
N+M
j=−M
g˜(xj)P(−D)φh(· − xj)

, (3.5)
whereM = ⌈N/(b− a)⌉with ⌈·⌉ denoting the ceil function.
Consequently, we have obtained a quasi-interpolation scheme (3.5) defined on a bounded interval [a, b]. Moreover, the
error estimate provided in Theorem 2.2 is still valid.
4. Numerical examples
Two examples of applying the scheme (3.5) to approximate solution of partial differential equation and construct the
Lyapunov function, respectively, are presented in the section.
Example 1. We start by applying the scheme (3.5) to construct a quasi-interpolation scheme for the following partial
differential equations
(D2x + I)(D2y − I)f (x, y) = g(x, y)
(D2y − I)f (a, y) = F1(y)
(D2y − I)f (b, y) = F2(y)
f (x, c) = G1(x)
f (x, d) = G2(x),
(4.1)
where I denotes the identity operator, (x, y) ∈ [a, b] × [c, d], and F1(y), F2(y),G1(x),G2(x) are some smooth functions.
Suppose that the data {g(xi, yj)}, {F1(yj)} and {F2(yj)} are available, where (xi, yj) = (x0 + ih1, y0 + jh2), h1 =
(b − a)/N1, h2 = (d − c)/N2, for some positive integers N1,N2. Using the technique discussed in Section 3, we obtain
the data {g˜(xi, yj)}, {F˜1(yj)} and {F˜2(yj)}, respectively. Then, using the scheme (3.5) by tensor product, we can construct a
quasi-interpolation scheme as
Q¸f (x, y) = h2

j
f ∗1 (x, yj)(ψ
′′
h2(y− yj)− ψh2(y− yj))+
1
ec−d − ed−c (e
y, e−y)

e−d −e−c
−ed ec

×

G1(x)− h2

j
f ∗1 (x, yj)(ψ
′′
h2(c − yj)− ψh2(c − yj))
G2(x)− h2

j
f ∗1 (x, yj)(ψ
′′
h2(d− yj)− ψh2(d− yj))
 , (4.2)
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Table 1
Approximation error of the reconstructed peaks using the scheme (4.2).
h1 = h2 L∞-norm Posteriori error estimate
1/8 17.5559× 10−3
1/16 3.5634× 10−3 2.3006
1/32 0.6495× 10−3 2.4559
1/64 0.1189× 10−3 2.4661
(a) h1 = h2 = 1/8. (b) h1 = h2 = 1/16.
Fig. 1. Level sets of peaks function and its reconstructed counterpart. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
where
f ∗1 (x, yj) = h1

i
g˜(xi, yj)(φ′′h1(x− xi)+ φh1(x− xi))+
1
sin(b− a) (cos x, sin x)

sin b − sin a
− cos b cos a

×
F˜1(yj)− h1

i
g˜(xi, yj)(φ′′h1(a− xi)+ φh1(a− xi))
F˜2(yj)− h1

i
g˜(xi, yj)(φ′′h1(b− xi)+ φh1(b− xi))
 , (4.3)
and φh1(x), ψh2(y) are kernel functions defined by formula (2.5) with respect to P(D) = D2x + I, P(D) = D2y− I , respectively.
As an example, we choose the functions g(x, y), F1(y), F2(y),G1(x),G2(x) such that the exact solution of the Eqs. (4.1) is
the peaks function, i.e.,
f (x, y) = 3(1− x)2e−x2−(y+1)2 − 10(x/5− x3 − y5)e−x2−y2 − e−(x+1)2−y2/3.
Then we reconstruct f (x, y) by using the scheme (4.2) with l = v = 2 andm = 4 on the domain [−3, 3] × [−3, 3].
Numerical results presented in the Table 1 show that the posteriori error estimate of the scheme (4.2) is about O(h2.4),
which is better than its priori counterpart O(h2). The following two subfigures in Fig. 1 show the level sets (the red line)
of peaks function and its reconstructed counterpart (the dash–dot blue line) with h1 = h2 = 1/8, h1 = h2 = 1/16,
respectively.
Example 2. Now we apply the scheme (3.5) to construct a Lyapunov function for the dynamical system given by
x˙ = −x(1− x2(y− 3)2)
y˙ = −(y− 3)(1− x2(y− 3)2), (4.4)
where the operator dot denotes the temporal derivative.
Note that the system can be viewed as a special case of (cf. [24, pp. 122])
x˙ = xf1(x, y)
y˙ = yf2(x, y), (4.5)
which models the populations of two species that interact and effect each other.
W. Gao, Z. Wu / Journal of Computational and Applied Mathematics 236 (2012) 3256–3264 3263
Fig. 2. Boundary of the exact basin of attraction and a level set of the reconstructed Lyapunov function v(x, y) under three different coordinate
transformations. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
According to the discussion in [8], the system (4.4) has an asymptotically stable equilibrium (0, 3) whose basin of
attraction is A(0, 3) = {(x, y) ∈ R2 | x2(y− 3)2 − 1 < 0}. Moreover, there exists a Lyapunov function V (x, y) satisfying the
following first-order initial-value problem(1− x2(y− 3)2)

−x∂V
∂x
(x, y)− (y− 3) ∂V
∂y
(x, y)

= −x2 − (y− 3)2
V (0, 3) = 0
(4.6)
in the basin of attraction.
To get a quasi-interpolant V ∗(x, y) of V (x, y), we reformulate the problem (4.6) as
∂V
∂r
(r, θ) = r(a
2 cos2 θ + b2 sin2 θ)
(1− a2b2r4 sin2 θ cos2 θ)
V (0, θ) = 0
(4.7)
by introducing the generalized polar coordinate transformations x = ar cos θ, y = 3 + br sin θ with a, b, r ∈ R+ and
θ ∈ [0, 2π ].
This is a first-order ordinary differential equation (with respect to the r variable) with an initial value. Using the scheme
(3.5) with P(D) = D, l = v = 2 and m = 4, we can get a quasi-interpolant V ∗(r, θ) of V (r, θ) and thus get V ∗(x, y) by the
inverse generalized polar coordinate transformations.
Numerical results are presented in the Fig. 2, which shows the boundary of the exact basin of attraction and a level set
of the reconstructed Lyapunov function V ∗(x, y) under the three different coordinate transformations with a = b = 1, a =
1/2, b = 3, and a = 4, b = 1/2, respectively.
The blue curves in the figure denote the boundary of the exact basin of attraction, while the cyan, red and magenta
curves denote the level set of the reconstructed Lyapunov function under the three different coordinate transformations,
respectively.
Remark 4.1. From the figure, we can find that our scheme provides three different basins of attraction corresponding to
the three coordinate transformations. Moreover, by the union of these three basins of attraction, we can get a large one that
gives better approximation to the exact basin of attraction. Such a technique has rarely been discussed in the literature as
far as we know.
5. Conclusions and discussions
We have constructed a quasi-interpolation scheme for linear functional data. With the scheme, one can find a quasi-
interpolant (of f (x)) that provides an optimal approximation order with respect to the smoothness of P(D)f (x). The scheme
can be used instead of themeshless collocation using radial basis function in several cases. To demonstrate the effectiveness
of the scheme, we apply it in numerical solution of differential equation and construction of the Lyapunov function,
respectively. Numerical results show that our scheme works very well. Moreover, since the scheme preserves the shapes, it
can be applied directly to construct the Lyapunov function and thus overcomes the problem of the symmetric collocation
approach used in [8] (giving an interpolant with unwanted nonnegative orbital derivative).
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