JARINGAN SYARAF TIRUAN DINAMIS UNTUK MENYELESAIKAN MASALAH PEMROGRAMAN LINEAR by Raharjo, Slamet




JARINGAN SYARAF TIRUAN DINAMIS UNTUK MENYELESAIKAN 
MASALAH PEMROGRAMAN LINEAR 
 
Slamet Raharjo 1  
1Universitas Pamulang, Jalan Surya Kencana No.1, Pamulang Barat, Pamulang, 
Kota Tangerang Selatan, Banten 15417, Indonesia 





JARINGAN SYARAF TIRUAN UNTUK MENYELESAIKAN MASALAH PEMROGRAMAN LINEAR, di 
dalam kehidupan sehari-hari, terutama di dunia industri, banyak di temukan  masalah-masalah yang terkait 
produksi untuk mencapai hasil yang optimal, terutama secara profit  atau keuntungan, salah satu cabang ilmu 
matematika yang mempelajari hal ini adalah Linear Programming atau di kenal juga dengan Operation Research . 
Jaringan syaraf tiruan dinamis nonlinear di bangun oleh system persamaan differensial berulang , yang meru-
muskan konfigurasi dari neuron  primal dan neuron dual yang saling berhubungan satu  sama lain, membangun 
topologi jaringan syaraf tiruan yang menganut kinerja sistem paralel , yaitu kinerja sistem yang memilki kemam-
puan menemukan solusi secara bersamaan. Jaringan syaraf tiruan dinamis nonlinear memiliki kemampuan untuk 
menyelesaikan masalah pemrograman linear untuk masalah primal dan dual dengan jumlah variabel keputusan 
sebanyak yang di inginkan . Tercapainya solusi optimal ditunjukkan oleh simulasi garis dari tiap nilai variabel 
keputusan yang sudah tanpa getar. Solusi ini sangat berguna bagi dunia industri untuk mengurangi kerugian dan 
meningkatkan keuntungan.  
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ABSTRACT 
 ARTIFICIAL NEURAL NETWORKS FOR SOLVING LINEAR PROGRAMMING PROBLEMS, In everyday 
life, especially in the industrial world, many  problems associated with production to achieve optimal results, es-
pecially in profit, one of mathematics theory is learns about Linear Programming or also known as Operation Re-
search. Nonlinear dynamic artificial neural networks are built by a system of differential recurring equations, which 
formulate configurations of primal neurons and dual neurons interconnected with each other, construct neural 
network topologies that embrace the performance of parallel systems, ie system performance that has the ability 
to find solutions simultaneously . Nonlinear dynamic artificial neural networks have the ability to solve linear pro-
gramming problems for both primal and dual problems with the number of decision variables as much as desired. 
The achievement of the optimal solution is shown by the line simulation of each decision variable value that is 
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1. PENDAHULUAN 
Jaringan syaraf tiruan merupakan suatu 
system pemrosesan informasi yang memiliki 
karakteristik tampilan mirip dengan jaringan 
syaraf biologis manusia, pada awalnya jaringan 
syaraf tiruan diartikan dari istilah ANN (Artificial 
Neural Networks) yang secara arti gramatikanl 
(arti berdasarkan kamus) adalah jaringan syaraf 
buatan, tetapi, karena jaringan syaraf yang di 
ciptakan berdasarkan tiruan dari jaringan syaraf 
biologis manusia, maka para ahli mengartikan 
ANN secara leksikal (arti berdasarkan 
penggunaan dalam kehidupan sehari – hari) 
yang di kenal dengan sebutan jaringan syaraf 
tiruan. 
Jaringan syaraf tiruan merupakan bagian 
kajian penelitian dari Artificial Intelligence atau 
Kecerdasan Buatan yang terus di teliti dan di 
kembangkan oleh para ilmuan unttuk membantu 
dalam menyelesaikan permasalahan yang ada 
dalam kehidupan manusia, implementasi dari 
jaringan syaraf tiruan yaitu berupa suatu 
perangkat lunak yang di bangun oleh suatu ba-
hasa pemrograman tertentu, dengan tujuan men-
jadikan komputer memiliki suatu kecerdasan ter-
tentu yang dikehendaki oleh manusia. 
Dalam penelitian ini akan membahas 
jaringan syaraf tiruan yang digunakan untuk me-
nyelesaikan masalah pemrograman linear yang 
berupa permasalahan primal dan permasalahan 
dual, karena pemrograman linear merupakan 
cabang ilmu matematika yang sangat penting 
sekali dalam pengambilan suatu keputusan, bila 
dihadapkan dalam suatu permasalahan yang 




Berikut ini adalah gambaran umum sel 
syaraf biologis pada manusia, dalam ilmu biologi, 
sel syaraf sering di sebut neuron), terdiri dari 4 
komponen utama : 
1. Dendrites, berfungsi untuk menerima 
inputan sel syaraf yang lain 
2. Soma, berfungsi sebagai Processor 
(Pemroses) dari inputan 
3. Axon, berfungsi untuk meneruskan 
proses dari input ke output atau 
dengan kata lain yaitu sebagai fungsi 
transfer 
4. Synapses, berfungsi untuk 
meneruskan output ke sel syaraf 
yang lain dan pada akhirnya, output 
dari synapses ini akan menjadi input 
bagi dendrites sel syaraf yang lain, 
dan membentuk suatu 
keterhubungan yang sangat 
kompleks, dengan demikian dapat 
difahami bahwa sekumpulan sel-sel 
syaraf pada manusia yang saling 
berhubungan dan sangat kompleks 
yang membentuk suatu jaringan 
disebut dengan jaringan syaraf 




Gambar 1. Sel Syaraf Biologis Manusia 
 
Berikut adalah gambaran sel syaraf tiru-
an, dengan p1,p2,dan seterusnya merupakan 
inputan set syaraf, dan f merupakan lambang 
dari fungsi transfer (biasa juga disebut dengan 
fungsi aktivasi) : 
 
 
Gambar 2. Sel Syaraf Tiruan 
 
Berikut adalah Topologi dan Konfigurasi 
Neuron Jaringan Syaraf Tiruan, di dalam gambar 
tersebut terdapat dua layer (lapisan) dari neuron, 
satu untuk variable primal dan satunya lagi untuk 
variable dual, output dari layer yang satu adalah 
input untuk layer lainnya sehingga membentuk 
suatu jaringan. 




 Neuron primal dual dalam jaringan 













Gambar 3. Topologi Jaringan Syaraf Tiruan 
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Gambar 9. GUI Simulasi Dual 
 
Pada Gambar 4 dan Gambar 5, melukis-
kan konfigurasi dari neuron primal dan dual, ter-
lihat bahwa yang dijadikan inputan untuk neuron 
primal adalah output dari neuron dual yaitu y dan 
derivatifnya yaitu dy/dt, factor penimbang (biasa 
juga di sebut dengan bobot) pada neuron primal 
yaitu -A
T
 yang di kalikan dengan inputan yang 
telah berbentuk y + k (dy/dt).  
Dari topologi dan konfigurasi neuron 
yang telah dijelaskan tersebut mengenalkan ke-
nonlinearan system, karena sistem tersebut 
dibangun oleh persamaan differensial. 
Persamaan differensial tersebut adalah : 
 
dx / dt = -A
T 
( y + k (dy/dt) ) + b , x ≥ 0 
dy / dt =   A ( x + k (dx/dt) ) – c , y ≥ 0 
Pada Gambar 6, 7, 8 dan 9, adalah ben-
tuk penerjemahan jaringan syaraf tiruan tersebut 
dengan menggunakan bahasa pemrograman, 
bahasa yang di gunakan adalah bahasa pem-
rograman Matlab. 
Presentasi yang di tampilkan yaitu GUI 
(Graphical User Interface) sehingga dapat lebih 
mudah di gunakan dan di fahami, sehingga solusi 




1. Hasil percobaan pada jaringan syaraf 
tiruan dengan teknik simulasi, menunjuk-
kan bahwa kecepatan pencapaian ko-
konvergenan pada nilai dari masing-
masing variabel keputusan dari suatu 
permasalahan pemrograman linear, baik 
itu primal maupun dual, sangat tergan-
tung pada pengambilan nilai dt. 
2. Penambahan banyaknya iterasi di 
lakukan jika kekonvergenan masih belum 
tercapai walaupun telah memasukkan 
niali dt efektif sesuai dengan nilai k yaitu  
antara 0 dengan 0.1 
3. Dengan jaringan syaraf tiruan, menjadi-
kan perhitungan lebih sederhana jika di 
bandingkan dengan perhitungan metode 
simplex (tradisional).  
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