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HIGHER ORDER ESTIMATING EQUATIONS FOR
HIGH-DIMENSIONAL MODELS
By James Robins, Lingling Li, Rajarshi Mukherjee, Eric
Tchetgen Tchetgen and Aad van der Vaart
Harvard University and Universiteit Leiden
We introduce a new method of estimation of parameters in semi-
parametric and nonparametric models. The method is based on es-
timating equations that are U -statistics in the observations. The U -
statistics are based on higher order influence functions that extend
ordinary linear influence functions of the parameter of interest, and
represent higher derivatives of this parameter. For parameters for
which the representation cannot be perfect the method leads to a
bias-variance trade-off, and results in estimators that converge at a
slower than
√
n-rate. In a number of examples the resulting rate can
be shown to be optimal. We are particularly interested in estimating
parameters in models with a nuisance parameter of high dimension or
low regularity, where the parameter of interest cannot be estimated
at
√
n-rate, but we also consider efficient
√
n-estimation using novel
nonlinear estimators. The general approach is applied in detail to
the example of estimating a mean response when the response is not
always observed.
1. Introduction. Let X1, X2, . . . , Xn be a random sample from a den-
sity p relative to a measure µ on a sample space (X ,A). It is known that
p belongs to a collection P of densities, and the problem is to estimate the
value χ(p) of a functional χ:P → R. Our main interest is in the situation of
a semiparametric or nonparametric model, where P is infinite dimensional.
Estimating equations have been found a good strategy for constructing
estimators in semiparametric models [2, 34, 40]. Because the model is of
(much) higher dimension than the parameter of interest, setting up a good
estimating equation often requires an initial estimator ηˆn of a “nuisance
parameter”, and an estimating equation for θ = χ(p) may take the form
Pnψθ,ηˆn = 0.
Here Pnf is short for n−1
∑n
i=1f(Xi), and x 7→ ψθ,η(x) is a given measurable
map, for each (θ, η). In the present paper it will be more convenient to work
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2 ROBINS ET AL.
with a one-step version of this estimator, defined by the method of Newton-
Rhapson from a linearization of the map θ 7→ Pnψθ,ηˆn around an initial
estimator θˆn, leading to an estimator of the form θˆn + Vˆ
−1
n Pnψθˆn,ηˆn , for Vˆn
an estimate of the derivative of the estimating equation. In more general
notation such an estimator can be written as
(1.1) χˆn = χ(pˆn) + Pnχpˆn ,
for pˆn an initial estimator for p, and x 7→ χp(x) a given measurable function,
for each p ∈ P.
One possible choice in (1.1) is χp = 0, leading to the plug-in estimator
χ(pˆn). However, unless the initial estimator pˆn possesses special properties,
this choice is typically suboptimal. Better functions χp can be constructed
by consideration of the tangent space of the model. To see this, we write
(with Pχpˆ shorthand for
∫
χpˆ(x) dP (x))
(1.2) χˆn − χ(p) =
[
χ(pˆn)− χ(p) + Pχpˆn
]
+ (Pn − P )χpˆn .
Because it is properly centered, we may expect the sequence
√
n(Pn−P )χpˆn
to tend in distribution to a mean-zero normal distribution. The term between
square brackets on the right of (1.2), which we shall refer to as the bias term,
depends on the initial estimator pˆn, and it would be natural to construct the
function χp such that this term does not contribute to the limit distribution,
or at least is not dominating the expression. Thus we would like to choose
this function such that the “bias term” is at least of the order OP (n
−1/2). A
good choice is to ensure that the term Pχpˆn acts as minus the first derivative
of the functional χ in the “direction” pˆn − p. Functions x 7→ χp(x) with
this property are known as influence functions in semiparametric theory
[16, 22, 35, 5, 2], go back to the von Mises calculus due to [33], and play an
important role in robust statistics [14, 11], or [40], Chapter 20.
For an influence function we may expect that the “bias term” is quadratic
in the error d(pˆn, p), for an appropriate distance d. In that case it is certainly
negligible as soon as this error is of order oP (n
−1/4). Such a “no-bias” con-
dition is well known in semiparametric theory (e.g. condition (25.52) in [40]
or (11) in [20]). However, typically it requires that the model P be “not too
big”. For instance, a regression or density function on d-dimensional space
can be estimated at rate n−1/4 if it is a-priori known to have at least d/2
derivatives (indeed α/(2α+ d) ≥ 1/4 if α ≥ d/2). The purpose of this paper
is to develop estimation procedures for the case that no estimators exist
that attain a OP (n
−1/4) rate of convergence. The estimator (1.1) is then
suboptimal, because it fails to make a proper trade-off between “bias” and
“variance”: the two terms in (1.2) have different magnitudes. Our strategy
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is to replace the linear term Pnχp by a general U -statistic Unχp, for an ap-
propriate m-dimensional influence function (x1, . . . , xm) 7→ χp(x1, . . . , xm),
chosen using a von Mises expansion of p 7→ χ(p). Here the order m is adapted
to the size of the model P and the type of functional to be estimated.
Unfortunately, “exact” higher-order influence functions turn out to exist
only for special functionals χ. To treat general functionals χ we approximate
these by simpler functionals, or use approximate influence functions. The
rate of the resulting estimator is then determined by a trade-off between
bias and variance terms. It may still be of order 1/
√
n, but it is often slower.
In the former case, surprisingly, one may obtain semiparametric efficiency
by estimators whose variance is determined by the linear term, but whose
bias is corrected using higher order influence functions.
The conclusion that the “bias term” in (1.2) is quadratic in the estima-
tion error d(pˆn, p) is based on a worst case analysis. First, there exist a large
number of models and functionals of interest that permit a first order in-
fluence function that is unbiased in the nuisance parameter. (E.g. adaptive
models as considered in [1], models allowing a sufficient statistic for the nui-
sance parameter as in [38, 39], mixture models as considered in [19, 24, 36],
and convex-linear models in survival analysis.) In such models there is no
need for higher-order estimating equations. Second, the analysis does not
take special, structural properties of the initial estimators pˆn into account.
An alternative approach would be to study the bias of a particular estima-
tor in detail, and adapt the estimating equation to this special estimator.
The strategy in this paper is not to use such special properties and focus on
estimating equations that work with general initial estimators pˆn.
The motivation for our new estimators stems from studies in epidemiology
and econometrics that include covariates whose influence on an outcome of
interest cannot be reliably modelled by a simple model. These covariates may
themselves not be of interest, but are included in the analysis to adjust the
analysis for possible bias. For instance, the mechanism that describes why
certain data is missing is in terms of conditional probabilities given several
covariates, but the functional form of this dependence is unknown. Or, to
permit a causal interpretation in an observational study one conditions on a
set of covariates to control for confounding, but the form of the dependence
on the confounding variables is unknown. One may hypothesize in such
situations that the functional dependence on a set of (continuous) covariates
is smooth (e.g. d/2 times differentiable in the case of d covariates), or even
linear. Then the usual estimators will be accurate (at order OP (n
−1/2))
if the hypothesis is true, but they will be badly biased in the other case.
In particular, the usual normal-theory based confidence intervals may be
totally misleading: they will be both too narrow and wrongly located. The
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methods in this paper yield estimators with (typically) wider corresponding
confidence intervals, but they are correct under weaker assumptions.
The mathematical contributions of the paper are to provide a heuristic
for constructing minimax estimators in semiparametric models, and to apply
this to a concrete model, which is a template for a number of other models
(see [27, 37]). The methods connect to earlier work [13, 21] on the estimation
of functionals on nonparametric models, but differs by our focus on func-
tionals that are defined in terms of the structure of a semiparametric model.
This requires an analysis of the inverse map from the density of the observa-
tions to the parameters, in terms of the semiparametric tangent spaces of the
models. Our second order estimators are related to work on quadratic func-
tionals, or functionals that are well approximated by quadratic functionals,
as in [10, 15, 3, 4, 17, 18, 6, 7]. While we place the construction of minimax
estimators for these special functionals in a wider framework, our focus dif-
fers by going beyond quadratic estimators and to consider semiparametric
models.
Our mathematical results are in part conditional on a scale of regularity
parameters, through a dimension (8.9) and partition of this dimension that
depends on two of these parameters. We hope to discuss adaptation to these
parameters in future work.
General heuristics of our construction are given in Section 3. Sections 4–8
are devoted to constructing new estimators for the mean response effect in
missing data problems. In Section 9 we briefly discuss some other problems,
including the problem of estimating a density at a point, where already first
order influence functions do not exist and our heuristics naturally lead to
projection estimators. Section 10 collects technical proofs. Sections 11, 12
and 13 (in the supplement [26]) discuss three key concepts of the paper:
influence functions, projections and U -statistics.
2. Notation. Let Un denote the empirical U -statistic measure, viewed
as an operator on functions. For given k ≤ n and a function f :X k → R on
the sample space this is defined by
Unf =
1
n(n− 1) · · · (n− k + 1)
∑∑
· · ·
∑
1≤i1 6=i2 6=···6=ik≤n
f(Xi1 , Xi2 , · · · , Xik).
We do not let the order k show up in the notation Unf . This is unnecessary,
as the notation is consistent in the following sense: if a function f :X l → R
of l < k arguments is considered a function of k arguments that is constant
in its last k− l arguments, then the right side of the preceding display is well
defined and is exactly the corresponding U -statistic of order l. In particular,
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Unf is the empirical distribution Pn applied to f if f :X → R depends on
only one argument.
We write PnUnf = P kf for the expectation of Unf if X1, . . . , Xn are
distributed according to the probability measure P . We also use this operator
notation for the expectations of statistics in general.
We call f degenerate relative to P if
∫
f(x1, . . . , xk) dP (xi) = 0 for every
i and every (xj : j 6= i), and we call f symmetric if f(x1, . . . , xk) is invariant
under permutation of the arguments x1, . . . , xk. Given an arbitrary measur-
able function f :X k → R we can form a function that is degenerate relative
to P by subtracting the orthogonal projection in L2(P
k) onto the functions
of at most k − 1 variables. This degenerate function can be written in the
form (e.g. [40], Lemma 11.11)
(DP f)(X1, . . . , Xk)=
∑
A⊂{1,...,k}
(−1)k−|A|EP
[
f(X1, . . . , Xk)|Xi: i ∈ A
]
,(2.1)
where the sum if over all subsets A of {1, . . . , k}, including the empty set, for
which the conditional expectation is understood to be P kf . If the function
f is symmetric, then so is the function DP f .
Given two functions g, h:X → R we write g× h for the function (x, y) 7→
g(x)h(y). More generally, given k functions g1, . . . , gk we write g1×· · ·×gk for
the tensor product of these functions. Such product functions are degenerate
iff all functions in the product have mean zero.
A kernel operator K:Lr(X ,A, µ) → Lr(X ,A, µ) takes the form
(Kf)(x) =
∫
K¯(x, y)f(y) dµ(y) for some measurable function K¯:X 2 → R.
We shall abuse notation in denoting the operator K and the kernel K¯ with
the same symbol: K = K¯. A (weighted) projection on a finite-dimensional
space is a kernel operator. We discuss such projections in Section 12.
The set of measurable functions whose rth absolute power is µ-integrable
is denoted Lr(µ), with norm ‖ · ‖r,µ, or ‖ · ‖r if the measure is clear; or also
as Lr(w) with norm ‖ · ‖r,w if w is a density relative to a given dominating
measure. For r =∞ the notation ‖ · ‖∞ refers to the uniform norm.
3. Heuristics. Our basic estimator has the form (1.1) except that we
replace the linear term by a general U -statistic. Given measurable functions
χp:Xm → R, for a fixed order m, we consider estimators χˆn of χ(p) of the
type
(3.1) χˆn = χ(pˆn) + Unχpˆn .
The initial estimators pˆn are thought to have a certain (optimal) conver-
gence rate d(pˆn, p) → 0, but need not possess (further) special properties.
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Throughout we shall treat these estimators as being based on an indepen-
dent sample of observations, so that the stochasticities in (3.1) present in
pˆn and Un are independent. This takes away technical complications, and
allows us to focus on rates of estimation in full generality. (A simple way to
avoid the resulting asymmetry would be to swap the two samples, calculate
the estimator a second time and take the average.)
3.1. Influence functions. The key is to find suitable “influence functions”
χp. A decomposition of type (1.2) for the estimator (3.1) yields
(3.2) χˆn − χ(p) =
[
χ(pˆn)− χ(p) + Pmχpˆn
]
+ (Un − Pn)χpˆn .
This suggests to construct the influence functions such that −Pmχpˆn repre-
sents the first m terms of the Taylor expansion of χ(pˆn) − χ(p). First this
implies that the influence function used in (3.1) must be unbiased:
Pmχp = 0.
Next, to operationalize a “Taylor expansion” on the (infinite-dimensional)
“manifold” P we employ “smooth” submodels t 7→ pt mapping a neigh-
bourhood of 0 ∈ R to P and passing through p at t = 0 (i.e. p0 = p). We
determine χp such that for each chosen submodel
dj
dtj |t=0
χ(pt) = − d
j
dtj |t=0
Pmχpt , j = 1, . . . ,m.
A slight strengthening is to impose this condition “everywhere” on the path,
i.e. the jth derivative of t 7→ χ(pt) at t is the jth derivative of h 7→ −Pmt χpt+h
at h = 0, for every t. If the map (s, t) 7→ Pms χpt is smooth, then the latter
implies (cf. Lemma 11.1 applied with χ = f and g(s, t) = −Pmt χps)
(3.3)
dj
dtj |t=0
χ(pt) =
dj
dtj |t=0
Pmt χp, j = 1, . . . ,m.
Relative to the previous formula the subscript t on the right hand side has
changed places, and the negative sign has disappeared. Under regularity
conditions equation (3.3) for m = 1 can be written in the form
(3.4)
d
dt |t=0
χ(pt) =
d
dt |t=0
Ptχp = Pχpg,
where g = (d/dt)t=0pt/p is the score function of the model t 7→ pt at t = 0.
A function χp satisfying (3.3) is exactly what is called an influence func-
tion in semiparametric theory: a function in L2(p) whose inner products with
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the elements of the tangent space (the set of score functions g of appropriate
submodels t 7→ pg,t) represent the derivative of the functional ([40], page 363,
or [2, 22, 39, 35]). For m > 1 equation (3.3) can be expanded similarly in
terms of inner products of the influence function with score functions, but
higher-order score functions arise next to ordinary score functions. Suitable
higher-order tangent spaces are discussed in [27] (also see [37]), using score
functions as defined in [43]. A discussion of second order scores and tangent
spaces can be found in [28]. Second order tangent spaces are also discussed
in [23], from a different point of view and with a different purpose.
Here we take a different route, defining higher order influence functions
as influence functions of lower order ones. Any mth order, zero-mean U -
statistic can be decomposed as the sum of m degenerate U -statistics of
orders 1, 2, . . . ,m, by way of its Hoeffding decomposition. In the present
situation we can write
Unχp = Unχ(1)p + 12Unχ
(2)
p + · · ·+
1
m!
Unχ(m)p ,
where χ
(j)
p :X j → R is a degenerate kernel of j arguments, defined uniquely
as a projection of χp (cf. [42] and (2.1)). (At m = n the left side evaluates
to the symmetrized function χp, which is expressed in the functions χ
(j)
p .)
Suitable functions χ
(j)
p in this decomposition can be found by the following
algorithm:
[1] Let x1 7→ χ¯(1)p (x1) be a first order influence function of the functional
p 7→ χ(p).
[2] Let xj 7→ χ¯(j)p (x1, . . . , xj) be a first order influence function of the
functional p 7→ χ¯(j−1)p (x1, . . . , xj−1), for each x1, . . . , xj−1, and j =
2, . . . ,m.
[3] Let χ
(j)
p = DP χ¯
(j)
p be the degenerate part of χ¯
(j)
p relative to P , as
defined in (2.1).
See Lemma 11.2 for a proof. Thus higher order influence functions are con-
structed as first order influence functions of influence functions. Somewhat
abusing language we shall refer to the function χ
(j)
p also as a “jth order
influence function”. The overall order m will be fixed at a suitable value; for
simplicity we do not let this show up in the notation χp.
Because only inner products with scores matter, an “influence function”
is unique only up to projections onto the tangent space and (averaging over)
permutations of its arguments. With any choice of influence functions the
algorithm produces some influence function. In particular, the starting in-
fluence function χ¯
(1)
p in step [1] may be any function χp that satisfies (3.4)
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for every score g; it does not have to possess mean zero, or be an element
of the tangent space. A similar remark applies to the (first order) influence
functions found in step [2]. It is only in step [3] that we make the influence
functions degenerate.
3.2. Bias-variance trade-off. Because it is centered, the “variance part”
in (3.2), the variable (Un − Pn)χpˆn , should not change noticeably if we re-
place pˆn by p, and be of the same order as (Un−Pn)χp. For a fixed square-
integrable function χp the latter centered U -statistic is well known to be of
order OP (n
−1/2), and asymptotically normal if suitably scaled. A completely
successful representation of the “bias” Rn = χ(pˆn)− χ(p) + Pmχpˆn in (3.2)
would lead to an error Rn = OP
(
d(pˆn, p)
m+1
)
, which becomes smaller with
increasing order m. Were this achievable for any m, then a
√
n-estimator
would exist no matter how slow the convergence rate d(pˆn, p) of the initial
estimator. Not surprisingly, in many cases of interest this ideal situation is
not real. This is due to the non-existence of influence functions that can
exactly represent the Taylor expansion of χ(pˆn) − χ(p). The technical rea-
son is that multi-linear maps (even smooth ones) may not be representable
through kernels.
In general, we have to content ourselves with a partial representation.
Next to a remainder term of order OP
(
d(pˆn, p)
m+1
)
, we then incur a “rep-
resentation bias”. The latter bias can be made arbitrarily small by choice
of the influence function, but only at the cost of increasing its variance.
We thus obtain a trade-off between a variance and two biases. This typi-
cally results in a variance that is larger than 1/n, and a rate of convergence
that is slower than 1/
√
n, although sometimes a nontrivial bias correction
is possible without increasing the variance.
3.3. Approximate functionals. An attractive method to find approxi-
mating influence functions is to compute exact influence functions for an
approximate functional. Because smooth functionals on finite-dimensional
models typically possess influence functions to any order, projections on
finite-dimensional models may deliver such approximations.
A simple approximation would be χ(p˜) for a given map p 7→ p˜ mapping the
model P onto a suitable “smaller” model P˜ (typically a submodel P˜ ⊂ P).
A closer approximation can be obtained by also including a derivative term.
Consider the functional χ˜:P → R defined by, for a given map p 7→ p˜,
(3.5) χ˜(p) = χ(p˜) + Pχ
(1)
p˜ .
(A more complete notation would be p˜(p); the right hand side depends on p
in three ways.) By the definition of an influence function the term −Pχ(1)p˜
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acts as the first order Taylor expansion of χ(p˜) − χ(p). Consequently, we
may expect that
(3.6)
∣∣χ˜(p)− χ(p)∣∣ = O(d(p˜, p)2).
This ought to be true for any “projection” p 7→ p˜. If we choose the projection
such that, for any path t 7→ pt,
(3.7)
d
dt |t=0
(
χ(p˜t) + P0χ
(1)
p˜t
)
= 0,
then the functional p 7→ χ˜(p) will be locally (around p0) equivalent to the
functional p 7→ χ(p˜0)+Pχ(1)p˜0 (which depends on p in only one place, p0 being
fixed) in the sense that the first order influence functions are the same. The
first order influence function of the second, linear functional at p0 is equal
to χ
(1)
p˜0
, and hence for a projection satisfying (3.7) the first order influence
function of the functional p 7→ χ˜(p) will be
(3.8) χ˜(1)p = χ
(1)
p˜ .
In words, this means that the influence function of the approximating func-
tional χ˜ satisfying (3.5) and (3.7) at p is obtained by substituting p˜ for p in
the influence function of the original functional.
This is relevant when obtaining higher order influence functions. As these
are recursive derivatives of the first order influence function (see [1]–[3] in
Section 3.1), the preceding display shows that we must compute influence
functions of
p 7→ χ(1)p˜ (x),
i.e. we “differentiate on the model P˜”. If the latter model is sufficiently
simple, for instance finite-dimensional, then exact higher order influence
functions of the functional p 7→ χ˜(p) ought to exist. We can use these as
approximate influence functions of p 7→ χ(p).
4. Estimating the mean response in missing data models. Sup-
pose that a typical observation is distributed as X = (Y A,A,Z), for Y and
A taking values in the two-point set {0, 1} and conditionally independent
given Z.
This model is standard in biostatistical applications, with Y an “outcome”
or “response variable”, which is observed only if the indicator A takes the
value 1. The covariate Z is chosen such that it contains all information
on the dependence between the response and the missingness indicator A,
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thus making the response missing at random. Alternatively, we think of
Y as a “counterfactual” outcome if a treatment were given (A = 1) and
estimate (half) the treatment effect under the assumption of no unmeasured
confounders.
The model can be parameterized by the marginal density f of Z (relative
to some dominating measure ν) and the probabilities b(z) = P(Y = 1|Z = z)
and a(z)−1 = P(A = 1|Z = z). (Using a for the inverse probability simplifies
later formulas.) Alternatively, the model can be parameterized by the pair
(a, b) and the function g = f/a, which is the conditional density of Z given
A = 1, up to the norming factor P(A = 1). Thus the density p of an
observation X is described by the triplet (a, b, f), or equivalently the triplet
(a, b, g). For simplicity of notation we write p instead of pa,b,f or pa,b,g, with
the implicit understanding that a generic p corresponds one-to-one to a
generic (a, b, f) or (a, b, g).
We wish to estimate the mean response EY = Eb(Z), i.e. the functional
χ(p) =
∫
bf dν =
∫
abg dν.
Estimators that are
√
n-consistent and asymptotically efficient in the semi-
parametric sense have been constructed using a variety of methods (e.g.
[30, 31]), but only if a or b, or both, parameters are restricted to suffi-
ciently small regularity classes. For instance, if the covariate Z ranges over
a compact, convex subset Z of Rd, then the mentioned papers provide √n-
consistent estimators under the assumption that a and b belong to Ho¨lder
classes Cα(Z) and Cβ(Z) with α and β large enough that
(4.1)
α
2α+ d
+
β
2β + d
≥ 1
2
.
(See e.g. Section 2.7.1 in [41] for the definition of Ho¨lder classes). For mod-
erate to large dimensions d this is a restrictive requirement. In the sequel
we consider estimation for arbitrarily small α and β.
Throughout we assume that the parameters a, b and g are contained in
Ho¨lder spaces Cα(Z), Cβ(Z) and Cγ(Z) of functions on a compact, convex
domain in Rd. We derive two types of results:
(a) In Section 7 we show that a
√
n-rate is attainable by using a higher
order estimating equation (of order determined by γ) as long as
(4.2)
α+ β
2
≥ d
4
.
This condition is strictly weaker than the condition (4.1) under which
the linear estimator attains a
√
n-rate. Thus even in the
√
n-situation
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higher order estimating equations may yield estimators that are appli-
cable in a wider range of models. For instance, in the case that α = β
the cut-off (4.1) arises for α = β ≥ d/4, whereas (4.2) reduces to
α = β ≥ d/2.
(b) We consider minimax estimation in the case (α + β)/2 < d/4, when
the rate becomes slower than 1/
√
n. It is shown in [29] that even
if g = f/a were known, then the minimax rate for a and b rang-
ing over balls in the Ho¨lder classes Cα(Z) and Cβ(Z) cannot be
faster than n−(2α+2β)/(2α+2β+d). In Section 8 we show that this rate
is attainable if g is known, and also if g is unknown, but is a-priori
known to belong to a Ho¨lder class Cγ(Z) for sufficiently large γ, as
given by (8.11). (Heuristic arguments, not discussed in this paper, ap-
pear to indicate that for smaller γ the minimax rate is slower than
n−(2α+2β)/(2α+2β+d).)
After reviewing the tangent space and first order theory in Section 4.1,
we discuss the second order estimator separately in Section 5. The preceding
results are next obtained in Sections 7 (
√
n-rate if (α + β)/2 ≥ d/4) and 8
(slower rate if (α + β)/2 < d/4), using the higher-order influence functions
of an approximate functional, which is defined in the intermediate Section 6.
Assumption 4.1. We assume throughout that the functions 1/a, b, g and
their preliminary estimators 1/aˆ, bˆ, gˆ are bounded away from their extremes:
0 and 1 for the first two, and 0 and ∞ for the third.
4.1. Tangent space and first order influence function. The one-
dimensional submodels t 7→ pt induced by paths of the form at = a + tα,
bt = b + tβ, and ft = f(1 + tφ) for given directions α, β and φ (where∫
φf dν = 0) yield score functions
Bapα(X) = −
Aa(Z)− 1
a(Z)(a− 1)(Z)α(Z), a− score,
Bbpβ(X) =
A
(
Y − b(Z))
b(Z)(1− b)(Z)β(Z), b− score,
Bfpφ(X) = φ(Z), f − score.
Here Bap , B
b
p, B
f
p are the score operators for the three parameters, whose
direct sum is the overall score operator, which we write as Bp: Bp(α, β, φ)(X)
is the sum of the three left sides of the preceding equation. The first-order
influence function is well known to take the form
(4.3) χ(1)p (X) = Aa(Z)
(
Y − b(Z))+ b(Z)− χ(p).
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Indeed, it is straightforward to verify that this function satisfies, for every
path t 7→ pt as described previously,
d
dt |t=0
χ(pt) = Epχ
(1)
p (X)Bp(α, β, φ)(X).
The advantage of choosing a an inverse probability is clear from the form of
the (random part of the) influence function, which is bilinear in (a, b). The
corresponding “first order bias” can be computed to be
(4.4) χ(pˆ)− χ(p) + Pχ(1)pˆ = −
∫
(aˆ− a)(bˆ− b) g dν.
In agreement with the heuristics given in Sections 1 and 3 this bias is
quadratic in the errors of the initial estimator.
Actually, the form of the bias term is special in that square estimation
errors (aˆ − a)2 and (bˆ − b)2 of the two initial estimators aˆ and bˆ do no
arise, but only the product (aˆ − a)(bˆ − b) of their errors. This property,
termed “double robustness” in [34], makes that for first order inference it
suffices that one of the two parameters be estimated well. A prior assumption
that the parameters a and b are α and β regular, respectively, would allow
estimation errors of the orders n−α/(2α+d) and n−β/(2β+d). If the product of
these rates is O(n−1/2), then the bias term matches the variance. This leads
to the (unnecessarily restrictive) condition (4.1).
If the preliminary estimators aˆ and bˆ are solely selected for having small
errors ‖aˆ − a‖ and ‖bˆ − b‖ (e.g. minimax in the L2-norm), then it is hard
to see why (4.4) would be small unless the product ‖aˆ − a‖‖bˆ − b‖ of the
errors is small. Special estimators might exploit that the bias is an integral,
in which cancellation of errors could occur. As we do not wish to use special
estimators, our approach will be to replace the linear estimating equation by
a higher order one, leading to an analogue of (4.4) that is a cubic or higher
order polynomial of the estimation errors.
It may be noted that the marginal density f (or g) does not enter into
the first order influence function (4.3). Even though the functional depends
on f (or g), a rate on the initial estimator of this function is not needed for
the construction of the first order estimator. This will be different at higher
orders.
5. Second order estimator. In this section we derive a second order
influence function for the missing data problem, and analyze the risk of the
corresponding estimator. This estimator is minimax if (α+ β)/2 ≥ d/4 and
(5.1)
γ
2γ + d
≥ 1
2
∧ 2α+ 2β
d+ 2α+ 2β
− α
2α+ d
− β
2β + d
.
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In the other case, higher order estimators have smaller risk, as shown in
Sections 7-8. However, it is worth while to treat the second order estima-
tor separately, as its construction exemplifies essential elements, without
involving technicalities attached to the higher order estimators.
To find a second order influence function, we follow the strategy [1]–[3] of
Section 3.1, and try and find a function χ
(2)
p :X 2 → R such that, for every
x1 = (y1a1, a1, z1), and all directions α, β, φ,
d
dt |t=0
[
χ(1)pt (x1) + χ(pt)
]
= Epχ
(2)
p (x1, X2)Bp(α, β, φ)(X2).
Here the expectation Ep on the right side is relative to the variable X2 only,
with x1 fixed. This equation expresses that x2 7→ χ(2)p (x1, x2) is a first order
influence function of p 7→ χ(1)p (x1) + χ(p), for fixed x1. On the left side
we added the “constant” χ(pt) to the first order influence function (giving
another first order influence function) to facilitate the computations. This is
justified as the strategy [1]–[3] works with any influence function. In view of
(4.3) and the definitions of the paths t 7→ a+tα, t 7→ b+tβ and t 7→ f(1+tφ),
this leads to the equation
a1
(
y1 − b(z1)
)
α(z1)−
(
a1a(z1)− 1
)
β(z1)
= Epχ
(2)
p (x1, X2)Bp(α, β, φ)(X2).(5.2)
Unfortunately, no function χ
(2)
p that solves this equation for every (α, β, φ)
exists. To see this note that for the special triplets with β = φ = 0 the
requirement can be written in the form
α(z1) = Ep
[
χ
(2)
p (x1, X2)
a1
(
y1 − b(z1)
) 1−A2a(Z2)
a(Z2)(a− 1)(Z2)
]
α(Z2).
The right side of the equation can be written as
∫
K(z1, z2)α(z2) dF (z2),
for K(z1, Z2) the conditional expectation of the function in square brackets
given Z2. Thus it is the image of α under the kernel operator with kernel K.
If the equation were true for any α, then this kernel operator would work as
the identity operator. However, on infinite-dimensional domains the identity
operator is not given by a kernel. (Its kernel would be a “Dirac function on
the diagonal”.)
Therefore, we have to be satisfied with an influence function that gives
a partial representation only. In particular, a projection onto a finite-
dimensional linear space possesses a kernel, and acts as the identity on
this linear space. A “large” linear space gives representation in “many”
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directions. By reducing the expectation in (5.2) to an integral relative
to the marginal distribution of Z2, we can use an orthogonal projection
Πp:L2(g) → L2(g) onto a subspace L of L2(g). Writing also Πp for its ker-
nel, and letting S2h denote the symmetrization
(
h(X1, X2) + h(X2, X1)
)
/2
of a function h:X 2 → R, we define
(5.3) χ(2)p (X1, X2) = −2S2
[
A1
(
Y1 − b(Z1)
)
Πp(Z1, Z2)
(
A2a(Z2)− 1
)]
.
Lemma 5.1. For χ
(2)
p defined by (5.3) with Πp the kernel of an orthogonal
projection Πp:L2(g) → L2(g) onto a subspace L ⊂ L2(g), equation (5.2) is
satisfied for every path t 7→ pt corresponding to directions (α, β, φ) such that
α ∈ L and β ∈ L.
Proof. By definition E(A|Z) = (1/a)(Z) and E(Y |Z) = b(Z). Also
var
(
Aa(Z)|Z) = a(Z)− 1 and var(Y |Z) = b(Z)(1− b)(Z). By direct com-
putation using these identities, we find that for the influence function (5.3)
the right side of (5.2) reduces to
a1
(
y1 − b(z1)
)
Πpα(z1)−
(
a1a(z1)− 1
)
Πpβ(z1).
Thus (5.2) holds for every (α, β, φ) such that Πpα = α and Πpβ = β.
Together with the first order influence function (4.3) the influence function
(5.3) defines the (approximate) influence function χp = χ
(1)
p +
1
2χ
(2)
p . For an
initial estimator pˆ based on independent observations we now construct the
estimator (3.1), i.e.
(5.4) χˆn = χ(pˆ) + Pnχ
(1)
pˆ +
1
2Unχ
(2)
pˆ .
Unlike the first order influence function, the second order influence function
does depend on the density f of the covariates, or rather the function g = f/a
(through the kernel Πp, which is defined relative to L2(g)), and hence the
estimator (5.4) involves a preliminary estimator of g. As a consequence, the
quality of the estimator of the functional χ depends on the precision by
which g (as part of the plug-in pˆ = (aˆ, bˆ, gˆ)) can be estimated.
Let Eˆp and vˆarp denote conditional expectations given the observations
used to construct pˆ, let ‖ · ‖r be the norm of Lr(g), and let ‖Π‖r denote the
norm of an operator Π:Lr(g)→ Lr(g).
Theorem 5.1. The estimator χˆn given in (5.4) with influence functions
χ
(1)
p and χ
(2)
p defined by (4.3) and (5.3), for Πp the kernel of an orthogonal
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projection in L2(g) onto a k-dimensional linear subspace, satisfies, for r ≥ 2
(with r/(r − 2) =∞ if r = 2),
Eˆpχˆn − χ(p) = OP
(
‖Πp‖r‖Πpˆ‖r‖aˆ− a‖r‖bˆ− b‖r‖gˆ − g‖r/(r−2)
)
+OP
(∥∥(I −Πp)(a− aˆ)∥∥2∥∥(I −Πp)(b− bˆ)∥∥2),
vˆarpχˆn = OP
( 1
n
+
k
n2
)
.
The two terms in the bias result from having to estimate p in the second
order influence function (giving “third order bias”) and using an approx-
imate influence function (leaving the remainders I − Πp after projection),
respectively. The terms 1/n and k/n2 in the variance appear as the variances
of Unχ
(1)
p and Unχ
(2)
p , the second being a degenerate second order U -statistic
(giving 1/n2, see (13.1)) with a kernel of variance k.
The proof of the theorem is deferred to Section 10.1.
Assume now that the range space of the projections Πp can be chosen
such that, for some constant C,
(5.5) ‖a−Πpa‖2 ≤ C
(1
k
)α/d
, ‖b−Πpb‖2 ≤ C
(1
k
)β/d
.
Furthermore, assume that there exist estimators aˆ and bˆ and gˆ that achieve
convergence rates n−α/(2α+d), n−β/(2β+d) and n−γ/(2γ+d), respectively, in
Lr(g) and Lr/(r−2)(g), uniformly over these a-priori models and a model
for g (e.g. for r = 3), and that the preceding displays also hold for aˆ and bˆ.
These assumptions are satisfied if the unknown functions a and b are “reg-
ular” of orders α and β on a compact subset of Rd (see e.g. [32]). Then the
estimator χˆn of Theorem 5.1 attains the square rate of convergence
(5.6)
( 1
n
)2α/(2α+d)+2β/(2β+d)+2γ/(2γ+d) ∨ (1
k
)(2α+2β)/d ∨ 1
n
∨ k
n2
.
We shall see in the next section that the first of the four terms in this
maximum can be made smaller by choosing an estimating equation of order
higher than 2, while the other three terms arise at any order. This motivates
to determine a “second order ‘optimal” value of k by balancing the second,
third and fourth terms. We next would use the second order estimator if γ is
large enough so that the first term is negligible relative to the other terms.
For (α+β)/2 ≥ d/4 we can choose k = n and the resulting rate (the square
root of (5.6)) is n−1/2 provided that (5.1) holds. The latter condition is
certainly satisfied under the sufficient condition (4.1) for the linear estimator
to yield rate n−1/2.
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More interestingly, for (α+ β)/2 < d/4 we choose k ∼ n2d/(d+2α+2β) and
obtain the rate, provided that (5.1) holds,
n−(2α+2β)/(d+2α+2β).
This rate is slower than n−1/2, but better than the rate n−α/(2α+d)−β/(2β+d)
obtained by the linear estimator. In [29] this rate is shown to be the fastest
possible in the minimax sense, for the model in which a and b range over
balls in Cα(Z) and Cβ(Z), and g being known.
In both cases the second order estimator is better than the linear esti-
mator, but minimax only for sufficiently large γ. This motivates to consider
higher order estimators.
6. Approximate functional. Even though the functional of interest
does not possess an exact second-order influence function, we might proceed
to higher orders by differentiating the approximate second-order influence
function χ
(2)
p given in (5.3), and balancing the various terms obtained. How-
ever, the formulas are much more transparent if we compute exact higer-
order influence functions of an approximating functional instead. In this
section we first define a suitable functional and next compute its influence
functions.
Following the heuristics of Section 3.3, we define an approximate func-
tional by equation (3.5), using a particular projection p 7→ p˜ of the param-
eters. We choose this projection to map the parameters a and b onto finite-
dimensional models and leave the parameter g unaltered: p is mapped into
an element p˜ of the approximating model, or equivalently a triplet (a, b, g)
into a triplet (a˜, b˜, g) in the approximating model for the three parameters
(where g is unaltered). (Even though this is not evident in the notation, the
projection is joint in the three parameters: the induced maps (a, b, g) 7→ a˜
and (a, b, g) 7→ b˜ do not reduce to maps a 7→ a˜ and b 7→ b˜, but a˜ and b˜
depend on the full triplet (a, b, g).)
As “model” for (a, b) we consider the product of two affine linear spaces
(6.1)
(
aˆ+ aL
)× (bˆ+ bL),
for a given finite-dimensional subspace L of L2(ν) and fixed functions
aˆ, a, bˆ, b:Z → R that are bounded away from zero and infinity. (Later the
functions aˆ and bˆ are taken equal to the preliminary estimators; one choice
for the other functions is a = b = 1.) The pair (a˜, b˜) of projections are
defined as elements of the model (6.1) satisfying equation (3.7). In view of
(4.4), for any path p˜t ↔ (a˜t, b˜t, g) = (a˜+ ta l, b˜+ tb l′, g), for given l, l′ ∈ L,
(6.2) χ(p˜t) + Pχ
(1)
p˜t
= χ(p)−
∫ (
a˜+ ta l − a)(b˜+ tb l′ − b) g dν.
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Equation (3.7) requires that the derivative of this expression with respect
to t at t = 0 vanishes. Thus the functions a˜ and b˜ must be chosen to satisfy
the set of stationary equations, for every l, l′ ∈ L,
0 =
∫
(a˜− a)b l′ g dν =
∫ ( a˜− aˆ
a
− a− aˆ
a
)
l′ abg dν, l′ ∈ L,(6.3)
0 =
∫
a l(˜b− b) g dν =
∫ ( b˜− bˆ
b
− b− bˆ
b
)
l abg dν, l ∈ L.(6.4)
Because the functions (a˜ − aˆ)/a and (˜b − bˆ)/b are required to be in L, the
second way of writing these equations shows that the latter two functions
are the orthogonal projections of the functions (a− aˆ)/a and (b− bˆ)/b onto
L in L2(abg).
As explained in Section 3.3, as it satisfies (3.7) the projection (a, b, g) 7→
(a˜, b˜, g) renders the first order influence function of the approximate func-
tional χ˜ equal to the first order influence function of χ evaluated at the
projection. Furthermore, the difference between χ and χ˜ is quadratic in the
distance between p˜ and p (see (3.6)). The following theorem summarizes the
preceding and verifies these properties in the present concrete situation.
Theorem 6.1. For given measurable functions aˆ, a, bˆ, b:Z → R with a
and b bounded away from zero and infinity, define a map (a, b, g) 7→ (a˜, b˜, g)
by letting (a˜− aˆ)/a and (˜b− bˆ)/b be the orthogonal projections of (a− aˆ)/a
and (b−bˆ)/b in L2(abg) onto a closed subspace L. Let p˜ correspond to (a˜, b˜, g)
and define χ˜(p) = χ(p˜) + Pχ
(1)
p˜ . Then χ˜ has influence function
χ˜(1)p (X) = Aa˜(Z)
(
Y − b˜(Z))+ b˜(Z)− χ(p˜).(6.5)
Furthermore, for g = abg,
∣∣χ˜(p)− χ(p)∣∣ ≤ ∥∥∥(I −Πp) aˆ− a
a
∥∥∥
2,g
∥∥∥(I −Πp) bˆ− b
b
∥∥∥
2,g
.
Proof. The formula for the influence function agrees with the combina-
tion of equations (3.8) and (4.3), and can also be verified directly. In view
of (3.5) and (4.4),
χ˜(p)− χ(p) = −
∫ (
a˜− a)(b˜− b) g dν.
We rewrite the right side as an integral relative to g dν, and next apply the
Cauchy-Schwarz inequality. Finally we note that (a˜ − a)/a = (a˜ − aˆ)/a −
(a− aˆ)/a = (I −Πp)
(
(aˆ− a)/a), and similarly for b.
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The approximation error χ˜(p)−χ(p) can be rendered arbitrarily small by
choosing the space L large enough. Of course, we choose L to be appropriate
relative to a-priori assumptions on the functions a and b. If these functions
are known to belong to Ho¨lder classes, then L can for instance be chosen
as the linear span of the first k basis elements of a suitable orthonormal
wavelet basis of L2(ν).
To compute higher order influence functions of χ˜ we recursively determine
influence functions of influence functions, according to the algorithm [1]–[3]
in Section 3.1, starting with the influence function of p 7→ χ˜(1)p (x1) + χ(p˜),
for a fixed x1. We defer the details of this derivation to Section 10.2, and
summarize the result in the following theorem.
To simplify notation, define
Y˜ = A
(
Y − b˜(Z))a(Z),
A˜ =
(
Aa˜(Z)− 1)b(Z),(6.6)
A = Aa(Z)b(Z).
These are the generic variables; indexed versions Y˜i, A˜i, Ai, . . . are defined
by adding an index to every variable in the equalities. With this notation
and with a = b = 1 the second order influence function (5.3) at p = p˜
can be written as the symmetrization of −2Y˜1Πp(Z1, Z2)A˜2. This function
was derived in an ad-hoc manner as an approximate or partial influence
function of χ, but it is also the exact influence function of χ˜. The higher
order influence functions of χ˜ possess an equally attractive form.
Theorem 6.2. An mth order influence function χ˜
(m)
p evaluated at
(X1, . . . , Xm) of the functional χ˜ defined in Theorem 6.1 is the degenerate
(in L2(p)) part of the variable
(−1)j−1j! A˜1Π1,2A2Π2,3A3Π3,4A4 × · · · ×Am−1Πm−1,mY˜m.
Here Πi,j is the kernel of the orthogonal projection in L2(abg) onto L, eval-
uated at (Zi, Zj).
To obtain the degenerate part of the variable in the preceding lemma, we
apply the general formula (2.1) together with Lemma 10.2. Assertions (i)
and (ii) of the latter lemma show that the variable is already degenerate
relative to X1 and Xm, while assertion (iii) shows that integrating out the
variable Xi for 1 < i < m simply collapses Πi−1,iAiΠi,i+1 into Πi−1,i+1. For
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instance, with Sm denoting symmetrization of a function of m variables,
χ˜(2)p (X1, X2) = −2S2[A˜1Π1,2Y˜2],
χ˜(3)p (X1, X2, X3) = 6S3
[
A˜1Π1,2A2Π2,3Y˜3 − A˜1Π1,3Y˜3
]
,(6.7)
χ˜(4)p (X1, X2, X3, X4) = −24S4
[
A˜1Π1,2A2Π2,3A3Π3,4Y˜4
− A˜1Π1,3A3Π3,4Y˜4 − A˜1Π1,2A2Π2,4Y˜4 + A˜1Π1,4Y˜4
]
.
As shown on the left, but not on the right of the equations, these quantities
depend on the unknown parameter p = (a, b, g). In the right sides, the vari-
ables Y˜i and A˜i depend on p through b˜ and a˜, and hence are not observables.
Furthermore, the kernels Πi,j depend on g as they are orthogonal projections
in L2(abg).
7. Parametric rate ((α + β)/2 ≥ d/4). In this section we show
that the parameter χ(p) is estimable at 1/
√
n-rate provided the average
smoothness (α+ β)/2 is at least d/4. We achieve this using the estimator
(7.1) χˆn = χ(pˆ) + Un
(
χ˜
(1)
pˆ +
1
2 χ˜
(2)
pˆ + · · ·+
1
m!
χ˜
(m)
pˆ
)
,
with the influence functions χ˜
(j)
p those of the approximate functional χ˜ in
Section 6: they are given in Theorems 6.1 and 6.2 for j = 1, and j = 2, . . . ,m,
respectively. (Because the map p 7→ p˜ maps pˆ into itself, the influence func-
tion for j = 1 in the display is also the first order influence function (6.5) of
of χ, when evaluated at p = pˆ.)
We assume that the projections Πp and Πpˆ map Ls
(
abg) to Ls
(
abg), for
every s ∈ [r/(r − 1), r], with uniformly bounded norms. (For r = 2 this
entails only s = 2; in this case we define r/(r − 2) =∞.)
Theorem 7.1. The estimator (7.1), with Πp a kernel of an orthogonal
projection in L2
(
abg) satisfying (12.1) with supx Πp(x, x) . k, satisfies, for
a constant c that depends on ‖p/pˆ‖∞ only, and r ≥ 2,
Eˆpχˆn − χ(p) = O
(
‖aˆ− a‖r‖bˆ− b‖r‖gˆ − g‖m−1(m−1)r/(r−2)
)
+O
(∥∥∥(I −Πp) aˆ− a
a
∥∥∥
2
∥∥∥(I −Πp) bˆ− b
b
∥∥∥
2
)
,
vˆarpχˆn ≤
m∑
j=1
1(
n
j
)cjkj−1.
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The first term in the bias is of the order 1 + 1 + (m − 1) = m + 1, as to
be expected for an estimator based on an mth order influence function; the
second term is due to estimating χ˜ rather than χ; it is independent of m,
and the same as in Theorem 5.1 if a = b = 1. The bound on the variance can
roughly be understood in that each of the degenerate U -statistics Unχ˜
(j)
pˆ in
(7.1) contributes a term of order kj−1/nj .
For α-, β- and γ-regular parameters a, b, g on a d-dimensional domain
the range space of the projections Πp can be chosen so that (5.5) holds and
such that there exist estimators aˆ, bˆ, gˆ of a, b, g, with the first two taking
values in this range space, with convergence rates n−α/(2α+d), n−β/(2β+d)
and n−γ/(2γ+d). Then the second term in the bias (with a = b = 1) is of
order (1/k)α/d+β/d. If (α + β)/2 ≥ d/4 and we choose k = n, then this is
of order 1/
√
n. For k = n the standard deviation of the resulting estimator
is also of the order 1/
√
n, while the first term in the bias can be made
arbitrarily small by choosing a sufficiently large order m. Specifically, the
estimator χˆn attains a
√
n-rate of convergence as soon as
(7.2) m− 1 ≥
(1
2
− α
2α+ d
− β
2β + d
)(2γ + d
γ
)
.
For any γ > 0 there exists an order m that satisfies this, and hence the
parameter is
√
n-estimable as soon as (α+ β)/2 ≥ d/4.
More ambitiously, we may aim at attaining the parametric rate for every
γ > 0, without a-priori knowledge of γ. This can be achieved if (α+ β)/2 >
d/4 by using orders m = mn that increase to infinity with the sample size.
In this case the estimator can also be shown to be asymptotically efficient
in the semiparametric sense.
Theorem 7.2. If (α + β)/2 > d/4, then the estimator (7.1), with
m = log n and Πp a kernel of an orthogonal projection in L2
(
abg)
on a k = n/(log n)2-dimensional space satisfying (5.5) and (12.1) with
supx Πp(x, x) . k, based on preliminary estimators aˆ, bˆ, gˆ that attain rates
(log n/n)−δ/(2δ+d) relative to the uniform norm, satisfies
√
n
(
χˆn − χ(p)− Pnχ˜(1)p
)
P→ 0.
An estimator that is asymptotically linear in the first order efficient influ-
ence function, as in the theorem, is asymptotically optimal in terms of the
local asymptotic minimax and convolution theorems (see e.g. [40], Chap-
ter 25). The present estimator χˆn actually looses its efficiency by splitting
the sample in a part used to construct the preliminary estimators and a
part to form Pn. This can be easily remedied by crossing over the two parts
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of the split, and taking the average of the two estimators so obtained. By
the theorem these are both asymptotically linear in their sample, and hence
their average is asymptotically linear in the full sample and asymptotically
efficient.
The proofs of the theorems are deferred to Section 10.3.
8. Minimax rate at lower smoothness ((α+ β)/2 < d/4). If the
average a-priori smoothness (α + β)/2 of the functions a and b falls below
d/4, then the functional χ cannot be estimated any more at the parametric
rate ([29]). The estimator (7.1) of Theorem 7.1 can still be used and, with
its bias and variance as given in the theorem properly balanced, attains a
certain rate of convergence, faster than the current state-of-the-art linear
estimators. However, in this section we present an estimator that is always
better, and attains the minimax rate of convergence n−(2α+2β)/(2α+2β+d)
provided that the parameter g is sufficiently regular.
This estimator takes the same general form
(8.1) χˆn = χ(pˆ) + Un
(
χ˜
(1)
pˆ +
1
2 χ˜
(2)
pˆ + · · ·+
1
m!
χ
(m)
pˆ
)
,
as the estimator (7.1), but the influence functions χ
(j)
p for j ≥ 3 will be
different. The idea is to “cut out” certain terms from the influence functions
in (7.1) in order to decrease the variance, but without increasing the bias.
For clarity we first consider the third order estimator, and next extend to the
general mth order. To attain the minimax rate the order m must be fixed to
a large enough value so that the first term in the bias given in Theorem 7.1
is no larger than n−(2α+2β)/(2α+2β+d). (Apart from added complexity there
is no loss in choosing m larger than needed.)
The third order kernel χ˜
(3)
p in (6.7) is the symmetrization of the variable
6A˜1
(
Πp(Z1, Z2)A2Πp(Z2, Z3)−Πp(Z1, Z3)
)
Y˜3.
Here Πp is the kernel of an orthogonal projection in L2(abg) onto a k-
dimensional linear space, which we may view as the sum of k projections
on one-dimensional spaces. The quantity k2 in the order O(k2/n3) of the
variance in Theorem 7.1 for m = 3 arises as the number of terms in the
product Πp(Z1, Z2)A2Πp(Z2, Z3) of the two k-dimensional projection ker-
nels. It turns out that this order can be reduced without increasing the bias
by cutting out “products of projections on higher base elements”.
To make this precise, we partition the projection space in blocks, and
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decompose the two projections in the influence function over the blocks:
(8.2) Πp =
R∑
r=0
Π(kr−1,kr]p , Πp =
S∑
s=0
Π(ls−1,ls]p .
Here Π
(m,n]
p is the projection on the subspace spanned by base elements
with index in intervals (m,n], and 1 = k−1 < k0 < k1 < · · · < kR = k and
1 = l−1 < l0 < l1 < · · · < lS = k are suitable partitions of the set {1, . . . , k}.
(“Full” partitions in singleton sets would make the construction conceptual
simpler, but a small number of blocks will be needed in our proofs.) The
product of the two kernels now becomes a double sum, from which we retain
only terms with small values of (r, s). The improved third order influence
function is, with as before S3 denoting symmetrization,
χ(3)p (X1, X2, X3) = 6S3
[ ∑∑
(r,s):r+s≤D
∨r=0∨s=0
A˜1
(
Π(kr−1,kr]p (Z1, Z2)A2Π
(ls−1,ls]
p (Z2, Z3)
−Π(kr−1∨ls−1,kr∧ls]p (Z1, Z3)
)
Y˜3
]
.(8.3)
The negative term in the display is the conditional expectation given Z1, Z3
of the leading term, and maintains the degeneracy of the kernel. w For the
decomposition (8.2) to be valid, the subspaces corresponding to the blocks
must be orthogonal in L2(abg). We may achieve this by starting with a
standard basis e1, ε2, . . ., with good approximation properties for a target
model, and next replacing this by an orthonormal basis in L2(abg) by the
Gram-Schmidt procedure. For a bounded g the approximation properties
will be preserved.
The grids are defined by
k−1 = 1, kr ∼ n2r/α, r = 0, . . . , R,(8.4)
l−1 = 1, ls ∼ n2s/β, s = 0, . . . , S,(8.5)
where R and S are chosen such that kR ∼ lS ∼ k (note that k0 = l0 = n).
In these definitions the notation ∼ means “equal up to a fixed multiple”
(needed to allow that kr and ls are (dyadic) integers). For ease of notation
let ls = l−1 for s ≤ −1, and ls = lS for s ≥ S.
The grids k0 < k1 < · · · < kR and l0 < l1 < · · · < lS partition the integers
n, n + 1, . . . , k in R and S groups. As kαr l
β
s = 2r+snα+β, for every r, s ≥ 0,
the cut-off r+s ≤ D in (8.3) is delimited by the “hyperbola” iαjβ ∼ 2Dnα+β
in the space of indices (i, j) ∈ {1, . . . , k}2 of base elements used in the two
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Fig 1. Both axis carry the indices of the basis functions spanning the projection space
L, and point in the plane refers to a product of two projections. Products of projections
on pairs of basis functions in the shaded area are included in the third order influence
function. The step function refers to the partitions of the indices as in (8.2).
kernels, with only the pairs below the hyperbola retained (see Figure 1).
The intuition behind this hyperbolic cut-o↵ is the product form of the bias
(4.4): a higher order correction on the estimator of a may combine with a
lower order correction on b, and vice versa, to give an overall correction of
the desired order. The overall bias is smaller if the cut-o↵ D is chosen larger,
but then more terms are included in the estimator and the variance will be
bigger.
Before deriving an optimal value of D, we introduce the mth order es-
timator for general m   3. Again we take the estimator of Theorem 7.1
as starting point, but modify the higher order influence functions e (j)p , for
j = 4, . . . ,m, similar and in addition to the modification of the third order
influence function. For given j the former influence function is given in The-
orem 6.2 (withm of the theorem taken equal to j), and is based on a product
of j 1 projection kernels. We modify this in two steps. For each of the j 2
contiguous pairs of kernels ((1st, 2nd), (2nd, 3rd), . . . , ((j   2)th, (j   1)th))
we form a new kernel by truncating the pair at the hyperbola as described
previously for the third order kernel, and truncating all other kernels at n.
Next the modified jth order kernel is the sum of the resulting j   2 kernels.
More formally, the modified jth order kernel is equal to
(8.6)  (j)p (X1, . . . , Xj) =
j 2X
i=1
 (j,i)p (X1, . . . , Xj),
where  
(j,i)
p (X1, . . . , Xj) is the symmetrized, degenerate (relative to L2(p))
part of the variable, for i = 1, . . . , j   2, written in the notation of Theo-
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on pairs of basis functions in the shaded area are included in the third order influence
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kernels, with only the pairs below the hyperbola retained (see Figure 1).
The intuition behind this hyperbolic cut-off is the product form of the bias
(4.4): a higher order correction on the estimator of a may combine with a
lower order correction on b, and vice versa, to give an overall correction of
the desired order. The overall bias is smaller if the cut-off D is chosen larger,
but then more terms are included in the estimator and the variance will be
bigger.
Before deriving an optimal value of D, we introduce the mth order es-
timator for general m ≥ 3. Again we take the estimator of Theorem 7.1
as starting point, but modify the higher order influence functions χ˜
(j)
p , for
j = 4, . . . ,m, similar and in addition to the modification of the third order
influence function. For given j the former influence function is given in The-
orem 6.2 (with m of the theorem taken equal to j), and is based on a product
of j−1 projection kernels. We modify this in two steps. For each of the j−2
contiguous pairs of kernels ((1st, 2nd), (2nd, 3rd), . . . , ((j − 2)th, (j − 1)th))
we form a new kernel by truncating the pair at the hyperbola as described
previously for the third order kernel, and truncating all other kernels at n.
Next the modified jth order kernel is the sum of the resulting j − 2 kernels.
More formally, the modified jth order kernel is equal to
(8.6) χ(j)p (X1, . . . , Xj) =
j−2∑
i=1
χ(j,i)p (X1, . . . , Xj),
where χ
(j,i)
p (X1, . . . , Xj) is the symmetrized, degenerate (relative to L2(p))
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part of the variable, for i = 1, . . . , j − 2, written in the notation of Theo-
rem 7.1,
j!(−1)j−1 Y˜1Π(0,n]1,2 A2 × · · · ×Ai−1Π(0,n]i−1,iAi×
×
[ ∑∑
(r,s):r+s≤D
∨r=0∨s=0
Π
(kr−1,kr]
i,i+1 Ai+1Π
(ls−1,ls]
i+1,i+2
]
Ai+2Π
(0,n]
i+2,i+3 × · · · ×Aj−1Π(0,n]j−1,jA˜j .
For j = 3 there is only one pair of kernels, and the construction reduces to
the modification (8.3) as discussed previously.
We assume that the projections Π
(0,l]
p and Π
(0,l]
pˆ map Ls
(
abg) to Ls
(
abg),
for every s ∈ [r/(r − 1), r], with uniformly bounded norms.
Theorem 8.1. The estimator (8.1) for m ≥ 3 with the influence func-
tions χ˜
(j)
p and χ
(j)
p given in (6.5) and (6.7) for j = 1, 2, respectively, and
in (8.6) for j ≥ 3, and with Π(0,l]p kernels of orthogonal projections in
L2
(
abg) satisfying (12.1) with supx Π
(0,l]
pˆ (x, x) . l, satisfies, for r ≥ 2 (and
r/(r − 2) =∞ if r = 2),
Eˆpχˆn − χ(p) = O
(
‖aˆ− a‖r‖bˆ− b‖r‖gˆ − g‖m−1mr
r−2
)
+O
(∥∥∥(I −Π(0,k]p ) aˆ− aa ∥∥∥2∥∥∥(I −Π(0,k]p ) bˆ− bb ∥∥∥2),
+O
( R∑
r=1
∥∥∥(I −Π(0,kr−1]pˆ )( aˆ− aa )∥∥∥r∥∥∥(I −Π(0,lD−r]pˆ )( bˆ− bb )∥∥∥r‖gˆ − g‖ rr−2)
+O
(
R
∥∥∥(I −Π(0,n]pˆ ) aˆ− aa ∥∥∥r∥∥∥(I −Π(0,n]pˆ ) bˆ− bb ∥∥∥r‖gˆ − g‖2mrr−2),
vˆarpχˆn .
1
n
+
k
n2
+
D2
( 1
α
∨ 1
β
)D
n
.
A proof of the theorem is presented in Sections 10.4 and 10.5.
The first two terms in the bias are the same as in Theorem 7.1; the
third and fourth terms are the price paid for cutting out terms from the
influence function. The benefit is a reduced variance. We shall show that
the boundary parameter D can be chosen such that the third term in the
variance (resulting from the third and higher order parts of the influence
function) is not bigger than the second term, while the increase in bias is
negligible.
Assume that the functions a and b and their estimates are known to
belong to models that are well approximated by the base functions e1, e2, . . .
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in the sense that, for p ∈ {p, pˆ}, and every value l in one of the two grids
(8.4)-(8.5), ∥∥∥(I −Π(0,l]p )( aˆ− aa )∥∥∥r . (1l )α/d,(8.7) ∥∥∥(I −Π(0,l]p )( bˆ− bb )∥∥∥r . (1l )β/d.(8.8)
Then the second term in the bias is of the order (1/k)α/d+β/d, as in Theo-
rem 7.1, which is smaller than the minimax rate n−(2α+2β)/(2α+2β+d) for
(8.9) k ∼ n2d/(2α+2β+d).
With this choice of k, the upper bound on the variance is of the square
minimax rate n−(4α+4β)/(2α+2β+d) if D is chosen to satisfy
(8.10) 2
( 1
α
∨ 1
β
)D ∼ 1
log n
n(d−2α−2β)/(d+2α+2β).
Furthermore, under (8.9) the numbers R,S of grid points are of the order
log n.
In the third term of the bias we apply assumptions (8.7)-(8.8) and the
identity kαr−1l
β
D−r ∼ nα+β2D, which results from (8.4)-(8.5), to see that the
third term of the bias is of order
R∑
r=1
( 1
kr−1
)α/d( 1
lD−r
)β/d‖gˆ − g‖r/(r−2) ≤ R( 1nα+β2D)1/d‖gˆ − g‖r/(r−2).
If the convergence rate of gˆ is n−γ/(2γ+d), then, for the choice of D given
in (8.10), this can (by a calculation) seen to be of smaller order than the
minimax rate n−(2α+2β)/(2α+2β+d) if γ is large enough that
(8.11)
γ
2γ + d
>
(α ∨ β
d
)(d− 2α− 2β
d+ 2α+ 2β
)
.
The fourth term in the bias can by a similar analysis be seen to be of the
order
R
( 1
n
)α/d( 1
n
)β/d‖gˆ − g‖2(m−2)r/(r−2).
Again this is smaller than the minimax rate if γ satisfies assumption (8.11).
Finally, if the convergence rates of aˆ and bˆ are n−α/(2α+d) and n−β/(2β+d),
then the first term in the upper bound of the bias is of the order( 1
n
)α/(2α+d)+β/(2β+d)+(m−1)γ/(2γ+d)
.
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We choose m large enough so that this is of smaller order than the preceding
terms. In particular, we can choose it so that this is smaller than the minimax
rate.
We summarize this in the following corollary, which is the most advanced
result of the paper.
Corollary 8.1. If (8.7)–(8.11) hold, and Π
(0,l]
p are kernels of orthog-
onal projections in L2
(
abg) satisfying (12.1) with supx Π
(0,l]
pˆ (x, x) ≤ l, then
the mth order estimator with the kernels (8.6) for j ≥ 3 and sufficiently
large m and suitable initial estimators, attains the rate n−(2α+2β)/(2α+2β+d)
for estimating χ(p).
9. Other examples. In this section we briefly indicate a number of
other examples for which our general heuristics have been worked out, lead-
ing to well known or novel estimators.
9.1. Density estimation. Consider estimating a density χ(p) = p(a) at
the fixed point a based on a random sample from p. A first order influence
function of this functional would satisfy, for every smooth path t 7→ pt with
score function g at t = 0,∫
χ(1)p gp dµ =
d
dt |t=0
χ(pt) = g(a)p(a).
In a nonparametric situation every zero-mean function g arises as a score
function, and hence χ
(1)
p would have to be a “Dirac function at a”. Because
this does not exist (except for very special p), in this example already a first
order influence function fails to exist.
We may approximate the Dirac function by the function x 7→ Π(a, x) for
Π the kernel of an orthogonal projection onto a given (large) subspace L of
L2(µ). Because
∫
Π(a, x)g(x)p(x) dµ(x) = g(a)p(a) for every function g such
that gp ∈ L, the function x 7→ Π(a, x) achieves representation for a large set
of scores. The corresponding degenerate version is x 7→ Π(a, x)−Πp(a), for
Πp =
∫
Π(·, x)p(x) dµ(x) the projection of p. The corresponding first order
estimator (3.1) is
χˆn = χ(pˆn) + Pn
(
Π(a, ·)−Πpˆn(a)
)
= PnΠ(a, ·) +
(
(I −Π)pˆn
)
(a).
If pˆn ∈ L, then the second term vanishes and the estimator reduces to
PnΠ(a, ·). This is the usual projection estimator (cf. [25, 32]): if L is spanned
by the orthonormal set e1, e2, . . . , ek, then Π(x1, x2) =
∑k
i=1ei(x1)ei(x2) and
χˆn =
∑k
i=1(Pnei)ei(a).
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Alternative to viewing x 7→ Π(a, x) as an approximation to the “ideal”
influence function, we can derive it as the exact influence function of the
approximate functional χ˜(p) = χ(Πp).
9.2. Quadratic functionals. Consider estimating the functional χ(p) =∫
p2 dµ based on a random sample of size n from the density p.
The first order influence function of this functional exists on the full non-
parametric model, and can be seen to take the form
χ(1)p (x) = 2
(
p(x)− χ(p)).
By the algorithm [1]–[3] of Section 3.1 a second order influence function
can be computed as the degenerate part of an influence function of the
functional p 7→ χ¯(1)p (x1) = 2p(x1), for fixed x1. As seen in Section 9.1, point
evaluation is not a differentiable functional, but has the kernel Π of an
orthogonal projection in L2(µ) as an approximate influence function. Thus
an approximate second order influence function of the present functional,
minus its projection onto the degenerate functions, is given by
χ˜(2)p (x1, x2) = 2Π(x1, x2)− 2Πp(x1)− 2Πp(x2) + 2
∫
(Πp)2 dµ.
This may also be derived as an exact influence function of the approximate
functional χ˜(p) = χ(Πp).
It can be checked that the estimator (7.1) for m = 2, given an initial
estimator pˆn that is contained in the range of Π, reduces to χˆn = UnΠ,
which is a well known estimator ([17]).
9.3. Doubly robust models. The heuristics described in Section 3 ought
to be applicable in a wide range of estimation problems, but the detailed
treatment of the missing data problem in Sections 4–8 shows that their
implementation can be involved. Inspection of the proofs reveals that the
particular implementation in the latter sections is based on the structure
(4.3) of the first order influence function in the missing data problem. The
argument extends to semiparametric models with first order influence func-
tion of the form
(9.1) χ(1)p (x) = a(z)b(z)S1(x) + a(z)S2(x) + b(z)S3(x) + S4(x)− χ(p),
for known functions Si(x) of the data (i.e. S = (S1, S2, S3, S4) is a given
statistic). The full parameter may be a quadruplet p↔ (a, b, c, f), in which
f is the marginal density of an observable covariate Z, and c does not appear
in (9.1). Other examples of this structure are described in [27, 37].
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10. Proofs.
10.1. Proof of Theorem 5.1. Write Πˆ and Π for Πpˆ and Πp, respectively,
for both the kernels and the corresponding projection operators, and drop
p also in Eˆp and vˆarp. From (4.4) and (5.3) we have
Eˆχˆn − χ(p)
= −
∫
(aˆ− a)(bˆ− b) g dν − EˆA1
(
Y1 − bˆ(Z1)
)(
A2aˆ(Z2)− 1
)
Πˆ(Z1, Z2)
= −
∫
(aˆ− a)(bˆ− b) g dν +
∫ ∫ [
(aˆ− a)× (bˆ− b)] (g × g) Πˆ dν × ν.
The double integral on the far right with Πˆ replaced by Π can be written
as the single integral
∫
(aˆ − a)Π(bˆ − b) g dν, for Π(bˆ − b) the image of bˆ − b
under the projection Π. Added to the first integral on the right this gives
− ∫ (aˆ − a)(I − Π)(bˆ − b) g dν, which is bounded in absolute value by the
second term in the upper bound for the bias.
Replacement of Πˆ by Π in the double integral gives a difference∫ ∫ [
(aˆ− a)× (bˆ− b)] g × g (Πˆ−Π) dν × ν
=
∫
(aˆ− a)
(
Πˆ
(
(bˆ− b)g
gˆ
)
−Π(bˆ− b)
)
g dν
≤ ‖aˆ− a‖s
∥∥∥∥Πˆ((bˆ− b)ggˆ)−Π(bˆ− b)
∥∥∥∥
r,gˆ
‖g/gˆ‖1/r∞ ,
by Ho¨lder’s inequality, for a conjugate pair (r, s). Considering Πˆ as the pro-
jection in L2(gˆ) with weight 1, and Π as the weighted projection in L2(gˆ)
with weight function wˆ = g/gˆ, we can apply Lemma 12.7(i) (with q = s/r
and rp = s/(s− 2)) to see that this is bounded in absolute value by
‖aˆ− a‖s‖Πˆ‖s,gˆ‖Π‖s,gˆ‖bˆ− b‖s,gˆ‖wˆ − 1‖s/(s−2),gˆ‖w‖1/r∞ .
Because wˆ is assumed bounded away from 0 and infinity, this is of the same
order as the first term in the upper bound on the bias (if r replaces s).
Because the function χ
(1)
pˆ is uniformly bounded, the (conditional) variance
of Unχ
(1)
pˆ is of the order O(1/n). Thus for the variance bound it suffices to
consider the (conditional) variance of Unχ
(2)
pˆ . In view of Lemma 13.1 and
(13.1) this is bounded above by a multiple of(
1 +
∥∥∥∥ppˆ
∥∥∥∥
∞
)2
Pˆn(Unχ
(2)
pˆ )
2 =
(
1 +
∥∥∥∥ppˆ
∥∥∥∥
∞
)2(n
2
)−2
Pˆ 2(χ
(2)
pˆ )
2.
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The variables A
(
Y − bˆ(Z)) and (Aaˆ(Z)− 1) are uniformly bounded. Hence
the last term on the right is bounded above by a multiple of n−2
∫
Πˆ2 (gˆ ×
gˆ) dν × ν, which is equal to k/n2, by Lemma 12.3.
10.2. Proof of Theorem 6.2. We compute the higher order influence func-
tionals of the approximate functional χ˜ using algorithm [1]–[3] in Section 3.
This starts by computing the second order influence function as the deriva-
tive of p 7→ χ˜(1)p (x1)+χ(p˜), for fixed x1. Because the latter functional (given
in (6.5)) depends on the parameters only through a˜(z1) and b˜(z1), the fol-
lowing lemma does the main part of the work.
Lemma 10.1. For fixed z1 influence functions of p 7→ a˜(z1) and p 7→
b˜(z1) are given by
x2 7→ −a(z1)Πp(z1, z2)
(
a2a˜(z2)− 1
)
b(z2),
x2 7→ b(z1)Πp(z1, z2)a2
(
y2 − b˜(z2)
)
a(z2),
where Πp is the kernel of the orthogonal projection in L2(abg) onto L.
Proof. We can write the equation (6.3) determining a˜ as E
(
Aa˜(Z) −
1
)
b(Z)l(Z) = 0, for every l ∈ L. Insert a sufficiently regular path pt, given
by parameters (at, bt, ft), and differentiate the equality relative to t at t = 0
to find, with γ a score function of the path
E
d
dt |t=0
a˜t(Z)Ab(Z)l(Z) = −E
(
Aa˜(Z)− 1)b(Z)l(Z) γ(X).
Using the fact that E(A|Z) = 1/a(Z), where a is bounded away from zero,
we can also write this as
E
d
dt |t=0a˜t(Z)
a(Z)
(ab)
a
(Z)l(Z) = −E
(
Aa˜(Z)− 1)a(Z)γ(X)
a(Z)
(ab)(Z)
a(Z)
l(Z).
Because the function (a˜t − aˆ)/a is contained in L for every t by con-
struction, the function (d/dt)|t=0a˜t/a is also contained in L. Combined
with the validity of the preceding display for every l ∈ L, we con-
clude that (d/dt)|t=0a˜t(Z)/a(Z) is the weighted projection of −
(
Aa˜(Z) −
1
)
a(Z)γ(X)/a(Z) in L2(P) onto the space {l(Z): l ∈ L} relative to the
weight (ab/a)(Z). The projection can be represented in terms of a kernel
operator (cf. Lemma 12.1). If Πp(z1, z2)(ab)(z2)/a(z2) denotes the kernel,
then
d
dt |t=0a˜t(z1)
a(z1)
= −EΠp(z1, Z2)
(
A2a˜(Z2)− 1
)
a(Z2)γ(X2)
a(Z2)
(ab
a
)
(Z2)
= −EΠp(z1, Z2)
(
A2a˜(Z2)− 1
)
b(Z2) γ(X2).
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This represents the derivative on the left as an inner product of the score
function γ with the function on the right of the first equation of the lemma
(evaluated at X2). Thus the first assertion of the lemma is proved.
The second assertion is proved similarly. Using that E(Y |Z) = b(Z) and
E(A|Z) = 1/a(Z), we start by writing the equation (6.4) defining b˜ as
E
(
b˜(Z) − Y )/b(Z) (ab/a)(Z)l(Z) = 0, for every l ∈ L. By the same argu-
ments as before we conclude that (d/dt)|t=0b˜t(Z) is the weighted projection
of
(
Y − b˜(Z))γ(X)/b(Z) in L2(P) onto the space {l(Z): l ∈ L}, relative to
the weight (ab/a)(Z).
The first order influence function (6.5) depends on p only through a˜ and
b˜ and hence the chain rule and the preceding lemma imply that a second
order influence function of χ˜ is given by the degenerate part of
χ˜(2)p (X1, X2) = −Πp(Z1, Z2)
[
A1
(
Y1 − b˜(Z1)
)
a(Z1)
(
A2a˜(Z2)− 1
)
b(Z2)
+
(
A1a˜(Z1)− 1
)
b(Z1)A2
(
Y2 − b˜(Z2)
)
a(Z2)
]
.(10.1)
(Note that this function is symmetric in (X1, X2); Πp is symmetric, because
it is an orthogonal projection kernel.) Actually, this function is already de-
generate and hence is the second order influence function of χ˜.
Lemma 10.2. For any fixed z1 and z3,
(i) EpΠp(z1, Z2)
(
A2a˜(Z2)− 1
)
b(Z2) = 0.
(ii) EpΠp(z1, Z2)A2
(
Y2 − b˜(Z2)
)
a(Z2) = 0.
(iii) EpΠp(z1, Z2)A2(ab)(Z2)Πp(Z2, z3) = Πp(z1, z3).
Proof. Because (a˜− aˆ)(Z)/a(Z) and (˜b− bˆ)(Z)/a(Z) are the weighted
projections in L2(P) of (a− aˆ)(Z)/a(Z) and
(
Y − bˆ(Z))/b(Z), respectively,
onto {l(Z): l ∈ L} relative to the weights (ab/a)(Z),
EX2Πp(Z1, Z2)
[ a˜(Z2)− aˆ(Z2)
a(Z2)
− a(Z2)− aˆ(Z2)
a(Z2)
]ab
a
(Z2) = 0,(10.2)
EX2Πp(Z1, Z2)
[ b˜(Z2)− bˆ(Z2)
b(Z2)
− Y2 − bˆ(Z2)
b(Z2)
]
(ab)(Z2)A = 0.(10.3)
These two assertions imply (i) and (ii). The third assertion follows from the
fact that Πp is the kernel of the weighted projection in L2(P) onto L relative
to the weight (ab/a)(Z).
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The second order influence function (10.1) depends on p through a˜ and b˜
and through the kernel Πp. We proceed to higher orders by differentiating
the influence function relative to these components, and applying the chain
rule, where we use the influence functions of p 7→ a˜(x) and p 7→ b˜(x) as given
previously in Lemma 10.1, and the influence function of p 7→ Πp(z1, z2) as
given in Lemma 12.8.
Proof of Theorem 6.2. Denote the symmetrization of the variable in
the theorem by χ¯
(m)
p (X1, . . . , Xm). Then χ¯
(2)
p is the function χ˜
(2)
p given
by (10.1), which was seen to be a second order influence function in
the preceding discussion. We show by induction on m that xm+1 7→
χ¯
(m+1)
p (x1, . . . , xm, xm+1) is an influence function of p 7→ χ¯(m)p (x1, . . . , xm).
The theorem is then a corollary of Lemma 11.2.
By Lemmas 10.1 and 12.8,
(i) The influence function of p 7→ Y˜1 is xm+1 7→ −Πp(Z1, zm+1)A1y˜m+1
(ii) The influence function of p 7→ A˜1 is xm+1 7→ −Πp(Z1, zm+1)A1a˜m+1.
(iii) The influence function of p 7→ A1 is zero.
(iv) The influence function of p 7→ Πp(Z1, Z2) is xm+1 7→
−Πp(Z1, zm+1)Am+1Πp(zm+1, Z2).
Applying this repeatedly readily gives an expression for the influence func-
tion of p 7→ A˜1Π1,2A2Π2,3A3Π3,4A4×· · ·×Am−1Πm−1,mY˜m. The symmetriza-
tion of this expression is the same expression, but then with m replaced by
m+ 1 and an added minus sign.
10.3. Proof of Theorems 7.1 and 7.2. Let Aˆ and Yˆ be A˜ and Y˜ as in
(6.6) with a and b in their definitions replaced by aˆ and bˆ. Because aˆ and bˆ
are projected onto themselves under the map (a, b, g) 7→ (a˜, b˜, g) (see The-
orem 6.1), we actually obtain the same variables by replacing a˜ and b˜ by
aˆ and bˆ, respectively: Aˆ =
(
Aaˆ(Z) − 1)b(Z) and Yˆ = A(Y − bˆ(Z))a(Z).
Furthermore, let Π and Πˆ denote the operators Πp and Πpˆ, respectively, and
Πi,j and Πˆi,j their kernels evaluated at (Zi, Zj).
By explicit calculations,
(10.4) χ(pˆ) + Eˆpχ˜
(1)
pˆ − χ(p) = −
∫
(aˆ− a)(bˆ− b) g dν = EˆAˆ1Π1,2Yˆ2 − Rˆ,
for Rˆ defined by
Rˆ =
∫ ( aˆ− a
a
)
(I −Π)
( bˆ− b
b
)
abg dν.
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The variable Rˆ is bounded by the second term in the expression for Eˆpχˆn−
χ(p) in the statement of the theorem. We next show by induction on m that
Rˆ+ χ(pˆ) + Eˆχ˜
(1)
pˆ + · · ·+
1
m!
Eˆχ˜
(m)
pˆ − χ(p)
(10.5)
= (−1)m−1EˆAˆ1(Πˆ−Π)1,2A2(Πˆ−Π)2,3 × · · · ×Am−1(Πˆ−Π)m−1,mYˆm.
The analysis of the bias can then be concluded by showing that the right
side of (10.5) is of the order as the first term given in the theorem.
Equation (10.4) and the definition of χ˜
(2)
p readily show that identity (10.5)
is true for m = 2. We proceed to general m by induction. Relative to its
value for m the left side receives for (m+1) the extra term Eˆχ
(m+1)
pˆ /(m+1)!,
which is equal to (−1)m times EˆAˆ1Πˆ1,2A2Πˆ2,3×· · ·×AmΠˆm,m+1Yˆm+1 minus
a sum of terms resulting from projections of this leading term. This extra
term without the factor (−1)m (but including the projections) can be written
(cf. (6.7) and (2.1))
(10.6)
m−1∑
i=0
(
m− 1
i
)
EˆAˆ1Πˆ1,2A2Πˆ2,3×· · ·×Am−iΠˆm−i,m−i+1Yˆm−i+1(−1)i.
To prove the induction hypothesis for m + 1 it suffices to show that this is
equal to
EˆAˆ1(Πˆ−Π)1,2A2(Πˆ−Π)2,3 × · · · ×Am−1(Πˆ−Π)m−1,mYˆm
+ EˆAˆ1(Πˆ−Π)1,2A2(Πˆ−Π)2,3 × · · · ×Am(Πˆ−Π)m,m+1Yˆm+1.(10.7)
To achieve this we expand the two terms of the preceding display into sums
of expressions of the form, with each K
(j)
j,j+1 equal to Πˆj,j+1 or Πj,j+1 and l
the number of j for which the first alternative is true,
(10.8) Bl: = (−1)m−1−l EˆAˆ1K(1)1,2A2K(2)2,3 × · · · ×Am−1K(m−1)m−1,mYˆm,
and of the same form with m+1 replacing m for the second term of (10.7). As
the notation suggests the expression in (10.8) depends on l (and m, but this
is fixed), but not on which K are equal to Πˆ or Π. To see this we use that Π is
a projection onto L in L2(abg), so that
∫
Π1,2 γ(z2) (abg)(z2) dν(z2) = γ(z1)
for every γ ∈ L; and Πˆ is also a projection onto L, so that as a function of
one argument Πˆ1,2 is contained in L. This observation yields the identities,
for K equal to Πˆ or Π,
EˆZjΠj−1,jAjKj,j+1 = Kj−1,j+1 = EˆZjKj−1,jAjΠj,j+1.
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This allows to reduce (10.8) to
Bl = (−1)m−1−l EˆAˆ1Πˆ1,2A2Πˆ2,3 × · · · ×AlΠˆl,l+1Yˆl+1, l ≥ 1,
B0 = (−1)m−1EˆAˆ1Π1,2Yˆ2.
Thus after expanding the two terms of (10.7) in the quantities Bl, and
simplifying these quantities, we can write their sum (10.7)
(B0 −B0) +
m−1∑
l=1
((
m
l
)
−
(
m− 1
l
))
Bl(−1)m−l +Bm.
The difference of the binomial coefficients is
(
m−1
l−1
)
. The expression is equal
to (10.6), as claimed. This completes the proof of (10.5).
Next we bound the right side of (10.5), by taking the expectation in turn
with respect to Xm, Xm−1, . . . , X1. For Mwˆ multiplication by the function
wˆ = g/gˆ,
EˆXm(Πˆ−Π)m−1,mYˆm = (ΠˆMwˆ −Π)
( bˆ− b
b
)
(Zm−1).
Next, for any function h and i = m− 1,m− 2, . . . , 2,
EˆXi(Πˆ−Π)i−1,iAih(Zi) = (ΠˆMwˆ −Π)h(Zi−1).
Combining these equations, we can write the right side of (10.5) in the form
(−1)m−1
∫ (a− aˆ
a
)[(
ΠˆMwˆ −Π
)m−1( bˆ− b
b
)]
abg dν.
We bound this by first applying Ho¨lder’s inequality, with conjugate pair
(τ, t) with τ equal to r as in the statement of the theorem, and next
Lemma 12.7(iii), with Πˆ and Π viewed as weighted orthogonal projections in
L2(abgˆ) with weights 1 and wˆ, respectively, and r = τ(m−1)/(m+τ−3), p =
(m+τ−3)/(τ−2) and q = (m+τ−3)/(m−1), so that rp = (m−1)τ/(τ−2)
and rq = τ (and m of the lemma taken equal to the present m minus 1).
To bound the (conditional) variance of χˆn we use Lemma 13.1 to see that
Pn(Unχ˜
(j)
pˆ )
2 ≤ 2j
[
1 +
∥∥∥p
pˆ
∥∥∥
∞
]2j
Pˆn(Unχ˜
(j)
pˆ )
2 .
[
1 +
∥∥∥p
pˆ
∥∥∥
∞
]2j 2j(
n
j
) Pˆ j(χ˜(j)pˆ )2,
because χ˜
(j)
pˆ is degenerate under Pˆ . The variable χ˜
(j)
pˆ (X1, . . . , Xj)/j! is the
symmetrization of the projection of Aˆ1Πˆ1,2A2 · · · Πˆj−1,j Yˆj onto the degener-
ate variables. Because the second moment of a mean of (arbitrary) random
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variables is bounded above by the maximum of the second moments of the
terms, we can ignore the symmetrization, while the projection decreases the
second moment. This shows that
1
(j!)2
Pˆ j(χ˜
(j)
pˆ )
2 ≤ Pˆ j(Aˆ1Πˆ1,2A2 · · · Πˆj−1,j Yˆj)2 . kj−1,
by Lemma 12.4 and the assumption that the kernels are bounded by k on
the diagonal.
We complete the proof of Theorem 7.1 by bounding the square of χˆn−χ(pˆ)
by
∑m
j=1 2
j(Unχ˜
(j)
pˆ /j!)
2
∑
j 2
−j . The extra factor 2j can be incorporated in
the constant c in the theorem.
For the proof of Theorem 7.2 it clearly suffices to show that
Eˆp
√
n
(
χˆn − χ(p)− Pnχ˜(1)p
)
P→ 0,
vˆarp
√
n
(
χˆn − χ(p)− Pnχ˜(1)p
)
P→ 0.
Because an influence function is centered at mean zero, the first is simply√
n times the bias of χˆn. By Theorem 7.1 the bias is of the order( log n
n
)α/(2α+d)+β/(2β+d)+γ(m−1)/(2γ+d)
+
(1
k
)(α+β)/d
.
The first term is trivially o(n−1/2), as mn → ∞. In the second we write
(α + β)/d = r/2, where r > 1 by assumption, and see that it is o(n−1/2),
since kn−1/r →∞.
To handle the variance we split the estimator χˆn in its linear and higher
order terms. The sum of the variances of the U -statistics of orders 2 to m
in χˆn is bounded by the sum of the terms j ≥ 2 in Theorem 7.1, i.e.
m∑
j=2
cjkj−1(
n
j
) ≤ 1
n
m∑
j=2
(2ckj
n
)j−1 c2j√j
ej
,
by the inequalities
(
n
j
) ≥ (n/2)j/j!, for j < n/2, and j! . (j/e)j√j, by
Stirling’s approximation with bound. The expression in brackets is bounded
by 2ckm/n . 1/ log n, for m ∼ log n and k ∼ n/(log n)2. Thus the sum
tends to zero by dominated convergence. Finally the linear term in χˆn gives
the contribution
vˆarp
√
n
(
Pnχ˜
(1)
pˆ − χ(p)− Pnχ˜(1)p
)
= vˆar(χ˜
(1)
pˆ − χ˜(1)p ).
From the explicit expression (4.3) for the first order influence function (or
(6.5) in the case of pˆ, which gives an identical function), this is seen to tend
to zero by the dominated convergence theorem.
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10.4. Proof of Theorem 8.1 for m = 3. The theorem asserts that the bias
of the estimator χˆn is equal to the sum of four terms, the first two of which
also arise in the bias of the estimator considered in Theorem 7.1. Therefore,
we can prove the assertion on the bias by showing that the expected values
of the current estimator χˆn (for m = 3) and the estimator in Theorem 7.1
differ by less than the additional bias terms in Theorem 8.1.
The two estimators differ only in their third order influence functions,
where the present estimator retains only the terms in the double sum (8.3)
with r = 0, s = 0, or r + s ≤ D. Thus the difference of the expectations of
the two estimators is equal to∑∑
r+s>D
r,s≥1
EˆpAˆ1
[
Πˆ(kr−1,kr](Z1, Z2)A2Πˆ
(ls−1,ls](Z2, Z3)
− Πˆ(kr−1∨ls−1,kr∧ls](Z1, Z3)
]
Yˆ3.
The expectation Eˆp refers to the variable (X1, X2, X3) for fixed values of the
preliminary samples, which are indicated in the “hat” symbols on Aˆ1, Yˆ3 and
the kernels, and hence is an integral relative to the density (x1, x2, x3) 7→
p(x1)p(x2)p(x3). If we replace p(x2) in this density by pˆ(x2), then the integral
will be zero, as the kernel is degenerate under Pˆ . Thus we may integrate
against (x1, x2, x3) 7→ p(x1)(p−pˆ)(x2)p(x3). In that case the projection term
Aˆ1Πˆ
(kr−1∨ls−1,kr∧ls](Z1, Z3)Yˆ3 integrates to zero, as it does not depend on X2
and
∫
(p− pˆ)(x2) dµ(x2) = 0, and hence can be dropped. Next we condition
Aˆ1 and Yˆ3 on Z1, Z2, Z3 and write the preceding display in the form∑∑
r+s>D
r,s≥1
∫ ∫ ∫
aˆ− a
a
(z1)Πˆ
(kr−1,kr](z1, z2)Πˆ
(ls−1,ls](z2, z3)
bˆ− b
b
(z3)
× dρ(z1) d(ρ− ρˆ)(z2) dρ(z3).
for ρ and ρˆ the measures defined by dρ = abg dν and dρˆ = abgˆ dν. The
double sum can be rewritten as the sum over r running from 1 to R and
over s from D − r + 1 to S, which gives the equivalent representation, with
the × referring to “tensor products” as explained in Section 2,
R∑
r=1
∫ ( aˆ− a
a
× 1× bˆ− b
b
) (
Πˆ(kr−1,kr] × Πˆ(lD−r,k]
)
d
(
ρ× (ρ− ρˆ)× ρ).
We write Πˆ(kr−1,kr] = Πˆ(kr−1,k] − Πˆ(kr,k], and next arrive at the difference of
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two expressions of the type, with k′r = kr−1 and k′r = kr, respectively,
R∑
r=1
∫ ( aˆ− a
a
× 1× bˆ− b
b
)(
Πˆ(k
′
r,k] × Πˆ(lD−r,k]
)
d
(
ρ× (ρ− ρˆ)× ρ).
If the measure of integration were ρˆ × (ρ − ρˆ) × ρˆ (with ρˆ instead of ρ),
then we could perform the integrals on z1 and z3 and next apply Ho¨lder’s
inequality to bound the resulting expression in absolute value by
R∑
r=1
∥∥∥Πˆ(k′r,k]( aˆ− a
a
)∥∥∥
r
∥∥∥Πˆ(lD−r,k]( bˆ− b
b
)∥∥∥
r
∥∥∥g
gˆ
− 1
∥∥∥
r/(r−2)
,
where the norms are those of L2(abgˆ), which are equivalent to those of L2(ν),
by assumption. We can write Πˆ(l,k] = Πˆ(0,k](I − Πˆ(0,l]) and use the assumed
boundedness of Πˆ(0,l] as an operator on Lr(abg) to bound this by the third
term in the bias.
Replacing ρ× (ρ− ρˆ)×ρ by ρˆ× (ρ− ρˆ)× ρˆ can be achieved by writing the
first and last occurrence of ρ as ρ = ρˆ+ (ρ− ρˆ) and expanding the resulting
expression on the + signs into four terms. One of these has the measure
ρˆ× (ρ− ρˆ)× ρˆ. The other three terms have two or three occurrences of ρ− ρˆ,
and can be bounded by the first term in the bias (with m = 3). This is
argued precisely under (10.12) below.
Because the first and second order influence functions are equal to those
of the estimator considered in Theorem 7.1, the (conditional) variances of
Unχ˜
(j)
pˆ for j = 1, 2 can be seen to be of the orders O(1/n) and O(k/n
2),
respectively, by the same proof. By Lemma 13.1 the variance for j = 3 is
bounded by (see (13.1))
6
(
1 +
∥∥∥p
pˆ
∥∥∥
∞
)6
Pˆn(Unχ
(3)
pˆ )
2
. 1(n
3
) Pˆ 3( R∑
r=0
Aˆ1Πˆ
(kr−1,kr](Z1, Z2)A2Πˆ
(0,l′D−r](Z2, Z3)Yˆ3
)2
,
where l′D−r = lD−r∨n. After bounding out Aˆ21 and Yˆ 23 , we write the squared
sum as a double sum. From the fact that the projections Πˆ(kr−1,kr] are or-
thogonal for different r, it follows that the off-diagonal terms of the double
sum vanish (the expectation with respect to X1 is zero). Thus the preceding
display is bounded above by a multiple of
1
n3
R∑
r=0
Pˆ 3
(
Πˆ(kr−1,kr](Z1, Z2)A2Πˆ
(0,l′D−r](Z2, Z3)
)2
.
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By Lemmas 12.4 and 12.3 and the assumption that supz Πˆ
(0,l](z, z) . l this
is bounded by a multiple of
1
n3
R∑
r=0
(kr − kr−1)l′D−r ≤
1
n3
(
nk +
R∑
r=1
(kr − kr−1)(lD−r + n)
)
.
By (8.4) kr − kr−1 = (1 − 2−α)kr . kr = n2r/α for r ≥ 1. On substituting
this in the display, and noting that lD−r = 0 if r > D, we see that this is
bounded k/n2 + 2D/α∨D/β/n if α 6= β and bounded by k/n2 + D2D/α/n if
α = β.
SUPPLEMENTARY MATERIAL
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This supplement contains the proof of Theorem 8.1 in the case
that m > 3, and it contains three appendices.
10.5. Proof of Theorem 8.1. As in the proof for m = 3 it suffices to
compare the bias with the bias of the estimator in Theorems 7.1. In the
estimator of order m > 5 not every of the additional bias terms of orders j =
4, . . . ,m−1 is individually small, but the sum is small due to a cancellation
among these terms. The analysis therefore requires careful bookkeeping, for
which we introduce the following notation.
A string δ1δ2 · · · δj−1 of symbols δi ∈ {0, 1, -} refers to an expectation of
a variable
(10.9) Aˆ1Πˆ
δ1
1,2A2Πˆ
δ2
2,3A3 · · ·Aj−1Πˆδ
j
j−1,j Yˆj ,
where
Πˆδi,j =

Π
(0,n]
pˆ (Zi, Zj), if δ = 0,
Π
(n,k]
pˆ (Zi, Zj), if δ = 1,
Π
(0,k]
pˆ (Zi, Zj), if δ = - .
Furthermore, a string δ1 · · · δi−1Hδi+2 · · · δj−1 refers to the expectation of a
variable
Aˆ1Πˆ
δ1
1,2 · · · Πˆδ
i−1
i−1,iAi
(∑∑
r+s>D
r,s≥1
Πˆ
(kr−1,kr]
i,i+1 Ai+1Πˆ
(ls−1,ls]
i+1,i+2
)
Ai+2Πˆ
δi+2
i+2,i+3 · · · Πˆδ
j
j−1,j Yˆj .
Thus the symbol H refers to terms in pairs of projection kernels above
the hyperbola, as involved in the construction of the estimator. Similarly,
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we let the same strings but with the symbol H instead of H refer to the
complementary terms below the hyperbola, but above n.
Every of these strings will stand for an expected value; for the first and
last variables X1 and Xj this is computed relative to p, but for the middle
variables X2, . . . , Xj−1 this is relative to p− pˆ. We add further notation for
expectations on X1 and Xj taken relative to p − pˆ or pˆ, by preceding (for
X1) or succeeding (for Xj) the string with a subscript d (for the difference
p− pˆ) or ∧ (for pˆ). This gives, for instance,
01-1∧ =
∫
a− aˆ
a
(z1)Πˆ
(0,n]
1,2 Πˆ
(n,k]
2,3 Πˆ
(0,k]
3,4 Πˆ
(n,k]
4,5
b− bˆ
b
(z5)
× dρ(z1) d
4∏
i=2
(ρ− ρˆ)(zi) dρˆ(z5),
d1-1∧ =
∫
a− aˆ
a
(z1)Πˆ
(n,k]
1,2 Πˆ
(0,k]
2,3 Πˆ
(n,k]
3,4
b− bˆ
b
(z4) d
3∏
i=1
(ρ− ρˆ)(zi) dρˆ(z4).
The notations dρ = abg dν, dρˆ = abgˆ dν, and Πˆi,j are as in the proof of
the theorem for m = 3, and the (five- and four-fold) integrals arise after
conditioning (10.9) on the variables Zi, as in the same proof.
The jth order kernel of the estimator in Theorem 7.1 corresponds to the
product of j−1 projection kernels with ranges (0, k], and is represented by a
string of j−1 dashes: - - · · · -. To construct the estimator of Theorem 8.1 we
partition the range of a single kernel as (0, k] = (0, n] ∪ (n, k], or the range
of a contiguous pair of kernels as (0, k]2 = (0, n]2 ∪ H ∪ H. By expanding
the corresponding product of sums of two or three (pairs of) kernels we
obtain a decomposition of - - · · · - into sequences with symbols 0, 1, - , H,H.
The terms retained in the estimator of Theorem 8.1 are represented by
the sequences δ1 . . . δj−1 ∈ {0, 1, -}j−1 with j − 1 or j − 2 symbols 0, and
the sequences H0 · · · 0, 0H0 · · · 0, 0 · · · 0H. All other terms are left out; for
instance, for j = 3, 4, 5, 6, 7 the terms that are left out are given by the
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sequences
j = 3 j = 4 j = 5 j = 6 j = 7
H 1-1 1- -1 1- - -1 1- - - -1
H0 01-1 01- -1 01- - -1
0H 1-10 1- -10 1- - -10
H00 001-1 001- -1
0H0 01-10 01- -10
H00 1-100 1- -100
000H 0001-1
00H0 001-10
0H00 01-100
H000 1-1000
0000H
00H00
0H000
H0000
In this table the strings are categorized by the numbers of 0s on their left
and right sides. The nonzero middle part of a string always has the form
1 · · · - · · · 1, with at least one -, or H, which may be considered as taking
the place of 11.
We claim that the difference of the biases of the estimators in Theo-
rems 7.1 and 8.1 is the alternating (on the order) sum of these strings (or,
rather, of the expectations they represent). For instance, the extra bias for
m = 5 is equal to the sum of all strings in the table under j = 5 minus the
strings under j = 4 plus the string under j = 3.
To see this we note first that the leading factorial j! in the definition
of the jth order influence function χ˜
(j)
p in Theorem 6.2 and its reduced
version χ
(j)
p in Theorem 8.1 cancels the factorial in the definition of the
estimator (8.1), while the factor (−1)j−1 causes alternation of signs between
the orders. The extra bias is the sum over j of the expectation under P j of
the sum of the terms left out of the jth influence function. Because by its
construction the influence function is degenerate relative to X2, . . . , Xj−1
with respect to Pˆ , the expectation can be equivalently taken relative to
p − pˆ for these variables. Following this substitution, the projection of the
leading term (10.9), which creates the degeneracy, can be dropped, and
the expectation reduces to a number as represented by one of the strings
δ1 . . . δj−1 or · · ·H · · · introduced previously. This last reasoning is similar
as in the proof for m = 3, where the projection is shown explicitly.
We proceed to bound the alternating sum of the “left-out strings”. There
is cancellation of expectations between terms that are one or two orders
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apart, i.e. of strings that differ by one or two symbols. The relevant reduction
formulas are, for any ε, δ ∈ {0, 1, - , H} and any intermediate symbols · · · ,
∧0ε · · · δ0∧ = ∧0ε · · · δd + dε · · · δ0∧ − dε · · · δd + ∧1¯ε · · · δ1¯∧,
∧ε · · · δ0∧ = ∧ε · · · δd − ∧ε · · · δ1¯∧,(10.10)
∧0ε · · · δ∧ = dε · · · δ∧ − ∧1¯ε · · · δ∧.
The rightmost term of each formula is a remainder term, which we may view
as being defined by the formula. The idea of the equations is to remove a
symbol 0 at the beginning or end of a string with its mark ∧, where the new,
shorter string carries mark d. (The second and third formulas, even though
valid, will be used only with ε or δ unequal to 0, respectively.) The first
formula is true if the remainder string ∧1¯ε · · · δ1¯∧ is interpreted as∫ [(
Πˆ(0,n] − I)a− aˆ
a
]
(z2) Πˆ
ε
2,3 · · · Πˆδj−2,j−1×
×
[(
Πˆ(0,n] − I)b− bˆ
b
]
(zj−1) d
j−1∏
i=2
(ρ− ρˆ)(zi).
Indeed, the four expectations obtained by expanding this last integral on
the minus signs in the two appearances of Πˆ(0,n] − I are the four strings
∧0ε · · · δ0∧, ∧0ε · · · δd, dε · · · δ0∧, and dε · · · δd in the first reduction formula,
with positive, negative, negative and positive signs. This follows by integrat-
ing the latter strings on the first and/or last variables, and using identities
such as
∫
α(z1)Πˆ
(0,n]
1,2 dρˆ(z1) = Πˆ
(0,n]α(z2). The second and third formu-
las are obtained similarly, and more easily, with the appropriate definitions
of the remainder strings. (The notation 1¯ is motivated by the fact that∫
α(z1)Πˆ
(n,k]
1,2 dρˆ(z1), which is represented by a 1, is equal to Πˆ
(n,k]α(z2),
which is (I − Πˆ(0,n])α(z2) up to terms “above k”.)
We now proceed in two steps to rewrite all strings that make up the
difference of the influence functions for j = 4, . . . ,m. First we write p(x1) =
pˆ(x1) + (p − pˆ)(x1) and similarly for the density of Xj , and expand on the
plus signs, to rewrite every string ε · · · δ as:
(10.11) ε · · · δ = ∧ε · · · δ∧ + ∧ε · · · δd + dε · · · δ∧ + dε · · · δd.
Second, if one or both of ε and δ are 0, we expand the first string on the
right side (with two ∧) using the reduction formulas (10.10), where we use
the first formula if both ε = δ = 0 and the second or third if one of ε, δ is 0.
After doing this for all strings up to some order, we end up with:
(i) strings of the type ∧ε · · · δ∧, with both ε, δ ∈ {1, H, 1¯}.
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(ii) strings of the type ∧ε · · · δd.
(iii) strings of the type dε · · · δ∧.
(iv) strings of the type dε · · · δd.
Note that the reduction formulas (10.10), as we applied them, produce a
string ∧ε · · · δ∧ with two ∧ only if ε · · · δ is of type (i). We shall show that
the strings of type (i) are individually small, while the contributions of the
other types are small after cancellation.
Strings of type (i) can be bounded with the help of Lemma 12.6. For
ε · · · δ a string of length j − 3 with j ≥ 4, with H counted as having length
2,
∣∣∧1ε · · · δ1∧∣∣ ≤ ∥∥∥Πˆ(n,k]a− aˆa ∥∥∥r∥∥∥Πˆ(n,k] b− bˆb ∥∥∥r‖g − gˆ‖j−2(j−2)r/(r−2).
For 1¯ instead of 1 the similar statement is true, but with I − Πˆ(0,n] replac-
ing Πˆ(n,k]. Since the projections are norm-decreasing up to a constant by
assumption (and Lemma 12.2), the norms in the display are bounded up to
a constant by the norms of the functions (I − Πˆ(0,n])α, for α = (a− aˆ)/a or
α = (b− bˆ)/b, respectively. Strings of type (i) starting or ending with H and
at least one other symbol can be treated in the same manner, as the kernels
in H all start above n. These strings minimally give a square estimation
norm ‖g − gˆ‖2(m−2)r/(r−2), and are accounted for in the fourth term of the
bound on the bias in Theorem 8.1. The only string of type (i) of length 2 is
H. In the proof for m = 3 this was shown to be accounted for by the third
term of the bias bound.
Every string of type (ii) arises both from the initial expansion (10.11)
of ε · · · δ, and from the secondary expansion (10.10) of ∧ε · · · δ0∧. In the
expansions they carry the same sign, but as they arise at different orders,
the alternation of signs in the orders makes them cancel. The same analysis
applies to strings of type (iii). Finally, strings of type (iv) arise from the
initial expansion of the string ε · · · δ and from the secondary expansion of
the string ∧0ε · · · δ0∧, with the opposite sign. As the latter strings arise at
orders that differ by two, they also cancel.
If we consider terms up to order m, then the strings that cancel versus
strings at orders m + 1 or m + 2 are left. These are the strings dε · · · δd of
length m − 2 and m − 1, with H counted as two symbols, and the strings
dε · · · δ∧ and ∧ε · · · δd of length m − 1. In view of Lemma 12.6, for ε · · · δ of
imsart-aos ver. 2013/03/06 file: Usub.tex date: December 9, 2015
HIGHER ORDER ESTIMATING EQUATIONS 45
length j − 1,
| dε · · · δd| .
∥∥∥Πˆε(a− aˆ
a
g − gˆ
gˆ
)∥∥∥
s
∥∥∥Πˆδ(b− bˆ
b
g − gˆ
gˆ
)∥∥∥
s
‖g − gˆ‖j−2(j−2)s/(s−2)
.
∥∥∥a− aˆ
a
∥∥
sp
∥∥∥g − gˆ
gˆ
∥∥∥2
sq
∥∥∥b− bˆ
b
∥∥∥
sp
‖g − gˆ‖j−2(j−2)s/(s−2).(10.12)
The choices s = rj/(j+ r− 2), p = (j+ r− 2)/j and q = (j+ r− 2)/(r− 2)
give sp = r and sq = (j − 2)s/(s − 2) = jr/(r − 2), and then this term
is bounded above by the first term in the bias of Theorem 8.1. The strings
dε · · · δ∧ and ∧ε · · · δd can be handled similarly; only one of the two extremes
yields a factor g − gˆ, but we need to consider these strings only of length
m− 1.
This concludes the derivation of the bias. The variance is bounded by the
sum of the variances of the third order estimator, and the variances of the
variables Unχ
(j,i)
pˆ over i = 1, . . . , j − 2 and j = 4, . . . ,m, for the influence
functions given in (8.6). Relative to the third order influence function, the
influence functions χ(j,i) add a product of projection kernels of dimension n.
In the spirit of Lemma 12.4 these can be integrated out, both from the left
and the right, and bounded out by the supremum on their diagonal, until
only the hyperbolic, third order part of the influence function remains. The
suprema on the diagonal are bounded above by a multiple of n by assump-
tion, and the hyperbolic part can be bounded exactly as in the proof for
m = 3. Because the higher order degeneracy of the kernels also create extra
factors 1/n in the variances of their U -statistics (see (13.1)), the variance is
no bigger than it was for m = 3.
11. Appendix 1: Influence functions. The main aim of this section
is to prove the validity of algorithm [1]–[3] as given in Section 3 for comput-
ing influence functions. We start with a lemma that motivates the defining
property of influence functions in Section 3.
Lemma 11.1. Let f : [−1, 1] → R and g: [−1, 1] × [−1, 1] → R be
k times continuously differentiable with g(t, t) = 0 and (dj/dtj)f(t) =
(∂j/∂sj)|s=tg(s, t) for every t and j = 1, . . . , k. Then, for j = 1, . . . , k and
every u ∈ (−1, 1),
∂j
∂tj
g(u, t)|t=u = −
∂j
∂sj
g(s, u)|s=u.
Proof. The conditions show that the functions s 7→ f(s) and s 7→ g(s, t)
have the same first k derivatives at s = t. Because also g(t, t) = 0, it follows
imsart-aos ver. 2013/03/06 file: Usub.tex date: December 9, 2015
46 ROBINS ET AL.
that f(s) − f(t) − g(s, t) = o(|s − t|k) as s → t. By writing the remainder
term in the form
1
k!
(s− t)k
[[
f (k)
(
t+ ξs(s− t)
)− f (k)(t)− g(k)1 (t+ ξ′s(s− t), t)+ g(k)1 (t, t)],
for f (k) the kth derivative of f and g
(k)
1 the kth partial derivative of g
relative to its first argument, we see that f(s)− f(t)− g(s, t) = o(|s− t|k)
as |s − t| → 0, uniformly in (s, t), by the assumed (uniform) continuity of
the kth derivatives. Now the difference f(s)− f(t) can also be expanded as
−[f ′(s)(t − s) + · · · + f (k)(s)(s − t)k/k!] + o(|s − t|k) as t → s. A similar
expansion of t 7→ g(s, t) = g(s, t) − g(s, s) follows. The lemma follows by
uniqueness of a Taylor expansion.
Let χ: (−1, 1) → R be m times continuously differentiable and let t 7→
pt be a smooth map from (−1, 1) to P. Assume that χ¯(j)t :X j → R are
symmetric functions such that, for t ∈ (−1, 1) and j = 1, . . . ,m− 1, and for
every (x1, . . . , xj) ∈ X j ,
d
dt
χ(t) =
∫
χ¯
(1)
t (x)
∂
∂t
pt(x) dµ(x),(11.1)
∂
∂t
χ¯
(j)
t (x1, . . . , xj) =
∫
χ¯
(j+1)
t (x1, . . . , xj , x)
∂
∂t
pt(x) dµ(x).(11.2)
Lemma 11.2. Under (11.1)-(11.2) and regularity assumptions, the func-
tions χ
(j)
0 = Dpχ¯
(j)
0 satisfy, for every j = 1, . . . ,m,
dj
dtj |t=0
χ(t) =
dj
dtj |t=0
(
Ptχ
(1)
0 +
1
2
P 2t χ
(2)
0 + · · ·+
1
m!
Pmt χ
(m)
0
)
.
Proof. By Leibniz’s rule, for every j and i,
dj
dtj
P itχ
(i)
0 =
∑
j1,··· ,ji
(
j
j1 · · · ji
)∫
· · ·
∫
χ
(i)
0 (p
(j1)
t ×· · ·× p(ji)t ) dµi,
where p
(j)
t is the jth partial derivative of t 7→ pt. Upon evaluation at t = 0
all terms in the sum with one of the indices j1, . . . , ji equal to zero vanish, by
degeneracy of the function t 7→ χ(i)0 . This will happen for every (j1, . . . , ji)
if i > j. It follows that the right side of the lemma can be written as
j∑
i=1
∫
· · ·
∫
χ
(i)
0 b
(i,j)
0 dµ
i,
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for the functions b
(i,j)
t defined by
b
(i,j)
t =
1
i!
∑
j1,··· ,ji>0
(
j
j1 · · · ji
)
p
(j1)
t × · · · × p(ji)t .
We shall show that the left side of the lemma can be written in the same
form.
In fact, we prove by induction on j that, for every t,
(11.3)
dj
dtj
χ(t) =
j∑
i=1
∫
· · ·
∫
χ¯
(i)
t b
(i,j)
t dµ
i.
Because the functions b
(i,j)
t are degenerate, the right is unchanged if χ¯
(i)
t is
replaced by its degenerate part (in L2(pt)), and hence the lemma follows.
Let a dot denote differentiation relative to t. For j = 1 the identity is
exactly assumption (11.1), because b
(1,1)
t = p˙t. If assertion (11.3) is true for
j, then it follows by differentiation that,
dj+1
dtj+1
χ¯(t) =
j∑
i=1
∫
· · ·
∫ [
˙¯χ
(i)
t b
(i,j)
t dµ
i + χ¯
(i)
t b˙
(i,j)
t
]
dµi
=
j∑
i=1
[∫
· · ·
∫ ∫
χ¯
(i+1)
t (b
(i,j)
t × p˙t) dµi+1 +
∫
· · ·
∫
χ¯
(i)
t b˙
(i,j)
t dµ
i
]
,
by (11.2). Here the function b
(i,j)
t × p˙t can be replaced by its symmetrization,
by the assumed symmetry of χ¯
(i+1)
t . It follows that the assertion is true for j+
1 if the b
(i,j)
t satisfy the recursion formulas, with S denoting symmetrization,
bi,j+1t = S(b
(i−1,j)
t × p˙t) + b˙(i,j)t , 1 < i < j + 1,
bj+1,j+1t = S(b
(j,j)
t × p˙t),
b1,j+1t = b˙
(1,j)
t .
The second and third recursions are consistent with the first if we set
b
(j+1,j)
t = b
(0,j)
t = 0.
From the definition of b
(i,j)
t we see that (note that p˙t = p
(1)
t )
S(b
(i−1,j)
t × p˙t) + b˙(i,j)t
=
1
(i− 1)!
∑
j1,··· ,ji−1>0
(
j
j1 · · · ji−1
)
S
(
p
(j1)
t × · · · × p(ji−1)t × p(1)t
)
+
1
i!
∑
j1,··· ,ji>0
(
j
j1 · · · ji
) i∑
l=1
p
(j1)
t × · · · × p(jl+1)t × · · · × p(ji)t .
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This can be seen to be equal to b
(i,j+1)
t . Indeed, the sum defining the latter
function corresponds to the assignments of j + 1 objects to i nonempty
boxes. The two sums in the preceding display correspond to the assignments
in which the (j + 1)th object is alone in a box (i possible boxes, the other
j objects distributed over i − 1 boxes in groups of sizes j1, . . . , ji−1) or is
in a box with at least one other object (i possible boxes, the other objects
distributed over the i boxes in groups of sizes j1, . . . , ji). Note that the
symmetrization S
(
p
(j1)
t × · · · × p(ji−1)t × p(1)t
)
can be written as an average
over the i expressions obtained by placing the term p
(1)
t before the lth factor
of the product
∏i−1
l=1 p
(jl)
t , or after the (i− 1)th factor.
12. Appendix 2: Projections. In this section we collect essential
properties of projections, including representation by kernels, means and
variances, and influence functions. Throughout let µ be a σ-finite measure
onto some arbitrary measurable space.
12.1. Generalities. We call a weighted projection in L2(µ) onto a closed
subspace L with weight function w the map Π:L2(µ)→ L given by
Πg = argmin
l∈L
∫
(g − l)2w dµ.
We assume that the weight function w is bounded away from 0 and ∞, so
that this map is well defined. The weighted projection is determined by:
Πg ∈ L and the orthogonality relationship∫
(g −Πg)l w dµ = 0, ∀l ∈ L.
We say that the weighted projection has a kernel representation with kernel
Π if, for all g ∈ L2(µ),
Πg(x1) =
∫
Π(x1, x2)g(x2)w(x2) dµ(x2).
A weighted projection is of course just an orthogonal projection onto L in the
space L2(ν) for the measure ν defined by dν = w dµ, and as a kernel operator
on L2(ν) it has precisely kernel Π. On the other hand, as a kernel operator on
L2(µ) the weighted projection has kernel (x1, x2) 7→ Π(x1, x2)w(x2), which
includes the weight function. This ambiguity is unavoidable in our context,
as we need to work with multiple weight functions, both estimated and
“true” ones.
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The kernel of an orthogonal projection is symmetric in its arguments.
Thus with the preceding definition the “kernel of a weighted projection” is
also symmetric.
Not all projections have kernels, but projections on finite-dimensional
spaces do.
Lemma 12.1. If e1, . . . , ek are arbitrary linearly independent elements
that span the linear subspace L of L2(µ), then the weighted projection onto
L relative to the weight function w has kernel
Π(x1, x2) =
∑
i
∑
j
(C−1)ijei(x1)ej(x2),
for C the (k × k)-matrix with (i, j)th element Cij =
∫
eiejw dµ.
Proof. Because we can change measure from µ to ν given by dν = w dµ,
if suffices to prove the lemma for the case that w = 1. If Πg =
∑
i γiei, then
the orthogonality relationships g − Πg ⊥ ej give that
∑
i γiCij =
∫
gej dν
for j = 1, . . . , k. We can invert this system of linear equations to see that
γi =
∑
j(C
−1)ij
∫
gej dν for every i. Insert this into Πg =
∑
i γiei and
exchange the order of summation and integration to obtain the result.
We view projections mainly as operators on L2(µ), but for a number of
arguments we need control of approximation errors in Ls(µ) for s > 2. An
L2-projection Π does not necessarily give a best approximation in Ls(µ)
for s 6= 2, but it often gives an approximation that is optimal up to a
constant. This is the case if its norm as an operator Π:Ls(µ) → Ls(µ) is
finite. (Finiteness assumes implicitly that Π maps Ls(µ) in itself; the norm
‖Π‖s is then by definition the minimal number C such that ‖Πg‖s ≤ C‖g‖s
for every g ∈ L2(µ).)
Lemma 12.2. Let Π be an orthonormal projection in L2(µ) onto a sub-
space L that is also contained in Ls(µ). If Π:Ls(µ) → Ls(µ) has bounded
norm ‖Π‖s, then
‖g −Πg‖s ≤
(
1 + ‖Π‖s
)‖g − L‖s.
Proof. The triangle inequality gives ‖g − Πg‖s ≤ ‖g − l‖s + ‖l − Πg‖s.
Since l = Πl, for every l ∈ L, the second term is bounded by ‖Π‖s‖l − g‖s.
We finish by taking the infimum over l ∈ L.
One example are projections on a wavelet basis. The Ls-norm of a func-
tion is equivalent to the `s-norm of the coefficients relative to such a basis
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(suitably normalized). Because the L2-projection is the wavelet expansion
truncated at a certain level of resolution, projection decreases the `s-norm
of the coefficients and hence the Ls-norm of the function “up to a constant”.
12.2. Norms, means and variances. An orthogonal projection in L2(µ)
has operator norm 1, but the square L2(µ× µ)-norm
∫ ∫
Π2 d(µ× µ) of its
kernel is equal to the dimension of its projection space.
Lemma 12.3. The kernel of an orthogonal projection on a k-dimensional
subspace of L2(µ) has square L2(µ× µ)-norm
∫ ∫
Π2 d(µ× µ) = k.
Proof. By writing the kernel in the form given by Lemma 12.1 relative
to an orthonormal basis of the projection space (so that C = I), we find
that∫ ∫
Π2 d(µ× µ) =
∑
i
∑
j
∫ ∫
ei(x1)ei(x2)ej(x1)ej(x2) dµ(x1) dµ(x2).
The off-diagonal elements vanish by orthogonality, while the diagonal ele-
ments are equal to 1.
Typically the square norm of a projection kernel can be written as∫
Π(x, x) dµ(x). In fact, the projection property Π2 = Π of a kernel op-
erator on L2(µ) can be expressed in the kernel as
(12.1)
∫
Π(x1, x2)Π(x2, x3) dµ(x2) = Π(x1, x3), a.e. (x1, x3).
If this equation holds for every x1 = x3 and Π is symmetric, then we obtain
by integration that
∫ ∫
Π2 d(µ× µ) = ∫ Π(x, x) dµ(x).
For simplicity of notation we assume that the kernel is such that (12.1)
is valid for every x1, x3, in particular on the diagonal {(x1, x3):x1 = x3}.
(This is typically a null set, making this an assumption of using a special
representative.) This is true in particular for the kernels in Lemma 12.1.
Lemma 12.4. If Π1, . . . ,Πm−1 are kernels of orthogonal projections in
L2(µ) that satisfy (12.1) identically, then, for any j ∈ {1, . . . ,m− 1},∫
· · ·
∫ m−1∏
i=1
Π2i (xi, xi+1) dµ(x1) · · · dµ(xm) ≤
m−1∏
i=1:i 6=j
sup
x
Πi(x, x)
∫
Π2j d(µ×µ).
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Proof. Equation (12.1) implies that
∫
Πi(x, y)
2 dµ(y) = Πi(x, x), for
every x. If j < m− 1, then we apply this to the integral with respect to xm
of the multiple integral in the lemma, thereby turning thismfold integral into
an (m−1)fold integral of the function∏m−2i=1 Π2i (xi, xi+1)Πm−1(xm−1, xm−1).
Next we bound the factor Πm−1(xm−1, xm−1) by its supremum over xm−1,
and are left with an (m − 1)fold integral of the same type as before times
this supremum. We repeat the argument, removing all kernels to the right
of the jth kernel. Next we apply the same procedure working from the left
side up, until the only remaining integral is
∫
Πj(xj , xj+1) dµ(xj)dµ(xj+1).
The preceding results show that (under (12.1)) the square norms of (prod-
ucts of) projection kernels are controlled by their values on the diagonal.
The following lemma shows that these values do not differ significantly for
weighted projections with different weights.
Lemma 12.5. The weighted projections in L2(µ) onto a finite-
dimensional space L relative to the weight functions v and w possess kernels
Πv and Πw that satisfy (12.1) identically and, for every x,
Πv(x, x) ≤
∥∥∥w
v
∥∥∥
∞
Πw(x, x).
Proof. For a fixed basis e1, . . . , ek of L we can, by Lemma 12.1, rep-
resent the kernels as Πv(x, y) = ~ek(x)
TC−1v ~ek(y) for Cv the matrix with
ijth element
∫
eiejv dµ, and similarly for Πw. By choosing e1, . . . , ek to be
orthonormal in L2(w) the matrix Cw can be reduced to the identity. The quo-
tient Πv(x, x)/Πw(x, x) then takes the form z
TC−1v z/zT z for some z ∈ Rk,
and it suffices to upper bound this quotient uniformly in z ∈ Rk. The supre-
mum of this quotient over z is the maximal eigenvalue of C−1v , which is the
inverse of the minimal eigenvalue of Cv. Because
zTCvz =
∫ ( k∑
i=1
ziek
)2
v dµ ≥ inf
x
v
w
(x)
∫ ( k∑
i=1
ziek
)2
w dν = inf
x
v
w
(x) zT z,
this minimum eigenvalue is bigger than the minimum value of v/w.
Lemma 12.6. If Π1, . . . ,Πm−1 are kernels of integral operators on Ls(µ)
with norms supr/(r−1)≤s≤r ‖Πi‖s ≤ C, then for arbitrary measurable func-
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tions w1, . . . , wm and any r ≥ 2 (with r/(r − 2) =∞ if r = 2),∣∣∣∫ · · · ∫ m−1∏
i=1
Πi(xi, xi+1)
m∏
i=1
wi(xi) dµ(x1) · · · dµ(xm)
∣∣∣
≤ Cm−3‖Π1w1‖r ‖Πm−1wm‖r
m−1∏
i=2
‖wi‖(m−2)r/(r−2).
Proof. Let Mi denote multiplication by wi, i.e. Mig = wig. By Ho¨lder’s
inequality the left side is smaller than, for any conjugate pairs (pi, qi),
‖Π1w1‖p1
∥∥M2Π2M3Π3M4 · · ·Πm−2Mm−1Πm−1wm∥∥q1
≤ ‖Π1w1‖p1 ‖w2‖q1p2‖Π2‖q1q2‖w3‖q1q2p3 × · · ·
× ‖wm−1‖q1···qm−2pm−1‖Πm−1wm‖q1···qm−1 .
We finish by choosing the conjugate pairs so that p1 = q1q2 · · · qm−1 = r
and q1p2 = q1q2p3 = · · · = q1 · · · qm−2pm−1. Then the common value in the
last string is (m− 2)r/(r− 2) and the indices of the operator norms satisfy
r/(r − 1) = q1 ≤ q1q2 ≤ · · · ≤ q1 · · · qm−1 = r.
12.3. Approximations of weighted projections.
Lemma 12.7. Let Πw and Π be the weighted projections onto a fixed
subspace L of L2(µ) relative to the weight functions w and 1, respectively,
and let Mw be multiplication by the function w. Then, for any conjugate
pairs r−1 + s−1 = 1 and p−1 + q−1 = 1, any t ≤ r, any integer m ≥ 2, and
any g,
(i)
∥∥(Πw −ΠMw)g∥∥r ≤ ‖Π‖s‖Πwg‖rq‖w − 1‖rp.
(ii)
∥∥(Πw −Π)g∥∥r ≤ ‖Π‖s∥∥(I −Πw)g∥∥rq‖w − 1‖rp.
(iii)
∥∥(Πw − ΠMw)mg∥∥t ≤ Cm−1‖Π‖s‖Πwg‖rq‖w − 1‖mrp, where p = (m −
1)t/(r− t) (with p =∞ if r = t) and the constant C is the supremum
of the norms of the operator Π:Lu(µ)→ Lu(µ) over u ∈ [t, r).
(iv) ‖ΠMwg‖r ≤ ‖Π‖s‖Πwg‖r
(
2 + ‖w‖∞
)
.
Proof. (i). The orthogonality relationships for the projections Π and
Πw imply that
∫
Π(wg)l dµ =
∫
wgl dµ =
∫
w(Πwg)l dµ, for every l ∈ L
and g. Because Πwg − Π(wg) is contained in L, it follows that, for every
k ∈ Ls(µ) ∩ L2(µ),∫ (
Πwg −Π(wg)
)
k dµ =
∫ (
Πwg −Π(wg)
)
Πk dµ,
=
∫
Πwg(1− w)Πk dµ ≤ ‖Πwg‖qr‖1− w‖pr‖Π‖s‖k‖s,
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by Ho¨lder’s inequality. By approximating a general element k ∈ Ls(µ) by a
sequence in Ls(µ) ∩ L2(µ) (truncate k by a constant and restrict it to sets
of finite µ-measure that increase to the whole space), it is seen that the far
left side is bounded by the far right side of the display for any k ∈ Ls(µ).
Assertion (i) follows, because the norm ‖(Πw −ΠMw)g)‖r is the supremum
of the left side over all k ∈ Ls(µ) with ‖k‖s ≤ 1.
(ii). Because the function (Πw−Π)g is contained in L for any fixed g, the
orthogonality relationships for Π and Πw imply, for any function k as under
(i), ∫
(Πw −Π)g k dµ =
∫
(Πw −Π)gΠk dµ =
∫
(Πw − I)gΠk dµ
=
∫
(Πw − I)gΠk (1− w) dµ
≤ ‖Πwg − g‖qr‖1− w‖pr‖Π‖s‖k‖s,
by Ho¨lder’s inequality. We take the supremum over k to finish the proof.
(iii). The operator Πw−Π vanishes on L, so that Πw−ΠMw = Π−ΠMw =
ΠM1−w on this space. Therefore, for m ≥ 2 and any t′ ≥ t,∥∥(Πw −ΠMw)mg∥∥t = ∥∥ΠM1−w(Πw −ΠMw)m−1g∥∥t
≤ ‖Π‖t‖M1−w‖t′→t
∥∥(Πw −ΠMw)m−1g∥∥t′ .
Here ‖A‖r→s denotes the norm of an operatorA:Lr(µ)→ Ls(µ), and ‖A‖r =
‖A‖r→r. Using Ho¨lder’s inequality, we see that the norm ‖M1−w‖t′→t is
bounded above by ‖1− w‖tt′/(t′−t), for t′ > t.
We repeat this argument m−1 times with the pairs (t, t′) equal to (ti, ti+1)
for a sequence t = t1 < t2 < · · · < tm = r such that 1/ti−1 − 1/ti =
(ti − ti−1)/(ti−1ti) = 1/(rp) for every i. (We divide [1/r, 1/t] in m− 1 equal
intervals of length 1/(rp).) This results in
∥∥(Πw −ΠMw)mg∥∥t ≤ m−1∏
i=1
(‖Π‖ti‖w − 1‖rp)∥∥(Πw −ΠMw)g∥∥r.
Finally we apply (i) to the last term.
(iv). This is a consequence of (i) with p =∞ and the triangle inequality.
12.4. Influence functions. Let L be a fixed linear space of functions con-
tained and closed in L2(p) for every p in a collection P of densities relative
to a fixed measure ν.
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Lemma 12.8. Let Πp be the kernel of a weighted projection operator
in L2(p) onto a finite-dimensional subspace. If the subspace and weight
function w are independent of p, then for almost every (x1, x2) the map
x3 7→ −Πp(x1, x3)w(x3)Πp(x3, x2) is an influence function of the functional
p 7→ Πp(x1, x2).
Proof. The projection property gives that Πpl = l for every l ∈ L, which
can be written as, for almost every x2, with dν = wdµ,∫
Πp(x2, x3)l(x3)p(x3) dν(x3) = l(x2).
Substitute a smooth path t 7→ pt and differentiate at t = 0 to conclude, with
γ = p˙0/p0 the score function of the path and p = p0,∫
d
dt |t=0
Πpt(x2, x3)l(x3)p(x3) dν(x3)
= −
∫
Πp(x2, x3)l(x3)γ(x3)p(x3) dν(x3).
Because Πp projects onto the same space L for all p, the function x1 7→
Πp(x1, x2) is contained in L for every x2, if we use the kernel given in
Lemma 12.1, and hence also the function x1 7→ (d/dt)|t=0Πpt(x1, x2). There-
fore,
d
dt |t=0
Πpt(x1, x2) = Πp
( d
dt |t=0
Πpt(·, x2)
)
(x1)
=
∫
d
dt |t=0
Πpt(x3, x2)Πp(x1, x3)p(x3) dν(x3).
Applying the second last display with l equal to the function de-
fined by l(x3) = Πp(x1, x3) yields that the right side is equal to
−EX3Πp(x2, X3)Πp(x1, X3)γ(X3)w(X3).
12.5. Wavelets. An orthonormal wavelet basis of L2(Rd) is given in
terms of functions ψvi,j indexed by a “resolution” (or scale) parameter i ∈ N,
a “location” parameter j ∈ Zd, and a “dimension index” v ∈ {0, 1}d (e.g.
[12, 9, 8]). Each function ψvi,j is a scaled and translated version of a fixed
base function ψv0,0 through
ψvi,j(z) = 2
id/2ψv0,0(2
iz − j), i ∈ N, j ∈ Zd, v ∈ {0, 1}d.
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The multiresolution property of wavelets entails that for each resolution level
I we can expand a function g ∈ L2(Rd) as
g =
∑
j∈Zd
∑
v∈{0,1}d
〈g, ψvI,j〉ψvI,j +
∑
i>I
∑
j∈Zd
∑
v∈{0,1}d−{0}
〈g, ψvi,j〉ψvi,j .
Thus the functions ψvi,j with i ≥ I, j ∈ Zd and v ∈ {0, 1}d, with v 6= 0
if i > I, span L2(Rd). We consider for each I the projection obtained by
leaving out the contributions of the base functions at resolution levels i > I,
and retaining only the projections on the functions ψvI,j with j ∈ Zd and
v ∈ {0, 1}d.
Lemma 12.9. If the generating base functions ψv0,0 are bounded and com-
pactly supported, then the kernel of the orthogonal projection in L2(Rd) onto
the linear span of all base functions {ψvI,j : i ∈ JI , v ∈ {0, 1}d} whose support
intersects [0, 1]d satisfies Π(x, x) ≤ C2Id for some constant C.
Proof. The kernel can be written in the form
Π(z1, z2) =
∑
j∈JI
∑
v∈{0,1}d
ψvI,j(z1)ψ
v
I,j(z2).
Here JI includes all j ∈ Zd such that the support of ψI,j intersects [0, 1]d. For
a fixed vector (z, z) the function ψvI,j(z)ψ
v
I,j(z) is nonzero only if 2
Iz − j is
contained in the support of the function ψv0,0. The number of vectors j ∈ JI
such that this is the case is bounded by a constant that depends only on
the support of ψv0,0. For each j the product ψ
v
I,j(z)ψ
v
I,j(z) is bounded by 2
Id
times ‖ψv0,0‖2∞. The lemma follows.
It follows by Lemma 12.5 that the kernel of the projection onto the wavelet
bases viewed as subset of L2(ν) is similarly bounded, for any measure ν with
a Lebesgue density that is bounded away from zero and infinity.
In Section 8 the projection has been decomposed as a sum of projections
on subspaces. Within the context of wavelet bases it is natural to choose
the blocks in this decomposition equal to unions of resolution levels, so
that all base functions at a given refinement level are included in the same
block. To this end we choose the grids n = k0 < k2 < · · · < kR = k and
n = l0 < l2 < · · · < lR = k defined in (8.4)-(8.5), which determine the block
size, equal to dyadic numbers
kr = 2
dpr ∼ n2r/α, lr = 2dqr ∼ n2r/β .
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This can be achieved within a factor of 2d. The basis e1, . . . , ek in Section 8
can be taken equal to the functions ψvi,j for i = 0, . . . , I, j ∈ Ji, and v ∈
{0, 1}d, with v 6= 0 if i > 0. Because there are 2d as many functions ψvi,j
at resolution level i = i0 + 1 than there are at level i = i0, the preceding
display can be satisfied.
13. Appendix 3: U-statistics. For degenerate, symmetric functions
f :Xm → R and g:Xm′ → R we have
PnUnf = 0,
Pn(Unf)(Ung) =
1(
n
m
)Pmfg, if m = m′,(13.1)
Pn(Unf)(Ung) = 0, if m 6= m′.
(If the functions f and g are not symmetric, then the second equation needs
correction.) The variance of Unf for a general measurable symmetric func-
tion f :Xm → R can be obtained from this formula by decomposing f in its
Hoeffding decomposition
f(X1, . . . , Xm) =
∑
A⊂{1,...,m}
f|A|(XA),
where f|A|(XA) is the orthogonal projection of f(X1, . . . , Xm) onto the set of
square integrable random variables that are measurable functions of XA: =
(Xi: i ∈ A) that are orthogonal to the random variables that are measurable
functions of XB for any B 6= A (see e.g. [40], Section 11.4). Because the
terms of this decomposition are orthogonal and each term with A 6= ∅ is
degenerate and symmetric, we have
varpUnf =
m∑
l=1
(
m
l
)
1(
n
l
)P lf2l .
The conditional expectation Ep
(
f(X1, . . . , Xm)|XA
)
is the projection of
f(X1, . . . , Xn) onto the functions of XA. The variable f|A|(XA) can also
be obtained by subtracting from this conditional expectation its projection
onto the linear span of the functions XB for B ( A. Consequently, the
variance P lf2l is bounded by the variance of Ep
(
f(X1, . . . , Xm)|XA
)
. This
yields the upper bound, still for symmetric functions f ,
varpUnf ≤
m∑
l=1
(
m
l
)(
n
l
) ∫ [∫ f(x1, . . . , xm) dPm−l(xl+1, · · · , xm)]2 dP l(x1, · · · , xl).
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For asymmetric f , this remains true if the integral in the right is replaced
by the maximum value of the same expression when evaluated with the
arguments of f permuted. Also note that
(
m
l
)
/
(
n
l
) ≤ (m/n)l, for any l ≤
m ≤ n.
If two measures P and Q are close, then the variances of a U -statistic
under P and Q are obviously close too. The following quantifies this in
terms of the order of the U -statistic.
Lemma 13.1. For any measurable function f :Xm → R and any proba-
bility measures P  Q,
Pn(Unf)2 ≤ 2m
(
1 +
∥∥∥∥dPdQ∥∥∥∞
)2m
Qn(Unf)2.
Proof. For Λn =
∏n
i=1(p/q)(Xi) the likelihood ratio of the product mea-
sures Pn and Qn, we can write the left side as
Qn(Unf)2Λn =
1(
n
m
)2 ∑
|A|=m
∑
|B|=m
Qnf(XA)f(XB)Λn
=
1(
n
m
)2 ∑
|A|=m
∑
|B|=m
Qnf(XA)f(XB)ΠΛn = Q
n(Unf)2ΠΛn,(13.2)
where Π is the orthogonal projection in L2(Q
n) onto the closed linear span
of the set of all functions of (X1, . . . , Xn) that can be written as a mea-
surable function of 2m variables only. As the Xi are independent (cf. [40],
Section 11.4.), ΠΛn =
∑2m
l=0 ΠlΛn, for
ΠlΛn =
∑
|A|≤l
(−1)l−|A|EQ
( n∏
i=1
p
q
(Xi)|XA
)
=
∑
|A|≤l
(−1)l−|A|
∏
i∈A
p
q
(Xi),
since EQ(p/q)(Xi) = 1. It follows that
∥∥ΠΛn∥∥∞ ≤ 2m∑
l=0
l∑
k=0
(
l
k
)∥∥∥p
q
∥∥∥k
∞
=
2m∑
l=0
(
1 +
∥∥∥p
q
∥∥∥
∞
)l
.
The lemma follows by substituting this bound in (13.2).
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