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Among the techniques to investigate the properties of condensed matter, transport experi-
ments are particularly interesting as they probe a stationary, but non-equilibrium state in
contrast to thermodynamic quantities, which characterize the equilibrium. Measuring the
transport coefficients such as the electrical or the thermal conductivity provides for valuable
information about the dynamical properties and the interactions of quasi-particles. Probably
most prominent, the transition from the normal to the superconducting state of supercon-
ducting materials is signaled by a sharp drop of the electrical resistivity [1].
In most insulating materials heat is mainly carried by phonons, i.e., the excitations of the
crystal lattice. In metals, charge carriers dominate the heat conduction. Recent experiments
on low-dimensional magnetic insulators [ii, 2–15] have given strong evidence for the presence
of a third channel for heat transport, namely a contribution of magnetic excitations. This
thesis studies the transport properties of low-dimensional quantum spin models, including
transport of spin or magnetization and heat transport. Numerous contributions have been
made to this active field of theoretical research both for classical as well as for quantum me-
chanical systems. For recent reviews, see Refs. [16] and [17], respectively.
The field of low-dimensional magnetism with small spins has attracted the interest of
many researchers for a number of reasons. First, in contrast to magnetic systems with classi-
cal long-ranged ferro- or antiferromagnetic order, novel ground state properties arise due to the
existence of strong quantum fluctuations in reduced dimensions. Therefore, the term quantum
magnetism is commonly in use for this field of research. In one dimension (1D), where quantum
fluctuations are particularly strong, antiferromagnetic order is often suppressed even at zero
temperature, but rather so-called spin liquid states are favored [18–21]. Prominent examples
are dimerized chains and spin ladders. Second and in particular for one-dimensional systems,
many powerful numerical and analytical techniques have been developed, including on the
one hand, Density-Matrix-Renormalization-Group methods (DMRG) [22], Quantum-Monte-
Carlo simulations (QMC) [23,24], and exact diagonalization (ED) [25], and on the other hand,
the Bethe ansatz for integrable models [26] and field-theoretical approaches such as bosoniza-
tion (see Ref. [27] for a review and references therein). Third, the successful preparation of
materials that are good realizations of quasi two- or one-dimensional quantum magnets have
rendered possible a fruitful interplay between theory and experiment [18–20,28,29]. Finally,
the prototype model of quantum magnetism, the Heisenberg model on different topologies, is
the effective model that describes low-energy degrees of freedom of correlated electron systems
at half filling, i.e., with an average density of one electron per site (see, e.g., Refs. [30, 31]).
For instance, the magnetic and electronic properties of the parent compounds of most high-
temperature cuprate superconductors [32] are inherent to the CuO2 planes where each Cu-ion
carries a spin-1/2 moment [33, 34]. A typical example is La2CuO4. At half filling and due
2 Chapter 1: Introduction
to Coulomb correlations, such systems are insulating, and the low-energy degrees of freedom
are magnetic excitations.
In fact, most of the materials for which experimental evidence for magnon thermal con-
ductivity1 has recently been established belong to the class of cuprates. The most prominent
examples are the so-called “telephone-number” compounds (Sr,Ca,La)14Cu24O41 [6–11], the
spin chain materials SrCuO2 and Sr2CuO3 [12, 13], and the quasi two-dimensional antifer-
romagnet La2CuO4 [ii, 2, 3]. In all these cases, the physics of the CuO2 planes dominates
the electronic and magnetic properties, with the difference that in (Sr,Ca,La)14Cu24O41 spin
chains and two-leg ladders are realized [35], SrCuO2 and Sr2CuO3 contain spin chains, while
the magnetism of La2CuO4 is two-dimensional [34].
Historically, magnon thermal conductivity was suggested to be observable at very low
temperatures in para- and ferromagnetic insulators [36, 37]. First theoretical publications
mostly addressed heat conduction in ferromagnets and within spin-wave theory, and both
one [38–41] and higher dimensions [42–50] were studied. Experimentally, magnon thermal
conductivity was discussed already long ago for three dimensional magnetic materials such
as yttrium (see, e.g., Refs. [46, 51, 52]) as a feature at very low temperatures close to 1 K
and also for the spin chain material KCuF3 [53]. The surprising result of the more recent
transport experiments is that magnetic excitations do not only contribute to the thermal cur-
rent, but that such contributions can exceed the heat transport via phonons even at elevated
temperatures. This is particularly obvious in the case of (Sr,Ca,La)14Cu24O41 [7, 8], where
the magnetic contribution to the thermal conductivity is of the order of 100 WK−1m−1 [8]
at room temperature. Using phenomenological expressions, many authors have analyzed the
experimental data finding surprisingly large values for the mean-free paths of magnetic ex-
citations of the one-dimensional compounds [7, 8, 12–14]. For instance, mean-free paths of
several hundred lattice constants have been reported for (Sr,Ca,La)14Cu24O41 [7, 8]. This
observation has stimulated an active theoretical discussion about possible ballistic thermal
transport in the spin models describing the magnetic properties of these compounds [54–59].
The model systems that are studied in this thesis are motivated by the experimental re-
sults, and they include the spin-1/2 XXZ chain, which is a spin chain with nearest neighbor
interactions and an exchange anisotropy, the two-leg spin ladders as well as dimerized and
frustrated chains. If not stated otherwise, antiferromagnetic interactions are considered. For
the interpretation of experiments, one is interested in all possible types of scattering mecha-
nisms, including interactions of the magnetic subsystem with phonons or impurities. In this
work, the main focus is on transport properties of pure spin systems. Furthermore, most
results are obtained for translationally invariant models, but the influence of bond disorder
in spin chains and ladders is also discussed in two examples.
The models are different with respect to several aspects such as ground state properties
or elementary excitations, which will be detailed in the following chapters. In this introduc-
tion, we emphasize the influence of integrability on transport. The spin-1/2 XXZ chain is
an integrable model, which implies that infinitely many conserved quantities are known. A
pragmatic definition of integrability in one dimension is that the model is in principle solvable
along the lines of the Bethe ansatz [26]. Additional interactions as well as spatial variation
of the interactions inducing frustration or dimerization break the integrability. An important
line of research is the comparative study of transport properties of integrable in contrast to
1In this work, the term magnon thermal conductivity is used as a general expression to refer to heat transport
mediated by magnetic excitations.
3nonintegrable systems, since it has been conjectured that integrable systems exhibit ballis-
tic transport [60, 61] within linear response theory [62, 63]. In linear response theory, the
transport coefficients are expressed through current-current correlation functions computed
in an equilibrium ensemble. Linear response theory is the conceptual framework on which
this thesis is based.
A more precise definition of ballistic transport can be given by introducing the Drude
weight. To this end, one considers the frequency dependence of the conductivity, denoted by
σ(ω). The real part of the conductivity σ(ω) is usually decomposed into a part which is sin-
gular at zero frequency ω = 0 and a second part σreg(ω) which is regular in the zero-frequency
limit and thus called the regular part of σ(ω):
Reσ(ω) = D(T )δ(ω) + σreg(ω) . (1.1)
The prefactor D(T ) of the delta-function δ(ω) is the so-called Drude weight and it measures
the conserved part of the current. Originally, the Drude weight was introduced by Kohn [64]
for zero temperature to characterize an ideal conductor. A finite Drude weight obviously gives
rise to a diverging zero-frequency conductivity. The physical reason for finite Drude weights is
the existence of conservation laws that prevent the current from decaying (see, e.g., Ref. [61]).
A trivial example for systems that possess a finite Drude weight are free particles, for which
the particle- and the energy-current operators commute with the Hamiltonian. However, a
nonzero Drude weight can also exist in interacting systems such as the one-dimensional Hub-
bard model (see Ref. [17] and references therein). The Drude weight and the regular part of
the spin and the thermal conductivity are the quantities that are analyzed in this work by
means of exact diagonalization, mean-field theory, and bosonization.
Frequently, the term ballistic transport is used to describe an experimental situation in
which mean-free paths of quasi-particles are larger than sample dimensions. This is different
form the definition used in this work, since a finite Drude weight implies an infinite current
life-time. Using a phenomenological ansatz to identify the life-time of the current with that
of the quasi-particles which carry the current, this diverging life-time translates into infinitely
large mean-free paths.
To conclude this introduction, the structure of the thesis and the main results are outlined.
In Chapter 2, the basics of transport theory within the framework of linear response theory
are summarized. The transport coefficients and expressions for the Drude weight are intro-
duced. Furthermore, the relation of transport and conservation laws as well as the difference
between ballistic and diffusive transport are discussed. Chapters 4–6 also contain the expres-
sions for the quantities that are evaluated. Thus, a reader acquainted with the terminology of
linear response theory may skip Chapter 2 and can read the following chapters independently.
Chapter 3 provides a survey of experiments for the thermal conductivity of low-dimensional
materials. The discussion concentrates on quasi low-dimensional materials, in which magnon
thermal conductivity typically dominates at temperatures of the order of several 10 K or
even at room temperature. From the experimental point of view, magnon thermal conduc-
tivity is best established for (Sr,Ca,La)14Cu24O41, SrCuO2, Sr2CuO3, and La2CuO4. Fur-
ther materials with interesting thermal transport properties such as CuGeO3 [65–69] and
SrCu2(BO3)2 [69, 70] are briefly discussed. In extension of previous work [8, 71, 72] and as
one part of the results of this thesis, the experimental results for Zn-doped La2CuO4 [71] are
analyzed using an equation of Boltzmann-type in Sec. 3.4. For the sake of easy reference,
theoretical results relevant for the thermal conductivity of the materials mentioned above are
reviewed in this chapter in order to describe the emerging picture.
4 Chapter 1: Introduction
Chapters 4, 5, and 6 contain the main results of this thesis for transport properties of quasi
one-dimensional spin systems. The results are divided into three groups: first, the integrable
spin-1/2 XXZ chain, exhibiting ballistic transport properties; second, the nonintegrable, but
translationally invariant spin systems such as spin ladders, dimerized and frustrated chains
and third, bond-disordered systems, namely XY chains with off-diagonal disorder and bond-
disordered two-leg ladders. In the case of the XXZ chain, which has finite Drude weights
in a large part of its parameter space spanned by exchange anisotropy and magnetic field,
the dependence of the Drude weights on temperature, magnetic field, and parameters of the
model is investigated. For the nonintegrable models, the main conclusion is that the Drude
weights vanish in the thermodynamic limit, indicating normal transport properties.
A theory for spin transport of one-dimensional systems such as the Heisenberg chain or the
Hubbard model is a long-standing problem (see, e.g., the reviews presented in Refs. [17,73]),
with strong efforts devoted to transport in the integrable spin-1/2 XXZ chain. The latter
is the subject of Chapter 4. The intriguing property of the spin-1/2 XXZ chain is that
the energy-current operator is a conserved quantity [61, 74]. While this directly leads to a
diverging thermal conductivity, is has also been conjectured that spin transport is anoma-
lous [61], although the corresponding spin-current operator does in general not commute with
the Hamiltonian. However, many issues are still unsolved, including the question whether
the Drude weight for spin transport is nonzero or not at finite temperatures for the spin-1/2
Heisenberg chain. The spin-1/2 Heisenberg chain is a special case of the XXZ chain which
has SU(2) symmetry. The crucial point is that on the one hand, no proof for a finite spin
Drude weight at zero magnetic field has been found so far, and on the other hand, despite
the integrability of this model, even different Bethe ansatz approaches yield inconsistent re-
sults for the spin Drude weight [75–77]. This calls for complementary methods such as exact
diagonalization, which is restricted to finite systems, but not biased by approximations.
The XXZ chain has several different ground state regimes, depending on the anisotropy
and the magnetic field. There is a gapless phase, a ferromagnetic, and an antiferromagnetic
phase, and in the latter cases, a gap exists in the excitation spectrum. In Chapter 4, it is
first shown how the Drude weights in the gapless phase can be computed to leading order
in temperature using conformal invariance. The results for zero magnetic field reproduce
those of Refs. [78–80]. Next, a mean-field theory based on the Jordan-Wigner representation
of spin-1/2 operators [81] is used to compute the Drude weights at finite temperatures for
zero and finite magnetic fields. This approach, though approximative, agrees well with exact
results for the thermal Drude weight in the gapless phase at zero magnetic field [78]. Several
expressions are derived for the low-temperature limit at finite magnetic fields. In addition,
exact diagonalization is used to compute the thermal Drude weight as a function of anisotropy,
temperature, and magnetic field. The comparison with analytically exact results [78, 82] es-
tablishes the applicability of the numerical approach. Regarding spin transport at zero mag-
netic field, the numerical results confirm that the spin Drude weight is finite in the gapless
phase at zero magnetic field, which is in agreement with Refs. [75, 83–90]. This includes the
SU(2)-symmetric case, i.e., the Heisenberg chain. Furthermore, the temperature dependence
of the spin Drude weight is discussed and compared to the results of other authors. Finally,
preliminary numerical results for the magnetothermal response of the Heisenberg chain are
shown. This effect has recently also been studied by QMC simulations combined with exact
diagonalization [91] and analytically [92].
Integrability can be broken by either adding interactions with external degrees of freedom
such as phonons or impurities to the Hamiltonian, or by adding additional intrinsic interac-
5tions such as next-nearest neighbor interactions. The subject of transport in nonintegrable
models is covered in Chapter 5, including spin-1/2 systems such as the frustrated chain, the
dimerized chain, and the two-leg spin ladder. These models are also relevant for the interpre-
tation of several experiments [7–9].
Many authors have studied the influence of integrability-breaking terms on transport prop-
erties [60, 83–88, 93–95]. A conjecture by Zotos and coworkers [83] states that in general, a
vanishing Drude weight for either type of transport can be expected for nonintegrable systems
at finite temperatures.
Regarding thermal transport, the large thermal conductivities observed for the compounds
(Sr,Ca,La)14Cu24O41 have stimulated speculations about dissipationless thermal transport in
spin ladders and other nonintegrable systems [54–58]. The results of a first numerical study
of the thermal Drude weight of spin ladders and frustrated chains have been interpreted in
favor of a finite thermal Drude weight for these systems [54, 58]. Based on the conclusion of
this numerical study, effective low-energy theories have been used to investigate the thermal
Drude weight of nonintegrable one-dimensional spin systems analytically [55, 56]. Subse-
quent numerical studies including this thesis, however, arrive at the opposite conclusion of
a vanishing Drude weight [57, 96], which can also be corroborated from the point of view of
bosonization [59,95,97].
In Chapter 5, bosonization is used to argue that generically, vanishing Drude weights are
expected. The conclusion of vanishing Drude weights is confirmed by an extensive numerical
study of spin and thermal transport for system sizes of up to twenty sites. This also pertains
to the frequency dependence of the thermal conductivity. In the high-temperature limit, the
dc-conductivity can reliably be extracted from the numerical results. Consequences for the
interpretation of recent experiments are discussed for spin ladders.
Finally, interesting physics arises in the presence of impurities. Two cases are studied
in Chapter 6: disordered XY chains and bond disorder in two-leg ladders. Bond disorder
connotes a random distribution of the magnetic exchange couplings in the Hamiltonian.
XY chains, with or without disorder, correspond to noninteracting spinless lattice fermions.
Disorder, as a perturbation, leads to vanishing Drude weights even for a noninteracting sys-
tem. Thus the focus is on the frequency dependence of the regular part of the thermal and
the spin conductivity. First results for the spin conductivity and the thermal conductivity of
XY chains are presented for several types of disorder. Large systems of the order of 104 sites
can be diagonalized numerically since the model is noninteracting.
While the main objective of this work is the theory of transport properties, the final part
mainly deals with impurity-induced bound states in two-leg spin ladders. This is of interest,
since bond disorder can easily be induced by defects in real materials. Using a mapping on
bond-boson operators [98] and applying a projection onto the one particle subspace, it is
shown that mid-gap states appear both for diagonal and off-diagonal disorder. The compari-
son with numerical impurity-averaging reveals that the results obtained in the strong-coupling
limit are qualitatively correct in a wide parameter range. For finite concentrations of impuri-
ties, diagrammatic techniques are available to compute the density of states of the elementary
triplet excitations. The analytical and the numerical results for large systems are in excellent
agreement. Possible extensions of this study are discussed, including transport in disordered
spin ladders and spectral properties of three-dimensional dimer systems.
The results of this work are summarized in Chapter 7. Open issues and future projects
regarding transport in low-dimensional spin systems are outlined.
6 Chapter 1: Introduction
Chapter 2
Transport coefficients
In this chapter, transport theory within the framework of linear response theory is introduced.
Thus, Kubo-formulae are used to describe both spin and thermal transport. It is not the
purpose of this chapter to derive the expressions for the transport coefficients since this is
discussed at length in textbooks. Rather, the chapter lists the quantities that are studied in
this thesis, provides for a qualitative discussion, and it serves to fix the notation. A reader
acquainted with transport theory may directly continue with Chapter 3 and can use this
chapter for easy reference to the equations. The presentation follows Ref. [62] where the
theory for transport coefficients in the zero-frequency limit is based on Luttinger’s work [99].
2.1 Overview
Alternative approaches
In this thesis, transport is described within linear response theory. Other approaches to
study transport properties of quantum spin systems have also been pursued in the literature.
For instance, numerical simulations of stationary non-equilibrium states have recently been
performed for thermal transport by coupling a finite number of spins to external heat baths
[100–104]. The coupling to the external baths is modeled through master-equations. In
such theories, interesting questions arise; for instance, the proper definition of temperature
on the nanoscale has been debated [104–107]. Also, it is not a priori clear under which
conditions a linear gradient in temperature results when a system is coupled to external baths.
Furthermore the relation between temperature and internal energy does not necessarily have
to be linear. So far, the connection between these approaches and Kubo-type of expressions
has not yet been fully elucidated for quantum systems. On the contrary, the understanding of
classical systems such as chains of oscillators is further developed. For a review of theoretical
work done for thermal transport of classical systems, see Ref. [16].1
Another theoretical concept to study transport is the Landauer-Bu¨ttiker formalism, which
is often used for mesoscopic systems. For instance, magnetization transport of Heisenberg
chains of finite length was analyzed in Ref. [120] along the lines of this theory. An introduction
and further details can be found in textbooks [121].
The structure of this chapter is the following. In Sec. 2.2, the main concepts as well as the
quantities to be studied are introduced, providing the reader with the necessary framework to
proceed with the following chapters. This pertains to the relevant correlation functions used
1For more recent publications on heat transport in classical systems, see Refs. [108–119].
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in linear response theory and the definition of the Drude weight. In addition, the appropriate
definition of current operators for spin systems is discussed in Sec. 2.2.2. Further details, such
as some derivations of specific formulae used for the Drude weights, are deferred to Sec. 2.2.3.
Section 2.3 contains a brief discussion of the relation between transport and conservation
laws, surveying theoretical concepts that can be found in the literature. For instance, the
terms ballistic and diffusive transport are often used to interpret transport experiments.
These concepts are introduced in Sec. 2.3.3. For recent reviews on transport properties of
low-dimensional quantum systems, the reader may also wish to consult Refs. [17,73].
A prototype spin Hamiltonian and the Jordan-Wigner transformation
In principle, the transport theory to be outlined in Sec. 2.2 is general and not restricted to
specific models. However, we prefer to introduce a spin Hamiltonian which allows us to discuss
the transport coefficients with perspective to spin models. In addition, spin-1/2 models can
equivalently represented as systems of interacting spinless fermions, which is possible due to
the famous Jordan-Wigner transformation [81]. Therefore, an innate analogy exists between
spin transport of our spin models on the one hand and particle transport of fermions on the
other hand. Extensive use of these equivalent pictures will be made throughout this thesis.
A generic model for the systems studied in Chapters 4, 5, and 6 is a spin-1/2 Heisenberg
Hamiltonian on a chain of N spins with antiferromagnetic interactions, i.e., Jlj > 0, an


























N denotes the number of sites, h is the magnetic field, and Sµl , µ = x, y, z, is the µ-component
of a spin-1/2 operator acting on site l. As usual, S±l = S
x
l ± iSyl is the spin raising(lowering)
operator. The first sum runs over all sites l, and the second over all spins for which the
coupling constants Jlj = J(|l− j|) are nonzero. The couplings are assumed to be nonzero for
|l − j| ≤ r0. The exchange anisotropy is denoted by ∆. Equation (2.1) implicitly specifies a
choice for the local energy density Hl.
The Hamiltonian (2.1) includes the spin-1/2 XXZ chain (r0 = 1) and the frustrated chain
(r0 = 2). In Chapters 4, 5, and 6, at most r0 = 2 will be studied.
Via the Jordan-Wigner transformation [81], the Hamiltonian (2.1) is equivalent to a system
of one-dimensional interacting spinless fermions. Here, the Hamiltonian in terms of Jordan-
Wigner fermions is given for the case of the dimerized and frustrated Heisenberg chain [r0 = 2
in Eq. (2.1)]. For this limiting case of (2.1), which is studied in Chapters 4 and 5, we introduce
the notation Jl = Jl1 and αJ = Jl2. The index l runs over the sites of spins. Dimerization is
introduced through an alternation of the nearest neighbor interaction Jl = λlJ , where λl = 1
for l even and λl = λ for l odd. A nonzero α causes frustration. The free parameters of the
dimerized and frustrated chain are thus λ, α, and ∆ since J can be set to unity.






; S+l = e
iπΦlc†l (2.2)
2If not stated otherwise, constants such as Plancks’s quantum ~, the Boltzmann constant kB, Bohr’s
magneton µB , or the elementary charge e are set to unity throughout this work.
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with
{cl , c†j} = δlj . (2.3)
c
(†)
l destroys(creates) a spinless fermion on site l. {., .} is the anti-commutator. The string-





where ni = c
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Obviously, the magnetic field h acts as a chemical potential for the fermions. In the case of
vanishing anisotropy ∆ = 0, zero frustration α = 0, and no dimerization λ = 1, (2.5) is a
free-fermion model with a nearest neighbor hopping matrix element t = J/2. This limiting







with a cosine band ǫk = −J cos(k)− h, where k is the wavenumber.
2.2 Linear response theory
2.2.1 The regular part and the Drude weights
In this thesis the focus is on transport of heat and spin mediated via magnetic excitations of
a typical Heisenberg spin Hamiltonian (2.1). As is obvious from the Jordan-Wigner represen-
tation in Eq. (2.5), this can equivalently be viewed as particle and heat transport of spinless
fermions. The following equations are not restricted to either one dimension or transport of
magnetic systems, but are more generally valid.
Within linear response theory, the spin and the thermal current are related to the gradients













Here, Ji = 〈ji〉 denotes the thermodynamic expectation value of the current operator ji taken
in the non-equilibrium state and X1 = ∇h and X2 = ∇T act as external forces Xi (i = 1, 2).3
3Strictly speaking, the forces involve additional factors of T−1 [62], which are, however, absorbed in the
definition of the coefficients Lij in the present notation.
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j1 is the spin(particle)-current operator and j2 the thermal current operator, respectively. Lij
denote the transport coefficients. For spin models, off-diagonal elements are only nonzero in
finite magnetic fields, since L12 = L21 = 0 for h = 0 due to particle-hole symmetry [61].
The choice for the current operators and the corresponding forces Xi is ambiguous. As a






JiXi > 0 . (2.8)
In this equation, S denotes the entropy and t is the time variable.
The currents fulfill equations of continuity, relating the local currents to the magnetization
density and the energy density, respectively. Let us consider the example of free particles,
i.e., Eq. (2.6), for which the definition of current operators is intuitive. At zero magnetic field










Here, vk = ∂kǫk is the velocity, ǫk is the one-particle dispersion, and nk = c
†
kck. For the
case of a vanishing magnetic field (or zero chemical potential for the spinless fermions), the
energy current is equal to the thermal current, and we will therefore use both expressions
synonymously.
Given the external forces ∇h and ∇T as well as a finite external field, the corresponding
current operators are
j1 = js; j2 = jth − hjs . (2.11)
Hence, in a finite magnetic field, the thermal current is not simply equal to the energy-current




(ǫk − h)vknk . (2.12)
A different choice of currents that fulfill (2.8) is the pair Js = 〈js〉 and Jth = 〈jth〉. These
currents correspond to the pair of forces −∇(−h/T ) and ∇(1/T ) [62]. The derivation of the
currents for a given spin model will be discussed in more detail in Sec. 2.2.2. For some of the
cases we are interested in, the actual choice for the currents does not matter. For instance,
the final result for the thermal conductivity in finite magnetic fields is the same for both pairs
of currents.
4Frequently, jth is denoted by jE to emphasize that this operator describes transport of energy. We refrain
from this notation to keep the consistency with Refs. [i, iii, iv,v,viii, ix].
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Relation to experiments
The coefficients appearing in the transport matrix of Eq. (2.7) can be related to experimentally
accessible quantities. First of all, the spin conductivity σ, measured under the condition of
∇T = 0, is equal to the first entry in Eq. (2.7), i.e.,
σ = L11 . (2.13)
The thermal conductivity κ is usually measured under the condition of zero particle flow, i.e.,
J1 = 〈j1〉 = 0 . (2.14)
Since the thermal conductivity is defined as
J2 = −κ∇T , (2.15)
one arrives at:





In zero magnetic field, corresponding to a vanishing chemical potential in the particle picture,
this reduces to
κ = L22 . (2.17)
The second term in Eq. (2.16) arises from the coupling of the thermal current operator j2
to the spin-current operator j1, which is linear in the magnetic field h; see Eq. (2.11). This
effect is analogous to what happens in metals where a particle current with opposite sign to
the electrical currents ensures the condition (2.14). This second contribution will be referred
to as the magnetothermal correction. It is often neglected in the case of electrons since it is
usually much smaller than L22 [123].
The off-diagonal elements can also be related to certain experimental situations, now
assuming the presence of a static external magnetic field. Imposing the condition J1 = 0 and
applying a thermal gradient, a gradient ∇h of the magnetic field results:
∇h = S∇T ; S = L12
L11
. (2.18)
This is the analog to the Seebeck effect for charge carriers, and the constant of proportionality
S is called magnetic thermopower, imitating the terminology used for charge carriers.
Finally, also the Peltier effect has its counterpart for magnetic systems. Under the condi-
tion of ∇T = 0, the application of a spin current drives a thermal current with
J2 = ΠJ1; Π = L21
L11
. (2.19)
The coefficients Π and S are not independent but connected via the Onsager relation:
Π = TS . (2.20)
For a discussion of magnetothermal effects in spin-1/2 Heisenberg chains, see Refs. [86,91,92]
and in the one-dimensional Hubbard model, see Ref. [125].
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Transport coefficients and current-current correlation functions
The transport coefficients Lij are related to correlation functions. At finite frequencies ω,











dτ〈ji jj(t+ iτ)〉eq . (2.21)
For a derivation of this equation, see Refs. [79, 126, 127]. In this equation and in Eqs. (2.23)
and (2.24), r = 0 for j = 1 and r = 1 for j = 2. β = 1/T is the inverse temperature and
therefore, also τ has units of T−1. 〈·〉eq denotes the thermodynamic expectation value taken
within an equilibrium ensemble. Note that L12 = L21/T due to Onsager’s relation [62]. It is
straightforward to show that the real part of Lij(ω) can be decomposed into a δ-function at
ω = 0 with weight Dij and a regular part L
reg
ij (ω):
ReLij(ω) = Dijδ(ω) + L
reg
ij (ω) . (2.22)
This equation defines the Drude weights Dij and can be derived by introducing a spectral
representation in Eq. (2.21). In terms of such a spectral representation, Dij and the real part
of Lregij (ω) are given by [61,79]:
















pn〈n|ji|m〉〈m|jj |n〉 δ(ω − (Em − En)) . (2.24)
Here, pn = exp(−βEn)/Z is the Boltzmann weight, Z denotes the partition function, |n〉 are
eigenstates of the Hamiltonian and En are the corresponding eigenenergies. The expression
for the Drude weight Dij simplifies if one of the currents is conserved, e.g., [H, ji] = 0





pn〈n|jijj |n〉 . (2.25)
At this point one can start to give an interpretation of these quantities. For this purpose, we
focus on a specific example, which is spin transport within the model defined in Eq. (2.1); the
physical picture, however, being applicable to other types of transport as well. The following
considerations apply to the thermodynamic limit.
Figure 2.1 shows (a) the real part of the conductivity as a function of frequency and (b)
the current J1 = 〈j1〉 as a function of time. The corresponding Drude weight is D11 and the
zero-frequency limit of Lreg11 (ω) is denoted by
σdc = lim
ω→0
Lreg11 (ω) . (2.26)









Figure 2.1: Left panel: Sketch of the real part of the conductivity Re L11(ω) as a function of frequency
ω. Three cases can be distinguished: (a) Re L11(ω) = D11δ(ω); (b) the Drude weight D11 is finite, but
there is also spectral weight at finite frequencies; (c) The Drude weight vanishes in the thermodynamic
limit and the zero-frequency limit of Re L11(ω) determines the dc-conductivity σdc. In the cases (a)
and (b), transport is ballistic, while case (c) describes the situation in any real experiment. Right
panel: this shows the current 〈j〉 as a function of time t for case (b). In this picture, it is assumed
that an external force, i.e., a gradient of the magnetic field or the chemical potential, was present for
t < 0, but adiabatically switched of, giving rise to a finite initial value of the current at t = 0. In case
(a), the current operator itself is exactly conserved, thus, 〈j〉 does not decay as a function of time. In
case (b), the non-conserved part of the current decays, while the long-time limit of 〈j〉 is nonzero, as
indicated by the dashed line in the right panel. Finally, in case (c), an initial current will decay to
zero on a characteristic time-scale τ in the absence of external forces (not shown in the figure). This
is the situation which is realized in any real experiment as long as the possibility of superconductivity
is excluded.
Three main cases can be distinguished at finite temperatures T > 0:5
(a) D11(T ) > 0; σdc(T ) = 0
(b) D11(T ) > 0; σdc(T ) > 0 (2.27)
(c) D11(T ) = 0; σdc(T ) > 0 .
In the cases (a) and (b), the Drude weight is finite, leading to an infinite conductivity, irre-
spective of σdc. This situation, i.e., D11 > 0 in the thermodynamic limit, will be referred to
as ballistic transport. Case (a) corresponds to an exactly conserved current operator, with
no spectral weight at finite frequencies at all. In case (b), the current operator is decomposed
into a conserved part jc and a second contribution jdec, which decays on a time scale τ :
j1 = jc + jdec , (2.28)
which is illustrated in the right panel of Fig. 2.1. In a transport experiment, the relevant limit
is the long-time limit, thus, the transport coefficient in the zero-frequency limit is determined
by jc. In any realistic experiment, dissipation is present giving rise to a complete decay of an
initial current in the absence of driving external forces. This is case (c) in Eq. (2.27). Since
5In principle, a fourth case is also possible which is D11(T ) = 0 and σdc(T ) = 0. However, a dc-conductivity
σdc(T ) which is exactly zero at finite temperatures is not a very likely case.
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a finite temperature is assumed in Eq. (2.27), one can expect the dc-conductivity σdc(T > 0)
to be nonzero, even if it might be very small for insulators. Note that the possibility of su-
perconductivity is explicitely excluded here. The presence of impurities or a coupling to the
lattice degrees of freedom typically causes dissipation. Therefore, in the absence of supercon-
ductivity, one always expects dissipative transport.
Starting from pure spin models, the question is whether intrinsic scattering causes dis-
sipation, rendering the conductivity finite. It turns out that in integrable one-dimensional
systems such as the Hubbard model or the Heisenberg chain, transport properties are anoma-
lous, characterized by finite Drude weights [61], giving rise to diverging conductivities. Hence,
despite the presence of interactions in both models, intrinsic scattering has no effect on the
conductivities. A detailed discussion of the Heisenberg chain is deferred to Chapter 4, while
more general aspects will be mentioned in Sec. 2.3.
At zero temperature, the Drude weight can be understood as an indicator of metal-
insulator transitions. This viewpoint has been promoted by Kohn [64] and Scalapino et
al. [127,128] in the context of electrical transport. The criteria introduced in Refs. [127,128]
to distinguish metallic and insulating behavior of clean systems at zero temperature are
(i) Perfect metal: D11 > 0
(ii) Insulator: D11 = 0 σdc = 0 .
(2.29)
A prominent example for the Drude weight D11 as being an order parameter of a metal-















Here, the Hamiltonian has been written for the one-dimensional case. t denotes the hopping
matrix element between next-neighbor sites and U is the onsite Coulomb correlation. σ =↑, ↓
is the spin index. Another parameter of this model is the filling, i.e., the average number of
particles per site or band. Both the filling and the U -dependence of the Drude weight are
of interest. For zero temperature, this was calculated in Refs. [129–131]. Limiting cases of
Eq. (2.30) are (i) the band limit U = 0 and (ii) the atomic limit of U = ∞. Regarding the
dependence of the Drude weight on the filling n at zero temperature, the following results
can be derived (see, e.g., Ref. [73]):
(i) D11(n) = 4t sin(
πn
2 )
(ii) D11(n) = 2t| sin(πn)| .
(2.31)
In the band limit (i), the Drude weight is finite at half filling n = 1, while the interactions
drive the Mott-Hubbard transition. For U = ∞, D11 vanishes at half filling, since due to
the correlation, double occupancies are forbidden and the fermions essentially act as spinless
ones.
6For this model, D11 should be interpreted as the Drude weight corresponding to particle transport, or
electrical transport, if multiplied with the charge.
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2.2.2 The definition of current operators for spin models
After these general considerations, the setup of the formalism is completed by giving expres-




ji,l ; i = 1, 2 . (2.32)
The local current operators j1,l and j2,l satisfy equations of continuity [45]
j1,l+1 − j1,l = −i[H,Szl ] , (2.33)
j2,l+1 − j2,l = −i[H,Hl] (2.34)
where Szl is the local magnetization density and Hl is the local energy density, respectively,
with H =
∑
lHl. Note that a discretized version of the divergence divj(x) = jl+1− jl is used
here. At zero magnetic field7, the total currents8 jth[s] =
∑
l jth[s],l corresponding to the local



















This way of writing the currents is particularly convenient, since it is independent of the
specific model. Furthermore, in any numerical implementation, only the local densities need













~˜Sl · (~Sl+1 × ~˜Sl+2) . (2.38)
In Eq. (2.38), the abbreviation ~˜S = (Sx, Sy,∆Sz) is used while ~S is the standard notation.
From these expressions for the current operators and from Eq. (2.21), we see that the com-
putation of transport coefficients involve the evaluation of a four-point correlation function
of spin operators in the case of spin transport and of a six-point correlation function in the
case of thermal transport.
At finite magnetic field, the solutions of the continuity equations are [91]
j1 = js; j2 = jth − hjs . (2.39)
Thus, while the expression for the spin-current operator remains unchanged, the thermal
current couples to the spin-current operator. Both sets of current operators, i.e., (j1, j2) or
7Note that for the currents at zero field, the notations j1(h = 0) = js and j2(h = 0) = jth will be used
throughout the thesis.
8Subscripts in brackets [·
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(js, jth), can be used at finite magnetic fields, giving equivalent expressions for the experi-
mentally observable coefficients σ or κ as defined in Eqs. (2.13) and (2.16). What changes
are the forces and of course, also the expressions for the entries of the transport matrix (2.7)
[see Ref. [62] for further details].
It is often argued that the current operators are not defined unambiguously through the
equations of continuity, since different choices for the local densities Szl or Hl can be made.
This is not so crucial for the spin current because Szl involves only local density operators




= −∂xjl , (2.40)
one can, however, infer that at zero frequency ω, matrix elements of the local current jl do not
depend on the particular choice for dl [132]. Let En, Em be eigenenergies of the Hamiltonian
with eigenstates |n〉. Then it follows that
〈m|∂dl
∂t
|n〉 = i(Em − En)〈m|dl|n〉 (2.41)
since ∂tdl = i[H, dl]. For ω = Em − En = 0, Eq. (2.41) yields
∂x〈m|jl|n〉 = 0. (2.42)
Hence, in the zero-frequency limit, jl is independent of the particular choice for dl.
Finally, it should be mentioned that the definitions for the current operators given in
Eqs. (2.35) and (2.36) apply to the case of a spatially homogenous magnetic field. In general,
the spin current has three spatial components in an inhomogeneous magnetic field. Thinking
in terms of classical vectors, it becomes obvious that the divergence alone cannot determine
the current operator. For a recent discussion of the appropriate way to define the spin-current
operator in inhomogeneous magnetic fields; see Refs. [133–136].
2.2.3 Expressions for the Drude weights
An explicit expression for the Drude weights Dij , corresponding to the currents j1, j2, has
been given in Eq. (2.23). When the currents (js, jth) are chosen, the analogous expressions
for the quantities Ds(h, T ), Dth(h, T ), and Dth,s(h, T ) are [60,61,64]:





















For reasons that will become clear below, the spin Drude weight from Eq. (2.43) is denoted
by DIs instead of simply Ds. In Eqs. (2.43), (2.44), and (2.45), the magnetic field only enters
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via the Boltzmann weights pn. In the numerical analysis presented in Chapters 4 and 5, Dth,
Ds, and Dth,s will be evaluated while the coefficients Dij from Eq. (2.23) can be derived if
desired since they are linear combinations of Dth,Ds, and Dth,s:
D11 = Ds , (2.46)
D21 = Dth,s − hDs , (2.47)
D22 = Dth − 2βhDth,s + βh2Ds . (2.48)
For the thermal Drude weight the following notation is used:
Reκ(ω, h, T ) = Kth(h, T )δ(ω) + κreg(ω, h, T ) . (2.49)
We introduce the symbol Kth(h, T ) for the thermal Drude weight since in finite magnetic
fields and under the condition of 〈js〉 = 0, the thermal conductivity is composed of L22 and
the magnetothermal correction [see Eq. (2.16)]. If all Drude weights Dij are finite, then a
similar relation holds for the thermal Drude weight





If there is no external field, it follows from Eq. (2.50) that
Kth(h = 0, T ) = Dth(h = 0, T ) = D22(h = 0, T ) . (2.51)
High-temperature expansion of the Drude weights
In Chapters 4 and 5, the finite-size scaling of the Drude weights Ds(T > 0) and Dth(T > 0) is
repeatedly analyzed in the high-temperature limit. Such a study allows one to assess whether
the Drude weights Ds(T > 0) and Dth(T > 0) are finite in the thermodynamic limit. The











; i ≥ 1 , (2.52)
where the leading coefficients are denoted by Cs = Cs,1 and Cth = Cth,1. These quantities can
easily be computed numerically by setting all Boltzmann weights pn to unity in Eqs. (2.43)








The partition function Z0 = Z(β = 0) is equal to the dimension of the Hilbert space.
Kohn’s formula
In the literature, the reader will usually find expressions for the spin Drude weight D11 =
Ds which are different from Eq. (2.43). First, this includes Kohn’s famous formula [64],
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generalized to finite temperatures [60,137]









To arrive at this expression, one considers finite rings of length N being pierced by the flux
Φ [138], i.e., a static twist about the z-axis, resulting in a flux-dependent Hamiltonian H(Φ).
Second, one can show that Eq. (2.54) can be written as [60,79]
DIIs (h, T ) =
π
N







The operator Tˆ is the kinetic energy to be defined below. To allow for an explicit distinction
of the Drude weight from Eqs. (2.54) and (2.55) from the one defined in Eq. (2.43), the former
will be denoted by DIIs and the latter by D
I
s . Next, three aspects will be explained in more
detail: (i) the equivalence of Eqs. (2.54) and (2.55), (ii) the relation of DIs and D
II
s , and (iii)
the optical sum rule.
Derivation of Eq. (2.55) for DIIs (T )
The derivation of Eq. (2.55) from Eq. (2.54) within second-order perturbation theory is quite
instructive and it is briefly outlined here for the Heisenberg chain expressed in terms of spinless
fermions in one dimension [α = 0, λ = 1 in Eq. (2.5)]. The same procedure applies to the
Hubbard model. As a byproduct, the appropriate definitions of Tˆ and the current operator
j1 = js become obvious.
In a static flux Φ the fermion operators cl acquire a phase shift:
cl → eiAlcl . (2.56)









iAc†l cl+1) + f({nl})
}
. (2.57)
Note that the phase cancels in density operators nl. Thus, generalizing the model, terms
containing only density operators nl are summed up in f({nl}), including a Zeeman term.
Furthermore, using a gauge transformation, the phase can completely be shifted to one link,
e.g., between sites 1 and N [64]. Therefore, the Drude weight DIIs can also be seen as the
response to generalized boundary conditions.
Expanding H(Φ) up to second order in Φ yields [79]














c†l+1cl − c†l cl+1
)
(2.59)
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is equivalent to the one given in Eq. (2.37), where it was derived from the equation of conti-








l cl+1) . (2.60)
By applying second-order perturbation theory to H(Φ) it is straightforward to arrive at
Eq. (2.55); see Refs. [79,126]. To this end, one considers an eigenstate |n(Φ)〉 of H(Φ), given





which obeys the normalization condition
〈n|n(Φ)〉 = 1; |n〉 = |n(Φ = 0)〉 ⇒ 〈n|n(r)(Φ)〉 = 0 . (2.62)
Thus, taking the second derivative of an eigenenergy En(Φ) = 〈n(Φ)|H(Φ)|n(Φ)〉 with respect








∣∣∣∣n(1)〉+ 〈n |H(Φ = 0)|n(2)〉 . (2.63)











Using standard perturbation theory with respect to js, one can compute |n(1)〉, paying atten-
tion to possible degeneracies. The final result is Eq. (2.55).
Two expressions for the spin Drude weight: DIs and D
II
s
The fact that there are two expressions for the Drude weight in one dimension, Eqs. (2.43)
and (2.55), might cause some confusion. The objective of this subsection is to elucidate this
issue. The presentation follows Refs. [61,94,127,137].
The two expressions DIs and D
II




DIs (N,T ) = lim
N→∞
DIIs (N,T ) . (2.65)
However, they exhibit differences at low temperatures for finite system sizes [61,84,94]. One
might ask what actually is the Drude weight for a finite system. As a definition, the Drude
weight is the response to an external flux, incorporated into the Hamiltonian in the way
outlined above. Equivalently, it measures the stiffness of the system against twisted boundary
conditions [64]. Thus, the physical Drude weight for a finite system in one dimension is given
by DIIs (N,T ), as defined in Eqs. (2.54) and (2.55). In addition, the sum-rule for the spin
conductivity, which is discussed below, is only fulfilled at all temperatures for DIIs . One might
further ask why one should at all bother about DIs . First, technically, the expressions for D
I
s
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and Dth are analogous, which simplifies any numerical implementation. Second, Narozhny et
al. [84] have argued that any part of Ds that is finite in the thermodynamic limit must be
due to DIs , since this measures the diagonal matrix elements of the current such as 〈n|js|n〉.
A detailed comparison of both quantities for the systems of interest in this thesis will be
presented in Chapters 4 and 5.
A further insight into this issue can be gained by taking the second derivative of the free
energy with respect to the flux Φ:
F (Φ) = − 1
β
lnZ(Φ) . (2.66)
Note the analogies: at zero temperature, Eq. (2.54) gives Kohn’s original result [64]:






thus the Drude weight measures the curvature of the ground-state energy level.9 The intuitive
extension to finite temperatures is not correct, which would be to assume that Ds(T ) is given
by the second derivative of F . In fact,






measures the density of superfluid particles in the thermodynamic limit and in a transverse
vector field [94,137], and is usually called the Meissner fraction. Taking the second derivative





























From the derivation of Eq. (2.55), one knows that the second term on the r.h.s. is equal to:









Since this is an expectation value taken in equilibrium, 〈js〉eq must vanish in the thermo-
dynamic limit. In other words, no persistent currents exist at finite temperatures in the
thermodynamic limit. The third term on the r.h.s., multiplied by πN , can be identified as
DIs :











To see this, the basis set {|n〉} is chosen such that js is diagonal in degenerate subspaces,
which can always be achieved by a unitary transformation. From Eq. (2.69) one can then
infer that the difference between DIs and D
II
s is given by the Meissner fraction:
ρs = D
II
s −DIs . (2.72)
In any non-superfluid medium, in one dimension, and for N → ∞, the Meissner fraction
vanishes [61,94,137]. This makes the relation between DIs andD
II
s clear and proves Eq. (2.65).
9A possible degeneracy of E0 is neglected here.
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Optical sum rule
Another useful quantity is the integrated spectral weight I(ω), which is defined by:
Is(ω) = Ds + 2
∫ ω
0+
dω σreg(ω) ; Ith(ω) = Dth + 2
∫ ω
0+
dω κreg(ω) . (2.73)
An important result for the optical conductivity
σ(ω) = L11(ω) (2.74)
can now be derived, which is the optical sum rule [79, 139, 140]. Integrating Eq. (2.22) over









〈−Tˆ 〉 . (2.75)
To arrive at this equation, one makes use of the fact that Reσ(ω) is an even function of
frequency ω. The rest of the computation is straightforward. This relation is very useful
to check numerical implementations. Given a parabolic dispersion, Eq. (2.75) has a very
intuitive interpretation. In this case, the mean-value of Tˆ is replaced by the ratio of density
over mass of the carriers, as it is well known from the Drude theory of metals [123]. Thus,
the integral over Reσ(ω) is related to the total number of particles in the system.
A similar result for the thermal conductivity relating the first moment of Reκ(ω) to the











can be derived from Eqs. (2.21), (2.22), and (2.44) [57].
2.3 Transport and conservation laws
2.3.1 Mazur’s inequality
The influence of conservation laws on transport properties of low-dimensional quantum sys-
tems has been noticed by Zotos and coworkers [61, 141] and has intensely been studied by
other authors also [95,141–144]. For extended reading the reader is referred to Ref. [63]. The
presentation in this section follows Refs. [63,142,145].
The innate relation of conservation laws and transport becomes obvious if one considers
the example of the spin-1/2 Heisenberg chain. A straightforward calculation shows that the
energy-current operator jth defined in Eq. (2.36) is a conserved quantity for all exchange
anisotropies [61,74]. From Eqs. (2.21) and (2.16), one can infer that κ(ω) ∝ L22(ω) diverges.
The situation is more interesting when the current operator j itself is not conserved, but
when further conservation laws play a role and prevent the current from decaying. One promi-
nent example is spin transport in the XXZ chain where js is not conserved for any nonzero
∆:
[H, js] 6= 0 for ∆ 6= 0 . (2.77)
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To be more precise, imagine that {Ql} is the set of all conserved observables in the Liouville
space. The Liouville space contains all observables, which act as (hermitian) operators on
the original Hilbert space, and it has a scalar product [63]. Then the Drude weight Ds = D11
can be written as:
Ds(h, T ) =
π
T N
(js | Pjs) , (2.78)
where P is the projection operator on an orthonormal set of conserved quantities {Ql}. The
brackets (.|.) denote Mori’s scalar product in the Liouville space (see, e.g., Ref. [63]):




dτ 〈A(t)†B(iτ)〉 . (2.79)
The interpretation of Eq. (2.78) is that the Drude weight is finite whenever the current has
a nonzero projection jc on the subspace of conserved quantities in the Liouville space. The
perpendicular component j⊥ = jdec decays.
Since it is in principle difficult to know all conserved quantities, often an inequality is
derived from Eq. (2.78). Restricting to a subset {Qm} ⊂ {Ql} of the conserved quantities,
one obtains [61,146,147]:







which provides a lower bound for the Drude weight Ds(h, T ). In the literature, this relation
is often referred to as Mazur’s inequality [61, 146, 147]. Several authors [61, 87] have used
Eq. (2.80) to infer a finite spin Drude weight for the Heisenberg chain, assuming broken
particle-hole symmetry, or the presence of finite magnetic fields, respectively. Only one con-
served quantity is often considered in Eq. (2.80), namely Q1 = jth, which has a finite overlap
(js|jth) > 0 onto the spin-current operator for h 6= 0 [61]. This proves Ds(h, T ) > 0 for h 6= 0.
The proof does not apply to the case of zero magnetic field, since (js|jth) = 0 for h = 0 due
to particle-hole symmetry [61]. A discussion of the problem whether the spin Drude weight
is finite or not also at zero magnetic field for the XXZ chain is deferred to Chapter 4.
2.3.2 Integrable versus nonintegrable models
An intensely studied question is whether one can find a criterion for the Drude weight to
be finite. Current research focuses on the differences between integrable and nonintegrable
systems [60,83–88,93], on the relation of transport and level statistics [84,88], on the role of
ergodicity [144], and on topological aspects [148]. Quantum-integrability of one-dimensional
models can pragmatically be defined as the model being solvable via the Bethe ansatz. Such
models possess an infinite number of conserved quantities. Examples for integrable quantum
models are the XXZ chain and the one-dimensional Hubbard model. For a formal proof of
the integrability of the Heisenberg chain, relating it to certain limits of the transfer matrices
of two-dimensional classical models, see, e.g., Ref. [149].
Spin systems such as the spin-1 chain, the dimerized or frustrated spin-1/2 chain, or spin
ladders, are nonintegrable. The issue of level statistics is closely related to the crossover
from integrability to non-integrability. The level statistics P (E) of integrable systems follow
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a Poisson distribution while nonintegrable ones have Wigner statistics [100, 150]. Integrable
systems are typically nonergodic due to the existence of many conservation laws.
Regarding transport properties of integrable versus nonintegrable systems, Zotos and
coworkers have proposed the following criteria, based on numerical studies of the spinless
t–V –W model10 [61,83]:
(i) An integrable model is characterized by a finite Drude weight Ds(T ) at finite tempera-
tures if Ds(T = 0) > 0. It is therefore an ideal conductor at any temperature.
(ii) An integrable model remains an insulator at finite temperatures with Ds(T > 0) = 0 if
Ds(T = 0) = 0.
(iii) Nonintegrable systems have a vanishing Drude weight Ds(T > 0) = 0 and exhibit
normal transport behavior.
No formal and general proof for these conjectures exists. For the integrable XXZ chain
and the Hubbard model, spin and charge transport are anomalous under certain conditions.
See Chapter 4 for a discussion of Ds(T ) for the Heisenberg model. Basically, the anomalous
transport properties of integrable models regarding both thermal and spin transport are now
well accepted in the literature. Note, however, that a counter-example against conjecture (iii)
has been given in Ref. [94] and that the second conjecture does also not hold as a general
rule. In finite magnetic fields, counter-examples can easily be found for the XXZ chain, for
instance, the case of spin transport in the ferromagnetic phase, which is shown in Fig. 4.17(b)
and discussed in Sec. 4.5.2.
2.3.3 Diffusive versus ballistic transport
Experiments including transport as well as NMR measurements and neutron scattering are
often interpreted in term of diffusive versus ballistic behavior. Here, we provide a defini-
tion of these terms, which can often be found in experimental papers. The discussion follows
Ref. [17]. Recent studies of spin diffusion in Heisenberg chains can be found in Refs. [151,152].
Consider an observable A =
∑
lAl, e.g., the magnetization or energy, for which a conser-
vation law holds. Then, an equation of continuity exists, relating the local density Al to a
current jA:
∂tAl + ∂xjA(x) = 0 . (2.81)
One is interested in the long-time t → ∞ and short wavelength regime k → 0 of the auto-
correlation function
SAA(l, t) = 〈{Al(t), A0(0)}〉 . (2.82)
Here, { . , . } denotes the anti-commutator. According to spin diffusion phenomenology, one
expects that correlations SAA(l, t) decay as
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χA denotes the static susceptibility, DA is the diffusion constant, and k the wavenumber.
For a one-dimensional systems, this results in a typical square root dependence of the auto-
correlation function on time [152]
SAA(l, t) ∝ t−1/2 . (2.84)
Performing a Fourier transformation in Eq. (2.83) yields the expression




The relation to current-current correlation functions becomes clear if one makes use of the
Fourier-transformed continuity equation
ωAk(ω)− kjk(ω) = 0 . (2.86)






i.e., a Lorentzian in frequency space. This is the form of the correlation function that char-
acterizes diffusive behavior.
In contrast to diffusive transport, ballistic transport is characterized by a δ-function in
SjAjA in this case:
SjAjA ∝ δ(ω − vk) . (2.88)
v is the characteristic velocity of excitations. In the limit of k → 0, the δ-function moves to
ω = 0, and its weight CjAjA is given by the long-time asymptotic value of the current-current
correlations:
CjAjA = limt→∞SjAjA(k = 0, t) . (2.89)
Ballistic behavior of the current-current correlation function translates directly into the pres-
ence of a finite Drude weight, since the transport coefficients can be expressed in terms of the
symmetrized product { . , . } [45]:
Lij(ω) ∝ SjAjA . (2.90)
Finally, it should be mentioned that ill-defined zero-frequency transport coefficients may also
arise as a consequence of peculiar long-time tales in SAA(l, t), even if the Drude weight vanishes
(see Ref. [17] for a discussion and Ref. [152] for a potential example).
Chapter 3
Survey of experimental results
This chapter provides an survey of the numerous recent experiments on magnetic transport
properties of quasi one- and two-dimensional materials. This includes the following materi-
als: (Sr,Ca,La)14Cu24O41 [6–11,71,153,154], Sr2CuO3 [12,13], SrCuO2 [13], BaCu2Si2O7 [14],
AgVP2S6 [15], CuGeO3 [65–69], SrCu2(BO3)2 [69,70], Nd2CuO4 [4,155], and La2CuO4 [ii,2,3].
Furthermore, the approaches used to gain a quantitative description and interpretation of ex-
perimental results are outlined. These are mainly based on phenomenological expressions. A
particular focus is on the magnetic mean-free paths, which can be extracted from experimental
data. The mean-free paths turn out to be extremely large in many examples [7,8,12,13]. Sev-
eral possible scattering mechanisms are discussed and it is shown that the magnetic mean-free
paths can be tuned through Zn-doping [ii, 154]. We also provide for references to theoretical
studies that are relevant for the materials listed above. For a recent review of the experimental
situation, the reader may consult [156].
3.1 Overview
The first section of this chapter contains a brief summary of materials and results of transport
measurement that have attracted attention during the last years.1 The focus of this survey
is on thermal transport measurements of spin-1/2 systems. Some representative examples
will be described in more detail, namely the spin ladder compounds (Sr,Ca,La)14Cu24O41
[6–11,71,153,154] in Sec. 3.2, which is probably the most spectacular and best studied system,
the spin chain compounds SrCuO2 and Sr2CuO3 [12, 13] in Sec. 3.3.1, and finally, the two-
dimensional antiferromagnet La2CuO4 [ii, 2, 71] in Sec. 3.4. Theoretical studies relevant for
the interpretation of these experiments will be mentioned.
These materials have been chosen because for them, broad experimental evidence for
magnon thermal conductivity exists. In particular, the results have been reproduced by
different groups. Therefore, they can be regarded as paradigms for thermal transport in spin
ladders, spin chains, or square lattice antiferromagnets. Further materials with interesting
thermal transport properties, CuGeO3 [65–69] and SrCu2(BO3)2 [69, 70], are discussed in
Sec. 3.5.
The telephone-number compound La5Ca9Cu24O41 exhibits the largest absolute values of
κmag observed so far being of the order of 100 WK
−1m−1 at room temperature T ≈ 300 K [8],
which is remarkable for an insulating material. Note that the thermal conductivity of a
typical metal is of the order of 10 . . . 400 WK−1m−1 [123] while that of an typical insulator
1Note that a possible magnetic contribution to the thermal conductivity was very early discussed for the
spin chain material KCuF3 in Ref. [53].





Figure 3.1: Thermal conductivity of La5Ca9Cu24O41 [8] [panel (a)], SrCuO2 and Sr2CuO3 [13]
[panel (b)], and La2CuO4 [ii] [panel (c)]. (a): κc has been measured along the direction of ladders
in La5Ca9Cu24O41, while κa is the thermal conductivity of one of the other crystal axes. While the
low-temperature peaks, originating from acoustical phonons [8], are similar in both directions parallel
(c-axis) and perpendicular to the ladders (a-axis), the remarkably large second maximum around
170 K is only present in κc. (b): The data denoted by c
′ have been measured in the direction of chains
in both compounds; a′ and b′ denote the perpendicular directions. Note that both axes are scaled
logarithmically. For both materials, i.e., SrCuO2 and Sr2CuO3, a shoulder is visible in κc′ . (c): κab
which is the thermal conductivity measured inplane exhibits the usual phonon maximum around 30 K
and a second maximum at room temperature. The latter is not present if κ is measured perpendicular
to the CuO2 planes, which is denoted by κc in (c). For a discussion of the additional fit lines in
panels (a), (b), and (c), the reader is referred to Secs. 3.2, 3.3, and 3.4, respectively. Reproduced from
Refs. [8], [13], [ii], with permission from the authors.
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such as quartz (SiO2) is of the order of 10 WK
−1m−1 [157]. For this family of materials, i.e.,
(Sr,Ca,La)14Cu24O41, several doping experiments have been performed, which show that: (i)
the phonon contribution to κ can selectively be reduced [7,8,71,153]; (ii) enhancing the hole
concentration in the ladders by substituting Sr by Ca strongly suppresses κmag; and (iii) Zn-
doping, replacing magnetic Cu2+ by nonmagnetic ions, leads to a gradual reduction of κmag
with the magnetic mean-free paths being linear in the inverse Zn-concentration [71,154].
SrCuO2 and Sr2CuO3 are the paradigms for heat transport via spinons, i.e., for thermal
transport in Heisenberg chains. Additionally, most of the theoretical studies [59,78,158,159]
addressing transport in Heisenberg chains have discussed their results with perspective on
SrCuO2 or Sr2CuO3. Finally, the quasi-two-dimensional system La2CuO4 is a well studied
material among the cuprates regarding thermal transport properties and can be viewed as
a paradigm for these materials. Similar to the case of the telephone-number compounds, a
consistent picture arises since replacing Cu by Zn again allows for a controlled suppression of
the magnetic mean-free paths [ii].
The phenomenological indications for magnon thermal conductivity are first, the spatial
anisotropy of the κ tensor and second, a typical double-peak structure observed when κ
is measured either in the direction of chains or ladders or inplane in the case of quasi-2D
materials. This is clearly seen in the cases of La5Ca9Cu24O41 [8] shown in Fig. 3.1(a) and
of La2CuO4 [ii] shown in Fig. 3.1(c), while the thermal conductivity of for SrCuO2 and
Sr2CuO3 [13] only exhibits a shoulder, as is evident from Fig. 3.1(b). As will be discussed in
more detail in the following sections of this chapter, for these three materials there is profound
evidence that the contribution from magnetic excitations is substantial. For instance, if the
phonon contribution κph is subtracted from the total thermal conductivity observed in the
c-direction for La5Ca9Cu24O41, which is the direction parallel to the spin ladders, assuming
κc = κph + κmag , (3.1)
then the resulting κmag is exponentially activated at low-temperatures, i.e., κmag is propor-
tional to exp(−∆sp/T ) . The value obtained for the gap ∆sp is in excellent agreement with
values for the spin gap of the ladders known from other experiments [160–163]. Similarly,
for La2CuO4, κmag, i.e., the magnetic contribution to the inplane thermal conductivity κab,
almost exhibits a T 2-dependence at low temperatures, which is the expected behavior for
two-dimensional quasi-particles with a linear dispersion ǫk for small wavenumbers k.
In some of the other materials where a double-peak structure in one crystallographic di-
rection is observed the situation is less clear, partially even controversial, and in some cases, a
different scenario explains the experimental observations. For instance, the thermal conduc-
tivities of CuGeO3 [65–69], which is a spin-1/2 chain material, and of SrCu2(BO3)2 [69, 70],
which provides a realization of the two-dimensional Shastry-Sutherland lattice [164], have a
very interesting behavior in magnetic fields. In the case of SrCu2(BO3)2, the observed double-
peak structure is not a reflection of two different quasi-particles with different energy scales
contributing to the thermal transport, but rather a consequence of resonant scattering of a
purely phononic thermal current on localized triplet excitations of the Shastry-Sutherland
model [70]. In addition, there is a number of quasi-one dimensional materials, for instance,
BaCu2Si2O7 [14] or La2Cu2O5 [165,166], where κ is anisotropic, i.e., the conductivity in one
crystallographic direction exceeds the conductivity of the other directions, but no double-
peak structure in κ(T ) is found in either direction. See, for instance the case of the spin
chain BaCu2Si2O7 [14] shown in Fig. 3.13. While an excess conductivity observed parallel
to spin chain or ladder structures might hint at a possible extra contribution from magnetic
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excitations, a separation of κph and κmag is complicated in this example. The example of
the spin-1/2 chain material BaCu2Si2O7, where the exchange coupling is smaller than in
SrCuO2, will be covered in Sec. 3.3.2. Experimentalists have also succeeded in measuring the
thermal conductivity of spin-1 chains, i.e., Haldane systems. So far results are published for
AgVP2S6 [15], which will be mentioned in some detail in Sec. 3.3.3 and contrasted against
spin-1/2 chain materials. Finally, Table 3.1 contains a list of materials with interesting ther-
mal transport properties, lists the references, and compares the coupling constants.
The experiments are frequently discussed with respect to possible ballistic transport in
contrast to diffusive transport. In the literature, the term ballistic often means that the
mean-free paths are larger than the sample dimensions. However, in most theoretical stud-
ies addressing transport in one-dimensional systems2 and in this thesis as well, transport is
called ballistic, if the respective Drude weight3 is finite. Roughly speaking, the Drude weight
measures that part of the current4 which is exactly conserved and which will hence not decay
as a function of time.
The models investigated in Chapters 4 and 5 are relevant for the description of the mag-
netic properties of the quasi one-dimensional materials discussed in this chapter: the XXZ
chain, dimerized and frustrated chains, and spin ladders. From the theoretical point of view,
the Hamiltonians are divided into two groups: first, the integrable XXZ model, in particu-
lar including the spin-1/2 Heisenberg chain with exchange coupling anisotropy ∆ = 1, and
secondly, nonintegrable models such as the dimerized chain, the frustrated chain, or spin lad-
ders. The intriguing property of the spin-1/2 XXZ chain is that its energy-current operator
is exactly conserved [61, 74], leading to a finite thermal Drude weight for this model and
therefore, the prediction of anomalous thermal transport properties.5 In fact, some authors
frequently claim that the large magnetic mean-free paths derived from the experimental data
mostly using phenomenological expressions of the Boltzmann type reflect the divergence of
the conductivity of the underlying pure spin model [12–15,166,167]. The proposed picture is
that the divergence of κmag is screened by weak residual scattering on, e.g., impurities and
phonons. This scenario has even been suggested to describe the thermal transport in the spin
ladder system (Sr,Ca,La)14Cu24O41, exhibiting the largest absolute values of κmag, although
this system is nonintegrable. One of the objectives of this thesis is to clarify the differences
between transport in integrable and nonintegrable models, in particular, with respect to pos-
sible ballistic transport in the latter ones.6 Let us state, in a nutshell, our viewpoint based on
the results of this study as outlined in the following chapters: first of all, for the nonintegrable
models, we find no indication for ballistic thermal transport; on the contrary, the thermal
Drude weight is very likely to vanish in the thermodynamic limit. This is in agreement with
the conclusions of Refs. [57,59]. Thus, the interactions of magnetic excitations of either type,
e.g., spinons for frustrated chains, or triplets for spin ladders, render the thermal conductivity
κmag of pure nonintegrable spin systems finite, irrespective of the presence of a spin gap. The
large absolute values may rather be a simple consequence of the very large exchange cou-
plings which has also been concluded by Zotos [57]. External scattering mechanisms such as
acoustical or optical phonons, impurities, or charge carriers modify the thermal conductivity
κmag(T ) of the pure spin model. Given very large exchange couplings and a large spin gap of
2See, e.g., Ref. [61].
3See Chapter 2 for a definition of this quantity.
4Either charge, energy, particle, or spin current.












Figure 3.2: (a): Sketch of the real part of the thermal conductivity κ(ω) of the Heisenberg chain
as a function of frequency ω. The conductivity is given by Reκ(ω) = Kth(T )δ(ω) due to the exact
conservation of the energy-current operator [61,74]. Thus, the thermal Drude weight Kth is nonzero at
any finite temperature, and any contribution at finite frequencies vanishes. (b): In a real experiment
for spin chain materials, one may expect the Drude weight to be broadened into, e.g., a Lorentzian in
frequency space by external scattering. τ is the inverse width of such Lorentzian, and it is related to
the life time of the current, or the inverse scattering rate, respectively.
the order of 400 K in (Sr,Ca,La)14Cu24O41, compared to the typical energy scales of acoustical
phonons, we can expect this particular scattering channel to be weak. Consequently, and in
particular for La5Ca9Cu24O41, one may speculate that the experimental κmag follows a similar
temperature dependence as the intrinsic κmag of the pure spin ladder in a wide temperature
range.
For materials that contain Heisenberg chains, one proposal is that the thermal conduc-
tivity is, roughly, given by
κmag(T ) ∝ Kth(T ) τ(T ) , (3.2)
where Kth(T ) is the thermal Drude weight of the pure system, broadened to a Lorentzian
with width 1/τ in frequency space by external scattering [14, 54, 91]. Figure 3.2 provides an
illustration. Writing down Eq. (3.2) in this form, an energy dependence of τ is neglected.
This, however, has been argued to be a strong and unrealistic approximation [55].
Since the thermal Drude weight is exactly known for arbitrary temperatures and exchange
anisotropies [i, iii, 78, 82], Eq. (3.2) can be used to estimate the external scattering rate τ−1.
One should be aware of the fact that this is, strictly speaking, not a microscopic theory for
κmag, since firstly, the validity of Eq. (3.2) is based on the assumption of energy-independent
scattering rates, and secondly, the scattering rates themselves are not modeled.
Regarding the absolute value of κmag, it is clear that it will strongly be influenced by τ(T ).
Whether or not one observes a thermal conductivity κmag(T ) with a temperature dependence
which is mostly dominated by that of Kth(T ) probably depends on the relevant energy scales.
In fact, recent theoretical studies taking into account spin-phonon coupling [59,158,159] and
scattering on impurities [158,159] predict a temperature dependence of κmag(T ) that is, even
at low temperatures, governed by the temperature dependence of the respective scattering
rates 1/τ . Finally, one should keep in mind that, despite the impressively consistent picture
that arises for La2CuO4 [ii, 71] or (Sr,Ca,La)14Cu24O41 [8, 10, 11, 153, 154], the extremely
large magnetic mean-free paths derived from experiments are based on phenomenological
expressions (see, e.g., Refs. [ii, 7–9, 11–14, 153, 154]). The phenomenological models lack a
profound theoretical justification at present, e.g., for spin ladders.
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The phenomenological expression used to describe the magnon thermal conductivity of
La2CuO4 is part of the work done in this thesis. Its application to Zn-doped La2CuO4 has
been published in Ref. [ii].
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Material Refs. Geometry Coupling-constants
Quasi-1D spin-1/2 chains
CuGeO3 [65–69] (frustrated) chains J = 120 K [168], INS
α=0.35 [169,170]
SrCuO2 [13] chains J = 2600 K [171], INS
Sr2CuO3 [12,13] chains J = (2200 ± 200) K
[172], χ(T ); [173], OPT
J = (2600 ± 200) K
[174], χ(T )
BaCu2Si2O7 [14] chains J = 280 K [175], χ(T )
Quasi-1D spin-1 chains
AgVP2S6 [15] chains J = 780 K [176]
Spin-1/2 ladder systems
Sr14Cu24O41 [6–9] 2-leg ladder J⊥ = 1508 K
J‖ = 835 K [162], INS
Sr14−xCaxCu24O41 [7, 10,11] 2-leg ladder
La5Ca9Cu24O41 [8, 153] 2-leg ladder J⊥ ≈ J‖, Jring/J⊥ ≈ 0.1
J⊥ = 1280 [177], INS
J⊥ = 1550 [178], OPT
Sr14Cu24−xZnxO41 [71,154] 2-leg ladder
La2Cu2O5 [165,166] 4-leg ladder
Quasi-2D materials: R2CuO4; R=La,Nd,Pr
La2CuO4 [ii, 2, 3] square lattice J = 1550 K [179]
La2Cu1−zZnzO4 [ii, 3] square lattice
La2−xEuxCuO4 [ii, 180] square lattice
La2−xSrxCuO4 [3, 71] square lattice
Nd2CuO4 [4, 155] square lattice J = 1500 K [155]
Further quasi-2D materials
Sr2CuO2Cl3 [5] square lattice J = 1225 K [5]
K2V3O8 [155,181] square lattice, V
4+ ions J = 12.6 K [182]
SrCu2(BO3)2 [69,70] Shastry-Sutherland lattice J1 = 72 K; J2 = 43 K [183]
Table 3.1: This table contains a list of thermal conductivity measurements of materials that are
discussed in this chapter. For most of them, magnon thermal conductivity has been proposed. For
SrCu2(BO3)2 and K2V3O8, a magnetic contribution to κ has been excluded [69, 155]. The case of
CuGeO3 is still under controversial discussion; see Sec. 3.5.1. See Eq. (2.5) for a definition of α,
Fig. 3.18 for J1, J2, and Fig. 3.3 for a definition of J⊥ and J‖. Jring measures a four-spin ring exchange
term [177,178]. If available, experimental values for the exchange couplings are given together with the
respective reference. The following abbreviations are introduced to denote the experimental technique
used to determine J : INS: inelastic neutron scattering; χ(T ): magnetic susceptibility; OPT: optical
spectroscopy.
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3.2 The spin ladder compounds (Sr,Ca,La)14Cu24O41
Structural and magnetic properties
The compounds of the family (Sr,Ca,La)14Cu24O41 are often called telephone-number com-
pounds because of the six digits in the structural formula. The structure of the parent com-
pound Sr14Cu24O41 is depicted in the upper panel of Fig. 3.3. It consists of alternating lay-
ers [35]: (i) the cation-planes; (ii) the CuO2 containing chains shown in the lower-left panel
of Fig. 3.3; and (iii) the Cu2O3 planes containing two-leg ladders shown in the lower-right
panel of Fig. 3.3. The ladders and chains can be regarded as quasi-one dimensional struc-
tures, since the interactions between chains and ladders, respectively, in the same plane are
frustrated while the interplane interaction is weak. Both ladders and chains extend in the c-
direction as can be seen in Fig. 3.3, but the structure is incommensurate since cL ≈ 3.9 A˚ and
cK ≈ (10/7)cK . The lattice constants in the other directions are a ≈ 11.3 A˚ and b ≈ 12.6 A˚.
For a detailed discussion of structural, thermodynamic, and magnetic properties of spin lad-
der systems in general, the reader is referred to the article by Johnston et al. [28] and the
review by Dagotto [19]. For (Sr,Ca,La)14Cu24O41, Ref. [184] also provides a wealth of details.
Here, we are primarily interested in the properties of the spin ladders, because excitations
of the spin chains are very unlikely to contribute to the thermal conductivity; for arguments
given below. For the exchange couplings along the legs of the ladders J‖ and along the
rungs J⊥ of Sr14Cu24O41 (see Fig. 3.3) different values are reported in the literature. The
values are listed in Table 3.1. Most recent studies find J‖ ≈ J⊥ with J⊥ ≈ 1280K [177] or
J⊥ ≈ 1550K [178]. To obtain these results from inelastic neutron-scattering [177] and optical
spectroscopy [178], respectively, a four-spin ring exchange term of roughly Jring ≈ 0.1J⊥ has
to be taken into account.
Note that Sr14Cu24O41 is intrinsically hole-doped in the CuO planes, with an average va-
lency of Cu2.25+. For the hole concentration in the chains, a value of 0.6 holes per Cu-site has
been proposed [185,186], while only one hole per structural unit resides in the ladders [187].
Thus, most of the holes can be found in the CuO2 chains, where at low temperatures, in-
dications for charge ordering are found [184, 188–190]. The picture proposed for this charge
ordering is that the remaining spin-1/2 moments, alternatingly separated by either one or
two holes, form dimers with a spin gap of 140K [160].
Upon isovalent Ca-doping, holes are transferred from the chains into the ladders [185,186].
In fact, these materials have attracted particular interest since superconductivity under high
pressure was found in Sr14−xCaxCu24O41 for large Ca-contents x ≈ 12 [191,192]. Before, large
superconducting correlations were theoretically predicted for hole-doped two-leg ladders [193]
triggering the experimental quest for superconductivity. With respect to the hole content, the
compound La6Ca8Cu24O41 is special because the CuO planes would be hole free. However,
the preparation of single-crystals turns out to be difficult for this stoichiometry, and therefore
the best suited example to study transport properties of pure spin ladders is La5Ca9Cu24O41.
A detailed discussion of thermal transport properties of the telephone-number compounds
can be found in [71].


































Figure 3.3: Upper panel: Crystal structure of (Sr,Ca,La)14Cu24O41. The material is built up of
alternating layers: CuO2 planes, Cu2O3 planes, and in between, layers containing the (Sr,Ca,La)-ions.
Lower panel, left: top view on the CuO2 planes containing chains. Lower panel, right: Top-view on
the Cu2O3 planes containing ladders. In the CuO2 planes, adjacent chains are shifted against each
other by half a unit cell. Exchange couplings along the rungs of the ladder are denoted by J⊥ and
along the legs of the ladder by J‖, respectively. Adapted from [177].
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Figure 3.4: (a): Thermal conductivity of Sr14Cu24O41 measured parallel (κc) and perpendicular to
the ladders and chains (κa,b). The solid line is a fit to the low-temperature peak to describe the phonon
contribution to the thermal conductivity κc. (b): Magnon thermal conductivity κmag of Sr14Cu24O41
and La5Ca9Cu24O41, compare Fig. 3.1(a), obtained by subtracting the phonon thermal conductivity
κph [solid line in panel(a)] from the total κc; see text for further details. Reproduced from [8].
3.2.1 Thermal conductivity of Sr14Cu24O41 and La5Ca9Cu24O41
Results for the thermal conductivity of Sr14Cu24O41 have independently been reported by
Sologubenko et al. [7], Hess et al. [8], and Kudo et al. [6, 9]. Figure 3.4(a) depicts the
results of Hess et al. [8] for κ of Sr14Cu24O41. The main features, also seen in the case of
La5Ca9Cu24O41 shown in Fig. 3.1(a), are:
(i) The anisotropy between the thermal conductivity κc measured parallel to chains and
ladders and the conductivity κa,b measured perpendicular to the ladder and chain planes,
both regarding the magnitude of κ and its temperature dependence. κc clearly exceeds
κa,b and it exhibits a double-peak structure, which is only seen in the c-direction.
(ii) The absolute values of κc are very large and remarkable for a practically insulating
material. A typical metal, e.g., Cu, has a thermal conductivity of 385 WK−1m−1 at
T = 273 K [123] and diamond, the best known thermal conductor, has a thermal
conductivity of 1000 WK−1m−1 at T = 300 K.7 This has to be compared to κc =
100 WK−1m−1 at room temperature observed in the case of La5Ca9Cu24O41.
The low-temperature peak is explained in terms of standard phonon thermal conductiv-
ity [7,8]. Intuitively the huge second maximum around 170K seen in κc is related to magnetic
excitations. Acoustical phonons are excluded as the elastic constants cannot explain the
anisotropy [7,8]. All authors also argue that the second maximum is not of electronic origin,
as the contribution from charge carriers estimated via the Wiedemann-Franz law would be
far below the observed values for κ [7–9].
In principle, both excitations of the spin chains and the ladders could give rise to the
7http://www.cvd-diamond.com/tfdiprth/frames d.htm.
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excess conductivity. However, the excitations of the spin chains in Sr14Cu24O41 are practi-
cally dispersionless [188]. Furthermore, in Sr14Cu24O41, the effect of charge ordering at low
temperatures occurs [188–190], which is not the case for La5Ca9Cu24O41. As the magnetic
thermal conductivity of both compounds at low temperatures is very similar, the chains are
unlikely to carry the extra amount of heat. To allow for a quantitative analysis, it is necessary
to separate the phonon contribution κph and the possible magnon contribution κmag. This
is a crucial step in the analysis of the experimental data, as it largely determines the error.
The procedure applied in Ref. [8] is briefly outlined. There, the low-temperature peak in κc
is fitted by a Callaway model [194] and then, this fit is extrapolated to high temperatures.
In Sr14Cu24O41, unfortunately, already the phonon peak around 40 K is highly anisotropic,
thus κa and κb cannot be used to deduce the phonon contribution. The situation is better in
La5Ca9Cu24O41, where the low-temperature maxima in κa and κc are almost identical, which
can be seen in Fig. 3.1(a). Note that the phonon maximum in La5Ca9Cu24O41 is smaller than
in Sr14Cu24O41, which is ascribed to two reasons. Firstly, La5Ca9Cu24O41 contains both La
and Ca-ions, which are randomly distributed, causing scattering centers for phonons. Sec-
ondly, in La5Ca9Cu24O41 the chains are structurally disordered, i.e., they are shifted against
each other in the CuO2 planes [8].
Before turning to the quantitative analysis of the experimental data, a special feature of
the thermal conductivity must be mentioned. The peculiar observation is that thermal trans-
port measurements in these materials are irreversible, i.e., different absolute values for the
second maximum of κc are obtained if the samples are cooled or heated during the measure-
ment [71]. This amazing effect is so far unexplained. It does, however, explain the slightly
different values of κc observed in [7] and [8], since the data have apparently been taken un-
der different conditions. A similar observation has recently been reported for the Haldane
compound AgVP2S6 [15] and was also found for CaCu2O3 [195]; thus it might be an intrinsic
feature of magnon thermal transport. For a discussion of possible explanations, the reader is
referred to Ref. [71].
Quantitative analysis of κmag
The results for κmag = κc−κph are shown in Fig. 3.4(b). At low temperatures, the κmag of both
compounds are almost identical, while at higher temperatures, the data for La5Ca9Cu24O41
clearly exceed that for Sr14Cu24O41 by more than a factor of two at T = 300 K. The most im-
portant evidence for magnon thermal conductivity from triplet excitations is the exponentially
activated behavior seen at low temperatures, i.e.,
κmag ∝ e−∆sp/T . (3.3)
This is illustrated in Fig. 3.5. It is also noteworthy that the temperature dependence of
κmag of La5Ca9Cu24O41 is at least compatible with a κmag ∝ T−2 at very high temperatures.
This form is expected for intrinsic magnetic thermal transport without modifications due to
external scattering. Alvarez and Gros [54] have given a fit formula for κmag of La5Ca9Cu24O41
which describes the experimental data quite well. When extrapolated to high temperature,
their fit yields κmag ∝ T−2.
In order to estimate the constant ∆sp in Eq. (3.3), one can either fit a simple activation
law to the data, or choose a somewhat better description in terms of a Boltzmann-type of
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Figure 3.5: Magnetic part κmag of the thermal conductivity of La5Ca9Cu24O41 and Sr14Cu24O41
at low temperatures. Here, κmag ∝ exp(−∆sp/T ) is found at low temperatures, and ∆sp is in good
agreement with the spin gap of the ladder subsystem, determined with other experimental techniques.
The thin, dotted lines display a simple activation behavior according to Eq. (3.3), while the solid lines
stem from Eq. (3.9). Reproduced from Ref. [8].




CV,k vk lmag,k (3.4)
where k denotes the wavenumber, CV,k is the specific heat per k-space volume, vk = ∂kǫk is
the velocity, ǫk the dispersion, and lmag,k is the mean-free path.
Before turning to the discussion of experimental results, note that in general and in
particular for gapped systems, κmag 6∝ CV , where CV is the total specific heat of the magnetic
subsystem. A proportionality between the thermal conductivity and the specific heat can be
established under the condition of ǫk ∝ k in the low-temperature limit [123], as it is the case
for electrons close to the Fermi-surface or for spinons, being the elementary excitations of the
XXZ chain [78] (see also Chapter 4). Furthermore, we need to assume the mean-free path
lmag,k to be independent of wavenumber k, which is a reasonable assumption for scattering
on impurities or sample boundaries. To illustrate this aspect, the following dispersion ǫk for









sp − ǫ2max) cos(k) . (3.5)
This dispersion was also used in Ref. [54] to fit the experimental data and it takes into account
the finite spin gap ∆sp. ǫmax is the upper boundary of the triplet band. We may then write
for the average velocity v = 〈vk〉 and the specific heat CV
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Figure 3.6: Comparison of two phenomenological expressions for the thermal conductivity carried by
the elementary triplet excitations of a spin ladder; Eqs. (3.9) and (3.10); denoted by the thin and thick
solid line, respectively. The temperature T is measured in units of the spin gap ∆sp. The dashed line
is the specific heat CV of a gas of free massive triplets with the dispersion Eq. (3.5). The comparison
reveals that the relation κmag ∝ CV is not valid in gapped systems. One should rather integrate over
the contributions from each volume element in momentum space.





which takes into account that the triplet excitations are threefold degenerate hardcore bosons.8
This deviates from the usual statistics of bosons since the triplets are subject to the additional
constraint that double occupancies of one rung site are forbidden [98]. Under the assumption
that the magnetic mean-free paths do not depend on the wavenumber, i.e., lmag 6= lmag(k),
Eq. (3.4) can be written as9








Since this is a one-dimensional integral, Eq. (3.9) is independent of the specific form of the
dispersion relation ǫk, i.e., vk drops out of the integral.
Combining Eqs. (3.6) and (3.7) yields a relation often claimed to be generally valid in
one-dimensional systems
κmag = CV v lmag . (3.10)
This quantity is compared to κmag from Eq. (3.9) in Fig. 3.6, where κmag/lmag and CV
are plotted versus temperature. The two curves for κmag have their maxima at different
positions and they are quantitatively different. Thus, we prefer not to adopt the very strong
8Equation (3.8) for nk is exact in the limit of J‖ = 0. It has been argued that it also holds for finite
interdimer couplings, see Ref. [196,197].
9See also the discussion in Ref. [72].
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Temperature (K)
Figure 3.7: Main panel: Mean-free paths lmag extracted from κmag using Eq. (3.10) for Sr14Cu24O41
and La5Ca9Cu24O41. The inset shows a comparison of the mean-free paths of Sr14Cu24O41 and
Sr14Cu23.5Ni0.5O41 [71]. Doping with Ni induces both structural and magnetic defects, since Ni-ions
carry a spin-1 moment. Since the mean-free path lmag and κmag (not shown here) are practically
unaffected by Ni-doping, one can conclude that Ni ions reside within the chains and not on ladder
Cu-sites [71]. Reproduced from Ref. [71] with permission from the author.
approximation of κmag ∝ CV and continue with Eq. (3.9).
In order to fit the experimental data some prefactors have to be added in Eq. (3.9) since
the experimental κmag is the thermal conductivity of an array of spin ladders embedded in a
three dimensional environment. Thus, we have
κmag(T )→ NL
~ kB
κmag(T ) and T → kBT , (3.11)
where NL is the number of ladders per unit area, ~ is Planck’s quantum, and kB is the Boltz-
mann constant.
Since ǫmax does not affect the results for temperatures T < 300 K, it is set to ǫmax =
200 meV [162, 177]. Assuming a temperature independent mean-free path at low temper-
atures,10 the fit can be performed and the resulting curves are depicted in the left panel
of Fig. 3.5 for La5Ca9Cu24O41 and in the right panel of Fig. 3.5 for Sr14Cu24O41 [8]. The
values for the spin gap that can be extracted are ∆sp = 396 K for Sr14Cu24O41 and ∆sp =
415 . . . 430 K for La5Ca9Cu24O41, which is in good agreement with values for the spin gap
extracted from neutron scattering data [162]. This result is very important, because it estab-
lishes a positive experimental proof for magnon thermal conductivity in (Sr,Ca,La)14Cu24O41
in contrast to many other materials where the conclusion of magnon thermal conductivity
can only be drawn by giving reasons to exclude other possible heat carriers.
Next, the result for ∆sp and the low-temperature limit of lmag can be used to estimate
the temperature dependence of lmag for T < 300 K. The results are shown for both samples in
Fig. 3.7. First of all, note the extremely large mean-free paths lmag of approximately 3000 A˚
at low temperatures, which corresponds to roughly 700 lattice constants. Secondly, lmag is
10The precise fit-intervals are listed in Refs. [8,71].
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smaller for Sr14Cu24O41 at high temperatures, which is a consequence of the smaller κc. Pos-
sible reasons for this quantitative difference between Sr14Cu24O41 and La5Ca9Cu24O41 are
discussed in Sec. 3.2.2.
Possible ballistic transport in spin ladders materials?
The observation of extremely large magnetic mean-free paths has stimulated many researchers
to speculate about possible ballistic thermal transport in spin ladders [54–56, 58]. As men-
tioned in Sec. 3.1, ballistic thermal transport is characterized by the existence of a finite
thermal Drude weight. A finite Drude weight is related to conservation laws that prevent the
energy current from decaying [61,63,95,145]. In a first numerical study of thermal transport
in spin ladders and frustrated chains [54], Alvarez and Gros claimed that the thermal Drude
weight Kth(T ) is finite in the thermodynamic limit for spin ladders and more generally, for
dimerized chains and frustrated chains also. Based on this conjecture, they analyzed the
experimental data for κmag of La5Ca9Cu24O41 by dividing κmag by their numerical results for
Kth(T ), which allows one to estimate the external scattering rates via
τext ∝ κmag(T )/Kth(T ) . (3.12)
In their theory, intrinsic scattering due to triplet-triplet interactions is of course absent for
thermal transport. They used the dispersion relation given in Eq. (3.5) to extract the magnetic
mean-free path
lmag(T ) = 〈vk(T )〉 τext(T ) . (3.13)
The mean velocity 〈vk(T )〉 was defined in Eq. (3.7). In comparison with the results of Hess
et al., they find much smaller values for lmag; e.g., for T = 100 K, they report lmag ≈ 176 A˚
in contrast to lmag ≈ 3000 A˚ given in Ref. [8]. On the one hand, the kinematic approach
of Ref. [8] might be oversimplified, and therefore, the large magnetic mean-free paths should
be interpreted with some caution. On the other hand, the magnetic mean-free paths of
Zn-doped samples scale linearly with the Zn-distance (see Ref. [154] and the discussion in
Sec. 3.2.3), which, from the experimental point of view, rather supports the large mean-free
paths of Ref. [8]. From the theoretical point of view, the main conclusion of Ref. [54], i.e., the
existence of a finite Drude weight for spin ladders, however, has to be questioned in view of
the results for the thermal conductivity of Ref. [57] and of this thesis [i,iii,iv,v]. In Chapter 5,
an extensive numerical study will be presented that supports the conclusion of a vanishing
thermal Drude weight. This conclusion is in agreement with a recent numerical study by
Zotos [57] and it can be further corroborated by field-theoretical arguments along the lines of
Ref. [95]; see Sec. 5.2. The emerging picture is that instead of the Drude weight, the thermal
conductivity is just the usual zero-frequency limit of a broad nonsingular function κreg(T, ω),
ω being the frequency,
κ(T ) = lim
ω→0
κreg(T, ω) . (3.14)
Note, however, that despite the fact that in nonintegrable models such as spin ladders or
frustrated chains, all relevant conservation laws are broken [iii, 59, 95], Rosch and coworkers
argue that the large absolute values of κmag are mainly a consequence of the presence of
approximately conserved currents [59, 97]. In contrast to this point of view, two alternative
reasons are suggested: (i) κmag is large simply because the exchange couplings are large, and
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(ii) external scattering processes are much weaker in the telephone-number compounds than
in, e.g., SrCuO2. In fact, recent theoretical studies [59, 158, 159] indicate that basically, the
external scattering rates 1/τ dominate the temperature dependence and limit the magnitude
of κmag in SrCuO2.
Scattering mechanisms
This leads directly to the discussion of the relevant scattering processes from the experimen-
tal point of view. Possible scattering mechanisms are: (i) intrinsic scattering, i.e., triplet-
triplet interactions or (ii) external scattering, involving other quasi-particles such as acousti-
cal phonons, optical phonons, charge carriers, or scattering on localized structural impurities,
sample boundaries, or magnetic impurities.
While some authors consider scattering between acoustical phonons and triplets as a very
likely process [14], Hess et al. [153] argue that due to spin conservation, such processes would
require at least two triplets with opposite spin and one phonon. Since the spin gap is very
large ∆sp ∼ 400 K, the energy ∆E transferred in such scattering event must be larger than
800 K. Typical energies of acoustical phonons, however, are much smaller in the cuprates;
thus, on these grounds, Hess et al. conclude that acoustical phonons can be excluded as being
a relevant scattering channel. Optical phonons, on the contrary, are found to have the right
energies of the order of 800 K. Note that this is the energy of a Cu−O−Cu bond stretching




0 + γtrip d
−1
trip + γopt d
−1
opt . (3.15)
Here, scattering on impurities and sample boundaries is summarized in a temperature inde-
pendent constant 1/l0 while dtrip and dopt are measures of the mean distances of triplets and
optical phonons, respectively. The prefactors γtrip and γopt are introduced to account for dif-
ferent scattering probabilities. Next, the mean distances are related to the particle densities
via l−1trip,x ∝ nx with nx being the distribution function of the quasi-particles of species x. This
procedure, taking the γx as fit parameters, results in a consistent fit of lmag if only optical
phonons are taken into account and a less good agreement if only triplet-triplet interactions
are considered. Therefore, Hess et al. suggest that scattering between optical phonons and
triplets is the most relevant process in La5Ca9Cu41O41 [153]. This would also explain why the
thermal conductivity in this compound can be so large, since the relevant scattering channels
involve high-energy processes.
3.2.2 Thermal conductivity of Sr14−xCaxCu24O41
The differences in κmag(T ) between Sr14Cu24O41 and La5Ca9Cu24O41 at high temperatures,
which are evident from Fig. 3.4(b), hint at triplet-hole scattering being efficient in suppressing
the magnon thermal conductivity since La5Ca9Cu41O41 contains only very few holes. Regard-
ing the hole content in the ladders of Sr14Cu24O41, it has not yet fully been clarified whether
this quantity is constant as a function of temperature or not [198, 199]. In any case, the ob-
servation of a low-temperature thermal conductivity κmag, which is almost identical in both
samples, is consistent with the conclusion that triplet-hole scattering is very strong at high
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Figure 3.8: Thermal conductivity κ of Sr14−xCaxCu24O41 for x = 0, 2, 3, 4, 5. Solid symbols de-
note the thermal conductivity κc measured parallel to the ladders, while open symbols denote the
conductivity κa measured perpendicular to the ladder planes. See Fig. 3.3 for the crystal structure.
The upper-most panel also contains κb. The solid line in the latter panel is the usual fit of the low-
temperature phonon maximum according to the Callaway model [194]. Reproduced from [11] with
permission from the author.
but unimportant at low temperatures. This pictures has been further substantiated by a se-
ries of thermal transport measurements on Ca-doped samples, i.e., Sr14−xCaxCu24O41, which
probe the scattering processes in more detail [10,11]. The results for κ of such measurements
are shown in Fig. 3.8 for x = 0, 2, 3, 4, 5, where solid symbols denote κc and open symbols
κa. The main observations are: (i) an overall suppression of κc and (ii) the high-temperature
maximum is stronger reduced upon Ca-doping than the low-temperature peak. It eventually
disappears for x ≥ 4 and changes into a weak decrease of κc for T > 80 K. Since the re-
placement of Sr by Ca introduces randomness into the lattice, it is obvious that the phononic
background is reduced. Note that different ions on Sr sites are not expected to have a strong
effect on κmag since by replacing Sr by La, κmag rather increases at high temperatures while
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(a)
(b)
Figure 3.9: Thermal conductivity of Zn-doped Sr14Cu24−xZnxO41. (a): κc for x =
0.125, 0.25, 0.5, 0.75. In the inset, κc is shown for the case of x = 0.125 and the dotted and solid
lines illustrate the uncertainties in determining the phonon contribution. (b): Preliminary data for
the magnetic mean-free paths lmag of the Zn-doped samples versus inverse mean Zn-Zn distance at
T = 100 K [154].
it is identical at low temperatures T < 100 K for both compounds; see Fig. 3.4(b) again.
In addition, some experimental studies [185,186] suggest that the hole content in the lad-
ders increases upon Ca-doping, from which one can infer that triplet-hole scattering efficiently
relaxes the thermal current. Strong triplet-hole scattering seems to set in above a typical tem-
perature T ∗ [11], and is apparently weaker at low temperatures as can already be inferred
from the comparison of Sr14Cu24O41 and La5Ca9Cu24O41. Based on this observation, Hess et
al. discuss two possible scenarios [11]. On the one hand, the hole concentration in the ladders
could be a function of temperature, increasing at higher T . This could be explained by a
temperature-dependent transfer of holes from chains to ladders in Sr14−xCaxCu24O41, which
is supported by 17O NMR measurements [198,200]. On the other hand, inactive triplet-hole
scattering may be a consequence of charge ordering in the ladders at low temperatures, with
the hole concentration being constant as a function of temperature. The latter picture is
corroborated by unpublished x-ray absorption spectroscopy data [199].
In summary, Hess et al. report experimental evidence for a temperature-dependent scat-
tering probability for triplet-hole scattering in Sr14−xCaxCu24O41 [11]. Further experiments
seem to be necessary to substantiate one of the two proposals mentioned above. Finally, note
that the investigation of charge ordering is interesting from a more general point of view, as
a possible competition of charge ordered ground states and superconductivity is discussed for
the cuprates; both for two- (see, e.g., Ref. [201]) and one-dimensional representatives [20,193].
3.2.3 Thermal conductivity of Zn-doped Sr14Cu24O41
Finally, doping the CuO planes with Zn allows for a study of the influence of nonmagnetic
impurities on transport properties, since for each Zn-ion, one spin-1/2 moment is effectively
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removed. Here, results from Ref. [154] for the thermal conductivity of Sr14Cu24−xZnxO41
with x = 0.125, 0.25, 0.5, 0.75 are summarized. κc(T ) is shown in Fig. 3.9(a). While the
curves for small impurity concentrations display the typical double-peak structure, these fea-
tures become less pronounced at higher doping levels and the extra contribution arising from
magnetic excitations is rather seen as a slow increase of κc for temperatures T & 100 K and,
e.g., x = 0.75. An overall suppression of κc is evident from Fig. 3.9(a), as one would expect
it since on the one hand, the Zn-ions on Cu sites induce phonon-impurity scattering, and on
the other hand, magnetic excitations are likely to be scattered on nonmagnetic impurities.
Applying the analysis based on Eq. (3.9) one can extract the mean-free paths. For details
as to how the phonon background is separated from κc,the reader may consult Ref. [154] The
magnon thermal conductivity κmag is fitted along the lines of Ref. [8], assuming that the spin
gap ∆sp does not change upon Zn doping in first approximation. Scattering on holes must







is made where l0 is due to static defects and l
−1
h measures triplet-hole scattering. Knowing
lh(T ) from Ref. [11], the authors assume this quantity not to be different in the Zn-doped
samples and can then conclude that triplet-hole scattering is irrelevant for T . 100 K.
The mean-free paths lmag are plotted versus the mean Zn-Zn distance dZn−Zn in Fig. 3.9(b).
Very interestingly, the mean-free paths lmag of the doped samples are found to scale linearly
with the mean Zn distance dZn−Zn, i.e.,
lmag = const dZn−Zn (3.17)
where the constant is close to unity. In other words, these experiments show that Zn-doping
is a tool to tune the magnetic mean-free paths in a controlled way. In summary, a consistent
picture for the interpretation of the heat-transport measurements of these spin ladder com-
pounds arises. The notion of magnon thermal conductivity in (Sr,Ca,La)14Cu24O41 is strongly
corroborated by the experiments on Zn-doped samples, since lmag and, through Eq. (3.9), also
κmag are linear in the Zn-Zn distance, as one would expect it in a quasi-particle picture for
the magnon thermal conductivity.
3.2.4 Summary and other spin ladder compounds
In summary, broad experimental evidence exists supporting the conclusion of magnon thermal
conductivity in (Sr,Ca,La)14Cu24O41 [ii, 7–9, 11, 154] as a feature of the Cu2O3 spin ladder
planes. The observed absolute values are very large, calling for an investigation of scattering
mechanisms. An analysis of magnetic mean-free paths based on a kinetic model of Boltzmann
type results in several interesting conclusions. Firstly, scattering on acoustical phonons can
be ruled out on grounds of an energetic argument [153]. Thus, in the case of La5Ca9Cu24O41,
the large values for κmag seem to be a consequence of both the very large exchange couplings
and apparently weak external scattering mechanisms. While theoretical studies indicate that
triplet-triplet scattering should lead to a relaxation of the thermal current (see Ref. [57] and
Chapter 5), this channel could be weaker than scattering on optical phonons [153]. Secondly,
11See the previous section on thermal transport properties of Sr14−xCaxCu24O41, Sec. 3.2.2.
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experiments on Ca-doped samples and the comparison with the compound La5Ca9Cu24O41
reveal that triplet-hole interactions efficiently reduce the thermal conductivity. Hess et al. sug-
gest thermal conductivity measurements as a tool to probe these interactions and propose
the existence of charge ordering in the ladders [11]. Thirdly, it is found that the magnetic
mean-free paths, defined in terms of Eq. (3.9), can directly be tuned by doping the Cu2O3
planes with nonmagnetic Zn-ions, strongly supporting the notion of magnon thermal conduc-
tivity [154].
It is, however, somewhat unsatisfactory that such very large values of κ have so far only
been reported for this particular family of materials. Transport measurements for other
potential ladder materials12 such as CaCu2O3 also find indications for anisotropic thermal
transport hinting at a magnetic contribution, however, with significantly smaller absolute
values of κ observed [195]. Recently, Kudo et al. [165,166] have reported experimental results
for the thermal conductivity of La2Cu2O5. A strong anisotropy of the κ tensor is observed,
but no double-peak structure. One should also mention that, while the structure of La2Cu2O5
suggests that four-leg ladders are realized in this material, the system does not have a spin
gap, but rather orders antiferromagnetically with a Ne´el temperature of TN = 130 K [203].
Thus the magnetic properties are different from those of (Sr,Ca,La)14Cu24O41, in particular,
since La2Cu2O5 has gapless instead of massive excitations, as it has been pointed out in
Refs. [165,166].
Coming back to (Sr,Ca,La)14Cu24O41, it seems that the large thermal conductivity is a
consequence of a large intrinsic conductivity which is only weakly reduced by external scatter-
ing. The strength of external scattering mechanisms is likely to strongly depend on material
specific parameters.
3.2.5 Discussion of theoretical results for spin ladder materials
As mentioned above, in a first numerical study on thermal transport in nonintegrable spin
systems, Alvarez and Gros conjectured that a finite thermal Drude weight exists in the ther-
modynamic limit for two-leg spin ladders and frustrated as well as dimerized chains [54, 58].
Stimulated by their work, Orignac et al. studied the thermal Drude weight of effective low-
energy models based on a representation of the spin ladder Hamiltonian in terms of Majorana
fermions [55]. They have analyzed the magnetic field dependence of the thermal Drude weight
and the influence of impurities on the thermal Drude weight. This study does not provide
for a proof of a finite Drude weight, since the finite Drude weight is a consequence of the
mapping onto noninteracting particles.
A subsequent numerical study [57] as well as the results of this thesis indicate that the
picture of ballistic thermal transport is not supported by either numerical results or field
theoretical arguments. Rather, the relevant quantity seems to be the regular part of Reκ(ω).
For an extended discussion, the reader is referred to Chapter 5.
From the theoretical point of view, it would be desirable to predict the size and temper-
ature dependence of κmag for pure spin ladders for the experimentally relevant temperature
and parameter range. Using numerical techniques, this is currently possible by extrapolating
12Note that optical spectroscopy measurements performed on CaCu2O3 samples indicate that this is rather
a spin chain material with non-negligible three dimensional interchain couplings [202].
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from the high-temperature limit down to temperatures accessible by experiments. While such
comparison presumes some assumptions as to how to perform the extrapolation, the absolute
values of the theoretical results for κmag turn out to be of the same order of magnitude
as the experimental data (see [57] and Sec. 5.6). Thus, the conclusion of magnon thermal
conductivity drawn from the experimental data is consistent with the available theoretical
work.
The thermal conductivity of hole-doped ladders, relevant for Sr14−xCaxCu24O41 and large
doping levels x, was studied in Ref. [204].13 In their theory dressed holons and spinons are
introduced and a mean-field type of approximation is applied to decouple the holon and spinon
sector as well as to separate the thermal current into a purely holon and a spinon contribution.
Phonons are not taken into account and the authors propose, based on a comparison of their
results with experimental data from Ref. [7], that the thermal conductivity in the Ca-doped
samples is dominated by the contribution from dressed spinons [204].
3.3 Thermal conductivity of spin chain compounds
In this section, results for the thermal conductivity of four materials are summarized: SrCuO2,
Sr2CuO3, BaCu2Si2O7, and AgVP2S6 [12–15, 206]. In the first three cases, spin-1/2 chains
are realized, while AgVP2S6 is a Haldane compound with spin-1. SrCuO2 and Sr2CuO3 are
materials with a large energy scale of the magnetic systems since the exchange coupling is
of the order of 2000 K. This has to be contrasted against BaCu2Si2O7, where the exchange
coupling is one order of magnitude smaller.
3.3.1 Spin chain compounds with large J: SrCuO2 and Sr2CuO3
Structural and magnetic properties
For the spin chain compounds SrCuO2 and Sr2CuO3, experimental results on the thermal
conductivity have been reported by Sologubenko et al. [12, 13] and more recently also by
Ribeiro et al. for Ca-doped samples [206], i.e., Sr1−xCaxCuO2.
In both SrCuO2 and Sr2CuO3, spin chains are realized [207, 208]; with the difference
that the chains in Sr2CuO3 are linearly aligned, while in SrCuO2, there are zig-zag, or double
chains. The units cells are depicted in Fig. 3.10. The interchain coupling in Sr2CuO3, denoted
by J ′ in Fig. 3.10, but not drawn for this material, is very small compared to the intrachain
coupling J , being of the order of 2000–3000 K for both materials. Therefore the exchange
couplings are of comparable magnitude as those of Sr14Cu24O41. A major difference between
these two materials and the spin ladder compound Sr14Cu24O41 is that the spectrum of the
former ones is gapless while the elementary excitations of the ladder subsystem of Sr14Cu24O41
are massive triplet excitations. Note that the spectrum of SrCuO2 remains gapless despite
13Within the same theory, the optical conductivity of hole-doped spin ladders was analyzed in Ref. [205].
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of the weak interchain coupling |J ′| ∼ 0.1J [209], since J ′ is a ferromagnetic interaction
[210]. The elementary excitations of Heisenberg spin chains are spin-1/2 quantities, named
spinons [211]. Since spinons can only be created in pairs, the spectrum is a continuum of two-





J | sin(ka)| , (3.19)
where a denotes the lattice spacing along the chain. For an extended review of spin chain
materials and their properties, the reader is referred to, e.g., the paper by Johnston et al. [29]
and further references therein.
Experimental results for the thermal conductivity
As mentioned in Sec. 3.1, the thermal conductivity of both compounds is anisotropic with a
larger conductivity found if κ is measured parallel to the chains. This is the c′-direction, see
Figs. 3.1 and 3.10. In comparison with Sr14Cu24O41, κc′ does not exhibit a clear double-peak
structure, but rather, the additional contribution in the c′-direction is signaled by a shoulder
in the high-temperature side of the phonon maximum. The phonon maximum is located
around 20 K for both compounds. All authors agree that this first maximum is of phononic
origin [12,13,206]. Regarding possible explanations for the shoulder seen in κc, electrons are
excluded since both materials are insulating [13]. Anisotropic phonon-phonon scattering is
ruled out since the elastic constants are only weakly anisotropic [13]. Thus, the remaining
transport channels are optical phonons or spinons. The first possibility is argued to be less
likely on the basis of the results for Ca-doped SrCuO2, i.e., Sr1−xCaxCuO2 [206]. Thus we
are left with thermal transport mediated by spinons by applying the principle of working by
exclusion.
A further quantitative analysis of the magnon thermal conductivity is more complicated
than for the ladder materials. In the latter ones, the existence of the large spin gap of the
order of 400 K gave good reason to assume that κmag is negligible in the entire temperature
range where κph is large. In the spin chain materials, the maxima of κmag and κph apparently
merge, which renders a straightforward separation of the two contributions difficult.
Quantitative analysis of the experimental data
Let us now discuss how the separation of the phonon and magnetic contribution was done for
SrCuO2 and Sr2CuO3. Sologubenko et al. used the Debye-model [194] to model the phonon











(ex − 1)2 τ(x(ω), T ) . (3.20)
In this equation, vph denotes the sound velocity, ΘD is the Debye temperature, ω is the
phonon energy or frequency, respectively, x = ~ω/kBT , and τ(ω, T ) is the relaxation time.
By including a number of scattering processes into τ(ω, T ) such as scattering on sample
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Figure 3.10: The schematic unit cell of Sr2CuO3 and SrCuO2 is shown in the upper left and upper
right panel, respectively. Small solid circles represent Cu-atoms, while small open circles indicate the
position of O-atoms. Lower panel: CuO chains in Sr2CuO3 and SrCuO2, compared to the ladders
in Sr14Cu24O41. Note the labeling of the axes. The labels (a
′, b′, c′) are in the following used to
distinguish between measurements parallel to the chains (c′-direction) or perpendicular to the chains
(a′, b′-direction). For SrCuO2 and Sr2CuO3, J denotes the coupling along the chain direction, while
J ′ is the interchain coupling. For (Sr,Ca,La)14Cu24O41, J is the coupling along the legs of the two-
leg ladder, and J ′ is the rung coupling. Reproduced from [13] with permission from the author; the
structures are known from Refs. [207, 208].
























































































40 60 80 100 200
102
103







Figure 3.11: (a): Magnetic contribution to the thermal conductivity of SrCuO2 and Sr2CuO3 ob-
tained by subtracting the phonon background from the conductivity measured parallel to the chains.
See Ref. [13] for further details. The shaded areas indicate the uncertainties in the determination
of κmag (denoted by κs in Refs. [12] and [13]). Note that both axes are scaled logarithmically. (b):
Mean-free paths for SrCuO2 and Sr2CuO3; obtained from κmag by using Eq. (3.22). Reproduced from
Ref. [13] with permission from the author.
boundaries, on point defects, phonon-phonon umklapp processes, and resonant scattering,
several free fit parameters are introduced. A fair description for the directions perpendicular
to the chains could be achieved in Ref. [13], while this approach failed for the direction
parallel to the chains. In order to extract the possible spinon contribution to κc′ , κc′ was
fitted below T = 10 K, partially fixing some of the free parameters to the values obtained for
the perpendicular directions.14 This procedure yields an estimate for κc′,ph, and results for
κmag obtained from κmag = κc′ − κc′,ph are shown in Fig. 3.11(a) for both materials.15
Note the values: the maximum total κc of SrCuO2 is of the order of 300 K [13, 206] and
κmag still reaches values of 150 K as can be seen in Fig. 3.11(a). This even exceeds the
values reported for La5Ca9Cu24O41 [8], but at room temperature the thermal conductivity of
the spin ladder compounds is clearly larger than in the spin chain materials. Similar to the
telephone-number compounds, practically no variation of κc in magnetic fields of up to 14 T
is found [213].
In the following, we shall discuss some aspects of a quantitative analysis of κmag. Firstly,
the results for the magnetic mean-free paths lmag reported in Ref. [13] are discussed, which
have been derived from the experimental data using Eq. (3.4). Finally, we show that Eq. (3.4)
is equivalent to
κmag = Kth(T )τ(T )/π (3.21)
in the low-temperature limit. Kth is the thermal Drude weight, which is exactly known from
Ref. [78].16 Via lmag = vsτ(T ), the mean relaxation time is directly proportional to the mean-
free path.
We turn to a closer inspection of the experimental results for κmag of SrCuO2 and Sr2CuO3
and a discussion of magnetic mean-free paths; keeping in mind that the results for κmag shown
14See Ref. [13] for the exact definition of all fit parameters.
15In this chapter, the thermal conductivity mediated via magnetic excitations is uniquely denoted by κmag,
while Refs. [12] and [13] use the symbol κs instead.
16See Chapter 4 for a discussion of the thermal Drude weight of spin-1/2 XXZ chains.
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in Fig. 3.11(a) may be affected by possible systematic errors inherent to the procedure of
determining κph.
In Ref. [13], the authors start their analysis of κmag by writing down the one-dimensional











lmag(x(ǫ), T ) dx . (3.22)
Here, x = ǫ/kBT is dimensionless and ns denotes the number of spin chains per unit area. The
underlying assumption of a linear dispersion for the spinons is justified for a nearest neighbor
chain. Below, we shall argue that in a wide temperature range, any dispersion effects can be
neglected for these materials since the exchange couplings are so large.
Lacking a theory for lmag(x(ǫ), T ), the energy dependence of lmag(x(ǫ), T ) was neglected in
Ref. [13] and lmag(T ) was taken in front of the integral. The resulting expression is analogous
to Eq. (3.9), with the only differences that first, in Eq. (3.22) the Fermi-function is the correct
distribution function and that second, the boundaries are different. The results for lmag are
depicted in Fig. 3.11(b). At low temperatures, values of lmag ∼ 2500 A˚ are found for SrCuO2.
This corresponds to roughly 650 lattice constants, since c = c′ = 3.9 A˚ [171]. The mean-
free paths for Sr2CuO3 are slightly smaller, but they are as large as those found for the
telephone-number compounds. In contrast to the case of spin ladders, there are no adjustable
parameters in Eq. (3.22).






sd = Asp T e
−T ∗/T + L−1sd . (3.23)
Note that the T -dependences of lmag and κmag only differ by a factor of T in the low-
temperature regime. In Ref. [59], a theory of spin-1/2 Heisenberg chains coupled to three
dimensional phonons was developed. The authors predict a temperature dependence of κmag
similar to Eq. (3.23). The experimentally determined T ∗ is roughly equal to ΘD/2.
Finally, some comments follow on the relation of Eq. (3.22) to the thermal Drude
weight. Under the assumption of a frequency-independent scattering rate 1/τ and in the
low-temperature limit, Eq. (3.21) is equivalent to Eq. (3.22). The thermal Drude weight of




v T . (3.24)
For SrCuO2 and Sr2CuO3, deviations from this linear temperature dependence of the Drude
weight would only become relevant beyond the temperature interval that is accessed by ex-
periments since the exchange couplings are that large. The maximum of the thermal Drude
weight is located at 0.3J ∼ 600 K given a coupling of J ∼ 2000 K, in contrast to the experi-
mental κmag, which has its maximum at 60. . . 80 K ∼ J/30. This is illustrated in Fig. 3.12(a),
where Kth is plotted versus temperature in units of J . Figure 3.12(b) shows the one-spinon
dispersion, which is linear in k at small wavenumbers. The fact that the Drude weight is
linear in temperature below room temperature tells us that the temperature dependence of
κmag is strongly dominated by that of the external scattering rates 1/τ(T ). In particular, one
can expect the high-temperature behavior to deviate from κ ∝ 1/T 2. This is in agreement
with recent theoretical work [59, 158, 159] studying the thermal conductivity of Heisenberg
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Figure 3.12: (a): Thermal Drude weight Kth of the Heisenberg chain versus temperature from
Ref. [78]. Both axes are scaled in units of the exchange coupling J . The data shown here are exact
in the thermodynamic limit. (b): One-spinon dispersion of the Heisenberg chain [212]. The dashed
line shows ǫk = vk. The dot-dashed and dotted horizontal lines denote the maximum temperature
Tmax = 300 K accessed in experiment, normalized on J = 2200 K (dot-dashed lines) and J = 2600 K
(dotted lines), respectively.
chains coupled to phonons and/or impurities.
Since at low temperatures, one can expect spinon-phonon scattering to be frozen out,
the remaining source for scattering are impurities and boundaries of the sample. For this
type of scattering, it is often assumed that the mean-free path is a constant, independent of
momentum and energy. This results in a constant scattering rate
lmag = vsτ = const ⇒ 1/τ = const , (3.25)
since the spinon velocity vs = 〈vk〉 is a constant at low temperatures. Hence one expects κmag
to be proportional to the specific heat, i.e., κmag ∝ CV .
Inserting on the one hand Eq. (3.24) in Eq. (3.21) and plugging in the necessary prefactors









where ns = 1/(14.6 A˚
2
) is the number of spin chains per unit area [171]. On the other hand,
setting the upper limit of the integral in Eq. (3.22) to infinity, the integral can easily by
computed for constant lmag, yielding π
2/6. Then, it is obvious that Eq. (3.21) and Eq. (3.22)
are equivalent.
Finally, the main results are summarized as they arise from the analysis of the experimental
data: (i) In both compounds, κ is anisotropic, with a larger thermal conductivity observed
parallel to the chains [13,206]. (ii) In contrast to the ladders there are no direct experimental
proofs for the magnetic origin of the anisotropy. (iii) Using a kinetic model and assuming a
k-independent mean-free path lmag to analyze the magnetic contribution to κc, large values
for lmag are found, similar to the case of the spin ladders. (iv) For the gapless system, the
kinetic model is equivalent to the form κmag = Kthτ/π at low temperatures, with Kth ∝ CV .
(v) In the temperature range accessed by experiments, the thermal Drude weight is linear in
temperature because of the size of the exchange couplings. Therefore, one can conclude that
the temperature dependence is dominated by that of the scattering rates, or relaxation times,
respectively.








































Figure 3.13: Thermal conductivity of the spin chain compound BaCu2Si2O7. κ was measured
both parallel (c-direction) and perpendicular to the chains (a, b-direction). The material exhibits
antiferromagnetic order at low temperatures; TN denotes the Ne´el temperature. The insets shows
zooms around TN . Note that the axes are scaled logarithmically. Reproduced from Ref. [14] with
permission from the author.
Thermal conductivity of Sr1−xCaxCuO2
Very recently, Ribeiro et al. have performed thermal transport measurements on the series
Sr1−xCaxCuO2 with x = 0, 0.05 [206]. Both the thermal conductivity parallel (κc) and
perpendicular (κa) to the chains have been measured. In a nutshell, their main results are: (i)
The presence of anisotropic thermal transport in all samples is confirmed. (ii) By excluding
other possible origins of the shoulder in κc the authors explain the shoulder in terms of
magnon thermal conductivity in addition to the phonon contribution. (iii) Upon Ca-doping,
the phonon thermal conductivity is suppressed in the vicinity of its maximum, as is seen in the
thermal conductivity perpendicular to the chains. Conversely, the temperature dependence
of the thermal conductivity parallel to the chain direction is altered at all temperatures
upon Ca-doping. At room temperature, however, the same value for κc is reached in both
the doped and undoped sample. (iv) The Ca-doped samples exhibit a constant thermal
conductivity κc ≈ 50 WK−1m−1 along the chain direction for T > 100 K. Moreover, the
thermal conductivity κa is of the order of κa . 25 WK
−1m−1 for T > 100 K, being smaller
by a factor of two than κc in a wide temperature range, from which the authors infer that a
magnetic contribution to the thermal conductivity is present in the c-direction.
3.3.2 A spin chain compound with small J: BaCu2Si2O7
Among the three examples discussed in this section, BaCu2Si2O7, which is another spin-1/2
chain material, is the only one where κ(T ) does not show a pronounced double-peak structure
when measured along the chain direction. This can be seen in Fig. 3.13. The material contains
antiferromagnetic spin chains, however, with an exchange coupling of J = 230 . . . 280 K along
the chains [175] compared to SrCuO2 where J = 2600 K [171]. Thus, we do not expect a
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Material Refs. lmag,max [A˚] lmag [A˚]
(T=300 K)
BaCu2Si2O7 [14] 2160±2 10
SrCuO2 [12] 3250±10 70
Sr2CuO3 [12,13] 810±20 77
La5Ca9Cu24O41 [71] 3000±10 600
Table 3.2: Comparison of magnetic mean-free paths lmag for some materials. The table lists the
maximum value of lmag(T ) and the value at room temperature T = 300 K. The magnetic mean-free
paths have been extracted from the experimental results by using either Eq. (3.2) or Eq. (3.4).
clear separation of the phononic energy scale, the Debye temperature ΘD, and the magnetic
scale set by J . Indeed, in experiment, only an enhancement of κc is observed in the c-
direction along the chains, compared to the perpendicular directions, but neither a double-
peak structure nor a shoulder in κ(T ) is found. The labels a, b, c denote the crystallographic
directions. In the chain direction, κc exceeds κab by a factor of two [14]. This anisotropy is
attributed to magnon thermal conductivity by excluding other possible reasons, such as, e.g.,
anisotropic elastic constants, or anisotropies in the scattering strength between phonons and
spinons. Determining the magnetic part of κc by subtracting the average conductivity of the
perpendicular directions, i.e.,
κmag = κc − κa + κb
2
(3.27)
results in a maximum value of approximately 25 WK−1m−1 for κmag [14]. In order to extract
the magnetic mean-free paths, Sologubenko et al. [14] have assumed
κmag = Kth(T ) τ/π; lmag = vs(T )τ (3.28)
where Kth(T ) is the thermal Drude weight, τ the relaxation rate and vs(T ) the spinon ve-
locity. Note that the Drude weight has its maximum at roughly 80 K for this value of J .
Thus, in contrast to SrCuO2, the Drude weight depends nonlinearly on temperature in the
experimentally relevant temperature range. The experimentally observed κmag has its max-
imum at sufficiently lower temperatures and decreases monotonously for T > 20 K. Taking
the results of Ref. [78] for Kth(T ) the authors find a maximum value of lmag ≈ 2000 A˚ [14],
consistent with the results found for other spin chain materials. See also Refs. [12,13] and Ta-
ble 3.2 for a comparison of magnetic mean-free paths of the quasi-one dimensional materials
(Sr,Ca,La)14Cu24O41, SrCuO2, Sr2CuO3, and BaCu2Si2O7.
3.3.3 A spin-1 Haldane chain: AgVP2S6
Apart from spin-1/2 chains, results for the thermal conductivity of the Haldane compound
AgVP2S6 have recently been reported by Sologubenko et al. [15]. The magnetic properties of
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Figure 3.14: Thermal conductivity of the Haldane compound AgVP2S6 for two samples (S,J); mea-
sured parallel (a-direction) and perpendicular (b-direction) to the chains. The inset shows the hys-
teresis in κa at high temperatures, which has also been observed for (Sr,Ca,La)14Cu24O41 [71] and
CaCu2O3 [195]. Reproduced from Ref. [15] with permission from the author.
Among the four materials discussed in this section, AgVP2S6 is a special case, since the model
Hamiltonian Eq. (3.29) is nonintegrable, both since it describes a spin-1 chain and due to the
single-ion anisotropy. Thus, the underlying physics is already different as compared to, e.g.,
SrCuO2.
For the constants J and D, the values J = 780 K and D/J = 5.8 · 10−3 are reported in
Ref. [15], while the interchain coupling J ′/J ∼ 10−5 is very weak. In contrast to spin-1/2
chains, the spectrum of an integer-spin chain is gapped [214], and for spin-1 chains, a gap of
0.41J is expected from theory [215]. For energy transport, the approximative treatment of
Huber et al. [39, 40] predicted diffusive behavior for S = 1. This picture has recently been
confirmed by a numerical study of thermal transport in a spin-1 chain finding indications
of a vanishing thermal Drude weight in the thermodynamic limit, excluding ballistic trans-
port [96]. Interestingly, the case of spin transport in Haldane chains is still debated quite
controversially in the literature [96, 216–222]. Experimentally, NMR measurements rather
point to the presence of diffusive spin transport [223].
The results for κ, measured both parallel (κa) and perpendicular (κb) to the chain direc-
tion are shown in the left panel of Fig. 3.14. The figure contains results from measurements on
different samples, denoted by J and S in the figure. The magnitude of κ being of the order of
. 10 WK−1m−1 is, in general, much smaller than in the case of spin-1/2 chain materials. κa
exceeds κb by a factor of two and exhibits a shoulder at temperatures T & 50 K, and the latter
effect is ascribed to magnon thermal conductivity present in this system [15]. Reference [15]
mainly focuses on a analysis of the energy diffusion constant
DE = κmag/CV (3.30)
in comparison with the spin diffusion constant DS , which is experimentally known for this
compound from Ref. [223]. These two quantities turn out to be of the same order of magnitude
with DE ≈ 2DS . An additional analysis of the magnetic mean-free paths resulted in very
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small values of 60 A˚ and led to the conclusion of diffusive transport in this Haldane compound.
The apparent strong difference of the magnitude of κmag between S = 1/2 and S = 1
chains calls for a theoretical explanation. For the S = 1 chain, being nonintegrable, one
expects intrinsic scattering to be more relevant than in spin-1/2 Heisenberg chains. An
interesting extension of the existing theoretical work would pertain to a comparative study
of the thermal conductivity of ladders and Haldane chains since it is at present unclear why
the magnon thermal conductivity is so much larger in the telephone-number compounds.
3.3.4 Discussion of theoretical results for spin chain materials
The last part of this section summarizes the theoretical work that has been devoted to the
thermal conductivity of Heisenberg chains, with a particular focus on SrCuO2 and Sr2CuO3.
Many studies have concentrated on the notion of diffusive transport [38–40], the study of the
thermal Drude weight Kth(h, T ) as a function of temperature and magnetic field [i,iii,ix,54,78,
82], or external scattering mechanisms suchs as phonons [59,158,159] and impurities [158,159].
The thermal Drude weight will be discussed in Chapter 4. Here we concentrate on the
concept of diffusive transport and those papers that have made predictions for the temperature
dependence of the external scattering rates [59,158,159].
In the first papers on thermal conductivity of SrCuO2 and Sr2CuO3 [12,13], some attention
was paid to the question of possible diffusive versus ballistic transport. These terms have been
introduced in Sec. 2.3.3. First theoretical studies on energy transport in ferromagnetic and
antiferromagnetic spin-S chains [38–40] focused on the computation of the energy diffusion
constant DE [39], which is defined by
κmag = CV DE , (3.31)
where CV is the specific heat per volume. As a result Huber et al. found that energy transport
is nondiffusive17 for S = 1/2 and diffusive for S > 1/2 [39,40]. This is reflected in the result




1− 3/[4 − S(S + 1)] . (3.32)
Obviously, DE diverges for S → ∞. While the results of these early papers [38–40] where
based on some approximations,18 the qualitative picture came out correctly. It was further
argued that next-nearest neighbor interactions or interchain interactions are expected to re-
store diffusive transport even for spin-1/2 chains [41].
Later on it was shown that, for S = 1/2, the energy-current operator is a conserved
quantity [61,74], which directly leads to a diverging conductivity. Therefore, the relation
Reκmag(ω) = Kth(T )δ(ω) (3.33)
holds, where Kmag(T ) is the thermal Drude weight. The temperature dependence of this
quantity has been computed exactly [78], and it turns out that the implicit assumption of
17This result has not been noticed in Ref. [38], where a finite thermal conductivity for a ferromagnetic chain
was found. This incorrect result is due to the approximative, equation-of-motion type of method applied in
Ref. [38].
18Basically, the six-point spin correlation function appearing in the Kubo formula, since jth is a product of
three spin operators, was decomposed in a product of three two-point functions.
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Eq. (3.31), i.e., a proportionality of κ and the specific heat CV , is valid for the thermal Drude
weight at low temperatures only [78]:
Kth(T ) ∝ CV . (3.34)
Finally, the results of Refs. [59] and [158, 159] are briefly summarized. In Ref. [59], heat
transport in spin-1/2 Heisenberg chains coupled to acoustical phonons is studied within the
framework of the Mori-Zwanzig projection formalism. No transverse coupling between the
spin chains is included in this work. The main ingredient of the analysis presented in Ref. [59]
is the presence of softly violated conservation laws, which prevent a certain part of the ther-
mal current from decaying. The theory is designed to be valid close to the Hamiltonian’s
fixed point, i.e., the Luttinger liquid. Sufficiently many irrelevant corrections, including both
spinon-spinon and spinon-phonon interactions, are added to the Luttinger liquid which de-
grade the thermal current, the strongest ones being umklapp scattering terms [59]. Thus,
while the Drude weights vanish in this theory, the large magnitude of the experimentally
observed κmag is ascribed to slowly decaying parts of the thermal current. Qualitatively,
κ ∝ exp(T ∗/T ) with T ∗ ∼ ΘD/2 is derived as a main result, in agreement with the experi-
mental observation Eq. (3.23).
However, the theory presented in Ref. [59] can apparently not predict the magnitude of
κmag, since it is designed as a theory close to the Luttinger-liquid fixed point. For the Heisen-
berg chain there is already one marginally relevant operator. Moreover, the numerical values
of coupling constants in front of irrelevant operators are mostly unknown, rendering a quan-
titative statement very difficult. In principle, such constants can be derived from numerical
solutions of the Bethe ansatz equations, but only a few of these constants have been computed.
See, e.g., the review by Cabra and Pujol [27] for details and further references. Finally, it is
not clear why spinon-spinon interactions are considered as a source of scattering in Ref. [59]
since for pure Heisenberg chains, the thermal current is exactly conserved, irrespective of any
interactions. To account for this fact, one would have to implement the conservation of the
pure magnetic thermal current with respect to the pure magnetic part of the Hamiltonian for
any order of perturbations added to the Luttinger liquid, the order measured in powers of the
lattice constants. In other words, the quantitative relation of the results of Ref. [59] to the
case of the Heisenberg chain possessing a finite thermal Drude weight is not obvious.
In Ref. [158,159], a different approach is chosen, namely the Boltzmann equation is solved
in order to determine the thermal conductivity. The external scattering mechanisms consid-
ered in this work are scattering on phonons and impurities. Combining the results for the
respective scattering rates, the authors find
κmag(T ) ∝

T 2 T ≪ Tm
T−1 for Tm ≪ T ≪ Θ˜D
T 0 T ≫ ΘD
. (3.35)
Tm denotes the position of the single maximum of κmag(T ) and Θ˜D is introduced as a spin-
phonon scattering crossover scale, roughly given by Θ˜D ≈ ΘD/4. At low temperatures impu-
rity scattering dominates, and in Ref. [158,159] a respective scattering rate of 1/τimp ∝ T−1
is predicted, which yields the T 2-dependence, when combined with the linear temperature
dependence of the Drude weight Kth. Thus, according to Ref. [158,159], the scattering rates
have a significant influence on the temperature dependence even at low temperatures and
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the temperature dependence of the thermal Drude weight would never directly be seen in
experiment. Further research is necessary to clarify whether a constant mean-free path or
scattering rate at low temperatures is realized or whether the predictions of Refs. [158, 159]
are valid.
3.4 The two-dimensional antiferromagnet La2CuO4
In this section it is demonstrated that magnon thermal conductivity is present and experi-
mentally evident for two-dimensional materials. The main focus will be on La2CuO4. This
material is well known, being one of the parent compounds for HTC superconductors. The
electronic and magnetic properties are dominated by the CuO2 planes, where Cu
2+ ions carry
a spin-1/2 moment and form a square lattice. Details about the structure and electronic as
well as superconducting properties can be found in Ref. [34] and further references mentioned
therein.





~Si · ~Sj (3.36)
where 〈i, j〉 denotes a pair of nearest neighbors. For the exchange coupling J , values of
1550 K are reported in the literature [179, 224–226]. The inter-plane coupling is weak
J ′/J ∼ 10−5 [227]. Due to the inter-plane coupling the material develops antiferromag-
netic order below TN ≈ 325 K (see Ref. [71] and references therein). Note that it has been
shown that an additional four-spin ring exchange term must be included into the Hamiltonian
to arrive at a consistent description of inelastic neutron scattering data [228]. In the following
discussion, this effect will be neglected.
Results for the thermal conductivity of La2CuO4 single-crystals [ii,2], Eu-doped La2CuO4
[ii, 71, 153], La2Cu1−zZnzO4 [3, 11, 71], and La2−xSrxCuO4 [3, 71] have been reported in
the literature.19 We first concentrate on the pure material La2CuO4 in comparison to
La1.8Eu0.2CuO4 and La2−xSrxCuO4 and second, we turn to the case of Zn-doped La2CuO4.
An extended discussion of experimental results of pure and doped La2CuO4 can be found
in [71]. Finally, experimental results for the thermal conductivity of further two-dimensional
material can be found in the literature: K2V3O8 [155, 181], Sr2CuO2Cl2 [5], Pr2CuO4 [155],
Pr1.3−xLa0.7CexCuO4 [229], and Nd2CuO4 [4, 155]. These materials have been suggested as
candidates for magnon thermal conductivity.
3.4.1 Thermal conductivity of La2CuO4 and La1.8Eu0.2CuO4
The thermal conductivity of La2CuO4 is shown in the lower panel of Fig. 3.15, which is taken
from Ref. [ii]. The discussion is mainly based on Refs. [ii] and [71]. The data shown in
Fig. 3.15 are in good quantitative agreement with the first data reported for κ by Nakamura
et al. [2]. In the following, the inplane conductivity is denoted by κab and the conductivity
19Thermal transport measurements for Eu-doped La2CuO4 were also done in Ref. [180], however, mainly
focusing on the physics of stripes.
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Figure 3.15: Thermal conductivity of La1.8Eu0.2CuO4 (upper panel) and La2CuO4 (lower panel).
The inplane conductivity is denoted by κab; the perpendicular direction by κc. TLT is the transition
temperature of a structural transition of La1.8Eu0.2CuO4; see Ref. [71] for further details and refer-
ences. The plots also contain κmag = κab − κph. The determination of κph is discussed in the text.
The solid lines are fits to κmag according to Eq. (3.40). Reproduced from Ref. [ii].
in the perpendicular direction by κc.
First of all, the anisotropy of κ is obvious from the experimental data: κab exhibits two
maxima, one at 30 K and a second, very broad one around 300 K, while in κc, only the
low-temperature peak is present. The low-temperature peak is ascribed to usual phonon
heat conduction via acoustical phonons. Possible origins for the second maximum could be a
contribution from magnetic excitations, optical phonons, or charge carriers. One might also
think of an entirely phononic heat conduction, where the structures arise due to strongly
temperature-dependent scattering. We shall argue that in the case of La2CuO4 positive in-
dications for magnon thermal conductivity exist, rendering the latter scenario less likely. A
contribution from charge carriers can be ruled out since La2CuO4 is an insulating material.
To decide whether optical phonons plays a role, it is helpful to take the thermal conductivity
of Eu- and Sr-doped La2CuO4 into consideration.
The upper panel of Fig. 3.15 shows the thermal conductivity of La1.8Eu0.2CuO4 taken
from Refs. [ii, 71]. Although Eu-doping introduces structural defects, remarkably, the con-
ductivity is enhanced upon doping both in the c-direction and inplane. This effect is due to
structural particularities in the cuprates, and the reader is referred to Ref. [71] for a more
elaborate discussion of the phonon thermal conductivity. In relation with possible magnon
thermal conductivity, it is noteworthy that the high-temperature maximum is not only present
in the Eu-doped sample, but exceeds that of La2CuO4. This should be contrasted against
the thermal conductivity of Sr-doped samples, i.e., La2−xSrxCuO4. As already noticed by
Nakamura et al. [2], even a tiny amount of Sr leads to a complete suppression of the high-
temperature maximum. Both Eu-ions and Sr-ions induce structural impurities, but the effect
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on the high-temperature maximum of κab is apparently very different. The difference be-
tween these two dopants is that Sr-doping leads to hole doping of the CuO2-planes while
the latter are unaffected by Eu-doping. From the experiments on the thermal conductivity
of Sr14−xCaxCu24O41 (see Sec. 3.2.2), it is known that holes serve as efficient scatters for
magnetic excitations at high temperatures, causing a strong reduction of the thermal conduc-
tivity. Therefore, a contribution from optical phonons to κab can be excluded on grounds of
the results from the measurements on the doped samples. As is further outlined below, a very
consistent interpretation of the experimental data arises if the high-temperature maximum is
explained in terms of magnons.
Quantitative analysis of the experimental data
In order to gain a better understanding of scattering mechanisms and to substantiate the
conclusion of magnon thermal conductivity in La2CuO4, a quantitative analysis of the ex-
perimental data has been performed along the lines of Sec. 3.2, based on Eq. (3.4). Prior to
that, the magnon contribution has to be separated from the total thermal conductivity, i.e.,
κmag = κab − κab,ph. To this end, it was assumed [ii, 71] that κab,ph ∝ κc holds, where κc
is of pure phononic nature. The constant of proportionality was estimated by taking κc/κab
in the vicinity of the low-temperature maximum, resulting in κab = 0.89κc [ii, 71]. As a
result, the magnetic contribution κmag is obtained and shown in the lower panel of Fig. 3.15
(open squares). The maximum is located at 300 K with a maximum value of approximately
10 WK−1m−1. An important observation can directly be made from this curve. In the
low-temperature limit, κmag follows a power-law according to
κmag ∝ T 2 . (3.37)
This is a strong indication that this contribution to κc arises from magnon thermal transport.
Given a dispersion of elementary excitations with a power-law dependence on momentum k,
i.e., ǫk ∝ kν in d dimensions, one expects that the specific heat CV in the low-temperature
limit follows
CV ∝ T d/ν . (3.38)
In first approximation,20 the dispersion of the elementary excitations of a square-lattice an-
tiferromagnet is linear in k; thus κmag ∝ CV holds at low temperature, leading to Eq. (3.37).
It is desirable to derive an estimate of magnetic mean-free paths lmag from the experi-
mental data, which is achieved by applying the Boltzmann-type of equation Eq. (3.4) under
the assumption of a momentum independent lmag. In contrast to the one-dimensional case
Eq. (3.9), the integral over momentum k is not independent of the precise form of the disper-





is used, which gives a good quantitative description of dispersions measured by inelastic
neutron scattering at small k [228, 230]. Two magnon branches (denoted by i = 1, 2) with
20In real quasi two-dimensional materials, exchange anisotropies cause the opening of gaps; see, e.g., Ref. [33].
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v0 = 1.287 · 105m/s denotes the velocity of elementary excitations [179], a = 3.8 A˚ is the
lattice constant within the CuO2 planes, c = 13.2 A˚ is the lattice constant perpendicular to
the planes, n(x) denotes the Bose function, ΘM = (~v0
√
π)/(akB) has units of temperature,
and x0,i = ∆i/(kBT ) is a dimensionless number. The upper boundary of the integral xmax can
be set to infinity without changing the results for lmag. The values for the gaps are ∆1 ≈ 26 K
and ∆2 ≈ 58 K [230]. Note that the gaps could be neglected without any large error. An
additional factor of 2/c appears in Eq. (3.40) counting the number of planes per unit cell.
Except for lmag, all quantities in Eq. (3.40) are known and no adjustable parameters are
left.21 The fit-interval 70K < T < 140 K was chosen since the error in determining κmag
is larger at low temperatures and for very high temperatures, magnon-magnon interactions
are known to become relevant, causing a renormalization of the dispersion. The results
for the single-crystals La2CuO4 and La1.8Eu0.2CuO4 are lmag = (558 ± 140) A˚ and lmag =
(1157 ± 60) A˚, respectively [ii, 71]. These values are smaller than those listed in Table 3.2
for the quasi one-dimensional materials, but at least for La1.8Eu0.2CuO4, the same order of
magnitude is reached. The fit-curves themselves (solid lines) are included in the lower panel
of Fig. 3.15 for La2CuO4 and the upper panel of Fig. 3.15 for La1.8Eu0.2CuO4. Obviously a
consistent description of the experimental data is obtained.
Next, one would like to gain a better understanding of the relevant scattering mechanisms.
In the next section, a closer inspection of the thermal conductivity of La2Cu1−zZnzO4 is
presented. Since doping with Zn-ions, which substitute Cu-ions in the planes, introduces
nonmagnetic impurities, this should shed some light on magnon-impurity scattering.
3.4.2 Thermal conductivity of La2Cu1−zZnzO4
The thermal conductivity of Zn-doped La2Cu1−zZnzO4 samples is shown in Fig. 3.16 for
z = 0, 0.005, 0, 01, 0, 05 [ii, 71]. For the Zn-doped samples, polycrystals were used. Compared
to pure La2CuO4, one observes (i) that κ is gradually suppressed upon doping; (ii) that
the double-peak structure is still visible even for high doping levels; and (iii) that the high-
temperature maximum is stronger suppressed than the phonon peak.
Since Zn-ions induce both structural and nonmagnetic defects, it is clear that both phonons
and magnons are scattered at Zn-sites, which explains the overall suppression of κ. For
a quantitative analysis, the same procedure as for La2CuO4 can in principle be applied.
However, since only polycrystals are available for the doped cases, a different way of separating
κph and κmag must be chosen. In Ref. [ii], κph was estimated by fitting κph = α/T + β to the
falling edge of the low-temperature maximum and extrapolated to higher temperatures. κph
is likely to be systematically overestimated by this procedure for the polycrystalline samples;
however, the desired quantity would be κph of Zn-doped single crystals, where one would
21Note, however, that an additional, free additive constant to κmag was introduced in Refs. [ii, 71] and used
to fit the experimental data to account for uncertainties in the determination of κmag due to the subtraction
of the phonon background.
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Figure 3.16: Left panel: Thermal conductivity of La2Cu1−zZnzO4 for z = 0, 0.005, 0.01, 0.05. For z =
0, a single crystal was available, and therefore, the corresponding panel shows the inplane conductivity,
while the data for z > 0 were taken from polycrystals. Right panel: Magnetic mean-free paths of Zn-
doped La2Cu1−zZnzO4 versus 1/z. The mean-free paths have been extracted by fitting Eq. (3.40) to
κmag, obtained from the total κ by subtracting the phonon background. In the inset, lmag is plotted
versus the inverse Zn-content 1/z, which is a measure of the mean Zn-Zn distance. Reproduced from
Ref. [ii].
expect κph to be larger than in the case of the polycrystals. Finally, the desired κmag is
defined by (3/2)κpolymag since in the polycrystalline samples, all directions are averaged in the
measured κpolymag .
Using κmag determined along these lines allows one to calculate lmag for the Zn-doped
samples from Eq. (3.40). A slight reduction of the spin-wave velocity due to the dopants
[231] is neglected, since the resulting error is expected to be smaller than the experimental
uncertainties. The results for κmag and the respective fit-curves according to Eq. (3.40) are
shown in the right panel of Fig. 3.16 for z = 0, 0.005, 0.008, 0.01, 0.02, 0.05. In all cases, κmag
is very small below 100 K, indicating that κmag might be underestimated as a consequence of
the difficulties to determine κph.
The inset of the right panel of Fig. 3.16 contains the most important result. The mean-free
paths turn out to be proportional to the inverse Zn-content, 1/z:
lmag ≈ 0.74 a/z . (3.41)
1/z is a measure of the mean distance of the Zn impurities in the direction of heat transport.
Hence, the experimental data show on the one hand, that the magnetic mean-free paths can
directly be tuned by Zn-doping. On the other hand, the values obtained for lmag turn out to be
of the order of magnitude of the mean distance of impurities, indicating that the Zn-ions are
the dominant source of scattering. This provides a convincing and consistent picture strongly
supporting the conclusion that magnon thermal conductivity is present in the cuprates.
3.4.3 Further quasi two-dimensional systems with square lattice geometry
Finally, we stress that a similar phenomenology has been observed for other layered cuprates
with the stoichiometry R2CuO4, where R is a rare earth ion, e.g., R = Pr, Nd, Sm, Eu and
3.5 Further examples: strong effects in magnetic fields 61
R κmaxab [ WK
−1m−1] Tmax [K] Ref.
La 17 300 [ii, 2]
Pr 12 250 [232]
Nd 18 250 [4]
Table 3.3: Maximum value κmaxab of the high-temperature peak of the inplane thermal conductivity
κab for several cuprates with the structural formula R2CuO4, where R denotes a rare earth ion;
R=La,Pr,Nd. Tmax is the position of the high-temperature maximum.
Gd. A double-peak structure in the inplane thermal conductivity has also been found and
published for Nd2CuO4 [4,155]. Similar results have been reported
22 for Pr, Nd, Sm, Eu and
Gd [232]. For comparison, Table 3.3 summarizes the maximum value of the high-temperature
peak of the inplane thermal conductivity κab and the position of the maximum for those
materials for which data are published. Note that the magnetism in some of these cuprates is
more complicated than in La2CuO4 since the rare earth ions carry a finite magnetic moment
themselves. This is, for instance, the case for Pr and Nd; see Ref. [155] and references therein.
The oxochlorid Sr2CuO2Cl2 is structurally similar to La2CuO4, but does not exhibit any
structural distortions. It contains CuO2 layers and it also has a large exchange coupling
J ≈ 2225 K [5]. Its thermal conductivity exhibits the usual double-peak structure with a
weak second maximum around 250 K of the order of approximately 15 WK−1m−1. Thus, the
experimental results are very similar to the cuprates of the family R2CuO4.
All two dimensional materials mentioned so far are similar since the exchange coupling is of
comparable size and quite large; J ∼1000 K. In K2V3O8, a two dimensional AFM on a square
lattice is also realized, but the coupling is two orders of magnitude smaller; J ≈ 12.5 K [182].
Originally, it was suggested that magnetic excitations contribute to the thermal conductivity
of this material [4]. More recent theoretical work by Chernyshev indicates that the heat
transport is only carried by phonons. The reader is referred to the discussion in Ref. [155] for
further details.
3.5 Further examples: strong effects in magnetic fields
Figure 3.17 shows the thermal conductivity of the spin chain compound CuGeO3 [65] in panel
(a) and of the quasi two-dimensional system SrCu2(BO3)2 [69, 70], in panel (b). The low-
temperature peak is ascribed to phonons and then described with standard expressions for
phonon heat conduction [194]. As the additional, second maximum visible in the experimental
data for κ(T ) appears when the measurement is performed along the direction of chains or
inplane for the two-dimensional material, the intuitive conjecture is to relate its origin to
magnetic excitations. We shall, however, see that this picture does not hold for the present
examples.
22Note that the high-temperature maximum in Pr2CuO4 is only very weakly developed. Still, a larger κab
as compared to κc is evident [232].
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(a) (b)
Figure 3.17: Thermal conductivity of CuGeO3 [panel (a)] and SrCu2(BO3)2 [panel(b)]. Panel (a)
and (b): For both materials, a double-peak structure is present in κ if measured parallel to the chains
of CuGeO3 or inplane in the case of SrCu2(BO3)2. However, in contrast to all examples shown in
Fig. 3.1, the peak at low temperatures is highly sensitive to the application of an external magnetic
field, which is denoted by H in this figure. The symbol j denotes the thermal current. The figures are
reproduced from Ref. [69] with permission from the author.
3.5.1 The inorganic Spin-Peierls system CuGeO3
Turning now to the case of the Spin-Peierls material CuGeO3, apparently, there is up to now
no agreement in the literature about the origin for the double-peak structure. This material is
an inorganic Spin-Peierls compound [233], with a transition temperature of TSP = 14 K [233]
and it contains spin-1/2 chains. In the Spin-Peierls phase, the spins form singlets due to the
dimerization induced by the Peierls mechanism. Thus, below TSP, the magnetic properties
are described by the Hamiltonian of a dimerized and frustrated chain and therefore, the
excitation spectrum is gapped with a gap of ∆sp = 23 K [168]. For temperatures above TSP,
a model including a next-nearest neighbor interaction αJ has been proposed [169,234]. Since
α ≈ 0.35 for CuGeO3 [169, 170], the system is in the massive regime of the frustrated chain
α > αcrit ≈ 0.241 and still gapped (see, e.g., Refs. [234,235]). As can be seen in Fig. 3.17(a),
κ measured along the chain direction at zero magnetic field h = 0 has a double-peak structure
with one maximum around 5 K and a second one around 22 K. Ando et al. [65] suggest that
the low-temperature thermal conductivity below 12 K is dominated by phonons while the
second one is explained by a contribution from magnetic excitations to the thermal current.
The most striking experimental result is the strong field dependence of the low-temperature
peak. While the second maximum is practically not affected by the application of a magnetic
field of up to 16 T, the maximum at 5 K is strongly suppressed by magnetic fields with
h . 12.5 T, and increases again in larger fields. This behavior is explained as follows: the
magnetic field closes the gap in the Spin-Peierls phase and in consequence, the density of
magnetic excitations that can scatter phonons is increased [65]. Other authors have partially
reproduced the experimental results. Vasi’lev et al. [68] have measured κ both parallel (c-axis)
and perpendicular to the chains (b-axis), and κc exceeds κb by a factor of 2.5. However, no
indication of the peak around 5.5 K was found which might be ascribed to a lower sample
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quality [65]. Vasil’ev et al., consequently, discuss the entire thermal conductivity of CuGeO3
in terms of phonons. Hofmann et al. [69] find the same temperature and field dependence
of κc(T ) as Ando et al. in the temperature range 0 < T < 30 K. However, a double-peak
structure is also found by this group in the b-direction perpendicular to the chains while only
one peak is seen in the a-direction. Both the sound velocities vc ≈ 3 vb and the dispersion of
magnetic excitations turn out to be anisotropic [168, 236] comparing the b- and c-directions.
Since the anisotropy ratio of the velocities as well as of κb and κc is of the order of 3, a sizeable
contribution of magnetic excitations to κ can neither be confirmed nor excluded [70]. One
might even infer from the lower-most panel of Fig. 3.17(a) that in CuGeO3, there are not
only two maxima but three in total. The third one might be located at roughly 90–100 K.
Possible explanations of these observations could be: (i) The thermal conductivity is
entirely phononic, and the minima in κb and κc are due to reduced or enhanced scattering
of phonons on magnetic excitations. (ii) The low-temperature features, i.e., the peaks at
5.5 K and 22 K, are phononic and the minimum between these peaks as well as the field
dependence are a consequence of the presence of the gap, which is closed in the magnetic
field, thus increasing the density of magnetic excitations as scatterers for phonons. (iii)
The low-temperature contributions stem from magnetic excitations, while the phonon heat
conduction dominates at high temperatures.
Briefly, arguments against or in favor of these three proposals are discussed. First of
all, considering the anisotropy of the sound velocities vc/vb, which is of the same order as
κc/κb, case (i) would be consistent with the experimental data. As a separation of κ into
a phononic and a possible magnetic contribution is difficult [69], there are unfortunately
no direct indications for magnetic heat transport as it is for instance the case for the spin
ladder compound La5Ca9Cu24O41. The second scenario, which partially overlaps with the
picture developed in Ref. [65], resembles the situation that is observed in La5Ca9Cu24O41 or
SrCuO2, where magnetic heat transport also dominates at high temperatures. It would be
very helpful to compare the Debye temperatures, the coupling constants, and the positions
of the observed maxima of these materials to decide where one would expect the magnetic
thermal conductivity to dominate. Finally, regarding the third scenario, it is noteworthy that
the low-temperature features are suppressed upon Zn-doping, which introduces nonmagnetic
defects in the chains. Thus, one expects the mean-free paths of magnetic excitations to be
strongly suppressed and consistent with the observation, κ to decrease. Note that a strong
reduction of the magnon thermal conductivity κmag upon Zn-doping has been observed both
in the system Sr14Cu24−xZnxO41 [154] and in La2Cu1−zZnzO4 [ii]. Still, replacing Cu by Zn
also induces scattering centers for phonons and thus, the analogy does not unambiguously
support the third scenario. In summary, despite being one of the first quasi one-dimensional
materials for which magnon thermal conductivity was suggested, a complete understanding
of the experimental data has not yet been established.
3.5.2 A realization of the Shastry-Sutherland model: SrCu2(BO3)2
In connection with the field dependence of κc observed for CuGeO3, it is enlightening to
discuss the example of SrCu2(BO3)2 [70], which shows a similar behavior as can be seen in
Fig. 3.17(b). SrCu2(BO3)2 constitutes a realization of the Shastry-Sutherland model [164],
which is a two-dimensional lattice with inherent geometrical frustration. The lattice is
sketched in Fig. 3.18. The ground-state is a dimerized spin singlet state, separated by a
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J2
J1
Figure 3.18: Sketch of the Shastry-Sutherland model [164]. Spins are located at the corner of squares.
The ground state is a product state of singlets for J2 > 2J1 and spin 1/2 [164].
spin gap of ∆sp = 35 K from excited triplet states [237, 238]. In fact, the ground state is a
pure product state of singlets formed on the diagonal bonds, denoted by the thin dashed lines
in Fig. 3.18. Furthermore, results from inelastic neutron scattering indicate that the one-
triplet excitation in this material is dispersionless [238] and therefore, no sizeable magnetic
contribution to κmag is expected. This conclusion is corroborated by the fact that κ shows a
similar temperature and field dependence both inplane and perpendicular to the planes [70].
Interestingly, the magnetic specific heat peaks precisely at the minimum seen in κ(T ) [70].
On grounds of these arguments, Hofmann et al. have developed a model for the phonon heat
conductivity taking into account phonon-triplet scattering via a relaxation time ansatz. The
scattering rate τ−1 is described in terms of resonant scattering of phonons on localized triplet
excitations, resulting in a convincing comparison of this model with the experimental data.
Thus, in this material, the minimum in κ(T ) is caused by resonant scattering of phonons on
triplet excitations, and a contribution of magnetic excitations to the thermal conductivity
can be excluded. Note, however, that very recently, it has been argued that multi-triplet
excitations might contribute to κmag in high magnetic fields [239].
3.6 Summary
To conclude this chapter, the most important results from the experimental side are sum-
marized. Thermal transport properties are best understood for the spin ladder materi-
als (Sr,Ca,La)14Cu24O41, the spin chain compounds SrCuO2 and Sr2CuO3, and the two-
dimensional system La2CuO4. In these cases, strong experimental evidence supports the
conclusion that magnon thermal conductivity is a feature of these materials. The magnon
thermal conductivity reaches remarkably large values, and the magnetic mean-free paths
extracted from phenomenological expressions are typically of the order of several hundred
lattice constants [7,8,12–14]. In the case of spin chain materials, the temperature dependence
is strongly dominated by the scattering rates, screening the temperature dependence of the
pure thermal Drude weight of the Heisenberg chain in a wide temperature range. On the
contrary, in the case of spin ladders, energetical arguments as well as the analysis of magnetic
mean-free paths suggest that external scattering processes are weak in this case [71,153], al-
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lowing the thermal conductivity to reach large values. For both the spin ladder materials [154]
and La2CuO4 [ii], a consistent interpretation of transport measurements on Zn-doped samples
arises on the basis of the kinetic model from Eq. (3.4). For the two-dimensional systems, in
particular the family of R2CuO4, the phenomenology of the thermal conductivity is quite the
same for many rare earth ions R, allowing for the conjecture that magnon thermal conduc-
tivity plays a role in all of these compounds.
Open questions for future theoretical research regarding these materials are: (i) The hys-
teresis observed for (Sr,Ca,La)14Cu24O41 [71] is not understood. (ii) The problem of triplet-
hole scattering in Ca-doped Sr14Cu24O41, where hole doping strongly suppresses the thermal
conductivity, constitutes an interesting problem (see, e.g., Ref. [204]). More generally, a the-
ory for the scattering rates for the spin ladder materials is desirable and one would like to
understand theoretically why triplet-phonon scattering is irrelevant for acoustical phonons.
(iii) A profound theoretical justification of the phenomenological approaches used to fit ex-
periments is lacking, including for instance Eq. (3.4). In particular, one might want to gain
a better understanding to which extent a description of magnon thermal transport in spin
ladders in terms of quasi-particles is justified. (iv) The influence of ring exchange on trans-
port properties has not been investigated so far. Note that an additional ring exchange term
needs to be added to the Hamiltonian of a two-leg ladder to describe optical [178] as well as
neutron-scattering experiments [177] accurately. (v) Theoretical predictions for the thermal
conductivity of a two-dimensional antiferromagnet remain an open issue, which has only been
studied in few publications [240].
Among the other compounds mentioned in this chapter, SrCu2(BO3)2 and CuGeO3 are
of particular interest. In both cases, an interesting magnetic field dependence has stimulated
strong theoretical and experimental efforts. For SrCu2(BO3)2, resonant scattering of acousti-
cal phonons on the localized one-triplet excitations explains the experimental data [70]. For
CuGeO3, however, the strong magnetoelastic coupling complicates the physics of this mate-
rials, and a consistent interpretation of the experimental results for κ is still lacking.
The investigation of Haldane systems indicates that on the one hand, magnon thermal
conductivity might still be present [15], but on the other hand, the magnitude of possible
magnetic contributions to κ is strongly reduced as compared to spin-1/2 systems. A compar-
ative study of transport in spin-1/2 and spin-1 systems may shed some light on this issue.
Finally, one type of magnetic transport has not been covered in this chapter, the spin
transport. Experimentally, quantities such as the spin diffusion constant are accessible via
NMR. Interesting effects might arise in finite magnetic fields where the thermal and the
spin current should couple, provided that the respective equation of continuity holds (see
Sec. 2.2.2). This might turn out to be an interesting field for future experiments.
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Chapter 4
Transport properties of the XXZ chain
In this chapter, transport properties of the integrable spin-1/2 XXZ chain are studied using
conformal field theory (CFT), mean-field theory (MF), and exact diagonalization (ED). The
XXZ chain possesses a finite thermal Drude weight for any exchange anisotropy both at finite
and zero magnetic field [61,78,82,92] and a finite spin Drude weight in a large fraction of its
parameter space spanned by magnetic field h and exchange anisotropy ∆. Detailed results
are presented for the field, temperature, and anisotropy dependence of the thermal and the
spin Drude weight and compared to the existing literature. The methods are complementary,
since several expressions for the low-temperature behavior of the Drude weights can be derived
from CFT and MF, while ED data are best converged with respect to system size at high
temperatures. In particular, ED is shown to be a useful tool to study transport coefficients.
4.1 Overview: the model and the current operators




















Note that J > 0 is assumed. For details on the notation, compare the discussion below
Eq. (2.1).
The ground state phase diagram of the XXZ chain in the (∆, h) plane is depicted in
Fig. 4.1. At zero magnetic field there are three different regimes:
(i) ∆ < −1 : ferromagnetic, gapped regime;
(ii) |∆| ≤ 1 : gapless regime;
(iii) ∆ > 1 : antiferromagnetic, gapped regime.
(4.2)
The model has SU(2)-symmetry at ∆ = ±1. Simple limiting cases are theXY model (∆ = 0),
corresponding to free, spinless lattice fermions via the Jordan-Wigner transformation, and the







The phases (i)–(iii) extend into the (∆, h) plane at finite magnetic field and they are separated
by the quantum critical lines hc1 = hc1(∆), separating the antiferromagnetic regime (iii) from
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Figure 4.1: Ground state phase diagram of the spin-1/2 XXZ chain in the (∆, h) plane. Along the
dashed and the dot-dashed line, a description in terms of free fermions is valid. This includes the XY
model (∆ = 0). The solid line, starting at ∆ = 1, denotes the critical field h = hc1, separating the
massless from the antiferromagnetic regime. The second boundary of the massless phase is given by
the saturation field h = hc2 = hsat = J(1 + ∆) [dashed line]. G = h − hc2 is the gap in the fully
polarized state. Adapted from Ref. [243] with permission from the author.
the massless one (ii), and hc2 = hc2(∆), separating the fully polarized state (i) from the
massless regime (ii). Thus, hc2 is the saturation field hsat, for which a simple expression can
be found (see, e.g., Refs. [241,242]):
hc2 = hsat = J(1 + ∆) . (4.4)
The gap in the ferromagnetic state is given by G = h − hc2. The critical field hc1 grows
exponentially slowly as a function of the anisotropy ∆ for ∆ > 1.1
Being an integrable quantum model, the XXZ chain possesses infinitely many nontrivial
conservation laws (see, e.g., Refs. [61,78,244]). For a review on the integrability of the XXZ
chain, its properties, and appropriate analytical methods, see Refs. [149,245].
One of the conserved quantities is the energy-current operator that has been derived in





~˜Sl · (~Sl+1 × ~˜Sl+2) . (4.5)
As usual, ~S = (Sx, Sy, Sz), but the definition ~˜S = (Sx, Sy,∆Sz) is introduced to achieve a
compact notation in Eq. (4.5). Due to the conservation of jth, i.e., [H, jth] = 0 , the thermal
conductivity diverges and κ(ω) is given by:
Reκ(ω) = Kth(h, T ) δ(ω) + κreg(ω) . (4.6)
1For a discussion of the exact dependence on ∆, see Ref. [27] and references therein.
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The thermal Drude weight Kth(h, T ) is finite for all temperatures T , all magnetic fields h,
and all exchange anisotropies ∆. Without a magnetic field, the regular part κreg(ω) vanishes
for all frequencies ω. For h 6= 0, there is spectral weight at finite frequencies due to the linear
coupling of the energy-current to the spin-current operator Eq. (2.39). Finally, note that the

















For the sake of quick reference, we quote those equations for the Drude weights from
Chapter 2 that will be evaluated in this chapter. The Drude weights corresponding to the
pair of current operators js (spin current) and jth (energy current) are:
2






pn |〈m|js|n〉|2 , (4.8)
DIIs (h, T ) =
π
N


















pn 〈n|jth js|n〉 . (4.11)
If the pair of currents j1 = js and j2 = jth − hjs (current operators for finite magnetic fields)
is chosen, the Drude weights Dij are [see Eq. (2.23)]:
3






pn〈n|ji|m〉〈m|jj |n〉 . (4.12)
The Drude weights Dij are linear combinations of Ds, Dth,s, and Dth [see Eqs. (2.46)–(2.48)]:
D11 = Ds , (4.13)
D21 = Dth,s − hDs , (4.14)
D22 = Dth − 2βhDth,s + βh2Ds . (4.15)
In our computations, we choose that set of operators which in each case is most convenient.
At zero magnetic field but finite temperatures, the thermal Drude weight Kth(h = 0, T ) =
Dth(h = 0, T ) was computed using Bethe ansatz techniques for 0 < ∆ ≤ 1 [78] and |∆| > 1
[82]. Combined with the numerical results to be presented in this chapter for representative
values of ∆, a complete picture of the temperature dependence of the thermal Drude weight
arises for all anisotropies. Further results for the magnetic field dependence of the thermal
Drude weight are also discussed in this chapter. In finite magnetic fields, the thermal current
2See Sec. 2.2.3 for a discussion and details on the notation. We also exploit that jth is conserved for the
spin-1/2 XXZ chain, i.e., [H, jth] = 0.
3r = 0 for j = 1 and r = 1 for j = 2.
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couples to the spin current and magnetothermal effects must be accounted for. Furthermore,
as was shown in Refs. [61, 87], all Drude weights are finite since [H, jth] = 0 and 〈jthjs〉 > 0
(see the discussion in Sec. 2.3.1). The latter holds only for h 6= 0, since 〈jthjs〉 = 0 at h = 0
as a consequence of particle-hole symmetry. Here, we mainly focus on the thermal Drude
weight Kth under the condition of 〈js〉 = 0. This is the physical situation that applies if spin
currents fulfill the equation of continuity [123]. The two explicit expressions for Kth, using
either the Drude weights Dij or Dth,Dth,s, and Ds, are










Therefore, two competing terms contribute to Kth(h, T ) in Eq. (4.17): the“pure” thermal













has been studied by Louis and Gros both analytically and numerically with Quantum-Monte-
Carlo simulations and exact diagonalization in the limit of small fields [91]. Very recently,
Dth, Dth,s, and S have also been studied using Bethe ansatz techniques for h > 0 by Sakai
and Klu¨mper [92]. Within this approach, Dth and Dth,s can be determined, but the spin
Drude weight Ds apparently still eludes an analytical treatment. Therefore, results for Kth
and S are restricted to the limit of T/J ≪ 1 in that work.
Shimshoni et al. [59] have argued that the spin conservation in any realistic material
is usually broken, which would imply that no magnetothermal effects contribute to κ, or
Kth, respectively. To decide whether this picture is correct may require further experimental
results. For comparison, the pure thermal Drude weight Dth(h, T ) will intensely be studied
and its behavior in contrast to Kth will be discussed in Sec. 4.6.
The situation is less clear for spin transport at zero magnetic field than for thermal








l+1 − S+l+1S−l ) (4.19)
does not commute with the Hamiltonian (4.1).
At zero temperature and vanishing field, the Drude weight Ds(T = 0) is well known from
the work of Shastry and Sutherland [79]. It vanishes for |∆| > 1, while it is finite for |∆| < 1,
with a jump at ∆ ± 1. Therefore the Drude weight Ds signals the metal-insulator type of
transition between the regimes (ii) on the one hand and (i) and (iii) on the other hand. The
exact expression reads:




γ(π − γ) . (4.20)
In this equation, ∆ is parameterized via ∆ = cos(γ).
Regarding finite temperatures it should be stressed that the proof4 ofDs(h > 0, T > 0) > 0
4See Sec. 2.3.1.
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breaks down at zero field due to particle-hole symmetry; and no other formal proof for either
result, Ds(T > 0, h = 0) = 0 or Ds(T > 0, h = 0) > 0, has been found so far.
In principle, since the XXZ chain is an integrable model, one might expect that it should
be possible to compute the Drude weight along the lines of the Bethe ansatz. In fact, such
computation has been performed both by Zotos [75], based on an approach developed by
Fujimoto and Kawakami [246] for the 1D Hubbard model, and by Klu¨mper and coworkers
[76, 247]. However, different results are found for both the temperature dependence of Ds
in the massless regime and for the Drude weight at ∆ = 1; one work predicting a vanishing
Drude weight in this case, the other finding a finite one. In this context, one should be
aware of the fact that in both Bethe ansatz calculations, not all microstates are included at a
given energy, and the approaches precisely differ in the choice of the representative states. A
numerical solution of the Bethe ansatz equations [76], probing different microstates, has shed
some light onto this puzzling situation, showing that for microstates differing only slightly in
energy, inconsistent results for Ds are obtained. Thus, it seems that a fundamental problem
underlies the computation of Ds in contrast to the very successful application of Bethe ansatz
techniques to thermodynamic quantities [78,248,249]. Note that the thermal Drude weight5
Kth(h = 0, T ) = Dth(h = 0, T ) ∝ 〈j2th〉 (4.21)
of the XXZ chain is similar to thermodynamic quantities, i.e., it is a static expectation value,
which can be expressed as a second derivative of the free energy of a generalized statistical





= 〈j2th〉 . (4.22)
On the contrary, the spin Drude weight is in general not given by a static correlator
Ds 6∝ 〈j2s 〉 . (4.23)
This situation calls for solid numerical investigations which are unbiased and which provide
a profound basis to test analytical methods, even if restricted to finite system sizes.
Briefly, the relevant literature is reviewed. Table 4.1 contains a list of contributions to
transport properties of the XXZ chain including the methods and the main results.
It is widely agreed that Ds(h = 0, T > 0) > 0 for |∆| < 1 [83–90]. However, regarding the
temperature dependence of Ds(T > 0) in this regime, contradicting results are reported from
the Bethe ansatz computations mentioned above [75, 247], from QMC simulations [85, 86],
and from a field-theoretical approach [87]. These results will be further discussed in the fol-
lowing sections and compared to numerical data. No agreement exists regarding the question
whether Ds is finite or not for the SU(2)-symmetric cases ∆ = ±1. On the one hand, these
are the most relevant cases with respect to experiments and on the other hand, they are
special, since they separate different regimes in the ground-state phase diagram of the model
shown in Fig. 4.1. The discrepancies of the various Bethe ansatz approaches have already
been mentioned, but even the other methods result in inconsistent conclusions. Alvarez and
Gros [85, 86] as well as Fujimoto and Kawakami [87] find a finite Drude weight for ∆ = 1.
5This relation, i.e., Kth(h = 0, T ) ∝ 〈j
2
th〉 does hold due to [H, jth] = 0, but is in general not valid for
nonintegrable models.
6Note that 〈jth〉 vanishes in equilibrium.
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Exact diagonalization studies [84, 88, 90, 152] are also interpreted in different ways. Among
these papers, there is one work that uses a finite-temperature Lanczos method making system
sizes of up to N = 28 sites accessible [90]. However, this approach also constructs a single
state at given energy, and in fact, the results for Ds and β = 0 seem to be at odds with those
obtained from smaller system sizes N ≤ 20, using full exact diagonalization. A comparison
is presented in Sec. 4.5. The absence of the spin diffusion pole for the Heisenberg chain was
found by Narozhny [151] using bosonization and diagrammatic techniques and numerically
by Fabricius and McCoy [152].
Regarding the gapped regimes (i) and (iii), i.e., |∆| > 1, most authors argue that the
Drude weight vanishes here [83, 89, 250, 251]. The scaling with system size will be revis-
ited for N ≤ 19 using exact diagonalization. Within numerical precision, the conjecture of
Ds(T > 0) = 0 can clearly be confirmed for ∆ & 1.5, while the interpretation is less obvious
for 1 < ∆ < 1.5. In particular, the possibility of an exponential suppression of the Drude
weight, i.e., Ds ∝ e−const∆ cannot be ruled out on grounds of our numerical data.
Finally, it should be stressed that this survey of the literature is certainly incomplete.
Studies of charge transport in the one-dimensional Hubbard [94,127,128,246,252–254], which
is an integrable model as well, and of transport properties of the Luttinger liquid [255–258]
are closely related and certainly of great importance. Relevant work will be referred to where
appropriate. Finally, note that in principle further integrable spin-1/2 chains can be gener-
ated by adding one of the conserved quantities to the Hamiltonian H of the XXZ chain.
For instance, thermodynamics as well as thermal transport properties of the Hamiltonian
H˜ = H − jth have recently been investigated in Ref. [259] for the case of ∆ = 0.
The structure of this chapter is the following. First, as an introduction to the numerical
analysis, some important remarks on the technical procedure are summarized in Sec. 4.2.
This comes at the beginning of this chapter since exact diagonalization will already be used
in Sec. 4.4 for comparison with mean-field results. Second, in Sec. 4.3, it is outlined how
both Drude weights7 can be computed for the Luttinger-liquid Hamiltonian exploiting the
conformal invariance of the model. The Luttinger-liquid Hamiltonian provides a low-energy
approximation to the Hamiltonian (4.1). Results are discussed for both zero and finite mag-
netic fields. Third, in Sec. 4.4, the Drude weights are computed within mean-field theory,
based on a mapping onto Jordan-Wigner fermions. The comparison with the Bethe ansatz [78]
for h = 0 and with exact diagonalization for ∆ ≪ 1 and h ≪ hc2 as well as h ∼ hc2 reveals
that this is in fact a quite good approximation to the exact results. Fourth, numerical results
for the spin Drude weight are presented in Sec. 4.5 and discussed as a function of temperature
T , magnetic field h, and exchange anisotropy ∆. Finally, analogous results for the thermal
Drude weight Kth are contained in Sec. 4.6.
Some of the results to be presented in this chapter have already been published in
Refs. [i, iii] and [ix].
7The results for Dth and Ds agree with Ref. [78] and Ref. [79], respectively.
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Authors, Reference (∆, h) Method Results
Thermal Drude weight
Kane, Fisher [80] BOS Kth = (π
2/3)v(∆)T
Klu¨mper, Sakai [78] 0 ≤ ∆ ≤ 1 BA Kth = Kth(h = 0, T )
Kth = (π
2/3)v(∆)T [T ≪ J ]
Kth = Cth(∆)/T
2 [T ≫ J ]
Alvarez, Gros [54] ∆ = 1 ED Kth(h = 0, T ); N ≤ 14
Sakai, Klu¨mper [82] |∆| > 1 BA Kth = Kth(h = 0, T )
Sakai, Klu¨mper [92] ∆ = 1, h 6= 0 BA Dth, Dth,s, S = D12/D11
H.-M. et al. [i, iii, ix] arb. ∆, h ≥ 0 ED, MF, BOS Dth, Dth,s, D22, Kth
Spin Drude weight
T = 0
Shastry, Sutherland [79] |∆| ≤ 1 BA Ds = Ds(∆)
Boncˇa et al. [260] ∆ = 1 ED, N ≤ 20 Ds/J ≈ 0.27, Sztot = 0
Laflorencie et al. [261] |∆| ≤ 1 BA, BOS Ds = Ds(N)
Gu et al. [262] ∆ > 1 BA, ED Ds = Ds(N)
T > 0
Zotos, Prelovsˇek [83] 0 < ∆ < 1 ED, N ≤ 16 Ds > 0
1 < ∆ ED, N ≤ 16 Ds > 0
Zotos el al. [61] arb. ∆, h > 0 ED, proof Ds(h > 0) > 0 ∀∆
Fabricius, McCoy [152] ∆ > 0 ED, N ≤ 16 Szz correlations
no diffusion for ∆ ≤ 1
Naef, Zotos [89] 0 ≤ ∆ < 1 ED, N ≤ 16 Ds > 0 for N →∞
1 ≤ ∆ Ds = 0 for N →∞




Zotos [75] 0 ≤ ∆ < 1 BA Ds = Ds(T )
∆ = 1 Ds = 0
Alvarez, Gros [85,86] 0 ≤ ∆ ≤ 1 QMC Ds > 0 for T/J ≪ 1
Fujimoto, Kawakami [87] −1 < ∆ ≤ 1 BOS Ds > 0 for T/J ≪ 1
Long et al. [90] |∆| < 1 ED, MCLM, Ds > 0
∆ = 1 N ≤ 28 Ds → 0 for N →∞
Rabson et al. [88] 0 ≤ ∆ ≤ 1 ED, N ≤ 20 Ds → 0 for ∆ 6= 1
Prelovsˇek et al. [251] ∆ > 1 MCLM Ds → 0, σdc
Peres et al. [250] ∆≫ 1 BA Ds = 0
Louis, Gros [91] 0 ≤ ∆, h 6= 0 QMC, BA S = D12/D11
H.-M. et al. [iii, ix] arb. ∆, h ≥ 0 ED, MF Ds = Ds(N,∆)
Table 4.1: This table lists theoretical studies of the Drude weights of the XXZ chain or related
models of spinless fermions. If not stated otherwise, h = 0 was considered. The following abbreviations
are used: ED (exact diagonalization), BA (Bethe ansatz techniques), QMC (Quantum Monte Carlo
simulations), BOS (bosonization), MCLM (micro-canonical Lanczos method).
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4.2 Technical remarks on exact diagonalization
Before turning to the discussion of analytical results, some remarks on exact diagonalization
are necessary, since exact diagonalization results will already be used in Sec. 4.4 to validate the
mean-field theory. The following technical remarks on the numerical procedure are relevant
for both the integrable and the nonintegrable models, which will be discussed in Chapter 5.
The numerical method applied in this thesis is complete diagonalization of the full spec-





l of the total spin, translational invariance and spin-inversion sym-
metry in the Sz = 0 subspaces of systems with even N .8 The latter symmetry is respected
by the energy-current operator jth but not by the spin-current operator js. The dimensions
of the largest subspaces for a given momentum k are 8400 for Sztot = 1 and 9000 for S
z
tot = 0
at N = 20.9 In the latter case, the dimension is almost reduced by a factor of two by spin-
inversion symmetry for the subspaces with odd and even sign under this symmetry. The
requirements from the hardware side are, for the largest system sizes, a maximum of 4GB
of RAM. The computations were done on standard PCs and on a COMPAQ compute server
provided by the Rechenzentrum of the TU Braunschweig.10
Another important aspect is the identification of degenerate states, i.e., states with En =
Em, in subspaces labeled by S
z
tot and momentum k. This is necessary in the evaluation of
Eqs. (4.8), (4.9) and (4.12) but becomes irrelevant if the respective current operator is con-
served, leading to simpler expressions such as Eq. (4.10) or (4.11). The latter is possible for
thermal transport in the XXZ model, i.e., this applies to Dth and Dth,s.
For spin transport, however, we have [H, js] 6= 0 for ∆ 6= 0, and a careful treatment of
degenerate states becomes necessary for the quantities D11 = Ds as well as D21,D22 and
Kth. The integrated distribution I(ǫ) of level spacings ∆En is shown in Fig. 4.2. There, the
number I(ǫ) of level spacings ∆En = En+1 − En, En < En+1 of adjacent energy levels being







I(ǫ) can also be written as an integral over a continuous distribution of the level spacings,




dǫ′P (ǫ′) . (4.25)
It is sufficient to analyze all subspaces with given Sztot and momentum k separately and sum
over all subspaces thereafter. This is indicated by the first sum in Eq. (4.24).
The spectrum displays some characteristic features: first, the value of I(ǫ) for ǫ → ∞
8For the purpose of this thesis we have adapted a program written by A. Honecker to the present problem,
which sets up the Hamiltonian in a basis respecting translational invariance, conservation of Sztot, and spin-
inversion symmetry, where possible. The program has been extended by the present author to set up current
operators in the same basis also.
9The program used to diagonalize the largest subspaces is the package diagonalize written by A. Ho-
necker [263]. The most recent version of this program uses standard LaPack routines. See, e.g.,
http://www.netlib.org/lapack.
10The CFGAUSS is a COMPAQ ES45 compute server with 10 nodes equipped with 4 CPUs
each and a maximum of 32 GB RAM per node. For further information, see http://www.tu-
braunschweig.de/rz/services/compute/cfgauss.
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Figure 4.2: Distribution of level spacings in the spectrum of finite XXZ chains with 8 ≤ N ≤ 18
(bottom to top as indicated by the arrow) for ∆ = 0.5 (solid lines: N even, dashed lines: N odd).
∆En is the difference of adjacent energy levels in subspaces classified by total S
z
tot and momentum k.
The number I(ǫ) of ∆En with ∆En < ǫ summed over all subspaces is plotted versus ǫ; see Eq. (4.24).
From Ref. [iii].
equals the dimension of the Hilbert space 2N minus the number of subspaces (Sztot, k). Second,
a large fraction of degenerate states is present and third, the integrated distribution of level
spacings is constant for 10−9 . ǫ/J . 10−6 for the system sizes investigated. This suggests
that adjacent energy levels are typically separated by ∆En/J . 10
−9 if they are degenerate.
This separation allows for an identification of degenerate states by imposing the following
criterion in the numerical analysis: energy levels with |En+1 − En| < ǫcut = 10−8J are
degenerate. By evaluation of Eq. (2.44), which does not make use of [H, jth] = 0, for the
thermal Drude weight Dth(h = 0, T ) we find agreement with Eq. (4.10), which exploits
[H, jth] = 0, and the Bethe ansatz [78] for this choice of ǫcut. Significant deviations at
temperatures T/J ∼ 1 appear if larger or lower values for the cut-off energy are used. In
principle, the sum in Eq. (2.25) can be reduced to a trace, if the current operators are diagonal
in degenerate subspaces. This does, however, not make the determination of degenerate states
superfluous. The best way to reduce the number of degeneracies would be to exploit further
symmetries of the model.
In this context, note that the level-spacing distribution P (ǫ) has recently been intensely
studied, focusing on the transition from integrable to nonintegrable models as reflected in
P (ǫ). For more details and further references, the reader is referred to the recent publications
Refs. [88,264–266].
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4.3 Conformal field theory
Luttinger-liquid Hamiltonian for the XXZ chain
In the continuum limit, the spin-1/2 XXZ maps onto a Luttinger liquid in the massless





















K is the so-called Luttinger parameter, and v is the velocity of the elementary excitations.
An important symmetry of (4.26) is its invariance under conformal transformations.11
The fields generally depend on two variables, x and time t. Equivalently, the fields can be
written as functions of complex variables
φ(x, t) = φ(z, z¯); z = x+ it . (4.28)
Let z → z + ζ(z) be a general mapping of the complex plane into itself. Such transforma-
tions obey local conformal invariance if ζ(z) is an analytical function, i.e., the requirement
is that ζ(z) fulfills the Cauchy-Riemann differential equations [267]. The great advantage of
conformal invariance is that it already determines certain correlation functions such as the
two-point function of the field φ [27, 267]. Exploiting conformal invariance to obtain corre-
lation functions one can determine the precise dependence of v and K on the anisotropy ∆









2(π − γ) ; ∆ = cos(γ) . (4.29)
The objective of this section is to compute the transport coefficients for a Luttinger liquid.
Before, a brief sketch of the derivation of the Luttinger-liquid Hamiltonian for the XXZ chain
is given. We follow the presentation of Ref. [27], which also contains further references.12
To illustrate the mapping of a lattice model onto a continuum theory, it is instructive to
consider the XY case [∆ = 0 in Eq. (4.1)]. First, we apply a Jordan-Wigner transformation,
which leads to a representation of the Hamiltonian in terms of spinless fermions c
(†)
l (see the
discussion in Sec. 2.1 and in Sec. 4.4). The model is diagonal in momentum space with a
cosine dispersion [see Eq. (2.6)]. In the low-energy limit, it is sufficient to keep only the modes
in the vicinity of the two Fermi points, which are kF = ±π/2 at vanishing magnetic field,
i..e., the dispersion is linearized around the Fermi points. To this end, the fermion operators
c(x) = cl are expressed by slowly varying fermionic fields:
c(x)√
a
≈ eikFxψL(x) + e−ikFxψR(x) . (4.30)
11See Refs. [267,268] for further details.
12Regarding the notation, note that we fix constants such that the Luttinger parameter of free fermions
(XY case, ∆ = 0) is K = 1.
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In this equation we have introduced a continuous spatial variable via la→ x, which replaces
the integer site index l. a is the lattice constant. ψL(x) and ψR(x) are the left and right






R − ψ†L∂xψ†L] . (4.31)
v is the velocity at the Fermi points. This Hamiltonian can equivalently be expressed in terms
of bosonic fields φR,L(x) by applying bosonization. We are not going into the details of the
procedure, which can be found in the literature [269, 270], but prefer to quote the results.
Essentially, one realizes that the fermionic fields can be expressed in terms of exponentials of
bosonic ones:13
ψR,L(x) ∝ : e±i
√
4πφR,L(x) : . (4.32)
The plus(minus) has to be used for the right(left) moving fields. The dots : . : denote normal
ordering. Using the bosonization procedure one arrives at Eq. (4.26). In addition, one can










The corresponding expression for S±x reads:




πφ) + c] : . (4.34)
〈m〉 is the magnetization, and a, b, c are nonuniversal constants, i.e., they depend on pa-
rameters of the model such as ∆. Normal ordering with respect to the ground state with
magnetization 〈m〉 is indicated by : . :.
So far we have discussed the noninteracting XY case only. The consideration of inter-
actions also allows us to give a qualitative discussion of the ground-state phases of Fig. 4.1.
The crucial point is that interactions arising for −1 < ∆ < 1 are incorporated into the Hamil-
tonian without changing its form. The effect of the interactions is a renormalization of the
parameters of (4.26), i.e., K and v, which acquire a dependence on the anisotropy ∆. In
the limit of small ∆≪ 1, this can be seen by treating the interactions perturbatively, which
results to first order in ∆ in:14
v = 1 +
2∆
π
; K = 1− 2∆
π
. (4.35)
One way to see which perturbations in principle arise for ∆ 6= 0 but ∆ ≪ 1 is to insert the
expression for Szl Eq. (4.33) into H
zz ∝ ∆Szl Szl+1, and to expand the result in powers of the
lattice constant. To leading order one finds an operator of the type:
O(x) = cos (4√πφ(x)) . (4.36)
There are two criteria that have to be considered to decide whether an operator may affect
the low-energy physics or not. First of all, the operators are classified as relevant, marginal,
or irrelevant in the renormalization group sense. This means that the couplings in front of a
13We omit the Klein-factors which appear in this equation to ensure commutation relations. See Ref. [27]
for a discussion.
14See, e.g., Ref. [27].
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perturbation increase, stay constant, or scale to zero during the renormalization flow.15 For
instance, the operator from Eq. (4.36) is irrelevant for |∆| < 1, marginal for ∆ = 1, and
relevant for ∆ > 1, where it gives rise to the opening of a gap.
The second criterion is the commensurability of an operator. Terms that oscillate rapidly
on short length-scales are incommensurate and are thus usually discarded. As an example





and Eq. (4.33), one infers the presence of a term of the form ha : cos(2kFx +
√
πφ) :. This
operator gives rise to the opening of the gap for h ≥ hc2, where it becomes commensurate,
since in general, the Fermi points are kF = ±(π/2)(1 + 〈m〉). In the massive phase, we
have 〈m〉 and therefore kF = ±π. In the massless phase, however, it is an incommensurate
perturbation [27], which is thus neglected, even though it is a relevant perturbation in both
the massless and the massive regime.
Zero magnetic field
Equation (4.26) describes a free bosonic field in (1+1) dimensions. Therefore, the transport
coefficients of this model diverge, characterized by finite Drude weights. The local current
operators jth(x) and js(x) are chosen such that they fulfill equations of continuity:
∂xjs(x) = −∂tm(x) (4.37)
∂xjth(x) = −∂tH(x) (4.38)
where m(x) is the local magnetization and H(x) the local energy density. One finds for the









dx ∂xφ(x)∂xθ(x) . (4.40)
The Drude weights follow from
Dth[s] = πβ
r〈j2th[s]〉/N (4.41)
with r = 1 for Ds and r = 2 for Dth. Thus, in order to obtain the Drude weight one has to
evaluate the two-point function
〈jth[s](x, t)jth[s](0, 0)〉 , (4.42)
t being the imaginary time variable. The computation is performed along the lines of Ref. [248]
where the susceptibility was calculated, and a sketch of it is given for the case of Kth = Dth.
First, coordinates are changed via z = vt + ix and z¯ = vt − ix. By decomposing φ(z, z¯) =
ϕ(z) + ϕ¯(z¯) into its chiral parts and using the respective two-point functions16 such as
〈ϕ(z)ϕ(w)〉 = −K
4π
ln(z − w) (4.43)
15We skip a discussion of the scaling dimension of operators which is nevertheless important in this context
and refer the reader to the literature instead [27].
16These correlation functions directly follow from the conformal invariance of the model. For further details,
see [27,267].
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one arrives at











Before performing the space-integration the imaginary time direction is compactified by map-
ping the complex plane, i.e. z, into the strip, parameterized by ζ, using z(ζ) = exp(2πζ/β)



























This coincides with Klu¨mper’s and Sakai’s expression [78], also found by Kane and Fisher [80],
for the low-temperature limit of the XXZ chain if the velocity v is equal to v = (Jπ/2) sin γγ .
However, the result is more generally valid for models for which the continuum limit is given
by the Luttinger-liquid Hamiltonian, supposed the Drude weight can be shown to be finite
for the original lattice model.
In analogy to the case of the thermal Drude weight, the spin Drude weight is derived
as [79]
Ds(T ) = v K = const . (4.48)
Thus, as noticed in Ref. [78], the Drude weights fulfill a Wiedemann-Franz type of relation
Dth(T )
Ds(T )








holds at low temperatures [78], since CV = (π/3v)T [271].
Finite magnetic fields






















dx ∂xφ . (4.51)
By introducing a shifted field φ˜ via
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and by realizing that θ˜ = θ through Eq. (4.27), the Zeeman term can be absorbed and the















For h 6= 0, the velocity v and the Luttinger parameter K acquire an additional dependence on
h, i.e., we haveK = K(∆, h) and v = v(∆, h). Both parameters, i.e., K(∆, h) and v(∆, h), can
be computed exactly by solving the Bethe ansatz equations [272]. The velocity v = v(∆, h)
was calculated for ∆ = 1 in Ref. [273]. Further numerical values for these parameters can be
found in, e.g., Ref. [274].
The form of the Hamiltonian implies that the expressions for the Drude weights D11 = Ds
and D22 can directly be copied from the zero-field case:




v(∆, h)T . (4.55)
To see why one is now dealing with D22 instead of Dth, it is instructive to replace φ˜ in the












∂xθ = jth − hjs . (4.56)
Since particle-hole symmetry is restored for the Hamiltonian written in terms of the shifted
φ˜ [275], it follows that D21 = 0. From Eqs. (4.13)–(4.15) and Eqs. (4.54)–(4.55), one also
finds an expression for the low-temperature limit of Dth, in agreement with Ref. [92]:




Next, a Hartree-Fock type of approximation to the Hamiltonian Eq. (4.1) is discussed, which




l are first mapped










l destroys(creates) a fermion on site l. The string operator Φl reads Φl =
∑l−1
i=1 ni
with ni = c
†




















A mapping onto Jordan-Wigner fermions has widely been used to study one-dimensional
models and an accurate account of the relevant literature is beyond the scope of this thesis.







Figure 4.3: Sketch of the mean-field dispersion ǫk [Eq. (4.61)] with the field h acting as the chemical
potential. For h = 0, the Fermi points are kF = ±π/2. For 0 < |h| < hsat, π/2 > kF > 0, and
the dispersion is always linear in the vicinity of the Fermi-level, i.e., ǫk ∝ k, leading to Kth ∝ T at
low temperatures in the massless regime. At the saturation field, kF = 0, and ǫk ∝ k2. In the fully
polarized state, the dispersion can be approximated by ǫk ∝ (k2 + G); G = h − J denoting the gap.
h > 0 is assumed here.
The notation follows Ref. [122].
The procedure will be outlined incorporating the magnetic field. The interaction term
∆nlnl+1 appearing in the fermionic representation is treated by a Hartree-Fock decomposition







with the mean-field dispersion
ǫk = −J(1 + 2∆Ω) cos(k)− h+ 2J∆(n− 1/2). (4.61)
The dispersion is sketched in Fig. 4.3. The quantities to be determined self-consistently are:












where the latter is related to the average local magnetization m via 〈Szl 〉 = m = n − 1/2.
Both parameters are site independent since no order occurs in the massless phase at finite
temperatures due to the Mermin-Wagner theorem.17 The temperature and field dependence
of the self-consistent solutions for Ω and m are shown in Fig. 4.4 for ∆ = 0.1.
17See, e.g., Chapter 6 in Ref. [30].
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Figure 4.4: Mean-field parameter Ω = Ω(h, T ) [panel (a)] and local magnetization m(h, T ) [panel
(b)] versus temperature for various fields h/J = 0.1, 0.5, 1.1, 1.5 at ∆ = 0.1. Arrows indicate increasing
magnetic field.















































are both conserved within this approximation. In Eq. (4.67), vk = ∂kǫk denotes the velocity
and f(ǫ) = 1/(exp(ǫ/T ) + 1) is the Fermi function. Note that in general, vk depends on tem-
perature. In the massless regime, ǫk = vk where v = vk(T = 0). In the case of noninteracting
particles, which is effectively realized within mean-field theory, the transport coefficients can
already be determined from all single-particle eigenenergies.
Note that the mean-field approach is of course exact for ∆ = 0, thus providing a reference
case to check the numerical implementation of the current operators for the latter use of exact
diagonalization. Moreover, it is also possible to evaluate Eqs. (4.64)–(4.66) on finite systems
also by either recursively computing all many-particle states or by explicitely rewriting all
transport coefficients in terms of single-particle eigenenergies only. The latter procedure will
be used in Chapter 6 to study transport properties of disordered XY chains.
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Figure 4.5: Thermal Drude weightKth(h = 0, T ) = Dth(h = 0, T ), mean-field theory [i]. Comparison
with the exact result from Ref. [78] for ∆ = 1, 0.5, 0 and h = 0 (top to bottom). The low-temperature
asymptotic Kth = Dth ∝ T according to Eq. (4.47) is also included (thin dotted lines).
4.4.2 Zero magnetic field
Results for the thermal Drude weight18 Kth(h = 0, T ) from the mean-field approximation are
shown in Fig. 4.5 and compared to the exact curves from Ref. [78] for ∆ = 0, 0.5, 1. The
approach works in this form for 0 ≤ ∆ ≤ 1. Note that n = 1/2 since the magnetization
vanishes at any temperature without an external field.
In the case of ∆ = 0, corresponding to free fermions, both approaches coincide. The
agreement is still very good for larger values of ∆. In particular, the position of the maximum
is well reproduced by the mean-field approach, even for ∆ = 1. At high temperatures, the
thermal Drude weight is underestimated by the mean-field approximation due to the neglect
of many-particle excitations. In the low-temperature limit one obtains












This agrees with the expansion of the exact result for the velocity Eq. (4.29) to first order in
∆. Therefore, the temperature dependence comes out correctly, but the prefactor would be
renormalized if interactions were properly accounted for; compare Eq. (4.47).
Nevertheless, mean-field theory provides a surprisingly good approximation to the thermal
Drude weight. For finite magnetic fields, no analytically exact results are available. Since
exact diagonalization on system sizes N ≤ 20 can usually not give a good description of low
energy features, mean-field theory will be used for h > 0 as a complementary method to study
the low-temperature regime.
Before turning to the case of finite magnetic fields where magnetothermal corrections
18One should keep in mind that at vanishing magnetic field Kth(h = 0, T ) = Dth(h = 0, T ) = D22(h = 0, T ).
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Figure 4.6: Spin Drude weight, mean-field theory. Ds(h = 0, T ) versus temperature for ∆ =
0, 0.2, 0.5, 0.75, 1 at zero magnetic field h = 0. Increasing ∆ is indicated by the arrow. The curve
for ∆ = 0 (solid line) is exact in the limit N → ∞. Dashed curves denote mean-field results (MF);
the dotted line is ED data for N = 18 and ∆ = 0.5. Inset: Drude weight Ds(T = 0), comparison of
the mean-field result (dashed curve) with the exact expression from Eq. (4.20) [solid line, [79]].
arise [see Eq. (4.16) and (4.17)] the spin Drude weight Ds = D11 as obtained from mean-field
theory is compared to exact results. This is shown in Fig. 4.6, where the main panel contains
the curves for ∆ = 0, 0.2, 0.75, 1 at finite temperatures and the inset contains Ds(T = 0) from
mean-field theory (dashed line) and the exact result from Eq. (4.20) [solid line]. Starting with
the case of low temperatures, note that mean-field theory results in
DMFs (h = 0, T = 0) = v
MF(∆) ∝ 〈−Tˆ 〉 . (4.70)
Thus, DMFs essentially measures the mean kinetic energy, or the bandwidth 2(1 + 2∆/π),
which increases with increasing ∆ [see Eq. (4.61)]. Therefore, one finds
DMFs (T = 0) > Ds(T = 0) , (4.71)
which can be seen in the inset of Fig. 4.6 and which still holds at finite temperatures. The
latter is evident from the comparison of DMFs to exact diagonalization data for N = 18 and
∆ = 0.5 shown in the main panel of Fig. 4.6. One can therefore conclude that mean-field
theory predicts the wrong qualitative dependence on the anisotropy ∆, i.e., an increase instead
of a decrease both at finite and zero temperature. In fact, Ds mostly decreases monotonously
with ∆, as will be shown in Sec. 4.5.
4.4.3 Finite magnetic fields
The discussion can easily be extended to the case of finite magnetic fields. First, the low
temperature limit will be analyzed in the regimes (i) and (ii) of the phase diagram depicted
in Fig. 4.1. Second, the spin Drude weight Ds(h, T ) is computed from mean-field theory for
∆ = 0.1 and compared to exact diagonalization. Finally, it is shown that for the thermal
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Drude weight Kth(h, T ) at small magnetic fields and for small ∆ as well as for fields larger
than the saturation, i.e., h ≥ hc2, a good agreement with ED is found.
Free-fermion case ∆ = 0
The discussion starts with the free-fermion case ∆ = 0. For illustration, a cosine-dispersion
is sketched in Fig. 4.3. For ∆ = 0, one finds from Eqs. (4.64)–(4.66) and (4.16):
Kth(h, T ) = D22 =
π2
3
v(h)T for 0 ≤ h < hc2 ; (4.72)







T 3/2 for h = hc2 ; (4.73)




2π T 3/2e−G/T for h > hc2 . (4.74)
To arrive at Eq. (4.72), one should realize that the leading contribution to Kth at low tem-
peratures comes from D22 in the massless regime; thus Kth ≈ D22. The velocity v for k = kF,
kF = arccos(h/J) being the Fermi wavevector, is given by v = J sin(kF) =
√
J2 − h2. The


























ζ(x) is the Riemann-Zeta function. The key ingredient to obtain the T 3/2-dependence of Kth
is the fact that ǫk ∝ k2 for h = hsat. Note that the spin Drude weight at T = 0 is finite for
0 ≤ h < hc2 and vanishes for h ≥ hc2. At low temperatures and for h = hc2, we find
D11(h, T ) = A11
√
T . (4.76)
For the quantum critical line h = hc2, one can infer from Eqs. (4.14), (4.15), (4.73), and (4.75)
that the pure thermal Drude weight also diverges for T → 0 with Dth ∝ T−1/2 (J = 1)








To leading order in temperature, the Drude weights Dij in the polarized state are (ǫk ≈
Jk2/2 +G;G = |h| − J):
D11(h, T ) =
√
2J T e−G/T c1 , (4.78)
D21(h, T ) =
√
2J T e−G/T (Gc1 + Tc2) , (4.79)




e−G/T (G2c1 + 2TGc2 + c3T 2) (4.80)















Figure 4.7: Spin Drude weight, mean-field theory for finite magnetic fields. Ds(h, T ) versus temper-
ature for ∆ = 0.1 and various magnetic fields h/J = 0.1 (solid lines), 0.5 (dashed lines), 1.1 (dotted













where Γ(x) denotes the Gamma function and i is an integer number. Thus, both the leading
and next-to-leading order in T cancel in Eq. (4.16), leading to Eq. (4.74).
The results summarized in Eqs. (4.72)–(4.74), (4.48), (4.76), and (4.78) for the massless
state, the saturation field, and the fully polarized state suggest that at low temperatures the
Wiedemann-Franz law is fulfilled:
Kth(h, T )
Ds(h, T )
= L0T . (4.82)
The prefactor L0 is different in all three cases, but a constant with respect to the field within
the regimes (i) and (ii) within mean-field theory [see also Eq. (4.49)]:
LMF0 =

π2/3 h ≤ hc2
A11A22 −A221/A211 for h = hc2
3/2 h > hc2
. (4.83)
Finally, note thatD22 ∝ exp(−G/T )/
√
T has been argued to be a generic feature of all gapped
systems with a finite thermal Drude weight [55]. In the same work, a T 3/2-dependence of D22
has been found at the saturation field within a continuum theory suggested to describe low-
energy features of spin ladders.
Mean-field theory for ∆ > 0
The results from mean-field theory are discussed for ∆ > 0, starting with the spin Drude
weight Ds, which is one ingredient in Eqs. (4.16) and (4.17) needed to compute Kth under
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Figure 4.8: Thermal Drude weight Kth(h, T ), mean-field theory for finite magnetic fields h/J =
0, 0.5, 1.1, 1.5 [ix]. The curve for h = 0 is the exact result from Ref. [78]. Comparison with exact
diagonalization for N = 18 sites (thin lines). Mean-field theory results are denoted by thick lines. The
thick arrow indicates increasing magnetic field ∆.
the condition of 〈js〉 = 0. The temperature dependence of Ds is shown in Fig. 4.7 for ∆ = 0.1
and h/J = 0, 0.5, 1.1, 1.5 and compared to exact diagonalization data for N = 18 sites (thin
lines). The agreement is poor for small fields, similar to the case of h = 0 shown in Fig. 4.6,
but for h ≥ hc2 and T/J . 0.5, only small deviations between MF and ED are found.
Figure 4.8 shows Kth(h, T ) for ∆ = 0.1 and h/J = 0, 0.5, 1.1, 1.5 (thick lines). The main
features are: (i) a suppression of the thermal Drude weight by the magnetic field; (ii) a shift
of the maximum to higher temperatures for h/J > 0.5 compared to h = 0; (iii) a change in
the low-temperature behavior which resembles the findings for the free-fermion case.
For comparison, the results from exact diagonalization (ED) for N = 18 sites are included
in Fig. 4.8 (thin lines) and the agreement is very good. Deviations at low temperatures for
h = 0 and h = 0.5 are due to finite-size effects, i.e., the ED results are not yet converged to
the thermodynamic limit. For larger fields h ≥ hc2 = 1.1J , deviations between ED and MF
are negligibly small.
Within the massless phase 0 ≤ h < hsat, the mean-field theory results confirm that
Kth(h, T ) = V (h,∆)T for ∆ > 0 and low temperatures. However, we expect that the pref-
actor V (h,∆) will be renormalized if interactions are fully accounted for.
From Eq. (4.61), one can derive the critical field hc2 within the Hartree-Fock approxi-
mation. The behavior of both Ω and the average local magnetization m as a function of
temperature and for various magnetic fields are depicted in Fig. 4.4(a) and (b), respectively.
At T = 0 and h = hc2, the ground state is the fully polarized state with n = 〈c†i ci〉 = 1, i.e.,
the parameter Ω from Eqs. (4.61) and (4.62) vanishes. Consequently, we find hc2/J = 1 +∆
in accordance with the exact result [243]. From the point of view of bosonization it is evident
that the low-energy theories along the line h/J = 1 + ∆ and for ∆ = 0 are equivalent in
the sense that they are characterized by the same radius of compactification [241, 242, 272].
Within bosonization, the line h = hc2 is special since the velocity of the elementary excita-
tions vanishes here.
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Figure 4.9: Thermal Drude weightKth(h, T ) at the critical field hc2/J = 1+∆ for ∆ = 0, 0.1, 0.5, 1, 2
[ix]. For ∆ 6= 0, we show numerical results for N = 18 sites, while the curve for the free-fermion case
(thin solid line) is valid in the thermodynamic limit. This comparison confirms that Kth = AT
3/2 for
h = hc2 with A being independent of ∆ for ∆ > −1.
Regarding the low-temperature behavior of the thermal Drude weight for h = hc2 one
can then infer that it is given by Eqs. (4.73) and (4.75), independently of ∆. This picture is
further substantiated by additional exact diagonalization data for ∆ = 0.1, 0.5, 1, 2 shown in
Fig. 4.9 and the respective critical fields hc2/J = 1 + ∆. The curve for ∆ = 0 is of course
exact in the thermodynamic limit and has been evaluated from Eqs. (4.64)–(4.66). Small
deviations visible at very low temperatures are due to the presence of finite size gaps in the
exact diagonalization data. Note, however, that the case of ∆ = −1 and h = 0 might be
exceptional, since exact diagonalization results point to Kth(h = 0) ∝ T at low temperatures.
This will be discussed in more detail in Sec. 4.6. In the case of the ferromagnetic Heisenberg
chain, the existence of many low-lying excitations might complicate the situation.
In the ferromagnetic state h > hc2 and for low temperatures, the parameter Ω from
Eq. (4.62) is exponentially suppressed and the average local magnetization is m = 1/2, which
is illustrated in Fig. 4.4. Thus, to leading order in T the low-temperature dependence of
Kth(h, T ) is independent of ∆, similar to the case of h = hc2, and the thermal Drude weight
is exponentially suppressed
Kth(h, T ) ∝ T νe−G/T for h > hc2 . (4.84)
The mean-field theory as well as ED results are compatible with ν = 3/2 even for ∆ 6= 0.
In summary, mean-field theory provides the leading low-temperature contributions to Kth
in the regimes (i) and (ii) of Fig. 4.1. Moreover, a reasonable quantitative description of the
transport coefficients is found first, for small ∆ and h > 0 and second, for h ≥ hc2.
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4.5 The spin Drude weight (ED)
For the spin Drude weight Ds of the XXZ chain, numerical results are presented for zero
magnetic field in Sec. 4.5.1 and for finite magnetic fields in Sec. 4.5.2. For the latter case,
a proof of Ds(h > 0, T > 0) > 0 exists [61], while no such proof has been found for zero
magnetic field. Therefore, the discussion in Sec. 4.5.1 starts with the finite-size scaling of the
Drude weight in the limit β = 0, which allows one to access this aspect from the numerical
point of view. Conclusions regarding the temperature dependence and a comparison of DIs
and DIIs complete the discussion of the zero field case. For finite magnetic fields, preliminary
results for the zero-temperature Drude weight will be presented showing that this quantity
probes the phase diagram Fig. 4.1. Furthermore, the field and temperature dependence is
studied. Finally, it is shown to which extent Mazur’s inequality Eq. (2.80) is exhausted by
considering jth as the only conserved quantity. Note that the Drude weight Ds is needed as
an input in Eqs. (4.16) and (4.17) to obtain the magnetothermal correction to the thermal
Drude weight.
4.5.1 Zero magnetic field
Scaling of the Drude weight in the high-temperature limit
Broad numerical evidence exists supporting the conclusion of a finite spin Drude weight in the
massless regime at finite temperatures [83–86, 88–90], corresponding to the absence of spin
diffusion [151, 152]. Field theoretical [87] as well as Bethe ansatz studies [75–77] reach the
same conclusion, finding, however, different results for the low-temperature behavior. The
issue of the SU(2)-symmetric case is unsettled. Numerical studies are partially interpreted in
favor of a finite Drude weight [85,86], while, e.g., the Bethe ansatz results by Zotos [75] predict
a vanishing Drude weight. In the gapped regimes |∆| > 1, the Drude weight is believed to
vanish [83,89,250].
Numerical results for the Drude weight are presented in the limit β = 0. Noting that
Ds ∝ T−1 at high temperatures, one defines [see Eq. (2.53)]:
Cs(N) = lim
β→0
[T Ds(T )] . (4.85)
This first coefficient of a high-temperature expansion of Ds fulfills the relation Cs(∆) =
Cs(−∆), which can be inferred from the following argument: Changing the sign of ∆ is an
anti-unitary transformation and essentially turns H(−∆) = −H(∆) and En(−∆) = −En(∆)
while the eigenvectors remain unchanged. This follows from an additional rotation by π about
the z axis on all sites with even site index. The spin-current operator js from Eq. (4.19) does
not depend on ∆ and therefore, the matrix elements in Eq. (4.85) do not change under this
transformation. Due to this relation, it is sufficient to concentrate on ∆ ≥ 0 in the limit of
β = 0.
Numerical results for Cs(N) and several values of the anisotropy are shown in Fig. 4.10(a)
for system sizes N ≤ 19.19 To fix the absolute values we note that Cs = π/8 in our notation
19The figure also contains a result for N = 20 sites for ∆ = 1.
































Figure 4.10: Finite-size scaling of the spin Drude weight in the high-temperature limit β = 0 [iii].
Panel (a) shows Cs(N) versus 1/N for ∆ = 0, 0.5, 0.6, 1, 1.5 (symbols). Open symbols denote odd N
and solid symbols even N . The largest system sizes are N = 19 for ∆ = 0.5, 0.6, 1.5 and N = 20
for ∆ = 1. For ∆ = 0, Cs can be computed for system sizes of the order of N = 5000 sites without
much effort, and Cs does not exhibit any finite-size effects in the limit β = 0 in this case. Thus, only
a straight horizontal line is shown for ∆ = 0 (dotted line). In addition, the results of Ref. [90] for
∆ = 0.5 and N = 24, 26, 28 are included for comparison (stars). The straight dashed lines are fits to
the data according to Eq. (4.86). The vertical line marks N = 20. (b): Extrapolated values for Cs
(diamonds) and the ED results for N = 18 (solid circles) and N = 19 (open squares). Lines are guides
to the eyes.
for the free-fermion case ∆ = 0. For all anisotropies that can be written as ∆ = cos(π/ν), ν




+ . . . . (4.86)
Both the subset of even- and odd-numbered system sizes extrapolate to the same value for
N → ∞. This is not the case for intermediate values of ∆ such as ∆ = 0.6, where both
subsets exhibit a 1/N -scaling with different coefficients aeven, beven and aodd, bodd. In order
to estimate the value Cs in the thermodynamic limit, the following procedure is applied. In
the subtle cases, i.e., ∆ = 0.2, 0.4, 0.6, 0.8, 0.9, fits are separately performed to the subsets
with even and odd N . Cs is then estimated by averaging the results from the fits, while in
the case of ∆ = 0.5 and ∆ = 1, all system sizes were included in a single fit according to
Eq. (4.86). Following this procedure, one obtains Cs = (0.15 ± 0.03)J2 for ∆ = 0.6 while the
extrapolation of the even-numbered systems yields Cs = (0.123 ± 0.001)J2. The latter value
compares well to the data published in Ref. [84] (Cs = (0.119± 0.004)J2). The strong differ-
ences between even- and odd-numbered systems, however, indicate that additional finite-size
corrections apart from a simple 1/N -term must become relevant for larger N if the sequences
of even and odd N converge to the same value in the thermodynamic limit. A difference in
the extrapolated value for large N of these two subsets does not seem to be plausible. This
subtle behavior will further be elucidated below by analyzing the integrated spectral weight
of the spin conductivity.
The results of the extrapolation are shown in Fig. 4.10(b), including the data points for
N = 17 and N = 18 sites for comparison. The large error bars for ∆ = 0.2, 0.4, 0.6, 0.8, 0.9
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Nmin Nmax C
fit
s (∞) Nmin Nmax Cfits (∞)
8 19 0.030 ± 0.003 8 20 0.028 ± 0.003
9 19 0.023 ± 0.002 9 20 0.023 ± 0.003
10 19 0.024 ± 0.003 10 20 0.023 ± 0.002
11 19 0.020 ± 0.003 11 20 0.019 ± 0.002
12 19 0.022 ± 0.003 12 20 0.021 ± 0.003
13 19 0.018 ± 0.003 13 20 0.018 ± 0.003
14 19 0.018 ± 0.003 14 20 0.020 ± 0.003
Table 4.2: Extrapolation of the spin Drude weight in the limit β = 0 for the case of ∆ = 1 using
Cs(N) = C
fit
s (∞) + b/N . Here, the range of the system sizes included in the fit was varied, i.e.,
Nmin ≤ N ≤ Nmax.
are due to the large differences in the extrapolated values of subsets with even and odd N .
This analysis confirms the conclusion of Ds(T > 0) > 0 for |∆| < 1 of Refs. [83,84]. The plot
further suggests that Ds(T ) = 0 for ∆ ≥ 1.5 within the numerical accuracy. For intermedi-
ate Ising-like anisotropies, i.e., 1 < ∆ < 1.5, the system sizes may still be too small for an
unambiguous confirmation of the conjecture Ds(∆ > 1) = 0 [83, 89, 250]. In particular, the
possibility of a finite Drude weight in the gapped regime cannot be ruled out on the basis of
the numerical data even though the Drude weight is zero at T = 0. An example for such a
scenario, i.e., Ds(T = 0) = 0 but Ds(T > 0) > 0 has been given in Ref. [94] for the half-filled
integrable t− U Hubbard model.
The most interesting case is the Heisenberg chain ∆ = 1 for which the extrapolation also
indicates a finite spin Drude weight. To estimate the reliability of the fit, the system sizes
included were varied. The details are shown in Table 4.2. We find Cs = (0.020± 0.003)J2 for
Nmin = 14 and Nmax = 20, indicating a finite Drude weight in the thermodynamic limit. This
result is smaller than the data reported in Ref. [84], where one finds Cs = (0.046 ± 0.005)J2
there for N = 6, 8, . . . , 14. The latter is regained if we use our data for N = 6, . . . , 14. The
analysis implies Ds(T > 0) > 0 for the isotropic, ferromagnetic chain also since Cs(∆) =
Cs(−∆).
In Ref. [90], results for Cs(N) were published for system sizes as large as N ≤ 28 using
a finite-temperature Lanczos method (MCLM) by Long and coworkers. Astonishingly, their
data points for N = 24, 26, 28 do suddenly no longer follow the 1/N scaling, which is always
observed if exact diagonalization data are used. See Figure 4.10(a) for a direct comparison
in the case of ∆ = 0.5. This observation casts some doubts on the reliability of the MCLM
approach to study spin transport. Note that this method also computes the transport coeffi-
cient from a single microstate only, constructed to have the proper mean energy. Analytically,
an expression for Cs was derived from the Bethe ansatz by Klu¨mper, which can be found in
Ref. [90]. The results presented here agree with this formula for ∆ < 1 and integer values of
ν, but deviate for ν noninteger and in particular, also for ∆ = 1, for which a vanishing Drude
weight is predicted from this expression.
Finally, one can elaborate somewhat more on the strange finite-size scaling for interme-
diate values of ∆ = cos(π/ν); ν non-integer. It is instructive to study the integrated spectral
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Figure 4.11: Integrated spectral weight Is(ω) of the XXZ chain for ∆ = 0.5, 0.6, 1 at β = 0 for
N = 14 (thin lines) and N = 16 (thick lines). See also Ref. [89].
weight
Is(ω) = Ds + 2
∫ ω
0+
dωRe σreg(ω) , (4.87)
which is plotted versus ω for β = 0, ∆ = 0.5, 0.6, 1, and N = 14, 16 in Fig. 4.11. Note that
I(ω) is well converged with respect to system size; in particular for ω →∞. The interesting
feature of incommensurate values of ∆ (non-integer ν) is that there is a depletion of weight at
low frequencies for even system sizes, which can be seen in the case of ∆ = 0.6. On grounds
of this observation Zotos and coworkers [89] have suggested to add some spectral weight from
low, but finite frequencies ω/J > 10−8 to the spin Drude weight. If one does so by varying
the cut-off ǫcut, it seems that the extrapolation of Cs(N) to N → ∞ from odd system sizes
gives a better estimate of the true Cs(∞). It should, however, be stressed that such procedure
goes beyond the standard definition Eq. (4.12) of the Drude weight. Sticking to its definition,
the obvious conclusion is that Ds seems to exhibit a non-continuous dependence on system
size for ν non-integer [89].
Massless regime −1 < ∆ ≤ 1
The spin Drude weight of XXZ chains with ∆ = 0.5 and ∆ = 1 is shown in Figs. 4.12 and
4.13, respectively. In the case of ∆ = 0.5, a comparison of DIs and D
II
s is presented. Note
that the results for DIs (N,T ) agree with the data for ∆ = 0.4 (not shown in the figures) and
N ≤ 14 published in Ref. [84].
The discussion starts with the case of ∆ = 0.5, representative for 0 ≤ ∆ < 1. In Fig. 4.12,
DIs (N,T ) [dashed lines] and D
II
s (N,T ) [solid lines] are compared confirming that these two
expressions are equivalent at high temperatures. In Fig. 4.12, they agree for temperatures
T/J & 0.5, depending on system size.
At low temperatures, DIs (N,T ) shows much slower convergence with N and essential
features of the temperature dependence are only present in the data for DIIs (N,T ). These
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Figure 4.12: Spin Drude weight for ∆ = 0.5 and N = 8, 9, 10, 13, 14, 18, 19 sites [iii]. Dashed lines:
DIs , solid lines: D
II
s . The open circle at T = 0 denotes the exact result for Ds(h = 0, T = 0) from
Eq. (4.20) [79], while the star represents an extrapolation of ED data. Arrows indicate increasing
system size.
are the finite value at T = 0 and the vanishing slope of DIIs (N,T ) for T → 0. The latter
observation, i.e., dDIIs (N,T )/dT = 0 at T = 0, is consistent with the Bethe ansatz by
Klu¨mper et al. [76,77]. In general, the functional form of Ds(T ) at low T for |∆| < 1 is
Ds(T ) = Ds(T = 0)− const · T µ (4.88)
where the exponent µ depends on the anisotropy. In Ref. [75], the expression µ = 2ν−1 was
derived for integer values of ν in ∆ = cos(π/ν). Taking this result, Eq. (4.88) would imply
Ds(T ) = Ds(T = 0) − const · T for ∆ = 0.5 which is not consistent with the numerical data
of Fig. 4.12. Should the numerical data obtained on finite systems finally converge to Zotos’
result, nontrivial finite-size effects at low temperatures must necessarily become relevant. For
|∆| < 1 and low T , the temperature dependence seems to be described by the expressions
derived by Fujimoto and Kawakami [87] which are compatible with QMC [85,86] and the ED
presented here.
In addition, DIIs (N,T = 0) was numerically determined by evaluating Eq. (4.9) in the
subspace containing the ground state, and the results are depicted in the inset of Fig. 4.13.
Using Eq. (2.54), one could go to larger systems than N = 18 since only the curvature of
the ground state is needed. However, the main objective of this work is the Drude weight
at finite temperatures while the finite-size corrections for the zero-temperature Drude weight
have been computed in Ref. [261] for very large systems N ∼ 104.
The results for DIIs (N,T = 0) are plotted versus 1/N in the inset of Fig. 4.13 for ∆ = 0.5
(diamonds) and ∆ = 1 (squares). The data from finite systems with an even number of sites
form a monotonically decreasing sequence in N at T = 0 and small temperatures, which can
be seen in Fig. 4.12 for T/J . 0.2, while the data for odd N are a monotonically increasing
sequence. Thus, the results for DIIs (N,T ) and even N provide an upper bound and those
from systems with odd N a lower bound for Ds(T ) at low temperatures.
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Figure 4.13: Spin Drude weight DIIs for ∆ = 1 for N = 8, 9, 10, 11, 17, 20 sites [iii]. The inset shows
the Drude weight at T = 0 for ∆ = 0.5 (diamonds) and ∆ = 1 (squares). Open(solid) symbols are used
for odd(even) N . Open circles at T = 0 denote the exact results for Ds(T = 0) from Eq. (4.20) [79].
The dashed lines are fits to the numerical results according to Eq. (4.89). Arrows indicate increasing
system size.
From Ref. [261], the leading finite-size corrections at T = 0 are available:20
DIIs (N,T = 0) = Ds(T = 0) +
B
Nµ
+ . . . (4.89)
with µ = 2 for ∆ . 0.5. Performing fits according to Eq. (4.89) at T = 0 separately for
even(odd) N results in Ds(T = 0) = 0.9747(0.9717)J for ∆ = 0.5 which is in very good
agreement with the exact result Ds(T = 0)/J = 0.97428 [79].
Turning now to the case of the isotropic chain with ∆ = 1, the analysis will be solely
based on DIIs , since this quantity describes the temperature dependence best, in particular
at low temperatures. The curves shown in Fig. 4.13 display similar features as those shown
in the main panel of Fig. 4.12 for ∆ = 0.5: (i) a vanishing slope for T → 0, (ii) a monotonic
decrease at high temperatures, and (iii) DIIs (2N,T ) < D
II
s (2N − 2, T ) [DIIs (2N + 1, T ) >
DIIs (2N − 1, T )] at low temperatures T/J . 0.1.
However, the finite-size data at the isotropic point and T = 0 seem to follow
DIIs (N,T = 0) = A+B/N (4.90)
in contrast to the case of ∆ = 0.5 as can be seen in the inset of Fig. 4.13. For A, one finds
A/J ≈ 0.847 which compares well with numerical results obtained by the Lanczos method
reported in Ref. [260]. Admittedly, a good approximation to the exact value of Ds(T = 0)
at ∆ = 1 for N → ∞ cannot be obtained from the numerical data since the system sizes
are far too small. In fact, from the work of Laflorencie et al. [261] it is known that the
relevant and leading finite-size correction at T = 0 and ∆ = 1 is a logarithmic term. This
is so because umklapp scattering is a marginally irrelevant perturbation in this case. Similar
to the susceptibility χ(T ) [248, 261], Ds(T ) is expected to show a sharp drop for T → 0
20The finite-size scaling of the spin Drude weight was also studied in Ref. [216].
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Figure 4.14: Spin Drude weight DIIs (h = 0, T ) in the antiferromagnetic gapped regime ∆ > 1, shown
as a function of anisotropy at T/J = 1 for N = 9, 13, 17 [iii]. The inset shows results at T = 0 for the
same system sizes. Lines are guides to the eyes. Arrows indicate increasing system size.
accompanied with a diverging slope at T = 0 in the thermodynamic limit [247].
At sufficiently large temperatures, we believe that the numerical data for ∆ = 1 presented
in Fig. 4.13 give the correct picture of the temperature dependence of the Drude weight.
However, Fujimoto and Kawakami [87] have recently obtained an analytic expression forDs(T )
in the low-energy limit with conformal field theory which is compatible with the numerical
data for |∆| < 1 but not for ∆ = 1. For ∆ = 1, Fujimoto and Kawakami findDs(T ) < Ds(T =
0) while the data shown in Fig. 4.13 seemingly support the opposite relation. Despite of this
discrepancy, our results do nevertheless support the notion of a finite Ds(T > 0) at ∆ = 1.
This is substantiated by the analysis of the high-temperature prefactor Cs(N) defined in
Eq. (4.85), which has been discussed in detail above.
Antiferromagnetic regime ∆ > 1
In the massive, antiferromagnetic regime ∆ > 1, the monotonic increase of DIIs (N,T ) at low
temperatures observed before for odd N changes to a monotonic decrease. This is illustrated
in the inset of Fig. 4.14 where DIIs (N,T = 0) is plotted versus ∆ for N = 9, 13, 17; compare
Refs. [261, 262]. The crossover in the monotony occurs at ∆ ≈ 1.2, i.e., in the gapped
regime. Since DIIs (N,T ) is almost constant at small temperatures, the behavior at T = 0
is characteristic for the low-temperature regime. At larger temperatures, DIIs (N,T ) is a
monotonically decreasing function for both even and odd N which can be seen in Fig. 4.14
for odd N and T/J = 1.
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Figure 4.15: Main panel: Spin Drude weight DIIs (h = 0, T ) for the SU(2)-symmetric ferromagnetic
chain (∆ = −1), plotted as a function of temperature and for N = 8, . . . , 18 [iii]. The inset shows
results for both DIs (h = 0, T ) and D
II
s (h = 0, T ) at ∆ = −2 (dashed lines: DIs , solid lines: DIIs ).
Arrows indicate increasing system size.
Ferromagnetic regime ∆ ≤ −1
Regarding the ferromagnetic regime, i.e., ∆ ≤ −1, the examples of ∆ = −1 and ∆ = −2
are studied. The results for ∆ = −1 plotted in Fig. 4.15 indicate a constant DIIs (N,T ) at
low temperatures with Ds(T = 0)/J ≈ 0.523(5). However, since the low-energy spectrum
for ∆ = −1 is of comparable complexity as for ∆ = 1, one may expect nontrivial finite-size
corrections which could lead to a different temperature dependence at low T . If the latter is
true, then the system sizes are too small to draw conclusions about the behavior of DIIs (N,T )
at very low temperatures.
The Drude weight in the gapped, ferromagnetic regime is expected to show a behavior
similar to that of ∆ > 1. For instance, DIIs (N,T ) is monotonically decreasing with N at
all temperatures irrespective of odd-even effects. Interestingly, DIs (N,T ) and D
II
s (N,T ) turn
out to be indistinguishable for ∆ < −1 and N large enough which is illustrated in the inset
of Fig. 4.15. This plot shows DI,IIs (N,T ) for N = 12, 14, 17 at ∆ = −2 where dashed lines
show DIs (N,T ) from Eq. (4.8) and solid lines stem from D
II
s (N,T ) [Eq. (4.9)].
4.5.2 Finite magnetic fields
Zero temperature
The Drude weight of systems of electrons at zero temperature is, according to the criteria
suggested by Kohn [64] and Scalapino et al. [127], a useful quantity to investigate metal-
insulator transitions. Though we are dealing with spinless fermions in the case of the XXZ
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(a) T=0, ∆=0,1 (b) T=0, ∆=2
Figure 4.16: Spin Drude weight Ds(h, T = 0) at zero temperature for ∆ = 0, 1 [panel (a)] and
∆ = 2 [panel (b)] as a function of h/hc2. The result for ∆ = 0 is for N → ∞ and T = 0; Ds(h, T =
0) =
√
J2 − h2. The circle in panel (a) marks the exact value of Ds(h = 0, T = 0) for ∆ = 1 and
N →∞ [79]. The star in panel (b) denotes the critical field hc1 for ∆ = 2, taken from Ref. [243].
chain, the picture still applies to this case as well and it is therefore of interest to investigate
the field dependence of the zero-temperature spin Drude weight Ds(h, T = 0). Technically,
the best way to study this limit is to consider a flux-dependent Hamiltonian, or to introduce
twisted boundary conditions, equivalently. The Drude weight then follows from






where E0 denotes the ground-state energy assuming that the ground state is unique. This
allows one to study large systems sizes since Lanczos techniques provide an excellent tool
to determine extremal eigenvalues. This approach was used in, e.g., Refs. [252, 260] for the
frustrated chain and Hubbard rings. However, we will proceed differently, since this section’s
chief case is to discuss qualitative aspects of the Drude weight. Preliminary results from using
full exact diagonalization will be shown.
First, one has to identify the subspace that contains the ground state. Then, analogously
to the case of zero magnetic field discussed in Sec. 4.5.1, the Drude weight is given by:











Results for DIIs (h, T = 0) as a function of h/hc2 computed for N = 16 and 18 sites are shown
in Fig. 4.16(a) for ∆ = 0 and ∆ = 1 and in Fig. 4.16(b) for ∆ = 2. The curve for ∆ = 0 is of
course computed exactly at T = 0 and forN →∞, and the result isDs(h, T = 0) =
√
J2 − h2.
The Drude weight is clearly finite in the massless regime indicating ideal metallic behavior
while it vanishes at the quantum critical line h = hc2. The same features, modulated by finite-
size effects are present in the numerical data for ∆ = 1. Since a chain with N = 18 sites has
10 subspaces with Sztot = 0, . . . , 9, there are 10 plateaus in D11 = Ds(h, T = 0), including
the one for h > hc2. Ds(h, T = 0) drops to zero exactly at h = hc2. The reason is that the
one-magnon state is an exact eigenstate both for finite systems and in the thermodynamic
limit. The difference in the ground-state energies of Sztot = N/2 and S
z
tot = N/2− 1 (N even)
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(a) ∆=1, h/J=0.5, N=12,...,20




















Figure 4.17: (a): Finite-size scaling of the spin Drude weight for ∆ = 1, N = 12, . . . , 20 and
for h/J = 0.5. Solid lines denote DIs and dashed ones D
II
s . Arrows indicate increasing system
size. (b): Spin Drude weight DIIs (h, T ) for ∆ = 1 versus temperature for various magnetic fields
h/J = 0, 0.5, 1.5, 2, 2.5 for N = 18 (thin solid lines) and N = 20 sites (thick lines).
is the critical field:
hc2 = E0(S
z
tot = N/2)− E0(Sztot = N/2− 1) . (4.93)
Thus, in the fully polarized state, the Drude weight is found to be zero even on finite system
sizes indicating insulating behavior, as expected. The star at h = 0 marks the exact result
for Ds(h = 0, T = 0) from Ref. [79].
The case of Ds(h, T = 0) and ∆ = 2 is even more interesting, since both critical lines are
crossed. While it is evident from Fig. 4.16(b) that Ds(h, T = 0) > 0 in the massless regime,
finite values of the zero temperature Drude weight are still found in the antiferromagnetic
regime h < hc1. These finite values decrease as a function of system size indicating a vanishing
Drude weight Ds(h, T = 0) in the thermodynamic limit. A precise determination of hc1 from
the numerical results for Ds(h, T = 0) is not possible without further extrapolations. On
the contrary, the behavior at the second critical field resembles that of Fig. 4.16(a): finite-
size effects become small. The examples discussed here show that Ds(T = 0, h) reflects the
different ground states of the model in the (∆, h) plane.
Finite temperatures
Turning now to finite temperatures, four aspects will be discussed, and the main focus will
be on the case of the Heisenberg chain. First, DIs and D
II
s are compared on finite systems
with N ≤ 20 and ∆ = 1 in Fig 4.17(a). Second, results for the Drude weight DIIs (h, T ) as a
function of temperature and for several magnetic fields are shown in Fig. 4.17(b). Next, the
Drude weight is plotted versus h/hc2 for T/J = 0.5, 1 in Fig. 4.18. Finally, some remarks on
Mazur’s inequality will be made.
A behavior similar to the case of h = 0 is found regarding the finite-size dependence of
DIs as compared to D
II
s in the massless regime. We find D
II
s (h, T = 0) > 0 and a vanishing
slope of DIIs (h, T ) if the temperature is lowered. Prominent finite-size effects of D
II
s (h, T )
are not found at low temperatures. It would be desirable to compare the numerical results
with exact expressions for Ds(h, T = 0), from, e.g., bosonization. Unfortunately, values for
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Figure 4.18: Spin Drude weight DIIs (h, T ) versus magnetic field h/hc2 at T/J = 0.5 (main panel)
and T/J = 1 (inset) for ∆ = 0.5, 1, 2 and N = 18 sites.
the velocity v(h) and the Luttinger parameter K(h) are rarely known, their computation
involving the solution of nonlinear integral equations, and at present, this is left as a future
project. The conclusion from the comparison of DIs and D
II
s is that D
II
s results in the more
reliable low-temperature behavior in the massless phase. In the fully polarized state, we find
DIs ≈ DIIs anyway.
Regarding the temperature dependence of DIIs (h, T ) in the massless phase, it is worth
noting that finite-size effects are small down to very low temperatures. Note the good agree-
ment between the results for N = 18 and N = 20 in Fig. 4.17(b). At low temperatures, the
numerical data for N = 20 sites are compatible with the following functional forms:
Ds(h, T ) = D
II
s (h, T = 0)− b T 4.2 for h/J = 0.5 ,
Ds(h, T ) = exp(−0.546)T 0.43 for h/J = hc2/J = 2.0 ,
Ds(h, T ) = exp(0.115)T
0.47 e−0.5/T for h/J = 2.5 ,
(4.94)
which have been extracted by fitting the numerical data using functions motivated from mean-
field theory [see Sec. 4.4 and Eqs. (4.88), (4.76), and (4.78)]. At very high temperatures, one
always finds Ds ≈ Cs/T and Cs is independent of the magnetic field. Note that in the fully
polarized regime, one the one hand, Ds(h, T = 0) = 0 is found, but one the other hand,
Ds(h, T > 0) > 0 implying that an ideal insulator at T = 0 can evolve into an ideal conductor
at finite temperatures, in contrast to one of Zotos’s and coworkers’ conjectures [83].
PlottingDIIs (h, T ) versus magnetic field h/hc2 at fixed temperatures reveals thatD
II
s (h, T )
exhibits a broad maximum at roughly h ≈ 0.7hc2, seen in all cases shown in Fig. 4.18, both
for T/J = 0.5 and T/J = 1. At such high temperatures, no clear indications of the critical
lines are found.
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Figure 4.19: Comparison of the spin Drude weight DIs (h, T ) [thick lines] and its lower bound
Dsub(h, T ) [Eq. (4.96)] (thin lines; see text for further details). The figure shows results for ∆ = 1,
N=20, and h/J = 0.5, 2, 2.5 [ix].
Mazur’s inequality
Finally, let us turn to the inequality Eq. (2.80) for the spin Drude weight D11(h, T ) = Ds(h, T )
introduced in Sec. 2.3.1:








Here, we want to discuss to which extent the inequality Eq. (4.95) is exhausted by jth at finite
magnetic fields and finite temperatures. An analogous analysis for β = 0 has been presented
in Ref. [61]. To this end DIs (h, T ) and











are compared in Fig. 4.19. The relation Ds(h, T ) ≥ Dsub(h, T ) is equivalent to the positivity
of the thermal Drude weight Kth(h, T ) ≥ 0 as defined in Eq. (4.17). Second, Ds(h, T ) ≈
Dsub(h, T ) implies a very small thermal Drude weight and thus, the comparison provided in
Fig. 4.19 also reveals the relative size of the two contributions to Kth(h, T ) in Eq. (4.17),
namely Dth(h, T ) and the magnetothermal correction D
2
th,s(h, T )/[T D
I
s (h, T )]. In Fig. 4.19,
results are shown for ∆ = 1, N = 20 sites, and h/J = 0.5, 2, 2.5. For the sake of clarity, data
for smaller system sizes are not included in the figure. Differences between the curves for
N = 18 and N = 20 are anyway only pronounced for temperatures T/J . 0.1 and become
smaller as the magnetic field h increases.
Figure 4.19 allows for three major observations: (i) DIs (h, T ) ≈ Dsub(h, T ) at low tem-
peratures and for all cases shown in the figure; (ii) Dsub(h, T ) approximates D
I
s (h, T ) the
better the larger the magnetic field is; and (iii) significant deviations are present for high
temperatures implying that for a quantitative description of Ds(h, T ) using Eq. (4.95), more
conserved quantities need to be considered.
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This comparison provides, at least for finite system sizes, a quantitative measure of the
temperature range whereDIs ≈ Dsub. Observation (i) indicates that analytical approaches can
make use of Dsub(h, T ) for a quantitative description of Ds(h, T ) at low temperatures as it has
been done by Fujimoto and Kawakami within a continuum theory in Ref. [87]. The quantities
that appear on the right hand side of Eq. (4.95) are less involved than Eqs. (4.8) and (4.9) for
Ds(h, T ) since the former are static correlators. Furthermore, for finite magnetic fields, we
suggest to compute Ds(h, T ) analytically from Eq. (4.95), taking into account some more of
the conserved quantities Qm, which are in principle known (see, e.g., Ref. [244]). Such a proce-
dure is applicable to h 6= 0 and might circumvent the ambiguities in the results encountered in
recent computations of Ds(h = 0) including different Bethe ansatz approaches [75–77,87,90].
The latter have used Eq. (4.9) directly or Kohn’s formula [60, 64], equivalently. Regarding
the relative size of Dth(h, T ) and the magnetothermal correction, we see that the latter be-
comes more relevant the larger the magnetic field is, which leads to the strong suppression of
Kth(h, T ). This is consistent with results of the mean-field theory treatment.
4.6 The thermal Drude weight (ED)
4.6.1 Zero magnetic field
In contrast to the spin Drude weight Ds, which has been discussed in the previous section,
the thermal Drude weight Kth = Dth of the XXZ chain at zero magnetic field is a static
correlator of the current operator




Therefore, one does not need to care about degenerate states since only a trace has to
be evaluated. In the following, numerical results for Dth(T ) will be presented for ∆ =
1, 2,−0.5,−1,−2, covering the different phases of the model. Technically, it is helpful to
realize that the results for negative anisotropies ∆ < 0 can be obtained from the spectrum of
positive ∆ by computing the correlators at negative temperatures, i.e.,
Dth(−∆, T ) = Dth(∆,−T ) . (4.98)
Thus, once the matrix elements of the thermal current jth and the eigenenergies are known for
∆ > 0, no additional computational effort is needed to obtain results for negative anisotropies.
Antiferromagnetic chains ∆ > 0
First of all, the numerical implementation can be checked in the limit of free fermions ∆ = 0,
for which the Drude weights can be evaluated both in the thermodynamic limit, on finite
systems and, also for specific subspaces labeled by total Sz and momentum k. Such technical
checks have been done but will not be discussed in detail.
Next it is important to check the convergence of the numerical data with respect to
system size. Figure 4.20(a) shows the curves for finite systems with even N (dashed lines)
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(a) ED vs BA, ∆=1














(b) ED vs BA, ∆=2
Figure 4.20: Thermal Drude weight Kth(h = 0, T ) = Dth(h = 0, T ) of the Heisenberg chain (∆ = 1)
[panel (a)] and for ∆ = 2 [panel (b)] [i, iii]. Dashed lines are the ED results for finite systems with
N = 8, . . . , 20 sites, dot-dashed lines in panel (a) are the odd system sizes N = 7, . . . , 19. For
comparison, the exact results for N →∞ from Refs. [78,82] are also shown (solid lines, BA). See also
Ref. [54] for numerical results for ∆ = 1, N ≤ 14.
and odd N (dot-dashed lines) for N = 7, . . . , 20 and ∆ = 1 together with the exact result
from Ref. [78]. One should pay attention to the fact that at high temperatures T/J & 0.5,
no finite-size effects are visible within the line-width of the plot. From the numerical data,
it is even possible to determine the position of the maximum quite accurately. A strong
difference between even and odd N becomes obvious from the figure: for even N , Dth is
always suppressed by finite-size gaps at low temperatures and the curves exhibit a maximum
while for odd N , Dth(N,T ) diverges for T → 0. The physical reason is that the ground state
for even N lies in the subspaces with Sztot = 0 and k = 0, π, while for odd N , the ground
state is found at finite momentum k 6= 0, π. A finite slope of the dispersion and thus a finite
matrix element 〈0|jth|0〉 is therefore expected for odd N . In other words, in a system with
an odd number of sites with periodic boundary conditions, there is always one domain wall,
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or spinon excitation, respectively. The comparison with the Bethe ansatz result proves the
correct implementation of the current operator and it shows that the numerical approach is
well suited to study transport properties. In fact, the results can even be improved using
standard extrapolation schemes,21 which allow one to reach lower temperatures. This works
well if the dependence on system size is monotonous.
Having demonstrated that the method works, the focus will be on the behavior of Dth as
a function of anisotropy ∆. From Ref. [78] as well as from conformal field theory outlined in
Sec. 4.3, one knows that Dth = (π
2/3)vT at low temperatures. This regime, however, turns
out to be out of reach for exact diagonalization in the massless phase. One might expect that
the presence of the gap in the antiferromagnetic gapped regime improves the convergence of
Dth at low temperatures. This, however, is not the case as can be seen in Fig. 4.20(b), where
numerical data for N = 14, 16, 18 is compared with the Bethe ansatz result for ∆ = 2 from
Ref. [82]. Rapid convergence is found at high temperatures, but deviations remain present
for T/J . 0.5, similar to the case of ∆ = 1. At low temperatures, the thermal Drude weight
is exponentially activated with a power-law prefactor [55,82]:
Dth ∝ e−G/T /
√
T . (4.99)
In experiment, the square root divergence of Dth will be compensated by the mean value of
the velocity, for which one finds 〈v〉 ∝ √T for a gapped spectrum. Interestingly, the gap GED
that one can extract from the numerical data for finite systems at low temperatures is very
close to the two-spinon gap. For instance, for ∆ = 10, one obtains GED/J = 8.056 [i], which
is close to the value of the two-spinon gap G2sp/J = 8.055126 [277]. For the thermodynamic
limit, however, one can show, that the gap that enters in Eq. (4.99) is the one-spinon gap [82].
Ferromagnetic chains ∆ < 0
Turning now to the case of negative ∆, i.e., to the region −1 ≤ ∆ < 0, note that no results for
N →∞ are yet available in the literature. When ∆ decreases, starting from the free-fermion
case, the convergence with system size quickly improves when ∆ = −1 is approached. This
is not so clear for the case of ∆ = −0.5 shown in Fig. 4.21(a), but becomes quite obvious
for the SU(2)-symmetric ferromagnetic chain and the case of ∆ = −2, which is presented in
Fig. 4.21(b). While the numerical data for ∆ = −0.5 do not allow for a conclusion about the
low-temperature behavior, the thermal Drude weight at ∆ = −1 most likely exhibits a linear
T -dependence, although (∆ = −1, h = 0) is the starting point of the quantum critical line
h/J = ∆ + 1 in Fig. 4.1, for which mean-field theory and conformal field theory predict a
universal T 3/2-power law.
In the gapped ferromagnetic state, the Drude weight at low temperatures follows the form
of Eq. (4.99) [82], where the gap is now the one-triplet gap G = −J(1 + ∆), that can easily
be determined from a spin-wave computation. From the numerical data for ∆ = −2 shown
in Fig. 4.21(b), one obtains G/J = 0.97, in good agreement with the exact expression.
21Here the Vanden-Broeck-Schwartz algorithm was used for this purpose [276], which is provided by diago-
nalize [263]. Results are not shown in the figures.
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Figure 4.21: Thermal Drude weight Kth(h = 0, T ) = Dth(h = 0, T ) of a chain with (∆ = −0.5)
[panel (a)] and for ∆ = −1,−2 [panel (b)] [iii, i]. In panel (a), results for N = 8, 9, . . . , 18 are shown.
Dashed lines are the results from ED for even N ; dot-dashed lines denote odd N . Panel (b): Dashed
lines are the results from ED for N = 18 sites; the dotted line denotes N = 17 sites. For comparison,
the exact result for N →∞ from Ref. [82] is also shown for ∆ = −2 (solid line, BA).
Position of the maximum and scaling in the high-temperature limit
To illustrate the qualitative dependence of Dth on the anisotropy ∆, the position of the
maximum Tmax and the maximum value of the thermal Drude weight Dth(Tmax) are plotted
versus ∆ in Fig. 4.22(a). From this figure one infers that the smallest values for the Drude
weight are expected close to ∆ = −1. Furthermore, the position of the maximum Tmax is
smallest in the vicinity of ∆ & −1. Both Tmax and Dth(Tmax) are not symmetric with respect
to ∆ = 0, and both quantities increase steadily for increasing |∆| > 1. In contrast to the
low-temperature regime, the symmetry with respect to ∆ is restored in the high-temperature
limit, i.e., Cth(∆) = Cth(−∆). Cth(∆) is the coefficient of the leading term in an expansion
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Figure 4.22: (a): Position Tmax of the maximum of Dth(T ) versus anisotropy ∆ [lower panel in (a)].
In the upper panel, Dth(Tmax) is plotted versus anisotropy. Where available, the data points were
extracted from the Bethe ansatz results from Refs. [78, 82] [∆ = 0, 0.5, 1, 2, 3, 4]. In the other cases,
the results for N = 18 sites are shown. (b), (c): High-temperature prefactor Cth of the thermal Drude
weight Kth(h = 0, T ) = Dth(h = 0, T ); plotted as a function of anisotropy in the massless regime
|∆| < 1 in panel (b) and in the massive regime ∆ > 1 in panel (c) [iii]. Solid lines in panels (b) and
(c) represent the result from Refs. [78, 82] [see Eq. (4.101)].
of Dth in 1/T :
Cth = lim
T→∞
[T 2Dth(T )] . (4.100)
The coefficient Cth is plotted versus ∆ in Figs. 4.22(b) and 4.22(c) for the massless regime
|∆| ≤ 1 and the gapped regime ∆ > 1, respectively. In the massless regime, there is a
minimum at ∆ = 0, in contrast to spin transport where the corresponding coefficient Cs is
maximal in the XY case.











The ED data points, computed for systems of only 12 sites, are in perfect agreement with
this exact expression.
In the limit of ∆/J → ∞, one approaches the one-dimensional Ising model, where no
transport is possible, since all excitations are local spin flips which cannot propagate. Thus,
all transport coefficients must vanish in this limit, and in order to observe this, Cth is scaled
on ∆ instead of J for ∆ > 1 in Fig. 4.22(c).
Truncation of the spectrum; contribution of subspaces with fixed Sztot to Dth
Finally, having discussed the finite-size as well as the temperature dependence of Kth = Dth
at zero magnetic field, one can conclude that exact diagonalization is a very good tool to
study the thermal Drude weight of the XXZ chain. However, one might be interested in
overcoming the restrictions regarding the system sizes that could be studied so far. Two ways
out have been tested: (i) truncation of the spectrum in the largest subspaces, e.g., Sz = 0 for
even N ; and (ii) restriction to the subspaces with given magnetization 〈M〉 = Sztot. Without
much computational effort, it is possible to compute only low-lying eigenenergies and states
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in the largest subspaces for, e.g., N = 22, 24. However, this immediately leads to errors at
high temperatures, while no significant improvement at low temperatures could be achieved.
Therefore, this strategy was not further pursued.
If one diagonalizes only subspaces with given magnetization ±Sztot at zero magnetic field
to ensure 〈M〉 = 0, one finds that these sets also converge to the same curve in the ther-
modynamic limit that one obtains if all subspaces are included. While the total CPU time
requirements are reduced, the convergence with system size is unfortunately much slower com-
pared to the full diagonalization and summation of contributions from all subspaces. Also,
the largest subspaces need to be diagonalized completely, still limiting the accessible system
sizes. Having these observations in mind, the analysis of the thermal Drude weight Kth in
the presence of finite magnetic fields will be done with complete diagonalization.
A very efficient way of improving the exact diagonalization analysis consists of exploiting
conservation of the total spin S2tot also in the SU(2)-symmetric cases, e.g., ∆ = 1. Basically,
it is possible to construct eigenenergies of, e.g., the Sztot = 1 subspace for even N from the
eigenenergies found for Sztot = 0. This would on the one hand reduce the number of subspaces
that need to be diagonalized, and on the other hand, one would still take into account the
full spectrum.
Note that a finite-temperature Lanczos method developed in Ref. [90] was proposed to
investigate transport properties. This numerical approach allows one to study system sizes as
large as N = 28 [57,90]. However, the comparison of this Lanczos technique with brut-force
exact diagonalization in the case of spin transport presented in Fig. 4.10 casts some doubts
on the reliability of these results (see the discussion in Sec. 4.5). Unfortunately, no direct
comparison between ED and this Lanczos method for the thermal Drude weight of the XXZ
chain was presented in the literature.
4.6.2 Finite magnetic field
In the previous sections of this chapter, first the spin Drude weight D11 = Ds(h, T ) at zero and
finite magnetic field and second, the thermal Drude weight Kth(h = 0, T ) = Dth(h = 0, T )
have been discussed. This is now extended to the case of thermal transport at finite magnetic
fields under the condition of zero spin current flow, i.e., 〈js〉 = 0. This condition leads to
Eq. (4.17) for the thermal Drude weight Kth(h, T ). In practice, since the currents js and jth
have already been implemented for the zero field case, it is most straightforward to compute
Dth,Dth,s, and Ds from the matrix elements of the current operators. To be economic, these
matrix elements are stored, thus the diagonalization needs only to be done once, while the
results at finite magnetic fields are obtained by replacing the eigenvalues Eh=0n of H without
field by Eh=0n − hSztot in each subspace.
The use of Eq. (4.17) implicitly presumes that an equation of continuity holds for spin
transport. Note that Shimshoni et al. [59] have argued that in any real material conservation of
spin is broken due to, for instance, spin-orbit coupling. Then, no magnetothermal corrections
would arise and the thermal conductivity is rather described by22
Reκ(h, T, ω) = Dth(h, T )δ(ω) . (4.102)
In order to cover both cases, i.e., either a coupling of jth to js or no such coupling, the field
dependence of Kth, given by Eq. (4.17), will frequently be contrasted to that of the pure
22In a real material, there will of course not be any finite Drude weight.
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Figure 4.23: Finite-size scaling of the different Drude weights of the Heisenberg chain (∆ = 1)
at h/J = 0.5 [ix]. (a): Kth(h, T ); (b): Dth(h, T ); (c): D22; (d): D21. ED results are shown for
N = 14, 16, 18, 20; arrows indicate increasing system size. For the solid lines in panel (a), Ds = D
I
s
was used in Eq. (4.17) and for the dashed lines, Ds = D
II
s .
thermal Drude weight Dth.
In principle, any other combination of transport coefficients that can be derived from
Eq. (2.7) can conveniently be studied using exact diagonalization in the case of the XXZ
chain, since at finite magnetic field, all Drude weights are finite.23 At the end of this section,










are presented. This quantity has previously been studied by Louis and Gros [91] in the limit
of small magnetic fields both analytically and numerically with QMC simulations and ED. A
qualitative comparison with their results is performed.
Scaling with system size
The main focus of this section is on the SU(2)-symmetric antiferromagnetic chain, and the
discussion starts with the finite-size scaling of the various Drude weights in the massless
regime. As an example, Fig. 4.23 shows results for D21,D22,Dth, and Kth for ∆ = 1 and
h/J = 0.5. The finite-size scaling of D11(h, T ) = Ds(h, T ) has been addressed in Sec. 4.5.2;
see Fig. 4.17(a).
Since [H, jth] = 0, both Dth, shown in Fig. 4.23(b), and Dth,s, not shown in the figures,
rapidly converge at high temperatures, resembling the behavior of the zero-field thermal
23See the discussion in Chapter 2, Secs. 2.2.1, 2.2.3, and 2.3.1.
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Drude weight Dth(h = 0, T ). All other quantities, i.e., D21, D22, and Kth exhibit a weak
monotonous decrease with system size at high temperatures, which in all cases is due to Ds
exhibiting a dependence on system size. At low temperatures, D21, D22, and Dth, increase
with system size as indicated by the arrows in Fig. 4.23.
When combining the various Drude weights, i.e., Dth,Dth,s, and Ds to compute Kth on
finite systems, one has to decide which of the two spectral representations DIs or D
II
s for Ds
is best suited. They do not differ at high temperatures [see Fig. 4.17(a)], but deviations are
significant in the low-temperature regime T/J . 0.3. The thermal Drude weight Kth(h, T )
resulting from inserting either DIs (h, T ) or D
II
s (h, T ) in Eq. (4.17) is shown in Fig. 4.23(a).
Using DIIs (h, T ) leads to a double-peak structure in Kth(h, T ), which is very likely artificial.
The peak in Kth seen at lower temperatures T/J < 0.1 is expected to disappear in the limit
of large system sizes, and indeed, it becomes evident from the results shown in Fig. 4.23(a)
that this peak is strongly shifted towards T = 0 when N grows. It has been checked that a
similar scenario arises for ∆ = 0 for finite systems. In this case, the thermal Drude weight can
be computed exactly in the thermodynamic limit and one finds that one of the two maxima
disappears, namely the suspicious low-temperature peak. An analogous behavior is therefore




s in the numerical
study is in fact important for consistency reasons, since then, all Drude weights entering in
Eq. (4.17) have a similar finite-size dependence at low temperatures, characterized by the
exponential suppression at low temperatures due to the finite-size gap.
Field dependence of the Drude weights Kth and Dth
Having clarified technical issues, the next step is to make a tour through the phase diagram
Fig. 4.1, starting from (∆, h) = (1, 0). The thermal Drude weight Kth(h, T ), used to probe
the phase diagram, is shown as a function of temperature for h/J = 0, 0.5, 1.5, 2, 2.5 in
Fig. 4.24(a), while Fig. 4.24(b) contains the corresponding curves for Dth(h, T ). For h = 0,
the result for N → ∞ from Ref. [78] is included in both plots (dotted line). Thick lines are
used for N = 20 sites and thin lines for N = 18 sites.
The main features of the thermal Drude weight Kth(h, T ) are: (i) the position of the
maximum depends on the magnetic field; (ii) Kth(h, T ) is strongly suppressed as the magnetic
field is increased; (iii) for h ≥ hc2, finite-size effects are negligible; and (iv) a change in the low-
temperature behavior is evident from the figure, if one compares the results for h/J = 0, 2, 2.5.
The vanishing of pronounced finite-size effects as the magnetic field approaches the line
h = hc2 can be ascribed to the fact that a description in terms of free fermions with parameters
independent of ∆ is valid here, as was mentioned in Sec. 4.4. In the fully polarized state
h > hc2, the elementary excitations are of spin-wave nature and the single-magnon excitations
are exact eigenstates. The higher the field is, the less relevant are excitations with higher
energy. Therefore, no prominent finite-size effects are expected and indeed, the curves shown
in Fig. 4.24(a) for N = 20 are practically indistinguishable from the corresponding ones for
N = 18 (not included in the figure) within the line width.
The non-monotonous behavior of the peak position of Kth and the strong suppression of
Kth is a consequence of the two competing contributions, i.e., the pure Drude weight Dth and
the magnetothermal correction D2th,s/[T Ds]. Note that in the massless regime, Dth is strongly
enhanced by the magnetic field and it also develops a sharp maximum, which is shifted to
very low temperatures. See, for instance, the curve for h/J = 1.5 shown in Fig. 4.24(b). In
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Figure 4.24: (a): Thermal Drude weight Kth(h, T ) versus temperature for ∆ = 1 and different
magnetic fields h/J = 0, 0.5, 1.5, 2, 2.5 for N = 18 (thin lines) and N = 20 (thick lines). The dashed
arrows indicate the shift of the maximum ofKth as the magnetic field h increases. (b): For comparison,
this panel shows the pure thermal Drude weight Dth(h, T ) versus temperature for ∆ = 1 and N = 20
sites and the same parameters as in panel (a). The dotted lines represent the exact result for h = 0
taken from Ref. [78] in both figures.
the low-temperature limit and within the massless regime, conformal field theory predicts a
divergence of Dth with T
−1 [see Eq. (4.57)] and with T−1/2 at the critical field hc2, which
follows from Eq. (4.77). Although such T -dependence cannot be seen directly on finite system
sizes, the strong increase of Dth for T/J ∼ 0.1 is compatible with Eqs. (4.57) and (4.77).
To elaborate more on the comparison of Kth and Dth, Fig. 4.25 shows both quantities as
a function of h/hc2 at an intermediate temperature T/J = 0.5. First of all, the decrease of
Kth(h, T ) as a function of increasing magnetic field as mentioned for the Heisenberg chain
is also observed for other choices for the anisotropy ∆, e.g, ∆ = 0.5, 2 for which results are
included in Fig. 4.25. In contrast to Kth(h, T ), Dth(h, T ) grows with increasing magnetic
field at intermediate temperatures and develops a maximum around h/hc2 ∼ 0.8 for this
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Figure 4.25: Main panel: Thermal Drude weight Kth(h, T ) versus magnetic field h/hc2 for ∆ =
0.5, 1, 2 and T/J = 0.5 [ix]. Inset: Pure thermal Drude weight Dth(h, T ) versus magnetic field h/hc2
for ∆ = 0.5, 1, 2 and T/J = 0.5.
temperature, which can be seen in the inset of Fig. 4.25. The position of this maximum seems
to approach h = hc2 when the temperature is lowered. Thus, indications of the transition to
the ferromagnetic phase are visible in Dth(h, T ), but not present in Kth(h, T ). Note, however,
that all three curves in the main panel of Fig. 4.25 almost pass through the same point for
h ≈ hc2. For T/J . 1, Dth(h, T ) is enhanced by the magnetic field and we can therefore
conclude that the decrease of Kth(h, T ) as a function of magnetic field is due to a cancellation
of Dth(h, T ) and the magnetothermal correction in Eq. (4.17).
Magnetothermal response, magnetic Seebeck coefficient
In this last part, a few words are said about the magnetothermal response, or the magnetic
Seebeck coefficient, respectively:

















Obviously, S = 0 for h = 0 since Dth,s(h = 0, T ) = 0. For a discussion of an experimental
setup that allows the measurement of S, see Ref. [91].
The magnetic Seebeck coefficient S has first been studied in Ref. [91] using ED and
QMC in the limit of small fields. Furthermore, analytical expressions for S were derived
for this limit. As a surprising result, Louis and Gros found that S can be negative in the
low-temperature limit and for fields h ≪ hc2. The origin of this effect, however, remained
unclear, and in particular, it could not be ruled out that this observation was only a finite-size
effect, possibly caused by the choice of Ds = D
I
s made in Ref. [91]. As was discussed before
in this chapter, one has to be careful about the choice for Ds, since artificial finite-size effects
may arise (see Figs. 4.12, 4.17(a), and 4.23(a) and the discussion there). Very recently, Sakai
and Klu¨mper have presented an analytical study of the Seebeck coefficient, which is exact in
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Figure 4.26: Magnetothermal response S = D21/D11 of the Heisenberg chain (∆ = 1). ED data
are plotted versus temperature for N = 18 and N = 20 sites and h/J = 0.5, 2, 2.5 (top to bottom).
Increasing field is indicated by the arrow. At low temperatures and for finite systems, strong finite-size
effects appear. Note that for the dashed curves, Ds = D
II
s was used, while for the solid (N = 20) and
dotted ones (N = 18), Ds = D
I
s was inserted in Eq. (4.104). The arrow indicates increasing magnetic
field. Compare also Refs. [91, 92].
the thermodynamic limit [92]. Their approach is limited to the low-temperature limit T ≪ h
due to the problems of computing Ds(h, T ), but not restricted with respect to the size of the
field. To leading order in temperature, they find:
S(h, T ) = B(h,∆)T , (4.105)
where the coefficient B depends on both ∆ and h. Furthermore, this coefficients changes its
sign as a function of field; for instance, for the Heisenberg chain, B > 0 for h/J . 0.6 but
B < 0 for h/J & 0.6. The main point is that the analytical results of Ref. [92] confirm the
findings of Ref. [91]. A similar behavior was found for the Seebeck effect of the Hubbard
model [125].
Here, results for S are presented that are complementary to the other studies in the sense
that both large fields and large temperatures can be studied, while the low-temperature limit
is difficult to reach. Figure 4.26 shows numerical data for the Seebeck coefficient S of the
Heisenberg chain as a function of temperature for h/J = 0.5, 2, 2.5. Both choices for Ds
have been tried, and substantial differences arise in the low-field and low-temperature limit
T/J . 0.2 as can be seen in the case of h/J = 0.5 and N = 18. This is also the regime, where
substantial finite-size effects complicate the interpretation of the results.
The conclusion of a negative magnetothermal response, however, can clearly be confirmed
for high temperatures T/J & 0.2 and fields h/J & 1.5. It would be interesting to take a
closer look at the temperature dependence of S for moderate fields h ∼ 0.5J to see whether
S changes its sign as a function of temperature as well. This is left for future work.
112 Chapter 4: Transport properties of the XXZ chain
4.7 Summary
This chapter contains detailed results about transport properties of spin-1/2 XXZ chains.
The Drude weights have been studied using conformal field theory, mean-field theory, and
exact diagonalization. These methods are complementary, since the latter method works best
at high temperatures while the analytical approaches give a proper description of the low-
temperature behavior.
The comparison of mean-field theory for the thermal Drude weight with exact diagonal-
ization and the Bethe ansatz in the massless regime results in a surprisingly good agreement
indicating that a description of thermal transport in terms of quasi-particles is justified for
this model. Furthermore, using mean-field theory and conformal field theory, the leading
contributions to the Drude weights at low temperatures could be determined as a function of
anisotropy and magnetic field. Exact results are obtained for the free-fermion case and the
saturation field, where a universal behavior is found, and within the massless regime. These
findings confirm those of other studies of transport in the Luttinger liquid [80] and of the
thermal Drude weight of the XXZ chain [78,82]. Similar predictions for the field dependence
of the thermal Drude weight D22 of continuum theories can also be found in Ref. [55].
Numerically, the spin Drude weight has been studied in the entire phase diagram. The
main results are: (i) A comparison between the two expressions for the spin Drude weight, i.e.,
DIs and D
II
s , explicitely reveals their different finite-size dependence. (ii) For the Heisenberg
chain, the numerical results indicate a finite spin Drude weight at zero magnetic field. (iii)
Mazur’s inequality [61, 146, 147] holds as an equality at low temperatures in good approxi-
mation. Taking into account more conserved quantities could be an interesting extension of
recent analytical approaches. (iv) The spin Drude weight DIIs at zero temperature is a probe
of the various regimes, as expected from Kohn’s original work [64].
Results for the thermal Drude weight from exact diagonalization are in excellent agree-
ment with the Bethe ansatz [78, 82], where available, and previous numerical studies of the
Heisenberg chain [54]. Combining the results from ED and the analytical approaches, the
field, temperature, and anisotropy dependence could widely be clarified, with the exception
of the antiferromagnetic gapped regime for nonzero magnetic field (∆ > 1, h < hc1), which is
left for future work. As a result, the thermal Drude weight, computed under the condition of
a vanishing spin current 〈js〉, is suppressed by a magnetic field and its peak position exhibits
a non-monotonous field dependence.
With respect to experiments it is interesting to study relations such as κ ∝ CV or the
Wiedemann-Franz law. In the massless regime and in the low-temperature limit, the thermal
Drude weight is proportional to the specific heat, i.e., Kth(h, T )/CV = πv
2 [78, 92]. In this
thesis, a Wiedemann-Franz type of relation is found to be fulfilled for 0 ≤ ∆ ≤ 1 and h ≥ 0,
i.e., Kth(h, T )/Ds(h, T ) = L0 T , where the constant L0 was given in Eq. (4.83).
Regarding the Drude weights of the XXZ chain, one can identify three major open issues.
First, it would be highly desirable to finally clarify whether spin transport of the Heisenberg
chain is ballistic or not. Second, the temperature dependence of the Drude weight Ds is not
yet completely understood. Third, the low-temperature behavior of the thermal Drude weight
Kth in the antiferromagnetic regime (∆ > 1, 0 < h < hc1) and along the critical line h = hc1
has not yet been studied.
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Outlook: the Hubbard model
An obvious extension to the work done for theXXZ chain is the study of transport properties
of the 1D Hubbard model, which is also integrable. This includes particle, charge, spin,
and thermal transport (see the discussion in Ref. [17]). Zero-temperature features of, in
particular, the charge Drude weight are well known [129–131,252], but a theory of the thermal
conductivity remains an open issue. Zotos and coworkers have shown that the thermal Drude
weight Dth is finite and they have proposed a certain form for the energy-current operator [61].
The dependence of Dth on temperature, filling, or onsite Coulomb correlations U is not
known. Recently, the Seebeck effect in the one-dimensional Hubbard model has been studied
numerically [125]. It would be very interesting to analyze other ratios of transport coefficients,
such as the thermal conductivity (2.16) or the validity of the Wiedemann-Franz law. This
could be relevant for the interpretation of recent transport measurements for the Beechgard
salts [278].
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Chapter 5
Transport in frustrated and dimerized 1D
spin systems
This chapter deals with transport properties of several nonintegrable spin-1/2 models, includ-
ing the frustrated chain, the dimerized chain, and the two-leg spin ladder. A finite-size scaling
analysis of the finite-temperature Drude weights for spin and thermal transport is presented,
which yields evidence for a vanishing of both quantities in the thermodynamic limit. This
numerical result is corroborated by field-theoretical arguments. Furthermore, the frequency
dependence of the conductivities is numerically studied and the regular parts are found to
exhibit only small finite-size effects at high enough temperatures. In the high-temperature
limit, the dc-limit is discussed and the zero-frequency thermal conductivity is extrapolated
from the numerical data. This allows for a comparison with experiments in the case of two-leg
ladders.
5.1 Overview: the λ-α chain







[λl ~Sl · ~Sl+1 + α~Sl · ~Sl+2] , (5.1)
where Jλl is an alternating nearest-neighbor interaction and Jα is a next-nearest neighbor
coupling. Antiferromagnetic interactions are assumed, i.e., J, λ, α > 0. Dimerization is
introduced through the alternation of the couplings: λl = 1 for even site-index l and λl = λ
for odd l. A nonzero value of α causes frustration. The model is sketched in Fig. 5.1. Its
limiting cases are: (i) λ = 1, α = 0: the Heisenberg chain; (ii) 0 ≤ λ 6= 1, α = 0: the
dimerized chain; (iii) λ = 1, α > 0: the frustrated chain; and (iv) λ = 0, α ≥ 0: the two-leg
spin ladder. The parameter space of (5.1) is depicted in Fig. 5.2. In relation with other
notations frequently used in the literature, note that J = J⊥ is the coupling on the rungs and
αJ = J‖ is the coupling along the legs of the ladder. The dimerization is often parameterized
via δ:
Jl = J˜ [1 + (−1)lδ] ⇒ J = J˜(1 + δ); λJ = J˜(1− δ) . (5.2)
If not stated otherwise, the interaction is assumed to be SU(2)-symmetric. An exchange
anisotropy ∆ can be introduced by replacing the scalar products in (5.1):














l + 1 l + 3
l + 2
Figure 5.1: The λ-α chain. The model is equivalent to a zig-zag ladder. Its limiting cases are: (i)
λ = 1, α = 0: the Heisenberg chain. (ii) 0 ≤ λ 6= 1, α = 0: the dimerized chain; (iii) λ = 1, α > 0: the
frustrated chain; (iv) λ = 0, α ≥ 0: the two-leg spin ladder.
The local energy density Hl is defined as indicated in Eq. (5.1), and for the magnetization
density ml, ml = S
z
l is the obvious choice. Using these definitions, the current operators js
and jth follow directly from Eqs. (2.35) and (2.36). However, the definition of the energy-
current operator jth of spin ladders is not consistent in the literature [iii,54,57]. This problem
will be further discussed in Sec. 5.6.2. Except for the case of a dimerized XY chain, both
current operators do not commute with the Hamiltonian:
[H, js] 6= 0; [H, jth] 6= 0 . (5.4)
In relation with the definition of the spin-current operator note that the kinetic-energy oper-





















(c†l cl+1 +H.c.) + 4
α
2
(c†l cl+2 +H.c.)(1− nl+1)
]
. (5.5)
One might have expected that the kinetic energy only involves direct nearest and next-nearest
neighbor hopping of spinless fermions [see Eq. (2.5)]. In contrast to the XXZ chain, setting
∆ = 0 in the case of nonzero frustration α does not lead to a model of noninteracting fermions
via the Jordan-Wigner transformation (2.2). Rather, for α 6= 0, the phase factors appearing
in the Jordan-Wigner transformation do not cancel, but give rise to correlated hopping terms
such as c†l cl+2nl+1 stemming from the XY part of the Hamiltonian [compare Eq. (2.5)]. Fur-
thermore, note the appearance of the extra factor four in front of the term proportional to αJ
in Eq. (5.5). This factor can be understood by considering the limit of two decoupled chains
(Jα = const;J → 0) of length N/2. To this end, the reader is referred to the derivation of
Tˆ in Sec. 2.2.3. Rescaling the size-dependent prefactors on N/2 in the expression for H(Φ),
i.e., Eq. (2.58), cancels the factor four and results in twice the Hamiltonian of a single chain
with N/2 sites.
Apart from the case of the integrable XXZ chain (λ = 1, α = 0), the model (5.1)
possesses some limiting cases that are exactly solvable. First of all, for (λ 6= 1, α = 0) but
∆ = 0, the Hamiltonian reduces to that of the dimerized XY chain, which is equivalent to
free spinless, but massive fermions. Next, for (λ = 0, α = 0), the system consists of nonin-
teracting dimers only. The ground state is a spin singlet, and the elementary excitations are































Figure 5.2: Parameter space of the λ-α chain. Dashed lines represent gapless phases of the model,
while a spin gap exists along the solid lines.
local triplets that reside on the dimers. From this limit one can infer that the elementary
excitations of both the dimerized chain and the two-leg spin ladder are triplet modes that are
dispersive for (λ 6= 0, α = 0) and (λ = 0, α 6= 0), respectively. Values for the spin gap have
numerically been obtained to high accuracy for the spin ladder by QMC simulations [279]
and for the dimerized chain using DMRG [183, 280]. In a seminal work on the spin gap of
the dimerized chain, Cross and Fisher found that the gap opens with ∆sp ∝ δ2/3 [281, 282].
The dispersion of the triplets has intensely been studied using perturbative approaches for
ladders [283,284] and chains [285,286], using high-order series expansions [183,287], and sev-
eral numerical methods [28,279,280,283,288–292]. The low-energy physics of spin ladders is
closely related to that of Haldane chains (see, e.g., Ref. [27] and references therein) and both
systems possess a spin gap of comparable size.1
In contrast to dimerized systems, the elementary excitations of the frustrated chain are
spinons, similar to the XXZ chain. The spectrum of the frustrated chain is gapless below
a critical value of α = αcrit, but a gap opens for larger α [294, 295].
2 A special case is the
Majumdar-Gosh point α = 0.5, for which the ground state, which is twofold degenerate, can
exactly be given as a product of singlets [296]. Thus, studying transport properties of the
λ-α chain allows one to compare different types of elementary excitations.
Ground state, spectral, dynamical as well as thermodynamical properties of the dimerized
chain, the spin ladder, and the frustrated chain have very intensely been studied over the last
years. For a review and further references the reader may consult Refs. [19–21,28].
1The gap of the isotropic Haldane chain (∆ = 1) is ∆sp ≈ 0.41J [215], while that of the ladder with equal
couplings along legs and rungs, i.e., J⊥ = J‖, is ∆sp ≈ 0.5J⊥ [288,293].
2For values for αcrit = αcrit(∆), see, e.g., Ref. [235].
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Thermal transport properties of spin ladders and frustrated chains have attracted strong
theoretical interest [54–58] after the experimental observation of significant contributions from
magnetic excitations to the thermal conductivity. An extended discussion of experiments can
be found in Chapter 3. In a first study by Alvarez and Gros [54, 58], the results from exact
diagonalization for N ≤ 14 sites were interpreted in favor of a finite thermal Drude weight
both for spin ladders and frustrated chains. This picture was suggested to hold also for
dimerized chains. Subsequent numerical studies on larger system sizes could not confirm this
conjecture, neither for frustrated chains [i, iii, iv, v, viii], dimerized chains [iii, v], nor for spin
ladders [iii,57]. In fact, it will be argued that the conclusion of a finite thermal Drude weight
does neither arise when larger system sizes of N ≤ 20 using full diagonalization [iii, iv,viii] or
N ≤ 28 sites using the MCLM method [57,90] are included nor when the analysis of smaller
system sizes is carefully revisited [iii, iv]. The conclusion of normal transport and a vanishing
thermal Drude weight for spin ladders and more generally, nonintegrable systems agrees with
Zotos’ and coworkers’ original conjecture for transport in nonintegrable models [83] as well
as with a theory of transport in one-dimensional systems within the Mori-Zwanzig formal-
ism [59,95,97,143] and with a numerical study of Haldane chains [96].
It should be stressed that the reason for using exact diagonalization to study transport
properties lies in the problem of treating conservation laws properly. Many theories to de-
scribe low-energy properties of, e.g., spin ladders exist, including a mapping on Majorana
fermions [297], hard-core bosons [98], or bosonization [27]. While the neglect of some or all
interactions of these particles or fields still allows one to make safe statements about, e.g.,
ground-state properties, a mapping onto noninteracting particles introduces artificial conser-
vation laws, often including the current operators themselves. This is, for instance, the case in
Ref. [55]. Furthermore, one has to pay much attention which interactions must be included in
an effective low-energy theory to arrive at a reliable description of transport [95]. This aspect
will be discussed in more detail within bosonization in the next section of this chapter, where
the framework of Ref. [59,95] is applied to this thesis’ chief cases of interest, i.e., thermal and
spin transport of spin systems.
For spin transport, the influence of integrability breaking terms added to the Hamiltonian
of the XXZ model has extensively been investigated using exact diagonalization [83, 84, 88]







l+i; i = 2, 3 . (5.6)
The common conclusion is that spin transport in nonintegrable models is characterized by a
vanishing Drude weight Ds. Transport in nonintegrable systems is often discussed in relation
with changes in the level-spacing distribution [84, 88], the existence of degenerate, current
carrying states [84,88], and in connection with ergodicity [144].
In this thesis, spin transport is numerically analyzed for frustrated chains, dimerized
chains, and ladders, mainly focusing on the SU(2)-symmetric cases. Thus, the previous
studies are extended by considering next-nearest neighbor XY interactions. Finally, note that
analogous studies have been performed for the extended Hubbard model, e.g., in Ref. [94]. For
the sake of easy reference, Table 5.1 lists some recent theoretical studies of spin and thermal
transport in nonintegrable, purely one-dimensional spin systems.
3Note that QMC cannot handle frustrating next-nearest neighbor XY terms due to the so-called sign
problem.
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Authors & Ref. Model Method Results
Thermal transport
Alvarez, Gros [54,58] Frust. chain ED, N ≤ 14 Dth > 0
2-leg ladder
Saito [56] Frust.& dim. chain BOS Dth > 0
Orignac et al. [55] 2-leg ladder LE Dth > 0
Dim. XY chain Dth = Dth(T ),
D22 = D22(h, T )
Zotos [57] 2-leg ladder ED, MCLM Dth → 0, κreg(ω)
Karadamoglou, Zotos [96] S = 1 chain ED, MCLM Dth → 0, κreg(ω)
H.-M. et al. [i, iii, iv,v,viii] Frust. chain ED Dth → 0, κreg(ω)
2-leg ladder ED Dth → 0
Dim. chain ED Dth → 0
Spin transport
Zotos, Prelovsˇek [83] XXZ+Hzz2 ED, N ≤ 16 Ds → 0
Narozhny et al. [84] XXZ+Hzz2 ED, N ≤ 14 Ds → 0
Alvarez, Gros [85,86] XXZ+Hzz3 QMC Ds → 0
Rabson et al. [88] XXZ+Hzz2 ED, N ≤ 20 Ds → 0
Fujimoto, Kawakami [87] BOS Ds > 0
Karadamoglou, Zotos [96] S = 1 chain ED, MCLM Ds → 0, σreg(ω)
H.-M. et al. [iii, v] λ-α chain ED Ds → 0
Table 5.1: This table lists several theoretical studies of transport properties of nonintegrable spin mod-
els or equivalent models of spinless fermions. If not stated otherwise, h = 0 and ∆ = 1 was considered.
All studies focused on finite temperatures. The following abbreviations are used: ED (exact diago-
nalization), QMC (Quantum-Monte-Carlo simulations), BOS (bosonization), MCLM (micro-canonical
Lanczos method), LE (effective low-energy theory). Regarding the models studied in Refs. [83–86,88],
note that “XXZ+Hzzi ” stands for: “XXZ chain plus an additional Ising interaction H
zz
i ”; see
Eqs. (4.1) and (5.6).
The structure of this chapter is the following. In Sec. 5.2, bosonization is used to argue
that in generic spin lattice models, transport of both energy and spin is non-ballistic. This
implies that in general, the Drude weights should vanish in the thermodynamic limit. Section
5.3 outlines the program of the numerical study of Secs. 5.4, 5.5, and 5.6, and it addresses the
issue of degeneracies in nonintegrable models. In Secs. 5.4, 5.5, and 5.6, numerical results for
transport properties of frustrated chains, dimerized chains, and spin ladders, respectively, are
presented. For each model, a finite-size scaling analysis of the Drude weights is performed. No
evidence for a finite Drude weight in the thermodynamic limit is found, neither for spin nor
for thermal transport. Therefore, the frequency dependence of the regular part is computed
for representative examples, namely frustrated chains in the massless and massive regime
(λ = 1, α = 0.2, 1), a dimerized chain in the strong-coupling limit (λ = 0.1, α = 0), and the
spin ladder with equal couplings along both legs and rungs (λ = 0, α = 1). In the high-
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temperature regime it is possible to extract the dc-conductivity κdc from κreg(ω). For the
spin ladder, a comparison with experimental data is suggested. Section 5.7 summarizes this
chapter and contains suggestions for extensions of this study.
Some of the results presented in this chapter have already been published in Refs. [i,iii,iv,v]
and [viii].
5.2 Bosonization
The starting point for the description of one-dimensional spin-1/2 systems is the XY chain,















Many additional terms are present when passing from the lattice to the continuum limit.
The low-energy physics and, in particular, the question whether a gap opens in the spectrum
or not depends on the presence or absence of relevant perturbations. The terms relevant,
marginally relevant, and irrelevant have their meaning in the renormalization group sense:
the coupling in front of a relevant perturbation increases during the renormalization flow,
while the coupling in front of an irrelevant perturbation scales to zero (see, e.g., Ref. [27]
for a discussion and further references). Irrelevant perturbations to (5.7) are thus usually
discarded. In addition, incommensurate perturbations are also typically not incorporated in
effective low-energy theories. To see which operators in principle appear when passing from
the lattice to the continuum limit, one inserts Eq. (4.33) for Sz and Eq. (4.34) for S± into
the Hamiltonian (5.1). The Hamiltonian is then expanded in powers of the lattice constant.
We mention some examples for the usual effective, low-energy Hamiltonians. The low-energy
physics of the XXZ chain in the massless phase as well as the frustrated chain for α < αcrit
is modeled by Eq. (5.7) with K, v depending on ∆ or ∆ and α, respectively. In the case of
the dimerized chain or of the XXZ in its massive phase, the Hamiltonian is extended by one
relevant operator, resulting in a Sine-Gordon model.
In this section, qualitative arguments are given to highlight the importance of incom-
mensurate umklapp scattering terms for a correct description of transport properties [59,95].
Neglecting incommensurate umklapp scattering terms introduces artificial conservation laws,
which give rise to finite Drude weights in effective low-energy theories. The discussion ex-
tends the framework of Ref. [95] to the case of thermal transport in spin systems; see also
Refs. [59,97]. In Ref. [95], a hydrodynamic description of electrical transport in a clean wire
was proposed. The theory, using the Mori-Zwanzig formalism [63], was built up in a 2 × 2
subspace of the Liouville space, spanned by the particle-current operator and a second cur-
rent operator, which is directly proportional to the energy-current operator jth. The latter
identification of the second current as the energy current was not explicitely mentioned in
Ref. [95]. For an algebraic interpretation of jth, see Ref. [87].
For the Luttinger-liquid Hamiltonian, the currents have been derived from the equation









4See the discussion in Sec. 4.3 for details and references.
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and they commute with HLL:
[HLL, jth[s]] = 0 . (5.9)
Let us now discuss what happens if perturbations are added to HLL. Such perturbations are
divided into two groups: a relevant perturbation Hrel and all irrelevant ones, summed up
in Hirr. First, we consider relevant perturbations, as they arise for the frustrated chain for
α > αc and for the dimerized chain for λ 6= 1:
HLL → HLL +Hrel; Hrel = g(∆, α, λ, . . . )
∫
dx cos(c φ) . (5.10)
c is a constant that we do not need to specify further for the present purpose. While such
perturbations break the conservation of the spin current js, the conservation of the energy-
current operator is not affected by this type of operator [56]:
[HLL +Hrel, jth] = 0 . (5.11)
Note that the dependence of the current operators on the fields is not changed by adding Hrel
to HLL.
In the next step, the Hamiltonian is extended by adding one irrelevant and incommen-
surate operator. Among the irrelevant operators, the incommensurate ones can degrade the
currents. They are, in the case of pure spin models, generically of the form [275]







dx gnm cos(p nφ+ knmx) . (5.12)
gn,m are coupling constants, p is just a trivial constant depending on the notation, knm =
2nkF −mG where kF is the Fermi momentum, and G is a reciprocal lattice vector. n,m are
integer numbers. In a fermionic representation, n is the number of fermions which change
chirality under the action of the operator On,m(x). It can be shown that Hirr breaks the
conservation of the energy-current operator due to its incommensurability:
[Hirr, jth] 6= 0 . (5.13)
One of the main results of Ref. [95] is that in the presence of one operator of the type (5.12),
a conserved current can still be constructed:
jconserved = knmjs + 2njth . (5.14)
The crucial observation, however, is that many operators of the type (5.12) exist:
HLL → HLL +Hrel +many×Hirr . (5.15)
While for each of them, a conserved current can be found, all conservation laws are usually
broken, if at least two operators Onm are added to the Hamiltonian [95]. Therefore, transport
in nonintegrable models is expected to show no anomalous features and is characterized by
vanishing Drude weights. Since incommensurate operators have neither been considered in
Ref. [55] nor in Ref. [56] it is not clear whether their results of a finite thermal Drude weight
in the low-energy limit provide a proof of Dth(T > 0) > 0 for the respective nonintegrable
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lattice models, i.e., frustrated and dimerized chains [56], as well as spin ladders [55]. It should
be stressed that explicit computations of σ(ω) [95] and κ(ω) [59] within low-energy theories
have only been carried out for the massless case. The general physical picture, however, is
not expected to change in the massive regime.
In contrast to the main result of this section, note that in Ref. [87], anomalous transport
properties of various nonintegrable models have been proposed based on field-theoretical
computations. Since the incommensurate operators of Eq. (5.12) are explicitly excluded in
Ref. [87], the result of this work does neither contradict the arguments given above nor our
numerical indications for a vanishing Drude weight Ds in nonintegrable spin-lattice models
to be presented in the following sections.
Some criticism against the line of reasoning of this section has been raised stating that no
proper mathematical rule exists to decide which operators must be added to the Hamiltonian
for a given problem or not [298]. A guideline as to how to formulate a low-energy theory
correctly in detail is, however, not the purpose of this section: here, the main objective has
been to demonstrate that neglecting irrelevant operators leads to artificial conservation laws
and should therefore not a priori be discarded.
While some authors have speculated about ballistic transport in nonintegrable models
[54–56, 58, 87], it seems that this is not the correct picture. Rather, the missing stone in the
puzzle about ballistic transport is a deeper understanding why spin transport in the integrable
XXZ chain is ballistic at zero magnetic field; a conclusion for which no formal proof has been
found so far.5 Since the type of operators that are present either in the massless phase of the
XXZ or the frustrated chain is similar, integrability must arise due to a certain fine-tuning
of the parameter-dependence of coupling constants in any order of the lattice constant [132].
5.3 Preliminaries
In the next three sections, numerical results for the transport coefficients of frustrated chains,
dimerized chains, and spin ladders are presented, including an extensive scaling analysis of
the Drude weights Ds and Dth as well as a discussion of the frequency dependence of the
spin conductivity L11(ω) = σ(ω) and the thermal conductivity L22(ω) = κ(ω). If not stated
otherwise, the magnetic field is zero, and the coupling J is set to unity in all explicit compu-
tations, defining the energy scale. Therefore, the first argument of the transport coefficients,
i.e., the magnetic field h, is suppressed in this chapter. Also, the thermal Drude weight is
uniquely denote by Dth in the following.
The expressions for the Drude weights DIs , D
II
s , and Dth have been given in Eqs. (2.43),
5See also the discussion in Chapter 4.
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(2.55), and (2.44) in Sec. 2.2.3, but for the sake of quick reference, they are quoted below:6






pn |〈m|js|n〉|2 , (5.16)
DIIs (T ) =
π
N













pn |〈m|jth|n〉|2 . (5.18)
Spectral representations for the regular part of the frequency dependent transport coefficients



















pn |〈m|jth|n〉|2 δ(ω − (Em −En)) . (5.20)
Here, sums over δ-functions need to be performed. For the curves to be shown for σreg(ω)
and κreg(ω) in Figs. 5.6, 5.9, 5.10, 5.12, 5.14, and 5.18, the spectral weight has been summed
up in small frequency bins ∆ω of the order of ∆ω/J ∼ 0.02 instead of using an imaginary
broadening.
The structure of Secs. 5.4 to 5.6 is the following: first, spin transport, and second thermal
transport is discussed. For both types of transport, first, the overall temperature dependence
of the Drude weight is analyzed. Second, a finite-size scaling analysis in the high-temperature
limit is performed and extensive numerical results for the coefficients
Cs = lim
T→∞
[T Ds(T )]; Cth = lim
T→∞
[T 2Dth(T )] (5.21)
are presented. For an expression of these coefficients in terms of eigenenergies and eigenstates,
see Eq. (2.53). Both their finite-size scaling and their dependence on parameters of the model,
i.e., λ and α are studied. Since the scaling analysis of the Drude weights points to a vanishing
of these quantities in most cases, the discussion will highlight features that are specific for
each model in order to avoid a repetitive discussion. Finally, the frequency dependence of
σreg(ω) or κreg(ω) is analyzed for some interesting examples. To this end, it is also useful to
study the integrated spectral weight Ith[s](ω):
Is(ω) = Ds + 2
∫ ω
0+
dω σreg(ω) ; Ith(ω) = Dth + 2
∫ ω
0+
dω κreg(ω) . (5.22)
The largest system size for which the Hamiltonian was completely diagonalized is N = 20
sites in the case of frustrated chains and N = 18 in the case of dimerized systems. Due to the
dimerization for λ 6= 1, the unit cell of the model (5.1) is doubled, restricting the maximum
system size in these cases to N = 18.
6See also Sec. 2.2.3 for the notation.
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XXZ model:  ∆=0.5, λ=1, α=0,
Frust. chain: ∆=1, λ=1, α=0.35
Spin ladder: ∆=1, λ=0, α=0.5 N=18
N=16
N=14
Figure 5.3: Distribution of level spacings in the spectrum of finite chains with 8 ≤ N ≤ 18 (bottom
to top as indicated by the arrow) for the XXZ chain, the frustrated chain, and the spin ladder.
∆En is the difference of adjacent energy levels in subspaces classified by total S
z
tot and momentum k.
The number I(ǫ) of ∆En with ∆En < ǫ summed over all subspaces is plotted versus ǫ (see also the
discussion in Sec. 4.2). From Ref. [iii].
Degeneracies
For both the computation of the Drude weights DIs (T ), D
II
s (T ), and Dth(T ) from Eqs. (5.16),
(5.17), and (5.18), respectively, and of the regular part of the conductivities from Eqs. (5.19)
and (5.20), degenerate states need to be identified, analogous to the discussion in Sec. 4.2. The
same criterion as in Chapter 4 is imposed, i.e., states are degenerate if they are separated by
less than ǫcut = 10
−8J . The integrated level-spacing distribution I(ǫ), defined in Eq. (4.24),
is shown in Fig. 5.3 for frustrated chains and spin ladders and compared to that of the
XXZ chain. In stark contrast to the integrable model, no degeneracies are found at all
for frustrated chains on finite systems, neither in the massive regime α > αcrit nor in the
massless phase (not shown in the figure). Accidental exceptions exist for α = 0.5 and α = 1.
At the Majumdar-Ghosh point, one degenerate state occurs if N/2 is even. In the latter
case, i.e., α = 1, there are degenerate states in the spectra of chains with N = 10, 12, 14, 18
which are, however, small in number. For instance there are approximately ten candidates
for degeneracies for N = 18. The disappearance of degeneracies in nonintegrable models is
consistent with the change from Poisson to Wigner statistics, since the low-energy tail of the
level-spacing distribution disappears in the case of the Wigner distribution [88,100,150,264].
In the cases of dimerized chains and spin ladders, the number of degeneracies is highly
reduced compared to the integrable model. The example of (λ = 0, α = 0.5) shown in
Fig. 5.3 is representative for all λ 6= 1 in Eq. (5.1). For example, there are approximately 102
degenerate states for N = 18 compared to more than 104 in the integrable case. It might be
possible to further reduce the number of degenerate states by exploiting more symmetries.
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Figure 5.4: Spin transport, frustrated chain: Drude weightDI,IIs (N,T ) forN = 8, 11, 12, 13, 15, 16, 18
and (λ = 1, α = 0.2) [dashed lines: DIs (N,T ); solid lines: D
II
s (N,T )]. Arrows indicate increasing
systems size. Inset: Drude weight at the Majumdar-Ghosh point (λ = 1, α = 0.5) for N = 12, 16.
From Ref. [iii].
5.4 The frustrated chain
5.4.1 Spin transport
The Drude weight Ds(T ≥ 0)
Figure 5.4 shows the Drude weights DIs and D
II
s of frustrated chains with α = 0.2 in the
main panel and for α = 0.5 in the inset. Regarding the Drude weight in the massless phase,
many features of the integrable case can still be found: (i) DIs ≈ DIIs at high-temperatures;
(ii) a finite value of DIIs at T = 0; (iii) significant differences in the temperature dependence
of DIIs between systems with an even or odd number of sites for 0.05 < T/J < 0.5; and (iv)
a monotonic decrease of Ds with N in the high-temperature limit. For comparison, see the
data shown in Fig. 4.12 for the case of ∆ = 0.5, λ = 1, α = 0.
Spin transport at zero temperature was numerically studied in [260]. As a result, indica-
tions for a nonzero Drude weight Ds(T = 0) for α . 0.5 were found. This observation is likely
to be mimicked by finite-size effects, since one would rather expect that any transition in
Ds(T = 0) occurs at α = αcrit. Also, no proof for a finite Drude weight in the massless phase
at zero temperature exists. An extension to larger systems at T = 0, using, e.g., Lanczos
techniques, could clarify whether Ds(T = 0) > 0 is a property of the massless phase α < αcrit
that survives in the thermodynamic limit. Note that the arguments of Sec. 5.2 in principle
apply to T = 0 also. In the massive phase, the spin Drude weight at T = 0 vanishes on finite
systems for some parameters, which can be seen in the inset of Fig. 5.4 taking the example
of the Majumdar-Ghosh chain. In this particular case, the numerical results further indicate
that DIs (N,T ) ≈ DIIs (N,T ) for N & 16. For α = 1, negative values of DIIs (T = 0) are found
(not shown in the figures).



































Figure 5.5: Spin transport: High-temperature prefactor Cs(N) for frustrated chains [iii]. (a):
Cs(N)/Cs(8) versus 1/N for several values of α both in the gapless and gapped regime (N = 8, 9, ..., 19).
(b): Cs(N) for N = 14, 16, 18 as a function of frustration α. The inset shows a blow-up for small α
and N = 14, 16. Lines are guides to the eye.
Scaling of Ds in the limit β = 0
Figure 5.5 depicts results for the high-temperature prefactor Cs(N) as a function of system
size for α = 0.2, 0.35, 0.5, 1 in panel (a) and as a function of frustration α for N = 14, 16, 18 in
panel (b). First, Cs(N) monotonically decreases with system size, except for odd-even effects,
for all values of α presented in Fig. 5.5(a) and exhibits a discontinuity at α = 0. Second,
the data for α = 0.2 may in principle be extrapolated to a finite value in the thermodynamic
limit. Regarding the discontinuity of Cs(N) at α = 0, note that a small, but finite value of
the frustration, e.g., α = 10−4, has the effect that degeneracies are lifted while the values
of diagonal matrix elements |〈n |js|n〉|2 are almost unaffected. This leads to the substantial
difference between Cs at α = 0 compared to small, but finite α > 0, which can be seen in the
inset of Fig. 5.5(b).
For the system sizes contained in Fig. 5.5(b), Cs(N) first grows with α and exhibits a
maximum around α ≈ 0.2, followed by a minimum around α ≈ 0.6. For larger α & 0.7, Cs(N)
increases with α again, analogous to the case of the thermal Drude weight, see Fig. 5.8(b).
In the massive regime α > αcrit, Cs(N) decreases rapidly with N and faster than 1/N .
The data for α > αcrit indicate a vanishing Drude weight in the thermodynamic limit
N →∞. For the gapless regime, the possibility of a nonzero value of Cs in the thermodynamic
limit cannot be ruled out by our data although the absence of degeneracies supports the
conclusion of Cs(N →∞) = 0 for all α > 0.
Frequency dependence of σreg(ω)
The analysis of the frequency dependence of σreg(ω) points to additional interesting differ-
ences between the massless and massive regimes. Numerical results for σreg(ω) are shown in
Fig. 5.6 for α = 0.2 [N = 18, panel (a)] and α = 1 [N = 20, panel (b)]. While the values
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(a) λ=1, α=0.2, N=18




























Figure 5.6: Spin conductivity σreg(ω) of frustrated chains. (a) α = 0.2, (b) α = 1. The insets
show the integrated spectral weight Is(ω)/I0 [see Eq. (5.22)]. Arrows in the insets indicate increasing
temperature.
of σreg(ω) at low frequencies are of comparable magnitude at T/J = 1, the most striking
difference between α = 0.2 and α = 1 is the distribution of the spectral weight. In the former
case, significant weight is only found for ω/J . 0.5, while for α = 1, σreg(ω) has a very broad,
mainly featureless peak that extends between 0 ≤ ω/J . 4.5. A closer inspection of the
integrated spectral weight Is(ω)/I0, which is normalized on the total weight I0 and shown
in the insets, further reveals that the Drude weight is a large fraction of the total weight I0
in the case of α = 0.2, while it is negligible in the massive regime. While the main panels
only show the regular part, the Drude weight is included into both Is(ω) and I0, and we can
therefore read of its contribution to the total Reσ(ω) from the offset at ω = 0.
In the thermodynamic limit for α = 1, the spin gap is ∆sp/J ≈ 0.25 [210]. The temper-
atures considered in the inset of Fig. 5.6(b) are, however, still too large, and therefore, the
existence of the excitation gap is not yet reflected in the behavior of Is(ω).
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5.4.2 Thermal transport
The Drude weight Dth(T > 0)
The thermal Drude weight of frustrated chains has first been studied in Ref. [54] using exact
diagonalization. The main conclusion of Ref. [54] was that the behavior of Dth as a function
of system size both in the low- and in the high-temperature regime points to a finite thermal
Drude weight. The examples investigated include α = 0.1, 0.24, and 0.35 for N ≤ 14. As a
main result of this section, it is demonstrated that numerical data for Dth yield no evidence
for the conclusion of ballistic transport in frustrated chains.
Figures 5.7(a) and 5.7(b) show the thermal Drude weight Dth(N,T ) for α = 0.2 and
α = 0.35, respectively. Additional results for the specific heat CV for α = 0.2 and N =
8, 10, 12, 14, 16, 18 are included in Fig. 5.7(a). Comparing the massless and massive regime, no
significant differences are found and therefore, the discussion of the temperature dependence
can be done in parallel for both examples.
For chains of finite length, the data at low temperatures are dominated by finite-size
gaps. Hence the Drude weight and the specific heat are exponentially suppressed for small
temperatures. While the specific heat converges to the thermodynamic limit at temperatures
T/J & 0.25, strong finite-size effects are present in the data for the Drude weight at all
temperatures. At low temperatures, Dth(N,T ) monotonically increases with system size in
both cases, i.e., α = 0.2 and α = 0.35. This observation might hint at a finite thermal Drude
weight for N → ∞, as it was concluded in Ref. [54] for the case of α = 0.35. However, the
notion of an increasing Drude weight at low temperatures does not support the conjecture [54]
of a finite Dth for N → ∞ either for α = 0.2 or α = 0.35. In fact, a crossover temperature
T ∗ can be defined by
Dth(N + 2, T
∗) = Dth(N,T ∗) (5.23)
for even system sizes N . At this temperature, the monotony behavior of the thermal Drude
weight changes from an increase with system N at low temperatures T < T ∗ to a decrease
with N at high temperatures T > T ∗. The crossover temperature T ∗ seems to extrapolate
to zero as a function of system size, which is evident from the inset of Fig. 5.7(b), implying
that the temperature range where one observes a Drude weight that increases with system
size, could vanish for N → ∞. To summarize the discussion of the low-temperature regime,
finite-size effects are typically too pronounced to allow for any reliable conclusion about the
thermodynamic limit.
Scaling of Dth in the limit β = 0
In Figure 5.8(a), the high-temperature prefactor Cth(N) is presented for several values of α
both in the gapless (α = 0.1, 0.2, open symbols) and the gapped regime (α = 0.25, 0.35, 0.5, 1,
solid symbols). Finite systems with up to N = 20 sites have been analyzed. While Cth(N)
is almost constant in the case of α = 0.1 and small system sizes, a substantial decrease with
system size is observed for larger α and sufficiently large N . This is especially obvious for
α = 1. As far as thermal transport is concerned, the data at the Majumdar-Ghosh point
α = 0.5 do not point to any peculiarities.
In Figure 5.8(b), Cth(N) is plotted versus α for N = 14, 16, 18. Starting at small α,
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Figure 5.7: Thermal transport, frustrated chain [i, iii, iv]. (a): Drude weight Dth(N,T ) [dashed lines]
and specific heat CV (solid lines) for α = 0.2 and N = 8, ..., 18 sites (arrows indicate increasing system
size). The plot includes data for CV from a high-temperature series expansion (HTSE) reproduced
from Ref. [299]. Note that only the bare high-temperature series up to order 10 in J/T is shown.
By means of extrapolation schemes, the HTSE can be extended to significantly lower temperatures.
For details, see Ref. [299]. (b): Drude weight Dth(N,T ) of frustrated chains with α = 0.35 for
N = 8, . . . , 14 sites (solid lines). The dotted curve is for N = 16 and the dashed one for N = 18
sites. T ∗(N∗) is the temperature where the monotony behavior changes from a decrease with N at
high-temperatures T > T ∗ to an increase with N at low temperatures T < T ∗. T ∗ is thus defined by
Dth(N + 2, T
∗) = Dth(N,T
∗) for even N and N∗ = N + 1. Inset: T ∗ versus 1/N∗ = 1/(1 + N) for
α = 0.2 (open symbols) and α = 0.35 (solid symbols).
one observes that Cth(N) is discontinuous at α = 0 similar to the behavior of Cs shown in
Fig. 5.5(b). The curve further decreases with α and exhibits a minimum at α ≈ 0.4 for N = 14
and α ≈ 0.5 for N = 16. The position of the minimum seems to be shifted towards larger α
as N grows. Further increasing the next-nearest neighbor interaction drives the system into
the limit of two decoupled chains with N/2 sites each and interchain interaction α. Exactly



































Figure 5.8: Thermal transport: High-temperature prefactor Cth(N) for frustrated chains [iii, iv]. (a):
Cth(N)/Cth(8) versus 1/N for several values of α both in the gapless and gapped regime (N = 8, ..., 20)
[iii, iv]. Compare also Ref. [54]. (b): Cth(N) for N = 14, 16, 18 as a function of frustration α. The
arrow indicates the system-size independent value of Cth at α = 0 (marked by the star).
for J → 0;Jα = const, the energy-current operator jth is again conserved. Consequently, one
expects the Drude weight to increase for large α at finite and fixed N . This feature is indeed
found for α & 0.5 in Fig. 5.8(b).
Figure 5.8(b) indicates a difference between the gapped and gapless regimes: the decrease
of Cth(N) with N is weaker for α < αcrit. The following two scenarios for the thermodynamic
limit are suggested for further discussion: (i) The Drude weight is nonzero in the gapless
regime and zero in the gapped regime. (ii) The Drude weight is zero for all α > 0, but,
depending on α, there is a characteristic system size N(α) with a more or less constant Cth(N)
for N < N(α) and a monotonically decreasing Cth(N) for N > N(α). The first interpretation
might be plausible in view of the significant differences in the low-energy properties for α <
αcrit and α > αcrit, using an effective Hamiltonian such as (5.10). However, since Cth is
essentially the Drude weight at infinite temperature where all states contribute with equal
weight, it is not clear why low-energy features should play a crucial role for the finite-size
scaling in the limit β → 0.
A second objection against the first scenario arises from the analysis of the level-spacing
distribution both in the gapped and gapless regime. Exploiting translational invariance and
conservation of total Sztot already lifts all degeneracies on finite systems as is obvious from
Fig. 5.3, showing the integrated level-spacing distribution I(ǫ). Again, the striking difference
to the spectrum of the integrable model is emphasized: no candidates for degenerate states
appear in the case of α = 0.2 and this feature is characteristic for α > 0, which supports
the conjecture that transport properties in the gapped and gapless regimes should not be
different at high-temperatures.7
Note that the results for N = 20 sites for α = 0.1, 0.2, 0.35, 1 have not been published in
Refs. [iii, iv]. The inclusion of these additional data points supports the main conclusion of a
vanishing Drude weight.
7See Sec. 5.3 for a detailed discussion of Fig. 5.3.
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Figure 5.9: Thermal conductivity of frustrated chains with α = 0.2 [see Eq. (5.20)]. Main panel:
Regular part of Reκ(ω) versus ω for T/J = 1, 2 for N = 18. Lines are guides to the eyes. Inset:
Integrated weight Ith(ω)/I0 [see Eq. (5.22)] versus ω for T/J = 1, 2. The arrow in the inset indicates
increasing temperature.
Frequency dependence of κreg(ω)
Since the scaling analysis of the thermal Drude weight Dth has not yielded evidence for a finite
thermal Drude weight, the next step is to study the frequency dependence of the regular part
of κ(ω). Such a study allows one to estimate the ratio of the Drude weight to the total weight
I0 and furthermore, one can estimate the dc-conductivity in the high-temperature limit. Two
examples are analyzed: α = 0.2 and α = 1. The numerical results are shown in Figs. 5.9 and
5.10.
Qualitatively, the curves for κreg(ω) of frustrated chains with α = 0.2 and α = 1 differ
even stronger than the corresponding ones for the spin conductivity σreg(ω) shown in Fig. 5.6.
In the massless phase, there is only a very narrow peak at low frequencies ω/J . 0.1. More
than 50% of the integrated weight Ith(ω) shown in the inset of Fig. 5.9 is concentrated in the
thermal Drude weight for the temperatures analyzed in this plot.
In contrast to the massless regime, κreg(ω) of the chain with α = 1 consists of a broad,
structureless peak that extends up to frequencies of the order of ω/J ∼ 4. Depending on
temperature, the data are well converged down to frequencies ω/J . 0.25 while deviations
between N = 18 and N = 20 sites become visible at lower frequencies. Furthermore, we
observe a characteristic down-turn of κreg(ω) at low frequencies which is also present for spin
ladders [57] (see Fig. 5.18). In relation with possible ballistic transport, note that the Drude
weight amounts to less than 3% of the total weight I0 from Eq. (2.75) for N = 20 sites and
T/J = 1. Thus, the scenario of ballistic thermal transport is unlikely for the massive regime of
frustrated chains. While the down-turn at low frequencies renders it difficult to draw precise
conclusions about the functional form of the frequency dependence, we can, however, fairly
well estimate the absolute value of κdc = limω→0 κreg(ω). For instance, the data shown in
Fig. 5.10(a) indicates κdc/J ≈ (0.27 ± 0.3) for T/J = 2.
Next we comment on the integrated spectral weight Ith(ω) of the chain with α = 1, which































Figure 5.10: Thermal conductivity of frustrated chains with α = 1 [see Eq. (5.20)]. (a): Regular part
of Reκ(ω) versus ω for T/J = 1, 2 for N = 18 and N = 20 sites. (b): Integrated weight Ith(ω)/I0 [see
Eq. (5.22)] versus ω for several temperatures. The arrow in panel (b) indicates increasing temperature.
From Ref. [viii].
is shown as Ith(ω)/I0 in Fig. 5.10(b) for N = 20 sites and several temperatures T/J ≥ 0.3.
Here, we see that first, Ith(ω)/I0 approaches 1 the faster the larger the temperature is, and
it is evident from the figure that the spectral weight is widely distributed over the range of
frequencies 0 ≤ ω/J ≤ 4. Second, the curve for T/J = 0.3 is less smooth than the others
indicating the limitations of an exact diagonalization study with respect to the accessible
temperature and frequency range. No suppression of spectral weight at low frequencies due
to the spin gap is observed for the parameters of Fig. 5.10(b). A smooth curve for κreg(ω) is
obtained for T/J > 0.5 andN = 20. Finally, we mention that I0 ∝ T−2 for high-temperatures,
as expected for thermal transport.
To summarize the analysis of thermal transport of frustrated chains, the numerical data
indicate a vanishing thermal Drude weight for the massive regime at high temperatures, in
agreement with the qualitative arguments given in Sec. 5.2. On the one hand, the scaling
analysis of Cth for large values α ∼ 0.2 within the massless regime resembles the behavior
seen in the gapped regime. On the other hand, the spectra of κreg(ω) for α < αcrit and
α > αcrit are qualitatively quite different, calling for an extended study including larger
system sizes and further values of α. In particular, one should compute the spectra for values
of α slightly above αcrit and compare them to the case of α = 0.2. A possible scenario to
explain the finite-size scaling in the massless regime could be that a ”hidden” length scale
exists, and that the system sizes need to be larger than this scale to allow for an unambiguous
observability of non-ballistic behavior. A similar proposal for such a crossover system size has
been put forward in Ref. [88] to explain the level-spacing distribution of XXZ spin chains
plus next-nearest neighbor Ising interactions close to the integrable point.
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5.5 The dimerized chain
5.5.1 Spin transport
While for the frustrated chain and the spin ladder the fermionized Hamiltonian, Eq. (2.5),
contains interaction terms even at ∆ = 0, the case of the dimerized XY model (∆ = 0, λ 6=
1, α = 0) corresponds to a model of free, but massive fermions which can be solved exactly,
allowing for a calculation of Ds in the thermodynamic limit. For details, the reader may
consult, e.g., Ref. [55], where the analogous computation for Dth was done. The section
starts with a discussion of this limiting case where a finite Drude weight Ds exists in the
thermodynamic limit.
Drude weight of the dimerized XY chain






(c†l+1cl +H.c.) . (5.24)







k,+ak,+ − a†k,−ak,−) . (5.25)
To species of new fermion operators a
(†)
k,± are necessary, and correspondingly, two modes with
a gapped dispersion exist for ∆ = 0:
ǫk = J
√
(1− λ)2/4 + λ cos(k) . (5.26)




k,+ak,+− a†k,−ak,−) is conserved. vk = ∂kǫk









The Drude weight Ds(T > 0) and its scaling in the limit β = 0
In Figure 5.11(a), the Drude weight on finite systems is plotted for a dimerized chain with
λ = 0.5 and both ∆ = 0 (inset) and ∆ = 1 (main panel). In the former case, we see that
the numerical data for 16 sites agree with the exact expression for N → ∞ [Eq. (5.27)] at
temperatures T/J & 0.2. The same holds for smaller system sizes (not shown in the figure)
for high temperatures. This is in contrast to the curves for ∆ = 1 (main panel), where no
convergence with N is observed at any temperature.
For ∆ = 1, both DIs (N,T ) [dashed lines] and D
II
s (N,T ) [solid lines] have been evaluated
proving their equivalence at high temperatures. Small systems (N = 10, 12) still exhibit
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Figure 5.11: Spin transport, dimerized chain [iii]. (a): Drude weight DI,IIs (N,T ) for N = 10, ..., 18
(top to bottom as indicated by the arrow) and (λ = 0.5, α = 0) [dashed lines: DIs (N,T ); solid lines:
DIIs (N,T )]. In the inset, the exact result from Eq. (5.27) [dot-dashed line] for the Drude weight of a
dimerized XY chain with ∆ = 0, λ = 0.5, α = 0, and numerical data (solid line) for N = 16 sites are
shown. (b): Scaling of the high-temperature prefactor Cs of the Drude weight Ds for λ = 0.1, 0.5, 0.9
and N = 8, 10, 12, 14, 16, 18.
a large nonzero value of the zero-temperature Drude weight DIIs (N,T = 0) which rapidly
decreases with system size.
Numerical results for the high-temperature prefactor Cs(N) ofDs are shown in Fig. 5.11(b)
for λ = 0.1, 0.5, 0.9 and N = 10, 12, 14, 16, 18 sites. An overall decrease of Cs with system size
is evident from the plot. Strong oscillations of Cs are found in the case of λ = 0.9, which is
very close to the integrable point λ = 1. On grounds of our numerical data, we do not find
any evidence for a finite Drude weight in the limit of large system sizes.
Frequency dependence of σreg(ω)
In the case of the dimerized chain, the discussion of both σreg(ω) and κreg(ω) focuses on the
limit of strong dimerization λ ≪ 1, and we consider the isotropic case ∆ = 1 only. In this
limit, one expects the influence of triplet-triplet interactions to be weak. Furthermore, the
spin gap is very large in units of the exchange coupling J , and the spectra should reflect this.
The example chosen is λ = 0.1, for which σreg(ω) has been computed for N = 16 and
N = 18 and several temperatures. Figure 5.12 contains the results. Significant spectral weight
in σreg(ω) is only found in the frequency window 0.9 . ω/J . 1.1, including the energy range
of the one-triplet dispersion, which, to first order in λ (and for ∆ = 1), is [285,286,300]:
ǫk = J [1− λ
2
cos(k)] . (5.28)
A very small and narrow peak exists at low frequencies ω/J . 0.1 [shown in the inset of
Fig. 5.12(a)], which stems from nonzero matrix-elements between states inside the one-triplet
band. The inverse width of this peak can be interpreted as being related to the current

































)(a)  λ=0.1, α=0, N=18
(b) N=18
T=0.4,0.5,1,2
Figure 5.12: Spin conductivity of a dimerized chain with λ = 0.1 [see Eq. (5.19)]. (a): Regular
part of Reσ(ω) versus ω for T/J = 0.4, 0.5, 1 for N = 18 sites. (b): Integrated weight Is(ω)/I0 [see
Eq. (5.22)] versus ω for various temperatures. The arrow indicates increasing temperature. Inset of
(a): Zoom in the low-frequency region for the same data sets shown in panel (a).
lifetime and it would be very interesting to compare this measure of the lifetime to the results
of an analytical computation for the current-current correlation function. This is left as a
future project. Finally, the distribution of the spectral weight is clearly seen in the integrated
spectral weight also, which is depicted in Fig. 5.12(b).
5.5.2 Thermal transport
The Drude weight Dth(T > 0) and its scaling in the limit β = 0
The findings for the thermal Drude weight of dimerized chains are quite similar to the spin
Drude weight of the same model. The curves are plotted in Fig. 5.13 for the case of λ = 0.5 and
N = 8, . . . , 18 sites. In the thermodynamic limit, a chain with this ratio of the alternating
couplings has a spin gap of ∆sp ≈ 0.6J [183]. At moderate temperatures T/J ∼ 0.3, the
Drude weight Dth(N,T ) exhibits the typical maximum and a non-monotonous dependence
on system size. A similar behavior is found in the high-temperature limit, for which the
first two coefficients of an expansion of Dth in β are depicted in the inset of Fig. 5.13. The
general trend of both Cth = Cth,1 and Cth,2 is a decrease with system size, modulated by some
oscillations. This behavior is consistent with a vanishing of Dth in the thermodynamic limit.
Regarding the dependence of Dth(N,T ) on λ, note that Cth is a monotonously decreasing
function of λ. Such behavior is expected, since in the limit λ = 0, the triplets are local
objects that cannot propagate, which is reflected in the narrowing of the one-triplet band
upon decreasing λ.
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Figure 5.13: Thermal Drude weight Dth(N,T ) of dimerized chains with N = 8, ..., 18 sites for





The frequency dependence of κreg(ω)
Figure 5.14 depicts our results for the regular part of the thermal conductivity κ(ω) for
the case of λ = 0.1 and N = 18. Similar to the spin conductivity shown in Fig. 5.12, the
regular part of the thermal conductivity only has spectral support in the low-frequency region
ω/J . 0.1 and in the vicinity of the one-triplet band 0.9 . ω/J . 1.1. There are, however,
two clear-cut differences. First, the bare values found for κreg(ω) in units of J are an order
of magnitude smaller than those for σreg(ω). Second, the distribution of the weight is almost
reversed. At moderate temperatures T/J ∼ 0.3, approximately 80% of the weight is found in
the low-frequency peak, and the remaining fraction is concentrated around ω/J ≈ 0.9. This
is very well reflected in the frequency dependence of the integrated spectral weight Ith(ω)
shown in Fig. 5.14(b), which one should compare to Fig. 5.12(b).
As a first step towards an analysis of the low-frequency peak, the integral I(ω/J = 0.5)
of this peak is depicted as a function of temperature in the inset of Fig. 5.14(a) for N = 16
and N = 18 sites. One observes a maximum at roughly T/J ≈ 0.35 and a 1/T 2-dependence
at high temperatures.
5.6 The two-leg spin ladder
5.6.1 Spin transport
The Drude weight Ds(T > 0) and its scaling in the limit β = 0
Our discussion of spin transport of spin ladders focuses on the low-temperature behavior of
DIIs (T ) and on the scaling of Ds in the limit β = 0. Figure 5.15 shows the spin Drude weight
DIIs (T ) of spin ladders with α = 0.5 and N = 10, 12, 14, 16, 18 sites, including D
I
s (T ) for







































(a) λ=0.1, α=0, N=18
(b) N=18
T/J=0.2,0.5,1,2
Figure 5.14: Thermal conductivity of a dimerized chain with λ = 0.1 [see Eq. (5.20)]. (a): Regular
part of Reκ(ω) versus ω for T/J = 1, 2 for N = 18 sites. (b): Integrated weight Ith(ω) [see Eq. (5.22)]
versus ω for several temperatures. The inset depicts the temperature dependence of the integrated
spectral weight Ith(ω) for ω/J = 0.5 and N = 16, 18.
N = 16 sites. In this case, i.e., N = 16, we find DIs (T ) ≈ DIIs (T ) for T/J & 0.5. DIIs (N,T )
has a maximum for each fixedN , and its position strongly depends onN . The most interesting
feature of DIIs (N,T ) is the zero-temperature value which is negative for ladders with an odd
number of rungs, i.e., N = 10, 14, 18 sites, while DIIs (N,T = 0) > 0 for even N/2. A similar
observation of negative zero-temperature Drude weights has been reported in the literature
for small Hubbard rings with 4n sites; n integer [94,252] and for the frustrated square lattice
antiferromagnet [301]. A positive zero-temperature Drude weight implies that the system is
stable against changes in the boundary conditions, while a negative value signals a tendency
towards a different ground state. Thus, in this case, the ground state in the thermodynamic
limit is incommensurate with the structure of the finite system.
Regarding the scaling of Ds in the limit of β = 0, a monotonic decrease of Cs with
increasing system size is evident from the inset of Fig. 5.15, which contains results for Cs for
8 ≤ N ≤ 18 sites and α = 0.5, 1, 2. In a nutshell, no evidence for ballistic spin transport
is found in spin ladders on grounds of our numerical data, obtained from system sizes with
N ≤ 18 sites.
5.6.2 Thermal transport
The thermal current operator
Numerical results for the thermal conductivity of spin ladders at finite temperatures have been
published by three groups [iii, 54, 57]. All authors have studied the temperature dependence
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Figure 5.15: Spin transport, spin ladder. Main panel: Drude weight DIIs (N,T ) for N = 10, . . . , 18
and α = 0, λ = 0.5. The thin solid line shows DIs (N,T ) for N = 16 sites. Inset: Finite-size scaling of
the high-temperature prefactor Cs(N)/Cs(8) for α = 0.5, 1, 2 and N = 8, 10, 12, 14, 16, 18.
and the finite-size scaling of the thermal Drude weight, while in the most recent publication,
Ref. [57], additional results for κreg(ω) were presented. Further data for κreg(ω) are shown in
this thesis.
In contrast to Ref. [54], both Ref. [iii] and Ref. [57] arrive at the same main conclusion,
i.e., a vanishing thermal Drude weight at finite temperatures in the limit N →∞. Still, the
present situation is very unsatisfactory since the results for the Drude weight from all three
groups differ pairwise. The same holds for the results for κreg(ω) from Ref. [57] and this thesis.
One possible reason for this discrepancy could lie in the different definitions for the energy-
current operator jth used in Refs. [iii, 54, 57]. This can be traced back to different choices
for the local energy density Hl since the energy-current operator is a sum of commutators of
local energy densities on different sites [see Eq. (2.36)]. The energy densities underlying the
numerical computations of Refs. [iii, 54,57] are depicted in Fig. 5.16. Both Ref. [54] and [57]
start from a doubled unit cell in real space, i.e., the site label is assigned to rungs instead of
single spins. In this chapter, the spin ladder is treated as a limiting case of the λ-α chain,
thus the site l corresponds to a single spin. This adopts the philosophy of Ref. [45] to the
present problem. Since the λ-α chain has controlled limiting cases where the Drude weight
can be computed analytically and exactly,8 there is good reason to believe in the correctness
of the numerical results for the case of the spin ladder also, i.e., λ = 0, α > 0.
Using an independent9 implementation of the Hamiltonian and the energy-current oper-
ator that allows one to derive the energy-current operator from different local energies, no
quantitative differences are found for the thermal Drude weight if different local energy den-
sities are chosen. At present, the origin for the different quantitative results published for the
thermal Drude weight remains unclear.
8These cases are the XXZ chain discussed in Chapter 4 and the dimerized XY chain discussed in Sec. 5.5.
9Independent means that this implementation is different from the programs used to compute the numerical
results presented in the figures.
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Figure 5.16: Sketch of the local energy densities underlying the definition of the energy-current op-
erator in Refs. [iii] [panel (a), this chapter], [54] [panel (b)], and [57] [panel (c)]. The lines representing
couplings that belong to the local energy at site l are dashed. The index l runs over the sites of single
spins in panel (a)–(c). Note that Refs. [54] and [57] use a different real space representation. In their
notation, the site index runs over rungs. In this thesis, the spin ladder is treated as a limiting case of
the λ-α chain.
The thermal Drude weight Dth(T > 0)
First, it is quite instructive to discuss the finite-size scaling of the Drude weight Dth(N,T )
in comparison to thermodynamic quantities such as the susceptibility χ or the specific heat
CV . Second, the results from a finite-size analysis of the high-temperature prefactor Cth
are detailed. Third, the dc-conductivity κdc is extracted from the frequency dependence of
the thermal conductivity in the high-temperature limit. Finally, we comment on possible
implications of our results for the interpretation of recent experiments [8]. With respect to
experiments, further details can be found in Sec. 3.2.
The specific heat CV , the susceptibility χ, and the thermal Drude weight Dth(N,T ) are
plotted versus temperature in Fig. 5.17 forN = 8, 10, 12, 14, 16, 18 and (λ = 0, α = 0.5). Panel
(a) contains CV and χ, while in panel (b), Dth(N,T ) is shown. The main characteristics are
the following: (i) From the comparison with QMC data, we see that finite-size effects are small
for the specific heat and negligible for the susceptibility. (ii) The data for Dth(N,T ) display
strong finite-size effects at all temperatures. (iii) Dth(N,T ) is monotonically decreasing for
N > 8 and T/J & 0.6. (iv) The positions of the maxima of the specific heat and the Drude
weight are different. (v) For N/2 even(odd), the data are monotonically increasing(decreasing)
at low temperatures. The latter may be attributed to the fact that Dth(N,T ) diverges for
T → 0 for decoupled chains and odd chain length.
It should be stressed that the restricted number of system sizes analyzed here precludes
any definite conclusions from the finite-size scaling at temperatures T/J . 0.6; in particular,
since the N -dependence is non-monotonic. Note that even a monotonic increase of Dth(N,T )
with system size at low temperatures as observed in the case of frustrated chains with, e.g.,
α = 0.35, does not unambiguously point to a finite Drude weight. In this context, see also
Ref. [57] and the discussion of Dth(N,T ) of frustrated chains in Sec. 5.4.
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Figure 5.17: Spin ladder, (λ = 0.5, α = 0). (a): Thermodynamic quantities: susceptibility χ
(circles, Ref. [28]) and specific heat CV (squares, Ref. [54]). (b): Thermal Drude weight Dth(N,T )
for N = 8, ..., 18 sites. Inset: Leading coefficients of a high-temperature expansion of Dth(N,T ) =∑
i=1 Cth,i/T
1+i. (c): Scaling of the thermal Drude weight in the limit β = 0. The panel shows
Cth(N) = Cth,1(N) versus 1/N for α = 0.1, 0.5, 1, 2 and N = 8, . . . , 18 sites. See Ref. [iii].
While the numerical data for the specific heat are in quantitative agreement with the
QMC results from Ref. [54] for the same choice of parameters, only qualitative consistency is
found for the thermal Drude weight regarding points (ii)–(iv). Note that the Drude weight
Dth in Ref. [54] is measured in units of J‖ ∼ αJ instead of J⊥ = J used in this work. The
specific heat, however, is dimensionless. Also, compared to point (v), the opposite monotony
behavior is observed at low temperatures in Ref. [54]. This difference is very likely mainly
due to the use of twisted boundary conditions and maybe also due to a different definition
for the energy-current operator jth in Ref. [54].
Scaling of the Drude weight Dth in the limit β = 0
We turn to the scaling of the thermal Drude weight with system size in the limit β = 0. The
leading and next-to-leading coefficients Cth = Cth,1 and Cth,2 of an expansion of Dth in powers
of β are plotted versus 1/N in the inset of Fig. 5.17(b) for (λ = 0, α = 0.5). The figure reveals
that the monotonic decrease with system size, modulated by odd-even effects, is present for
both coefficients. In fact, the qualitative behavior does not change down to temperatures
T/J ∼ 1. Further results for Cth and other choices of parameters are included in Fig. 5.17(c)
for J‖/J⊥ = α = 0.1, 0.5, 1, 2 and N = 8, 10, 12, 14, 16, 18 spins. A systematic decrease with
system size is found for N > 8 from the finite-size analysis. In particular, by normalizing the
data on the respective values for Cth(N = 8), the finite-size dependence of the data for the
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Figure 5.18: Spin ladder with equal couplings along both legs and rungs (λ = 0, α = 1). (a): Regular
part κreg(ω) of the thermal conductivity at T/J = 5 for N = 16 and N = 18 sites. The symbols at
ω = 0 denote the results from extrapolations of κreg(ω) to the dc-limit for N = 16 (circle) and N = 18
(square). Inset: κreg(ω) is fitted with a 10th-order even polynomial to estimate κdc.
spin ladder appears to be almost independent of the interchain coupling α = J‖/J⊥ for the
choice of parameters considered here, including the ladder with equal couplings along both
legs and rungs (λ = 0, α = 1).
To summarize the finite-size analysis, one can exclude the possibility of a finite thermal
Drude weight of spin ladders for N →∞. In particular, this includes spin ladders with J⊥ =
J‖ (λ = 0,α = 1), which is of relevance because the magnetic properties of La5Ca9Cu24O41
are well described by J⊥ ≈ J‖ [177,178].
The regular part of κ(ω) and comparison with experiments
Having convinced ourselves that no evidence for Dth(T > 0) > 0 exists either from the
field-theoretical or from the numerical point of view, we turn to the regular part of the
thermal conductivity. As a major objective, a comparison with experimental data is suggested,
connecting the results presented in this chapter with Chapter 3.
Before addressing implications for the interpretation of experiments, some words should
be said about the numerical results for κreg(ω) itself. These are presented in Fig. 5.18 for the
ladder with α = 1, N = 16, 18 sites, and T/J = 5. An important feature of the curves is
emphasized: while the curves for N = 16 and N = 18 sites differ in the low-frequency regime
ω/J . 0.2, no strong finite-size effects are present at higher frequencies. This is in stark
contrast to the behavior of the thermal Drude weight at high temperatures, and it strongly
supports the conclusion that κreg(ω) is a quantity that survives in the thermodynamic limit
while Dth scales to zero. Furthermore, the typical low-frequency dip of κreg(ω) is also found
in the present example. This feature seems to be less pronounced on larger system sizes,
implying that spectral weight from the Drude weight is shifted to low, but finite frequencies.
The dc-conductivity κdc is estimated by fitting a 10th-order, even polynomial to κreg(ω)
at low frequencies. The values obtained for κdc depend on system size, increasing with N .
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Figure 5.19: Spin ladder, (λ = 0, α = 1). Comparison with experimental data. The solid lines
are extrapolations of Eq. (5.29) [54] to high temperatures. Equation (5.29) is a phenomenological
fit-formula of the experimental data for La5Ca9Cu24O41 [8]. Note that T and κ are scaled in units
of J . The two curves are obtained by using different values for J . The stars denote values of κdc
extracted from κreg(ω) and N = 18 spins. The line connecting the symbols is a guide to the eye.
The procedure has been carried out down to T/J ≈ 1 where error-bars become large.
Figure 5.19 contains results for κdc for N = 18 sites and T/J = 1, 2, 3, 4, 5. Furthermore,
the plot shows two lines representing the experimental data. These lines have been obtained
in the following way. In Ref. [54], a fit formula was given that describes the experimental κmag
of La5Ca9Cu24O41 very well for temperatures T ≤ 300 K. Lacking a theory of the temperature




B + C eD/T + (T/E)2
. (5.29)
Extrapolating this expression to high temperatures yields κmag ∝ 1/T 2. In order to compare
κmag with theoretical data, Eq. (5.29) needs to be scaled on units of J . Since there is an
experimental uncertainty about the value of J = J⊥ in La5Ca9Cu24O41, Fig. 5.19 contains
two curves, resulting from either setting J = 1000 K or J = 1200 K. Note that smaller values
for κmag are obtained, if a larger value for J is used.
The comparison with the theoretical results demonstrates that the order of magnitude of
the numerical data for κdc is comparable to the extrapolated experimental data. Apparently,
the regular part contributes a major part of the dc-thermal conductivity in the ladder mate-
rials. This seems to be the case even at high temperatures, implying that extrinsic scattering
gives only rise to a weak perturbation of the intrinsic thermal conductivity.
Despite the assumptions underlying this comparison, the general picture agrees well with
the experimental evidence for both weak triplet-triplet and triplet-phonon interactions [153].
Therefore, it would be very interesting to supplement the present numerical study by an
analytical theory of scattering mechanisms of spin ladder materials, designed to model the
10The values for the fit parameters reported in Ref. [54] are: A = 444.2 WK−1m−1, B = 1.0, C = 0.093, D =
419.6 K, E = 156.4 K.
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properties of La5Ca9Cu24O41. Such a study will hopefully further elucidate the impact of
external scattering on the thermal conductivity of these materials.
5.7 Summary
The main objective of this chapter was to demonstrate that the results from an extended
exact diagonalization study of both spin transport and thermal transport in nonintegrable
one-dimensional spin-1/2 models do not allow for the conclusion of ballistic transport, i.e.,
finite Drude weights in the thermodynamic limit. This result is based on a finite-size scaling
analysis of the Drude weights in the high-temperature limit, a discussion of the level-spacing
distribution, and the study of the regular part of the conductivities. The situation is partic-
ularly clear for all gapped phases of the λ-α chain, i.e., frustrated chains with α > αcrit, the
dimerized chain (λ < 1, α = 0), and the spin ladder (λ = 0, α > 0). On the contrary, in the
massless regime of the frustrated chain the regular parts of the conductivities show a peculiar
behavior with only a narrow peak at low frequencies. On the one hand the Drude weights are
monotonically decreasing with system size in the high-temperature limit for sufficiently large
systems, but on the other hand the decrease is weaker than in the gapped regime. This might
be a consequence of the proximity to the integrable XXZ chain, implying that larger system
sizes are needed to shed more light on this case. From the point of view of bosonization, bal-
listic transport is neither expected in the massless nor in the massive regimes, in agreement
with the conclusions of Refs. [59,95].
The analysis of the regular part of the conductivities reveals several interesting features
and allows for extensions of the present study. First, while no convergence of the thermal
Drude weight with system size is found at all, the spectra of both σreg(ω) and κreg(ω) clearly
converge to finite values in the thermodynamic limit, with small finite-size effects at high tem-
peratures and frequencies. Second, we mention the dimerized chain in the strong coupling
limit λ≪ 1, where both κreg(ω) and σreg(ω) exhibit spectral weight only at very low frequen-
cies and in the vicinity of the one-triplet band. A comparison with analytical computations of
transport coefficients in this limiting case may reveal to which extent transport can be under-
stood in a quasi-particle picture. Technically, bond-operator theory [221] combined with the
Mori-Zwanzig formalism [63,302] provides a framework for the study of, e.g., current-current
life-times within an approximative scheme. Third, dc-conductivities can reliably be extracted
from the numerical results in the high-temperature limit. This has been exemplified in the
case of thermal transport of frustrated chains with (λ = 1, α = 1) and spin ladders with
(λ = 0, α = 1). In the latter case, i.e., thermal transport of spin ladders, a comparison with
experimental data for the thermal conductivity of La5Ca9Cu24O41 has been suggested. As
a result, the dc-conductivities extracted from the numerical data are of the same order of
magnitude as the experimental data. This conclusion and the general statement that thermal
transport of spin ladders is non-ballistic agrees with another numerical study [57].
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Chapter 6
Disordered spin systems
Introducing disorder into pure spin models is a key step to arrive at realistic models for ma-
terials. While crystallographic defects or weak disorder in the interactions may be present
even in very clean crystals, interesting physics arises if controlled doping experiments are
performed. As an example, we mention the Zn-doping experiments discussed in Secs. 3.2.3
and 3.4.2.
In this chapter, two models are discussed: bond-disordered XY chains in Sec. 6.1, and
bond-disordered spin ladders in Sec. 6.2. Bond disorder in the present context means that
spatial randomness is introduced into the exchange interactions Jl of the spin Hamiltonians.
In contrast to that, the replacement of ions such as Cu by Zn in the CuO2 planes of the
cuprates leads to site impurities, which will not be studied in this chapter.
In Sec. 6.1, preliminary numerical results are presented for transport properties of disor-
dered XY chains, focusing on the frequency dependence of the spin and the heat conductivity.
Being a model of noninteracting free lattice fermions, the Hamiltonian can be diagonalized
completely on very large systems with N ∼ 104 sites. The single-impurity case, binary dis-
tributions as well as continuous distributions of impurities are studied.
Section 6.2 mainly focuses on the appearance of mid-gap states in the spectrum of two-leg
ladders upon doping. A comparative study of diagrammatic and numerical methods is pre-
sented, covering the cases of single impurities as well as binary distributions. The theory is
set up in the strong-coupling limit, which is the limit of strongly coupled legs of the two-leg
ladder. The existence of impurity-induced bound states is demonstrated and detailed features
of the density of states of the one-triplet excitation of spin ladders are discussed. The results
may be of relevance for ladder materials in the strong-limit such as (C5H12N)2CuBr4 [303] or
CaV2O5 [304,305].
Some aspects of Sec. 6.2 have already been published in Refs. [vi] and [vii].
6.1 Transport properties of disordered XY chains
6.1.1 Outline: model and numerical method
The field of transport in disordered spin and electron systems has a very long tradition, in
particular due to its relation to localization phenomena [306]. For a review, we refer the
reader to Ref. [307]. Transport of disordered one-dimensional systems has recently attracted
renewed interest within mesoscopic physics due to the existence of persistent currents in finite
systems (see, e.g., Refs. [133–137,308–313]), which are reduced in the presence of disorder. As
a measure of the persistent currents one studies the (spin) Drude weight [137]. Furthermore,
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the zero-temperature phases of disorderedXY andXXZ chains are probed by the spin Drude
weight (or the spin stiffness, respectively) [311]. In this section we investigate disordered XY
chains with bond disorder and periodic boundary conditions. In principle, one distinguishes
between diagonal and off-diagonal disorder. Diagonal disorder is realized by randomly dis-
tributed onsite energies (e.g., a randomly varying magnetic field), while off-diagonal disorder
is introduced into spin systems through a random variation of the exchange couplings in the
XY part of the Hamiltonian.
Without disorder, the XY model is in the massless phase of the XXZ chain (see,
e.g., Fig. 4.1), extending between −1 < ∆ < 1, which possesses a nonzero Drude weight
Ds(T = 0) [79]. For −1/2 < ∆ < 1, disorder is a relevant perturbation in the renormalization
group sense and the system is driven into a random-singlet phase [314, 315]. This phase is
characterized by a vanishing zero-temperature Drude weight in the thermodynamic limit (see,
e.g., Refs. [316,317]). Even the presence of a single impurity in, e.g., the spin-1/2 XXZ chain,
is sufficient to destroy the ideally conducting behavior [257, 313]. Diagonal disorder leads to
complete localization of the wave-function (see Ref. [307] and further references therein).
Then, we are dealing with a metal-insulator transition that is of the Anderson localization
type.
In the present study, we focus on off-diagonal disorder. The breaking of translational in-
variance gives rise to vanishing Drude weights. However, the system may still exhibit metallic
behavior at finite temperatures with finite dc-conductivities. We therefore first concentrate
on the regular parts of the spin and the thermal conductivities at finite frequencies and
temperatures, while the main objective of our study is to access the dc-conductivities. Refer-
ences [316] and [317] provide for recent results for the finite-size scaling of the spin stiffness of
disordered XY and XXZ chains at zero temperature, while Refs. [311,312] contain numerical
studies of dynamics and transport properties of random XXZ spin-1/2 chains, including a
renormalization group treatment of the XY case.









l+1 +H.c.) . (6.1)
The couplings Jl are randomly chosen according to a distribution P (Jl). Via the Jordan-
Wigner transformation [81], which is explicitely given in Eq. (2.2), the Hamiltonian is equiva-






(c†l cl+1 +H.c.) + [−eiπnF c†N c1 +H.c.)] . (6.2)
The fermion creation and annihilation operators on site l are c†l and cl. nF denotes the number
of fermions in the system, N the number of sites, and nl = c
†
l cl, as usual. In principle, a
random magnetic field corresponding to random onsite energies could easily be incorporated
into the Hamiltonian. At present, we focus on the case of random hopping matrix elements













l cl+2 +H.c.) . (6.3)
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We now detail how the single-particle subspace is diagonalized numerically, and second, how
finite-temperature transport coefficients can be computed from the single-particle eigenstates,
following Refs. [316,318–320].
A technical subtlety arises concerning the boundary conditions for the fermions, which is
why the boundary term has explicitely been given in (6.2). While the spin operators satisfy
periodic boundary conditions, the sign of the boundary term in Eq. (6.2) depends on the









where (A)PBC stands for (anti-)periodic boundary conditions. The number of fermions is






= nF − N
2
. (6.5)
However, since the goal of this study is to express all transport coefficients in terms of single-
particle states for very large system sizes, the dependence of the boundary conditions on
the number of fermions will be neglected. Rather, either periodic or anti-periodic boundary
conditions are used in the single-particle subspace. This approximation is justified since in the
thermodynamic limit, the effect of boundary conditions should vanish. It has been checked
that in the case of the clean XY chain the results for the Drude weights obtained from finite
chains of spinless fermions with either PBC or APBC converge to the same curve, which one
obtains if boundary conditions are correctly implemented for each Sztot subspace.
The Hamiltonian H can be written as
H = Ψ†AΨ (6.6)
where A is a symmetric N×N band-matrix with nonzero entries Ai,i+1 = Jl/2 and A1N ,AN1
due to the boundary conditions. Ψ† is a row-vector:
Ψ† = (c†1, . . . , c
†
N ) . (6.7)













Applying the unitary transformation (6.8) to the current operators yields:
jth[s] = ~η
†Jth[s]~η (6.10)
where we use the definition ~η † = (η†1, . . . , η
†
N ). Jth[s] are N ×N matrices. Since the currents
are in general not diagonal in the index µ, the explicit knowledge of eigenvectors of A is
necessary. In the numerical implementation, the matrices representing the current operators
are diagonalized in subspaces of the Hilbert space in which the Hamiltonian is degenerate.
































N=1000, T/J=0.5, single impurity case
Figure 6.1: XY chain with a single impurity, N = 1000 sites, and T/J = 0.5. (a): Spin conductivity,
σreg(ω). (b): Thermal conductivity, κreg(ω). The parameters are: Js = 0.01, 0.95, 2, 10 and T/J = 0.5.
The spectra for Js = 0.95, 2 have been multiplied by 0.1.
Transport coefficients for noninteracting particles
The transport coefficients can be expressed in terms of single-particle eigenenergies ǫµ. To
this end, we exploit the property that all multi-particle states are simply products of single-







JµµJνν f(ǫµ) f(ǫν) [δµνeβǫµ + 1] . (6.11)







|Jνµ|2 [f(ǫµ)− f(ǫν)] δ(ω − (ǫν − ǫµ)) . (6.12)
The exponent r is r = 0 for spin and r = 1 for thermal transport. Jνµ denote the matrix
elements of Jth and Js, respectively.
6.1.2 Frequency dependence of the thermal and the spin conductivity
Preliminary results for κreg(ω) and σreg(ω) are presented for three types of disorder: (i) the
single-impurity case; (ii) binary distributions of impurities; and (iii) a Gaussian distribution
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κ(ω)(a) Js=2, c=0.1, T/J=0.5, #1000
(b)
Figure 6.2: XY chain with a binary distribution of impurities. (a): Spin conductivity. (b): Thermal
conductivity. The parameters are: Js = 2, concentration c = 0.1, and T/J = 0.5. The plots contain
results for N = 500 (dotted lines) and N = 1000 (solid lines) sites, averaged over 1000 random
realizations. The inset shows a zoom of the low-frequency region for σreg(ω) [circles] and κreg(ω)
[squares] for N = 1000 sites.
of impurities. For the spectra shown in Figs. 6.1, 6.2, and 6.3, an imaginary broadening of
η = 10−4 is used.
Single-impurity case
We now discuss the case of a single impurity in a XY chain, i.e.,
J1 = Js; Jl = J ∀l 6= 1 . (6.13)
For a single impurity, an arbitrary site can be chosen for the impurity, e.g., l = 1. This
case can also be treated analytically, for instance, by computing the T -matrix. We use this
approach in Sec. 6.2 to analyze the impurity-induced bound states of disordered spin ladders.
For the present problem, the discussion is restricted to a purely numerical treatment.
Both the spin and the thermal conductivity of XY chains with 1000 sites and a single
impurity with Js = 0.01, 0.95, 2, 10 are shown in Fig. 6.1(a) and Fig. 6.1(b), respectively, for
T/J = 0.5. Note that the spectra for Js = 0.95, 2 have been multiplied by 0.1. Mainly, the
spectra consist of one peak that is shifted away from ω = 0 as a function of Js. Additional
oscillations are visible in both quantities. In the extreme limits of either Js = 0 or Js → ∞,
no transport through the modified link is possible. Qualitatively, we observe a stronger
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reduction of the dc-conductivities the more Js deviates from J = 1. For small perturbations,
i.e., Js = 0.95, 2, finite dc-conductivities are found for both κreg(ω) and σreg(ω).
Binary distribution of impurities
We now proceed by a discussion of a binary distribution P (Jl) of impurities:
P (Jl) = c δ(Jl − Js) + (1 − c) δ(Jl − J) . (6.14)
The concentration of impurities is denoted by c and J is set to unity.
Figure 6.2(a) and 6.2(b) contain the numerical results for σreg(ω) and κreg(ω), respectively.
The parameters are: Js = 2, c = 0.1, N = 500, 1000, and T/J = 0.5. The spectra have been
sampled over 1000 random realizations for both system sizes. We observe that the larger the
system size is, the less random realizations are necessary to suppress statistical fluctuations.1
Regarding the dependence on system size, only small differences between the two curves for
N = 500 and N = 1000 shown in the figure are found. The origin of smaller features seen
in σreg(ω) at small frequencies (see the inset) and in κreg(ω) at ω/J ≈ 0.075 is at present
unclear, but it is believed that these are only statistical artefacts.2
Both σreg(ω) and κreg(ω) exhibit a broad, structureless peak, with a maximum around
ω/J ≈ 0.03. No fingerprint of the single-impurity peak is visible in the plot (compare the
curves for Js = 2 shown in Fig. 6.1). In the zero-frequency limit, both conductivities possess
finite values, which is evident from the inset of Fig. 6.2(a). Furthermore, the slopes of the
conductivities at ω = 0 seem to vanish in both cases.
Continuous distributions of impurities
Finally, we turn to the case of a continuous distribution of impurities, namely the Gaussian
distribution:
P (Jl) ∝ e−(Jl−J)2/w2 . (6.15)
The width of P (Jl) is denoted by w and the center J of P (Jl) is set to unity. The conductivities
are plotted in Figure 6.3 for w = 0.2, T/J = 0.5, and N = 1000, 5000. The number of random
realizations is 1000 and 10, respectively.
The general shape of the spin and the thermal conductivity for this type of distribution
is quite similar to the case of a binary distribution of impurities. Again, σreg(ω) and κreg(ω)
exhibit only a single broad maximum located around ω/J = 0.015. In the limit of vanishing
frequency, the conductivities extrapolate to finite values, which is illustrated in the inset of
Fig. 6.3(a). This implies that bond-disordered XY chains conduct both spin and heat at
finite temperatures.
Renormalization group studies have shown that physical properties of disordered systems
do not depend on the specific form of the random distribution [314,315]. On the one hand, one
should therefore formulate the results independently of specific distributions. As a measure
1For a discussion of self-averaging in the present context, we refer the reader to Refs. [307,311].
2Reference [311] predicts a logarithmic divergence of σreg(ω) at T = 0. It remains to be checked whether
the low-temperature feature of σreg(ω) seen in the inset of Fig. 6.2(a) is reminiscent of this divergence.
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Figure 6.3: XY chain with a Gaussian distribution of impurities, centered around J = 1 with width
w = 0.2. (a): Spin conductivity, σreg(ω). (b): Thermal conductivity, κreg(ω). The system sizes in
this figures are N = 1000, sampled over 1000 random realizations, and N = 5000, sampled over 10
random realizations. The inset shows a zoom of the low-frequency region for σreg(ω) [circles] and
κreg(ω) [squares].
of disorder, which may allow one to compare different distributions, one often introduces the
variance of the distribution of the couplings (see, e.g., [316]):





In this equation, Jl denotes the ensemble-average of Jl. This may help to identify the correct
scaling of the numerical data both with system size and disorder strength.
On the other hand, in order to make direct contact with the existing literature, diagonal
disorder, i.e., randomly distributed onsite potentials or magnetic fields should be included in
the study. Very often, a box-distribution is considered:
P (Jl) =
{
1/W for J − (W/2) ≤ Jl ≤ J + (W/2)
0 otherwise
, (6.17)
which can easily be implemented. These extensions are left for future work.
6.1.3 Summary
In this section, first results for transport properties of disordered XY chains have been shown.
Since this is a model of noninteracting spinless fermions, the transport coefficients can be ex-
pressed in terms of single-particle states, allowing one to study fairly large system sizes of the
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order of 104 sites. The largest system size studied in this thesis is N = 5000.
Numerical results for three types of disorder were presented, including the single-impurity
case and a binary as well a Gaussian distribution of impurities. In all cases, the Drude
weights vanish in the thermodynamic limit both at zero and at finite temperatures, but the
dc-conductivities are nonzero at finite temperatures. This result needs to be further substan-
tiated by a refined analysis of the scaling with both system size N and imaginary broadening
η. The general form of the frequency dependence of the spin conductivity resembles the re-
sults of Ref. [312] for zero temperature. We stress that the form of either σreg(ω) or κreg(ω)
is not simply a broadened Drude peak. It remains to be checked whether the total weight
evolves continously from the homogenous case for weak disorder.
Our results are intended to extend the existing literature for disordered one-dimensional
systems in two directions: first, finite temperatures and frequencies are considered, and sec-
ond, the thermal conductivity has been computed. An extension of the present study could
comprise a more detailed analysis of the dependence of the conductivities on temperature and
further parameters such as the width w in the case of the Gaussian distribution. As a major
objective, we aim at the extrapolation to the zero-frequency limit. The inclusion of larger
system sizes will clarify whether the results for ω → 0 hold in the thermodynamic limit.
6.2 Bond-disordered spin ladders
6.2.1 Outline and motivation
In this section, we turn to the discussion of bond disorder in spin ladders. Being a realization
of a spin liquid with a quantum disordered ground state and a large spin gap ∆sp ∼ 0.5J⊥
for the ladder with equal couplings along legs and rungs, an interesting aspect of disorder is
the possibility to find mid-gap bound states. For the pure, homogeneous spin ladder S = 0
bound states of triplet excitations have intensely been studied during the past years and their
relevance for optical properties of spin ladders was proposed [218,321–326] and experimentally
verified; for instance for La6Ca8Cu24O41 [178].
In this section, we discuss the effect of impurity-induced bound states of triplets. This
type of bound states is different from those mentioned above: here, we are dealing with
one-triplet wave-functions that are localized in the vicinity of the impurity site. In contrast
to a large fraction of the literature dealing with localization phenomena, we are primarily
interested in the existence of mid-gap states, and, at least in the first place, not in the physics
of mid-band states at the center of the band which are usually studied in connection with
impurity-induced metal-insulator transitions (see Ref. [307] for a review).
This thesis’ main interest lies in transport properties of spin models. An extension of
Chapter 5 naturally comprises thermal transport properties of bond-disordered spin ladders.
In this section, we will, however, rather establish a number of useful methods that allow us to
investigate disordered systems. This includes numerical impurity-averaging and diagrammatic
techniques. The focus is on the eigenenergies of single-impurity and cluster bound states
and on features of the density of states originating from impurities at finite concentrations.
Technically, a mapping onto bond-boson operators [98] is performed, followed by a projection
on the single-triplet subspace. Thus, the interactions of the triplets are accounted for on the
level of first-order perturbation theory in J‖/J⊥. A comparison with a Lanczos study of spin
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ladders [vi] with one impurity reveals that the results are qualitatively relevant for ratios of
J‖/J⊥ that are larger than 0.1. The study is intended to serve as a basis for future research on
transport properties of disordered ladder systems. Furthermore, the physics of bond disorder
in spin ladders is also directly important for doping experiments in realistic materials that
are currently studied. In the next paragraph, we will elaborate more on this aspect.
Let us briefly give a more precise definition of the type of disorder we are interested in since
in general, one may distinguish between different kinds of impurities. First, magnetic ions such
as the Cu2+ ions in SrCu2O3 can be replaced by nonmagnetic ones such as Zn (see Ref. [327]
and references therein), effectively removing a spin-1/2 moment, or by other ions with the
same or a different effective magnetic moment. The replacement of the spin-carrying ion will
be referred to as a site impurity. Note that it is also conceivable that a site impurity leads
to modifications of the exchange couplings to neighboring sites. Second, and this is what we
mainly have in mind in this study, the exchange paths themselves can be modified by doping
the bridging X-ions in, e.g., Cu-X-Cu bonds, realizing what we call a bond impurity, or simply
impurity, in the following. Such a situation is described in Ref. [328] for the alternating spin
chain system (CH3)2CHNH3Cu(ClxBr1−x)3 where Cl and Br ions are substituted with each
other. Furthermore, a spin ladder material exists, namely (C5H12N)2CuBr4 [303], where one
could think of analogous doping experiments. This material is suggested to contain two-leg
spin ladders in the strong-coupling limit, i.e., the coupling constant along the legs JL = J‖ is
small compared to the coupling along the rungs JR = J⊥ [303]. Moreover, there are a number
of further candidates for organic spin ladder materials in the strong-coupling limit, see, e.g.,
Ref. [329]. As an example for an inorganic system, we mention CaV2O5 for which a ratio of
JL/JR ∼ 0.1 is discussed [304,305].
In the literature, bond randomness in spin ladder systems has been studied both in the
weak and strong disorder limit using the real-space renormalization group method [330,331],
bosonization [332], and a mapping onto random-mass Dirac fermions [333]. Most of these
studies have focused on the stability of the ground state and the gap against disorder and
they find that disordered spin ladders exhibit nonuniversal thermodynamic properties (see,
e.g., Ref. [331]), which is similar to the physics of disordered dimerized spin-1/2 chains [334].
6.2.2 Strong-coupling limit: bond-boson operators
Although the Hamiltonian of the pure two-leg spin ladder has frequently been discussed in
the preceding chapters, we repeat its definition, since in this section the notation for the






JR~Sl,1 · ~Sl,2 + JL(~Sl,1 · ~Sl+1,1 + ~Sl,2 · ~Sl+1,2)
]
. (6.18)
~Sl,1(2) are spin-1/2 operators acting on rung l and on leg 1(2) and N is the number of rungs.
In contrast to Chapter 5, the couplings along rungs is denoted by J⊥ = JR and that along
legs by J‖ = JL. JR is set to unity in all explicit computations, but kept in the equations for
the sake of clarity. In the presence of disorder we adopt the following notation:
H = H0 +H



















Figure 6.4: (a): Sketch of a two-leg spin ladder with one bond impurity J ′R on a rung site (thick
solid lines) and one bond impurity J ′L (thick dashed lines) on one leg. JR (thin solid lines) denotes
the coupling along rungs and JL (dashed lines) denotes the couplings along the legs. (b): Examples
for small impurity clusters. (RR) stands for two rung impurities on neighboring rungs, (LR) denotes
a modified rung coupling in combination with one leg coupling being modified on an adjacent leg site.
In the case (R0R), the modified rungs are separated by one non-perturbed site.
where Nimp is the number of modified couplings and δHn is the local perturbation at site ln
leading to either a modified onsite rung interaction J ′R = JR+ δJR or a modified leg coupling
J ′L = JL + δJL, connecting sites ln and ln + 1. For the cases of disorder on a rung or a leg
site, δHn explicitly reads
δHn = δJR ~Sln,1 · ~Sln,2 (6.20)
δHn = δJL ~Sln,j · ~Sln+1,j; j = 1, 2 . (6.21)
For an illustration, see Fig. 6.4.
The effect of modified interactions on the one-triplet dispersion is discussed in the strong-
coupling limit JL ≪ JR by projecting on the one-triplet subspace. Therefore, all terms
contained in H0 destroying or creating two triplet excitations are neglected. For the later





α,l; α = x, y, z [98,335,336]. s
†
l creates a singlet on the lth rung out
of the vacuum state | 0〉 and t†α,l creates a triplet excitation with orientation α, respectively.
The exact representation of Sαl,1(2), α = x, y, z, in terms of bond-boson operators reads [98]
Sαl,j = (1/2){±s†l tα,l ± t†α,lsl − iǫαβγt†β,ltγ,l} . (6.22)
The plus sign corresponds to j = 1 and the minus sign to j = 2; j labeling the leg. To avoid
unphysical double occupancies one has to impose the local constraint
s†l sl + t
†
α,ltα,l = 1 . (6.23)
Summation over repeated indices is implied in this equation and in the following ones. Pro-
jecting onto the one-triplet subspace and thereby applying a Holstein-Primakoff type of ap-
proximation sl = s
†









(t†α,l+1tα,l +H.c.) , (6.24)
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where we have dropped irrelevant additive constants. H0,eff is diagonalized by a Fourier












and the dispersion relation of one-triplet excitations is [283]
ǫk = JR + JL cos(k) . (6.26)
The perturbations δHn caused by modifications of the exchange couplings are expressed in









with the potentials vR(L)(k, k1) given by





(eiln∆keik1 + e−iln∆ke−ik) . (6.29)
∆k = k1 − k is the momentum transferred in a scattering process. All together, the effective
Hamiltonian takes the form








6.2.3 Single-impurity case: T -matrix
Several methods exist to treat the single-impurity problem exactly. First, Schro¨dinger’s equa-
tion in real space may be written as:[
I −G0(E)H ′eff
] |ψ〉 = 0 . (6.31)
A solution of this equation for the eigenenergies and eigenfunctions of states above or below
the one-triplet band is straightforward. A general discussion can be found in [338], while
the application to the current problem is outlined in Refs. [vi, 339]. The advantage of the
real-space calculation is that not only the single-impurity problem can be analyzed, but also
the case of impurity clusters can be treated analogously. Furthermore, one also obtains direct
information about the impurity wave-function. In this section, we prefer to only quote the re-
sults derived in Refs. [vi,339], and the discussion will rather focus on how the single-impurity
bound states can be calculated using diagrammatic techniques.
The main technical problem is that disorder destroys translational invariance, implying
that working in a momentum-space representation lacks the advantage of a diagonal repre-
sentation. Nevertheless, the one-impurity problem can be formulated in k-space, although,
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in principle, the one-triplet Green’s-function Gkk′(E) is not diagonal in k. The Green’s func-
tion Gskk′(E) of the impurity problem can be expressed in terms of the free Green’s function








where the T -matrix is given by
Tkk′ =
2Vk′
I − (1/N)∑k′′ Vk′′ G0k′′(E) . (6.33)
We are mainly interested in the diagonal part Tkk of the T -matrix. In the case of onsite
disorder, i.e., a rung impurity, Vk is given by
Vk = vR(k, k) = δJR , (6.34)
which is independent of momentum. For an impurity located on a leg site, all quantities in
Eq. (6.32) become 2 × 2 matrices, indicated by an underscore, since the modified coupling









Equations (6.34) and (6.35) follow directly from Eqs. (6.28) and (6.29). The free Green’s
function matrix in Eq. (6.33) is G0k(E) = G
0
k(E)I , where I is the 2× 2 unit matrix.
The positions of the bound states are determined by the zeros of the determinant of the
denominator of the T -matrix, and we find for the eigenenergies of the single-rung impurity
problem:
E1,R = JR ±
√
J2L + (δJR)
2; δJR ≷ 0 . (6.36)
The plus(minus) sign in Eq. (6.36) corresponds to δJR > 0 (δJR < 0). Therefore, a bound
state in the spin gap, i.e., below the original one-triplet band, appears for δJR < 0. Conversely,
for δJR > 0, there is an anti-bound state above the one-triplet band.
For the single leg-impurity problem δJR = 0, δJL 6= 0, one arrives at:








; δJL > 0 . (6.37)
For δJL > 0, there are always both a bound and an anti-bound state. On the other hand, note
that there are no states outside the one-triplet band for −4JL < δJL < 0 [339]; instead, one
expects the appearance of resonant modes inside the band [see Sec. 6.2.4, Fig. 6.8(f)]. Finally,
for a strong ferromagnetic coupling δJL < −4JL, Eq. (6.37) again has two solutions; however,
we will restrict the discussion to the case of antiferromagnetic couplings. These results, i.e.,
Eqs. (6.36) and (6.37) agree with the real-space computation outlined in Refs. [vi, 339]. The
T -matrix approach is well suited to be extended to the case of small, but finite concentrations
providing approximative analytical results in the thermodynamic limit.
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Figure 6.5: Comparison of the analytical results for the excitation energy E of the lowest level
with a Lanczos study [vi], done for the full spin ladder Hamiltonian (6.19). (a): One rung impurity
J ′R = JR + δJR. (b): One leg impurity J
′
L = JL + δJL. In all cases, the normalization is fixed to
JR = 1. Symbols are obtained by extrapolation of Lanczos diagonalization on finite systems. Open
circles are for the pure system (δJR = 0 and δJL = 0) and correspond to the spin gap; the solid line is
a [7,6] Pade´ approximant to the 13th order strong-coupling series from Ref. [340] for the spin gap of
the pure ladder. Dashed lines display the analytical result for the position of the bound state in the
effective Hamiltonian Eq. (6.30), namely Eq. (6.36) [panel (a)] and Eq. (6.37) [panel (b)].
Comparison with exact diagonalization (Lanczos)
So far we have seen that for both locations of single impurities, mid-gap states may appear.
The results derived in first order in JL/JR are now compared to a Lanczos study of the full
Hamiltonian (6.19) with either one modified leg or rung coupling [vi]. The systems analyzed
include ladders with N = 4, 6, 8, 10, 12, and 14 rungs. The eigenenergies obtained on finite
systems were then extrapolated to the thermodynamic limit by application of the Vanden-
Broeck-Schwartz-algorithm [276]. For details, see Sec. IIIC of Ref. [vi]. Results of such
extrapolations are shown in Fig. 6.5. There, the eigenenergy E of the lowest two states is
plotted versus JL for δJR 6= 0, δJL = 0 in Fig. 6.5(a) and for δJR = 0, δJL 6= 0 in Fig. 6.5(b).
The open symbols in both panels are the spin gap of the pure ladder. Its value is expected
to be independent of the presence of a single impurity if the extrapolation to N → ∞ is
taken [vi]. The full symbols are the energies of the impurity-induced bound state, while the
dashed lines show E1,R and E1,L from Eqs. (6.36) and (6.37). While a good quantitative
agreement between the Lanczos results and the perturbative calculation is found for small
JL . 0.1, the qualitative behavior is still correctly described for larger values of JL. Note that
the extrapolation of the numerical data becomes uncertain for leg couplings of the order of
JL ∼ 1, and it is not obvious whether the bound state survives for large JL or whether it will
merge into the band [vi]. The Lanczos study clearly confirms the presence of the bound states
below the one-triplet band in a wide parameter range. The fair agreement motivates us to
extend the strong-coupling approximation to the case of finite concentrations of impurities,
which is studied in the next section.
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6.2.4 Finite impurity concentrations
In this section, binary distributions of impurities are studied:
P (Jl) = cR,Lδ(Jl − J ′R,L) + (1− cR,L)δ(Jl − JR,L) . (6.38)
In both cases, i.e., cR > 0 and cL > 0, the perturbations are assumed to be uncorrelated.
Furthermore, the concentrations of rung impurities cR and of leg impurities cL are indepen-
dent. Note that in the case of impurities on the legs, we set cL = 1 if all 2N couplings are
modified.
Before turning to the discussion of the methods and the results, it is instructive to list
the limiting cases: (i) the pure system (cR = cL = 0); (ii) the single-impurity case (see
Sec. 6.2.3); and (iii) the case cR = cL = 1 where all couplings are equal to JR + δJR or
JL + δJL, respectively. In the latter case and for δJR 6= 0, δJL = 0, a one-triplet band with
the dispersion
Ek = (JR + δJR) + JL cos(k)
will result, i.e., its center is shifted by δJR with respect to the center of the original band for
cR = 0. Therefore, the single-impurity (anti-) bound state should develop into a dispersive
band as the concentration increases while for δJR < 0, the center ǫ(c) of the band lies in the




2 < ǫ(c) < JR + δJR . (6.39)
An analogous scenario arises for δJR > 0.
For δJR = 0, δJL > 0, the triplet dispersion in the limit of cL = 1, reads
Ek = JR + (JL + δJL) cos(k) . (6.40)
Thus, the bound and anti-bound states appear symmetrically with respect to the center of
the original band. On increasing the concentration cL, additional impurity levels will appear
and eventually, they will merge in the original band. Finally, there will be one broadened
band possessing a bandwidth of (JL+ δJL). The combined analytical and numerical analysis
to be presented in the next section validates this picture.
In analogy to Secs. 6.2.2 and 6.2.3 we will concentrate on the single-triplet subspace.
Apart from integrating out the singlet, the hardcore constraint Eq. (6.23) is automatically
satisfied within this approximation, i.e., first-order perturbation theory in JL/JR.
Diagrammatic techniques
Based on a diagrammatic expansion of the one-triplet Green’s function in the presence of
impurities, a number of useful methods exist to obtain approximate results for the self-energy
Σ(E). First, we briefly comment on the low-concentration approximation and second, the
coherent-potential approximation is introduced.
Low-concentration approximation (LCA) - Technically, the key ingredient is to perform an
impurity-averaging, i.e., the Green’s function is sampled over many impurity configurations
by varying the sites of all impurities at a given concentration. As a main consequence of the
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+ + . . .
G0k(E)
Σ(E) =
Figure 6.6: Sketch of the diagrammatic expansion of the self-energy Σ(E) in the low-concentration
limit. G0k(E) = 1/(E − ǫk) is the free one-triplet Green’s function.
averaging procedure translational invariance is restored allowing one to express the Green’s
function in terms of a Dyson equation. The formalism is explained in detail in standard
textbooks [341] and review articles [342]. A detailed discussion of this technique can also be
found in Ref. [231], where a two-dimensional square lattice antiferromagnet with impurities
was studied.
Following Ref. [341], the Green’s function may be written as:
Gk(E) =
1
E − ǫk − cR[L]Σ(E)
. (6.41)
Keeping only terms linear in cR[L] implies that the self-energy Σ(E) is equal to the T -matrix
of the one-impurity problem derived in Sec. 6.2.3. The diagrammatic expansion of the self-
energy in the low-concentration approximation is sketched in Fig. 6.6. In the case of cL > 0,
all quantities in Eq. (6.41) become 2× 2 matrices again.
The spectral function Ak(E) = −(1/π)ImGk(E) is plotted in Fig. 6.7 for (a) JL =
0.1, δJR = −0.1, cR = 0.01 and (b) for JL = 0.1, δJL = 0.5, cL = 0.01. In accordance with the
results of Sec. 6.2.3 one finds one bound state in case (a) and a bound and an anti-bound
state in case (b). Figure 6.7 further reveals that first, the impurity levels exhibit a small
dispersion and second, the spectral weight is concentrated around k = π for the bound states
while it vanishes in the center of the zone, and vice-versa for the anti-bound states.
Coherent-potential approximation (CPA) - The coherent-potential approximation allows
one to interpolate between the two limits of c = 0 and c = 1. Here, we apply this method
to the case of δJR < 0, δJL = 0, i.e., cR > 0 and cL = 0. The self-energy is obtained from a
self-consistent solution of the equation [342]:
Σ(E) =
cR δJR
1−G(E) [δJR − Σ(E)] . (6.42)
Rather than deriving this equation,3 some important features of this method are mentioned:
(i) the self-energy is symmetric under exchange of host and impurity sites, i.e., cR and 1− cR
and the respective replacement of the coupling constants; and (ii) it gives qualitatively correct
results for the density of states for intermediate concentrations. Note that in contrast to the
low-concentration approximation [see, e.g., Fig. 6.7(a)], the CPA does not lead to a sharp
peak in the density of states at the position of the impurity level even for low concentrations.
This can, for example, be seen in Fig. 6.8(b) for cR = 0.1. It has been checked that in both
3See Ref. [342] for details.
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Figure 6.7: Spectral function Ak(E) in low-concentration approximation (LCA) for (a) perturbed
rung couplings with δJR = −0.1, cR = 0.01; (b) perturbed leg couplings with δJL = 0.5, cL = 0.01.
The dashed lines mark the positions of the (anti-) bound states from Eqs. (6.36) and (6.37). JR = 1
and JL = 0.1 in both cases. See Ref. [vi].
diagrammatic approaches, the total weight in the impurity levels is the same and that it grows
linearly with the impurity concentration, as expected.
Comparison with numerical impurity averaging
Now we compare the analytical results with a numerical diagonalization of the effective Hamil-
tonian (6.30) on large systems, sampled over typically a few thousand random realizations
at fixed concentration. The effective Hamiltonian Heff is diagonalized on finite systems with
N = 103 rungs for different choices of impurity concentrations c for both types of bond impu-
rities. The density of states (DOS) is obtained from binning the eigenvalues, the bin-width of
typically ∆E ∼ 10−3JR determining the resolution in Figs. 6.8 and 6.9. The numerical data
are taken from Refs. [vi, vii, 339].
Results are shown for JL = 0.1, δJR = −0.1 in Fig. 6.8 (panel (a): cR = 0.01; (b):
cR = 0.1; (c): cR = 0.3). According to Eq. (6.36), the position of the single-impurity level
is E1,R = 0.8586JR. The following features are observed: (i) Upon increasing concentration,
additional peaks appear in the vicinity of the one-impurity level. They stem from impurity
clusters, i.e., impurities occupying neighboring sites. (ii) The bound state level develops into
a band centered around JR + δJR = 0.9 as a function of concentration cR. Notice that larger
concentrations cR > 0.5 are conveniently realized by setting cR → 1 − cR, JR → JR + δJR,
and δJR → −δJR. (iii) Inside the original band, the curve is not smooth, but displays small
oscillations. These features are neither due to finite-size effects nor due to low statistics. The
origin of these oscillations can also be related to the effect of impurity clusters, see Sec. IVC
of Ref. [vi] and Ref. [339].
Let us now comment on the comparison of the numerical with the analytical results. By
integrating Ak(E) over the momentum k, the density of states n(E) is obtained. Results from
the LCA are compared to the numerical impurity averaging in the case of JL = 0.1, δJR =
−0.1, cR = 0.01 in Fig. 6.8(a). Both approaches agree well with regard to the position of the
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Figure 6.8: Density of states (DOS) at finite concentrations of modified rung couplings J ′R [δJR =
−0.1, panel (a)–(c)] and of modified leg couplings [δJL = 0.5, panel (d)–(f)]. The figure contains
numerical data (NAV, solid line) for spin ladders with N = 103 rungs and JR = 1, JL = 0.1 [panel
(a)–(f)]. In detail, the parameters are: (a) cR = 0.01, (b) cR = 0.1, (c) cR = 0.3, (d) cL = 0.01, (e)
cL = 0.1, (f) cL = 0.9. Dashed line in (a) and (d): Low-concentration approximation (LCA); in panel
(b) and (c): CPA. (f): Note the resonance modes inside the band for cL = 0.9; the case shown here is
equivalent to JL = 0.6, δJL = −0.5 < 0, and cL = 0.1. See Ref. [vi].
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main impurity level. The comparison with the CPA for cR = 0.1 [Fig. 6.8(b)] and cR = 0.3
[Fig. 6.8(c)] shows that this approach gives qualitatively reasonable results even at fairly
large concentrations such as cR = 0.3 or cR = 0.5 (not shown in the figures, see Ref. [vii]). At
cR = 0.3, the impurity levels and the original band start to merge.
For a finite concentration of leg couplings, the numerical results confirm the qualitative
expectations. The data are shown in Fig. 6.8 for JL = 0.1, δJL = 0.5 (panel (d): cL = 0.01;
(e): cL = 0.1; (f): cL = 0.9). For the sake of clarity, note that the possible impurity configu-
rations are: (i) one modified coupling on one leg, connecting, e.g., rungs l and l + 1; and (ii)
both couplings between rungs l and l + 1 modified. Both cases are taken into account in the
numerical implementation.
The impurity levels occur symmetrically with respect to the center of the band. On
increasing the concentration cL, the original band widens and eventually includes all im-
purity levels as can be seen in Fig. 6.8(f) for cL = 0.9. The influence of impurities is
also visible as resonance modes inside the band. Note that the last case is equivalent to
JL = 0.6, δJL = −0.5, and cL = 0.1. Comparing to the LCA from Eq. (6.41) for the case of
JL = 0.1, δJL = 0.5, cL = 0.01, shown in Fig. 6.8(d), we see that the positions of the highest
peaks seen in the numerical data and the analytical result almost coincide, similar to the case
shown in Fig. 6.8(a).
In summary, the analytical approaches give fair results for the overall structure of the
density of states even at large concentrations as exemplified in the case of δJR < 0, δJL =
0, cR = 0.3.
Impurity cluster
In the diagrammatic description, the effects of impurity clusters are not taken into account
[342]. The presence of impurity clusters, such as (RR) or (R0R) [see Fig. 6.4(b)], lead to
further energy levels outside the one triplet band, which are discrete for finite systems. Such
levels can be seen in Fig. 6.8(a)–(f). By solving Schro¨dinger’s equation (6.31) in real space
for the effective model containing one cluster, the respective eigenenergies can be derived
[vi, vii, 339]. To illustrate this matching of certain peaks visible in the DOS with impurity
clusters, we consider the example of both finite concentrations cR > 0 and cL > 0 for the
following choice of parameters: N = 103, cR = 0.1, cL = 0.05, JL = 0.2, δJR = −0.2, δJL = 0.3.
Numerical results are shown in Fig. 6.9. The spectrum consists of the remnant of the one-
triplet band and several discrete peaks for E > 1.2 and E < 0.8. Some of these peaks are
labeled by letters which denote certain impurity clusters as listed in the legend of Fig. 6.9.
For instance, (LLL) stands for a cluster of three leg impurities between four adjacent rung
sites. Only one of the legs is modified between each pair of two neighboring rung sites. Note
that within the effective model, there is no difference between the eight possible distributions
of these three impurities on the six leg couplings existing between four rungs.
This comparison shows that details of the one-triplet DOS of the effective disordered
Hamiltonian (6.30) can be interpreted. At present, it remains unclear whether the spiky
structure outside the one-triplet band observed for small concentrations will survive in the
thermodynamic limit or whether a completely smooth curve will arise. For the system sizes
investigated, i.e., N . 104, the peak structure is very stable.
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Figure 6.9: Numerical impurity-averaged results for bond-impurities on both rungs and legs. The
letters label peaks originating from certain impurity clusters as indicated in the legend. See text and
Fig. 6.4 for more details. See Ref. [vii].
6.2.5 Summary
In this section, we have addressed the issue of bond disorder in two-leg spin ladders. The
problem has been treated by a mapping onto bond-boson operators and a subsequent pro-
jection on the one-triplet subspace, equivalent to first-order perturbation theory in JL/JR.
It has been shown that for certain choices of model parameters, bound states appear below
the one-triplet band. Their eigenenergies have been derived from the poles of the T -matrix.
Furthermore, binary distributions of bond impurities on either rung or leg sites have been
studied using diagrammatic techniques, focusing on the density of states. The comparison
with numerical-impurity averaging has shown that in particular CPA is well suited to tackle
the problem of finite impurity concentrations for the given one-dimensional problem.
Extensions of this study comprise the computation of observable quantities such as the
structure factor. Furthermore, transport properties of a disordered free boson gas can be
investigated along the lines of Sec. 6.1. The most important correlation that needs to be
taken into account is the hardcore constraint (6.23) [see, e.g., Refs. [322, 323, 343]]. In the
presence of disorder, this constraint can be ensured by an explicit numerical construction of
many-triplet states, allowing one to go beyond the strong-coupling limit.4
4For an analytical construction of two-triplet states, see, e.g., Chapter 2 of Ref. [344].
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Chapter 7
Summary and Conclusion
In this thesis, transport properties of low-dimensional spin systems were studied theoretically.
A strong motivation for this work came from recent thermal transport experiments which gave
profound evidence that magnetic excitations of low-dimensional spin systems contribute sig-
nificantly to the thermal conductivity. Most of the experimental results were analyzed using
phenomenological approaches in the literature. As an example, a Boltzmann-type of equa-
tion was chosen to estimate the magnetic mean-free paths of Zn-doped La2CuO4 from the
experimental data for the thermal conductivity [71]. Interestingly, the mean-free paths scale
linearly with the inverse Zn-content, which is a measure of the distance of Zn-dopants [71].
The main part of this work was devoted to thermal and spin transport of translationally
invariant one-dimensional spin models. This pertains to the integrable spin-1/2 XXZ chain
on the one hand, and to several nonintegrable systems on the other hand. Detailed results
were obtained for the temperature and field-dependence of the transport coefficients. In this
summary we emphasize the main aspects, while the details are contained in the concluding
sections of Chapters 4, 5, and 6.
The transport properties of the XXZ chain were investigated with complementary meth-
ods. While exact diagonalization provides for converged results in the high-temperature limit,
conformal field theory as well as mean-field theory allow one to compute the transport coef-
ficients at low temperatures. Numerically, the Hamiltonian of chains with up to twenty sites
was completely diagonalized, which is possible after exploiting symmetries of the models.
Transport in the XXZ model is characterized by finite Drude weights in the thermody-
namic limit [61], leading to diverging conductivities. As a main result, the study elucidated
the dependence of the thermal Drude weight on temperature, magnetic field, and exchange
anisotropy. Perfect agreement with other theoretical studied was found [78, 82, 92], and in a
wide temperature range, the thermal Drude weight could be obtained in the thermodynamic
limit. An analogous analysis was performed for the spin Drude weight. At zero magnetic
field, the finite-size scaling of this quantity is of particular interest, since until now no proof
has been found for a finite spin Drude weight in the thermodynamic limit. The numerical
results of this work agree with previous theoretical contributions to this field [75,84,85,87,89],
as they confirm the conclusion of a finite spin Drude weight in the massless regime. This also
includes the SU(2)-symmetric Heisenberg chain, for which the existence of a nonzero finite-
temperature Drude weight is controversially debated in the literature [75,84–90,152]. Further
aspects of the finite-size scaling, the temperature, and the field dependence were discussed in
Chapter 4. Finally, ratios of transport coefficients are of particular interest. The validity of
a Wiedemann-Franz type of relation could be established in the low-temperature limit for a
large part of the phase diagram of the XXZ chain.
As an extension to the present work, the methods can be applied to another integrable
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quantum model as well, the one-dimensional Hubbard model. Due to its integrability, this
system also possesses finite Drude weights [61]. In this case, four types of transport exist:
particle, charge, energy, and spin transport. Several aspects of finite-temperature transport
could be of interest: first, a theory for the dependence of the thermal Drude weight on temper-
ature, on filling, and on the onsite Coulomb correlation is lacking and second, the knowledge
of ratios of the transport coefficients is important for the interpretation of experimental re-
sults (see, e.g., Ref. [278]).
Stimulated by the experimental observation of extremely large magnetic mean-free paths
in several quasi low-dimensional materials [7,8,14], some authors have speculated about pos-
sible ballistic thermal transport of nonintegrable spin models such as frustrated chains or spin
ladders [54–56,58]. As a major result of this work, it was shown that the conclusion of ballistic
transport, i.e., finite Drude weights in the thermodynamic limit, is clearly not supported by
the finite-size scaling analysis of numerical data, neither for spin, nor for thermal transport.
Rather, the opposite conclusion must be favored for all systems investigated, which includes
the two-leg spin ladder, the dimerized chain, and the frustrated chain. Other recent numer-
ical studies arrive at the same conclusion [57, 96]. More generally, the picture of dissipative
intrinsic transport of nonintegrable spin models is corroborated by field-theoretical arguments
along the lines of Refs. [59, 95]. While the Drude weights scale to zero as a function of sys-
tem size, the regular parts of both the spin and the thermal conductivity exhibit very small
finite-size effects in the high-frequency and high-temperature regime. This indicates that the
regular parts are the relevant quantities which describe the intrinsic transport properties of
nonintegrable spin systems. Results were presented for the frequency dependence of the ther-
mal conductivity for the frustrated chain, the dimerized chain, and the two-leg ladder. In
the first case, the focus was on a comparison of the massless and the massive regime. For
the dimerized chain, the limit of weakly coupled dimers is interesting, since interactions of
the elementary excitations are suppressed. In this limit, a comparison of mean-free paths
extracted from the numerical results and analytical computations would allow one to validate
or invalidate a quasi-particle picture for thermal transport in dimerized systems. This would
also establish the first direct comparison of independent analytical and numerical calcula-
tions for the thermal conductivity. The most relevant model with respect to experiments is
the spin ladder, for which the dc-thermal conductivity can be estimated from the numerical
results. Comparing the values with experimental data for La5Ca9Cu24O41 [8], one finds the
same order of magnitude. This implies that transport in the telephone-number compounds
is largely determined by intrinsic scattering, while external scattering is likely to be only a
weak perturbation. This picture agrees with the analysis of experimental data in terms of
phenomenological expressions [153].
Apart from translationally invariant spin models, bond disorderedXY chains and spin lad-
ders were analyzed in Chapter 6. Spin-1/2XY chains are equivalent to free, spinless fermions;
thus the transport coefficients can be written in terms of the single-particle eigenenergies and
-states [307]. This allows one to study very large system sizes of the order of 104 sites nu-
merically. First results for the spin and the thermal conductivity have been presented for
three different types of off-diagonal disorder: the single-impurity case, binary distributions
of impurities, and a Gaussian distribution of impurities. While the Drude weights vanish
for any type of randomness, the dc-conductivities are finite in all three cases. An extension
of the current study could pertain to a refined analysis of the scaling with system size, the
dependence on temperature, and the inclusion of diagonal disorder.
As a consequence of disorder, both localization of the wave-function and bound states may
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result. For the cases of diagonal and off-diagonal disorder in spin ladders, it was demonstrated
that bound states appear within the spin gap. The study of the bound state structure and
the density of states both for the single-impurity problem and for finite impurity concentra-
tions was based on a mapping on bond-boson operators [98] and a subsequent projection onto
the single-triplet subspace. The methods applied to this problem were first, diagrammatic
techniques such as the coherent-potential approximation and second, exact diagonalization.
The results are of relevance for doping experiments with spin ladder materials in the strong-
coupling limit. The approach can easily be extended to the case of bond-disordered three-
dimensional dimer systems such as TlCuCl3 and KCuCl3 (see, e.g., Refs. [345,346]).
In conclusion, this work has provided many numerical results which may serve as a basis
for future analytical studies of transport properties. In general, the theoretical understanding
of intrinsic transport properties of low-dimensional spin systems has recently been improved
by several theoretical contributions; however, many important issues have not yet fully been
elucidated. In particular, a realistic modeling of materials including external channels of scat-
tering is required. While an exact diagonalization study reaches its limitations if the Hilbert
space is enlarged by additional degrees of freedom, promising results for magnetic transport
including a coupling to phonons were recently obtained analytically using either the Boltz-
mann equation [158] or a hydrodynamic description [59]. One problem for which theoretical
studies are very rare is thermal transport in two-dimensional spin systems on different topolo-
gies. Such a study would be of relevance for the interpretation of the transport experiments
done for cuprates such as La2CuO4 [ii, 2], and might be accessible by a combination of nu-
merical and analytical techniques.
The large number of open questions in the field of transport of low-dimensional quantum
systems arising both from theory and experiment guarantee that this field is very likely to
receive much attention in the future, hopefully with some surprising physics to be discovered.
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