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abstract
This thesis concerns topic models, a set of statistical methods for interpreting the
contents of document collections. These models automatically learn sets of topics
from words frequently co-occurring in documents. Topics learned often represent
abstract thematic subjects, i.e Sports or Politics. Topics are also associated with
relevant documents.
These characteristics make topic models a useful tool for organising large dig-
ital libraries. Hence, these methods have been used to develop browsing systems
allowing users to navigate through and identify relevant information in document
collections by providing users with sets of topics that contain relevant documents.
The main aim of this thesis is to post-process the output of topic models,
making them more comprehensible and useful to humans.
First, we look at the problem of identifying incoherent topics. We show that
our methods work better than previously proposed approaches. Next, we propose
novel methods for efficiently identifying semantically related topics which can be
used for topic recommendation. Finally, we look at the problem of alternative
topic representations to topic keywords. We propose approaches that provide
textual or image labels which assist in topic interpretability. We also compare
different topic representations within a document browsing system.
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Chapter 1
Introduction
Vast amounts of information are now available on-line in digital libraries, collec-
tions and archives. Much of this information is stored in unstructured formats
(such as text) and is not organised using any automated system. That is of-
ten overwhelming for users in a way that makes it very difficult to find specific
information or even explore such collections.
This thesis deals with the application of a set of statistical methods, namely
topic models (Blei et al., 2003; Hofmann, 1999) for analysing and organising large
document collections. Topic models have been integrated into document browsing
systems allowing humans to navigate through and identify relevant information
on a large scale (Chaney and Blei, 2012; Gretarsson et al., 2012; Hinneburg et al.,
2012).
Given a document collection, topic models learn a set of latent variables called
topics. Topics are probability distributions over a vocabulary of words where fre-
quently co-occurring words in the collection are associated with high probability.
In addition, each document is represented as a distribution over topics. Table 1.1
shows a sample of topics learned from a collection of news articles represented by
lists of the top-10 words with highest marginal probability in the topic.
Topic modelling is now widely used in Natural Language Processing (NLP)
and has been applied to a range of tasks including word sense disambiguation
(Boyd-Graber et al., 2007), multi-document summarisation (Haghighi and Van-
derwende, 2009), information retrieval (Wei and Croft, 2006), and image labelling
1
2Topic Topic Words
1 oil, louisiana, coast, gulf, orleans, spill, state, fisherman, fishing, seafood
2 north, kim, korea, korean, jong, south, il, official, party, son
3 model, wheel, engine, system, drive, front, vehicle, rear, speed, power
4 drink, alcohol, indonesia, drinking, indonesian, four, nokia, beverage, mc-
donald, caffeine
5 privacy, andrews, elli, alexander, burke, zoo, information, chung, user,
regan
Table 1.1: A sample of topics generated by a topic model over a corpus of news
articles. Topics are represented by top-10 most probable words.
(Feng and Lapata, 2010b).
Topic models have also proved to be a useful way to represent the content
of large document collections. Visualisation interfaces (topic browsers) based
on topic models have been developed in recent years (Chaney and Blei, 2012;
Ganguly et al., 2013; Gretarsson et al., 2012; Hinneburg et al., 2012; Snyder
et al., 2013). These systems enable users to navigate through the collection by
presenting them with sets of topics. Therefore, processing and improving the
output of topic models will enhance the development of document visualisation
interfaces.
This thesis aims to make topic models more comprehensible and useful to
humans. There are a number of challenges to overcome when applying these
statistical methods to organise document collections:
• One main challenge is that topics need to present a coherent and inter-
pretable thematic subject. There is no guarantee that each topic will be
coherent. In Table 1.1, topics 1, 2 and 3 represent concrete thematic sub-
jects. On the other hand, it is difficult to identify the underlying subjects
of topics 4 and 5. Imagine how confusing these two topics would be if they
are presented to users searching for specific information. Thus, providing
users only with interpretable topics is an essential part of improving access
to document collections organised using topic models. Finally, identifying
coherent topics is required as a pre-processing step in algorithms for au-
tomatically generating topic labels (see below). That is, for a topic which
3might be difficult to interpret by humans, it would be difficult to assign it
an unambiguous label.
• It seems intuitively plausible that some automatically generated topics will
be similar while others are dis-similar. For example, a topic about bas-
ketball (team, game, james, season, player, nba, play, knicks,
coach, league) is more similar to a topic about football (world, cup,
team, soccer, africa, player, south, game, match, goal), and
golf (golf, woods, hole, open, course, shot, round, tour, player,
th) than one about the global finance (fed, financial, banks, federal,
reserve, bank, bernanke, rule, crisis, credit). Methods for auto-
matically determining the similarity between topics have several potential
applications, such as analysis of corpora to determine topics being discussed
(Hall et al., 2008) or within topic browsers to decide which topics should
be shown together (Chaney and Blei, 2012).
• Another challenge is to assist in the interpretation of the lists of words
representing the topics by providing alternative representations. Interpret-
ing such lists may not be straightforward, particularly since background
knowledge may be required and there may not be access to documents in
the source collection used to train the model. Therefore, informative labels
could assist with the interpretations of topics. For example, topic 1 could
be represented by a textual label, e.g. Mexican Gulf Oil Spill, while
topics 2 and 3 could be associated with the labels North Korean Pol-
itics and Cars respectively. Moreover, other media such as images could
be used as labels for topics.
• Intuitively, labels, i.e. sets of keywords, textual phrases or images, represent
topics in a more accessible manner than the standard keyword list approach.
However, there has not been any empirical validation of this intuition. This
thesis seeks to address this shortcoming. It aims to understand the impact
of different topic representation modalities in finding relevant information in
document collections, and also measure the level of difficulty in interpreting
the same topics through different representation modalities.
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1.1 Contributions
This thesis presents novel methods tackling the challenges mentioned in the pre-
vious section. Its contributions are as follows:
• Introduces novel approaches for computing topic coherence based on dis-
tributional semantics by representing words which outperform previously
used methods.
• Describes a publicly available data set to evaluate topic coherence.
• Explores the problem of measuring similarity between topics by introducing
topic similarity metrics including ones based on distributional semantics and
knowledge-based measures. We show that the proposed metrics perform
better than previously used methods.
• Introduces a publicly available data set consisting of pairs of topics together
with human judgements to evaluate topic similarity.
• Proposes an unsupervised graph-based approach to associate textual labels
with topics. Evaluation on a standard data set shows that the performance
of the proposed graph-based method is consistently superior to previously
reported methods.
• Introduces an alternative approach in which topics are represented using
images. Results obtained show that the proposed approach significantly
outperforms several baselines and can provide images that are useful to
represent a topic.
• Describes a publicly available data set of topics and candidate image labels.
• Finally, it compares different representations for automatically-generated
topics, i.e. keyword lists, textual phrases and images, within an exploratory
browsing interface. Results indicate that automatically generated labels are
a promising approach for representing topics within browsing interfaces.
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1.2 Thesis Overview
The remainder of this thesis is organised as follows:
Chapter 2 describes the notion of topic model and introduces different types
of topic models. In addition, work on organising collections of documents using
topic models is introduced. Previous work on improving the output of topic
models is described including methods for computing topic coherence, labelling
topics and measuring topic similarity.
Chapter 3 explores methods for automatically determining the coherence of
topics. It proposes a novel approach for measuring topic coherence based on the
distributional hypothesis (Harris, 1954). Each topic word is represented as a bag
of highly co-occurring context words that are weighted using a range of word
association measures and numbers of context terms. All methods are evaluated
by measuring correlation with human judgements on three different sets of top-
ics. Results indicating that the measures proposed outperform state-of-the-art
methods.
Chapter 4 explores methods for computing semantic similarity between topics.
Approaches to computing topic similarity have been described in the literature
but they have been restricted to using information from the word probability dis-
tribution to compare topics and have not been directly evaluated. The work in
this chapter addresses these limitations by providing a systematic evaluation of
a range of approaches to computing similarity between topics. It also introduces
a data set consisting of pairs of topics together with human judgements of simi-
larity to evaluate the proposed approaches. The data set has been made publicly
available. Results demonstrate that the proposed methods perform better than
those used previously.
Chapter 5 introduces a graph-based approach to labelling topics with textual
labels. It makes use of topic keywords to form a query and retrieve relevant
information from a search engine. A graph is generated from the words contained
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in the search results and these are then ranked using a graph-based algorithm.
Evaluation on a standard data set shows that the proposed method consistently
outperforms the best performing previously reported method, which is supervised
(Lau et al., 2011).
Chapter 6 presents a novel approach to labelling topics with appropriate im-
ages. The approach utilises the vast amount of pictures existing on the Web to
generate a set of candidate images for each topic. Candidate images are retrieved
by querying an image search engine with the top n topic terms. The most suit-
able image is selected by using a graph-based approach that makes use of both
textual and visual information. The ranking method makes use of textual infor-
mation from the metadata associated with each image as well as visual features
extracted from the analysis of the images themselves. The method is evaluated
using a data set created for this study that was annotated by crowdsourcing.
The data set consisting of topics and candidate images has been made publicly
available. Results of the evaluation show that the proposed method significantly
outperforms three baselines.
Chapter 7 compares different representations for automatically-generated top-
ics within an exploratory browsing interface. The representations are: (1) lists of
keywords, (2) textual labels, and (3) image labels. Three versions of the browsing
interface were created, each using a different topic representation. An experiment
is carried out in which users are asked to retrieve relevant documents using the
interface. Results indicate that automatically generated labels are a promising
approach for representing topics within browsing interfaces. They have the ad-
vantage of being more compact than the lists of keywords that are normally used
which provides more flexibility in the creation of interfaces. Retrieval perfor-
mance is comparable to when keywords are used and is likely to increase with
improved topic labelling methods.
Chapter 8 summarises the main conclusions of this thesis and suggests possible
avenues for future work.
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1.3 Published Material
Work contributing to this thesis has been published in the following peer reviewed
conferences:
• The work presented in Chapter 3 has been published in the proceedings
of the 10th International Conference on Computational Semantics (IWCS
2013) (Aletras and Stevenson, 2013a).
• The work presented in Chapter 4 has been published in the proceedings
of the 14th Conference of the European Chapter of the Association for
Computational Linguistics (EACL 2014) (Aletras and Stevenson, 2014a).
• The work presented in Chapter 5 has been published in the proceedings of
the 52nd Annual Meeting of the Association for Computational Linguistics
(ACL 2014) (Aletras and Stevenson, 2014b).
• The work presented in Chapter 6 has been published in the proceedings of
the 2013 Conference of the North American Chapter of the Association for
Computational Linguistics: Human Language Technologies (NAACL-HLT
2013) (Aletras and Stevenson, 2013b).
• The work presented in Chapter 7 has been published in the proceedings of
the International Digital Libraries Conference (DL 2014) (Aletras et al., To
Appear).
Chapter 2
Background
This chapter describes how document collections can be modelled using statistical
approaches. It gives a detailed description of various topic models that will be
employed in the experiments presented in later chapters and systems that make
use of them to organise document collections. In addition, it presents how word
meaning can be modelled by the context which occurs in high dimensional vector
spaces where each point represents a contextual element.
In the introduction, we informally introduced topic models and their main
characteristics that make them appropriate for organising large collections of
text documents. We also indicated the main problems of applying such statistical
methods, namely: (1) identifying topics that are difficult to interpret by humans,
(2) summarising the main thematic subject of topic keywords in a condensed form
(i.e. textual label) and (3) identifying semantically similar topics. We argued
that tackling these problems can improve the output of topic models making
them easier to use.
The chapter begins by presenting methods to modelling document collections
in Section 2.1. Section 2.2 introduces the mathematical formulation of topic mod-
els. Next, Section 2.3 describes systems that make use of topic models to organise
and visualise document collections. Also, we discuss previous approaches on mea-
suring topic coherence (Section 2.4), summarising topics using labels (Section 2.6)
and identifying semantically similar topics (Section 2.5) in the following three sec-
tions. Section 2.7 introduces vector space models of word meaning. Finally, a
8
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summary (Section 2.8) highlights the key points of this chapter.
2.1 Modelling Document Collections
A fundamental problem in NLP is finding ways to represent large amounts of
text in a compact way. One of the most common semantic representations of a
document collection is the Vector Space Model (VSM) (Salton et al., 1975). In a
VSM, also referred as a semantic space or bag-of-words representation, documents
and terms are represented as points in a Euclidean space. The term-document
matrix (Salton and McGill, 1983; Salton et al., 1975; Turney and Pantel, 2010)
C is a type of a semantic space. It is a W ×D matrix that contains information
about the occurrence (frequency) of W terms in D documents. Elements, cij in
C represent the ith word in the jth document and are usually weighted by the raw
frequency of terms in documents or using the tf-idf (term frequency - inverted
document frequency) weighting (Salton and McGill, 1983).
A well-known problem with the term-document VSMs is the high dimension-
ality caused by the large number of unique terms1 that can exist in a corpus.
High dimensional spaces are often also sparse, i.e. many documents contain only
a few unique terms or some terms appear only in a few documents. This makes
it difficult, for example, to accurately compute the similarity between two docu-
ments or terms. In addition, VSMs do not cope with polysemy since ambiguous
words are represented as a single vector in the semantic space. For example,
the term python may occur in documents about either snakes or programming
languages, however there is only one instance of that vector which contains the
co-occurrence of that word with all the documents in the collection.
Statistical methods such as Latent Semantic Analysis (LSA) (Deerwester
et al., 1990; Landauer and Dumais, 1997) have been used to reduce the dimen-
sionality of semantic spaces. LSA applies Singular Value Decomposition (SVD)
to the matrix C. This is a form of factor analysis where C is decomposed into
1In the rest of the thesis, we will refer to unique terms or word types.
2.1. MODELLING DOCUMENT COLLECTIONS 10
three other matrices:
C = UΣV T (2.1)
where U is a W ×W matrix of word vectors where its columns are eigenvectors
of CCT , Σ is a diagonal W ×D matrix containing the singular values and V is a
D × D matrix of document vectors where its columns are eigenvectors of CTC.
The multiplication of the three component matrices results in the original matrix,
C. Any matrix can be decomposed perfectly if the number of singular values is no
smaller than the smallest dimension of C. When fewer singular values are used
then the matrix product is an approximation of the original matrix. LSA reduces
the dimensionality of the SVD by deleting coefficients in the diagonal matrix Σ
starting with the smallest. This method achieves high compression of the original
vector space which is useful in large document collections. The approximation of
matrix C retaining the K largest singular values is then given by:
C ≈ UKΣKV TK (2.2)
where UK is a W ×K matrix of word vectors, ΣK is a K ×K diagonal matrix
with singular values and VK is a K ×D matrix of document vectors.
LSA can be considered as a type of topic model (Stevens et al., 2012) since it
learns a set of topics, TK , by multiplying the word vectors, UK , and the diagonal
matrix ΣK :
TK = UKΣK (2.3)
In addition, matrix V TK corresponds to the assignment of topics in each document.
LSA has been shown to capture linguistic notions such as synonymy and pol-
ysemy (Landauer and Dumais, 1997). However, Stevens et al. (2012) showed that
topics learned by LSA are not easily interpretable. Vectors in T are linear com-
binations of the term-document frequencies and consist of positive and negative
values. Therefore, it is not possible to identify important terms that characterise
the main thematic subject of the topics. On the other hand, topics learned by
an alternative type of topic model, described in the following section, are more
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descriptive and often represent a coherent subject.
2.2 Probabilistic Topic Models
Probabilistic topic models (Blei et al., 2003; Hofmann, 1999), often referred to
simply as topic models, are generative models that learn a set of latent variables
called topics. The main assumption of topic models is that documents are gener-
ated by a mixture of topics while topics are probability distributions over words.
The input of a topic model is a set of documents and its output is a set of topics
together with topic assignments to documents.
Figure 2.1 shows an overview of a topic modelling pipeline including input
and output. In the input, each document is represented as a bag-of-words. Each
document is often tokenised (split up) into words and normalised (converted to
lower case) while word order is ignored. The only information relevant to the
model is the number of times a word appears in each document. The input
section in Figure 2.1 shows documents represented as bag-of-words. Document 1
contains information about Python (programming language) while document 2
contains information about pythons (snakes).
The output of a topic model is a set of topics and a set of topic assignments for
each document. Each topic is a probability distribution over all the unique words
in the collection. Topics are often represented by the words with the highest
probability in the topic (see the output in Figure 2.1). In the rest of the thesis,
the term topic words refers to the set of n words with highest probability in a
given topic. Words assigned high probability in some topics frequently appear
together in documents and are likely to represent a coherent subject or theme.
A document is represented as a probability distribution over topics with only
a few topics assigned with high probability. In Figure 2.1 showing the output,
topic 1 which is about snakes is assigned with high probability to document 2.
On the other hand, topic 2 which represents information about programming is
assigned to document 1.
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Document 1
py
th
on
p
rogram
m
in
g
la
ng
ua
ge
code
d
ev
el
o
p
er
nltk interpreter
python
code
language
p
ro
g
ra
m
m
in
g
langu
age
Document 2
largest
sn
ak
esafrica
python
python
sn
a
ke
ve
n
o
m
snakeskill
ani
ma
l
sw
all
ow
snake
...
Input
Topic
Model
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1: snake, python, snakes, reptile, poison, . . .
2: police, officer, crime, street, man, . . .
3: language, python, code, developer, nltk, . . .
. . .
K: wine, bottle, grape, flavor, dry,. . .
Documents
Doc 1: Topic 3, Topic 15
Doc 2: Topic 1, Topic 7, Topic 9
. . .
Doc N: Topic 12
Output
Figure 2.1: Input and Output of a Topic Model.
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Topic models have appealing characteristics for organising document collec-
tions. They can be used for clustering documents under topics enhancing brows-
ing and improving information access. In addition, topic models soft cluster terms
into topics dealing with polysemy (e.g. topics 1 and 2 represent different senses
of the word python) and therefore, users can retrieve different sets of documents
relevant to a given search term (e.g. python).
2.2.1 Notation
We introduce topic modelling notation following a similar approach as Blei et al.
(2003):
• A word or term represents a unique word type of a fixed length vocabulary
indexed by {1, ...,W}. Each word is represented as unit-basis vector of
length W that has a single element equal to one and all other elements
equal to zero. The k-th word in the vocabulary is represented by a vector
w such that wk = 1 and wi = 0 for i 6= k.
• A document of N words is represented as a sequence by d = (w1, w2, ..., wN),
where wi is the i-th word in the sequence. Note that this is also a bag-of-
words representation since the word sequence does not need to match the
original word order of the document.
• A corpus is a collection of D documents D = {d1,d2, ...,dD}.
Lets consider an example vocabulary, v = {be,not,or,to} with indices {1, 2, 3, 4}.
The word be is represented as w3 = 〈1, 0, 0, 0〉. The document d =“to be or not
to be” will be represented as wd = (w
4
1, w
1
2, w
3
3, w
2
4, w
4
5, w
1
6), using the notation
described above. Note that any permutations of the word order in wd do not
have any effect and result in equal representations of the document.
We will also use P (z|d) to denote a document’s distribution over topics,
P (w|z) the probability distribution over words w given the topic z and P (w|d)
the distribution over words within document D. For a corpus with D documents
and W words, a topic model learns a relation between words and topics, T , and
a relation between topics and documents as:
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χy
N
Figure 2.2: Example of plate notation.
• a T ×W matrix, Φ with elements φij denoting the probability P (wi|z = j),
and
• a D×T matrix, Θ, with elements θij denoting the probability P (z = j|di).
Probabilistic generative models can conveniently be represented using plate
notation. In these graphical models, observed variables are indicated using shaded
nodes while latent variables are denoted by unshaded nodes. Arrows between
nodes indicate conditional dependency while plates (boxes) surrounding nodes
indicate repetitions of sampling steps. The number in the bottom right corner
of the plate indicates the number of samples (repetitions). Figure 2.2 shows an
example of plate notation of a simple graphical model where χ is an observed
variable and y is a latent variable.
2.2.2 Probabilistic Latent Semantic Analysis
Hofmann (1999) proposed the probabilistic Latent Semantic Analysis (pLSA) as
an alternative to LSA. The pLSA models each word in a document as a sample of
a mixture model. The mixture model is a set of topics in the form of multinomial
random variables.
Given T topics, the aim is to find the probability distribution of words in a
topic and the probability distribution of topics in a document. Words are the
observed variables while topics are the latent variables. The generative process,
illustrated in Figure 2.3, is as follows:
1. For each document d ∈ D with probability P (θd),
(a) select a latent topic z with probability P (z|d),
(a) generate a word w with probability P (w|z).
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wzθ φ
D
N T
Figure 2.3: Graphical model representation of pLSA.
The above process is defined by the following expression as a joint probability
between a word and a document:
P (θd, w) = P (θd)P (w|θd), (2.4)
P (w|θd) =
∑
z∈Z
P (w|z)P (z|θd) (2.5)
= P (θd)
∑
z∈Z
P (w|z)P (z|θd). (2.6)
The pLSA model satisfies the main assumption of topic models, namely that a
document consists of multiple topics. The probability P (z|θd) contains the weight
of each topic z ∈ Z given a document d. However, representing each document
as a list of topic weights without a generative probabilistic model for them leads
to two main problems (Blei et al., 2003): (1) the number of parameters grows
linearly with the number of documents in the corpus causing overfitting problems,
and (2) it is not possible to assign topic probabilities to any unseen documents,
i.e. not in the training corpus.
2.2.3 Latent Dirichlet Allocation
Latent Dirichlet Allocation (LDA) (Blei et al., 2003) is an extension of pLSA
which introduces symmetric Dirichlet priors on the distribution over topics for a
particular document, θ, and the distribution over words for a particular topic, φ.
That addresses the problems with pLSA mentioned above by treating the topic
weights in each document as a hidden random variable of size T , where T is the
number of topics. A graphical representation of LDA is shown in Figure 2.4.
The generative process for the topics is as follows:
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1. For each topic
(a) Choose a distribution over words φ ∼ Dir(β)
2. Choose N
A document d in a corpus D is represented by latent topics using the
following generative process:
3. Choose θ ∼ Dir(α)
4. For each of the N words wn
(a) Choose a topic zn ∼ Multinomial(θ)
(b) Choose a word wn from p(wn|zn, β), a multinomial probability condi-
tioned on the topic zn
where:
• N is the number of words in a document.
• zn is the n topic for the word wn.
• θ is the topic distribution for a document.
• α is the parameter of the Dirichlet prior on the per-document topic distri-
butions.
• β is the parameter of the Dirichlet prior on the per-topic word distribution.
The joint probability of the corpus D given the hyperparameters α and β is given
by the following equation:
P (D|α, β) =
T∏
t=1
D∏
d=1
N∏
n=1
P (φt|β)P (θd|α)P (zdn|θd)P (wdn|φzdn) (2.7)
The main variables need to be estimated in the model are the per-topic word
distributions φ and the per-document topic distributions θ. Inferring direct esti-
mates from Equation 2.7 is intractable.
Hofmann (1999) used the expectation-maximisation (EM) algorithm to es-
timate φ and θ directly. However the EM algorithm may get stuck in local
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Figure 2.4: Graphical model representation of LDA.
maxima. Approximation methods have been used to avoid this problem such as
Bayesian variational inference (Blei et al., 2003) and Gibbs sampling (Griffiths
and Steyvers, 2004).
Gibbs sampling is a specific type of Markov Chain Monte Carlo model (MCMC)
for obtaining sample values from complex multivariate probability distributions.
It starts by assigning every word w with a random topic t ∈ {1, ..., T} for every
document in corpus D. Then, for each word, it estimates the probability of as-
signing the current word in each topic, given the topic assignments of all of the
other words. Griffiths and Steyvers (2004) calculated this probability by:
P (zi = j|z−i, wi, di, ·) ∝
CWTwij + β
W∑
w=1
CWTwj +Wβ
CDTdij + α
T∑
t=1
CDTdit + Tα
(2.8)
where zi = j represents the topic assignment of word wi in topic j, z−i are
the topic assignments of all of the other words, and “·” represents all the other
information from word, documents and hyperparameters α and β. In addition,
the element CV Twj of the matrix C
V T , V ×T , contains the number of times word w
assigned to topic j. The matrix CDT , D×T , contains the counts of each topic is
assigned to words of each document ; CDTdj represents the number of times topic
j is assigned to words in document d.
The Gibbs sampling algorithm estimates the probability of each topic for
every word. The elements of matrices Φ and Θ, containing the per-topic word
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distributions and the per-document topic distributions, can be obtained by:
φij =
CWTij + β∑W
k=1C
WT
kj +Wβ
θjd =
CDTdj + α∑T
k=1C
DT
dk + Tα
(2.9)
where φij is the probability of word w
i in topic j and θjd is the probability of
topic j in document dd.
2.2.4 Correlated Topic Model
LDA assumes that topics are independent and does not attempt to capture cor-
relations between them. The Correlated Topic Model (CTM) (Blei and Lafferty,
2006) overcomes this limitation by capturing topic correlation via the logistic nor-
mal distribution. Let {µ,Σ} be a K-dimensional mean and covariance matrix,
and let topics φ1:T be T multinomials over a vocabulary of size W . An N-word
document is generated by the following process shown in Figure 2.5:
1. Choose θ|{µ,Σ} ∼ N (µ,Σ)
2. For each of the N words wn
(a) Choose a topic Zn|η from Mult(f(θ))
(b) Choose word wn|{zn, φ1:T} from Mult(φzn)
In CTM, the distribution over topics for a document is drawn from a logistic
normal distribution. The covariance matrix for parametrising the logistic normal
distribution can be used to identify correlations between topics and form a topic
graph in which each node represents a topic and each edge denotes the correlation
between them.
Apart from the fact that CTM identifies correlations between topics which
LDA does not capture, it has also been shown to achieve higher predictive like-
lihood than LDA (Blei and Lafferty, 2006). On the other hand, training LDA
models is less computationally intensive. In addition, Chang et al. showed that
LDA produces topics that are more coherent and easy to interpret by humans
than those produced by CTM.
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Figure 2.5: Graphical model representation of CTM.
2.3 Organising Document Collections
So far, we have shown that topic models decompose a document collection into a
per-document topic matrix, Θ, and a per-topic word matrix, Φ. Θ can be con-
sidered as a soft-clustering of documents under topics. Each column vector in it
contains the probability of a particular topic in each document. Therefore, topic
models can be naturally used to automatically organise and visualise document
collections as sets of topics. Users can access documents by navigating through
topics. The remainder of this section describes various document collection visu-
alisation and analysis tools based on topic modelling.
Topic Browser (Gardner et al., 2010) is a topic-based browsing system which
provides visualisation of a document collection by presenting topics and associated
documents. Apart from the information from the topic model, Topic Browser
provides a broad range of metrics such as the number of words labelled with
a particular topic or the spread of topics across documents. The system also
computes topic coherence and similarity, as well as similarity between documents.
Newman et al. (2010a) proposed a different approach to the visualisation of a
topic model using maps. The topic mapping tool, Topic Maps, takes as an input
the matrix Θ which contains the per-document topic distributions and applies
further dimensionality reduction techniques to project it onto a two-dimensional
space. Each topic is mapped to a colour while documents are represented by the
colour of the most probable topic given the document. In that way, similar docu-
ments appear close together on the projected space. Users can browse documents
accessing the map or by clicking on text links on the right side of the map.
TIARA (Text Insight via Automated Responsive Analytics) (Wei et al., 2010)
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is a system designed to visualise the topics in a document collection. Users can
interactively view, explore, and analyse text through plots of topic evolution over
time. Topics are represented by sets of keywords and users can access text of
specific documents under each topic.
Chaney and Blei (2012) presented TMVE (Topic Model Visualisation Engine),
a document collection visualisation tool based on LDA. Given a set of documents
and a trained LDA model, the tool generates an interface with the following main
components: a main page showing a list of topics, topic pages and document
pages. The main page contains the list of generated topics represented by a set
of keywords. Each topic page is associated with a list of documents with the
highest marginal probability given that topic. Document pages show the content
of a document together with its topic distribution. Figure 2.6 shows parts of
TMVE’s interface.
Another web-based system providing analysis and visualisation capabilities
using topic models is TopicNets (Gretarsson et al., 2012). TopicNets represents
documents and topics as nodes of different types in an interactive graph. Edges
connecting document and topic nodes are weighted by the probability of the
topic given the document, θtd while edges connecting topics are weighted by the
similarity of their word distributions.
Hinneburg et al. (2012) developed a system called TopicExplorer. It allows
exploration of a collection of Wikipedia documents and offers search and visu-
alisation capabilities. Topics are presented by sets of keywords together with
image thumbnails extracted from documents that have high probability given
the topic. Topics are presented in a linear order, mapped to colour scale with
similar topics placed close. Documents are also associated with colours based on
their per-topic distribution. In addition, users can retrieve documents and create
a shortlist. Given the average topic mixture of the shortlist, the system pro-
vides recommendations of potentially relevant documents. Figure 2.7 shows the
TopicExplorer interface showing topics and documents retrieved for the keyword
football.
Chuang et al. (2012) developed the Stanford Dissertation Browser, a visual
analysis tool for exploring PhD theses from 75 departments in Stanford Uni-
versity. It follows a similar approach to topic maps (Newman et al., 2010a)
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(a) Topic list.
(b) Document list.
(c) Document page.
Figure 2.6: Topic Model Visualisation Engine (Chaney and Blei, 2012).
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Figure 2.7: TopicExplorer (Hinneburg et al., 2012)
projecting departmental and thesis relationships into a two-dimensional space. It
supports multiple views by measuring similarity of topic distributions of theses
or departments given an LDA model.
TopicVis (Ganguly et al., 2013) is a system for topic-based navigation. It
retrieves a set of relevant documents given a user query and applies LDA over
that set. The obtained per-topic word distribution φ is used to create a pie chart
of the topic distribution of the retrieved documents. Each topic is represented
by the 10 most probable words given the topic. Furthermore, each document in
the retrieved list is associated with a bar chart showing the distribution of topics
given the document.
Snyder et al. (2013) presented MetaToMATo, a web-based system for topic
browsing. It combines automatically generated topics from a topic model with a
metadata-based system. The system offers topic management, document filter-
ing by topic and summarised views which contain metadata together with topic
graphs.
More recently, Sievert and Shirley (2014) presented LDAvis, a web-based in-
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terface for topic visualisation using R2 and D33 while Smith et al. (2014b) de-
scribed a relationship-enriched visualisation system to help users explore topic
models through word and topic correlations. In addition, Smith et al. (2014a)
presented, Hierarchy, a tool for visualising hierarchical topic models.
2.3.1 Limitations of Current Topic Browsers
A common characteristic of the majority of the systems described above is that
they do not remove incoherent topics (the only exception is the Topic Browser
(Gardner et al., 2010)). Therefore, it is likely that users are provided with mean-
ingless sets of words making navigation difficult. In addition, none of the systems
provide alternative representations of topics. Topics are presented by sets of key-
words. Finally, some of the systems identify similar topics, however using naive
methods such as computing the similarity of the per-topic word probability dis-
tributions without empirically evaluating the similarity metrics. The following
sections describe previous work on dealing with these problems.
2.4 Topic Coherence
There is no guarantee that all of the topics generated by a topic model will rep-
resent a coherent subject. It is likely that some of them will be meaningless or
“junk”. The systems described in the previous section that do not consider topic
coherence may provide users with junk topics, which could make navigation an un-
pleasant experience. Let’s consider two topics, t1 = {africa, south, mobutu,
african, zaire, kabila, president, mandela, kinshasa, congo} and t2 =
{think, like, one, going, get, good, re, time, ve, back}. Topic t1 can
easily be interpreted as “Africa” or “African Affairs”. Conversely, t2 consists of
words which are difficult to interpret as a coherent unit. Methods for automat-
ically identifying coherent and incoherent topics can dramatically improve the
output of a topic model in a visualisation interface.
Automatically computing topic coherence has been also proved a standard
2http://www.r-project.org/
3http://d3js.org/
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way of evaluating topic models (Chang et al.). In early research on topic models
evaluation, extrinsic methods were used and the model’s performance measured
by applying it to a specific task. For example, topic models have been evaluated
by measuring their accuracy for information retrieval (Wei and Croft, 2006).
Statistical methods have also been applied to measure the predictive likelihood
of a topic model in held-out documents by computing their perplexity (Wallach
et al., 2009).
However, these approaches do not provide any information about how in-
terpretable the topics are to humans. AlSumait et al. (2009) describe the first
attempt to automatically evaluate topic coherence. Three criteria are applied to
identify junk or insignificant topics. The criteria are in the form of probability
distributions over the highest probability words. For example, topics in which
the probability mass is distributed approximately equally across all words are
considered likely to be difficult to interpret. Chang et al. showed that humans
find topics generated by models with high predictive likelihood, i.e. CTM, to be
less coherent than topics generated from others with lower predictive likelihood,
i.e. LDA. Following Chang’s findings, recent work on evaluation of topic models
has focused on automatically measuring the coherence of generated topics and,
incorporating such methods into the topic models.
Newman et al. (2010b) proposed a method for automatically computing topic
coherence which has been shown to be highly correlated with human evalua-
tion. It is assumed that a topic is coherent if all or the most of its top-10
words are related. Results showed that word relatedness is better predicted using
the distribution-based Pointwise Mutual Information (PMI) (Church and Hanks,
1989). PMI was computed using Wikipedia as an external reference corpus and
proved to work better than knowledge-based measures. Mimno et al. (2011)
showed that available co-document frequency of words in the training corpus can
be used to measure semantic coherence. Topic coherence is defined as the sum of
the log ratio between co-document frequency and the document frequency for the
N most probable words in a topic. The intuition behind this metric is that the
co-occurrence of words within documents in the corpus can indicate semantic re-
latedness. On the other hand, Musat et al. (2011) associated words in a topic with
WordNet concepts thereby creating topical subtrees. The method relies on Word-
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Net’s hierarchical structure to find a common concept that best describes as many
words as possible. It is assumed that the higher the coverage and specificity of a
topical subtree, the more semantically coherent the topic. Experimental results
showed high agreement with humans in the word intrusion task where humans
were presented with lists of keywords representing topics and asked to find the
word which is less relevant to the others (intruder). In contrast, Newman et al.
(2010b) concluded that WordNet is not useful for evaluation of topic models. In a
similar fashion, topic words can be mapped onto the Wikipedia page-links graph
and graph-centric features can be extracted from the sub-graph defined by the
articles corresponding to topic words (Chan and Akoglu, 2013). Topic coherence
is computed using graph-based features in a supervised approach.
The metrics proposed above can be used to compute the coherence of complete
topic models, i.e. coherence of the entire set of topics generated by a topic model.
Stevens et al. (2012) evaluated complete topic models by computing the coherence
of each individual generated topic. They integrated the methods proposed by
Newman et al. (2010b) and Mimno et al. (2011) into aggregated metrics. Results
showed that LDA generates more coherent topics than LSA.
Researchers have also made efforts to improve existing topic models or de-
velop new ones that generate more coherent topics. Andrzejewski et al. (2009)
proposed a method for generating coherent topics which use a mixture of Dirich-
let distributions to incorporate domain knowledge. Their approach prefers words
that have similar probability (high or low) within all topics and rejects words
that have different probabilities across topics. Other researchers incorporated
topic coherence metrics into topic models to produce more interpretable topics
(Chen et al., 2013; Mimno et al., 2011; Newman et al., 2011).
Recent work by Ramirez et al. (2012) analyses and evaluates the semantic
coherence of the results obtained by topic models rather than the semantic co-
herence of the inferred topics. Each topic model is treated as a partition of
document-topic associations and evaluated using metrics for cluster comparison.
Identifying coherent topics is an important stage in post-processing the output
of topic models. Its importance are twofold: (1) provides topic model evaluation
and (2) improves visualisation interfaces by filtering out topics that cannot be
interpreted by humans.
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2.5 Topic Similarity
It seems intuitively plausible that some automatically generated topics will be
similar while others are dis-similar. Topic similarity can be used for topic recom-
mendation. For example, users accessing a topic about cinema may be interested
in a topic about television series. In the same fashion, similar documents can be
identified and recommended. On the other hand, topic similarity can be used for
comparing large corpora to automatically identify semantic overlaps.
2.5.1 Metrics
Per-topic word distributions in Φ can be naturally used to measure topic similar-
ity. Previous work on measuring similarity between topics relied on approaches
that compare the topics’ word probability distributions. A common function to
measure the difference of two probability distributions, P and Q, is the Kullback-
Leibler (KL) divergence (Kullback and Leibler, 1951):
DKL =
∑
i
P (i)log2
(P (i)
Q(i)
)
(2.10)
The KL-divergence is asymmetric. Jensen-Shannon Divergence (JSD) is a
symmetric measure that computes the distance between two probability distri-
butions as the distance from each one to the mean distribution. JSD is defined
as follows:
JSD(P ‖ Q) = 1
2
DKL(P ‖M) + 1
2
DKL(Q ‖M) (2.11)
DKL(P ‖ Q) =
∑
i
P (i)log2
(P (i)
Q(i)
)
(2.12)
where M = P+Q
2
is the mean of distributions P and Q.
Since JSD measures distance rather than similarity, the similarity between
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two topics can be defined as follows:
SimJSD(φi, φj) =
{
1− JSD(φi ‖ φj) if JSD(φi ‖ φj) 6= 0
0
(2.13)
where φi and φj is the word probability distribution of the topics i, j respectively
where φi, φj ∈ Φ.
2.5.2 Applications of Topic Similarity
Li and McCallum (2006) generated a set of pairs of similar topics consisting of
one LDA topic and one topic generated using the Pachinko Allocation Model.
The aim of the experiment was to determine which of the two models generates
more semantically coherent topics by asking human subjects to select the most
coherent topic from a given pair. Similarity between topics is measured as the
KL-divergence between their word distributions. Wang et al. (2009) proposed
a model that relied on random initialisation and also used KL-divergence to
compare the topics that were generated by different runs to determine how similar
they were. Newman et al. (2009) introduced distributed topic models which are
trained on multiple processors. The topics created on each processor are merged
by computing their similarity. Topic similarity is defined as the symmetric KL-
divergence between two topics. Note that the symmetric KL-divergence is slightly
different to JSD and is computed as 1
2
(DKL(P ‖ Q) + DKL(Q ‖ P )). The same
approach has been followed by Gretarsson et al. (2012) to create a topic-similarity
layout for a text visual analysis tool called TopicNets (see Section 2.3).
He et al. (2009) computed similarity between two topics as the cosine of the
angle of their word distributions. This measure of topic similarity was used to
monitor the evolution of topics in scientific literature. Ramage et al. (2009) used
the same measure to compute the similarity of topics learned by supervised and
unsupervised models (Labelled-LDA and standard LDA) generated over the same
corpus.
Chaney and Blei (2012) computed similarity between topic distributions using
a formula similar to the average Log Odds Ratio and applied it in their topic
browser.
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The similarity metrics used in the work described above have not been directly
evaluated. Kim and Oh (2011) measured similarity between topics by applying
LDA to news articles in different time frames. The main aim of that work was to
identify topic chains which monitor the time a topic is in the news. They applied
six measures of similarity between the word distributions obtained from pairs of
topics: Cosine Similarity, Jaccard’s Coefficient, Kendall’s τ coefficient, Discount
Cumulative Gain, KL-Divergence and Jensen Shannon Divergence (JSD). Results
shown that JSD provides the best estimates of topic similarity. However, their
evaluation was indirect and involved substituting similar topics from one model
to another then evaluating the new model.
The metrics described above have not been formally evaluated against human
judgements. Chapter 4 compares a broad range of metrics for estimating topic
similarity against human judgements.
2.6 Automatic Labelling of Topics
It is often useful to present topics in a summarised form. One common approach
is to automatically generate textual labels. These labels summarise topics’ main
thematic subject and provide a more convenient representation compared to a
list of keywords. In early research on topic modelling topics were represented as
lists of keywords with the highest probability and textual labels were sometimes
manually assigned to topics for convenient presentation of research results (Mei
and Zhai, 2005; Teh et al., 2006). Table 2.1 shows examples of topics represented
by lists of keywords and textual labels.
The first attempt at automatically assigning labels to topics is described by
Mei et al. (2007). In their approach, a set of candidate labels is extracted from
a reference collection using noun chunks and statistically important bigrams. A
relevance scoring function is defined which minimises the distance between word
distribution in a topic and word distribution in candidate labels. Candidate
labels are ranked according to their relevance and the top ranked label chosen to
represent the topic.
Magatti et al. (2009) introduced an approach to labelling topics that relies on
two hierarchical knowledge resources labelled by humans, the Google Directory
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Label Topic (Top-10 Terms)
TV and Media show, television, tv, news, network, medium, fox, cable,
channel, series
European
Union/Euro-
zone
european, euro, europe, country, germany, union, ireland,
french, france, government
Music song, music, band, album, rock, pop, record, singer,
sound, guitar
UK Politics party, britain, minister, british, prime, government, lon-
don, conservative, cameron, liberal
Fashion look, dress, wear, shirt, hair, fashion, wearing, style,
shoes, black
Table 2.1: A sample of topics generated by a topic model over a corpus of news articles
together with appropriate labels. Topics are represented by top-10 most probable
words.
and the OpenOffice English Thesaurus. A topics tree is a pre-existing hierarchi-
cal structure of labelled topics. The Automatic Labelling Of Topics algorithm
computes the similarity between LDA inferred topics and topics in a topics tree
by computing scores using six standard similarity measures. The label for the
most similar topic in the topic tree is assigned to the LDA topic.
Lau et al. (2010) proposed selecting the most representative word from a topic
as its label. The label is selected by computing the similarity between each word
and all others in the topic. Several sources of information are used to identify the
best label including Pointwise Mutual Information scores, WordNet hypernymy
relations and distributional similarity. These features are combined in a reranking
model to achieve results above a baseline (the most probable word in the topic).
In more recent work, Lau et al. (2011) proposed a method for automatically
labelling topics by making use of Wikipedia article titles as candidate labels.
A set of candidate labels is generated in four phases. First, primary candidate
labels are generated from Wikipedia article titles by querying using topic terms.
Then, secondary labels are generated by chunk parsing the primary candidates
to identify n-grams that exist as Wikipedia articles. Outlier labels are identified
using a word similarity measure (Grieser et al., 2011) and removed. Finally,
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the top-5 topic terms are added to the candidate set. The candidate labels are
ranked using information from word association measures, lexical features and
an Information Retrieval technique. Results showed that this ranking method
achieves better performance than a previous approach (Mei et al., 2007).
Mao et al. (2012) introduced a method for labelling hierarchical topics which
makes use of sibling and parent-child relations of topics. Candidate labels are
generated using a similar approach to the one used by Mei et al. (2007). Each
candidate label is then assigned a score by creating a distribution based on the
words it contains and measuring the Jensen-Shannon divergence between this
and a reference corpus. Results show that incorporating information about the
relations between topics improves label quality.
Hulpus et al. (2013) make use of the structured data in DBpedia4 to label
topics. Their approach maps topic words to DBpedia concepts and identifies the
best ones by applying graph centrality measures assuming that words co-occurring
in text likely refer to concepts that are closer in the DBpedia graph.
More recently, Cano Basave et al. (2014) presented a method for labelling
LDA topics trained on social media streams, i.e Twitter, using summarisation
techniques. Their method generates labels which exist in the Twitter stream
rather than relying on external knowledge sources.
Topic labelling methods summarise topics into a condensed form. Usually, la-
bels are unique words, bigrams, keyphrases or Wikipedia article titles. Chapter 5
presents an approach to labelling topics which achieves state-of-the-art perfor-
mance. Previous work on the task has been entirely focused on generating labels
from only one medium. Chapter 6 proposes an alternative representation of
topics using images while Chapter 7 compares the effectiveness of various topic
representations.
2.7 Distributional Semantics
Intuitively, one can often guess the meaning of a word from its context. This has
been formally defined as the distributional hypothesis which states that words
4http://dbpedia.org
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with similar meanings tend to occur in similar context (Firth, 1957; Harris, 1954).
Distributional models represent words as vectors of co-occurrence counts in con-
texts, i.e. words, sentences, paragraphs, documents, syntactic patterns or visual
attributes (Clark, 2012; Erk, 2012; Turney and Pantel, 2010). This is also known
as a term-context matrix.
Section 2.1 presented the term-document matrix, C, for modelling document
collections. Matrix C can also be seen as special case of a word-context matrix, i.e.
by looking at row vectors, where each context feature is an entire document. The
term-context matrix is an extension of the term-document matrix to represent
words in high dimensional vector spaces.
Erk (2012) presents a wide range of NLP tasks where distributional seman-
tics have been applied. Clark (2012) and Erk (2012) describe compositionality
where the meaning of a phrase can be represented as a vector by combining its
constituent word vectors. In the rest of the thesis, we make use of distributional
semantics to represent topic words in various semantic spaces. For example, we
compute topic coherence (see Chapter 3) and similarity (see Chapter 4) by mea-
suring distributional similarity of topic words.
2.7.1 Constructing Distributional Models
Constructing a word-context matrix requires the definition of various parameters.
The main parameters are a basis, a weighting function, a similarity metric and a
transformation (Lowe, 2001).
The basis of a term-context matrix contains the vector elements, also known
as context features, which represent the context where the co-occurrences are
observed. The basis often consists of a set of words. When words are used as
context features, a context window of specific length around the target word is
defined. This can a be a fixed number of words on either sides of the target word
or an entire sentence, paragraph or document. Apart from using words, more
recent work attempted to represent words using visual features extracted from
images occurring naturally with text (Bruni et al., 2011; Feng and Lapata, 2010a;
Kiela et al., 2014; Lazaridou et al., 2014). Figure 2.8 shows a small toy corpus,
a context vocabulary and the resulting vector space of the words tablet, laptop,
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movie and film.
The weighting function transforms the raw co-occurrence counts to word asso-
ciation weights to reduce noise. Weighting is used to assign less weight to words
co-occurring by chance or less informative very frequent words, i.e. stop words.
A popular word association measure which will be used extensively in the rest of
the thesis is the Pointwise Mutual Information (PMI) (Church and Hanks, 1989).
It computes the variation between the probability of the co-occurrence of two
words given their joint distribution, p(wi, wj), and their individual distributions,
p(wi) and p(wj), assuming independence. PMI is computed as follows:
PMI(wi, wj) = log2
p(wi, wj)
p(wi)p(wj)
(2.14)
= log2
c(wi, wj)×N
c(wi)c(wj)
(2.15)
where c(wi, wj) is the number of co-occurrences of wi and wj, c(wx) is the fre-
quency of wx in C and N is the size of C. In addition, vectors are also weighted
using NPMI (Normalised PMI). This is an extension of PMI that has been used
for collocation extraction (Bouma, 2009) and is computed as follows:
NPMI(wi, wj) =
PMI(wi, wj)
−log2(p(wi, wj)) (2.16)
A common practice in the distributional semantics literature is to convert to
zero all the negative PMI and NPMI values (Clark, 2012; Erk, 2012; Turney and
Pantel, 2010).
The transformation usually transforms the whole vector space, i.e. by ap-
plying dimensionality reduction techniques. For example, SVD (Section 2.1) or
non-negative matrix factorisation (Clark, 2012; Turney and Pantel, 2010).
Finally, semantic similarity between words is computed using a similarity
metric between a pair of vectors. Popular metrics include the cosine of the angle
of the word vectors, Dice and Jaccard coefficients (Manning et al., 2008).
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A tablet computer is a mobile personal computer that is primarily operated by
touching the screen .
A laptop is a portable personal computer with a clamshell form factor, suitable
for mobile use .
The movie streaming option will work on tablets allowing users watching the
latest dramas and comedies .
Comedy is a genre of film in which the main emphasis is on humour .
George’s favourites are dramas and action films .
According to critics, Snatch is one of the best action - comedy movies of 00s .
Context vocabulary: computer, screen, personal, drama, comedy, action

computer screen personal drama comedy action
tablet 2 1 1 1 1 0
laptop 1 1 1 0 0 0
movie 0 0 0 1 1 1
film 0 0 0 1 1 1

Figure 2.8: A small toy corpus of six sentences, a context vocabulary with the corre-
sponding term-context matrix. Each vector element represents the raw co-occurrence
frequency between target words and context features using sentence boundaries as the
context window.
2.8 Summary
This chapter presented methods for modelling document collections using statisti-
cal approaches. Topic models are statistical methods that summarise the content
of document collections into a set of latent variables called topics. In addition,
types of popular topic models have been described, i.e. LSA, pLSA, LDA and
CTM.
Topic models have appealing characteristics for organising and visualising doc-
ument collections. Topics can be used to cluster documents that share a common
subject. A variety of interfaces have been developed for that purpose, however
these systems usually do not deal with well-known problems of topic models. We
presented previous work on tackling these three problems: (1) identifying inco-
herent topics, (2) identifying similar topics, and (3) representing topics using an
alternative representation than lists of keywords.
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Finally, we described distributional semantic representations of words which
will be later used in the thesis for computing topic coherence and similarity.
Chapter 3
Evaluating Topic Coherence
As presented in Section 2.4, topic models can output topics that are difficult to
interpret. Table 3.1 shows a sample of incoherent topics identified by humans in
three different domains. Providing humans with these topics in a search interface
can lead to a poor browsing experience. Filtering out these topics can improve
browsing interfaces for exploring the content of document collections. In addition,
identifying incoherent topics can be a useful pre-processing step for topic labelling
algorithms (Lau et al., 2011) (see Section 2.6). Intuitively, labelling algorithms
would fail at assigning labels to topics that do not represent a coherent thematic
subject. Measuring topic coherence can also be utilised in topic model evaluation.
Chang et al. showed that humans find topics generated by models with high
predictive likelihood to be less coherent than topics generated from others with
lower predictive likelihood. Following Chang’s findings, recent work on evaluation
of topic models has been focused on automatically measuring the coherence of
generated topics by comparing them against human judgements (Mimno et al.,
2011; Newman et al., 2010b).
This chapter explores methods for automatically determining the coherence
of topics. It proposes a novel approach for measuring topic coherence based
on the distributional hypothesis which states that words with similar meanings
tend to occur in similar context (Harris, 1954). Wikipedia is used as a reference
corpus to create a distributional semantic model (Erk, 2012; Turney and Pantel,
2010). Each topic word is represented as a bag of highly co-occurring context
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Domain Topic
News privacy, andrews, elli, alexander, burke, zoo, information,
chung, user, regan
News apple, evans, peru, portugal, ant, dinosaur, sherman, rent, por-
tuguese, fossil
Email umd, mathew, 800, adobe, mantis, quadra, wam, maryland, co,
vram
Email duke, event, expose, tyre, window, draw, den, p2, drawing, p1
Scientific receptor, ohe, ry, cyp17, ryr2, ga, insp, korea, modification,
binding
Scientific eacute, france, germany, auml, uuml, dr, ouml, la, paris, hospi-
tal
Figure 3.1: A sample of less coherent topics generated by a topic model in three
different domains (news articles, newsgroup emails and scientific articles). Topics are
represented using the top-n most probable words.
words that are weighted using either the Pointwise Mutual Information (PMI) or
a normalised version of PMI (NPMI). It also explores creating the vector space
using differing numbers of context terms. All methods are evaluated by measuring
correlation with human judgements on three different sets of topics. Results
indicate that measures on the fuller vector space are comparable to the state-
of-the-art proposed by Newman et al. (2010b), while performance consistently
improves using a reduced vector space.
The chapter is organised into five sections. Section 3.1 describes the method-
ology of computing topic coherence using distributional semantics. Section 3.2
presents the experimental set-up while Section 3.3 discusses the results obtained.
Section 3.4 presents a discussion of the results. Finally, Section 3.5 summarises
the chapter.
3.1 Methodology
Previous work on identifying incoherent topics is based on computing the average
pairwise similarity between topic words using word association measures (Mimno
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et al., 2011; Newman et al., 2010b) (see Section 2.4 for a detailed description of
previous work).
This thesis proposes a method for determining topic coherence based on com-
puting distributional similarity between the top-n words in the topic. Following
previous work, each topic is represented by a list of 10 words.
3.1.1 Topic Coherence
Let T = {w1, w2, ..., wn} be the top-n most probable words from a topic generated
from a topic model. Newman et al. (2010b) assume that the higher the average
pairwise similarity between words in T , the more coherent the topic. Given a
symmetric word similarity measure, Sim(wi, wj), topic coherence is defined as
follows:
CoherenceSim(T ) =
∑
1≤i≤n−1
i+1≤j≤n
Sim(wi, wj)(
n
2
) (3.1)
where wi, wj ∈ T .
3.1.2 Computing Topic Word Similarity
Each topic word is represented as a vector in a semantic space. Let ~w1, ~w2, ...,
~wn be the vectors which represent the top n most probable words in the topic.
Also, assume that each vector consists of N elements and ~wij is the jth element
of vector ~wi.
The similarity between the topic word vectors, and therefore coherence of
the topic, is computed using the following standard measures used in work on
distributional semantics (Curran, 2003; Grefenstette, 1994):
• The cosine of the angles between the vectors:
Simcos( ~wi, ~wj) =
~wi · ~wj
‖ ~wi‖‖ ~wj‖ (3.2)
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• The Dice coefficient:
SimDice(wi, wj) =
2×∑Nk=1min( ~wik, ~wjk)∑N
k=1( ~wik + ~wjk)
(3.3)
• The Jaccard coefficient:
SimJaccard(wi, wj) =
∑N
k=1 min( ~wik, ~wjk)∑N
k=1 max( ~wik, ~wjk)
(3.4)
Each of these measures estimates the similarity between a pair of topic word
vectors and can be substituted into equation 3.1 to produce a topic coherence
measure based on distributional semantics.
Alternatively, the coherence of a set of topic words can be estimated with a
single measure by computing the average similarity between the top-n topic word
and the centroid:
Simcentroid =
∑
t∈T simcos(Tc, t)
n
(3.5)
where Tc is the centroid of the vectors for topic T . For the experiments reported
below the distance of each vector to the centroid is computed using the cosine
measure1.
3.1.3 Constructing the Semantic Space
Vectors representing the topic words are constructed from a semantic space con-
sisting of information about word co-occurrence. The semantic space was created
using Wikipedia2 as a reference corpus and a window of ± 5 words3.
Weighting Vectors
Using the co-occurrence information to generate vectors directly does not produce
good results. Therefore, the vectors are weighted using two approaches.
1Experiments with Dice and Jaccard metrics produced lower performance.
2http://dumps.wikimedia.org/enwiki/20120104/
3Experiments with different lengths of context windows produced lower performance.
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In the first, PMI, the pointwise mutual information for each term in the con-
text is used rather than the raw co-occurrence count. Note that this application
of PMI for topic coherence is different from one previously reported by Newman
et al. (2010b) since PMI is used to weight vectors rather than to compute a sim-
ilarity score between pairs of words. In addition, vectors are also weighted using
NPMI (Normalised PMI).
Finally, the parameter γ is used to assign more emphasis on context features
with high PMI (or NPMI) values with a topic word. Vectors are weighted using
PMI(wi, fj)
γ or NPMI(wi, fj)
γ where wi is a topic word and fj is a context feature.
For all of the experiments reported here, γ is set at 2 which was found to produce
the best results.
Reducing the Basis
Including all co-occurring terms in the vectors leads to a high dimensional space.
A semantic space with a smaller basis is formed by experimenting with three ap-
proaches to reducing the number of terms. Firstly, a Top-N Semantic Space is
created by choosing the N most frequent context features in the reference corpus.
N is set to 5, 000 which found to produce better estimates of topic coherence 4.
In addition, following Islam and Inkpen (2006), a Reduced Semantic Space
is created by choosing the βwi most related context features for each topic word
wi:
βwi =
(
log(c(wi))
)2 (log2(m))
δ
(3.6)
where δ is a parameter for adjusting the number of features for each word and
m is the size of the corpus. Varying the value of δ did not affect performance
for values above 1. This parameter was set of 3 for the results reported here. In
addition a frequency cut-off of 20 was also applied since it is known that PMI is
biased towards low frequencies.
Finally, a smaller semantic space was created by considering only topic words
as context features, leading to n features for each topic word. This is referred to
as the Topic Word Space.
4Values of N between 1,000 and 10,000 were also tested producing consistently lower results.
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3.2 Evaluation
This section describes the creation of a data set for evaluating topic coherence.
It presents the textual data used to train topic models in different domains and
how the gold standard annotations of topic coherence were obtained.
3.2.1 Data
Since there are no standard data sets available for evaluating topic coherence,
one has been developed for this study and has been made publicly available5.
Newman et al. (2010b) used a similar approach to constructing a data set to
evaluate coherence but it is not publicly available. A total of 300 topics are
generated by applying LDA (see Section 2.2.3) over three different document
collections:
• NYT: 47,229 New York Times news articles published between May and
December 2010 from the GigaWord corpus. A set of 200 topics were gener-
ated and 100 randomly selected.
• 20NG: The 20 News Group Data Collection6 (20NG), a set of 20,000 news-
group emails organised into 20 different subjects (e.g. sports, computers,
politics). Each topic is associated with 1,000 documents. 100 topics were
generated from this document collection.
• Genomics: 30,000 scientific articles published in 49 journals from MED-
LINE, originally used in the TREC-Genomics Track7. 200 topics were gen-
erated and 100 randomly selected.
All documents were pre-processed by removing stop words and lemmatis-
ing. Topics are generated using gensim8 with hyperparameters (α, β) set to
1
num of topics
. Each topic is represented by its 10 most probable words, a com-
mon approach in the literature (Mimno et al., 2011; Newman et al., 2010b).
5The data set can be downloaded from http://staffwww.dcs.shef.ac.uk/people/N.
Aletras/resources/TopicCoherence300.tar.gz
6http://people.csail.mit.edu/jrennie/20Newsgroups
7http://ir.ohsu.edu/genomics
8http://radimrehurek.com/gensim
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Figure 3.2: A screenshot of the user survey for collecting human judgements of topic
coherence.
3.2.2 Human Evaluation of Topic Coherence
Human judgements of topic coherence were collected through a crowdsourcing
platform, CrowdFlower9. Participants were presented with lists of the top-10
topic keywords. They were asked to judge topic coherence on a 3-point Likert
scale from 1-3, where 1 denotes a “Useless” topic (i.e. words appear random and
unrelated to each other), 2 denotes “Average” quality (i.e. some of the topic words
9http://crowdflower.com
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are coherent and interpretable but others are not), and 3 denotes a “Useful” topic
(i.e. one that is semantically coherent, meaningful and interpretable). Figure 3.2
shows a screen shot of the survey. Each participant was asked to judge up to 100
topics from a single collection. The average response for each topic was calculated
as the coherence score for the gold-standard.
To ensure reliability and avoid random answers, the survey included a number
of questions with predefined answers (Kazai, 2011) (either totally random words
as topics or obvious topics such as week days). Annotations from participants
that failed to answer these questions correctly were removed.
Three surveys were run, one for each collection of 100 topics. 1, 778 filtered
responses from 26 participants were obtained for the NYT data set and 1, 707
from 24 participants for the 20NG data set. Participants were recruited by a
broadcast email sent to all academic staff and graduate students in the University
of Sheffield. For the Genomics data set the emails were sent only to members
of the medical school and biomedical engineering departments. A total of 1, 050
judgements from 12 participants were collected for this data set.
Inter-annotator agreement (IAA) is measured as the average of the Spearman
correlation between the set of scores of each survey respondent and the average
of the other respondents’ scores. The IAA in the three surveys is 0.70, 0.64 and
0.54 for NYT, 20NG and Genomics respectively.
3.2.3 Evaluation Metric
Performance is measured as the correlation between the similarity scores returned
by each proposed method and the human judgements.This approach has been
used to evaluate similar tasks including word and text similarity, e.g. (Agirre
et al., 2009, 2012; Budanitsky and Hirst, 2001). In our experiments, we make
use of the Spearman’s correlation coefficient. We prefer to use Spearman’s rather
than Pearson’s correlation coefficient since it does not assume the relationship to
be linear.
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NYT 20NG Genomics
Newman et al. (2010b) 0.71 0.73 0.73
Average NPMI 0.74 0.76 0.76
Mimno et al. (2011) -0.39 0.34 -0.40
Top-N Semantic Space
PMI NPMI PMI NPMI PMI NPMI
Cosine 0.52 0.51 0.66 0.66 0.54 0.53
Dice 0.50 0.50 0.65 0.65 0.51 0.52
Jaccard 0.51 0.50 0.65 0.66 0.50 0.52
Centroid 0.52 0.52 0.66 0.66 0.53 0.53
Reduced Semantic Space
PMI NPMI PMI NPMI PMI NPMI
Cosine 0.69 0.68 0.78 0.79 0.74 0.73
Dice 0.63 0.62 0.77 0.78 0.69 0.68
Jaccard 0.63 0.61 0.77 0.78 0.69 0.76
Centroid 0.67 0.67 0.77 0.78 0.73 0.71
Topic Words Space
PMI NPMI PMI NPMI PMI NPMI
Cosine 0.76 0.75 0.79 0.80 0.80 0.80
Dice 0.68 0.71 0.79 0.80 0.79 0.80
Jaccard 0.69 0.72 0.80 0.80 0.80 0.80
Centroid 0.76 0.75 0.78 0.79 0.80 0.80
Table 3.1: Performance of methods for measuring topic coherence (Spearman Rank
correlation with human judgements).
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3.3 Results
Table 3.1 shows the results obtained for all of the methods on the three data sets.
Performance of each method is measured as the average Spearman correlation
with human judgements. The top row of each table shows the result using the
average PMI approach (Newman et al., 2010b) while the next two rows show the
results obtained by substituting PMI with NPMI and the method proposed by
Mimno et al. (2011) (see Section 2.4). The main part of each table shows perfor-
mance using the approaches described in Section 3.1 using various combinations
of methods for constructing the semantic space and determining the similarity
between vectors.
Using the average PMI between topic words correlates well with human judge-
ments, 0.71 for NYT, 0.73 for 20NG and 0.75 for Genomics confirming results
reported by Newman et al. (2010b). NPMI performs better than PMI, with an
improvement in correlation of 0.03 for all data sets. The improvement is down
to the fact that NPMI reduces the impact of low frequency counts in word co-
occurrences and therefore creates more reliable estimates (Bouma, 2009).
On the other hand, the method proposed by Mimno et al. (2011) does not
correlate well with human judgements and has the lowest performance of all of
the methods tested (-0.39 for NYT, 0.34 for 20NG and -0.4 for Genomics). This
demonstrates that while co-document frequency helps to generate more coherent
topics (Mimno et al., 2011), it is not as reliable as word co-occurrence in a larger
reference corpus. Lau et al. (2014) also confirms that this method does not work
well.
Results obtained using the Top-N semantic space and the reduced semantic
space and PMI are lower than the average PMI and NPMI approaches for the
NYT and Genomics data sets. For the 20NG data set the results are higher then
the average PMI and NPMI using these approaches. The difference in relative
performance is down to the nature of these corpora. The words found in topics in
the NYT and Genomics data sets are often polysemous or collocate with terms
which become context features. For example, one of the top context features of the
word “coast” is “ivory” (from the country). However, that feature does not exist
for terms that are related to “coast”, such as “beach” or “sea”. The majority of
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Topic Terms Human
Rating
Top-3
family, wife, died, son, father, daughter, life, became, mother,
born
2.63
election, vote, voter, ballot, state, candidate, voting, percent,
party, result
3
show, television, tv, news, network, medium, fox, cable, chan-
nel, series
2.82
Bottom-3
lennon, circus, rum, whiskey, lombardi, spirits, ranch, idol,
make, vineyard
1.93
privacy, andrews, elli, alexander, burke, zoo, information,
chung, user, regan
1.25
twitter, board, tweet, followers, conroy, halloween, kay, hands,
emi, post
1.53
Table 3.2: Top-3 and bottom-3 ranked topics using Topic Word Space in NYT together
with human ratings.
topics generated from 20NG contain meaningless terms due to the noisy nature
of the data set (emails) but these do not suffer from the same problems with
ambiguity and prove to be useful for comparing meaning when formed into the
semantic space.
Similar results are obtained for the reduced semantic space using NPMI as
the association measure. Results in NYT and Genomics are often around 0.01
lower than PMI while they are 0.01 higher for all of the methods in 20NG. This
demonstrates that weighting co-occurrence vectors using NPMI produces little
improvement over using PMI, despite the fact NPMI has better performance
when the average similarity between each pair of topic terms is computed.
When the topic word space is used there is a consistent improvement in per-
formance compared to the average PMI (Newman et al., 2010b) and NPMI ap-
proaches. More specifically, cosine similarity using PMI is consistently higher
(0.05-0.06) than average PMI for all data sets and 0.02 to 0.04 higher than av-
erage NPMI (0.76, 0.79, 0.8 for NYT, 20NG and Genomics respectively). One
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reason for this improvement in performance is that the noise caused by polysemy
and high dimensionality of the context features of the topic words is reduced.
Moreover, cosine similarity scores in the reduced semantic space are higher than
average PMI and NPMI in all of the data sets, demonstrating that vector-based
representation of the topic words produces better results than computing their
average relatedness.
Another interesting finding is that the cosine metric produces better estimates
of topic coherence compared to Dice and Jaccard in the majority of cases, with the
exception of 20NG in reduced semantic space using PMI. Furthermore, similarity
to the topic centroid achieves performance comparable to cosine.
3.4 Discussion
Table 3.2 shows the top-3 and bottom-3 ranked topics using Topic Word Space in
NYT together with human ratings. The Top-3 topics represent concrete themes,
i.e. family relations, election, TV. On the other hand, the interpretation of the
Bottom-3 topics is non-trivial. These topics consist of mixtures of words usually
without any semantic relatedness between each other, i.e. burke and zoo in the
second topic.
The methods proposed in this chapter, i.e. Topic Word Space and average
NPMI, produce reliable estimates of topic coherence since they tackle well-known
problems of distributional semantics which is the high dimensionality of these
spaces and the bias of PMI towards low frequencies. Lau et al. (2014) confirmed
the effectiveness of our proposed methods showing that they perform best in two
tasks: word intrusion (Chang et al.) and observed coherence.
3.5 Summary
This chapter proposed the use of distributional semantic similarity methods for
automatically measuring the coherence of sets of words generated by topic mod-
els. Representing topic words as vectors of context features and then applying
similarity metrics on vectors was found to produce reliable estimates of topic co-
3.5. SUMMARY 47
herence. In particular, using a semantic space that consisted of only the topic
words as context features produced the best results and consistently outperforms
previously proposed methods for the task.
The method based on the topic word space which produced the best results
is modified to measure topic similarity (in Chapter 4). It is also employed in
Chapters 5, 6 and 7 to filter-out incoherent topics as a pre-processing step in
topic labelling algorithms.
Chapter 4
Measuring Topic Similarity
Some topics generated by a topic model will be similar while others are dis-similar.
For example, a topic about basketball (team game james season player
nba play knicks coach league)1 is more similar to topics about football
(world cup team soccer africa player south game match goal), or
golf (golf, woods, hole, open, course, shot, round, tour, player, th)
than one about the global finance (fed financial banks federal reserve
bank bernanke rule crisis credit).
Methods that can automatically determine the similarity between topics would
assist in the comprehension of topic models. For example, they could be applied
within topic browsers by identifying related topics that could be clustered together
or to provide links to similar topics (see Section 2.3).
LDA (see Section 2.2.3) cannot capture such correlations unless the semantic
similarity between topics is measured. On the other hand, other topic models, e.g.
CTM (see Section 2.2.4), have been introduced to identify correlations between
topics and overcome this limitation of LDA. In CTM, the distribution over topics
for a document is drawn from a logistic normal distribution. The covariance
matrix for parametrising the logistic normal distribution can be used to identify
correlations between topics and form a topic graph in which each node represents
a topic and each edge denotes the correlation between them.
This chapter explores methods for measuring semantic similarity between top-
1Topics are represented here using the 10 keywords with the highest marginal probabilities.
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ics. This can be thought of as a post-processing step in LDA. In CTM, it can be
viewed as re-writing the topic graph. Passos et al. (2011) showed that automat-
ically generated topics often contain polysemous words which are assigned with
high probabilities across many topics resulting in spurious correlations.
Approaches to computing topic similarity have been described in the litera-
ture but they have been restricted to using information from the word probability
distribution to compare topics and have not been directly evaluated (see Section
2.5). The work in this chapter addresses these limitations by providing a system-
atic evaluation of a range of approaches to computing similarity between topics.
Its contributions are to: (1) propose approaches for measuring topic similarity
that rely on distributional semantics; (2) introduce a data set consisting of pairs
of topics together with human judgements of similarity; (3) evaluate the proposed
approaches using this data set; and (4) demonstrate that methods proposed here
perform better than those used previously.
This chapter consists of four sections. First, Section 4.1 describes various
methods of computing topic similarity. The second, Section 4.2 presents the ex-
perimental set-up and evaluation while Section 4.3 discusses the results obtained.
Finally, Section 4.4 presents a summary of the chapter.
4.1 Methodology
A broad range of approaches for measuring similarity between topics are com-
pared. We begin by applying measures based on the topics’ word probability
distributions which have been described in the literature (see Section 4.1.1). We
also explore methods that make use of distributional similarity measures applied
over semantic spaces produced from the topic model itself (Section 4.1.2), by mea-
suring co-occurrences of words in a reference corpus (Section 4.1.3) and from the
training corpus (Section 4.1.4). Three knowledge-based methods (Section 4.1.5)
and a combination of approaches (Section 4.1.6) are also applied.
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4.1.1 Topic Word Probability Distribution Similarity
We first experimented with topic similarity measures based on comparison of
the topics’ word distributions. We applied the JSD, KL-divergence and Cosine
approaches2 (see Section 2.5) and the Log Odds Ratio used by Chaney and Blei
(2012).
4.1.2 Topic Model Semantic Space
The semantic space generated by the topic model can be used to represent the
topics and the topic words (see Section 2.2). By definition each topic is a proba-
bility distribution over the words in the training corpus. In addition, each topic
word can be represented as a vector with topics as features weighted by the prob-
ability of the word in each topic. For a corpus with D documents and W words, a
topic model learns a relation between words and topics, T , and a relation between
topics and documents as:
• a T × W matrix, Φ, that indicates the probability of each word in each
topic, and
• a D × T matrix, Θ, that indicates the probability of each topic in each
document.
We assume that Φ is the topic model semantic space and each topic word
can be represented as a vector, Φi in Φ, with topics as features weighted by the
probability of the word in each topic. Then, the similarity between two topics
is computed as the average pairwise cosine similarity between their top-10 most
probable words (TS-Cos).
4.1.3 Reference Corpus Semantic Space
Alternatively, topic words can be represented as vectors in a semantic space con-
structed using an external source. We adapt the method proposed in Section 3.1
for measuring topic similarity using distributional semantics. We make use of
2We also experimented with the other approaches described by Kim and Oh (2011) but
found they did not perform well and do not report the results here.
4.1. METHODOLOGY 51
Wikipedia as a reference corpus to count word co-occurrences and frequencies us-
ing a context window of ±10 words centred on a topic word. The main advantage
of using Wikipedia is that it is general and large enough to cover a broad range
of thematic subjects.
Top-N Features
A semantic space is constructed considering only the top n most frequent words in
Wikipedia (excluding stop words) as context features. Each topic word is repre-
sented as a vector of n features weighted by computing the Pointwise Mutual In-
formation (PMI) between the topic word and each context feature, PMI(wi, wj)
γ.
γ is a variable for assigning more importance to higher PMI values. In our experi-
ments, we set γ = 3 and found that the best performance is obtained for n = 5000.
Similarity between two topics is defined as the average cosine similarity of the
topic word vectors (RCS-Cos-N).
Topic Word Space
Alternatively, we consider only the top-10 topic words from the two topics as con-
text features to generate topic word vectors. Then, topic similarity is computed
as the pairwise cosine similarity of the topic word vectors (RCS-Cos-TWS)
similar to the approach described above (Section 4.1.2).
Word Association
Topic similarity can also be computed by applying word association measures
directly. Newman et al. (2010b) measure topic coherence as the average PMI
between the topic words. This approach can be adapted to measure topic simi-
larity by computing the average pairwise PMI between the topic words in a pair
of topics (PMI).
4.1.4 Training Corpus Semantic Space
We also experiment with using the training corpus to create semantic spaces.
We create a term-document matrix such that each term in the vocabulary is
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represented as a vector of documents in the corpus (Turney and Pantel, 2010).
The values in these vectors are positive if the term is found in the document
and 0 otherwise. In addition, we experiment with creating a semantic space by
collecting co-document frequencies in the training corpus following the method
proposed by Mimno et al. (2011) for measuring topic coherence.
Term-Document Space
Let C be a term-document matrix and suppose that our training corpus consists
of N documents and M unique terms (see Section 2.1). The matrix C has M
rows and N columns. Each term (row) represents a topic word vector. Element
cij in C is the tf.idf of the term i in document j. Topic similarity is computed as
the pairwise cosine similarity of the topic word vectors (TCS-Cos-TD).
Word Co-occurrence in Training Documents
Alternatively, we generate a matrix Z of co-document frequencies. The matrix
Z consists of N rows and N columns representing the N vocabulary words. Ele-
ment zij is the log of the number of documents that contains the words i and j
normalised by the document frequency, DF, of the word j, i.e.
zij = log
DF(i, j) + 1
DF(j)
(4.1)
Mimno et al. (2011) introduced that metric to measure semantic similarity be-
tween two topic words, and therefore topic coherence. We adapted it to estimate
topic similarity as follows (Doc-Co-occ):
Simco-occ(Ti, Tj) =
1
2
(
∑
m∈Ti
n∈Tj
znm +
∑
n∈Tj
m∈Ti
zmn) (4.2)
where znm is the log of the number of documents containing the words n and m in
topic Ti and Tj respectively. This metric aggregates the co-document frequency
of the words between two topics and it is symmetric.
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4.1.5 Knowledge-based Methods
The various approaches based on distributional similarity described above were
compared against three existing knowledge-based methods.
UKB
Agirre et al. (2009) apply the Personalized PageRank algorithm (Haveliwala et al.,
2003) to a graph created from WordNet to compute lexical similarity (UKB).
We use UKB to generate a probability distribution over WordNet synsets for
each word in the vocabulary W of the topic model. Similarity between two topic
words is computed by transforming these distributions into vectors and comparing
them using the cosine metric. If a topic word does not appear in WordNet its
similarity value to every other word is set to 0. Similarity between two topics is
computed by measuring pairwise similarity between their top-10 topic words, for
each, selecting the highest similarity score.
Wikipedia Link Vector Model (WLVM)
Milne and Witten (2008) introduced an algorithm that identifies Wikipedia arti-
cles which are likely to be relevant to a given text. We apply their method to asso-
ciate each topic to a set of Wikipedia articles. Then, similarity between Wikipedia
articles is measured using the Wikipedia Link Vector Model (WLVM) (Milne,
2007) which uses both the link structure and the article titles of Wikipedia. Each
link is weighted by the probability of it occurring. Thus, the value of the weight
w for a link x→ y between articles x and y is:
w(x→ y) = |x→ y| × log
(
t∑
z=1
t
z → y
)
(4.3)
where t is the total number of articles in Wikipedia. The similarity of articles
is compared by forming vectors of the articles which are linked from them and
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computing the cosine of their angle.
~x = (w(x→ l1), w(x→ l2), ..., w(x→ ln)) (4.4)
~y = (w(y → l1), w(y → l2), ..., w(y → ln)) (4.5)
where x and y are two Wikipedia articles and x → li is a link from article x
to article li. Since the topics have been mapped to Wikipedia articles, similarity
between two topics is computed by measuring pairwise similarity between articles
using WLVM, for each, selecting the highest similarity score.
Explicit Semantic Analysis (ESA)
Explicit Semantic Analysis (ESA) (Gabrilovich and Markovitch, 2007) trans-
forms the keywords of the topic into vectors that consist of Wikipedia article
titles weighted by their relevance to the keyword. For each topic, the centroid is
computed from the keyword vectors. Similarity between topics is computed as
the cosine of the angle between the ESA centroid vectors.
4.1.6 Feature Combination Using Support Vector Regres-
sion
We also evaluate the performance of a support vector regression system (SVR)
(Vapnik, 1998) with a linear kernel using a combination of approaches described
above as features. With the exception of JSD, features based on the topics’ word
probability distributions were not used by SVR since it was found that including
them reduced performance. All other approaches were included as features. The
system is trained and tested using 10-fold cross validation.
4.2 Evaluation
This section presents the experimental set up for evaluating the proposed ap-
proaches to computing similarity between topics. First, we begin by creating a
data set appropriate for the study since, to our knowledge, no standard data sets
are available. The data set consists of pairs of topics generated by two topic
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models (LDA and CTM) over two document collections using different numbers
of topics. Secondly, the proposed approaches are evaluated by measuring the
correlation with human similarity judgements obtained through crowdsourcing.
4.2.1 Data
We create two document collections. The first consists of 47,229 news articles
from New York Times (NYT) in the GigaWord corpus and the second contains
50,000 articles from ukWAC (Baroni et al., 2009). We expect that ukWAC is
more diverse than NYT since it contains random web pages while NYT contains
news articles which have concise style of writing and content. Each article is
tokenised then stop words and words appearing fewer than five times in the
corpora removed. This results in a total of 57,651 unique tokens for the NYT
corpus and 72,672 for ukWAC.
LDA Topics are learned by training LDA models over the two corpora using
gensim3. The number of topics is set to T = 50, 100, 200 and hyperparameters,
α and β, are set to 1
T
where T is the number of topics.
CTM In addition, we make use of the C implementation provided by David
Blei4 to train CTM using the EM algorithm. The number of topics to learn is set
to T = 50, 100, 200 and the rest of the settings are set to their default values.
Incoherent topics are removed from each set of topics using the approach
described in Section 3.1 using the Topic Words semantic space. Each topic is
represented using the top 10 words with the highest marginal probability within
it.
4.2.2 Generating Pairs of Topics
LDA Intuitively, each topic in a collection is likely to be similar to a small set
of other topics. Randomly selecting pairs of topics will result in a data set in
which the majority of pairs would not be similar. We overcome that problem
3http://radimrehurek.com/gensim
4http://www.cs.princeton.edu/~blei/ctm-c/index.html
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Pair Rating
obama, president, white, house, administration, bush, washington,
barack, clinton, adviser,
3.6
republican, democrat, house, senate, vote, obama, bill, democratic,
congress, party
school, student, college, university, high, education, class, program,
state, campus
3.4
school, teacher, district, education, charter, union, system, state, pub-
lic, turner
company, business, deal, executive, billion, million, share, firm, chief,
credit
2.4
gm, billion, stock, company, government, offering, share, motor,
chrysler, general
team, game, james, season, player, nba, play, knicks, coach, league
2.0
team, league, player, manager, baseball, bee, national, strasburg, ma-
jor, cricket
tobacco, smoking, obesity, cigarette, health, soda, tax, smoker, snake,
chemical
1.33
hospital, health, care, massachusetts, state, medical, boston, patient,
nonprofit, doctor
india, indian, delhi, country, government, mumbai, state, singh, world,
company
1.0
china, chinese, trade, state, united, country, export, currency, world,
beijing
prize, nobel, liu, chinese, china, peace, award, right, committee, bei-
jing
0.0
investigation, official, department, state, agent, police, authorities,
case, arrest, report
million, estate, money, gold, greene, ticket, real, rich, tax, dollar
0.0
sport, race, marathon, bike, athlete, run, world, runner, mile, team
Table 4.1: A sample of 8 pairs of topics together with average humans judgements.
Topics are represented by top-10 most probable words.
by assuming that the JSD between likely relevant pairs will be low while it will
be higher for less relevant pairs of topics. We selected 800 pairs of topics out of
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which 600 pairs consist of topics that have similar word distribution (in the top
6 most relevant topics of a given topic ranked by JSD). The other, 200 pairs are
selected randomly. Table 4.1 shows a sample of pairs of topics together with their
human judgements.
CTM The topic graph generated by CTM can be used to create all the possible
pairs between topics that are connected in the graph rather than using JSD as
described above. This results in a total of 70, 468 and 695 pairs in NYT, and a
total of 80, 246 and 258 pairs in ukWac for the 50, 100 and 200 topics respectively.
4.2.3 Human Judgements of Topic Similarity
Human judgements of topic similarity were obtained using an online crowdsourc-
ing platform, Crowdflower5. Annotators were provided with pairs of topics and
were asked to judge how similar the topics are and provide a rating on a scale of
0 (completely unrelated) to 5 (identical). Figure 4.1 shows a screen shot of the
survey.
A set of control questions with obvious answers were also included in the
survey to ensure reliability (Kazai, 2011). Annotations by subjects that failed
to answer these questions correctly or gave the same rating for all pairs were
removed.
The average response for each pair was calculated in order to create the fi-
nal similarity judgement for use as a gold-standard. Inter-Annotator agreement
(IAA) is computed by comparing each annotator against the average score gener-
ated by the four other annotators. The final IAA score is the average Spearman’s
correlation of these comparisons across all five annotators. The average IAA
across all pairs for all of the collections is in the range of 0.53-0.68. The data
set consisting of pairs of topics together with gold-standard annotations is freely
available (http://staffwww.dcs.shef.ac.uk/people/N.Aletras/resources/
topicSim.tar.gz).
5http://crowdflower.com
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Figure 4.1: A screenshot of the user survey for collecting human judgements of topic
similarity.
4.2.4 Evaluation Metric
Performance is measured as the correlation between the similarity scores returned
by each proposed method and the human judgements using Spearman’s correla-
tion coeffiecient.
4.2.5 Baseline
A simple Word Overlap baseline which measures the number of terms that
two topics have in common normalised by the total number of topic terms (10
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keywords for each topic) was also implemented.
4.3 Results
Tables 4.2 and 4.3 show the correlation between the topic similarity metrics de-
scribed in Section 4.1 and average human judgements for the LDA and CTM
topic pairs.
We begin by discussing the results obtained using the Topics’ Word Prob-
ability Distributions (see Section 4.1.1). The correlations obtained using JSD,
KL-divergence and Cos between topics are comparable with the baseline for the
LDA data set for all of the topic collections and topic models. The metric pro-
posed by Chaney and Blei (2012) is also based on comparison of word probability
distributions and fails to perform well on either data set. These results suggest
that the probability distribution metrics may be sensitive to the high dimensional-
ity of the vocabulary. These metrics can also assign high similarity to topics that
contain ambiguous words, resulting in low correlations with human judgements.
For example a topic about the golf champion, Tiger Woods, could be identified as
similar to a topic about forests. These results show that metrics based on word
probability distributions that have previously been used to identify similar topics
(see Section 2.5) do not perform well on this task and other methods should be
explored.
Performance of the cosine of the word vector (TS-Cos) in the Topic Model
Semantic Space (see Section 4.1.2) varies across different number of topics
implying that the quality of the latent space generated by LDA and CTM is
sensitive to this parameter.
The similarity metrics that make use of the Reference Corpus Semantic
Space (see Section 4.1.3) consistently produce good correlations for topic pairs
generated using both LDA and CTM. The best overall correlation for a single
feature in most of the cases is obtained by the average PMI (in a range of 0.43-
0.74). The performance of the distributional semantic metric using the Topic
Word Space (RCS-Cos-TWS) is comparable and slightly lower for the top-N fea-
tures (RCS-Cos-N). This indicates that the reference corpus covers a broader
range of semantic subjects than the latent space produced by the topic model
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Spearman’s r
LDA
NYT ukWAC
Method 50 100 200 50 100 200
Baseline
Word Overlap 0.32 0.40 0.51 0.22 0.32 0.41
Topic Word Probability Distribution
JSD 0.37 0.44 0.53 0.29 0.30 0.34
KL-Divergence 0.29 0.29 0.41 0.20 0.24 0.33
Cos 0.31 0.37 0.59 0.30 0.30 0.36
Chaney and Blei (2012) 0.16 0.26 0.18 0.29 0.21 0.25
Topic Model Semantic Space
TS-Cos 0.35 0.41 0.67 0.29 0.35 0.42
Reference Corpus Semantic Space
RCS-Cos-N 0.37 0.46 0.61 0.35 0.32 0.39
RCS-Cos-TWS 0.40 0.54 0.70 0.38 0.43 0.51
PMI 0.43 0.63 0.74 0.43 0.53 0.64
Training Corpus Semantic Space
TCS-Cos-TD 0.36 0.42 0.67 0.29 0.31 0.40
Doc-Co-occ 0.28 0.29 0.45 0.28 0.22 0.30
Knowledge-based
UKB 0.25 0.38 0.56 0.22 0.35 0.41
WLVM 0.35 0.51 0.51 0.35 0.46 0.53
ESA 0.43 0.58 0.71 0.46 0.55 0.61
Feature Combination
SVR 0.46 0.64 0.75 0.46 0.58 0.66
IAA 0.54 0.58 0.61 0.53 0.56 0.60
Table 4.2: Results for various approaches to topic similarity in LDA. All correlations
are significant p < 0.001. Underlined scores denote best performance of a single feature.
Bold font denotes best overall performance.
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Spearman’s r
CTM
NYT ukWAC
Method 50 100 200 50 100 200
Baseline
Word Overlap 0.56 0.45 0.49 0.35 0.33 0.53
Topic Word Probability Distribution
JSD 0.59 0.43 0.49 0.38 0.34 0.60
KL-Divergence 0.54 0.39 0.56 0.31 0.29 0.47
Cos 0.58 0.45 0.52 0.50 0.40 0.58
Chaney and Blei (2012) 0.29 0.40 0.31 -0.23 0.12 0.61
Topic Model Semantic Space
TS-Cos 0.67 0.51 0.49 0.51 0.42 0.42
Reference Corpus Semantic Space
RCS-Cos-N 0.60 0.47 0.61 0.57 0.42 0.41
RCS-Cos-TWS 0.63 0.59 0.62 0.60 0.55 0.54
PMI 0.68 0.70 0.64 0.58 0.62 0.64
Training Corpus Semantic Space
TCS-Cos-TD 0.64 0.54 0.58 0.49 0.43 0.43
Doc-Co-occ 0.65 0.36 0.57 0.31 0.26 0.34
Knowledge-based
UKB 0.52 0.41 0.40 0.41 0.43 0.42
WLVM 0.65 0.56 0.54 0.45 0.53 0.53
ESA 0.69 0.67 0.64 0.70 0.62 0.61
Feature Combination
SVR 0.72 0.71 0.62 0.60 0.65 0.66
IAA 0.68 0.68 0.64 0.67 0.63 0.64
Table 4.3: Results for various approaches to topic similarity in CTM. All correlations
are significant p < 0.001. Underlined scores denote best performance of a single feature.
Bold font denotes best overall performance.
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and therefore provides better semantic representations for the topic words and
reliable similarity estimations.
When the term-document matrix from the Training Corpus Semantic
Space (see Section 4.1.4) is used performance is worse than when the reference
corpus is used. In addition, using co-document frequency derived from the train-
ing corpus does not correlate particularly well with human judgements. These
methods are sensitive to the size of the corpus, which may be too small to generate
reliable estimates of tf.idf or co-document frequency.
Correlations for the Knowledge-based methods (see Section 4.1.5) are
good for the Wikipedia-based methods, WLVM and ESA. The WordNet-based
metric, UKB, does not perform particularly well. The reason for the poor perfor-
mance of UKB is that the topics often contain named entities that do not exist
in WordNet (see the first pair of topics in Table 4.1). That does not happen
with the Wikipedia metrics which perform consistently better. In particular ESA
achieves performance comparable (or even better in some cases) to PMI. WLVM
performs better than UKB but not as well as ESA. The reason for the lower
performance of WLVM may be the Wikification algorithm, which is designed for
coherent documents rather than lists of topic keywords.
Feature Combination using SVR gives the best overall result for LDA (in
the range 0.46-0.75) and CTM (0.60-0.72). However, the feature combination
performs slightly lower than the best single feature in two cases when CTM is used
(T=200, NYT and T=50, ukWAC). Analysing the coefficients obtained by the
SVR in each fold for these cases, we found that JSD and the Word Overlap reduce
SVR performance. We repeated the experiments by removing these features
which resulted in an improvement in correlation (0.64 and 0.65 respectively).
However, these features seem to be quite useful in the rest of the experiments
since a drop in SVR was observed when they are removed.
Another interesting observation is that the correlations of the various similar-
ity metrics with human judgements increase with the number of topics in LDA for
both corpora. This result is consistent with the findings of Stevens et al. (2012)
that topic model coherence increases with the number of topics (between 10-200).
Fewer topics makes the task of identifying similar topics in LDA more difficult
because it is likely that they will contain some terms that do not relate to the
4.4. SUMMARY 63
topic’s main subject. Correlations in CTM are more stable for different numbers
of topics because of the nature of the model. That is, the pairs have been gen-
erated using the topic graph which by definition contains correlated topics. On
the other hand, the data sets for LDA are constructed by randomly sampling, as
well as selecting pairs with low JSD.
4.4 Summary
This chapter explored the task of determining the similarity of automatically
generated topics and described a range of approaches to the problem. Previous
approaches to measuring similarity between topics have been based on comparison
of topic’s word probability distribution and have not been evaluated.
A wide range of approaches for measuring topic similarity have been pro-
posed including distributional semantic metrics, based on the topic model space,
a reference corpus and the training corpus, as well as existing knowledge-based
methods.
Evaluation has been carried out on a data set of pairs of topics generated by
two topic models, LDA and CTM, together with human judgements of similarity.
The best performing metrics are those based on the reference corpus. In addition,
a knowledge-based method based on Wikipedia, ESA, performs comparably to
the reference corpus.
The most interesting finding is the poor performance of the metrics based on
word probability distributions previously used for this task. The results obtained
demonstrate that word association measures, such as PMI, and state-of-the-art
textual similarity metrics, such as ESA, are more appropriate.
Chapter 5
Automatic Labelling of Topics
Using Text
Graph-based methods in NLP have been proposed to represent unstructured texts
as graphs. The nodes of the graphs consist of the words in text while edges are
usually weighted by computing the similarity of the words that connect. These
methods have been proved to work well in document summarisation (Mihalcea
and Tarau, 2004) by identifying important terms in text. Here, we make use
of graph-based methods to identify important terms which intuitively may be
indicative of longer keyphrases that summarise the main thematic subject of
a topic. This chapter introduces a graph-based approach for labelling topics
which is unsupervised and less computationally intensive than previous methods
introduced for the task (see Section 2.6).
The proposed method uses topic keywords to form a query. A graph is gen-
erated from the words contained in the search results and these are then ranked
using the PageRank algorithm (Page et al., 1999). Evaluation on a standard
data set shows that the graph-based method consistently outperforms the best
performing previously reported method, which is supervised (Lau et al., 2011).
The contributions of the work presented here are to: (1) introduce a graph-
based method for selecting appropriate labels for automatically generated topics;
(2) evaluate the proposed method on a standard dataset; (3) demonstrate that
the proposed unsupervised method is consistently better than the best performing
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{‘Description’: ‘Microsoft will accelerate your journey to cloud computing
with an agile and responsive datacenter built from your existing technology
investments.’,
‘DisplayUrl’: ‘www.microsoft.com/en-us/server-cloud/datacenter/
virtualization.aspx’,
‘ID’: ‘a42b0908-174e-4f25-b59c-70bdf394a9da’,
‘Title’: ‘Microsoft | Server & Cloud | Datacenter |
Virtualization ...’,
‘Url’: ‘http://www.microsoft.com/en-us/server-cloud/datacenter/
virtualization.aspx’, ... }
Figure 5.1: Sample of the metadata associated with a search result.
previously reported method which is supervised.
This chapter is organised as follows. Section 5.1 introduces an unsupervised
graph-based approach to topic labelling. Section 5.2 presents the experimental
set-up. The results of the evaluation on a standard data set are presented in
Section 5.3 and a summary of the chapter in Section 5.4.
5.1 Methodology
The proposed approach uses the top-N keywords for a topic to form a query that
is submitted to a search engine. We assume that the results returned from this
search are appropriate for the topic. They are analysed to identify the terms that
are central to the topic. The suitability of candidate labels are evaluated based
on terms extracted from these search results.
5.1.1 Generating Candidate Labels
We use the approach described by Lau et al. (2011) to generate candidate labels
from Wikipedia articles. The 10 terms with the highest marginal probabilities
in the topic are used to query Wikipedia and the titles of the articles retrieved
used as candidate labels. Further candidate labels are generated by processing the
titles of these articles to identify noun chunks and n-grams within the noun chunks
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that are themselves the titles of Wikipedia articles. Outlier labels, identified using
a similarity measure (Grieser et al., 2011), are removed. This method has been
proved to produce labels which effectively summarise a topic’s main subject.
However, it should be noted that our method is flexible and could be applied to
any set of candidate labels.
5.1.2 Retrieving and Processing Text Information
Information obtained from web searches is used to identify the best labels from
the set of candidates. The top 10 topic keywords are used to form a query which
is submitted to the Bing1 search engine. Textual information included in the Title
field2 of the search results metadata was extracted. Each title was tokenised using
openNLP3 and stop words removed.
Figure 5.1 shows a sample of the metadata associated with a search result for
the topic: vmware, server, virtual, oracle, update, virtualization,
application, infrastructure, management, microsoft. For example,
the textual information extracted from that search result is “Microsoft | Server
& Cloud | Datacenter | Virtualization ...”.
5.1.3 Creating a Text Graph
Remaining words in the search result are used to create a graph G = (V,E).
Each node, v ∈ V , is connected to its neighbouring words in a context window of
±n words. In the previous example, the words added to the graph from the Title
of the search result are microsoft, server, cloud, datacenter and virtualization.
We consider both unweighted and weighted graphs. When the graph is un-
weighted we assume that each edge, e ∈ E, has a weight e = 1. In addition, we
weight the edges of the graph by computing the relatedness, sim(vi, vj), between
two nodes, vi and vj, using NPMI (see Equation 2.16).
Word co-occurrences are computed using Wikipedia as a corpus. Pairs of
1http://www.bing.com/
2We also experimented with using the Description field but found that this reduced perfor-
mance.
3http://opennlp.apache.org/
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words are connected with edges only if NPMI(wi, wj) > 0.2 thereby avoiding con-
nections between words co-occurring by being added to the graph and introducing
noise.
5.1.4 Identifying Important Terms
Important terms are identified by applying the PageRank algorithm (Page et al.,
1999). PageRank was originally developed for assigning importance to set of
web pages interconnected with hyperlinks. It has been used for a range of NLP
tasks including word sense disambiguation (Agirre and Soroa, 2009) and keyword
extraction (Mihalcea and Tarau, 2004). The PageRank score (Pr) over G for a
word (vi) can be computed by the following equation:
Pr(vi) = d ·
∑
vj∈C(vi)
sim(vi, vj)∑
vk∈C(vj)
sim(vj, vk)
Pr(vj) + (1− d)v (5.1)
where C(vi) denotes the set of vertices which are connected to the vertex vi. d
is the damping factor which is set to the default value of d = 0.85 (Page et al.,
1999). In standard PageRank all elements of the vector v are the same, 1
N
where
N is the number of nodes in the graph.
5.1.5 Ranking Labels
Given a candidate label L = {w1, ..., wm} containing m keywords, we compute
the score of L by simply adding the PageRank scores of its constituent keywords:
Score(L) =
m∑
i=1
Pr(wi) (5.2)
The label with the highest score amongst the set of candidates is selected
to represent the topic. We also experimented with normalised versions of the
score, e.g. mean of the PageRank scores. However, this has a negative effect on
performance since it favoured short labels of one or two words which were not
sufficiently descriptive of the topics.
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In addition, we expect that candidate labels containing words that do not
appear in the graph (with the exception of stop words) are unlikely to be good
labels for the topic. In these cases the score of the candidate label is set to 0.
We also experimented with removing this restriction but found that it lowered
performance.
5.2 Evaluation
In this section, we describe the data, the evaluation framework and the model
parameters used in our experiments.
5.2.1 Data
We evaluate our method on the publicly available data set published by Lau
et al. (2011). The data set consists of 228 topics generated using text documents
from four domains, i.e. blog posts (BLOGS), books (BOOKS), news articles
(NEWS) and scientific articles from the biomedical domain (PUBMED). Each
topic is represented by its ten most probable keywords. It is also associated with
candidate labels and human ratings denoting the appropriateness of a label given
the topic. The full data set consists of approximately 6,000 candidate labels (27
labels per topic).
5.2.2 Evaluation Metrics
Our evaluation follows the framework proposed by Lau et al. (2011) using two
metrics, i.e. Top-1 average rating and nDCG, to compare various labelling
methods.
Top-1 average rating is the average human rating (between 0 and 3) as-
signed to the top-ranked label proposed by the system. This provides an indica-
tion of the overall quality of the label the system judges as the best one.
Normalised discounted cumulative gain (nDCG) (Croft et al., 2009; Ja¨rvelin
and Keka¨la¨inen, 2002) compares the label ranking proposed by the system to
the ranking provided by human annotators. The discounted cumulative gain at
position p (DCGp) is computed using the following equation:
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DCGp = rel1 +
p∑
i=2
reli
log2(i)
(5.3)
where reli is the relevance of the label to the topic in position i. Then nDCG is
computed as:
nDCGp =
DCGp
IDCGp
(5.4)
where IDCGp is the supervised ranking of the image labels, in our experiments
this is the ranking provided by the scores in the human annotated data set.
5.2.3 Model Parameters
Our proposed model requires two parameters to be set: the context window size
when connecting neighbouring words in the graph and the number of the search
results considered when constructing the graph.
We experimented with different sizes of context window, n, between ±1 words
to the left and right and all words in the title. The best results were obtained
when n = 2 for all of the domains. In addition, we experimented with varying
the number of search results between 10 and 300. We observed no noticeable dif-
ference in the performance when the number of search results is equal or greater
than 30 (see below). We choose to report results obtained using 30 search re-
sults for each topic since including more results did not improve performance but
required additional processing.
5.3 Results and Discussion
Results obtained for the various evaluation metrics are shown in Table 5.1. Per-
formance obtained is shown when PageRank is applied to the unweighted (PR)
and NPMI-weighted graphs (PR-NPMI) (see Section 5.1.3). Performance of the
best unsupervised (Lau et al. (2011)-U) and supervised (Lau et al. (2011)-S)
methods reported by Lau et al. (2011) are shown. Lau et al. (2011)-U uses the
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average χ2 scores between the topic keywords and the label keywords while Lau
et al. (2011)-S uses SVR to combine evidence from all features (see Section 2.6
for more details). In addition, upper bound figures, the maximum possible value
given the scores assigned by the annotators, are also shown.
The results obtained by applying PageRank over the unweighted graph (PR)
are consistently better than the supervised and unsupervised methods reported
by Lau et al. (2011) for the Top-1 Average scores. This improvement compared
to the unsupervised method is significant (t-test, p < 0.05) in all domains, while
the improvement over the supervised method is only significant in PUBMED.
A slight improvement in performance is observed when the weighted graph is
used (PR-NPMI). This is expected since the weighted graph contains additional
information about word relatedness. For example, the word hardware is more
related and, therefore, closer in the graph to the word virtualization than to the
word investments.
Results from the nDCG metric imply that our methods provide better rank-
ings of the candidate labels in the majority of the cases. It is outperformed by
Lau et al.’s supervised approach in two domains, NEWS and PUBMED, using the
nDCG-3 and nDCG-5 metrics. However, the best label proposed by our methods
is judged to be better (as shown by the nDCG-1 and Top-1 Av. Rating scores),
demonstrating that it is only the lower ranked labels in our approach that are
not as good.
An interesting finding is that, although limited in length, the textual informa-
tion in the search result’s metadata contain enough salient terms relevant to the
topic to provide reliable estimates of term importance. Consequently, it is not
necessary to measure semantic similarity between topic keywords and candidate
labels as previous approaches have done (see Section 2.6). In addition, perfor-
mance improvement gained from using the weighted graph is modest, suggesting
that the computation of association scores over a large reference corpus could be
omitted if resources are limited.
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Figure 5.2: Top-1 Average Rating obtained for different number of search results.
5.3.1 Experimenting with the Number of Search Results
In Figure 5.2, we show the scores of Top-1 average rating obtained in the different
domains by experimenting with the number of search results used to generate the
text graph. The most interesting finding is that performance is stable when 30
or more search results are considered. In addition, we observe that quality of the
topic labels in the four domains remains stable, and higher than the supervised
method, when the number of search results used is between 150 and 200. The
only domain in which performance of the supervised method is sometimes better
than the approach proposed here is NEWS. The main reason is that news topics
are more fine grained and the candidate labels of better quality (Lau et al., 2011)
5.4. SUMMARY 73
which has direct impact on good performance of ranking methods.
5.4 Summary
We described an unsupervised graph-based method to associate textual labels
with automatically generated topics. Our approach uses results retrieved from a
search engine using the topic keywords as a query. A graph is generated from
the words contained in the search results metadata and candidate labels ranked
using the PageRank algorithm. Evaluation on a standard data set shows that
our method consistently outperforms the supervised state-of-the-art method for
the task.
Chapter 6
Automatically Labelling of
Topics Using Images
The topic labelling techniques presented so far have focussed on the generation
of textual labels (see Section 2.6 and Chapter 5). An alternative approach is
to represent a topic using an illustrative image. Images have the advantage that
they can be understood quickly. This is particularly important for applications in
which the topics are used to provide an overview of a collection with many topics
being shown simultaneously (see Section 2.3). In addition, images are language
independent and therefore can be used as an alternative to textual labels. This
gives insights about the content of a text collection to people that are not familiar
with the language of the text.
This chapter tackles the problem of identifying representative images that
can be used to illustrate automatically generated topics. The proposed approach
utilises the vast amount of pictures existing on the Web to generate a set of
candidate images for each topic. Candidate images are retrieved by querying
an image search engine with the top n topic terms. The most suitable image is
selected using a graph-based method that makes use of both textual and visual
information. Textual information is obtained from the metadata associated with
each image while visual features are extracted from the images themselves. The
proposed approach is evaluated using a data set created for this study that was
annotated by crowdsourcing. Results of the evaluation show that the proposed
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method significantly outperforms three baselines.
This chapter consists of five sections. Section 6.1 describes the methodology
for labelling topics using images. Section 6.2 describes the experimental set-
up and evaluation while Section 6.3 presents the results obtained. Section 6.4
presents a discussion of the results. Finally, Section 6.5 summarises the chapter.
6.1 Methodology
This section describes an approach to identifying images to illustrate automati-
cally generated topics. It is assumed that no candidate images are available so
the first step (see Section 6.1.1) is to generate a set. However, in situations where
a candidate set is available this first step is not required.
6.1.1 Selecting Candidate Images
The method presented here makes use of images from Wikipedia available under
the Creative Commons licence, allowing it to be made publicly available. The
top-5 terms1 from a topic are used to query Google using its Custom Search API2.
The search is restricted to the English Wikipedia3 with image search enabled. The
top-20 images retrieved for each search are used as candidates for the topic.
6.1.2 Feature Extraction
Candidate images are represented by two modalities (textual and visual) and
features extracted for each.
Textual Information
Each image’s textual information consists of the metadata retrieved by the search.
The assumption here is that image’s metadata is indicative of its content and (at
least to some extent) related to the topic. The textual information is formed by
1We noticed that in some cases the search engine does not return any results for longer
queries.
2https://developers.google.com/apis-explorer/#s/customsearch/v1
3http://en.wikipedia.org
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concatenating the title and the link fields of the search result. These represent,
respectively, the web page title containing the image and the image file name.
The textual information is preprocessed by tokenising and removing stop words.
Visual Information
Image features represent important properties of an image. Major feature types
are colour, shape, texture or salient points in an image and they are categorised
as global and local features.
Global features tend to characterise an image as a whole. For example, the
average of the intensities of red, green and blue colours gives an estimation of
the overall colour distribution in the image. The main advantages of global fea-
tures are the fast detection and extraction. However, they are not quite suitable
to represent an image due to that they are sensitive to location (Datta et al.,
2008). Examples of global features representations are colour histograms and
global shape descriptors.
Local features capture interesting areas around certain pixels. For example
an interesting area could be where colour intensity alternation between adjacent
pixels is detected. Global description of an image is obtained by summarising
local features (Datta et al., 2008). Local features are salient points and local
shape descriptions in an image.
Nixon and Aguado (2008) define low-level features as basic features that can
be extracted without taking into account any spatial information of an image.
For example we may need to detect interesting locations in images such as object
corners, boundary lines of an area or even, car wheels. These types of features
are defined as keypoint features or interest points which are grouped together
with neighbouring pixels and are described as patches or blobs (Szeliski, 2010).
Another class of features are edges which lie within object boundaries.
The first step to represent images as sets of low-level features is to detect them.
It has been shown that patches that contain large contrast changes (gradients) are
easier to be detected by estimating local minima or maxima in their surfaces. Five
popular detectors are: Harris points, Harris-Laplace regions, Hessian-Laplace re-
gions, Harris-Affine regions and Hessian-Affine regions. For a detailed description
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of patch and edge detectors refer to Nixon and Aguado (2008) and Szeliski (2010).
Features, i.e local patches, should be represented mathematically and in-
variantly to image transformations such as scale and rotation. Many different
techniques have been developed such as distribution-based descriptors, spatial-
frequency techniques and differential descriptors which are illustrated in Mikola-
jczyk and Schmid (2005); Szeliski (2010).
Scale Invariant Feature Transform (SIFT) (Lowe, 1999, 2004) is an approach
for distinctive and invariant feature extraction and description. SIFT features are
invariant to image scale and rotation and partially invariant to affine distortion,
3D viewpoint, noise and changes in illumination. The method includes stages
from candidate location detection to its description.
Keypoint detection involves three stages. First, candidate locations are de-
tected finding minima or maxima by searching the whole image over all scales
using a difference-of-Gaussian function. Then, candidate locations are filtered by
applying a threshold of minimum contrast. Finally, orientations are assigned to
each keypoint.
Features are described by a 128-D vector. First, a keypoint is represented as a
16×16 grid of samples. For each sample, its weighted gradient magnitude and its
orientation are computed producing 256 magnitude values. Then, these samples
are added to gradient orientation histograms which are represented in a 4 × 4
quadrant containing 8 orientation bins. This results to 128 non-negative values
for a feature description. Various descriptors are compared by Mikolajczyk and
Schmid (2005) where SIFT performance in image matching exceeds performance
of other reported methods.
Hence, we extract visual information from each image using low-level image
keypoint descriptors, i.e. SIFT sensitive to colour information. Image features
are extracted using dense sampling and described using Opponent colour SIFT
descriptors provided by the colordescriptor 4 software. Opponent colour SIFT
descriptors have been found to give the best performance in object scene and
face recognition (Sande et al., 2008). The SIFT features are clustered to form
a visual codebook of 1,000 visual words using K-Means such that each feature
is mapped to a visual word. Each image is represented as a bag-of-visual words
4http://koen.me/research/colordescriptors
6.1. METHODOLOGY 78
(BOVW).
6.1.3 Ranking Candidate Images
It is assumed that good illustrative images for a topic are ones that are similar
to the others in the set of candidates and those with high similarity to the topic.
Therefore, we experiment with graph-based algorithms for identifying image im-
portance and measures of similarity between the topic and textual information
associated with the candidate.
PageRank
PageRank is employed for identifying important images in a graph (see Sec-
tion 5.1.3). Let G = (V,E) be a graph with a set of vertices, V , denoting image
candidates and a set of edges, E, denoting similarity scores between two images.
For example, sim(Vi, Vj) indicates the similarity between images Vi and Vj. The
PageRank score (Pr) over G for an image (Vi) can be computed by the following
equation (similar to Equation 5.1):
Pr(Vi) = d ·
∑
Vj∈C(Vi)
sim(Vi, Vj)∑
Vk∈C(Vj)
sim(Vj, Vk)
Pr(Vj) + (1− d)v (6.1)
where C(Vi) denotes the set of vertices which are connected to the vertex Vi. d
is the damping factor which is set to the default value of d = 0.85 (Page et al.,
1999). In standard PageRank all elements of the vector v are the same, 1
N
where
N is the number of nodes in the graph.
Personalised PageRank
Personalised PageRank (PPR) (Haveliwala et al., 2003) is a variant of the PageR-
ank algorithm in which extra importance is assigned to certain vertices in the
graph. This is achieved by adjusting the values of the vector v in Equation 6.1
to prefer certain nodes. The values in v effectively initialises the graph and as-
signing high values to nodes in v makes them more likely to be assigned a high
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PPR score. PPR prefers images with textual information that is similar to the
terms in the topic.
Weighting Graph Edges
Three approaches were compared for computing the values of sim(Vi, Vj) used to
weight the edges of the graph. Two of these make use of the textual information
associated with each image while the final one relies on visual features.
The first approach is PMI (see Section 3.1.3). The similarity between a pair
of images (vertices in the graph) is computed as the average PMI between the
terms in their metadata. PMI is computed using word co-occurrence counts over
Wikipedia identified using a sliding window of length 20. We also experimented
with other word association measures but these did not perform as well. The
PageRank over the graph weighted using PMI is denoted as PRPMI. The sec-
ond approach makes use of ESA (see Section 4.1.5) to create the graph and its
PageRank is denoted as PRESA.
The final approach uses the visual features extracted from the images them-
selves. The visual words extracted from the images are used to form feature vec-
tors and the similarity between a pair of images computed as the cosine of the
angle between them. The PageRank of the graph created using this approach is
PRvis and it is similar to the approach proposed by Jing and Baluja (2008) for
associating images to text queries.
Initialising the Personalisation Vector
The personalisation vector (see above) is weighted using the similarity scores
computed between the topic and its image candidates. Similarity is computed
using PMI and ESA (see above). When PMI and ESA are used to weight the
personalisation vector they compute the similarity between the top 10 terms
for a topic and the textual metadata associated with each image in the set of
candidates. We refer to the personalisation vectors created using PMI and ESA
as Per(PMI) and Per(ESA) respectively.
Using PPR allows information about the similarity between the images’ meta-
data and the topics themselves to be considered when identifying a suitable image
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label. The situation is different when PageRank is used since this only considers
the similarity between the images in the candidate set.
The personalisation vector used by PPR is employed in combination with a
graph created using one of the approaches described above. For example, the
graph may be weighted using visual features and the personalisation vector cre-
ated using PMI scores. This approach is denoted as PRvis+Per(PMI).
6.2 Evaluation
This section discusses the experimental design for evaluating the proposed ap-
proaches to labelling topics with images. To our knowledge no data set for evalu-
ating these approaches is currently available and consequently we developed one
for this study5. Human judgements about the suitability of images are obtained
through crowdsourcing.
6.2.1 Data
We created a data set of topics from two collections which cover a broad thematic
range:
• NYT 47,229 New York Times news articles (included in the GigaWord
corpus) that were published between May and December 2010.
• WIKI A set of Wikipedia categories randomly selected by browsing its hi-
erarchy in a breadth-first-search manner starting from a few seed categories
(e.g. sports, politics, computing). Categories that have more that 80
articles associated with them are considered. These articles are collected
to produce a corpus of approximately 60,000 articles generated from 1,461
categories.
Documents in the two collections are tokenised and stop words removed. LDA
was applied to learn 200 topics from NYT and 400 topics from WIKI using the
gensim package6. The hyperparameters (α, β) were set to 1
num of topics
. Incoherent
5Data set can be downloaded from http://staffwww.dcs.shef.ac.uk/people/N.
Aletras/resources/datasetNAACL13.tar.gz
6http://pypi.python.org/pypi/gensim
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Figure 6.1: A screenshot of the user survey for collecting human judgements of image
labels.
topics are filtered out by using the distributional semantics method (Topic Word
Space) introduced in Chapter 3. We randomly selected 100 topics from NYT and
200 topics from WIKI resulting in a data set of 300 topics. Candidate images
for these topics were generated using the approach described in Section 6.1.1,
producing a total of 6,000 candidate images (20 for each topic).
6.2.2 Human Judgements of Image Relevance
Human judgements of the suitability of each image were obtained using Crowd-
flower (see Chapter 3 and 4). Annotators were provided with a topic (represented
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as a set of 10 keywords) and a candidate image. They were asked to judge how
appropriate the image was as a representation of the main subject of the topic
and provide a rating on a scale of 0 (completely unsuitable) to 3 (very suitable).
Figure 6.1 shows a screenshot of the crowdsourcing experiment.
To avoid random answers, control questions with obvious answer were included
in the survey. Annotations by participants that failed to answer these questions
correctly or participants that gave the same rating for all pairs were removed.
The total number of filtered responses obtained was 62, 221 from 273 partic-
ipants. Each topic-image pair was rated by at least 10 subjects. The average
response for each pair was calculated in order to create the final similarity judge-
ment for use as a gold-standard. The average variance across judges (excluding
control questions) is 0.88.
Inter-Annotator agreement (IAA) is computed as the average Spearman’s ρ
between the ratings given by an annotator and the average ratings given by all
other annotators. The average IAA across all topics was 0.50 which indicates the
difficulty of the task, even for humans.
Figure 6.2 shows three example topics from the data set together with the
images that received the highest average score from the annotators. The scores
assigned to the candidate images for some topics are higher than others. For
example, the three candidate images for topics (1) and (2) in Figure 6.2 have
scores in the range 2.83 to 2.73 while the highest score assigned to any of the
candidate images for topic (3) is 1.91.
6.2.3 Evaluation Metrics
Evaluation of the topic labelling methods is carried out using a similar approach
to the framework proposed by Lau et al. (2011) for labelling topics using tex-
tual labels. Two metrics are used: Top-1 average rating and nDCG (see
Section 5.2.2).
6.2.4 Baselines
Since there are no previous methods for labelling topics using images, we compare
our proposed models against three baselines:
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Topic (1): dance, ballet, dancer, swan, company, dancing, nutcracker,
balanchine, ballerina, choreographer
2.8 2.8 2.73
Topic (2): wine, bottle, grape, flavor, dry, vineyard, curtis, winery, sweet,
champagne
2.83 2.8 2.8
Topic (3): haiti, haitian, earthquake, paterson, jean, prince, governor,
au, cholera, country
1.91 1.7 1.6
Figure 6.2: Sample of topics and and the three image candidates that received the
highest average annotation score (shown below image).
6.3. RESULTS 84
• Average Human Ratings
As we described above, each image label has been annotated by 10 humans
and a gold standard score computed as the average of human judgements.
The Average Human Ratings baseline is the average score from the 20 labels.
• Word Overlap
The more informed Word Overlap baseline selects the image that is most
similar to the topic terms by applying a Lesk-style algorithm (Lesk, 1986)
to compare metadata for each image against the topic terms. Similarity
is defined as the number of terms shared by a topic and image candidate
normalised by the sum of the terms in the topic and image’s metadata.
• Google Image Search
We also compared our approach with the ranking returned by the Google
Image Search for the top-20 images for a specific topic.
6.2.5 Human Performance
A study was conducted to estimate human performance on the image selection
task. Three annotators (a staff member and two graduate students at our in-
stitution) were recruited and asked to select the best image for each of the 300
topics in the data set. The annotators were provided with the topic (in the form
of a set of keywords) and shown all candidate images for that topic before being
asked to select exactly one. The Average Top-1 Rating was computed for each
annotator and the mean of these values was 2.24. The average IAA across the
three annotators was 0.59.
6.3 Results
Table 6.1 presents the results obtained for each of the methods on the collection
of 300 topics. Results are shown for both Top-1 Average rating and nDCG for
the values 1, 3 and 5.
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Model Top-1 Av. Rat. nDCG-1 nDCG-3 nDCG-5
Baselines
Random 1.79 - - -
Word Overlap 1.85 0.69 0.72 0.74
Google Image Search 1.89 0.73 0.75 0.77
PageRank
PRPMI 1.87 0.70 0.73 0.75
PRESA 1.81 0.67 0.68 0.70
PRvis 1.96 0.73 0.75 0.76
Personalised PageRank
PRPMI+Per(PMI) 1.98 0.74 0.76 0.77
PRPMI+Per(ESA) 1.92 0.70 0.72 0.74
PRESA+Per(PMI) 1.91 0.70 0.72 0.73
PRESA+Per(ESA) 1.88 0.69 0.72 0.74
PRvis+Per(PMI) 2.00 0.74 0.75 0.76
PRvis+Per(ESA) 1.94 0.72 0.75 0.76
Human Performance 2.24 – – –
Table 6.1: Results for Various Approaches to Topic Labelling using Images.
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We begin by discussing the results obtained using the standard PageRank al-
gorithm applied to graphs weighted using PMI, ESA and visual features (PRPMI,
PRESA and PRvis respectively). Results using PMI outperform Random and
Word Overlap baselines, and those obtained using ESA. This suggests that dis-
tributional word association measures are more suitable for identifying useful im-
ages than knowledge-based similarity measures. The best results using standard
PageRank are obtained when the visual similarity measures are used to weight the
graph, with performance that significantly outperforms the word overlap baseline
(paired t-test, p < 0.05). This demonstrates that visual features are a useful
source of information for deciding which images are suitable topic labels.
The Personalised version of PageRank produces consistently higher results
compared to standard PageRank, demonstrating that the additional information
provided by comparing the image metadata with the topics is useful for this
task. The best results are obtained when the personalisation vector is weighted
using PMI (i.e. Per(PMI)). The best overall result for the top-1 average rat-
ing (2.00) is obtained when the graph is weighted using visual features and
the personalisation vector using the PMI scores (PRvis+Per(PMI)). he best re-
sults for the various DCG metrics are produced when both the graph and the
personalisation vector are weighted using PMI scores (PRPMI+Per(PMI)) while
results for PRvis+Per(PMI) are comparable. In addition, these two methods,
PRvis+Per(PMI) and PRPMI+Per(PMI), perform significantly better than the
word overlap and the Google Image Search baselines (p < 0.01 and p < 0.05
respectively). Weighting the personalisation vector using ESA consistently pro-
duces lower performance compared to PMI. The main reason might be that PMI
provides better similarity estimation between topic words and image metadata
than ESA (see also Chapter 4). These results also indicate that graph-based
methods for ranking images are useful for illustrating topics.
6.4 Discussion
Figure 6.3 shows a sample of three topics together with the top-3 candidates
(left-to-right) selected by applying the PRvis+Per(PMI) approach. Reasonable
labels have been selected for the first two topics. On the other hand, the images
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dance, ballet, dancer, swan, company, dancing, nutcracker, balanchine,
ballerina, choreographer
2.7 2.3 2.5
wine, bottle, grape, flavor, dry, vineyard, curtis, winery, sweet, cham-
pagne
2.7 2.6 2.1
haiti, haitian, earthquake, paterson, jean, prince, governor, au, cholera,
country
1.0 1.2 0.2
Figure 6.3: A sample of topics and their top-3 images selected by applying the
PRvis+Per(PMI) approach. The number under each image represents its average hu-
man annotations score.
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selected for the third topic do not seem to be as appropriate. Human judgements
associated with the top-3 images selected for each topic confirm that. For the
first two topics, the average human rating of the images is higher than 2 while
for the third topic is below 1.
We observed that inappropriate labels can be generated for two reasons.
Firstly, the topic may be abstract and difficult to illustrate. For example, one
of the topics in our data set refers to the subject algebraic number theory
and contains the terms number, ideal, group, field, theory, algebraic, class, ring,
prime, theorem. It is difficult to find a representative image for topics such as this
one. Secondly, there are topics for which none of the candidate images returned
by the search engine is relevant. An example of a topic like this in our data set is
one that refers to plants and contains the terms family, sources, plants, familia,
order, plant, species, taxonomy, classification, genera. The images returned by
the search engine include pictures of the Sagrada Familia cathedral in Barcelona,
a car called “Familia” and pictures of families but no pictures of plants.
6.5 Summary
This chapter introduced the novel task of labelling topics using images and pro-
posed an approach to selecting appropriate images. This begins by identifying
a set of candidate images using a search engine and then attempts to select the
most suitable. Images are ranked using a graph-based method that makes use of
both textual and visual information. Evaluation is carried out on a data set cre-
ated for this study. The results show that the visual features are a useful source
of information for this task while the proposed graph-based method significantly
outperforms several baselines.
Chapter 7
Comparing Topic
Representations using an
Exploratory Task
Previous chapters presented a range of topic labelling methods independently
and without evaluation on a real application (see Chapter 5 and 6). Intuitively,
labels represent topics in a more accessible manner than the standard keyword
list approach. However, there has not, to our knowledge, been any empirical
validation of this intuition, a shortcoming that this chapter aims to address, in
carrying out a task-based evaluation of different topic model representations.
In this chapter, we compare three approaches to representing topics: (1) a
standard keyword list, (2) textual labelling, and (3) image labelling. These are
used to represent topics generated from a digital library containing archive news-
wire stories, and evaluated in an exploratory search task. We aim to understand
the impact of different topic representation modalities in finding relevant docu-
ments for a given query, and also measure the level of difficulty in interpreting
the same topics through different representation modalities. We are interested in
answering the following research questions:
1. which topic representations are suitable within a browser interface?
2. what is the impact of different topic representations on human search effec-
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tiveness for a given query?
Section 7.1 introduces an experiment in which three approaches to topic la-
belling are applied and evaluated within an exploratory search interface. The
results of the experiment are presented in Section 7.2 and conclusions in Section
7.3.
7.1 Methodology
We conducted a retrieval task to compare three topic representations: (1) lists
of keywords (see Section 2.6), (2) textual labels (see Section 2.6 and Chapter 5),
and (3) image labels (see Chapter 6).
7.1.1 Document Collection
We make use of a subset of the Reuters Corpus (Rose et al.) which is both
freely available and has manually assigned topic categories associated with each
document. The topic categories are used both as queries in the retrieval task
and to provide relevance judgements to determine the accuracy of the documents
retrieved by users. Topic categories of Reuters Corpus are appropriate for the
task since they cover a broad range of subjects (politics, sports, arts etc.). We
selected 20 topic categories from which 100,000 documents extracted randomly.
Each document is pre-processed by tokenisation, removal of stop words and
removal of words appearing fewer than 10 times in the collection, resulting in a
vocabulary of 58,162 unique tokens. Table 7.1 shows the Reuters Corpus topic
categories used to form the collection together with the number of associated
documents.
7.1.2 Topic Modelling
We make use of the implementation provided by David Blei1 to train an LDA
model over the document collection using variational inference (Blei and Jordan,
1https://www.cs.princeton.edu/~blei/lda-c/index.html
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Reuters Topic Category (Query) No. Docs.
Travel & Tourism 314
Domestic Politics (USA) 27,236
War - Civil War 16,615
Biographies, Personalities, People 2,601
Defence 4,224
Crime, Law Enforcement 10,673
Religion 1,477
Disasters & Accidents 3,161
International Relations 19,273
Science & Technology 1,042
Employment/Labour 2,796
Government Finance 17,904
Weather 1,190
Elections 5,866
Environment & Natural World 1,933
Arts, Culture, Entertainment 1,450
Health 1,567
European Commission Institutions 1,046
Sports 18,913
Welfare, Social Services 775
Table 7.1: Number of documents in each Reuters Corpus topic category
2003). The number of topics learned is set to T = 100; default settings are used
elsewhere.
We choose to generate this number of topics since topic interpretability in
LDA becomes stable when T ≥ 100 (Stevens et al., 2012). Finally, we removed
topics that are difficult to interpret to leave a total of 84 topics. Incoherent topics
are filtered out by using the distributional semantics method (Topic Word Space)
introduced in Chapter 3.
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Modality Label
Keywords
report, investigation, officials, information,
intelligence, former, government, documents,
alleged, fbi
Textual Label Federal Bureau of Investigation
Image Label
Table 7.2: Labels generated for an example topic.
7.1.3 Topic Browsing Systems
The topic browsing system developed for this study is based on the publicly
available TMVE (Chaney and Blei, 2012) (see Section 2.3). We created three
browsing systems. The three systems used different ways of representing topics:
(1) keywords, (2) textual phrases and (3) images. By default the TMVE only
supports keyword representation of topics, therefore we modified it to support
textual and image labels. Table 7.2 shows examples of the labels generated by
the three approaches for a sample topic.
In addition, in the topic page each topic is associated with its top-300 most
probable documents within the topic. We restrict the number of documents shown
to the user for each topic to avoid the task becoming overwhelming.
Keywords
Keywords are generated using the approach used by the TMVE, i.e. selecting the
10 keywords with the highest marginal probabilities for the topic (see Section 2.6).
Textual Labels
Textual labels are generated using a previously proposed approach by Lau et al.
(2011) (see Section 2.6).
7.1. METHODOLOGY 93
(a) Keywords
(b) Textual phrases
(c) Image labels
Figure 7.1: Topic browsing interfaces.
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Figure 7.2: Topic browsing: List of documents.
Image Labels
We associate topics with image labels using the approach proposed in Chap-
ter 6 by generating candidate labels from Wikipedia and ranking them using the
PRvis+Per(PMI) approach.
7.1.4 Exploratory Search Task
The aim of the task was to identify as many documents relevant to a set of
queries as possible. Each participant had to retrieve documents for 20 queries
(see Table 7.1) with 3 minutes allocated for each query. In addition to the query
(e.g. Travel & Tourism) participants were also provided with a short description
of documents that would be considered relevant for the query (e.g. News arti-
cles related to the travel and tourism industries, including articles about tourist
destinations.) to assist them in identifying relevant documents.
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Subjects were asked to perform the retrieval task as a two-step procedure.
Participants are first provided with the list of LDA topics represented by one
modality (keywords, text or image) and a query. They are asked to identify
all topics that are potentially relevant to the query. Figure 7.1 shows the topic
browser interface for the three different modalities. In the second step, the par-
ticipant is presented with a list of documents associated with the topics selected.
Documents are presented in random order. Each document was represented by
its title and users were able to read its content in a pop-up window. Figure 7.2
shows a subset of the documents that are associated with the topics selected in
the first step for the query Disasters & Accidents.
We also asked users to fill a post-task questionnaire once they had completed
the retrieval task. The questionnaire consists of five questions which seek to
give insights into participants’ satisfaction with the retrieval task and the topic
browsing systems. Participants had to assign a score from 1 to 7 in each question.
First, we asked about the usefulness of topic representations, i.e. keywords, text
and image labels. We also asked about the difficulty level of the task (Ease of
Search) and the familiarity of the participants with the queries. The questions
are as follows:
• How useful were the keywords to represent topics? (Usefulness (Keywords))
• How useful were the textual phrases to represent topics? (Usefulness (Text))
• How useful were the images to represent topics? (Usefulness (Image))
• How easy was the task? (Ease of Search)
• Did you find the queries easy to understand? (Query Familiarity)
7.1.5 Subjects and Procedure
We recruited 15 members of research staff and graduate students at Universities of
Sheffield, Melbourne and King’s College for the user study. All of the participants
have a computer science background and were also all familiar with on-line digital
library and retrieval systems.
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Each participant first was asked to sign up to our on-line system. After
logging-in, participants had access to a personalised main page where they could
read the instructions of the task, see how many queries they have completed so
far or selecting to perform a new query.
Participants were asked to carry out each of the 20 queries in a random order.
The topic representation for each query was randomly chosen and participants
were asked to carry out queries using each of the three possible topic represen-
tations. Topics and documents were presented in random order to ensure there
was no learning effect where participants became familiar with the order and are
able to carry out some queries more quickly. We also encouraged participants to
perform their allocated queries in multiple sessions by allowing them to return
to the interface to complete further queries, provided they completed the task
within a week.
7.2 Results
7.2.1 Number of Retrieved Documents
We assume that the number of retrieved documents for the three topic browsing
systems is indicative of the time required to interpret topics and identify relevant
ones. Therefore, topic representations that are difficult to interpret will require
more time for participants to understand them which will have a direct effect on
the number of documents retrieved.
Table 7.3 shows the number of documents retrieved for each query and modal-
ity together with the total number of documents retrieved for each modality.
Representing topics using lists of keywords results in the lowest number of docu-
ments retrieved both overall (1, 086) and for the majority of the queries. On the
other hand, the number of documents retrieved when topics are represented by
textual labels is higher (1, 264). This suggests that topics represented by textual
phrases are easier to interpret than the keyword representation, making topic
selection faster. The number of documents retrieved for the image representation
is slightly higher than keywords and lower than textual labels.
We also observed that the number of retrieved documents is high for queries
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Query Keywords Text Image
Travel & Tourism 22 33 17
Domestic Politics (USA) 50 65 78
War - Civil War 61 31 40
Biographies, Personalities, People 27 37 29
Defence 26 51 29
Crime, Law Enforcement 34 49 25
Religion 84 97 44
Disasters & Accidents 73 62 63
International Relations 58 85 37
Science & Technology 60 38 56
Employment/Labour 51 49 58
Government Finance 42 61 34
Weather 95 129 111
Elections 47 58 50
Environment & Natural World 33 69 41
Arts, Culture, Entertainment 45 70 30
Health 82 76 37
European Commission (EC) Institutions 48 42 52
Sports 113 114 228
Welfare, Social Services 35 48 56
Total 1,086 1,264 1,115
Table 7.3: Number of retrieved documents for each query and topic representation.
7.2. RESULTS 98
that are associated with many relevant documents (Sports in keywords, textual
image labels; Domestic Politics (USA) in image labels). The relatively large
number of relevant documents leads to LDA generating a large number of topics
relevant to them which, in turn, provides users with many topics through which
relevant documents can be selected. In addition, queries such as Weather and
Religion are distinct from other queries, making it easier to identify relevant
documents. On the other hand, the queries for which the fewest documents are
retrieved are those that are associated with a small number of relevant documents,
i.e. Travel & Tourism and Biographies.
We further examine the role of the queries in the number of retrieved docu-
ments. We computed the Pearson’s correlation coefficient between the number of
documents retrieved for each query across the three topic representations. High
correlation was observed between keywords and text (0.76) and keywords and
image (0.74) while the correlation between text and image is lower (0.63). A
possible reason for this might be that both textual and image labels are auto-
matically generated which results in the introduction of noise. Comparing two
noisy methods has a lower correlation than when just one of them is noisy. These
results demonstrate that the topic representation does not strongly affect the
relative number of documents retrieved for each query. However, the time re-
quired to interpret topic representations has a direct impact in the number of
documents retrieved. For example, there is an overlap between the top-5 and
bottom-5 queries in terms of the number of retrieved documents. In addition,
we observed that the correlation between keywords and text, and keywords and
image is higher than the correlation between text and image.
7.2.2 Precision
We also tested the performance of the different topic representations in terms of
the proportion of retrieved documents that are relevant to the query by computing
the average precision across all five users for each query. Results are shown in
Table 7.4. Keywords achieve a higher precision (0.59) than either textual (0.53)
or image (0.56) labels. This is somewhat expected since labelling is a type of
summarisation and some loss of information is inevitable. Another possible reason
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Query Keywords Text Image
Travel & Tourism 0.73 0.42 0.59
Domestic Politics (USA) 0.62 0.69 0.69
War - Civil War 0.82 0.71 0.90
Biographies, Personalities, People 0.11 0.14 0.24
Defence 0.23 0.27 0.07
Crime, Law Enforcement 0.38 0.35 0.20
Religion 0.73 0.82 0.98
Disasters & Accidents 0.60 0.53 0.70
International Relations 0.66 0.69 0.70
Science & Technology 0.67 0.79 0.73
Employment/Labour 0.80 0.76 0.72
Government Finance 0.71 0.80 0.53
Weather 0.79 0.62 0.62
Elections 0.77 0.48 0.84
Environment & Natural World 0.45 0.54 0.49
Arts, Culture, Entertainment 0.44 0.04 0.50
Health 0.84 0.58 0.41
European Commission (EC) Institutions 0.35 0.33 0.33
Sports 0.99 0.98 0.98
Welfare, Social Services 0.17 0.00 0.04
Average 0.59 0.53 0.56
Table 7.4: Precision for each query and topics representation.
7.2. RESULTS 100
is that the textual and image labels are assigned using automatic algorithms (see
Section 7.1.3) which can make mistakes and assign bad labels to topics.
Queries such as Sports, Health, Religion and War - Civil War are in the top-
3 precision for all three topic representations. Identifying relevant documents
might be easier for these queries since they tend to be distinct from other queries,
making the process of identifying relevant documents more straightforward. On
the other hand, we observed low precision for queries that have a low number of
relevant documents associated with them such as Welfare, Social Services and
Biographies, Personalities, People.
We computed the Pearson’s correlation coefficient between the precisions for
the queries across topic representations. An interesting finding is the similar high
correlation achieved between keywords and text (0.83), and keywords and image
(0.84). Correlation between textual and image labels is lower (0.79) showing
that there is a diversity between the queries for which the two methods achieve
high/low precision. This is also likely to happen because of errors in the automatic
topic labelling process.
7.2.3 Post-task
Table 7.5 shows the average scores of the answers of the participants to the
post-task questionnaire. The main finding of the post-task questionnaire is that
all of the modalities achieve similar scores in usefulness. Keywords achieve the
highest score (4.33) while textual labels are quite close (4.26) and image labels
slightly lower (4.00). That demonstrates different topic representations can be
complementary in topic browsers providing users with alternative ways to explore
a document collection.
The average score of Query Familiarity (4.40) indicates that the majority of
the users were quite familiar with the queries. It is unlikely that users were unable
to find relevant documents because they were unfamiliar with the queries.
Finally, we observed that the participants found the retrieval task quite chal-
lenging (3.53). This might reflect the nature of the task and the limited time
required to perform each query.
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Question Average
Usefulness (Keywords) 4.33
Usefulness (Text) 4.27
Usefulness (Image) 4.00
Query Familiarity 4.40
Easy of Search 3.53
Table 7.5: Results of the post-task questionnaire.
7.3 Summary
This chapter applied the methods developed earlier for labelling topics within an
exploratory search task. We compared different representations for automatically-
generated topics within an exploratory browsing interface. The representations
were: (1) lists of keywords, (2) textual labels, and (3) image labels. Three versions
of the search interface were created, each using a different topic representation.
An experiment was carried out in which users were asked to retrieve relevant
documents using the interface.
Results show that participants are able to identify more documents when
labels (textual and images) are used to represent topics, than when keywords
are used. This demonstrates that the labels are a useful way of summarising the
content of the topics, giving users more time to identify documents for each query
and more time to explore the collection.
A greater proportion of the retrieved documents are relevant to the query for
keywords than either type of label. This suggests that the keywords contain more
accurate information than the labels, which is to be expected since the labels are
effectively summaries of the topics and, since they are generated automatically,
inevitably contain some errors (Lau et al., 2011) (see also Chapter 5 and 6.
Despite this the number of relevant documents retrieved is very similar for all
approaches.
Results indicate that automatically generated labels are a promising approach
for representing topics within search interfaces. They have the advantage of being
more compact than the lists of keywords that are normally used which provides
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more flexibility in the creation of interfaces. Retrieval performance is comparable
to when keywords are used and is likely to increase with improved topic labelling
methods.
Chapter 8
Conclusions
This thesis presented a variety of methods for making the output of topic models
more comprehensible and useful to humans. This chapter summarises the tasks,
findings and contributions presented throughout the thesis and indicates possible
directions of future work.
8.1 Summary of Thesis
Chapter 2 introduced the modelling of document collections using statistical
methods and the notion of topic models. We presented a variety of topic models
which we later used in our experiments. In addition, we described information
systems that make use of topic modelling to organise and visualise the content
of unstructured large document collections and pointed out their main short-
comings. Next, we presented previous work on improving the output of topic
models. We reviewed methods for computing topic coherence, labelling topics
and estimating topic similarity. Finally, we described vector space models of
word meaning where words are represented as vectors in high dimensional spaces
where each dimension represents a context word.
Chapter 3 presented novel methods for automatically determining the coher-
ence of topics. It proposed a novel approach where each topic word is represented
as a vector in a vector space. Vector elements are weighted using either PMI or
NPMI. We also experimented with different number of context terms. First, we
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made use of a vector space consisting of the 5,000 most frequent words in our ref-
erence corpus. Second, we made use of two reduced spaces: using β of the most
related context features given each topic word and using only the topic words
of each topic. All methods are evaluated by measuring correlation with human
judgements on three different sets of topics. Results obtained indicate that the
measure based on topic word space outperforms previous approaches on the task.
Chapter 4 explored methods for computing semantic similarity between topics.
Approaches to computing topic similarity have been described in the literature
but they have been restricted to using information from the word probability dis-
tribution to compare topics and have not been directly evaluated. We addressed
these limitations by providing a systematic evaluation of approaches to computing
similarity between topics. We compared methods based on using distributional
representations of topic words in various semantic spaces, i.e. from a reference
corpus, the topic model itself and the training corpus. We also compared popu-
lar knowledge-based metrics. The chapter also introduced a data set consisting
of pairs of topics together with human judgements of similarity to evaluate the
proposed approaches. The data set has been made publicly available. Results
demonstrated that the distributional semantic methods in the reference corpus
and ESA, a state-of-the-art knowledge-based lexical similarity metric, perform
better than metrics based on the comparison of the per-topic word probability
distributions.
Chapter 5 introduced a novel graph-based approach to associating topics with
textual labels. The proposed method takes as an input a topic and its candidate
labels and the aim is to select the most appropriate one. The method makes
use of topic keywords to form a query and retrieve relevant information from
a search engine. A graph is generated from the words contained in the search
results and these are then ranked using the PageRank algorithm. The candidate
label with the highest PageRank sum of its constituent words is selected for the
topic. Evaluation on a standard data set shows that the proposed method consis-
tently outperforms the best performing previously reported supervised method,
and achieves significantly better performance than the best previous reported
unsupervised method.
Chapter 6 introduced the novel task of labelling topics using images. The
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approach uses pictures from Wikipedia to generate a set of candidate images for
each topic. The most suitable image is selected using a graph-based approach that
makes use of both textual and visual information. The ranking method makes
use of textual information from the metadata associated with each image as well
as visual features extracted from the analysis of the images themselves. The
method is evaluated using a data set created for this study that was annotated
by crowdsourcing. The data set consisting of topics and candidate images has
been made publicly available. Results of the evaluation show that the proposed
method significantly outperforms two baselines and the Google Image Search.
In Chapter 7 we compared a variety of topic representations within an ex-
ploratory browsing interface by applying techniques developed in Chapter 5 and
6. The representations include: (1) lists of topic keywords, (2) textual labels,
and (3) image labels. Three versions of the browsing interface were created, each
using one of these representations. An experiment was carried out in which users
are asked to retrieve relevant documents using the interface given 20 queries on
diverse subjects. Results indicated that automatically generated labels assist in
representing topics within browsing interfaces. They have the advantage of being
more compact than the lists of keywords that are normally used which provides
more flexibility in the creation of interfaces. Retrieval performance is comparable
to when keywords are used and is likely to increase with improved topic labelling
methods.
8.2 Evaluation of Thesis Goals
The main aim of this thesis, as stated in the introduction, is to improve topic
models by making their output more comprehensible and usable to humans. This
has a direct impact on developing more efficient exploratory browsing systems
for organising large volumes of text. We achieved this aim by tackling four sub-
problems: (1) computing topic interpretability so that meaningless topics can be
reliably identified and filtered-out; (2) identifying topics with similar themes; (3)
summarising the main theme of topics using either text or images; and (4) apply-
ing topic labelling techniques to access information in document collections. The
first subproblem is addressed in Chapter 3 by introducing methods which provide
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more reliable estimations of topic coherence. The second subproblem is addressed
in Chapter 4 by proposing more accurate topic similarity metrics than the ones
previously used. Chapters 5, 6 deal with the third point by proposing novel ap-
proaches for associating topics with textual or image labels. Finally, Chapter 7
addresses the fourth subproblem by comparing different topic representations in
a exploratory search task.
8.3 Future Directions
Methods proposed as part of this thesis can be extended in a number of possible
ways or can be generally used in other applications. We mention some future
directions:
• Topic Coherence and Similarity
The methods for computing topic coherence and similarity are based on
vector space representations which make use of standard bag-of-words or
topic model approaches. A possible way to extended these methods is
by using state-of-the-art neural representations (Mikolov et al., 2013) of
topic words, i.e. skip-gram vectors. Neural representations have proved to
produce state-of-the-art performance in various tasks (Huang et al., 2012;
Mikolov et al., 2013; Turian et al., 2010; Zhila et al., 2013) and can be used
for computing topic coherence and similarity.
• Topic Labelling
Chapter 5 and 6 presented methods for labelling topics using textual and
image labels. These labels assist in the interpretation of the topics as shown
in Chapter 7. In addition to generating labels, summarisation techniques
(Nenkova and McKeown, 2012) could be applied to generate a short ex-
tractive summary of each topic. Topic summaries could assist with the
interpretation of topics by providing more information than keyword lists,
short keyphrases or images. The summary could consist of a small number
of sentences identified in the documents with the highest marginal prob-
ability given the topic. Alternatively, external sources, i.e. the Web or
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Wikipedia, can be used to identify potential candidate sentences.
The method for labelling topics using images presented in Chapter 6 rep-
resents images using textual and visual features without generating a joint
space. Recent studies have proposed methods for incorporating textual
and visual features to representing words in joint vector spaces of multiple
modalities (Bruni et al., 2011; Feng and Lapata, 2010a; Kiela et al., 2014;
Lazaridou et al., 2014). These methods can be used to generate a vector
space of text and visual features for each image. Image vectors can be used
to compute image similarity which represents edge weights in the candidate
image graph (see Section 6.1.3).
• Topic Browsing Systems
In Section 2.3, we identified the limitations of current topic browsers. The
methods for computing topic coherence and similarity, and generating tex-
tual and image labels, described in this thesis, can be integrated into new
exploratory browsing systems. The efficient post-processing of the output
of topic models can provide a better browsing experience for users of such
systems while making them better alternatives to standard keyword-based
information retrieval systems.
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