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1. Introduction
In this paper, we consider the following impulsive functional differential equation:
x′(t) = f (t, x(t), x(θ(t))), t ∈ J = [0, T ], t 6= tk,
1x(tk) = Ik
(∫ tk
tk−τk
x(s)ds−
∫ tk−1+σk−1
tk−1
x(s)ds
)
, k = 1, 2, . . . ,m,
x(0) = px(T ),
(1.1)
where f ∈ C(J × R2, R), 0 6 θ(t) 6 t , t ∈ J, 0 = t0 < t1 < t2 < · · · < tm < tm+1 = T , Ik ∈ C(R, R),1x(tk) = x(t+k )− x(t−k ),
0 < σk−1 6 (tk − tk−1)/2, 0 6 τk 6 (tk − tk−1)/2, k = 1, 2, . . . ,m.
The theory of impulsive differential equations provides a general framework for mathematical modelling of many real
world phenomenawhich experience a sudden change of their state at certainmoments. Processeswith such a character arise
naturally and often, especially in phenomena studied in biology, physics, medicine, control theory, chemistry, population
dynamics, industrial robotics, etc. We mention, for instance the monographs of Lakshmikantham et al. [1], Bainov and
Simeonov [2] and the references therein.
The monotone iterative technique coupled with the method of upper and lower solutions is widely used to study
the existence of extremal solutions for impulsive differential equations; see, for example, [3–18]. However, in all papers
connectedwith applications of themonotone iterative technique to impulsive problems, the authors assumed that1x(tk) =
Ik(x(tk)), that is a short-term rapid change of the state at impulse points tk depends on the left side of their limits of x(tk).
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The aim of the present paper is to discuss the new impulsive integral conditions 1x(tk) = Ik(
∫ tk
tk−τk x(s)ds −∫ tk−1+σk−1
tk−1 x(s)ds). We note that the new jump conditions depend on the functional of path history on [tk − τk, tk] before
impulse points tk and functional of path history on (tk−1, tk−1+σk−1] after the past impulse points tk−1. It should be noticed
that BVP (1.1) has a memory of the past state and the history of the effects of impulses.
The plan of this paper is as follows. In Section 2, we introduce the concepts of lower and upper solution and formulate
some lemmas which are necessary in our discussion. In Section 3, by using themethod of upper and lower solutions and the
monotone iterative technique we obtain the existence of extreme solutions for BVP (1.1).
2. Preliminaries
Let J− = J \ {t1, t2, . . . , tm}, PC(J, R) = {x : J → R; x(t) be continuous everywhere except for some tk at which x(t+k )
and x(t−k ) exist and x(t
−
k ) = x(tk), k = 1, 2, . . . ,m}; PC ′(J, R) = {x : J → R; x(t) is continuous everywhere except for some
tk at which x′(t+k ) and x′(t
−
k ) exist and x
′(t−k ) = x′(tk), k = 1, 2, . . . ,m}. Let E = {x ∈ PC(J, R) ∩ PC ′(J, R)}with norm
‖x‖E = sup
t∈J
|x(t)|.
Then E is a Banach space. A function x ∈ E is called a solution of BVP (1.1) if it satisfies (1.1).
Definition 2.1. Wesay that the functionα0 ∈ E is called a lower solution of BVP (1.1) if there existM > 0,N > 0, 0 6 Lk < 1,
0 < σk−1 6 (tk − tk−1)/2 and 0 6 τk 6 (tk − tk−1)/2 such that
α′0(t) 6 f (t, α0(t), α0(θ(t)))− Hα0(t), t ∈ J−,
1α0(tk) 6 Ik
(∫ tk
tk−τk
α0(s)ds−
∫ tk−1+σk−1
tk−1
α0(s)ds
)
− LkHα0k , k = 1, 2, . . . ,m,
where for anyw ∈ PC(J, R),
Hw(t) =
{
0 ifw(0) 6 pw(T ),
Mt + Nθ(t)+ 1
T
[w(0)− pw(T )] ifw(0) > pw(T ),
Hwk =
{
0 ifw(0) 6 pw(T ),
1
2T
[
(tk − τk)2 − (tk−1 + σk−1)2
]
[w(0)− pw(T )] ifw(0) > pw(T ).
Definition 2.2. We say that the function β0 ∈ E is called an upper solution of BVP (1.1) if
β ′0(t) > f (t, β0(t), β(θ(t)))− Hβ0(t), t ∈ J−,
1β0(tk) > Ik
(∫ tk
tk−τk
β0(s)ds−
∫ tk−1+σk−1
tk−1
β0(s)ds
)
− LkHβ0k , k = 1, 2, . . . ,m.
Consider the BVP
x′(t)+Mx(t)+ Nx(θ(t)) = v(t), t ∈ J−,
1x(tk) = −Lk
∫ tk−τk
tk−1+σk−1
x(s)ds+ Ik
(∫ tk
tk−τk
η(s)ds−
∫ tk−1+σk−1
tk−1
η(s)ds
)
+ Lk
∫ tk−τk
tk−1+σk−1
η(s)ds,
k = 1, 2, . . . ,m,
x(0) = px(T ),
(2.1)
whereM > 0, N > 0, 0 6 Lk < 1, 0 < σk−1 6 (tk − tk−1)/2, 0 6 τk 6 (tk − tk−1)/2, p ∈ R are constants, v(t) ∈ PC(J, R) and
η(t) ∈ PC(J, R) ∩ PC ′(J, R).
In this section, we prove some comparison results by using the following lemmas.
Lemma 2.1. Let x ∈ E be a solution of (2.1) if and only if x ∈ PC(J, R) is a solution of the impulsive integral equation
x(t) =
∫ T
0
G(t, s)[v(s)− Nx(θ(s))]ds+
m∑
k=1
G(t, tk)
[
−Lk
∫ tk−τk
tk−1+σk−1
x(s)ds
+ Ik
(∫ tk
tk−τk
η(s)ds−
∫ tk−1+σk−1
tk−1
η(s)ds
)
+ Lk
∫ tk−τk
tk−1+σk−1
η(s)ds
]
, t ∈ J, (2.2)
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where
G(t, s) =

1
eMT − pe
M(T−t+s), 0 6 s < t 6 T ,
p
eMT − pe
M(s−t), 0 6 t 6 s 6 T .
Proof. Suppose that x(t) is a solution of (2.1) and let u(t) = eMtx(t); then
u′(t) = eMt [v(t)− Nx(θ(t))]. (2.3)
Integrating (2.3) from 0 to t1, it follows that
u(t1)− u(0) =
∫ t1
0
eMs[v(s)− Nx(θ(s))]ds.
Again integrating (2.3) from t1 to t , where t ∈ (t1, t2], we have
u(t) = u(t+1 )+
∫ t
t1
eMs[v(s)− Nx(θ(s))]ds
= u(0)+
∫ t
0
eMs[v(s)− Nx(θ(s))]ds+ eMt1
[
−L1
∫ t1−τ1
t0+σ0
x(s)ds
+ I1
(∫ t1
t1−τ1
η(s)ds−
∫ t0+σ0
t0
η(s)ds
)
+ L1
∫ t1−τ1
t0+σ0
η(s)ds
]
.
Repeating the above procedure, for t ∈ J , we have
u(t) = u(0)+
∫ t
0
eMs[v(s)− Nx(θ(s))]ds+
∑
0<tk<t
eMtk
[
−Lk
∫ tk−τk
tk−1+σk−1
x(s)ds
+ Ik
(∫ tk
tk−τk
η(s)ds−
∫ tk−1+σk−1
tk−1
η(s)ds
)
+ Lk
∫ tk−τk
tk−1+σk−1
η(s)ds
]
.
Putting u(t) = eMtx(t), u(0) = x(0) and using x(0) = px(T ), we obtain
x(0) = p
eMT − p
{∫ T
0
eMs[v(s)− Nx(θ(s))]ds+
∑
0<tk<T
eMtk
[
−Lk
∫ tk−τk
tk−1+σk−1
x(s)ds
+ Ik
(∫ tk
tk−τk
η(s)ds−
∫ tk−1+σk−1
tk−1
η(s)ds
)
+ Lk
∫ tk−τk
tk−1+σk−1
η(s)ds
]}
.
Then
x(t) = p
eMT − p
{∫ T
0
eM(s−t)[v(s)− Nx(θ(s))]ds+
∑
0<tk<T
eM(tk−t)
[
−Lk
∫ tk−τk
tk−1+σk−1
x(s)ds
+ Ik
(∫ tk
tk−τk
η(s)ds−
∫ tk−1+σk−1
tk−1
η(s)ds
)
+ Lk
∫ tk−τk
tk−1+σk−1
η(s)ds
]
+ e
MT − p
p
[∫ t
0
eM(s−t)[v(s)− Nx(θ(s))]ds
+
∑
0<tk<t
eM(tk−t)
[
−Lk
∫ tk−τk
tk−1+σk−1
x(s)ds+ Ik
(∫ tk
tk−τk
η(s)ds−
∫ tk−1+σk−1
tk−1
η(s)ds
)
+ Lk
∫ tk−τk
tk−1+σk−1
η(s)ds
]]}
.
Since
∑m
k=1 =
∑
0<tk<T
=∑0<tk<t +∑t6tk<T , we obtain
x(t) = p
eMT − p
{∫ T
t
eM(s−t)[v(s)− Nx(θ(s))]ds+
∑
t6tk<T
eM(tk−t)
[
−Lk
∫ tk−τk
tk−1+σk−1
x(s)ds
+ Ik
(∫ tk
tk−τk
η(s)ds−
∫ tk−1+σk−1
tk−1
η(s)ds
)
+ Lk
∫ tk−τk
tk−1+σk−1
η(s)ds
]
+ 1
p
[∫ t
0
eM(T+s−t)[v(s)− Nx(θ(s))]ds
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+
∑
0<tk<t
eM(T+tk−t)
[
−Lk
∫ tk−τk
tk−1+σk−1
x(s)ds+ Ik
(∫ tk
tk−τk
η(s)ds−
∫ tk−1+σk−1
tk−1
η(s)ds
)
+ Lk
∫ tk−τk
tk−1+σk−1
η(s)ds
]]}
.
Hence
x(t) =
∫ T
0
G(t, s)[v(s)− Nx(θ(s))]ds+
m∑
k=1
G(t, tk)
[
−Lk
∫ tk−τk
tk−1+σk−1
x(s)ds
+ Ik
(∫ tk
tk−τk
η(s)ds−
∫ tk−1+σk−1
tk−1
η(s)ds
)
+ Lk
∫ tk−τk
tk−1+σk−1
η(s)ds
]
, t ∈ J,
i.e., x(t) is also the solution of (2.2). Conversely, we assume that x(t) is a solution of (2.2). By computing directly, we have
G′t(t, s) =

−MeM(T−t+s)
eMT − p , 0 6 s < t 6 T ,
−MpeM(s−t)
eMT − p , 0 6 t 6 s 6 T ,
= −MG(t, s).
Differentiating on (2.2) for t 6= tk, we obtain
x′(t)+Mx(t)+ Nx(θ(t)) = v(t).
It is easy to see that
1x(tk) = −Lk
∫ tk−τk
tk−1+σk−1
x(s)ds+ Ik
(∫ tk
tk−τk
η(s)ds−
∫ tk−1+σk−1
tk−1
η(s)ds
)
+ Lk
∫ tk−τk
tk−1+σk−1
η(s)ds.
Since G(0, s) = pG(T , s), s ∈ J , then x(0) = px(T ). This completes the proof. 
Denote
a = max
k
{tk − tk−1}, where t0 = 0, k = 1, 2, . . . ,m.
Lemma 2.2. For M > 0, N > 0, 0 6 Lk < 1, 0 < σk−1 6 (tk − tk−1)/2, 0 6 τk 6 (tk − tk−1)/2, p 6= eMT , k = 1, 2, . . . ,m,
there holds
N
(
1
M
+ |p− 1|e
MT
M|eMT − p|
)
+ max{1, |p|}e
MT
|eMT − p|
m∑
k=1
Lk (a− (σk−1 + τk)) < 1. (2.4)
Then (2.1) has an unique solution.
Proof. For any x ∈ E, define an operator F by
(Fx)(t) =
∫ T
0
G(t, s)[v(s)− Nx(θ(s))]ds+
m∑
k=1
G(t, tk)
[
−Lk
∫ tk−τk
tk−1+σk−1
x(s)ds
+ Ik
(∫ tk
tk−τk
η(s)ds−
∫ tk−1+σk−1
tk−1
η(s)ds
)
+ Lk
∫ tk−τk
tk−1+σk−1
η(s)ds
]
, t ∈ J,
where G is given by Lemma 2.1. Since∫ T
0
G(t, s)ds = 1
M
+ (p− 1)e
M(T−t)
M(eMT − p) , maxt∈[0,T ]{G(t, s)} = max
{
eMT
eMT − p ,
peMT
eMT − p
}
,
we have for any x, y ∈ E, that
‖(Fx)(t)− (Fy)(t)‖E =
∣∣∣∣∫ T
0
NG(t, s)[−x(θ(s))+ y(θ(s))]ds
+
m∑
k=1
[
−LkG(t, tk)
(∫ tk−τk
tk−1+σk−1
x(s)ds−
∫ tk−τk
tk−1+σk−1
y(s)ds
)]∣∣∣∣∣
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6
{
N
∫ T
0
|G(t, s)|ds+
m∑
k=1
|G(t, tk)|Lk (a− (σk−1 + τk))
}
‖x− y‖E
6
[
N
(
1
M
+ |p− 1|e
MT
M|eMT − p|
)
+ max{1, |p|}e
MT
|eMT − p|
m∑
k=1
Lk (a− (σk−1 + τk))
]
‖x− y‖E .
From (2.4) and the Banach fixed point theorem, F has a unique fixed point x∗ ∈ E. By Lemma 2.1, x∗ is also the unique
solution of (2.1). The proof is complete. 
We will establish two comparison results, which play an important role in the monotone iterative technique.
Lemma 2.3. Assume that x ∈ E satisfies
x′(t)+Mx(t)+ Nx(θ(t)) 6 0, t ∈ J−,
1x(tk) 6 −Lk
∫ tk−τk
tk−1+σk−1
x(s)ds, k = 1, 2, . . . ,m,
x(0) 6 px(T ),
(2.5)
where constants M > 0, N > 0, 0 6 Lk < 1, 0 < σk−1 6 (tk − tk−1)/2, 0 6 τk 6 (tk − tk−1)/2, k = 1, 2, . . . ,m, p 6 eMT and
they satisfy
N
∫ T
0
eM(t−θ(t))dt + 1
M
m∑
k=1
Lk(eM(a−σk−1) − eMτk) 6 1, (2.6)
for all k = 1, 2, . . . ,m. Then, x(t) 6 0, for all t ∈ J .
Proof. Suppose, to the contrary, that x(t) > 0 for some t ∈ J . It is enough to consider the following cases:
(i) There exists a t ∈ J , such that x(t) > 0, and x(t) > 0 for all t ∈ J .
(ii) There exist t∗, t∗ ∈ J , such that x(t∗) > 0, x(t∗) < 0.
Let u(t) = eMtx(t); then we obtain
u′(t) 6 −NeM(t−θ(t))u(θ(t)), t ∈ J−,
1u(tk) 6 −Lk
∫ tk−τk
tk−1+σk−1
e−M(s−tk)u(s)ds, k = 1, 2, . . . ,m,
u(0) 6 pe−MTu(T ).
(2.7)
Case (i)
Now, we know that u′(t) is non-increasing, which implies u(0) > u(t) > 0.
If p = eMT , then u(0) 6 u(T ), it follows that u(0) = u(T ), which implies u(t) ≡ constant, for all t ∈ J . Therefore, x(t) ≡ 0,
a contradiction.
If p ∈ [0, eMT ), then u(T ) 6 u(0) 6 pe−MTu(T ) < u(T ), a contradiction.
If p < 0, then u(0) 6 pe−MTu(T ) 6 0, which is also a contradiction.
Case (ii)
Let t∗ ∈ (ti, ti+1], i ∈ {1, 2, . . . ,m}, such that u(t∗) = inf{u(t) : t ∈ J} < 0, and t∗ ∈ (tj, tj+1) for some j, such that
u(t∗) > 0. Assume that t∗ < t∗; then i 6 j. Integrating the differential inequality in (2.7) from t∗ to t∗, we obtain
u(t∗)− u(t∗) 6 −N
∫ t∗
t∗
eM(t−θ(t))u(θ(t))dt +
j∑
k=i+1
1u(tk)
6 −u(t∗)N
∫ t∗
t∗
eM(t−θ(t))dt − u(t∗)
j∑
k=i+1
Lk
∫ tk−τk
tk−1+σk−1
e−M(s−tk)ds
6 −u(t∗)
[
N
∫ T
0
eM(t−θ(t))dt + 1
M
m∑
k=1
Lk(eM(a−σk−1) − eMτk)
]
6 −u(t∗).
The functions u(t) and x(t) have the same sign, so a contradiction. The case when t∗ > t∗ is similar to the previous case and
therefore it is omitted. This completes the proof. 
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Lemma 2.4. Assume that x ∈ E satisfies
x′(t)+Mx(t)+ Nx(θ(t))+ Mt + Nθ(t)+ 1
T
[x(0)− px(T )] 6 0, t ∈ J−,
1x(tk) 6 −Lk
∫ tk−τk
tk−1+σk−1
x(s)ds− 1
2T
[
(tk − τk)2 − (tk−1 + σk−1)2
]
[x(0)− px(T )] , k = 1, 2, . . . ,m,
x(0) > px(T ),
where constants M > 0, N > 0, 0 6 Lk < 1, 0 < σk−1 6 (tk − tk−1)/2, 0 6 τk 6 (tk − tk−1)/2, k = 1, 2, . . . ,m, p ∈ [1, eMT ]
and they satisfy (2.6). Then, x(t) 6 0, for all t ∈ J .
Proof. Setting
u(t) = x(t)+ t
T
[x(0)− px(T )] ,
for t ∈ J , then u(t) > x(t), and for all t ∈ J−,
u′(t)+Mu(t)+ Nu(θ(t)) = x′(t)+ 1
T
[x(0)− px(T )]+Mx(t)+ Mt
T
[x(0)− px(T )]
+Nx(θ(t))+ Nθ(t)
T
[x(0)− px(T )]
= x′(t)+Mx(t)+ Nx(θ(t))+ Mt + Nθ(t)+ 1
T
[x(0)− px(T )]
6 0.
Next, we have
1u(tk) = 1x(tk) 6 −Lk
∫ tk−τk
tk−1+σk−1
x(s)ds− 1
2T
[
(tk − τk)2 − (tk−1 + σk−1)2
]
[x(0)− px(T )]
6 −Lk
∫ tk−τk
tk−1+σk−1
x(s)+ s
T
[x(0)− px(T )] ds
= −Lk
∫ tk−τk
tk−1+σk−1
u(s)ds.
Since u(0) = x(0), u(T ) = x(0)+ (1− p)x(T ), we have
u(0)− pu(T ) = (1− p)(x(0)− px(T )) 6 0.
Then, by Lemma 2.3 we have u(t) 6 0 for all t ∈ J , which implies that x(t) 6 0. The proof is complete. 
3. Main results
In this section, we establish existence criteria for solution of problem (1.1) by the method of lower and upper solutions
and the monotone iterative technique.
For α0, β0 ∈ E, we write α0 6 β0 if α0(t) 6 β0(t) for all t ∈ J . In such a case, we denote
[α0, β0] = {y ∈ E, α0(t) 6 y(t) 6 β0(t), t ∈ J}.
Now we are in the position to establish the main result.
Theorem 3.1. Let the following conditions hold:
(H1) The functions α0 and β0 are lower and upper solutions of BVP (1.1), respectively, such that α0(t) 6 β0(t) on J.
(H2) Constants M > 0, N > 0, and the function f satisfies
f (t, x, y)− f (t, x, y) > −M(x− x)− N(y− y),
for α0(t) 6 x(t) 6 x(t) 6 β0(t), α0(θ(t)) 6 y(t) 6 y(t) 6 β0(θ(t)), t ∈ J .
(H3) Constants M > 0, N > 0, 0 6 Lk < 1, 0 < σk−1 6 (tk − tk−1)/2, 0 6 τk 6 (tk − tk−1)/2, k = 1, 2, . . . ,m,
satisfies (2.4) and (2.6).
(H4) All functions Ik satisfies
Ik
(∫ tk
tk−τk
x(s)ds−
∫ tk−1+σk−1
tk−1
x(s)ds
)
− Ik
(∫ tk
tk−τk
y(s)ds−
∫ tk−1+σk−1
tk−1
y(s)ds
)
> Lk ·
(∫ tk−τk
tk−1+σk−1
y(s)− x(s)ds
)
,
for α0(tk) 6 y(tk) 6 x(tk) 6 β0(tk), k = 1, 2, . . . ,m.
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Then there exist monotone sequences {αn(t)}, {βn(t)} ⊂ E which converge in PC to the extreme solutions of BVP (1.1) in
[α0, β0], respectively.
Proof. For any η ∈ [α0, β0], consider linear BVP (2.1) with v(t) = f (t, η(t), η(θ(t))) + Mη(t) + Nη(θ(t)). By Lemma 2.2,
BVP (2.1) has exactly one solution x(t). Denote x(t) = Aη(t); then A is an operator from [α0, β0] to E. We complete the proof
in four steps.
Step 1.We claim that α0 6 Aα0 and β0 > Aβ0. We only prove α0 6 Aα0 since the second inequality can be proved in a similar
manner.
Let α1 = Aα0; then α1 satisfies
α′1(t)+Mα1(t)+ Nα1(θ(t)) = f (t, α0(t), α0(θ(t)))+Mα0(t)+ Nα0(θ(t)), t ∈ J−,
1α1(tk) = −Lk
∫ tk−τk
tk−1+σk−1
α1(s)ds+ Ik
(∫ tk
tk−τk
α0(s)ds−
∫ tk−1+σk−1
tk−1
α0(s)ds
)
+ Lk
∫ tk−τk
tk−1+σk−1
α0(s)ds,
k = 1, 2, . . . ,m,
α1(0) = pα1(T ).
Let γ (t) = α0(t)− α1(t). We finish Step 1 in two cases.
Case 1. α0(0) 6 pα0(T ).
α0(t) is a lower solution of (1.1) and therefore for t ∈ J−
γ ′(t)+Mγ (t)+ Nγ (θ(t)) = α′0(t)+Mα0(t)+ Nα0(θ(t))− α′1(t)−Mα1(t)− Nα1(θ(t)) 6 0
and
γ (0) = α0(0)− α1(0)
6 p[α0(T )− α1(T )] = pγ (T ).
Therefore
1γ (tk) = 1α0(tk)−1α1(tk)
6 −Lk
∫ tk−τk
tk−1+σk−1
γ (s)ds, k = 1, 2, . . . ,m.
Then by Lemma 2.3, γ (t) 6 0, which implies that α0(t) 6 Aα0(t), i.e., α0 6 Aα0.
Case 2. α0(0) > pα0(T ).
It is easy to verify that
γ ′(t)+Mγ (t)+ Nγ (θ(t))+ Mt + Nθ(t)+ 1
T
[γ (0)− pγ (T )] 6 0,
1γ (tk) 6 −Lk
∫ tk−τk
tk−1+σk−1
γ (s)ds− 1
2T
[
(tk − τk)2 − (tk−1 + σk−1)2
]
[γ (0)− pγ (T )] , k = 1, 2, . . . ,m,
γ (0)− pγ (T ) > 0.
Then by Lemma 2.4, γ (t) 6 0, which implies α0(t) 6 Aα0(t), i.e., α0 6 Aα0.
Step 2. We show that, Aη1 6 Aη2, if α0 6 η1 6 η2 6 β0.
Let η∗1 = Aη1, η∗2 = Aη2 and γ = η∗1 − η∗2 . Then for t ∈ J−, and by (H2), we obtain
γ ′(t)+Mγ (t)+ Nγ (θ(t)) 6 0,
and by (H4), we have
1γ (tk) = −Lk
∫ tk−τk
tk−1+σk−1
η∗1(s)ds+ Ik
(∫ tk
tk−τk
η1(s)ds−
∫ tk−1+σk−1
tk−1
η1(s)ds
)
+ Lk
∫ tk−τk
tk−1+σk−1
η1(s)ds
+ Lk
∫ tk−τk
tk−1+σk−1
η∗2(s)ds− Ik
(∫ tk
tk−τk
η2(s)ds−
∫ tk−1+σk−1
tk−1
η2(s)ds
)
− Lk
∫ tk−τk
tk−1+σk−1
η2(s)ds
6 −Lk
∫ tk−τk
tk−1+σk−1
η∗1(s)− η∗2(s)ds = −Lk
∫ tk−τk
tk−1+σk−1
γ (s)ds.
It is easy to see that γ (0) = pγ (T ). Then using Lemma 2.3, we obtain γ (t) 6 0, which implies that Aη1 6 Aη2.
Step 3. We prove that BVP (1.1) has solutions. Let αn = Aαn−1, βn = Aβn−1, n = 1, 2, . . . . Following the first two steps, we
have
α0 6 α1 6 · · · 6 αn 6 · · · 6 βn 6 · · · 6 β1 6 β0, ∀n ∈ N.
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Obviously, each αi, βi (i = 1, 2, . . .) satisfies
α′i(t)+Mαi(t)+ Nαi(θ(t)) = f (t, αi−1(t), αi−1(θ(t)))+Mαi−1(t)+ Nαi−1(θ(t)), t ∈ J−,
1αi(tk) = −Lk
∫ tk−τk
tk−1+σk−1
αi(s)ds+ Ik
(∫ tk
tk−τk
αi−1(s)ds−
∫ tk−1+σk−1
tk−1
αi−1(s)ds
)
+ Lk
∫ tk−τk
tk−1+σk−1
αi−1(s)ds,
k = 1, 2, . . . ,m,
αi(0) = pαi(T ),
and 
β ′i (t)+Mβi(t)+ Nβi(θ(t)) = f (t, βi−1(t), βi−1(θ(t)))+Mβi−1(t)+ Nβi−1(θ(t)), t ∈ J−,
1βi(tk) = −Lk
∫ tk−τk
tk−1+σk−1
βi(s)ds+ Ik
(∫ tk
tk−τk
βi−1(s)ds−
∫ tk−1+σk−1
tk−1
βi−1(s)ds
)
+ Lk
∫ tk−τk
tk−1+σk−1
βi−1(s)ds,
k = 1, 2, . . . ,m,
βi(0) = pβi(T ).
Therefore there exist x∗ and x∗, such that limi→∞ αi(t) = x∗(t) and limi→∞ βi(t) = x∗(t) uniformly on t ∈ J . Clearly, x∗, x∗
satisfy BVP (1.1).
Step 4. We prove that x∗, x∗ are extreme solutions of BVP (1.1). Let x(t) be any solution of BVP (1.1), which satisfies
α0(t) 6 x(t) 6 β0(t), t ∈ J . Also suppose there exists a positive integer n such that for t ∈ J, αn(t) 6 x(t) 6 βn(t).
Setting γ (t) = αn+1(t)− x(t), then for t ∈ J ,
γ ′(t) = α′n+1(t)− x′(t)
= −Mαn+1(t)− Nαn+1(θ(t))+ f (t, αn(t), αn(θ(t)))+Mαn(t)+ Nαn(θ(t))− f (t, x(t), x(θ(t)))
= −Mαn+1(t)− Nαn+1(θ(t))+Mx(t)+ Nx(θ(t))+ f (t, αn(t), αn(θ(t)))
− f (t, x(t), x(θ(t)))+M(αn(t)− x(t))+ N(αn(θ(t))− x(θ(t)))
6 −Mγ (t)− Nγ (θ(t)); (by (H2)),
and
1γ (tk) = 1αn+1(tk)−1x(tk) 6 −Lk
∫ tk−τk
tk−1+σk−1
γ (s)ds, k = 1, 2, . . . ,m; (by (H4)),
γ (0) = pγ (T ).
By Lemma 2.3, we have for all t ∈ J , γ (t) 6 0, i.e., αn+1(t) 6 x(t). Similarly, we can prove x(t) 6 βn+1(t), t ∈ J . Thus,
αn+1(t) 6 x(t) 6 βn+1(t), for all t ∈ J , which implies x∗(t) 6 x(t) 6 x∗(t). This completes the proof. 
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