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Abstract
Recent experimental results: (i) the measurement of the singular specific heat in cuprates and the
earlier such results in some heavy fermion compounds, (ii) the measurement of the single-particle
scattering rates, (iii) the density fluctuation spectrum in cuprates and (iv) the long standing re-
sults on the linear temperature dependence of the resistivity, are used to show that a theory of the
quantum-criticality in these compounds based on the solution of the dissipative 2D - XY model
quantitatively gives the temperature and frequency dependence of such properties with one param-
eter - the dimensionless coupling constant of the fermions to the quantum-critical fluctuations. The
asymptotic low frequency or temperature dependences persist to an upper cut-off scale which is
given by another parameter in the theory - the upper cut-off of the derived fluctuations. This can
be read from the measured singularity in the specific heat or the saturation of the single-particle
relaxation rate. The two parameter had earlier been estimated from microscopic parameters to
within a factor of about 2. The cross-over exponent from quantum-criticality to Fermi-liquid is
estimated from specific heat and resistivity data to be about 1/2, also in agreement with the results
on the model. The simplicity of the results depends on the discovery that orthogonal topological
excitations in space and in time determine the fluctuations near criticality such that the space and
time metrics are free of each other.
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I. INTRODUCTION
Innumerable papers in the last two decades point out that the linear in T resistivity
extending to asymptotic low temperatures in cuprates, some of the Fe based compounds
and some heavy fermion compounds is a great mystery and the most important unsolved
problem in condensed matter physics. It was realized very early that fundamental new
principles must be involved in understanding these and various other associated observed
properties related to the breakdown of the quasi-particle concept, and tentative directions
of future research laid out [1], [2]. Not surprisingly, given the enormous attention devoted
to this problem by physicists from a variety of different backgrounds, other novel points of
views have also developed. These include a branch of string theory, physics of black holes
and applications of theory of quantum chaos.
Finally, a solution of these remarkable problems can be said to have been achieved,
based on comparing detailed quantitative predictions of a theory with a variety of different
experiments, some only recently available even on this prolifically worked at problem. The
solution is quite subtle and relies on quantum-criticality governed by topological excitations.
The answers are unusual, but typical of most subtle problems, extra-ordinarily simple. For
a brief review, see Ref. [3]. The model solved is the 2D-dissipative quantum XY model
which can be solved by renormalization group methods [4] as well as Kosterlitz’s solution of
the classical XY model [5], and checked in detail by quantum Monte-carlo calculations with
some additional results [6, 7]. The applicability of the model to the quantum-criticality of
the cuprates is straight-forward and to anisotropic antiferromagnets has also been discussed
[8] [9].
Some essential aspects of the fluctuation spectra, based on a close reading of a variety of
experiments were suggested much earlier [2], before the microscopic basis was understood
and an appropriate theoretical framework for deriving the results formulated. Now that the
foundations of the unusual criticality have been found, some important aspects are changed.
But one of the central results, that the fermions form a marginal Fermi-liquid, which followed
from the assumed quantum-critical spectra [2] and which was the basis for several predictions
remains unchanged.
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Related to the physics of the normal state anomalies is also the aspect of the theory
giving quantitatively a theory of the d-wave superconductivity in these compounds [10] with
the same two parameters. This have also been compared in detail with experiments [11] but
are not our purview here.
For the Fe-based compounds and the heavy-fermions, as wide a variety of relevant exper-
imental results as in the cuprates are not yet available. But one can argue from what are
available that the same principles are at work. This raises an unresolved issue which will be
briefly described.
This brief paper is organized as follows: First, the four classes of experiments mentioned
are summarized and the two important parameters giving their frequency or temperature
dependence extracted from each of them. These parameters are shown to be directly related
in different experiments. Next, the results of the theory are briefly summarized to show how
the correct frequency and temperature dependence in each of the experiments is obtained
and why two parameters describe all of them quantitatively.
II. EXPERIMENTAL RESULTS
A. Specific heat near quantum-criticality
First the evidence that there is indeed a quantum-critical point in the cuprates relevant to
the linear in T resistivity and other related properties is shown. This is unexceptional for the
heavy-fermions and the Fe-based compounds where the anomalous properties occur in the
region of the easily evident anti-ferrromagnetic quantum-critical point. In the hole-doped
cuprates, the antiferromagnetic correlation length in the region of the linear in T resistivity
and other anomalous properties is only of order a lattice constant. When a phase diagram
with a quantum critical point in this region was first proposed for the cuprates [13], it was a
matter of contentious debate. It is more or less commonly accepted now. However the clear
thermodynamic evidence for quantum criticality was discovered only last year through the
measurement of the the singularity in the measured specific heat [12], which was predicted
in 1989 [2]. The symmetries broken along the line T ∗(p) ending at the quantum-critical
point are best observed by polarized neutron scattering [14] although at least five different
techniques have observed some or other of the broken symmetries predicted at the transition
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Figure 1. The electronic Specific heat on La2−pApCuO4, taken from Fig. S10 of Ref. [12].
The left panel shows the data at 0.5 K, the lowest temperature measured (in a magnetic field to
remove superconductivity). The right panel shows the temperature dependence of the specific heat
nearest to the critical composition p ≈ pc. The extraction of the electronic component from the
total specific heat is fully discussed in [12]
[15], [16], [17], [18], [19], [20], [21], [22], [23], [24]. Fig. (1) from Ref. [12] presents both the
singularity in the specific heat very close to the critical point in a measurement down to 0.5
K together with the crossover in the singularity on either side of the quantum-critical point.
The relevant specific heat data from Ref. [12] is shown in Fig. (1). Very close to
quantum-criticality, the electronic specific heat fits
Cel
kBT
(pc) = γ
(
1 + g ln
(Tx
T
))
. (1)
The logarithmic enhancement of the specific heat is of-course equivalent to the basic pos-
tulates of a marginal Fermi-liquid - that the quasi-particle residue go to zero at the critical
point as
zpˆ(ω, T ) =
1
1 + gpˆ ln
piTxpˆ
x
, x = max(piT, ω). (2)
Following the summary of the theory in Sec. III below, I have assumed that both the coupling
constant g and the cut-off Tx may have weak dependence on direction of the momentum p
4
at the Fermi-surface. The experimental g and Tx in the specific heat may be taken as the
averages of the parameters in zpˆ.
What is plotted in Fig. (1) is not the total specific heat divided by T , but Cel/T ob-
tained by subtracting from the total specific heat at a given p, all but an observed con-
stant (electronic or Fermi-liquid) contribution to the total specific heat Cv/T at p = 0.16.
Both are measured at a magnetic field of 8 Tesla to eliminate superconductivity. This
serves to eliminate the nuclear Schottky contribution and the phonon contribution. Using
γ ≈ 5mJoules/moleK2 at p = 0.24, we may read g and the cut-off Tx, from the slope and
the intercept by extending the dashed red-line to 0 in the right side of the figure to be:
g ≈ 0.4± 0.1, Tx ≈ 1, 200± 300K. (3)
The error bars come from the large region over which an extrapolation is necessary to deduce
Tx and the (smaller) uncertainty in γ.
From Fig. (1 ), one can also deduce the crossover temperature ξ−1T (p−pc) to a Fermi-liquid
Cel
T
(p) = γ(1 + g ln(Tx/
√
T 2 + ξ−2T (p)), (4)
(ξT )
−1
Tx
∝ (p− pc
pc
)−ζ
(5)
Given the error bars, ζ cannot be determined too accurately. Assuming that the background
specific heat coefficient γ is independent of T for range of p between 0.24 and 0.35, ζ ≈ 0.5
is estimated. The calculations summarized in Sec. III do give this value.
B. Single-particle Relaxation rate
Inelastic single-particle relaxation rate began to be reliably measured in the year 2,000 [26]
and showed a relaxation rate proportional to T for T much larger than ω and proportional
to ω in the opposite limit and with evidence that it is nearly independent of momentum
both perpendicular to the Fermi-surface and along the Fermi-surface. The most complete
such measurements arrived in 2,005 [25]. I show the relaxation rate in different directions
on the Fermi-surface for ω >> T in Fig. (2) in that paper. Later measurements have shown
a relaxation rate about 20% smaller [27]. The deduction of the single-particle relaxation
rate as a function of frequency, or what is the same thing, the imaginary part of the single
particle self-energy ImΣ(p, ω) reproduced in Fig. (2) is from the energy dependence of
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Kramers-Kronig transformation of Im!=a+b", assuming
the latter saturates at a constant value beyond a cutoff energy
of 0.5 eV. The background signal was determined using
methods described previously22 and added to the calculated
curves. The experimental energy resolution was taken into
account by convoluting the calculated curves with the appro-
priate Gaussian function. The experimental momentum reso-
lution was taken into account by summation of the spectra
over the analyzer momentum window. The quality of the fits
is illustrated in Fig. 6 along with plots of the relevant self-
energies !. To improve the determination of the b coefficient
we have performed fits to EDCs peaked at high binding en-
ergy, where b has the biggest impact on the line shape. The
EDC fits performed close to the Fermi momentum allow a
precise determination of the a coefficient. In Fig. 5!b", we
show the values of the a and b coefficients obtained from
these EDC fits.23. Note the similarity of the results to those in
panel !a" despite the quite different methodologies used.
Hence, we can have confidence in the validity of our results
for the a and b parameters.
V. EXTRACTION OF THE BARE FERMI VELOCITY
FROM ARPES
As an interesting aside, we can exploit the above to
estimate in a very simple way the bare velocity. We have
previously shown15 that the width of the MDC peak is
given by WM=!!!"" /vF0. Since now WM=aM+bM" and
Im !=a+b", it follows that vF0=b /bM, therefore, we can
extract the bare velocity around the Fermi surface directly
from our data as shown in Fig. 5!c".25 We note that the bare
velocity obtained in this simple way is consistent with band
theory predictions and is in agreement with alternative
method of extracting bare velocity.26
VI. CONCLUSIONS
Returning to Figs. 5!a" and 5!b", the first conclusion to
draw from the data is that the b !bM" term is isotropic in both
plots. At first sight, it would appear that the Bi2201 case is
different, since the bM term in that case #slope of the curves
in Fig. 3!f"$ appears to increase as the antinode is ap-
proached. But once the velocity is divided out #Fig. 3!d"$,27
we find in this case as well that the b term for Im! is iso-
tropic, which is consistent with the isotropy of the EDC line
shapes shown in Fig. 1!b". The isotropy of b provides strong
support of the original marginal Fermi liquid conjecture,9
where isotropic !i.e., local" behavior is required to guarantee
" /T scaling.
The aM term #obtained from the zero intercept in Fig.
3!e"$ is highly anisotropic. This is consistent with the strong
anisotropy of the EDC line shapes shown in Fig. 1!a". The
anisotropy of the a term in optimally doped samples has
been attributed to off planar impurities.11,12 On the other
hand, we note the remarkable similarity between the aniso-
tropy of this term and that of the pseudogap28 #Fig. 5!d"$.
This indicates to us that the anisotropy is probably not due to
impurity scattering, but rather is related to the same interac-
tion that gives rise to the pseudogap. This is consistent with
the observation of isotropic line shapes for more heavily
overdoped samples of Bi2212 where no pseudogap is
present. However, other possibilities could also be consid-
ered, such as the cold spots model of Ioffe and Millis, where
FIG. 5. !Color online" The pseudogap and the elastic !“a”" and
inelastic !“b”" portions of the scattering rate !Im!=a+b"" around
the Fermi surface for optimally doped Bi2212. !a" Momentum de-
pendence of the aM and bM terms obtained by fitting MDC HWHM
data from Fig. 3!e". !b" Momentum dependence of the a and b
terms obtained by fitting EDCs from Fig. 1!a". !c" Bare velocity
obtained by dividing the b and bM coefficients—raw data are shown
as empty circles, the data corrected by the angle of the cut are
shown as dots. !d" Position of the midpoint of the leading edge of
the EDC around the Fermi surface for optimally doped Bi2212
obtained from Fig. 1!a". This is an approximate measure of the
pseudogap—the actual value of the pseudogap is equal to about
twice the midpoint shift !Ref. 24". !kx labels the momentum cut as
in Fig. 3, with kx=0.4 corresponding to the node and kx=1.0 to the
antinode."
MOMENTUM ANISOTROPY OF THE SCATTERING RATE… PHYSICAL REVIEW B 71, 014517 !2005"
014517-5
FIG. 1. !Color online" Energy distribution
curves !EDCs" along the Fermi surface: !a" EDC
data from optimally doped Bi2212
!Tc=90 K" at T=140 K. !b" The same for over-
doped Bi2201 !Tc#0" at T=40 K. The inset
shows the color coded points on the Fermi sur-
face where the EDCs shown in !a" and !b" were
measured !N is the node and A is the antinode of
the d-wave gap". !c" Comparison of the EDCs at
the antinode for optimally and overdoped Bi2201
at T=40 K. !d" The same !at the bonding Fermi
surface" for optimally and overdoped Bi2212 at
T=100 K.
FIG. 2. !Color online" Quality of the fitting to
the momentum distribution curves !MDCs". Data
for an optimally doped Bi2212 sample, same as
in Fig. 1!a". Each curve corresponds to a different
energy !!" and is measured along the ky direction
at kx=0.59: !a" Lorentzian fits to the data and !b"
Gaussian fits to the data.
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Figure 2. Single-particle scattering rate measured by ARPES taken from [25]. The top part shows
the momentum distribution curves at various energies with a fit with which the parameters of the
self energy are extracted. The bottom panel on the left shows the points on the Fermi-surface and
th directions in which the data was taken. The bottom panel on the right shows the extracted
parameters for the self-energy
the momentum distribution curves, which are also shown in the figure for various energies.
Fits to the energy distribution curves for fixed momenta, also done in the same paper [25]
gives results consistent with the parameters deduced. The momentum distribution function,
fits very well a Lorentzian. The Lorentzian form is evi ence that the rel xation rate is
also independent of momentum perpendicular to the Fermi-surface [28]. To convert to the
scattering rate as a function of energy, one must multiply by the band-structure velocity
at the measured ω. The low frequency epar ure from linearity s a function of ω is due
to impurit scattering and finite temperature. The data also deduces a frequency (and
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However, if radial cuts are taken to avoid the shallow
band, the position of the waterfall in momentum space is
always the locus of k where "!k" # !1. This locus is
shown in Fig. 2(a) for radial cuts and is to be compared
with data in Fig. 4 of Ref. [8] and Fig. 4 of Ref. [6].
Concluding remarks.—The experimental results dis-
cussed place strong constraints on a theory applicable to
the cuprates. Specifically, the experiments give a scattering
rate linear in ! up to a sharp cutoff at !c and constant
above with a coefficient that is a weak function of k. This
behavior is found in the entire ‘‘strange metal’’ region of
the phase diagram. We do not know any ideas proposed for
cuprates besides those discussed here that give these
properties.
In this Letter, we have pointed out the universal aspects
of the measured single-particle self-energy in cuprates and
shown that its functional form and even its magnitude is
consistent with the recent microscopic theory of quantum-
critical fluctuations [11]. These fluctuations are predicated
on the existence of an unusual symmetry breaking in
underdoped cuprates for which considerable experimental
evidence has also been adduced.
C. M. V. is especially grateful to J. Mesot for interesting
him in the problem and to him, J. Chang, S. Paillhe`s, and
C. Mudry for a detailed discussion of the data. Thanks are
also due to J. Graf and A. Lanzara for communications
regarding their data.
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maximum) for different cuprate samples. ' , ( , !, and "
represent OP-Bi2201 (nodal cut, Ref. [9]), OP-Bi2212 (nodal
cut, Ref. [26]), LSCO 0.17 (cut 2 in Fig. 2 of Ref. [8]), and LSCO
0.145 (cut 1 in Fig. 3 of Ref. [27]), respectively. The correspond-
ing theory fitting parameters are "0 $ 0:99, !c $ 0:5 eV; "0 $
1:01, !c $ 0:5 eV; "0 $ 1:09, !c $ 0:41 eV; and "0 $ 1:64,
!c $ 0:41 eV.
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Figure 3. The full width of the momentum distribution curves, which all fit a Lorentzian form very
well, as a function of energy up to high energy for the three compounds which are measurable by
ARPES. The open black circles are data for optimally doped Bi2201 (nodal cut, from [29]) The
red-crosses are for ”optimally doped” Bi2212 (nodal cut, from [30]), the full green circles are for
La2−pSrpCuO4 for p = 0.17 at about 20 degrees from the nodal direction and the blue squares are
for he ame compound at p = 0.145 from the odal direction. The last two set of points are from
[31]
temperature) independent relaxation rate which is quite angle dependent. It is n t possible
in this experiment to disentangle the small angle impurity scattering contribution [28] and
the angle-dependent width due to bi-layer splitting in this quantity.
The parameter b = 0.7± 0.1 shown in fig. (2) is independent within this error bar of the
momentum along the Fermi-surface. It is defined through ImΣ = a + bω in the legend in
the figure. Given the definition of the parameter gpˆ in Eq. (2), b =
pi
2
gpˆ. This experiment
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therefore determines g = 0.4 ± 0.1. This should be compared with g deduced from the
specific heat in Eq. (3). It must be remembered that the specific heat is measured in a
different compound than the scattering rates. However, when a variety of compounds are
measured, as in the resistivity results [32] quoted below, the variation of this parameter
appears to be no more than 50%. The measurements of the single-particle line shapes in
La2−xSrxCuO4 [31] [33] show angle dependence in the scattering rate increasing by about
50% from the (pi, pi) to the (pi, 0) directions with a value in the former about the same as
that shown in Fig. (2).
Fig. (3) shows a compilation of data of the line-width in the momentum distribution for
a fixed frequency up to frequencies of about 0.5 eV in three different compounds that are
measurable by ARPES. The low frequency departure from linearity as a function of ω is due
to impurity scattering and finite temperature. The upper cut-off in the relaxation rate given
by the theory, when it must change to frequency independent, is within 50% of the piTx in
the specific heat data shown in Fig. (1). This is no more than a requirement of causality.
Later measurements in Bi2212 show [27] that this upper cut-off is angle dependent - about
0.5 eV near the diagonal and decreasing to about 0.2 eV towards the (pi, 0) -directions.
Below about 0.4 eV, the cut-off is the same as the bottom of the band measured from the
chemical potential [25].
C. Resistivity
Fig. (4) presents the region of temperature as a function of doping p in La2−pSrpCuO4 in
which the resistivity is linear in T [34]. The dashed lines give the temperature below which
resistivity begins to deviate from linear in T . So the dashed line in the right marks the
temperature cut-off ξ−1T (p − pc). This is the right way to plot a quantum-critical property
which has crossovers at finite temperatures for p 6= pc. (Plotting the temperature dependence
from low temperatures to high temperatures across the cross-over by a power law expansion
in temperature is the wrong thing to do but has been indulged in by many authors including
those of [34] in other papers.) The data is consistent with linear in T resistivity to arbitrary
low temperatures at near the critical doping and in many compounds remains the same up
to temperatures at which they begin to melt or decompose, about 1000 K. Recently data
from several compounds has been collected [32] and summarized after a careful estimate of
8
parameters such as electron density and velocity in terms of a transport relaxation rate
τ−1tr = αkBT/h, for p ≈ pc (6)
I will identify
α ≡ pi
2
gtr. (7)
where gtr ∝ g; their relation is discussed in Sec. III. There is one fault in the deduction of the
dimensionless parameter α in Ref. [32] which is otherwise a very useful and careful paper.
The effective mass in the formula for conductivity should be the band-structure mass and
not the renormalized many body mass, which occurs for example in the specific heat. This
follows from a Ward identity [35], [36], [37], [38] which is a consequence of the continuity
equation. This is a subtle point which is dealt with in Sec.III. Here I simply note that if
a renormalized mass were to be used, which is logarithmically infinite at criticality at low
temperatures, the scattering rate would tend logarithmically → 0 as T → 0 which would
be quite unphysical. Moreover even if only a constant mass enhancement factor is put in
as done in Ref. [32], the momentum transport scattering rate would be significantly larger
than the single-particle scattering rate. The general theorem is that the transport scattering
rates must always be smaller or equal to the single-particle scattering rates, as discussed
further below in Section III. The correct estimate of α is therefore about a factor of 3 (the
effective many body enhancement estimated in [32]) lower than that given. Ref. ([32]) finds
α varying in different cuprate compounds to be 0.7 ±0.2 to 1.2 ± 0.3. The corrected value
then varies from about 0.25± 0.1 to about 0.4± 0.1. (Would Planck prefer his limit to have
a coefficient 1/pi and not 1?) gtr would then be about 2/3 of these numbers. gtr is in fact
calculated to be about (2/3) g in Sec III, quite consistent with the single-particle scattering
rates and the specific heat.
The resistivity phase diagram Fig. (4) should be compared with Fig. (1) for specific heat
near criticality. More data near the critical point would be nice to have. Given what we
have, one may deduce similar value of the cross-over exponent ζ ≈ 0.5 from this plot as well.
1. Minimum scattering length
As already mentioned, the single-particle scattering rate gives an upper limit to the
transport scattering rate or the inverse width of the momentum distribution function gives
9
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Figure 4. Temperature versus doping phase diagram of La2−xSrxCuO4 as extracted from the
temperature derivative of rab(T ). As in figure 1, the labels TTO, T ∗ and Tcoh represent,
respectively, the tetragonal to orthorhombic structural transition, the opening of the pseudogap
and the onset of quasi-particle incoherence. The dashed lines are all guides to the eye. (Online
version in colour.)
The doping dependence of the various temperature scales extracted from
drab/dT (T ) is captured in figure 4. The labels TTO, T ∗ and Tcoh refer to,
respectively, the tetragonal to orthorhombic structural transition, the downturn
in drab/dT for p < 0.19 and corresponding downturn above pcrit. The effect of
the tetragonal to orthorhombic structural transition on drab/dT at T =TTO is
small but well defined (figure 1b). It is manifest similarly in the double-derivative
analysis of rab(T ) performed by Ando and co-workers [23] though comparison
with actual structural-analysis data [48] informs us that the dashed line depicting
T ∗ in fig. 2c of their paper is in fact TTO.
According to the literature, the standard definition of T ∗ is the temperature
below which rab(T ) starts to deviate from its linear-T behaviour at high
temperature [49]. Different methods for extracting T ∗ often lead to markedly
different values, though derivative plots are invariably the most sensitive, and
therefore return the highest T ∗ values [50]. The above definition can be deceiving,
however, particularly in LSCO where the deviation in drab/dT is upward. As
illustrated in figure 1, the form of rab(T ) is remarkably similar on both sides
of pcrit, making it difficult to distinguish between pseudogap opening and the
coherent/incoherent crossover in that region of the phase diagram. Indeed, the
only way these two temperature scales can be distinguished is via their doping
dependencies: while T ∗ decreases with increasing p, Tcoh shows the opposite trend.
Within our experimental uncertainty, it is not yet possible to determine whether
T ∗ and Tcoh vanish or simply cross around p = pcrit—a detailed study of more
closely spaced doping levels will be required to address this point. Nevertheless,
the fact that the ratio a1(0)/a1(∞) depicted in figure 3b maximizes at a value
close to 1 suggests strongly that p = 0.19 is the point at which both temperature
scales vanish. The shaded area in figure 4 serves to reflect this uncertainty.
Phil. Trans. R. Soc. A (2011)
 on March 21, 2011rsta.royalsocietypublishing.orgDownloaded from 
Figure 4. The resistivity ” hase diagram” from [34] for La2−xSrxCuO4. The temperature depen-
dence of the resistivity begins to show departure from linearity below the lines marked T ∗(x) and
Tcoh. In this paper we are concerned with the latter. This line may be fitted with (x− xc)0.5, just
as the cross-over line in the specific heat data above. More data between x = 0.18 and 0.20 would
be desirable
a minimum limit to the transport scattering length `tr. The maximum in the width of the
momentum distribution may be read from Fig. (3). It is about 0.4 (pi/a) at an energy
of about 0.4 eV (corresponding to a temperature ωcx/pi, of about 1600 K). The mean-free
path is the half-width and kF is bout 0.8pi/ near cr tical dop ng. T fears that kF `tr or
`tr/a is smaller than 1, th so-call d ”Mott-Ioffe-R gel limit” ar therefore unfounded. We
appear to be a factor of about 5 on the safe side of it. The basis of this limit and its precise
statement at high temperatures, where the use of the uncertainty principle is not evidently
valid, itself needs further study.
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exhibit a plasmon mode at ωp ∼ 1 eV, which was previously
reported in many studies (SI Appendix, Fig. S1). Its broad line-
width indicates that this plasmon is overdamped.
As the momentum is increased to beyond q > 0.15 ​ r.l.u., the
plasmon fades into a featureless, energy-independent continuum
resembling that of early Raman studies (16, 17). This continuum
is extremely strong, comprising >99% of the total spectral weight
in the f-sum rule, and is constant up to an energy scale of 1 eV,
suggesting it is electronic in origin. The continuum was found to
be essentially isotropic in the ða,bÞ plane (SI Appendix, Fig. S2)
and temperature-independent between room temperature and
T = 20 K (Fig. 3A). At energies above 1 eV the susceptibility
decays like a power law, χ″∼ 1=ω2.
The momentum dependence of χ″ðq ,ωÞ is highly anomalous
(Fig. 2A). While its magnitude grows like q 2, which is required to
be consistent with the f-sum rule (18, 19), the shape of the
spectrum is momentum-independent from q = 0.15 r.l.u. up to
the highest momentum studied, q = 0.5 r.l.u. This behavior is
highly unlike that of a Fermi liquid whose propagating quasi-
particles lead to a strongly momentum-dependent susceptibility,
as illustrated in Fig. 1 C and D.
The broad plasmon linewidth at small momentum is evidence
that the continuum is present even for q < 0.15 r.l.u., which
would lead to decay of the plasmon via Landau damping (18). To
evaluate this possibility, we determined the polarizability of the
system, Πðq ,ωÞ, which is related to the susceptibility by (18)
χðq ,ωÞ= Πðq ,ωÞ
«∞−V ðq ÞΠðq ,ωÞ, [1]
where V ðq Þ is the Coulomb interaction and «∞ is the background
dielectric constant, equal to 4.5 in this case (23). The denomina-
tor of Eq. 1, «ðq ,ωÞ= «∞−V ðq ÞΠðq ,ωÞ, may be thought of as the
dielectric function of the system. The difference between the
polarizability and the susceptibility is that the former excludes
the long-ranged part of the Coulomb interaction, revealing the
particle-hole excitation spectrum without interference from
plasmon effects.
Determining Πðq ,ωÞ from Eq. 1 is complicated by the fact that
the functional form of the Coulomb interaction, V ðq Þ, is not
precisely known. In a homogeneous, 3D system, V ðq Þ= 4πe2=q 2;
however, M-EELS is a surface probe, and other functional forms
are possible near a surface, in layered materials like BSCCO, or
in the presence of strong screening (24, 25).
For this reason, we modeled the particle-hole continuum using
the empirical expression (26)
Π″ðq ,ωÞ=−Π0ðq Þtanh
!
ω2cðq Þ
ω2
"
. [2]
This function mimics the experimental data at q > 0.15 r.l.u.,
where Π and χ are expected to be equal, interpolating between
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Fig. 1. Probing anomalous density fluctuations in the normal state of
cuprates. (A) Scattering geometry of the M-EELS experiment. ki and kf
represent momenta of the incident and scattered electron, respectively, and
q is the in-plane momentum transfer. (B) Schematic temperature-doping
phase diagram of BSCCO showing the points investigated in this work, with
filled symbols indicating where a complete q dependence was carried out.
AFI, antiferromagnetic insulator; FL, Fermi liquid; PG, pseudogap; SC, supercon-
ductivity; SM, strange metal; T*, pseudogap temperature; Tc, superconducting
critical temperature; TN, Néel temperature. (C) Charge susceptibility, χ″ðq,ωÞ,
of a layered electron gas calculated in the RPA using the Fermi surface pa-
rameterization of ref. 40. (D) Associated charge polarizability Π″ðq,ωÞ.
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Fig. 2. Continuum collapse in OP BSCCO. (A) Dynamic charge susceptibility,
χ″ðq,ωÞ, for a selection of momenta along the ð1, !1Þ direction at 295 K (red
symbols). The spectra were divided by q2 and offset for clarity. The base line
for each curve is indicated by the solid line next to its momentum label. Error
bars represent statistical, Poisson error. Gray lines are fits to the data using Eqs.
1 and 2. (B–D) Parameters used for the fits at every momentum measured (red
symbols).Π0 represents the overall magnitude of the continuum, ωc is the cross-
over energy, and V(q) is the Coulomb propagator near the surface. The dashed
line in B represents a q2 fit. The dashed line in D represents a fit using
VðqÞ∝exp½−qz$=q with z= ð8.1± 1.5ÞÅ. Errors in q are given by the experi-
mental momentum resolution. Parameter errors represent systematic un-
certainty derived from a variation of ±0.5 in the exponent of the ratio ωcðqÞ=ω
in Eq. 2. (E) Scaled collapse of the polarizability, Π″ðq,ωÞ, for all measured
momenta. The gray line is the fit function reported in Eq. 2. (F) Plot of the
polarizability against the rescaled energy ω=vFq, showing q2=ω2 behavior
above the cutoff. The gray dashed line corresponds to Π″∝q2=ω2.
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1. Consistent with Observed conductivity in freq. and T dependence in a 
much wider range. 
2.   Gives         . With                                   No singular renorm of   
3.   Direct measurement of g  through resistivity and optical cond. gives 
/g
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 ⇡ N(0), g ⇡ 1.
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Figure 5. The i aginary par of the ”neutral” density-density correlation function taken from [39]
for the region vF q/ω . 1, showing the fit to the square of this quantity whose coefficient is related
to the compressibility and the scattering rate using the Einstein relation
D. Density correlations
Great technical developments have led to a laboratory instrument [39] to measure the
density correla ions a curately over a wide range of frequ ncies and over the entire Bril-
louin zone. These are shown in Fig. (5). Quite generally, the Einstein relation gives the
conductivity
σ(ω) = e2κD(ω). (8)
κ is the compressibility which is equal to the density of states at the Fermi-surface for non-
interacting fermions. D(ω) is the diffusion function. Continuity equation gives that the
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imaginary part of the (screened) density correlation function Π”(q, ω) for vF q << ω,
Π”(q, ω) =
κq2D(ω)
ω
. (9)
The possible quantum-critical aspects arise in the possible renormalization of κ and the
frequency dependence of the diffusion function D(ω). One can write
D(ω) =
v2F
2
τtr(ω), (10)
again with no renormalization in vF from its band-structure value and τtr is the transport
relaxation rate. (9) is appropriate when the velocity is isotropic. When it is anisotropic an
appropriate average is called for which takes into account the direction of measurement of
the density correlations.
Given τtr(ω) ∝ ω−1, Π”(q, ω) ∝ q2ω2 follows. This is consistent with the optical conduc-
tivity if the conductivity is ∝ 1/ω in the range of the data. (Actually both the logarithmic
dependence of the mass and the upper cut-off begin to play a visible role in the optical
conductivity above a frequency of about 0.1 eV, but within the accuracy of the density
correlation function data, they are unimportant.)
To compare quantitatively, the experimental results shown in Fig. (5) are fitted to find,
Π”(q, ω) = (3± 0.5)× 10−3eV −1A˚−3(vF q
ω
)2
. (11)
A bare fermi-velocity of about 2eV A˚ obtained from ARPES measurements is used to get
this result. The numerical coefficient then is equal to κ(pi/2)gtr/2. The theory of the density
correlations in the limit vF q/ω << 1 [40] summarized below allows no singular corrections to
the compressibility but Fermi-liquid corrections are allowed.With the dimensionless gtr from
the resistivity measurements of about 0.3, we get κ ≈ 10−2/(eV A˚3). An unrenormalized
κ is the density of states near the chemical potential. Such a density of states is about
2 states /[2eV (16× 12)A˚3] ≈ (1/2)10−2/(eV A˚3).
Actually (9) is obeyed up to nearly vF q = ω below which it is nearly a constant. The
constant part is indeed even more remarkable than the part discussed above. A theory for
that [41] has also been provided.
E. Resistivity and specific heat in Heavy Fermions and Fe based compounds
Temperature dependent resistivity proportional to T is measured from 30 mK to about
0.6 K in the AFM quantum-critical region of the compound CeCu6−xAux at x = 0.1 with
12
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FIG. 9 Electrical resistivity ρ of CeCu6−xAux vs. tempera-
ture T , with current applied to the a direction. Arrows indi-
cate the Ne´el temperature. Inset shows data for x = 0.1 along
the b direction. For all directions, ρ = ρ0 + A
′T is observed.
From v. Lo¨hneysen et al., 1998a.
which is expected for a FL with dominant quasiparticle–
quasiparticle scattering for T → 0. This has been ob-
served before for CeCu6 (Amato et al., 1987). For x = 0.1
a linear T dependence of ρ is observed between 20mK
and 0.6K (see Fig. 9), signaling NFL behavior. The
anisotropic ρ(T ) dependence of the magnetically ordered
alloys can be qualitatively interpreted in terms of the ob-
served magnetic order: ρ(T ) for all alloys except x = 1
increases below TN for current directions with a non-zero
projection of the magnetic ordering vector Q determined
from elastic neutron scattering (v. Lo¨hneysen et al.,
1998b). An increase of ρ(T ) below TN has been observed
before in other HFS, for example, in CeRu2−xRhxSi2 as
will be discussed below (Miyako et al., 1997).
The abundance of low-energy magnetic excitations as
TN → 0 has been suggested to cause the NFL behav-
ior at the magnetic instability (v. Lo¨hneysen et al.,
1994). This is supported by the recovery of FL behav-
ior in high magnetic fields B (Finsterbusch et al., 1996;
v. Lo¨hneysen et al., 1994). A negative deviation from
the C/T ∼ ℓn(T0/T ) divergence is seen for all fields
B ≥ 0.2T, with a crossover temperature roughly obeying
Tcr ∼ B. A similar systematic recovery of FL behavior
of a quantum critical system upon application of a mag-
netic field has been observed in many other systems. We
add that the high-field specific heat of all CeCu6−xAux
alloys including x = 0.1 can be reasonably well described
(Schlager et al., 1993; v. Lo¨hneysen et al., 1996a) within
a single-ion Kondo model.
The ℓn(T0/T ) dependence of C/T and the linear T
dependence of ρ in CeCu6−xAux at the magnetic insta-
bility have constituted a major puzzle ever since they
were first reported. The LGW theories for 3d itinerant
fermion systems predict C/T = γ0−β
√
T and∆ρ ∼ T 3/2
for antiferromagnets (z = 2), while C/T = ℓn(T0/T ) and
∆ρ ∼ T 5/3 are expected for ferromagnets (z = 3), see
Secs. III.C–III.F. In addition, TN should depend on the
control parameter rx = x−xc or rp = p−pc as TN ∼ |r|ψ
with ψ = z/(d+ z − 2) = z/(z + 1), Eq. (91), for d = 3,
while for CeCu6−xAux ψ = 1 for both rx and rp. Rosch
et al. (1997) showed in an analysis similar in spirit to
that of Millis (1993) that 2d critical fluctuations coupled
to quasiparticles with 3d dynamics lead to the observed
behavior C/T ∼ ℓn(T0/T ), ∆ρ ∼ T and TN ∼ |r|.
Let us discuss the question of 2d vs. 3d magnetism
in CeCu6−xAux. CeCu6−xAux does exhibit 3d antifer-
romagnetic ordering, and the anisotropy of the electri-
cal resistivity along different crystallographic directions
does not exceed a factor of 2. Therefore CeCu6−xAux
looks like a 3d antiferromagnetic metal. The magnetic
structure of CeCu6−xAux (0.15 ≤ x ≤ 1) has been in-
vestigated with elastic neutron scattering (Okumura et
al., 1998; v. Lo¨hneysen et al., 1998b). An example of
resolution-limited magnetic Bragg reflections is shown in
Fig. 10. The magnetic ordering vector is Q = (0.625 0
0.253) for x = 0.2 and remains almost constant up to x
= 0.4. For larger x it jumps onto the a∗ axis, Q = (0.56
0 0) for x = 0.5 and (0.59 0 0) for x = 1.
A detailed investigation of the critical fluctuations at
xc = 0.1 using inelastic neutron scattering (Stockert
et al., 1998) showed that the critical fluctuations are
strongly anisotropic and extend into the a∗c∗ plane. This
is inferred from a large number of l scans in the a∗c∗
plane, some of which are shown in Fig. 11. Hence the
dynamical structure factor S(q, ~ω = 0.15meV) has the
form of rods (see Fig. 10). Since a quasi-1d feature in re-
ciprocal space corresponds to quasi-2d fluctuations in real
space, the 2d LGW scenario (Rosch et al., 1997) appears
to be applicable. The width of S(q,ω) perpendicular to
the rods is roughly a factor of five smaller than along
the rods. It is an issue of current debate whether this
anisotropy of the correlation length is enough to qual-
ify the fluctuations as being 2d. The 3d ordering peaks
for x = 0.2 and 0.3 fall on the rods for x = 0.1 which
therefore can be viewed as a precursor to 3d ordering
(Fig. 10). Fig. 11 demonstrates the essentially similar,
albeit broader S(q, ~ω = const) dependence for samples
away from the critical concentration, i.e., for x = 0 and
0.2 (v. Lo¨hneysen et al., 2002).
The dynamic structure factor S(q = const, ~ω) of
CeCu6−xAux was investigated aroundQ = (0.8 0 0), i.e.,
on the rods (Fig. 10), by Schro¨der et al. (1998). They
found a scaling of the dynamical susceptibility of the form
χ−1(q, E, T ) = c−1
[
f(q) + (−iE + aT )α] (149)
⇢
(µ⌦cm)
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ticipated. In the former case, replacement of Ce or U by
a non-magnetic atom in a otherwise stoichiometric HFS
might lead to the formation of a Kondo hole. In the latter
case, replacement of the ligand atom around a given Ce
or U site might change the hybridization and hence of the
local TK. In general, predictions are difficult as to which
effect will be stronger in a given system. Although much
work on QPT that were tuned by composition of substi-
tutional alloys has been done, stoichiometric compounds
avoiding disorder are preferable, as many of the complica-
tions, theoretically anticipated for samples with sizeable
disorder (see Sec. III.J), will be absent. Alternatively,
different tuning parameters should be employed to check
the role of disorder, as has been done for CeCu6−xAux.
1. CeCu6−xAux and CeCu6−xAgx
CeCu6 has been established as a HFS showing no long-
range magnetic order down to the range of∼ 20mK (Am-
ato et al., 1987; O¯nuki and Komatsubara, 1987). CeCu6
crystallizes in the orthorhombic Pnma structure and un-
dergoes an orthorhombic–monoclinic distortion around
200K (Gratz et al., 1987). The change of the orthorhom-
bic angle is only small (∼ 1.5◦). In order to avoid con-
fusion, we always use the orthorhombic notation for the
direction of the lattice vectors. CeCu6 exhibits a pro-
nounced magnetic anisotropy with the magnetization ra-
tios along the three axes Mc : Ma : Mb ≈ 10 : 2 : 1
at low T (Amato et al., 1987). Schuberth et al. (1995)
have extended the measurements of the specific heat C
down to 10mK and of the magnetic susceptibility χ to
even below 1mK. Their analysis of χ at very low T (af-
ter subtraction of an impurity contribution attributed to
Gd) suggests magnetic order around 5mK. This is backed
by NQR measurements which likewise hint at (possibly
nuclear) magnetic order (Pollack et al., 1995). Direct ev-
idence for magnetic order below 2mK was found in the
ac magnetic susceptibility and thermal expansion (Tsu-
jii et al., 2000). µSR measurements have put an upper
limit for a static moment of 10−2 to 10−3 µB/Ce-atom
(depending on the assumption of long-range magnetic vs.
spin-glass order) above 40mK (Amato et al., 1993).
Although CeCu6 does not order magnetically above
5mK, the expectation C/T ≈ const for a FL is not met
very well (see Fig. 7). The single-ion Kondo model with
TK = 6.2K does not fit the data below ∼ 0.4K (Schlager
et al., 1993). Instead C/T increases slightly towards low
T which might be a precursor of the 5-mK order. On the
other hand, the T 2 dependence of the electrical resistiv-
ity is rather well obeyed between 40 and 200mK (Amato
et al., 1987). Antiferromagnetic fluctuations were ob-
served in inelastic neutron scattering by peaks in the dy-
namic structure factor S(Q,ω) for energy transfer ~ω =
0.3meV at Q = (1 0 0) and (0 1±0.15 0) (Rossat-Mignod
et al., 1988). The rather large widths of these peaks cor-
respond to correlation lengths extending roughly only to
the nearest Ce neighbors. These correlations vanish at
FIG. 7 Specific heat C of CeCu6−xAux in the vicinity of the
QPT plotted as C/T vs. temperature T (logarithmic scale).
Application of hydrostatic pressure at the respective critical
value pc shifts C/T of the antiferromagnetic samples x = 0.2
and 0.3 towards NFL behavior for x = 0.1 at ambient pres-
sure. From v. Lo¨hneysen et al., 1996a, 1998a. The inset
shows the Ne´el temperature TN of CeCu6−xAux vs. Au con-
centration x as determined from specific heat (triangles) and
magnetic susceptibility (circles). From Pietrus et al., 1995.
a field of ≈ 2T applied along the easy c direction, also
associated with a shallow maximum at 2T in the differ-
ential magnetic susceptibility dM/dB at very low T (v.
Lo¨hneysen, Schlager, and Schro¨der, 1993). This maxi-
mum has been identified with the “metamagnetic transi-
tion” in loose analogy to the metamagnetic transition in
strongly anisotropic antiferromagnets.
Upon alloying with Au the CeCu6 lattice expands
while retaining – in fact: stabilizing – the orthorhombic
(at room temperature) Pnma structure (Pietrus et al.,
1995). Thus the hybridization between Ce 4f electrons
and conduction electrons, and hence J , decrease, leading
to a stabilization of localized magnetic moments which
can now interact via the RKKY interaction. The result is
incommensurate antiferromagnetic order in CeCu6−xAux
beyond a threshold concentration xc ≈ 0.1. This was first
inferred from sharp maxima in the specific heat C(T )
and magnetization M(T ) (Germann et al., 1988) and
confirmed by neutron scattering (Chattopadhyay et al.,
1990; Schro¨der et al., 1994; v. Lo¨hneysen et al., 1998b).
For 0.1 ≤ x ≤ 1 where Au exclusively occupies the
Cu(2) position in the CeCu6 structure, the Ne´el temper-
ature TN varies linearly with x (Fig. 7). For the stoichio-
Figure 6. Resistivity of Cu5.9Au0.1Cu6 and specific heat at various pressures and dopings of CeCu6
across the antiferromagnetic quantum critical point. The figures are taken from Ref. [44].
cross- over on both sides [42]. Correspondingly, the specific heat follows Eq. (1) with cross-
over in either side. See Fig. (6). From the specific heat, one deduces g ≈ 0.8, and Tx ≈ 10K.
Using an effective Fermi-energy of about 20 K, corresponding to the background specific heat
in the nearby Fermi-liquid compositions, a slope in resistivity of about 0.5 is obtained. The
cut-off Tx is similar to what is directly deduced from the measurements of the fluctuation
spectra [43], [9]. The energy scales in this compound are too small to be measurable in
single-particle spectra by ARPES.
In the Fe b sed compounds, evid nce for the existence of a quantum critical point [47]
has been noted through linear in T dependence of the resistivity. R sistivity for one of the
compou ds showing one of the clearest linear in T ependence is shown in (7) together with
the thermopower of another which also shows such a resistivity. There is no single-particle
spectra to compare wit and neither are the basic band-parameters, an average fermi-velocity
etc. known, or a background Fermi-liquid specific heat e timated to get enough parameters
to determine g from a scattering rate. Thermopower, which is the entropy per thermally
excited particle does vary as as T log T , consistent with the theoretical point of view in this
paper. But a quantitative estimate of the parameter g from its magnitude is not possible
since there is no estimate of γ. These and the single-particle scattering rates will hopefully
be available in the future.
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2FIG. 1. Scaling in ⇢c of BaFe2(As1 xPx)2. A. The interlayer resistivity, ⇢c, as a function of temperature. The inset
shows a schematic phase diagram of BaFe2(As1 xPx)2, showing the AFM and superconducting transitions, and the location
of optimal doping (white circle). B. Interlayer resistivity as a function of magnetic field up to 63T at temperatures ranging
from 4K to 36K. The H linear MR is apparent at low Temperatures where ⇢ is roughly independent of T . C. A scaling plot
of the MR curves shown in B. The residual resistivity (found by fitting the 4K curve to a line and taking the H = 0 intercept)
is subtracted o↵ and the remainder is normalized to the temperature and plotted versus H/T .
tion of the magnetic field on the orbital or spin degrees
of freedom of the individual quasiparticles, but from the
coupling of the field to some collective dynamics in the
material. This behavior provides an important window
into the current-relaxation mechanisms that are respon-
sible for the anomalous transport properties mentioned
above. It potentially also has relevance for several note-
worthy ideas about unconventional quantum dynamics
that have emerged in recent years, including an improved
understanding of ~/(kBT ) as a fundamental scale, [13]
and studies [14, 15] that have based theories of uncon-
ventional transport on the crossover from the non-Fermi-
liquid behavior in the Sachdev-Ye-Kitaev model [16] to a
Fermi liquid when more conventional hopping terms are
added.
Single crystals of BaFe2(As1 xPx)2 were grown by a
self-flux method described elsewhere [17]. The phospho-
rous content of these materials was previously determined
using X-ray photoelectron spectroscopy. Samples for this
study were taken from the same or similar batches and
found to have the anticipated Tc, which correlates well
with the phosphorous fraction, x. For ⇢c measurements,
small, plate-like like crystals with typical dimensions of
150µm⇥150µm⇥(50 90)µm (a⇥b⇥c) were contacted by
covering each ab-face with tin-lead solder, as was done in
previous studies of the interlayer resistivity in these ma-
terials [18]. These contacts had very small (10-50 µ⌦)
resistances, which represent a small fraction ( 1%) of the
sample signal. This allowed us to measure ⇢c by per-
forming a four-point, AC lock-in resistance measurement
of the contact-sample-contact system and neglecting the
contribution from the contacts. For ⇢ab measurements,
a standard four-point measurement was used, with con-
tacts made by first sputtering gold onto the contact areas
and then attaching 25 µm gold wires with Epotek H20e
silver epoxy. Measurements were performed in pulsed
magnetic fields of up to 65 Tesla at the NHMFL Pulsed
Field Facility, Los Alamos National Laboratory.
For the interlayer resistivity, ⇢c, we report measure-
ments of the MR near optimal doping (x ⇠ 0.3) for both
the longitudinal (H parallel to c) and transverse (H par-
allel to a) configurations. Figure 1 shows the data for
the first of these configurations, from which two facts
are immediately apparent. First, the MR is linear in
field at the lowest temperatures and gradually develops
curvature at higher temperatures and especially at lower
fields. Second, it is almost temperature independent for
low temperatures and high fields, as if the value of the
magnetic field were the only important variable for de-
termining the resistivity. These are the two most visible
consequences of the scaling form found for the resistiv-
ity of ⇢ab[12]. Since the resistivity is linear in field at
low temperatures, we can extrapolate that curve to zero
field to obtain the residual resistivity and perform a scal-
ing analysis on the temperature/field dependent part of
the resistivity. Panel C of Figure 1 shows the results
of this analysis, where the data collapse onto a single,
hyperbola-like curve.
The collapse of the data observed in Figure 1 shows
that ⇢c has the same qualitative behavior in H and T as
the in-plane resistivity, ⇢ab [12]. The quantitative details
of the data are similar as well. First, considered as a
fraction of the zero field resistivity, the MR is of the same
scale in ⇢c and ⇢ab at low temperatures. Below 30K there
is no normal state resistivity in zero field to compare
to, but at thirty Kelvin the MR of ⇢c at sixty Tesla is
27%, while for the same values of H and T it is 36%
in ⇢ab [12]. This similarity is especially significant given
that ⇢c is about five times ⇢ab. The other important
quantity that goes into the MR scaling is the scale factor
x=0.4
tion to the heat capacity masks the electronic part, and makes
it far more difficult, if not impossible, to extract accurately
the electronic heat capacity that is expected to follow the
scaling laws!. In our high-Tc KxSr1−xFe2As2 system, how-
ever, the low-temperature region is not accessible because
the superconducting state is stabilized and dominates the
physical properties below Tc. Therefore, other physical quan-
tities, like resistivity or thermoelectric power, had to be in-
vestigated with respect to quantum critical scaling properties.
The thermoelectric property near a quantum phase transi-
tion is less well investigated as compared to resistivity or
heat capacity. For CeCu6−xAux "x=0.1! at low temperatures
S"T! was reported to vary nonlinearly with T in contrast to
the linear dependence expected for a Fermi liquid.28 Theo-
retically, logarithmic scaling in the quantum critical regime
of, for example, C /T is expected if the dimension of the
critical fluctuations "d! is equal to the dynamical critical ex-
ponent "z!.25 The critical scaling properties of CeCu5.9Au0.1
have been explained based on a scaling theory for d =2 and
z=2.29 Alternatively, based on a spin-Fermion model pro-
posed by Abanov and Chubukov,30 it has been shown that
low-energy conduction electrons interacting with quasi-two-
dimensional "2D! spin fluctuations give rise to a linear with
temperature resistivity, a logarithmic T dependence of the
heat capacity C /T, and a similar logarithmic scaling of the
thermoelectric power, S/T# ln"T!.31 The ln"T! dependence
of S/T for K0.42Sr0.58Fe2As2 shown in Fig. 4"b! as well as the
T-linear resistivity "Figs. 2 and 3! are consistent with the
model of low-energy conduction electrons interacting with
quasi-2D spin fluctuations. The lower dimensionality of the
magnetic fluctuations finds its natural origin in the layered
structure of the FeAs compounds with the magnetic Fe ions
confined to the Fe2As2 layers.32
One question remaining is the origin of the magnetism
and free carriers in FeAs compounds. While in typical heavy
Fermion systems "e.g., CeCu6! magnetic moments are intro-
duced through localized f electrons of the rare-earth ions and
conduction electrons are provided by transition metals, this is
not necessarily the case in FeAs compounds since the elec-
trons at the Fermi surface are mainly from hybridized orbit-
als of Fe and As with mainly d-electron or p -electron char-
acter. In the present KxSr1−xFe2As2 system there is no
alternative source for magnetic moments than the Fe ions. A
recent study of the “undoped” parent compounds proposed a
separation of the electronic excitations into an “incoherent”
part, further away from the Fermi surface and giving rise to
local magnetic moments interacting with each other through
frustrated superexchange coupling, and a “coherent” part in
the vicinity of the Fermi surface.9 Recent electron-spin-
resonance experiments on La"O,F!FeAs seem to support the
existence of local magnetic moments, their coupling to itin-
erant electrons, and the presence of strong magnetic
frustration.33 The coherent carriers couple to the local mo-
ments and compete with the SDW order. Increasing the car-
rier concentration by doping can tune the system to a mag-
netic quantum phase transition. The theoretical treatment
within a low-energy Ginzburg-Landau theory indeed de-
scribes an antiferromagnetic quantum phase transition with
the dynamical critical exponent z=2 and the effective dimen-
sion d +z=4.9 However, the dimension and the nature of the
spin fluctuations are important since logarithmic scaling is
expected only for d =2 and z=2 or d =3 and z=3.25 For
three-dimensional magnetic fluctuations "d =3!, the dynami-
cal critical exponent has to be z=3 to explain the logarithmic
scaling, as, for example, in the case of a metallic ferromag-
net. The existence of ferromagnetic spin fluctuations in
FIG. 4. "Color online! Scaling plot S/T vs ln"T! of the thermo-
electric power in the phase diagram of KxSr1−xFe2As2. "a! S/T for
x!0.3, "b! S/T for x"0.5, and "c! S/T in the crossover region
between x=0.3 and x=0.5. The dashed line in "c! shows the loga-
rithmic scaling at the critical doping xc.
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Figure 7. Left: Phase diagram of BaFe2(As1−xPx)2 and Res stivity at criticality (x ≈ 0.3). Taken
from [45]. Thermopower S divided by T across AFM quantum criticality in KxSr1−xFe2As2,
effectively showing the T lnT dependence of the specific heat at quantum-criticality. From Ref.
[46]. The same paper also gives resistivity showing ∝ T behaviour in a similar r nge i temperature
and composition.
III. FOUNDATION OF THE RESULTS IN THE THEORY
The theory has been briefly summarized [3] and detailed r fe ences given. Only the
conclusions will be summarized her . The model solved is the 2D dissipati quantum XY
model in which one calculates the frequency and momentum-dependence of the correlations
of the angle of the quantum rotor eiθ(r,τ). The coupling to Fermions leads to a dissipation
of the Caldeira-Leggett form, which is an ssential part of the model. The applicabil ty
of the model to the problems has bee discussed. The most important result is t at the
correlation functions are products of a function of space and of imaginary time τ and that
the spatial correlation length is proportional to logarithm of the temporal correlation. This
leads effectively to relative freedom of the temporal and spatial metric near criticality and
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to very unusual but simple results for physical properties in terms of just two parameters.
G(r, r′, τ, τ ′) = 〈eiθ(r,τ)e−iθ(r′,τ ′)〉 (12)
= G0
( τc
τ − τ ′
)(
ln |(r− r′)/a|
)
e−|τ−τ
′|/ξτ e−|r−r|
′|/ξr ; (13)
ξr
a
= ln
ξτ
τc
. (14)
τ−1c is the high energy cut-off in the theory (ωcx = piTcx in the analysis of the experiments.)
The thermal Fourier transform of 1
τ−τ ′ gives the function tanh(ω/2T ). The asymptotic low
energy and high energy forms of this were the phenomenological assumption made in 1989
[2].
The variation of the correlation length ξτ as a function of (p− pc) or equivalently to the
parameters of the xy model has been obtained by quantum Monte-carlo calculations [7].
When the variation is due to the variation in the ratio of the kinetic energy parameter to
the interaction energy parameter for a fixed dissipation, the exponent ζ defined through the
experiments on specific heat and resistivity above, is approximately 1/2, consistent with the
data.
A. Some measurable properties
The fermions scatter off the fluctuations with the same coupling function as the one which
leads to the dissipation of the fluctuations. The fluctuations serve as the irreducible vertex
[35] in a calculation of the properties of the fermions. Because of the product form of (12),
the calculations for the properties of the fermions can be done easily and precisely [3]. Of
relevance to this paper is the retarded self-energy of the fermions, which is calculated to be
Σ(p, ω) = gpˆ
(
i
pi
2
max(|ω|, piT ) + ω ln(ωcx
x
)
)
, for max(ω, piT ) . ωcx, (15)
= i
pi
2
gpˆωc, for max(|ω|, T ) ωcx.
gpˆ includes in it the amplitude of the fluctuations and the density of states of the fermions.
It also depends on the anisotropy of the band-structure. It is independent of p for a circular
Fermi-surface. For the band-structure of Bi2212 near optimum doping, it is estimated to
increase by less than about 2 in going from the (pi, pi) directions to the (pi, 0) directions. For
a square lattice, the correction to isotropy varies as cos 4θ(pˆ).
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The electronic specific heat can be written directly in terms of integrals over the imaginary
part of the self-energy [48]. The result is particularly simple when the self-energy is nearly
momentum independent. Then the specific heat singularity is simply given by the inverse of
the renormalization given in Eq. (2) which follows from (15). There is no renormalization
of the compressibility if the self-energy is momentum independent as follows from a Ward
identity.
The conductivity may be calculated in three different ways: From the Kubo formula,
which simplifies enormously when the self-energy is independent of momentum [2]. Then
the momentum transport scattering rate is equal to the single-particle scattering rate. One
may calculate including the vertex correction due to the small angular dependence in the
self-energy using the Boltzmann equation, for example as in Refs. [49][50]. The transport
scattering rate is then necessarily smaller than the single-particle scattering rate. A straight-
forward calculation shows that with a factor of 2 variation in the self-energy, increasing in
the direction where the velocity is least, the coefficient of the linear in T resistivity is about
2/3 of that of the maximum self-energy.
The density-density correlation has also been calculated directly [40], [41] giving the form
shown in Fig. (5) with the coefficient related to the resistivity as noted already.
For all the properties considered in this paper, there are only two parameters g and ωc
in terms of which every property considered is given. These two parameters were roughly
estimated in Ref. [10] from the kinetic and interaction energies of a copper-oxide three
orbital model. This gave g ≈ 1 and ωc ≈ 0.5eV .
1. Effective mass in resistivity
I now briefly consider the point about the effective mass in the expression for the resistivity
or other transport properties, using the Kubo formula. This issue arises even in Fermi-liquids
in which the self-energy is very weakly momentum-dependent compared to its frequency
dependence [36]. An application in that case to the resistivity in heavy fermions is given in
Eq. (3) of Ref. [38], where the Kadowaki-Woods [51] relation was derived. For applications
to the problems of interest in this paper, the T 2 on the left side of that equation should be
replaced with T and the ImΣ on the right side by the relevant part of Eq. (15) here.
The Kubo formula for conductivity is equivalent to the evaluation of the diagram Fig.
16
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Figure 8. The Kubo formula for the current-current correlation in terms of the bare current
operator, the renormalized current operator and the exact single-particle Green’s functions. The
dc conductivity is (1/) times the imaginary part of the current-current correlation at q→ 0.
(8) for the current-current correlations. The vertex on the left is the bare (band-structure)
velocity operator v, the one on the right is the renormalized velocity operator vrenorm, and
the lines are the exact Green’s functions. In the appropriate limit for calculation of dc
conductivity, the matrix elements of the operator vrenorm are given by a Ward identity [35]
which is a reflection of the equation for conductivity:
vrenorm = Λ v (16)
Lim→0q→0 Λ(p, ω; q, ) = 1− 1
v
∂Σ(p, ω, T )
∂p
. (17)
If Σ(p, , T ) is independent of p, the relevant limit of vrenorm = v. The sum over frequencies
and integration over momentum over the Green’s functions in (8), for the same conditions
can be easily carried out. The conductivity in the α direction is then ,
σ(T ) =
e2〈v2α〉N(0)
2ImΣ(pF , 0, T )
. (18)
N(0) is the bare (band-structure) density of states. One can show that the lack of any
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renormalization of the effective mass in the conductivity is true only for frequency much
smaller than the temperature.
B. Related Matters
Equally interesting as the experiments discussed in this paper is the fact that although
the normal self-energy is nearly momentum independent, pairing is in the d-wave channel.
This is the fundamental paradox of superconductivity in the cuprates. A full explication of
this through the momentum dependence of the vertex coupling the fermions to the critical
fluctuations [10] and verification through the measurement of the spectrum of the pairing
self-energy in ARPES experiments [11] has been provided.
It should be obvious that hardly anything about superconductivity in the cuprates or the
heavy-fermion compounds or the Fe based compounds can be understood without under-
standing the normal state properties. The application of the dissipative quantum xy model
to the cuprates is rather clear given the symmetries changed at T ∗(x). The application of
the same model is not a surprise close to the AFM critical point in the heavy fermions and
the Fe compounds. The anisotropic AFM maps to such a model [52] (see also erratum)
and the point of view is supported by the fit to the measured fluctuation spectra by the
calculated fluctuations [9]. The unanswered question is why the theory works over such
a wide temperature range when the xy anisotropy is so small that the classical transition
would crossover to that of the xy model only very close to the transition. The answer has
probably to do with the possibility that with criticality of the kind discovered in the model,
which for some purposes may be regarded as having a dynamical critical exponent → ∞,
the cross-over to the anisotropic model occurs over essentially the entire range below the
ultraviolet cut-off.
No other theoretical ideas and calculations on a physical model have explained the tem-
perature and frequency dependence of the properties discussed here in cuprates or heavy
fermions or the Fe based compounds, leave alone get the parameters. The models which are
extensions of the dynamical classical critical phenomena to quantum-criticality [53], [54],
and extensively worked on since are known not to give any of the experimental properties
noted. The closest that comes is a local model of SU(N)-spins in the limit N → ∞ [55]
which leads to the fluctuation spectra in frequency which was suggested in [2]. Besides the
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difficulty of how such a model can be an effective physical model, it has the problem that
an extensive ground state entropy is inevitably tied to its results. Modification of the model
to get rid of this entropy [56] also alter its properties to that of a Fermi-liquid.
Recently, experiments in twisted bi-layer graphene reveal a linear in T resistivity [57],
[58], [59] in the phase diagram in a region which has the quantum-critical shape in the
phase diagram at the boundary between the insulator and the superconductor, extending to
asymptotic low temperatures when magnetic field is applied to suppress superconductivity.
One may speculate that the relevant model for critical fluctuations is again of the xy variety,
with the U(1) symmetry being that in valley space, and which is broken in the correlated
insulator. This point of view needs further work.
I speculate that quantum-critical fluctuations of a variety of (soft) vertex models coupled
to fermions, (many of which for 2D classical problems are treated in Baxter’s book [60]) which
classically are not in the Ginzburg- Landau, Wilson-Fisher class are generically related to
the 2D- dissipative XY model in quantum version of the problems. They may all be governed
by topological excitations with relative freedom of temporal and spatial fluctuations. The
scaling of the metric of space and time different from the flat world is the fundamental
aspect of any quantum-critical problem. That the spatial and temporal metric become free
relative to each other is a unique property which has led to the extra-ordinarily simple results
which explain the observed quantum-criticality in the problems discussed. The model itself
is richer than the application noted here. For example, there is a critical region to a phase
in it [4, 6, 7] in which the correlation functions are of product form in space and time but
with the temporal correlation length proportional logarithmically to the spatial correlation
length. One may speculate, of course at great peril, that this is the appropriate description
of another quantum-critical problem - inflation in the early universe.
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