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KURANISHI TYPE MODULI SPACES FOR PROPER CR
SUBMERSIONS FIBERING OVER THE CIRCLE
LAURENT MEERSSEMAN
Abstract. Kuranishi’s fundamental result (1962) associates to any
compact complex manifold X0 a finite-dimensional analytic space which
has to be thought of as a local moduli space of complex structures close
to X0. In this paper, we give an analogous statement for Levi-flat CR
manifolds fibering properly over the circle by associating to any such
X0 the loop space of a finite-dimensional analytic space which serves as
a local moduli space of CR structures close to X0. We then develop
in this context a Kodaira-Spencer deformation theory making clear the
likenesses as well as the differences with the classical case. The article
ends with applications and examples.
1. Introduction.
In 1962, M. Kuranishi proved that any compact complex manifold X0
has a versal (also called semi-universal) finite-dimensional analytic space of
deformations K (see [18] for the original paper, [19] and [20] for more accu-
rate versions and simpler proofs). Roughly speaking, this means that every
deformation of the complex structure of X0 is encoded in a family defined
over this finite-dimensional analytic space K (the family is said to be com-
plete); and that this family is minimal amongst all complete families. This
fundamental result is the crowning achievement of the famous deformation
theory K. Kodaira developed in collaboration with D.C. Spencer (see [16],
[17]). The Kuranishi space K must be thought of as a substitute for a local
moduli space of complex structures, which is known not to exist in general in
the category of analytic spaces. Together with the theorems of deformations
of Kodaira-Spencer (criteria of rigidity, completeness and versality in terms
of the Kodaira-Spencer map), it gives a complete answer to the original Ko-
daira’s problem [25, p.19]: Determine all ”sufficiently small” deformations
of a given complex manifold.
In this paper, we develop an analogous deformation theory for a special
class of abstract Levi-flat CR structures, the class of proper CR submersions
onto the circle (see definition 3.1). We deform these structure keeping the
smooth submersion fixed (cf section 4). In this setting, we prove a Kuranishi
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2 LAURENT MEERSSEMAN
Theorem (Theorem 10.1), define a Kodaira-Spencer map and derive rigidity,
completeness and versality criteria.
Alternatively, our results can be seen as a study of the loop/path space
of the set I of complex operators on a fixed smooth manifold Xdiff . Proper
CR submersions onto the circle are nothing else than deformations of the
complex structures of the fiber Xdiff parametrized by the circle. So they are
encoded as a loop or a path in I, depending on their monodromy. From this
point of view, Theorem 10.1 describes the local action of the diffeomorphism
group of the proper CR submersion onto this loop/path space, in the same
way as the classical Kuranishi’s Theorem describes the local action of the
diffeomorphism group of a compact complex manifold onto I.
The starting point of this paper is the following easy remark. If we con-
sider the Levi-flat CR manifold Eτ ×S1 (for Eτ the elliptic curve of modulus
τ ∈ H), then a complete space for close Levi-flat CR structures1 is given by
the set of smooth maps from S1 to H close to the constant map τ . It is even
a local moduli space if τ is not a root of unity.
The main result of this paper (Theorem 10.1) shows that this picture
is still valid for Levi-flat CR manifolds which are proper submersions over
the circle. Starting with any such CR manifold X0, there exists a finite-
dimensional analytic space Kc0 with a marked loop c0 such that a neigh-
borhood of c0 in the loop space of Kc0 contains all small deformations of
X0. This loop space is the base of an infinite-dimensional family which is
complete for X0 (Theorem 13.1). However, it is not always versal and we
give a complete characterization of versality of our family in Theorem 14.1.
If all the fibers of the submersion X0 → S1 are biholomorphic, the space
Kc0 is just the common Kuranishi space of all fibers. However, if the sub-
mersion has non-isomorphic fibers, one has to build this space from different
Kuranishi spaces by gluing them together. This causes a priori many tech-
nical problems. First these spaces may not have the same dimension, hence
we have to fat them. Then, there is no canonical choice for the gluing maps,
hence we have to make all the choices coherent. Finally, we have to make
sure that the resulting glued space is really an analytic space, especially that
it is Hausdorff.
To overcome these problems, we define Kc0 globally as a leaf space, so the
problem reduces to show that this space is Hausdorff. To do that, we first
have to understand Kuranishi’s Theorem as giving a foliated chart of the
space of complex structures. Then we show that this foliation extends to
some special open sets. The leaf space of this foliation defined on some open
set U , when it is Hausdorff, is naturally a complete space for the structures
encoded in U . Our Kuranishi type moduli space is roughly speaking defined
as the loop space of such a leaf space.
It is worth emphasizing that we adopt here a completely indirect strategy,
in the sense that we do not adapt the proof of the classical Kuranishi’s
1Here, we consider only Levi-flat CR structures on the tangent bundle to the elliptic
factor, that is we fix the differentiable type of the induced smooth foliation. Moreover,
we identify two such structures if they are isomorphic through a CR isomorphism which
is the identity on the S1-factor.
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theorem to our situation. Indeed, one of the key features of this proof is
the fact that the ∂¯-operator defines an elliptic resolution of the sheaf of
germs of holomorphic vector fields, whose first cohomology group rules the
infinitesimal deformations. Hence, following this direct approach amounts
to finding such an elliptic resolution (e.g. [10] which proves a Kuranishi’s
theorem for transversely holomorphic foliations). One of its consequences is
that the resulting moduli space is finite-dimensional. Now, in the case of a
Levi flat CR structure E, the role of ∂¯ is now taken by ∂¯E , the ∂¯-operator
along the leaves. The analytical properties of this operator have drawn a
lot of attention, especially in connection with the exceptional minimal set
problem (see for example [1], [14], [28]). Nevertheless, the crucial point for
deformations is that it is no longer true that it defines an elliptic complex. It
is moreover easy to find examples of foliations by complex manifolds with no
finite-dimensional complete family. This is even the most common case and
it seems very difficult to give a useful criterion to ensure finite-dimensional
completeness. For example, in the case of an irrational linear foliation of the
3-torus by curves, finite-dimensionality is related to the arithmetic properties
of the irrational slope (see [29] or [8]).
The paper is organized as follows. After giving some preliminary material
in section 2, we define and prove some useful properties of proper CR sub-
mersions over the circle in section 3. Then we develop the general setting
in section 4 and outline the results and strategy of the paper in section 5.
These two sections are crucial for the understanding of the rest of the ar-
ticle. The following three sections contain a thorough study of the foliated
structure of the set I, firstly in the neighborhood of a point (section 6),
secondly in the neighborhood of a compact set (section 7), and thirdly in
the neighborhood of a path/loop (section 8). It is the first step in the con-
struction of the Kuranishi type moduli space and is completed in Theorem
8.1, whose technical proof is postponed to section 9. Section 10 contains
the construction of the Kuranishi type moduli space C∞(S1,Kc0) and the
proof of Theorem 10.1, our main Theorem. Sections 11, 12, 13, 14, 15 and
16 develop the necessary machinery to interpret Theorem 10.1 in terms of
deformation theory in the spirit of Kodaira-Spencer and derive from it a
completeness result (Theorem 13.1) and a versality result (Theorem 14.1).
Section 17 contains applications to connectedness and rigidity of the Ku-
ranishi type moduli space. The article ends with section 18 giving examples
showing that it can be explicitely computed.
2. Notations and preliminaries.
We begin with some notations, definitions and comments that will be used
throughout the paper.
2.1. General notations. Smooth means C∞. Let Xdiff be a smooth con-
nected compact manifold of dimension 2n.
Given any locally trivial smooth bundle E over Xdiff , we denote by Σ(E)
the space of smooth sections of E. More generally, we denote by Σ(E,B),
or simply by Σ(E) when the context is clear, the space of smooth sections
of a locally trivial bundle E with base B. The topology on these spaces is
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induced by uniform convergence on compact sets of a sequence of sections
and of all its derivatives. Hence Σ(E,B) is a Fre´chet space. We also com-
plete these spaces using a Sobolev norm and considering sections belonging
to the Sobolev class W r2 (cf. [20, Chapter IX] for more details). We denote
by Σc(E,B) this completion. It is a Hilbert space. We assume that r is big
enough to ensure that all these sections are at least of class C2n+1. We drop
any reference to this r in the sequel, since it does not play any specific role.
2.2. Classical Kodaira-Spencer theory. The key notion is that of de-
formation as a flat family. Recall the following classical definitions (cf. [30]
and [15] for additional details).
Definition 2.1. Let X0 be a compact complex manifold.
(i) An analytic deformation of X0 is a flat morphism Π : X → B onto
a (possibly non-reduced) analytic space, together with a base-point
0 ∈ B and a marking, that is a holomorphic identification i : X0 →
Π−1{0}.
(ii) A smooth deformation of X0 is a smooth submersion Π : X → B
onto a smooth manifold, together with a base-point and a marking.
The total space X is a endowed with a Levi-flat CR structure whose
associated leaves are the level sets of Π and the marking is assumed
to be holomorphic.
In this context, Kuranishi’s Theorem states the existence, for any compact
complex manifold X0, of an analytic deformation K → K which satisfies
(i) It is complete at 0: any analytic (resp. smooth) deformation X → B
of X0 is locally isomorphic at 0 to the pull-back of K by some analytic
(resp. smooth) map f from (B, 0) to (K, 0). Moreover this local
isomorphism may be asked to preserve the markings.
(ii) It is versal at 0: the (embedding) dimension of K at 0 is minimal
amongst the bases of complete families for X0.
Property (ii) is known to be equivalent to the following. Given a deforma-
tion X → B, the map f given by completeness is in general not unique, but
its differential at 0 is, provided only marking preserving isomorphisms are
used. It can also be proven that there exists a unique germ of versal family
up to isomorphism. This gives uniqueness of the Kuranishi space.
From this Theorem, and from the observation that the (Zariski) tangent
space at 0 of K identifies naturally with the the first cohomology group with
values in the sheaf of germs of holomorphic vector fields via the so called
Kodaira-Spencer map, we may derive the classical cohomological character-
izations of rigidity, completeness and versality2.
Now, Kuranishi’s Theorem has another aspect. It describes the neighbor-
hood of a point in the set of complex operators on a fixed smooth manifold.
This is indeed the point of view of Kuranishi.
2.3. The space of complex structures. We denote by E , respectively
Ec, the set of almost-complex structures of class C∞, respectively of class
W r2 , on X
diff , and by I, respectively Ic, the subset of E , respectively of
2Even if, historically, things go the other way round.
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Ec, formed by the integrable ones. We assume that both E and I are non-
empty. Observe that our choice of r implies that an element of I gives rise
to a structure of complex manifold on Xdiff by Newlander-Nirenberg The-
orem [26].
Any almost-complex operator J is diagonalizable over C with eigenvalues
i and −i and conjugated eigenspaces. This induces a splitting of the com-
plexified tangent bundle of Xdiff
(2.1) TCX
diff = T ⊕ T¯
Conversely, any such splitting defines a unique almost-complex structure on
Xdiff , which is equal (as an operator) to the multiplication by i on T and by
−i on T¯ . Therefore, denoting by Gr(TCXdiff ) the bundle over Xdiff whose
fiber at x is the grassmannian of complex n-planes of (TCX
diff )x, we may
identify E to an open subset of Σ(Gr(TCXdiff )). We set, more precisely
(2.2) E = {T ∈ Σ(Gr(TCXdiff )) | T¯ ∩ T = {0}}
And we have
(2.3) I = {T ∈ E | [T, T ] ⊂ T}
making I a closed subset of E .
Since Gr(TCX
diff ) is a complex bundle, its space of W r2 -sections is a Hilbert
manifold over C with tangent space at some section σ equal to the Hilbert
space of W r2 -sections of the complex vector bundle σ
∗TGr(TCXdiff ). In
particular, the open subset Ec is a C-Hilbert manifold. In the same way, E
is a Fre´chet manifold [12].
We will make use of the formalism of Hilbert analytic spaces as defined in
[6] and [7]. The subset Ic is a C-analytic Hilbert space (cf. [6]). By abuse of
notations, we will say that I is a Fre´chet analytic space. More generally, we
say that a closed subset I of a Fre´chet manifold modeled on some Fre´chet
space Σ(E,B) is a Fre´chet analytic space if it is locally the restriction of
some Hilbert analytic set of Σc(E,B).
Given J ∈ E (respectively J ∈ I), we denote by XJ the almost-complex
(respectively complex) manifold (Xdiff , J). We also set X0 for XJ0 .
Deformations can also be defined as analytic (resp. smooth) families of
complex operators. To be more precise,
Definition 2.2. Let B be an analytic space (resp. a smooth manifold)
with base-point 0. Consider a family (Jt)t∈B of elements of I. We say that
(Jt)t∈B is analytic (resp. smooth) if endowing each fiber Xdiff × {t} of the
projection Xdiff × B → B with the complex structure Jt turns it into an
analytic (resp. smooth) deformation of X.
The Kuranishi space K of X defines such a family of complex operators.
It follows from [20, Theorem 8.1] that this family is analytic. Hence the
Kuranishi space K of X naturally defines an analytic deformation Π : K →
K once chosen a marking. It is called the Kuranishi family. From the
existence of the Kuranishi family, we obtain the following. Given an analytic
(resp. smooth) map f : B → I, the family (f(t))t∈B is analytic (resp.
smooth).
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2.4. The diffeomorphism group and its action. Let Diff(Xdiff ), re-
spectively Diffc(Xdiff ), be the group of diffeomorphisms of class C∞, respec-
tively of classW r+12 , ofX
diff and let Diff0(Xdiff ), respectively Diff0,c(Xdiff )
be the subgroup of elements smoothly isotopic to the identity. They act on
E as follows: for J an almost complex operator and f ∈ Diff(Xdiff ), we
have
(2.4) (f · J)x(v) = df−1(x)f ◦ Jf−1(x) ◦ (dxf)−1(v)
for (x, v) ∈ TXdiff , or, for T ∈ E in the presentation (2.2),
(f · T )x = (df−1(x)f)(Tf−1(x)).
Besides, by definition, both preserve the almost-complex structures, that is
f realizes an isomorphism between XJ and Xf ·J .
The group Diffc(Xdiff ) being an open subset of the Hilbert manifold ofW r+12
maps from Xdiff to the complex manifold XJ , is also a Hilbert manifold
and the action is C-analytic locally at J (cf. [6]). The group Diff(Xdiff ) is
a Fre´chet Lie group.
Let W be a neighborhood of the identity in Diff(Xdiff ). Observe that, if W
is small enough, every φ ∈ W can be constructed as follows. Endow Xdiff
with a smooth riemannian metric. There exists a smooth vector field ξ close
to 0 such that the map
(2.5) x ∈ Xdiff e(ξ)7−→ γx,ξ(x)(1)
is exactly φ. Here
γx,ξ(x) : R+ −→ Xdiff
is the geodesic starting at x with initial velocity ξ(x).
Conversely, there exists an open neighborhood V of 0 in Σ(TXdiff ) such
that, for every ξ ∈ V , the map e(ξ) defined by (2.5) is a diffeomorphism of
Xdiff . Hence we constructed in that way a chart e from V to W .
We denote by Aut(XJ), respectively Aut
0(XJ), the finite-dimensional Lie
group of biholomorphic transformations of the complex manifold XJ , re-
spectively the connected component of the identity in this group. Observe
that Aut(XJ) is the isotropy group of the action (2.4) at J .
2.5. Almost complex preserving maps. Given two subsets U and V of
E with U open and a smooth map F from U to V , we say that F is almost-
complex preserving if, for each J ∈ U , the manifolds XJ and XF (J) are CR
isomorphic. We denote
U
F−−−−→
a.c.
V
Notice that an a.c. map is a special type of equivariant map. Indeed, the
set of a.c. maps corresponds exactly to the set of equivariant maps which
descends as the identity on the quotient space E/Diff(Xdiff ). We extend
this notion to the following cases. Firstly, letting U and V as before and
letting W be an open subset of a topological C-vector space, we say that
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a smooth map F from U to V × W (respectively from U × W to V ) is
almost-complex preserving if the composition
U
F−−−−→ V ×W 1st projection−−−−−−−−→ V
respectively
U
inclusion−−−−−→ U × {w} ⊂ U ×W −−−−→ V
is almost-complex preserving (respectively almost-complex preserving for all
w ∈W ). Secondly, if F maps smoothly some open set U of E to some man-
ifold or analytic space K, then we say that F is almost-complex preserving
if we have
F (J) = F (J ′) =⇒ XJ , XJ ′ and XF (J) are CR isomorphic.
Observe that every point of K is thus associated to an isomorphism class of
complex structures.
2.6. Paths and loops. All paths and loops are smooth. Given M a finite
dimensional or a Fre´chet manifold, respectively analytic space, the loop
space C∞(S1,M) is topologized by uniform convergence of sequences of
maps S1 → M and of all their derivatives. It is a Fre´chet manifold, re-
spectively analytic space. We say that two such loops are close if they
belong to a small open set of C∞(S1,M). Similar definition holds for paths.
3. Proper CR submersions.
Let us define the objects we want to deform and study.
Definition 3.1. A proper smooth submersion pi : X → S1 is called a a
proper CR submersion if X is endowed with a Levi-flat integrable CR struc-
ture which is tangent to the fibers of pi.
As a smooth manifold, a proper CR submersion is a locally trivial smooth
fiber bundle over the circle, thanks to Ehresmann’s Lemma. The fiber, that
we denote by Xdiff , is a smooth compact manifold. We assume that it is
connected. In other words, X is diffeomorphic to
(3.1) Xφ := (X
diff × [0, 1])/ ∼ where (x, 0) ∼ (x′, 1) ⇐⇒ x′ = φ(x).
Here φ is a fixed diffeomorphism of Xdiff , classically called the monodromy
of Xφ. Recall also that Xφ and Xφ′ are diffeomorphic if φ and φ
′ are isotopic.
As a CR manifold, each fiber of X is a copy of Xdiff equipped with a
complex structure. The only difference between a proper CR submersion
and a smooth deformation over the circle (cf. definition 2.1) is that here
there is no marked point.
By Fischer-Grauert’s Theorem (see [23] for the version we use), if all the
fibers of a proper CR submersion are biholomorphic to a fixed manifold X0,
then it is locally trivial, that is it satisfies
(3.2)
pi−1(U) CR isomorphism−−−−−−−−−−→ U ×X0
pi
y y1st projection
U −−−−−→
Identity
U
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in a neighborhood U of any point of the circle.
Definition 3.2. We call a proper CR submersion a CR bundle if it satisfies
(3.2). It is trivial if it is globally CR isomorphic to X0 × S1; non-trivial
otherwise.
We have immediately
Lemma 3.3. A CR bundle pi : X → S1 is trivial if and only if its monodromy
φ is isotopic to the identity.
Of course, in the general case, the fibers of a proper CR submersion have
distinct complex structures. Indeed, choosing a smooth model (3.1) for X ,
we may identify it as a CR manifold with a smooth path c in I such that
(3.3) c(1) = φ · c(0)
and
(3.4) cφ : t ∈ (−, ) 7−→
{
c(1 + t) if t ≤ 0
φ · c(t) if t ≥ 0 is smooth.
that is, X is CR isomorphic to the smooth submersion
(3.5) pidiff : X diff → S1
endowed with the family of complex operators
(3.6) (pi−1(exp 2ipit), c(t))exp 2ipit∈S1 ,
the identification of the endpoints being realized thanks to (3.3) and (3.4).
Hence, we may and will write X0 = (X diff , c0) and Xc = (X diff , c) exactly
in the same way as we write X0 = (X, J0) and XJ = (X, J) for compact
complex manifolds.
Of course, as in the case of complex structures, the encoding of a proper CR
submersion as a loop c is far from being unique, since we can move c in I
using the Diff0(Xdiff ) action on each point c(t).
4. Setting.
In this section, we develop the general setting of the paper.
Our aim is to study the deformations of proper CR submersions with fixed
differentiable type of the induced smooth foliation. Precise definitions of
such deformations in the spirit of Kodaira-Spencer are given in section 11.
For the moment, let us just say that we keep the smooth model (3.1) and
we modify the family (3.6) of complex operators along the fibers of the sub-
mersion onto the circle. Moreover, we identify two such structures if they
are isomorphic through a CR isomorphism which is the identity on the S1-
factor.
In other words, we encode a proper CR submersion as a path c0 in I and
a monodromy map φ satisfying (3.3), (3.4). Any small deformation of it is
given by a path close to c0 up to the action of the diffeomorphisms.
Given a compact complex manifold X0 = (X
diff , J0), the classical Kuran-
ishi’s Theorem constructs an analytic space that describes all small defor-
mations of the complex structure of X0 in a minimal way. Its proof consists
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in giving a precise description of a neighborhood of J0 in I and of the action
(2.4) onto it.
In the same way, given a proper CR submersion X = (X diff , c0), in order
to construct an analytic space that describes all its small deformations in a
minimal way, we need to understand the neighborhood of the path c0 in I
and the action of the diffeomorphisms onto it.
In the next two subsections, we describe the neighborhood of the path c0 in
I as the loop space of an infinite-dimensional Fre´chet analytic space; and
the action of the diffeomorphisms as the action of a well defined Fre´chet Lie
group. These subsections are built in complete analogy with subsections 2.3
and 2.4 to which we refer.
4.1. The set of proper CR submersions. As proved in the section 3,
the space of CR submersions compatible with pidiff is just the set
(4.1) I(X diff ) = {c : [0, 1]→ I | c is smooth and satisfies (3.3), (3.4)}
and we may define similarly the space of almost CR submersions as the set
(4.2) E(X diff ) = {c : [0, 1]→ E | c is smooth and satisfies (3.3), (3.4)}.
If the monodromy of X0 is the identity, then the path c0 is a loop and we
have
Lemma 4.1. We have
(i) The space E(X diff ) is the loop space C∞(S1, E), hence is a Fre´chet
manifold.
(ii) The space I(X diff ) is the loop space C∞(S1, I), hence is a Fre´chet
analytic space.
In particular, if Uφ is a neighborhood of c0 in E , then C∞(S1, I ∩ Uφ)
contains all small deformations of X0.
If the monodromy of X0 is not the identity, then we have to twist the con-
struction, gluing elements J ∈ E to φ · J . Of course this cannot be done
globally on E , since we want the resulting quotient to still being a Fre´chet
manifold. But it can be done locally, in a neighborhood of c0.
We take a connected neighborhood U of (the image of) c0 and decompose
it into a union of connected open subsets
(4.3) U = U1 ∪ . . . ∪ Uk
Definition 4.2. We say that the covering (4.3) is adapted if it satisfies the
following conditions.
(i) Each open set Ui is the domain of a Fre´chet chart.
(ii) If c0 is a path with distinct endpoints, then an intersection Ui ∩ Uj
is non empty if and only if j = i or j = i + 1 or i = j + 1. In this
case, it is connected.
(iii) If c0 is a loop, then an intersection Ui ∩Uj is non empty if and only
if j = i or j = i+ 1 or i = j + 1 or (i, j) = (1, k) or (j, i) = (1, k). In
this case, it is connected.
(iv) The path c0 intersects each Ui and each non empty intersection Ui∩
Uj in a connected path.
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Observe that c0 admits an adapted covering as soon as it has no self-
intersection. Assume that φ is not an automorphism of Xc0(0). The analo-
gous statement to Lemma 4.1 is
Lemma 4.3. Assume that c0 does not self-intersect and that c
′
0(0) is dif-
ferent from 0. For any sufficiently small neighborhood V of c0 in E(X diff ),
there exists a Fre´chet manifold Uφ and a Fre´chet analytic space, that we
denote by abuse of notation Uφ ∩ I, such that
(i) The loop space C∞(S1, Uφ) is a Fre´chet manifold homeomorphic to
V .
(ii) The loop space C∞(S1, Uφ ∩ I) is a Fre´chet analytic space homeo-
morphic to V ∩ I(X diff ).
Proof. This is a typical example of the problems we will meet in the proof
of say, Theorem 10.1. So even if it is a much easier case, we give a detailed
treatment.
Choose an adapted covering U of c0 with k > 2. Our assumption that φ is
not a biholomorphism of Xc0(0) implies that c0(1) is different from c0(0). We
assume that φ sends bihomorphically U1 onto Uk. We define now Uφ as the
set obtained from U by identifying each point J of U1 with the corresponding
point φ · J of Uk. We put on Uφ the quotient topology.
Observe that we may assume it is Hausdorff, shrinking U if necessary. To
check that, we switch to the Hilbert setting. To simplify notations, we still
denote by U and Ui the corresponding open subsets of Ec. Now, the only
problem that could appear is the following. If we can find a sequence (xn)
in U1 such that
(4.4) limxn ∈ U ∩ U1 \ U1
and
(4.5) y := limφ(xn) ∈ U ∩ Uk \ Uk
then Uφ is not separated at y. This can be avoided as follows.
Figure 1. U ∩ U1 \ U1.
As c0 maps into a Hilbert manifold and c
′
0(0) 6= 0, we may define
(4.6) H := (c′0(0))
⊥
We then extend c0 to (−, 0] for  small enough so that on (−, )
〈−−−−−−→c0(0)c0(t), c′0(0)〉 > 0 ⇐⇒ 0 < t < 
< 0 ⇐⇒ − < t < 0
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Shrinking U if necessary, we may assume that U1 is a ball and that H cuts
U1 into two connected components, say H
+ and H−. Moreover, we assume
that U2 ⊂ H+ and, using Uk = φ ·U1 and (3.4) and c′0(0) 6= 0, we have that
Uk−1 ⊂ φ ·H−.
Let now x be a point of U ∩ U1 \ U1. Then x belongs to U2, hence to H+.
As a consequence, if (xn) converges to x, then φ(xn) belongs to φ ·H+ for
n big enough. Since U ∩ Uk \ Uk is included in φ ·H−, we see that it is not
possible to find a sequence (xn) satisfying (4.4) and (4.5).
Hence Uφ is Hausdorff. Since it is obtained from the Hilbert manifold U by
an open gluing, it is also a Hilbert manifold. We may thus speak of smooth
maps into Uφ.
If X is a CR submersion close to X0, it is represented by a smooth path c
in U whose endpoints belong to U1 and Uk respectively, and which satisfies
(3.3) and (3.4). Hence it is represented by a smooth loop in Uφ. Recipro-
cally it is clear that any loop in Uφ formed by integrable structures lifts to
a point of I(X diff ) close to c0, thus defining a CR submersion close to X0.
In other words, denoting abusively Uφ ∩ I the subset of points of Uφ corre-
sponding to integrable structures, we may take the space C∞(S1, Uφ) as a
neighborhood of c0 in E(X diff ); and the space C∞(S1, Uφ ∩ I) as a neigh-
borhood of c0 in I(X diff ). 
If φ is a non-trivial automorphism of Xc0(0), then the previous construc-
tion does not work. For example, if c0 is a constant path, then it would
consist in taking the quotient of a neighborhood of c0(0) in I by the action
generated by φ, which fixes c0(0). In the sequel, we will avoid this type of
paths and monodromy by using the action of the diffeomorphisms. This will
also allow us to fulfill the hypotheses of Lemma 4.3.
4.2. The diffeomorphism group and its action. Let Diffpi(X diff ) be
the group of bundle isomorphisms of pidiff which descend as the identity on
the base S1. We will focus indeed to its subgroup Diff0pi(X diff ) of elements
isotopic to the identity in Diffpi(X diff ). We can describe more precisely this
last group.
As usual, take a presentation (3.1). Then Diff0pi(X diff ) is homeomorphic to
the set of paths
(4.7) {F : [0, 1]→ Diff0(Xdiff ) | φ ◦ F (0) = F (1) ◦ φ}
satisfying moreover
(4.8) Fφ : t ∈ (−, ) 7−→
{
F (1 + t) ◦ φ if t ≤ 0
φ ◦ F (t) if t ≥ 0 is smooth.
We may think of its elements as an isotopy(
ft : X
diff −→ Xdiff
)
e2ipit∈S1
the identification at the endpoints using (4.7) and (4.8). If φ is the iden-
tity, then Diff0pi(X diff ) is the loop space C∞(S1,Diff0(Xdiff )). This remark
should be compared with Lemma 4.1. In the same way, we could prove a
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result similar as Lemma 4.3 in the case φ is not an automorphism of Xc0(0).
However, we will not need such a statement, but rather will use the following
Lemma 4.4. The group Diff0pi(X diff ) is a Fre´chet Lie group.
Proof. It is enough to construct a Fre´chet chart at the identity. The fact
that the group operations are smooth comes from the fact that Diff0(X diff )
is a Fre´chet Lie group cf. [12].
Consider the set Σpi(TX diff ) of smooth vector fields of X diff tangent to the
fibers of pi. We have
Σpi(TX diff ) ' {σ : t ∈ S1 7−→ σt ∈ Σ(Tpi−1(t))}.
Taking a riemannian metric along the fibers, we may define, as in (2.5), a
map
(4.9) epi : Σpi(TX diff ) −→ Diffpi(X diff )
which satisfies, for all t ∈ S1,
(epi)t : ξ ∈ Σ(TXdiff ) ' Σ(Tpi−1{t}) 7−→ e(ξ) ∈ Diff(Xdiff ) ' Diff(pi−1{t})
As in the pointwise case, epi realizes a diffeomorphism between an open
neighborhood of the zero-section in Σpi(TX diff ) and a neighborhood of the
identity in Diffpi(X diff ). 
The group Diffpi(X diff ) acts on C∞(S1, Uφ) in the obvious way. That is,
given c ∈ C∞(S1, Uφ) and f ∈ Diffpi(X diff ), we have
(4.10) (f · c)t = ft · ct for all t ∈ S1
where the action on the right-hand side is defined in (2.4). Indeed, (4.10)
plays the role of (2.4) for proper CR submersions.
In other words,
Lemma 4.5. The following two statements are equivalent
(i) Two paths c ∈ C∞(S1, Uφ) and c′ ∈ C∞(S1, Uφ) encode the same
proper CR submersion up to CR isomorphisms inducing the identity
on the base S1.
(ii) We have c′ = f · c for some f in Diffpi(X diff ).
Before finishing this subsection, let us introduce some hypotheses about
the paths we use. We will always assume without loss of generality that
Hypothesis 4.6. We have
(i) The path c0 has no self-intersection in I.
(ii) If the monodromy of X0 is isotopic to the identity, we take c0 to be
a loop and φ to be the identity.
(iii) If X0 is a trivial CR bundle, then we take c0 to be a constant loop.
(iv) If X0 is a non-trivial CR bundle, then we take c0 to be a non constant
path with distinct endpoints with c′0(0) 6= 0.
As for (i), in case c0 does self-intersect, just move it locally along the
Diff0pi(X diff )-orbits in a finite number of points to destroy the self-intersec-
tions. As for (iv), use also the action so that c0 is a path with distinct
endpoints in a single Diff0pi(X diff )-orbit. The interest of (iv) should be clear
when considering Lemma 4.3 and the discussion below.
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4.3. Almost-complex preserving maps. Given two subsets U and V of
E(X diff ) with U open, W an open subset of a topological C-vector space,
and an analytic map F from U to V ×C∞(S1,W ), we say that F is almost-
complex preserving if the composition
c ∈ U F−−−−→ V × C∞(S1,W ) 1st projection−−−−−−−−→ G(c) ∈ V
is almost-complex preserving for each t ∈ S1, that is the complex manifolds
Xc(t) and XG(c(t)) are isomorphic for each t.
Thus we extend the notion of a.c. maps to E(X diff ). Observe that an a.c.
map is equivariant with respect to the action of Diff0pi(X diff ).
5. Outline of the paper.
In this section, we outline the results and the strategy of the paper. The
main Theorem is Theorem 10.1. It is a generalization of the classical Ku-
ranishi’s Theorem to proper CR submersions. From this result, we derive
rigidity, completeness and versality criteria. Theorem 10.1 states that the
set of proper CR submersions close to a fixed one, described in section 4 as
the loop space of the infinite-dimensional Fre´chet analytic space Uφ∩I, can
also be described as the loop space of a finite-dimensional analytic space
Kc0 . The central idea of the proof is to show firstly that the neighborhood
Uφ ∩ I is foliated with leaves included in the orbits of Diff0(Xdiff ); and
secondly that this foliation has a Hausdorff leaf space Kc0 . Hence Uφ ∩ I
admits an a.c. retraction onto Kc0 . As a consequence every loop in Uφ ∩ I
can be pushed to a loop of Kc0 and small deformations are also described
by the loop space of the finite-dimensional Kc0 .
Let us be more specific. For that, it is important to go back once again
to the classical Kuranishi’s Theorem. It can be restated as: there exists
a retraction along the orbits of Diff0(Xdiff ) of a neighborhood of J0 in I
onto a finite-dimensional analytic subspace called the Kuranishi space of J0.
Actually it is shown that there exists a local holomorphic foliation of I at J0
whose leaves are modeled on Diff0(Xdiff )/Aut0(X0). The Kuranishi space
of X0 embeds as a transverse section and the neighborhood of J0 retracts
onto this transverse section following the leaves. This is what we explain in
section 6.
The above mentioned foliation of Uφ∩I will be obtained by extending this
local foliated chart into a foliated atlas of Uφ∩I. Indeed, take any compact
set C containing J0. Then Theorem 7.2 states that the local foliation at
J0 extends as a foliation defined in a neighborhood of C. Once again, the
leaves are modeled on Diff0(Xdiff )/Aut0(X0) and the Kuranishi space of
X0 can be realized as a transverse section at J0. But at another point J ,
the Kuranishi space of XJ does not always identify with a transverse section
at J . Of course, this annoying point comes from the fact that the leaves are
modeled on Diff0(Xdiff )/Aut0(X0), and since the automorphism group of
XJ depends on J , this space may be different from Diff
0(Xdiff )/Aut0(XJ).
We call this foliation the L-foliation, where L is a fixed complementary
subspace in the space of vector fields to the Lie algebra of Aut0(XJ).
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We come to the most important property of this foliation, stated as The-
orem 8.1, the main result of this paper. Take C to be the path c0 - and J0
a point of C. Then, the leaf space of the L-foliation of a neighborhood of
C is a Hausdorff analytic space Kc0 . The line of arguments of the proof is
very classical in (finite-dimensional) foliation theory. We assume Hypothesis
(4.6) and we take an adapted covering (4.3) constituted by foliated charts.
By induction on k, the number of charts in the adapted covering, we prove
that the local transverse sections can be locally pushed along the leaves
to match and form a global transverse section to the foliation. Of course,
such local movements use a partition of unity, so this global transverse is
only a smooth object. In other words, the foliation is smoothly trivial, not
holomorphically trivial. However, this Hausdorff section can be turned into
an analytic space by making use of the foliated atlas: it is locally mod-
eled onto the analytic local section and changes of charts are given by the
transverse component of the changes of charts of the foliated atlas hence are
analytic. Observe that this classic trick appears in a completely different
setting as a method for constructing complex non Ka¨hler manifolds, see [21]
and the famous Bogomolov conjecture [2], [5]. In any case, since we are in
an infinite-dimensional case, and with singular transverse sections, we have
to check carefully that the classical proof can be adapted to this situation.
The resulting demonstration is quite technical and is postponed in section
9.
As a consequence of Theorem 8.1, every proper CR submersion close to
pi : X → S1 can be encoded as a path into Kc0 . Hence we end with the loop
space of Kc0 playing the role of the Kuranishi space in the classical setting.
We call this loop space a Kuranishi type moduli space and denote it by
Kg. The retraction along the Diff0-orbits from a neighborhood of J0 onto
its Kuranishi space is replaced with the retraction along the Diff0-orbits of
the loop space of Uφ onto K
g.
Next, we explore the deformation theory of proper CR submersions in the
spirit of Kodaira-Spencer. This supposes to define a notion of deformation
of proper CR submersions as flat family. This is what we do in section 11,
before defining a Kodaira-Spencer map in section 12. For this, we follow the
original approach by Kodaira-Spencer, writing down a short exact sequence
of sheaves which encodes the obstructions for lifting vector fields of the base
space as infinitesimal automorphisms of the family. We then can construct
a deformation Kg → Kg of c0 from Theorem 10.1 and prove that this family
is complete in Theorem 13.1. This is quite a straightforward result since
we develop before the necessary definitions and tools. The case of versality
is much involved. We give a criterion for versality and another one for
universality in Theorem 14.1. The idea behind these criteria is simple. We
just explain the criterion for versality. Basically the analytic space Kc0 is
constructed from the Kuranishi spaces of the fibers of the CR submersion
X0. Assume firstly that the monodromy of X0 is isotopic to the identity. If
the dimension of these Kuranishi spaces does not change along the circle,
then Kc0 is roughly speaking the union of a finite number of these spaces
glued along their common intersections and the loop space of Kc0 is versal.
However, if the dimension varies, Kc0 must have the maximal dimension and
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versality is lost. Notice also that we speak of the dimension of the regular
part. This explains why criterion (14.1) is in terms of the dimension of the
automorphism group and not of the first cohomology group with values in
the tangent sheaf. Secondly, in the case of a non-trivial CR bundle, our
construction always yields a non versal Kuranishi type moduli space. This
comes from the fact that the natural candidate for Kc0 would be the quotient
of the Kuranishi space of the single fiber (since we are in the CR bundle
case, there is a single fiber up to biholomorphism) by the automorphism
serving as monodromy. However, in many cases this is not an analytic space
but an analytic stack. But, more deeply, even in the case where such a
quotient is an analytic space, the loop space of this quotient would not be
complete, since the non-trivial CR bundle should correspond via pull-back
to a constant loop, see example 18.2.
Hence, we see from example 18.2 that there is probably no versal space
for non-trivial CR bundles. Unfortunately, we are unable to prove such
a statement, because one cannot exclude that a construction completely
different from ours yields a versal space. This is a crucial point that we
hope to address in the future. If our intuition is correct, this would not only
mean that Kodaira-Spencer and Kuranishi standard tools are not adapted to
situations where there is no complete finite-dimensional space, but also that
the concept of versality is not the good one. Linked to this is the question of
the uniqueness of our Kuranishi type moduli space. In the classical setting
of complex structures, versality implies uniqueness as a germ. However,
for proper CR submersions over the circle, we are only able to prove a
weak version of uniqueness in Corollary 16.1. And even this weak property
becomes false for examples as example 18.2.
Rigidity is treated in Theorem 17.7 but this is indeed a very simple result.
The only rigid case is the trivial example 17.6 of a CR bundle with rigid
fiber. In the classical setting of complex structures, rigidity results were the
first important results to be proved. For that reason, it may seem natural
to prove such results for each new deformation problem. However, when the
situation is more flexible, as it is with CR structures, rigidity is not a good
concept, because it so hardly happens, cf. the analogous case of [13]. Here,
we derive it from connectedness results (Theorem 17.1, Corollaries 17.3 and
17.4), which are by far more interesting applications of Theorem 10.1.
The article ends with a section of examples.
6. Kuranishi’s Theorem as the existence of a local foliation.
In this Section, we state a version of Kuranishi’s Theorem which is suited
for our purposes. Although it is very close to the statements of [19], this
slight reformulation will be crucial in the proof of our main results. Indeed,
we interpret Kuranishi’s Theorem as describing a local foliated structure of
finite codimension of the set of complex operators.
Now, let H0 be the subspace of Σ(TX
diff ) consisting of the real parts of the
holomorphic vector fields of X0. As X0 is compact, its automorphism group
is a finite-dimensional complex Lie group hence H0 is finite-dimensional.
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Choose a decomposition
(6.1) Σ(TXdiff ) = H0 ⊕ L0
for some closed subspace L0. Observe that such a closed complementary
subspace always exists, since H0 is finite-dimensional hence closed and since
we are in a Hilbert space. Nevertheless, we want to emphasize that we do
not ask (6.1) to be orthogonal with respect to any product. Indeed, in the
sequel, we will use the fact that L0 is not unique and that we can choose it.
Remark 6.1. It is important to keep in mind that the vector spaces of (6.1)
are indeed C-vector spaces through the identification between Σ(TXdiff )
and Σ(T ); see also remark 6.4.
Kuranishi’s Theorem may be rephrased as:
Theorem 6.2. There exists an open neighborhood U0 of J0 in E, an open
neighborhood W1 of 0 in L0 and an analytic retraction
(6.2) U0 ∩ I Ξ0−−−−→
a.c.
K0
such that
(i) The set K0 is a (finite-dimensional) analytic set of (embedding) di-
mension at 0 equal to
h1(0) := dimH1(X0,Θ)
where H1(X0,Θ) denotes the first cohomology group with values in
the sheaf Θ of germs of holomorphic vector fields.
(ii) The map
(6.3) (J, ξ) ∈ K0 ×W1 Φ0−−−−→ e(ξ) · J ∈ U0 ∩ I
is an a.c. isomorphism whose inverse has component in K0 equal to
Ξ0.
Remark 6.3. Isomorphism (6.3) must be thought of as a foliated chart. In
other words, Kuranishi’s Theorem states the existence of a finite codimen-
sion local foliated structure at each point of I. Observe that it depends on
the choice of L.
Remark 6.4. In the classical presentation of [19], a slightly different splitting
is used. From the decomposition (2.1), Kuranishi defines Ap as the space of
(0, p)-forms of X0 with values in T . Hence A
0 is the space of (1, 0)-vectors
and we may write
(6.4) A0 = H0 ⊕⊥H0
for H0 the subspace of holomorphic vector fields and ⊥H0 its orthogonal
with respect to the L2-norm for some fixed hermitian metric of X0. And he
encodes the small diffeomorphisms of Xdiff through the map
ξ ∈ A0 7−→ e(ξ + ξ¯).
The version we present can easily be deduced from the classical one, the
decomposition (6.1) playing the role of (6.4). However, the crucial point
is that (6.1) gives a splitting of the space of smooth vector fields, which is
obviously independent of the complex structure J0, whereas (6.4) gives a
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splitting of A0, whose definition depends on J0. So using (6.4) instead of
(6.1) will allow us to compare different splittings based at different points.
Let us give the core of the proof and explain why it is possible to replace
the splitting (6.4) with the splitting (6.1).
Let δ be the adjoint (from differential operator theory) with respect to a
fixed hermitian metric on X0 of the ∂¯-operator extended to the forms with
values in the holomorphic bundle T . This ∂¯-operator acting on the spaces
Ap defines an elliptic complex, hence the associated Laplace-type operator
∆ is elliptic.
Also, by ellipticity, we have a direct sum decomposition
A1 = Im ∂¯ ⊕Ker δ.
Using the splitting (6.4), consider the smooth map
(6.5) (ξ, ω) ∈⊥H0 ×Ker δ 7−→ e(ξ + ξ¯) · ω ∈ A1.
Remark 6.5. In order to make the previous decompositions precise, one
should add that A1 means the set of 1-forms of class W r2 , and A
0 means the
0-forms of class W r+12 .
A direct computation shows that its differential at 0 is given by
(6.6) (η, α) ∈⊥H0 ×Ker δ 7−→ α+ ∂¯η ∈ A1
and that (6.6) is invertible with inverse given by
(6.7) ω = ∂¯η + α ∈ Im ∂¯ ⊕Ker δ 7−→ (Gδ∂¯η, α) ∈⊥H0 ×Ker δ.
Here G denotes the Green operator associated to ∆.
By application of the inverse function theorem on Hilbert spaces, the map
(6.5) is a local diffeomorphism.
The Kuranishi space of X0 is then defined as
K0 = {ω ∈ A1 | ∂¯ω − [ω, ω] = δω = 0}.
The restriction of (6.5) to ⊥H0 ×K0 gives a map similar to (6.3), which
appears in the classical statement of Kuranishi’s Theorem.
If we use now the splitting (6.1), we just have to modify the previous formulas
as follows.
We consider the map
(6.8) (ξ, ω) ∈ L0 ×Ker δ 7−→ e(ξ) · ω ∈ A1
instead of (6.5), whose differential at 0 is
(η, α) ∈ L0 ×Ker δ 7−→ α+ ∂¯τη ∈ A1.
This is completely analogous to (6.6), the only difference being the use of
the identification
τ : ξ ∈ Σ(TXdiff ) 7−→ ξ − iJ0ξ ∈ A0.
This identification maps Σ(TXdiff ) onto A0, and H0 onto H
0. But it does
not map L0 onto
⊥H0. Nevertheless, since τL0 and ⊥H0 are complementary
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to the same finite-dimensional space, they are isomorphic, so that we can
twist it into an identification
(6.9) τ˜ : H0 ⊕ L0 −→ H0 ⊕⊥H0
which preserves the direct sum decompositions. More precisely, we define τ˜
as the map
(6.10) τ˜(ξ0 ⊕ ξL0) = τξ0 ⊕ (τξ)⊥
where
ξ = ξ0 ⊕ ξL0 ∈ H0 ⊕ L0 and τξ = (τξ)0 ⊕ (τξ)⊥ ∈ H0 ⊕⊥H0.
From (6.9) and (6.10), we infer that the formula for the inverse of (6.8),
analogous to (6.7), is
ω = ∂¯τη + α ∈ Im ∂¯ ⊕Ker δ 7−→ (τ˜−1Gδ∂¯τη, α) ∈ L0 ×Ker δ.
This shows that the map (6.8) is a local diffeomorphism. Its restriction
to L0×K0 gives the map (6.3). The first component of its inverse gives the
map (6.2).
Definition 6.6. We call a map Ξ0 as defined in (6.2) a Kuranishi map based
at J0. The open set U0 is called a Kuranishi domain. The analytic space
K0 is called the Kuranishi space of X0.
We note the following uniqueness property.
Corollary 6.7. The Kuranishi space K0 of X0 is unique in the following
sense.
(i) If L′ is another closed complementary subspace to H0, then the cor-
responding space K ′0 is a.c. isomorphic to K0.
(ii) If U ′ is another neighborhood of J0 in E, then the restrictions of Ξ0
and of the corresponding map Ξ′0 to U ∩U ′ ∩I have a.c. isomorphic
images.
In particular, it is unique as a germ of analytic space at 0. In this paper,
thinking of this corollary, we say that K0 is the Kuranishi space of X0, even
if, strictly speaking, it depends on U0 and on L0.
In the sequel, when we will refer to Kuranishi’s Theorem, we will always
refer to the version given in Theorem 6.2.
7. Foliation of a neighborhood of a compact set of I.
Recall that Diff0(Xdiff ) acts on E . Given a closed vector subspace L of
the space Σ(TXdiff ), we will see that, under some conditions, it induces a
foliation of certain open sets of I whose leaves are included in the orbits of
the Diff0(Xdiff ) action. We first need the following technical result.
Lemma 7.1. Let J and J ′ be two homotopic complex structures. Then
Σ(TJ) and Σ(TJ ′) are isomorphic C-vector spaces.
Proof. We may assume that TJ ′ is represented by the graph of a 1-form from
TJ to T J ; otherwise just choose a finite number of points Ji on the path from
J to J ′ and repeat the argument inductively. The projection on TJ parallel
to T J identifies TJ ′ and TJ as C-vector bundles over Xdiff . Hence Σ(TJ)
and Σ(TJ ′) are isomorphic C-vector spaces. 
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Thanks to this Lemma, the structure of complex vector space induced
on L through (6.1) and the identification between TXdiff and T J does not
depend on J , provided we stay in a single connected component of complex
operators.
Theorem 7.2. Let C be a compact set of E. Then, for any sufficiently small
neighborhood U of C in E, there exists a closed subspace L of Σ(TXdiff ) of
finite codimension such that L induces a foliation of U ∩ I. More precisely,
there exists a finite open covering
(7.1) U = U1 ∪ . . . ∪ Uk
such that
(i) For every i, there exists an analytic space Ki such that Ui∩I is a.c.
isomorphic to the product of some fixed neighborhood W of 0 in L
with Ki.
(ii) When defined, the composition of two such isomorphisms preserves
the plaques Wi × {Cst.}.
Remark 7.3. Note that the fact that the leaves are included in the orbits of
the Diff0(Xdiff ) action comes from the fact that the above isomorphisms are
a.c. Also note that the leaves are modeled onto L, which is a well-defined C
vector space by Lemma 7.1.
Definition 7.4. In the setting of Theorem 7.2, we say that L foliates U ∩I
and we call the associated foliation the L-foliation of U ∩ I.
Remark 7.5. The L-foliation is transversely modeled on Ki, an analytic
space which depends on the chart Ui. So strictly speaking, we should talk
of a lamination rather than a foliation.
Proof. Begin with choosing an open neighborhood U of C in E and a finite
open covering of U by Kuranishi domains U1, . . . , Uk based at J1, . . . , Jk,
points of C. Set
Hi := HJi
and denote by Kuri the Kuranishi space of Ji. Assume that we used the
classical orthogonal splitting, that is, in the splitting (6.4), we took Li as
the orthogonal complement to Hi. It follows from Kuranishi’s Theorem that
for every i and every J ∈ Ui ∩ I, we have
(7.2) Li ∩HJ = {0}.
Let S be the set of closed vector subspaces S of Σ(TXdiff ) having finite
codimension and satisfying
(7.3) S ∩HJ = {0} for all J ∈ U.
We claim that, shrinking U if necessary, we may assume that S is not empty.
Indeed, let
S := (H1 + . . .+Hk)
⊥.
Then S is orthogonal to each Hi, hence it is included in each Li. Property
(7.2) implies that S belongs to S. As a consequence, we may choose L ∈ S
having minimal codimension. We claim that this L satisfies the requirements
of Theorem 7.2.
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Since L has finite codimension in Σ(TXdiff ), we may choose some finite-
dimensional vector subspaces H˜i such that, for all i, we have
Σ(TXdiff ) = L⊕ H˜i ⊕Hi.
Set
(7.4) L˜i := L⊕ H˜i.
We may then replace Li with L˜i and obtain new Kuranishi maps and do-
mains based at Ji. If they do not cover C, we just add a finite number of
extras Kuranishi maps. This is possible thanks to (7.3). To simplify nota-
tions, we still denote by the same symbols Ui this refined covering. Remem-
bering (7.4), Kuranishi’s Theorem implies that these Kuranishi maps induce
a.c. isomorphisms between Ui ∩ I and the product of the finite-dimensional
analytic space
Ki := Kuri ×Bi
(for Bi an open neighborhood of 0 in H˜i) with W , an open neighborhood of
0 in L that we may assume to be the same for all i. Hence they give foliated
charts as wanted in (i).
Observe that the case where at least one of the Kuri is not reduced is treated
exactly in the same way.
Moreover, still by Kuranishi’s Theorem, the plaques W ×{Cst} correspond
exactly to the local equivalence classes of the relation
J ∼ J ′ ⇐⇒ J ′ = e(ξ) · J for some ξ ∈W
hence have an intrinsic geometric meaning and are preserved by the changes
of charts. This proves (ii). 
Definition 7.6. Let U ∩ I be L-foliated. Then a foliated atlas of U ∩ I
is a finite covering (7.1) satisfying the conclusions of Theorem 7.2. It is an
adapted foliated atlas if it is a foliated atlas and an adapted covering in the
sense of definition 4.2.
Observe that L depends on U . Also, observe that, given such an U , there
are uncountably many isomorphic L such that L foliates U ∩ I (just take
one and perturb it slightly). Unfortunately, we do not know if two such
foliations are equivalent. But we have the following uniqueness property on
L.
Proposition 7.7. The subspace L is unique in the following sense. If L
and L′ are two vector subspaces of Σ(TXdiff ) such that
(i) L and L′ foliate U ∩ I.
(ii) Both L and L′ are elements of S of minimal codimension.
Then L and L′ are isomorphic.
Observe that, if L foliates U ∩ I, then L must be an element of S. And
of course, if they do not have the same codimension, we cannot expect the
foliations to be isomorphic. So condition (ii) in the statement of Proposition
7.7 is not a restriction.
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Proof. This is standard linear algebra. Set
I = L ∩H J = L′ ∩H
where H := L⊥ + (L′)⊥. Observe that both L + H and L′ + H generates
Σ(TXdiff ). Then choose L0 and L
′
0 closed such that
Σ(TXdiff ) =H ⊕ L0 with L = L0 ⊕ I
=H ⊕ L′0 with L′ = L′0 ⊕ J.
So L0 and L
′
0 are isomorphic as complementary subspaces of the same sub-
space H, and have thus the same codimension. So I and J are isomorphic
and we may extend the isomorphism between L0 and L
′
0 to an isomorphism
between L and L′. 
8. Foliation of a neighborhood of a path.
Let c be a continuous path into I satisfying Hypothesis 4.6 and let U
be a connected neighborhood of c in E which is L-foliated for some L. In
this particular case, we can give a much more precise description of the
L-foliation.
Theorem 8.1. Let L foliating U ∩ I. Then, if U is small enough, the
foliation is given by the level sets of an analytic morphism. To be more
precise, there exists an analytic space KU and an a.c. morphism
U ∩ I ΞU−−−−→
a.c.
KU
such that
(i) KU is the leaf space of the L-foliation and the leaves are given by
the level sets of ΞU .
(ii) The map ΞU is locally a projection: in the neighborhood V of any
point x ∈ U ∩ I, we have a commutative diagram
(8.1)
x ∈ V a.c. isomorphism−−−−−−−−−−−→ ΞU (V )×W
ΞU
y y1st projection
ΞU (V ) ⊂ KU −−−−−→
Identity
ΞU (V ) ⊂ KU
for some open neighborhood W of 0 in L.
Moreover, the L-foliation is smoothly trivial, that is there exists a
smooth injection
(8.2) KU
iU−−−−→
a.c.
U ∩ I
and, up to shrinking U if necessary, a diffeomorphism
(8.3) (J, f) ∈ KU ×WU ΦU−−−−→
a.c.
f · iU (J) ∈ U ∩ I
where WU is a subset of Diff
0(Xdiff ) containing the identity.
In other words, the L-foliation is smoothly trivial, hence its leaf space is
an analytic space, cf. section 5.
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Remark 8.2. The open set U may contain ”large” open sets of leaves, so
that we cannot ensure that they can be completely encoded via the map
e. This is typically the case if the path c is included in a single leaf. This
explains why the set WU of (8.3) is included in Diff
0(Xdiff ) and not in L.
9. Proof of Theorem 8.1.
Recall the line of arguments presented in section 5.
If c is constant or is contained in a single Kuranishi domain, then there is
nothing to do: we just take U as a Kuranishi domain based at c(0) and the
map (6.3) given by Kuranishi’s Theorem as trivialization chart (8.1). This
map is indeed global, so that (8.3) is satisfied with an analytic isomorphism.
So assume that c is not contained in a single Kuranishi domain.
We just make use of Theorem 7.2. We first assume that c is not a loop. We
cover it by an adapted foliated covering. Furthermore, we assume that the
Ui are sufficiently small so that, for any pair (x, y) of points of Ui ∪Uj with
Ui ∩ Uj 6= ∅, if x and y belong to the same orbit in Ui ∪ Uj , we have
(9.1) y = e(ξ) · x for some ξ ∈Wi ∩Wj .
We want to construct the leaf space KU by gluing each Ki to the next one
using the changes of foliated charts. The difficult point is to ensure it is
Hausdorff. To do that, we proceed by induction.
Firstly, consider, for i = 1, 2, the two local charts
(9.2) Φi : Ki ×Wi a.c.−−−−→ Ui ∩ I
and the associated change of chart
(z, v)
Φ12:=Φ
−1
2 ◦Φ1−−−−−−−−−→
a.c.
(Ψ(z), χ(z, v)).
By abuse of notation, we will denote by the same symbol Ki and the image
Φi(Ki × {0}). We assume, composing Φ1 and Φ2 with translations on the
W -factor if necessary, that K1 and K2 are disjoint in I.
Consider the space obtained by gluing K1 to K2 through the map Ψ. We
claim that, up to shrinking U1 and U2, it is an analytic space. Hence the
foliation restricted to U1 ∪ U2 satisfies the properties of Theorem 8.1 and
the first step of the induction is done. This can be proved as follows.
We define the open set V1 ⊂ K1 by the following relation
(9.3) x ∈ V1 ⇐⇒ ∃v ∈W1 such that Φ1(x, v) ∈ U2 ∩ I.
By (9.1), observe that V1 contains all the points whose leaf in U1 meets U2.
Remark 9.1. Recall that the leaf in U1 of a point J is the connected compo-
nent of J in the intersection of U1 with the leaf passing through J .
Denoting as usual by Ξ1 the map contracting U1∩I onto K1, observe that
Ξ1(c∩U1)∩V1 is non-empty and connected since it is equal to Ξ1(c∩U1∩U2)
(recall Hypothesis 4.6). Then, define
x ∈ V1 g−−−−→
a.c.
Ξ2 ◦ Φ1(x, v) ∈ K2
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where v is any vector of W1 such that (9.3) holds. The previous map does
not depend on the particular choice of v because of (9.1).
This is the gluing map we want to use. Set V2 = g(V1) ⊂ K2. It follows
from the proof of Theorem 7.2 that there exists an analytic map
η : V1 ⊂ K1 −→ L
such that
(9.4) g(J) = e(η(J)) · J.
Now, choose some open set V ′1 included in V1 such that Ξ1(c ∩ U1) ∩ V ′1 is
still non-empty and connected. Let χ be a bump function defined on U1,
equal to 1 on V ′1 and to 0 on K1 \ V1. Let V ′2 be the image g(V ′1). Define
η1 := χ · η : U1 −→ L.
Then the map g1 := e(η1) is an a.c. diffeomorphism from K1 to its image.
Moreover, we may assume that g1(K1) intersects K2 along
V˜ ′2 = {y ∈ V ′2 | LU1∪U2y ∩ V ′1 6= ∅}.
where LU1∪U2y denotes the leaf of y in U1∪U2, and where the closure is taken
in K2 (respectively K1).
We would like that the set V˜ ′2 is open and that the union g1(K1) ∪K2 cuts
every leaf of U1 ∪ U2 into a single point. Taking into account the definition
of V˜ ′2 , this would imply that the image through g1 of V1
′\V ′1 does not belong
to K2. From this, it is easy to check that K1 ∪g1 K2 would be Hausdorff,
hence an analytic space since it is obtained by gluing two analytic spaces
along an open set; also this would imply that it is the leaf space of U1 ∪U2.
Remark 9.2. To clarify the proof, let us emphasize the following obvious but
crucial point: K1 ∪g1 K2 will be constructed as an abstract analytic space
homeomorphic to g1(K1)∪K2. But obviously, this last set is not an analytic
subspace of I, cf. section 5.
Nevertheless, it is not true in general. Indeed, it fails every time that V˜ ′2
contains a point of V ′2 \ V ′2 .
We claim that it is enough to shrink U1 and U2 to ensure
(9.5) V˜ ′2 = V
′
2
and thus to solve our problem.
In Figure 2, the big ellipses representK1 andK2 and the small ones represent
V ′1 and V ′2 . The arrows on the leaves just suggest the identification. The
glued space is obtained by gluing along the open shaded parts. Clearly, since
V ′1 has boundary points in K1 which correspond through the identification
to boundary points of V ′2 in K2, the resulting space is not Hausdorff.
The claim is that it is possible to shrink U1 and U2 so that the picture is like
Figure 3. The big ellipses represent the domains of K1 and K2 onto which
the new sets U1 and U2 retract. In this new case, the boundary points of
V ′1 are not in correspondance with the boundary points of V ′2 , hence the
gluing is Hausdorff. Notice that, in the case of U2 (the upper ellipse), a
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subset of the former trace of c in K2 is now out of the domain. This has no
consequence since this part of c has still a trace in K1, but it helps reducing
the boundary of V ′2 .
Figure 2. Non-Hausdorff gluing.
First, observe that shrinking Ui to, say, U
′
i , we may assume that it trans-
forms (9.2) into
(9.6) Φi : K
′
i ×W ′i ⊂ Ki ×Wi a.c.−−−−→ U ′i ∩ I
However, W ′i ⊂ Wi may not contain 0. Then g1(K ′1) intersects K ′2 along
V˜ ′2 ∩K ′2. The claim is that, after shrinking and after taking the intersection
with K ′2, we may assume that (9.5) holds.
Figure 3. Hausdorff gluing.
To go further, we distinguish cases.
1st case. We assume that Ξi(c∩Ui) does not intersect the boundary V ′i \V ′i .
This is typically the case that c is included in a single leaf of L, hence its
trace in each Ki is a single point belonging to V
′
i . Then there is no problem.
We set
Ui = Ξ
−1
i (V
′
i ) for i = 1, 2.
Geometrically, K1 and K2 are simply identified one to the other.
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2nd case. We assume that the intersection of Ξi(c ∩ Ui) with the boundary
V ′i \ V ′i is connected. Then it is enough to shrink U2 setting
U2 = Ξ
−1
2 (V
′
2).
Geometrically, K2 is identified to an open subset of K1.
3rd case. We assume that the intersection of Ξi(c ∩ Ui) with the boundary
V ′i \ V ′i is disconnected. This is the case treated in Figures 2 and 3.
Set
I = {t ∈ [0, 1] | Ξ2(c(t)) ∩ V ′2 \ V ′2 6= ∅}.
It has at least two connected components and we may find two disjoint open
intervals I1 and I2 such that
(9.7) I ⊂ I1 unionsq I2.
Then, shrink U1 and U2 such that Hypothesis 4.6 and (9.1) are still satisfied,
as well as the additional hypothesis
(9.8) U ′i ∩ c(I) ⊂ c(Ii).
Properties (9.7) and (9.8) imply that (9.5) holds after taking the intersection
with K ′2.
In other words, set
K12 := K
′
1 ∪g1 K ′2 with g1 : K ′1 ∩ V ′1 → K ′2 ∩ V ′2 .
Then K12 is an analytic space. It is by construction the leaf space of the
L-foliation restricted to U ′1 ∪ U ′2.
Remark 9.3. If K1 (or equivalently K2) is not reduced, then we perform the
previous construction with their reduction and put on each component of the
resulting space the common multiplicity of the corresponding components
of K1 and K2.
Besides the two maps
U ′1 ∩ I
Φ−11−−−−→
a.c.
K ′1 ×W ′1
1st projection−−−−−−−−→ K ′1
and
U ′2 ∩ I
Φ−12−−−−→
a.c.
K ′2 ×W ′2
1st projection−−−−−−−−→ K ′2
glue into a single map
(9.9) Ξ : (U ′1 ∪ U ′2) ∩ I a.c.−−−−→ K12
with charts (8.2) by construction.
It follows now from (9.9) that the inclusions
i1 : z ∈ K ′1 7−→ Φ1(z, η1(z)) ∈ U ′1 ∩ I
and
i2 : z ∈ K ′2 7−→ Φ2(z, 0) ∈ U ′2 ∩ I.
glue naturally into a smooth inclusion
i12 : K12
a.c.−−−−→ (U ′1 ∪ U ′2) ∩ I
yielding (8.2) and a smooth trivialization (8.3) (shrinking U if necessary).
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Repeating the process, we construct the map ΞU as desired as well as the
smooth trivialization. So we are done.
Assume now that c is a loop. We use once again a foliated adapted covering
and assume (9.1). We proceed as before, but we have now to perform an
ultimate gluing between Uk and U1 to obtain KU , still using the changes of
charts of Theorem 7.2. Let K denote the analytic space obtained by making
all the gluings except for the last one. We also have a smooth map
i : K
a.c.−−−−→ U ∩ I
analogous to (8.2). The last gluing to perform is defined through an analytic
map
Vk ⊂ Kk g−−−−→
a.c.
K1
which is equal as before to e(η) for some analytic map η from Kk ∩ U1 into
L because of (9.1). So we may proceed as before and extend smoothly η to
η1 : K −−−−→ L
equal to η on V ′k ⊂ Kk for some open set V ′k included in Vk. We assume it
meets Ξk(c ∩ Uk). Now, up to shrinking the Ui’s, we have that e(η) ·K is a
smooth global transverse section to the L-foliation on U ∩I. This proves at
the same time that the space KU obtained from K after performing the last
gluing is homeomorphic to e(η) ·K, hence Hausdorff and by construction an
analytic space; and that the foliation is smoothly trivial.
The injection (8.2) and the trivialization (8.3) are then obtained as before.
We note the following uniqueness property
Corollary 9.4. The analytic space KU is unique up to a.c. isomorphism,
that is does not depend on the choice of the adapted covering and of the
Kuranishi maps.
Proof. This is a direct consequence of the fact that KU is the leaf space of
the L-foliation restricted to U . Hence it is unique. 
For the same reason, we also have
Corollary 9.5. Let U and U ′ be two connected neighborhoods of c for which
a smooth trivialization (8.3) exists. Then the restrictions of KU and K
′
U to
U ∩ U ′ ∩ I (via the trivializations (8.3)) are a.c. isomorphic.
However, it is worth to emphasize that KU depends on the choice of L.
10. The Kuranishi type moduli space of a proper CR
submersion.
We are now in position to prove the main result of this paper: a statement
analogous to Kuranishi’s Theorem for I(X diff ).
Let X0 be a CR submersion compatible with pidiff , represented by an element
c0 of I(X diff ). Assume Hypothesis 4.6. Identify a neighborhood of c0 in
E(X diff ) with C∞(S1, Uφ) as explained in subsection 4.1. Choose a closed
vector subspace L of Σ(TXdiff ) satisfying (7.3) for all J in the image of c0
and having minimal codimension for this property. We have (compare with
Theorem 6.2)
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Theorem 10.1. Shrinking Uφ if necessary, we can find a finite-dimensional
analytic space Kc0 and an analytic map
(10.1) Uφ ∩ I
Ξφ−−−−→
a.c.
Kc0
such that
(i) The (embedding) dimension at c0(t) of the space Kc0 is equal to
h1(t) + codim L− h0(t) + 1 if X0 is a non-trivial CR bundle
h1(t) + codim L− h0(t) otherwise
where codim L is the codimension of L in Σ(TXdiff ).
(ii) If we are not in the special case of (i), the analytic set Kc0 is the leaf
space of the L-foliation of Uφ. Otherwise, there exists a closed sub-
space L′ of Σ(TXdiff ) contained in L as a codimension-one subspace
and such that Kc0 is the leaf space of the L
′-foliation of Uφ.
As a consequence, the (infinite-dimensional) analytic space C∞(S1,Kc0)
plays the role of the Kuranishi space K0 in the classical case. Hence we
define
Definition 10.2. The loop space C∞(S1,Kc0) is called a Kuranishi type
moduli space of X0. We denote it by Kg.
Proof. We keep the same notations as in the previous sections and recall
that Uφ is defined as the quotient of some open neighborhood U of c0 by φ.
By Theorem 8.1, shrinking U and thus Uφ if necessary, attached to U is an
analytic space KU together with an analytic a.c. map of U onto KU such
that KU is the leaf space of the L-foliation of U . We want now to define an
analytic space Kc0 attached to Uφ.
If φ is the identity, there is nothing to do. We have Uφ = U and we take
Kc0 = KU , that is we take exactly the analytic space given by Theorem 8.1.
To do the general case, it would be natural to define Kc0 as the quotient of
KU by the action of φ. However, the resulting quotient space is not always
an analytic space and we have to consider two different cases.
Indeed, in Hypothesis 4.6, we imposed the condition of φ not being a bi-
holomorphism. This forces c0 to have distinct endpoints. It follows that,
when gluing Uk to U1 through φ, the resulting quotient space is Hausdorff
(at least after shrinking). The fact that Uk and U1 may be supposed to be
disjoint is fundamental in this process. In the same way, when performing
the same gluing onto KU , we must ensure that the glued pieces correspond-
ing to K1 and Kk in KU are disjoint to obtain an analytic space. This is
possible (shrinking U if necessary) if and only if the image cU of c0 in KU
is not a loop.
Indeed, we may assume that
Kk = φ ·K1
and, after identification between open sets of Kk and K1 and open sets of
KU , this induces a well-defined analytic a.c. isomorphism between two open
sets of KU . As we just told, if we may assume that, after shrinking, these
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two pieces are disjoint, then we may proceed as in the proof of Lemma 4.3
(construction of Uφ) and ensure that the gluing occurs exclusively on these
open sets and that the resulting analytic space is the desired leaf space.
Hence we are done.
Assume that X0 is not a CR bundle. Then, by Fischer-Grauert Theorem, we
can find t 6= t′ such that Xc0(t) is not biholomorphic to Xc0(t′). This implies
that cU is not a constant path. It may of course be a loop, which is exactly
the situation we would like to avoid, but since it is not a constant loop, we
claim that, shrinking U , it becomes a path. Indeed, assume that cU is a
loop. Then this means not only that c0(0) and c0(1) are in the same leaf of
I, but also that they are in the same leaf of U . Either c0(t) or c0(t′) must
be in a different L-orbit than that of the two endpoints. Say it is c0(t). By
shrinking U , we may assume that c0(t) belongs to some domain Up with p
different from 1 and from k, and that this Up does not intersect the leaf of
c0(0). Hence the intersection of this orbit with U is disconnected and c0(0)
from the one hand, and c0(1) from the other hand, belong to two different
connected components. In other words, the common leaf of c0(0) and c0(1)
in I disconnects into (at least) two leaves in U , one passing through c0(0),
and the other passing through c0(1). Because of the trivialization (9.2), this
prevents their images cU (0) and cU (1) to be the same point of KU . So in
this case, we may define Kc0 as the quotient of KU by the action of φ.
Assume now that X0 is a CR bundle. Then, we cannot exclude that cU is
the constant loop even after shrinking U (cf. Example 18.2). The quotient
of KU by the action of φ occurs in the neighborhood of the point cU , which
is fixed by φ. As a consequence, it may not be Hausdorff, depending on the
properties of φ. We avoid this problem as follows. Choose c0 so that cU is a
point. Instead of using in Theorem 7.2 a subspace L of minimal codimension
as we did, we take L′ such that
L = L′ ⊕ L1
where L1 is one-dimensional. Then using Theorem 7.2 with L
′ this time,
we obtain in place of KU the space KU ×W1 for some open set W1 ⊂ L1.
Now, we may assume that the image of c0 in KU ×W1 is not constant (for
example that the projection onto L1 is not constant). Taking this image as
the new path cU , we may now finish the argument with this cU , defining
Kc0 as the gluing of KU ×W1 through φ as before. Observe that the gluing
is given by the associated map
(J, v) ∈ KU ×W1 7−→ (φ · J, dφ · v) ∈ KU ×W1
the action on the first coordinate being defined in (2.4), and the action on
the second coordinate being that of the differential of φ on Σ(TXdiff ).
Notice that, when dealing with L of minimal codimension, that is excluding
the case where X0 is a non-trivial CR bundle, it follows from Theorem 7.2
and Theorem 8.1 that KU , hence also Kc0 , is complete at cU (t) but not
always versal, being the product of the Kuranishi space with a C-vector
space of dimension
codim L− h0(t).
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Hence it has dimension
h1(t) + codim L− h0(t)
as stated. In the case of a non-trivial CR bundle, we have to increase the
dimension by one.
To define the map Ξφ, we proceed as follows. Assume that we are not in the
special case. We already have an a.c. projection
(10.2) U ∩ I a.c.−−−−→ KU
by Theorem 8.1. Since both the construction of Uφ and that of Kc0 consist
in taking the quotient by φ, it follows that the projection (10.2) descends as
a map
Uφ ∩ I
Ξφ−−−−→ Kc0
as desired and that Kc0 is the leaf space of the L-foliation of Uφ. The
special case is handled in the same way, just noting that, running the proof
of Theorem 8.1 with L′ instead of L yields an a.c. projection
(10.3) U ∩ I a.c.−−−−→ KU ×W1.
Using (10.3) instead of (10.2), we immediately see that it descends also as
a map (10.1). 
Remark 10.3. If KU is not reduced, then we perform exactly the same con-
struction. Because of (7.4), the extra vector space factor is always reduced
and there is no change in the dimension counting.
Corollary 10.4. The map (10.1) is, after shrinking of Uφ, a.c. diffeomor-
phic to a trivial bundle with base Kc0 and fiber a submanifold of Diff
0(Xdiff )
passing through the identity.
Proof. Use trivialization (9.2) and observe that the φ-gluing respects the
fibers of this trivialization. This shows that Uφ is a.c. diffeomorphic to a
locally trivial bundle over Kc0 . Now there are two cases. Either the gluing
occurs on the fibers (cf. case 1 and 2 in the proof of Theorem 8.1) hence the
bundle is trivial; or the gluing occurs on the base (cf. case 3 of the proof of
Theorem 8.1), but then its monodromy is isotopic to the identity (because
it is given by some map obtained as e(η) once the gluing between Uk and
U1 is performed), and it is trivial.
Observe that, in the first case, the fiber is homotopic to a circle, whereas
in the second case it is contractible but this time the base has a non-trivial
fundamental group. 
We also note the
Corollary 10.5. The analytic space Kc0 is unique in the following sense.
(i) Up to a.c. isomorphism, it does not depend on the choice of the
adapted covering and of the Kuranishi maps.
(ii) If U ′ is another neighborhood of c0, then the restrictions of Ξφ and
of the corresponding map Ξ′φ to (U ∩ U ′)φ ∩ I have a.c. isomorphic
images.
Proof. This follows immediately from the fact that it is a leaf space. 
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In other words, the germ of Kc0 at c0 is unique. However, once again,
we want to emphasize that it depends on the choice of L, and of L′ in the
special case.
11. Deformations in the spirit of Kodaira-Spencer.
11.1. Levi-flat CR spaces. Recall definition 2.1. Note that it holds for
infinite-dimensional (Banach or, by extension and abuse of notation, Fre´chet)
analytic spaces as bases. For example, I is the base of such an infinite-
dimensional analytic deformation of X0, once a base-point corresponding to
X0 is fixed. This comes from the fact that, using the map (6.2) at each
point of I, one shows that this family is locally obtained by pull-back from
the Kuranishi family. Since the last one is flat, so is the first one.
We need a notion of flat family for proper CR submersions onto the circle.
The basic idea is the following one. Let X0 be a proper CR submersion and
let X0 be a fiber of X0. If Z → B is a deformation of X0, then Z should
admit a submersion onto B × S1 making it a deformation of the compact
complex manifold X0 with base B × S1. However, this induces some tech-
nical difficulties, because Z is neither a smooth manifold nor an analytic
space. When B is an analytic space, it is not even a CR manifold but a
sort of singular CR object that we define now. The corresponding notion
of flatness, that of a transflat morphism is then defined in 11.2. Finally, we
give the definition in subsection 11.3.
Definition 11.1. A Levi-flat CR space Z is a second-countable Hausdorff
space for which there exists a covering by open subsets Vα and homeomor-
phisms
Fα : Vα −→ Rp ×Wα
for some analytic sets Wα ⊂ Cnα , such that the changes of charts
Fαβ := Fβ ◦ F−1α
are smooth, respect the foliation by copies of Wα, and are analytic in the
second variable; that is, we have
Fαβ : (x, z) 7−→ (fαβ(x), gαβ(x, z))
and, for all x, the map
z 7−→ gαβ(x, z)
is analytic.
In this definition, the analytic setsWα may be non-reduced. Alternatively,
we could have described a Levi-flat CR space as a ringed space locally home-
omorphic to Rp ×Wα with structure sheaf given by the sheaf of functions
analytic on Wα for all x ∈ Rp and smooth in x. A Levi-flat CR space belongs
to the special class of ringed spaces called mFB spaces (see [9, p. 119]). But
we stick to a more geometric definition, since we really want to consider it
as a Levi-flat CR manifold with singularities. As in the smooth case, it is
foliated, the leaves being obtained by gluing the Wα via gαβ. The leaves are
analytic, but, unlike the smooth case, they may have singularities. A trivial
example is given by a product of an analytic space with a smooth manifold.
Especially, B × S1 is a Levi-flat CR space for any analytic space B.
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11.2. Transflat morphisms. We define
Definition 11.2. A CR morphism Π : Z → B between Levi-flat CR spaces
is transflat if there are submersion charts
z ∈ U ⊂ Z CR iso.−−−−→ Π(U)× Cn × Rp
Π
y y1st projection
Π(z) ∈ Π(U) ⊂ B −−−−→
Id
Π(z) ∈ Π(U) ⊂ B
for all points z ∈ Z (see [27]).
Remark 11.3. In the previous definition, if the fibers of Z are complex man-
ifolds, we have p = 0 in the diagram of submersion charts. If B is an anlytic
space, we get exactly the geometric definition of a flat family (with smooth
fibers).
From this definition, we have
Definition 11.4. A CR deformation of X0 is a Levi-flat CR space Z to-
gether with a proper and transflat CR morphism Π : Z → B, for B a
Levi-flat CR space, a base-point and a marking.
In [9] and [27], such a deformation is called a ”relativ-analytisch Defor-
mazion”. Observe that analytic and smooth deformations are particular
cases of CR deformations. Observe also that if B is a product B1×B2 with
B1 smooth and B2 analytic, then for every x ∈ B1, the induced deformation
over B2 obtained by restricting Z to Π−1({x}×B2) is analytic; whereas for
every z ∈ B2, the induced deformation over B1 obtained by restricting Z to
Π−1(B1 × {z}) is smooth.
Observe that, if f : B → I is CR, then the family (Jf(t))t∈B defines a CR
deformation of X.
11.3. Deformations of proper CR submersions. Let pi : X0 → S1 be a
proper CR submersion. The following definition is inspired in [3].
Definition 11.5. A holomorphic deformation (resp. smooth deformation)
of X0 is a Levi-flat CR space Z together with a proper and transflat CR
morphism Π : Z → B onto an analytic space (resp. a smooth manifold) B, a
smooth and proper transflat map s : Z → S1 and a marking i : X0 → Π−1{0}
such that, for all b ∈ B,
(i) The Π-fiber Zb over b is a Levi-flat CR submanifold of Z.
(ii) The restriction sb of s to Zb is a proper CR submersion compatible
with pidiff .
(iii) The composition s0 ◦ i is equal to pi.
(iv) The map
(11.1) P = (s,Π) : Z → S1 ×B
is a proper and transflat CR morphism.
This is a quite technical definition so let us highlight some of its principal
features. Firstly, choose any t0 ∈ S1 and let X0 be the fiber of X0 over t0.
Then the map P of (11.1) is a CR deformation of X0 once chosen a marking.
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Secondly, Z is locally diffeomorphic at z ∈ Z to X diff × U , for U a neigh-
borhood of Π(z) in B. Moreover, we have a commutative diagram of diffeo-
morphisms
S1 pi
diff←−−−− X diff
s
x x1st projection
Π−1(U) ⊂ Z '−−−−→ X diff × U
Π
y y2nd projection
U −−−−−→
Identity
U
Thirdly, since Π and P are transflat, in the neighborhood of any point of
Z, we have CR coordinates (z, t, b) with z holomorphic coordinates of the
compact complex manifold P−1{(t, b)}, and b of the base B, whereas t is
given by the value of s.
Fourthly, choose any t ∈ S1. Define
(11.2) Πt : Yt := s−1(t)
Π Yt−−−−→ B.
This is a deformation of the compact complex manifold Xt := pi
−1(t).
We may easily define isomorphism of deformations of proper CR submersions
(which we assume to induce the identity on the base) and pull-back. We
omit the details.
12. Kodaira-Spencer map.
Let us start with the construction of the Kodaira-Spencer map of a defor-
mation of a proper CR submersion over the circle. In the classical case, the
Kodaira-Spencer map of a deformation of X0 takes value in the first coho-
mology group H1(X0,Θ0), which can be identified with the tangent space
at 0 of the Kuranishi space of X0 in such a way that it corresponds to the
differential d0f of the map f obtained by completeness. In our case, how-
ever, the Kodaira-Spencer map will take value in a first cohomology group
which is different from T0K
g, see section 14.
To do that, we start as usual with a proper CR submersion pi : X0 → S1
and we define Θpi to be the sheaf of germs of CR vector fields of X0 tangent
to the fibers of pi. The first cohomology group H1(X0,Θpi) has a natural
structure of the set of smooth sections of a sheaf of C-vector spaces over the
circle. The stalk at some point t is the vector space H1(Xt,Θt). Moreover,
it is a vector bundle over the circle as soon as the function h1 is constant
along the circle, cf. [16].
Let Π : Z → B be a deformation of X0. Let Θs be the sheaf of germs of CR
vector fields of Z tangent to the fibers of s and whose image through the
differential of Π is a germ of vector field of B. In CR coordinates (z, t, b)
(see the end of section 12), such a germ is written as
(12.1)
∑
ai(z, t, b)
∂
∂zi
+
∑
cj(b)
∂
∂bj
.
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Let also ΘP be the sheaf of germs of CR vector fields of Z tangent to the
fibers of P . Consider the following exact sequence of sheaves
(12.2) 0 −−−−→ ΘP −−−−→ Θs −−−−→ Θs/ΘP −−−−→ 0
and observe that the quotient sheaf Θs/ΘP can be identified with the sheaf
ΘB of germs of CR vector fields on the base B because of (12.1). The long
exact sequence associated to (12.2) runs as follows
(12.3) . . . H0(Z,Θs) −−−−→ H0(B,ΘB) ρ−−−−→ H1(Z,ΘP ) −−−−→ . . .
Observe now that the restriction of ρ to the tangent space T0B gives a map
(12.4) T0B
ρ0−−−−→ H1(X0,Θpi).
Definition 12.1. The map ρ0 of (12.4) is called the Kodaira-Spencer map
at 0 of the deformation Π : Z → B.
Roughly speaking, the map ρ of (12.3) represents the complete obstruc-
tion to lift CR vector fields of B to CR vector fields of Z respecting the
fibers of s, thus trivializing the family. Indeed, (12.3) is the exact analogue
of the fundamental exact sequence of [16]. The Kodaira-Spencer map being
the evaluation of this obtruction to the central fiber is the first obtruction
to such a trivialization. It has the advantage to be defined on X0 and not
on the whole deformation Z and thus can be computed explicitely in many
cases.
13. Completeness.
We are in position to prove the following completeness result.
Theorem 13.1. Let pi : X0 → S1 be a proper CR submersion. Choose a
path c0 representing X0 and satisfying Hypothesis 4.6. Let Kg be a Kuranishi
type moduli space of X0.
Then, there exists a (infinite-dimensional) holomorphic deformation Πg :
Kg → Kg of X0 with base Kg which is complete at 0. Moreover, we may ask
the local isomorphisms given by completeness to preserve the markings.
Proof. Choose a path c0 representing X0, define Kc0 and Kg as usual. Ob-
serve Kc0 being obtained from a finite number of Kuranishi spaces by gluing
them through a.c. isomorphisms, it defines in a natural way an analytic
family Kc0 .
Indeed, going back to the proof of Theorem 8.1 and using the notations
introduced there, let K1 and K2 be two Kuranishi spaces and let
(13.1) K12 = K1 ∪g K2
be an analytic space obtained by gluing, the gluing g being an a.c. iso-
morphism between an open set V1 of K1 and an open set V2 of K2. More
precisely, g is given as a map
g : J ∈ V1 ⊂ K1 7−→ G(J) · J ∈ K2
where
G : V1 −→ Diff0(Xdiff )
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and where the · denotes the action (2.4) (this G is nothing else than the
e(η) of (9.4)). Consider now the families Ki induced above Ki. They are
constructed as Ki×Xdiff , every fiber {J}×Xdiff being endowed with the
complex structure J . It follows that the map
(13.2) (J, x) ∈ V1 ×Xdiff 7−→ (g(J), G(J)(x)) ∈ V2 ×Xdiff
realizes an analytic isomorphism between open sets of Ki preserving the
projections onto Ki. Gluing K1 and K2 through (13.2), we obtain a holo-
morphic family K12 over K12. Repeating the process yields the family Kc0 .
Set
Kg := {f∗Kc0 | f ∈ C∞(S1,Kc0)}
and let Πg be the induced projection from Kg to Kg. Call 0 the point of Kg
corresponding to c0. Finally choose a marking
ig : X0 −→ (Πg)−1(0).
This is obviously a holomorphic deformation of X0. Moreover, as a con-
sequence of property (11.1), a holomorphic (resp. smooth) deformation
Π : Z → B of X0 can be locally encoded as follows. Construct the neigh-
borhood Uφ of c0. Then Π induces an analytic (resp. smooth) map f from
a neighborhood of 0 in B to C∞(S1, Uφ ∩ I) such that Z is locally isomor-
phic to X diff × B endowed with the family of CR submersions structures
(f(t))t∈B.
It is enough to compose f with the a.c. projection from C∞(S1, Uφ ∩ I) to
Kg induced by the map Ξφ of (10.1) to prove completeness.
Finally, observe that if this composition, let us call it g, does not preserve
the markings, then there exists a CR isomorphism Φ of X0 covering the
identity of S1 such that
X0 Φ−−−−→ X0
i
y yig
(Z,Π−1(0)) G−−−−→ Kg
Π
y yΠg
(B, 0) −−−−→
g
Kg
But now, Φ being an element of Diff0pi(X diff ) acts on Kg, so that we may
replace the map G by Φ−1 ·G so that we have now
X0 i
g−−−−→ Kg
i
y yIdentity
(Z,Π−1(0)) −−−−→
Φ−1·G
Kg
and this time the map g preserves the markings. 
Remark 13.2. Although the map
Πg : Kg −→ Kg
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is not strictly speaking a deformation of X0 (since its base is only Fre´chet),
we will consider it as a deformation of X0. The reader may, if he wants,
replace it by its Sobolev completion in the sequel.
Remark 13.3. Observe that, if B is a smooth manifold, respectively an an-
alytic space, with base point 0 and if
f : B × S1 −→ Kc0
is a smooth map, respectively a CR morphism, sending {0} × S1 onto c0,
then f∗Kc0 induces naturally a deformation of X0 once chosen a marking
(compare with subsection 2.3). This a simple way to construct deformations
of proper CR submersions and we will often use this trick in the sequel.
14. (Uni)versality.
As recalled in subsection 2.2, the Kuranishi family is not only complete
but also versal at 0 in the classical case. We will see that things are a bit
different in the case of proper CR submersions.
First, recall that we gave two equivalent definitions of versality in the clas-
sical context. The first one deals with the Kuranishi space having minimal
dimension at 0. Since our family is infinite-dimensional, we cannot use this
definition. The other characterization deals with the uniqueness of the dif-
ferential at 0 of the map f associated by completeness to a deformation.
This can be easily transposed to our context.
Moreover, recall that the Kuranishi space is universal if the germ of f is
unique. This definition can also be transposed to our context. It is known
that, in the reduced case, the Kuranishi space is universal if and only if the
function h0 is constant along it (cf. [31], [32], [22]).
Let us fix some notations. We start from a deformation Π : Z → B of X0
and we consider a map f from some open set of B to Kg given by complete-
ness. Its differential at the marked point 0 goes from the tangent space T0B
to the tangent space T0K
g. We only consider local isomorphisms from Z to
Kg covering f which preserve the markings. This prevents from composing
with automorphisms of Z and Kg which descend as non-trivial automor-
phisms of the bases of the families. Notice that this is necessary to hope the
uniqueness of d0f . Even in the classical case, allowing these compositions,
one loses versality.
Nevertheless, we do not have versality in general. We will give some coun-
terexamples in section 18 and Remark 14.2. Indeed,
Theorem 14.1. We have
(i) The family Πg : Kg → Kg is versal at 0 if and only if
(14.1) ∀t ∈ S1, h0(t) = codim L.
(ii) The family Πg : Kg → Kg is universal at 0 for families over a reduced
base if and only if
(14.2) ∀J ∈ Kc0 , h0(XJ) = codim L.
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Remark 14.2. Observe that, if X0 is a trivial CR bundle, then (14.1) is
automatically satisfied, hence Kg is versal. And it is universal if and only
if the Kuranishi space of the fiber is universal. On the contrary, if X0 is a
non-trivial CR bundle, the family Kg is never versal.
Proof. We first need to compute the tangent space of Kg at some point c.
From its definition, one has that
TcK
g = {H ∈ C∞(S1, TKc0) | p ◦H ≡ c}
where p : TKc0 → Kc0 is the tangent sheaf of Kc0 . In particular, for t ∈ S1,
we have a commutative diagram
(14.3)
H ∈ TcKg evaluation at t−−−−−−−−−→ H(t) ∈ Tc(t)Kc0
p◦
y yp
c ∈ Kg evaluation at t−−−−−−−−−→ (p ◦H)(t) = c(t) ∈ Kc0
Let evt denote the evaluation map of the bottom arrow and Evt that of the
top arrow. Then analyzing (14.3) yields that the differential dcevt is equal
to Evt.
Indeed, let v be a vector of TcK
g and let
u : (−, ) −→ Kg
be a smooth path whose derivative at 0 is v. Define
(s, t) ∈ (−, )× S1 7−→ U(s, t) := evt ◦ u(s) ∈ Kc0 .
Compute
d
ds s=0
(evt ◦ u(s)) = d
ds s=0
(U(s, t)) = Evt ◦ d
ds s=0
(u(s))
that is
dc(evt ◦ u) = dcevt(v) = Evt ◦ v.
Let Π : Z → B be a deformation of X0 and let (f, F ) be given by com-
pleteness, i.e. F is the isomorphism between Z and f∗Kg. Consider now
the deformation of Xt := pi
−1(t) defined in (11.2)
Πt : Yt := s−1(t)
Π Yt−−−−→ B.
We have a commutative diagram
(14.4)
Yt ⊂ Z (F )t−−−−→ Kc0
Πt
y y
(B, 0) −−−−→
(f)t
(Kc0 , c0(t))
where (F )t and (f)t are given by the evaluation at t of the maps F and f .
Observe that, if
i : X0 −→ Π−1(0)
denotes the marking of our family Π, then
it : Xt ⊂ X0 −→ Π−1t (0)
is a marking for Πt.
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From (14.3) and (14.4), we obtain that
(14.5) d0(f)t ≡ (d0f)t : T0B −→ Tc0(t)Kc0 .
and we see that the versality at c0(t) of Kc0 for any t implies the versality
at 0 of Kg. The markings used here are it and i.
Conversely, assume that Kc0 is not versal at some point c0(t0) with t0 ∈ S1.
Then we can find a deformation
Y → (D, 0)
of Xt0 with marking i0 and two holomorphic maps
(D, 0)
ft0 , gt0−−−−−→ (Kc0 , c0(t0))
with
Y = f∗t0Kc0 = g∗t0Kc0 ,
respecting the markings i0 and i
g(c0(t0)) and finally such that
(14.6) d0ft0 6≡ d0gt0 .
The proof will consist in extending ft0 and gt0 into CR maps f and g over
D × S1 in such a way that f∗Kc0 and g∗Kc0 will define exactly the same
deformation of X0 but with f different from g.
Firstly, we deal with the extension of the map ft0 into a CR map
f : D× S1 −→ Kc0
such that {
f D×{t0} ≡ ft0
f {0}×S1 ≡ c0
To prove that such an extension exists, first observe that we may assume
Kc0 smooth. If not, just desingularize and lift both ft0 and c0. Also observe
that we may perform the extension step by step along the circle, from t0
to a close t1 and so on. Hence we reduce the problem to a local extension
problem in Cn.
Remark 14.3. There is no particular problem if the space Kc0 is not reduced.
Indeed, since we use maps from a reduced base (here a circle or an annulus)
into Kc0 , they map into the reduction of Kc0 . Hence, we only have to
desingularize the reduction of Kc0 .
Taking into account that we have a monodromy problem when coming
back to t0 after a complete turn, we finally see that the proof is completed
with the following lemma (we prove more since it will be useful in section
17).
Lemma 14.4. We have
(i) Let u : [0, 1] → Cn be a smooth path and let fi : D → Cn be two
(i = 0, 1) holomorphic maps such that fi(0) = u(i). Then, there
exists a CR map
F : D× [0, 1] −→ Cn
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such that {
F (−, i) ≡ fi for i = 0, 1
F (0, t) = u(t) for t ∈ [0, 1]
(ii) Moreover, let v : [0, 1]→ Cn be a smooth path and z0 ∈ D \ {0} such
that fi(z0) = v(i) (for i = 0, 1). Then, we may assume that the map
F of (i) satisfies also
F (z0, t) = v(t) for t ∈ [0, 1].
Proof of Lemma 2. To prove (i), just define
F (z, t) = (1− t)f0(z) + tf1(z) + u(t)− tu(1)− (1− t)u(0),
and to prove (ii),
F (z, t) =(1− t)f0(z) + tf1(z) + u(t)− tu(1)− (1− t)u(0)
+
z
z0
(v(t)− (1− t)v(0)− tv(1)− u(t) + tu(1) + (1− t)u(0)).

We are in position to define
(14.7) Z := f∗(Kc0) −→ D× S1
1st projection−−−−−−−−→ D.
This is a deformation of X0 with marking
i : X0 −→ c∗0Kc0 .
Secondly, we deal with the extension of gt0 into a CR map from D×S1 such
that g∗Kc0 also defines Z. To do this, we proceed in a completely different
way. We need to reinterpret the construction of Y and Z. Taking into
account that Kc0 encodes complex operators, we may rewrite Y as
Y = (Xdiff × D, J0) = (Xdiff × D, J1)
with J0 and J1 families of complex operators on X
diff indexed by D and
satisfying
(Ft0)∗J0 ≡ (Gt0)∗J1
where Ft0 (respectively Gt0) is a map from Y to Kc0 covering ft0 (respectively
gt0).
In other words, we may find some smooth family of diffeomorphisms ks of
Xdiff parametrized over the disk such that, for every s ∈ D, the map ks is
a biholomorphism from (Xdiff × {s}, J0(s)) to (Xdiff × {s}, J1(s)).
The previous extension of ft0 into f is nothing else than extending J0 into
a family of complex operators over D× S1 so that
Z = (Xdiff × D× S1, J0)
To define g, we extend J1 over the same base by defining
J1 := (ks)∗J0
on the fiber over any point (s, t) ∈ D× S1.
Obviously, we also have
Z = (Xdiff × D× S1, J1).
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Shrinking the base D if necessary, we may assume that the map
J1 : D× S1 −→ I
has image in the open set Uφ ∩ I admitting a retraction (10.1) onto Kc0 .
This allows us to extend the map gt0 into a map g defined over D × S1 by
stating
g(z, t) := Ξφ((J1)(z, t))
where (J1)(z, t) denotes the restriction of J1 to the fiber over (z, t). By
construction, we have
Z = g∗Kg.
Because of (14.5), (14.6) and (14.7), the family Kg is not versal at c0.
To finish with the proof of (i), we just have to show that Kc0 is versal at
each point c0(t) if and only if equality (14.1) holds.
The construction of Kc0 given in the proof of 8.1 shows that it is complete
at c0(t) with dimension
(14.8) h1(t) + codim L− h0(t) or h1(t) + codim L+ 1− h0(t).
To be versal, it must have minimal dimension, that is dimension h1(t). Since
we have
codim L ≥ h0(t) for all t
this yields the condition (14.1).
Conversely, if this condition is fulfilled, then, from (14.8), the space Kc0 is
versal at each point of c0, hence the differential d0(f)t is uniquely determined
for each t ∈ S1. By 14.5, which means that d0f is uniquely determined, so
the family Πg : Kg → Kg is versal at 0. This proves (i).
By definition f is unique, yielding universality if ft is unique for all t. In
other words, Kg is universal if Kc0 is universal at each point c0(t). Con-
versely, if Kc0 is not universal at some point c0(t0), then the same argument
as above (just replacing (14.6) with ft0 6≡ gt0) shows that Kg is not universal
at c0.
Universality of Kc0 implies also that it is versal at each point c0(t), that is
that the function h0 is equal to codim L at every point c0(t). Now, by a
Theorem of Wavrik (see [22, §5.5] for the version we use), Kc0 is universal
at c0(t) for families over a reduced base if and only if h
0 is constant in a
whole neighborhood of c0(t). So we finally obtain that the condition
h0(XJ) = codim L for all J ∈ Kc0
is sufficient to have universality for families over a reduced base. 
15. Back to the Kodaira-Spencer map.
In the versal case, the tangent space toKg can be identified withH1(X0,Θpi)
by use of the Kodaira-Spencer map.
Theorem 15.1. Let pi : X0 → S1 be a proper CR submersion. Assume
that for all t ∈ S1, the identity (14.1) is fulfilled. Then there exists a fixed
isomorphism
H1(X0,Θpi) ϕ−−−−→ T0Kg
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such that the following property holds.
Let Π : Z → B be any deformation of X0. Let ρ0 be its Kodaira-Spencer
map at 0 and let f : (B, 0)→ (Kg, 0) be given by completeness of Kg. Then
we have
ϕ ◦ ρ0 ≡ d0f
Proof. We have already seen that the natural projection
H1 =
⋃
t∈S1
H1(Xt,Θt) −→ S1
can be endowed with a structure of a sheaf over the circle with stalkH1(Xt,Θt)
at t. With this structure, the set of smooth sections of H1 identifies with
the cohomology group H1(X0,Θpi).
The key point is that, when (14.1) is fulfilled, this sheaf is indeed a vector
bundle over the circle and H1(X0,Θpi) identifies now with the set of smooth
sections of this vector bundle, see [16].
If Π : Z → B is a deformation of X0, recall that
Yt := s−1(t) Πt−−−−→ B
is a deformation of Xt := pi
−1(t) ⊂ X0, see (11.2). Associated to it, when B
is finite-dimensional, we thus have a (classical) Kodaira-Spencer map
ρt : T0B −→ H1(Xt,Θt)
and the family of these maps, when t varies in S1, is exactly the Kodaira-
Spencer map defined in (12.4).
We want to apply these considerations to the Kuranishi family of X0. In this
case, because of (14.4), the deformation Yt reduces to a deformation over
(Kc0 , c0(t)). Indeed Yt is equal to the pull-back of Kc0 → (Kc0 , c0(t)) by the
evaluation map at t. Hence ρt gives a decomposition of the Kodaira-Spencer
map ρ of the family Πg : Kg → Kg into a family
ρt : Tc0(t)Kc0 −→ H1(Xt,Θt)
and we have a commutative diagram
T0K
g ρ−−−−→ H1(X0,Θpi)
evt
y yevt
Tc0(t)Kc0 −−−−→ρt H
1(Xt,Θt)
Since we assume that (14.1) is fulfilled for all t, the space Kc0 is versal at
c0(t) and all the ρt are isomorphisms. So is the map ρ.
We define the map ϕ of Theorem 15.1 to be ρ−1.
Now, because of (14.3), (14.4) and recalling the markings, the second prop-
erty of Theorem 15.1 is satisfied if and only if it is satisfied for each t ∈ S1,
that is if
ϕt ◦ ρt ≡ d0ft
which is true by the chain-property of the (classical) Kodaira-Spencer map.

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16. Uniqueness of the Kuranishi type moduli space.
In the classical setting, the versal property implies the uniqueness of the
Kuranishi space as a germ. In our context, we get only uniqueness in the
universal case. In the versal case, we have only a weaker form of uniqueness.
Specifically, as a consequence of Theorem 14.1, we have
Corollary 16.1. Let pi : X0 → S1 be a proper CR submersion.
(i) Assume that the Kuranishi type family Kg → Kg is universal. Then
it is unique, that is: if Kh → Kh is another universal family for X0,
then both families are isomorphic as germs.
(ii) Assume that Kg → Kg is versal at 0. Then it is unique in the follow-
ing restricted sense: if Kh → Kh is another versal family at 0 such
that Kh is the loop space of the base K ′ of some finite-dimensional
analytic family K′ → K ′, then Kc0 and K ′ from the one hand, Kg
and Kh from the other hand are isomorphic as germs.
Remark 16.2. In both cases, the Kuranishi type moduli space Kg as well as
Kc0 are independent of the subspace L.
Remark 16.3. In the versal case, comparing to the classical case of complex
structures, one should expect uniqueness in the same general sense as in the
universal case. However, the classical proofs of the implication: versality
gives uniqueness use in a crucial way the finite-dimensionality of Kg (see
[10, §1.6]) and cannot be applied here.
Proof. (i) This is just an application of the definition. Since both families
are complete, there exist a morphism f between the germ of family Kg and
the germ of family Kh, respectively g between Kh and Kg, both respecting
the markings. Hence the germ of Kg is isomorphic to its pull back by g ◦ f ,
and Kh to its pull back by f ◦ g. By universality, both compositions must
be the identity, hence f and g are isomorphisms.
(ii) Once again, since both families are complete, there exist a morphism f
between the germ of family Kg and the germ of family Kh, respectively g
between Kh and Kg, both respecting the markings. Theorem 14.1 implies
that Kc0 and K
′ are versal at each point of c0 (without loss of generality, we
assume that both spaces contain c0 and that both markings consist in the
identification between X0 and c0). From our definition of deformation and
the particular form of Kg and Kh, it follows that f and g are induced by
analytic maps between Kc0 and K
′ that we still denote by f and g. Hence,
arguing as in [10, §1.6], f and g are local isomorphisms at each point of c0.
Since they respect the markings, they are also bijective on c0. Hence the
result. 
In the non-versal case, we lose uniqueness, that is both conclusions of
Corollary 16.1 may be false, see section 18.
17. Rigidity and connectedness.
17.1. Connectedness and extension of deformations. In the classical
case of compact complex manifolds, Kuranishi’s Theorem has as a conse-
quence that every complex structure J on Xdiff close enough to a fixed
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structure J0 is connected to it. That is, there exists a 1-dimensional holo-
morphic (resp. smooth) deformation of X0 that contains XJ . The proof
just consists in choosing a disk (resp. a path) in the Kuranishi space of X0
joining the base point to the point encoding J .
In our case, the same result is true.
Theorem 17.1. Let pi : X0 → S1 be a proper CR submersion, represented
by an element c0 of I(X diff ) satisfying Hypothesis 4.6 as usual.
Then, if X is a proper CR submersion close enough to X0 (that is, if X
can be represented by a path c close enough to c0), there exists a holomorphic
(resp. smooth) 1-dimensional deformation joining X0 and X .
Proof. Since X is close to X0, it is represented by a point in the Kuranishi
type moduli space Kg of X0. That means that there exists a loop c in Kc0
encoding X . Therefore, to construct a smooth deformation as desired, it is
enough to construct an isotopy
H : S1 × [0, 1] −→ Kc0
such that
H0 := H(−, 0) ≡ c0 and H1 := H(−, 1) ≡ c.
Now, it is a classical fact that two smooth loops in an analytic space are
isotopic as soon as they are close enough one from the other. Indeed, this is
clear for complex manifolds. For analytic spaces, we may first desingularize
and extend the loops we want to isotope. Observe the exceptional divisors
being simply connected, there is no additional obstruction. Since we may
assume c to be arbitrarily close to c0, the existence of H follows.
Remark 17.2. There is no particular problem if the space Kc0 is not reduced.
Indeed, since we use maps from a reduced base (here a circle or an annulus)
into Kc0 , they map into the reduction of Kc0 . Hence, we only have to
desingularize the reduction of Kc0 . The same remark applies below and to
the next results (Corollaries 17.3 and 17.4).
We treat the case of a 1-dimensional holomorphic family joining X0 to
X . That amounts to finding some CR morphism of S1 × D in Kc0 whose
image contains c0 and c. Once again, desingularizing and extending c0 and
c if necessary, we may assume that Kc0 is smooth. For each exp 2ipiθ ∈ S1,
the corresponding holomorphic disk of Kc0 must pass through c0(exp 2ipiθ)
and c(exp 2ipiθ). We can always construct such a disk Dθ for θ fixed. And
this can be done in a locally smooth way. The only problem that could
appear is that, starting with D0 and constructing the family by extension,
we finish with D1 different from D0. Lemma 14.4, (ii) allows us to solve this
problem. 
Indeed, we have even a stronger connectedness result.
Corollary 17.3. Let pi : X0 → S1 be a proper CR submersion. If X is a
compact complex manifold close enough to some fiber Xt of X0, then there
exists a holomorphic (resp. smooth) 1-dimensional deformation Z of X0
such that, for some z in the base, the t-fiber of Zz is biholomorphic to X.
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Proof. Choose c in I(X diff ) close to c0 and satisfying that Xc(t) is biholo-
morphic to X and apply Theorem 17.1. 
Finally, we prove that a 1-dimensional deformation of a fiber of X0 can
be extended as a 1-dimensional deformation of X0.
Corollary 17.4. Let pi : X0 → S1 be a proper CR submersion. If Y → B
is a holomorphic (resp. smooth) deformation of some fiber Xt of X0 over a
1-dimensional reduced base, then there exists a holomorphic (resp. smooth)
deformation Z of X0 over the same base inducing locally Y, i.e. such that
we have
(Yt) U ≡ Y
for U a neighborhood of 0 in B.
Recall the definition (11.2) of Yt.
Proof. We just do the holomorphic case. Since Kc0 is complete at c0(t),
we may assume that Y is obtained by pull-back of Kt (the Kuranishi space
of Xt) over some disk of the base. As before, we may assume that Kc0 is
smooth. Let
F : (D, 0) ⊂ (B, 0) −→ (Kc0 , c0(t))
be the associated map. We just have to extend it into a CR map
H : S1 × D −→ Kc0
such that
H(−, 0) ≡ c0 and H(t,−) ≡ F
which is not really different from what we did in the proofs of Theorems
14.1 and Theorem 17.1 thanks to Lemma 14.4. 
17.2. Rigidity. As in the classical case, we say that
Definition 17.5. A proper CR submersion pi : X0 → S1 is rigid if any
deformation Π : Z → B of X0 is (locally) isomorphic to a product X0 ×B.
Here is a trivial example of a rigid CR submersion.
Example 17.6. Let X0 be a rigid compact complex manifold (for example,
X is Pn for some n > 0). Let X0 be a CR bundle with fiber X0. If this
bundle is trivial, then the space Kc0 is nothing else that a point. So is K
g.
By Theorem 10.1, X0 is rigid. If it is not trivial, then Kc0 can be taken as
the unit disk (cf. Theorem 10.1), but the family Kc0 → Kc0 is trivial by
construction and every X close to X0 is isomorphic to
X0 × [0, 1]/ ∼ where (z, 0) ∼ (φ(z), 1)
for φ a biholomorphism representing the monodromy of X0. Hence it is
isomorphic to X0. The same argument shows that any deformation of X0 is
trivial, hence X0 is rigid.
This is indeed the unique rigid example.
Theorem 17.7. Let pi : X0 → S1 be a proper CR submersion. Then X0 is
rigid if and only if it is a CR bundle with rigid fiber.
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Proof. We have already seen in the previous example that a CR bundle with
rigid fiber is rigid. Conversely let X0 be rigid. If one of the fiber Xt of X0 is
not rigid, then by Corollary 17.3, there exists a non-trivial deformation of
X0, so every fiber is rigid. By connectedness of the circle, this implies that
all the fibers are biholomorphic, hence, by Fischer-Grauert’s Theorem, it is
a CR bundle. 
18. Examples
18.1. Trivial CR bundles. Assume that pi : X0 → S1 is a trivial CR
bundle. Then c0 is just a point of I and Kc0 is the same as the Kuranishi
space K0 of the fiber X0. So finally the Kuranishi type moduli space K
g of
X0 is C∞(S1,K0). For example, if X0 is Eτ × S1 (where Eτ is the elliptic
curve of modulus τ ∈ H), then K0 is a neighborhood of τ in H and Kg is
the space of smooth maps from the circle to this neighborhood.
18.2. Non-trivial CR bundles. Let ω be exp(2ipi/3) and let E be the
elliptic curve of modulus ω. Let X0 be the CR bundle with fiber E and
monodromy ω. Here c0 is also a point, but we are in the special case of
Theorem 10.1 and we cannot take Kc0 as a neighborhood of ω in H. Let Dω
be a disk centered at ω in H. Let
V = {z ∈ C | inf
t∈[0,1]
|z − (tω + (1− t))| < }.
This is a neighborhood of the segment joining 1 to ω in C. Let D be the
open disk of radius  centered at 1. Observe that D is a neighborhood of
1 included in V . Assume that  is small enough to ensure that D and ωD
are disjoint.
Following the proof of Theorem 10.1, we define Kc0 to be
Kc0 = Dω × V/ ∼ with (τ, w) ∈ Dω × D ∼ (ω · τ, ωw)
where ω· describes the action of the automorphism ω onto H, that is
ω · τ = −1− τ
τ
.
So Kc0 is biholomorphic to the product of a disk with an annulus. And
X0 has non-trivial deformations, even if the situation may at first sight be
rigid, due to the fact that no other elliptic curve than E admits ω as an
automorphism. A CR submersion close to but different from X0 is encoded
in a path c in H with
c(1) = ω · c(0).
Such a structure is of course non-constant (in the sense that the fibers of
the CR submersion are not all the same) and this explains how it is possible
that the monodromy is not a biholomorphism of any fiber (cf. [24]). This is
indeed an example of a non-versal Kuranishi family.
Observe that we are in the special case where the dimension of Kc0 is one
more than the dimension of the Kuranishi space it is constructed with. This
extra-dimension comes from the fact that we need X0 to be represented by a
path and not a loop in Kc0 . Without this trick, one should take as Kc0 the
quotient of Dω by the action generated by ω; but we should then consider
Kc0 as an orbifold.
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More generally, if we take as X0 a CR bundle with fiber X0 a compact
complex 2-torus and monodromy an automorphism of X0 non-isotopic to the
identity and non-periodic (such pairs exist, see [11]), the same construction
yields as Kc0 the product of the Kuranishi space K0 of X0, an open set
of C4, with an annulus. Forgetting the extra-dimension, one should take
the quotient of K0 by the action generated by this automorphism; but we
should then consider a non-Hausdorff space. Once again, our Kuranishi type
moduli space is not versal.
On the contrary, when the monodromy of the fiber X0 is not isotopic to the
identity but extends as an automorphism of any manifold in the Kuranishi
space K0 of X0, we may take K0 as Kc0 and gain one dimension with
respect to our construction. However, with this ”reduced” Kc0 , there is no
equivalent to Theorem 13.1, because the space Kg is not complete. There is
no hope to obtain a non-trivial CR bundle as pull-back by a constant map.
Hence, we see that in all these examples, our space Kc0 is not versal but
it is minimal with respect to properties of Theorems 10.1 and 13.1. This
strongly suggests that there is no versal space in this situation.
18.3. Hopf surfaces. Consider the quotient of
C2 \ {(0, 0)} × S1
by the action generated by the map
(z, w, t) 7−→ (2z + a(t)w2, (2 + b(t))w, t)
where a and b are two smooth functions from S1 ⊂ C into R≥0 satisfying
(18.1) a(−1) = a(1) = 0 and a(t) > 0 for t 6= −1, 1
and
(18.2) b(1) = 0, b(−1) = 2 and 0 < b(t) < 2 for t 6= −1, 1.
This defines a smoothly trivial CR submersion X0 over the circle with fibers
(primary) Hopf surfaces. As usual, we denote by Xt the fiber over t.
The following facts are well-known (cf. [4] or [33]).
(i) The Hopf surface X1 is the quotient of C2 \ {(0, 0)} by the linear
action generated by the matrix 2Id. Its Kuranishi space is smooth
of dimension four and a Kuranishi domain can be identified with an
open neighborhood V of 2Id in GL2(C) under the correspondence
A ∈ V 7−→ XA :=
(
C2 \ {(0, 0)}) /〈A〉.
(ii) The Hopf surface X−1 is the quotient of the quotient of C2 \ {(0, 0)}
by the linear action generated by the diagonal matrix with eigen-
values 2 and 4. Because 4 is the square of 2, we are in a resonant
case and its Kuranishi space is a bit different from the previous one.
It is smooth of dimension three and a Kuranishi domain can be
identified with an open neighborhood W of (2, 4, 0) in C3 under the
correspondence
(α, β, s) ∈W 7−→ X(α,β,s) :=
(
C2 \ {(0, 0)}) /〈A(α,β,s)〉
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where
A(α,β,s)(z, w) = (αz + sw
2, βw).
(iii) For t 6= −1, 1, the Hopf surface Xt is biholomorphic to the linear
Hopf surface defined by the matrix
Aλ(t) =
(
2 λ
0 2 + b(t)
)
for any choice of λ ∈ C. Its Kuranishi space is smooth of dimen-
sion two and a Kuranishi domain can be identified with an open
neighborhood of A0(t) in the space of diagonal matrices.
(iv) The Kuranishi domain V can be assumed to contain all matrices
Aa(t)(t) for t different from −1. In the same way, the Kuranishi
domain W can be assumed to contain all triple (2, 2 + b(t), a(t)) for
t different from 1.
Taking these facts into account, we see that it is enough to choose adequately
V and W and to glue V to W ×C along a well-chosen open set to construct
Kc0 .
To be more precise, consider the closed path
t ∈ S1 ∩ {<t ≥ 0} 7−→ c+(t) := Aa(t)(t) ∈ GL2(C).
Let ‖ − ‖ be the standard euclidian norm on C4. It induces a norm on
V ⊂ GL2(C) by identifying GL2(C) to an open set of C4. Let  be a positive
real number and define
V = {A ∈ GL2(C) | ‖A− c+(t)‖ <  for some t ∈ S1 ∩ {<t ≥ 0}}.
Symmetrically, consider the closed path
t ∈ S1 ∩ {<t ≤ 0} 7−→ c−(t) := (2, 2 + b(t), a(t), 0) ∈ C4.
Define
W = {A ∈ C4 | ‖A− c−(t)‖ <  for some t ∈ S1 ∩ {<t ≤ 0}}.
Assume that  is small enough so that
(i) The open sets V and W are Kuranishi domains.
(ii) The subset
V0 = {A ∈ GL2(C) | ‖A− c+(t)‖ <  for t = ±i} ⊂ V
has two connected components and any point A = (Aij)i,j=1,2 of V0
satisfies
0 < |λ1(A)| < |λ2(A)| < 4 and |A21| > 0
where λ1(A) (respectively λ2(A)) is the smallest (respectively biggest)
eigenvalue of A.
(iii) The subset
W0 = {A ∈ C4 | ‖A− c−(t)‖ <  for t = ±i} ⊂W
has two connected component and any point A = (Ai)i=1,...,4 of W0
satisfies
0 < |A1| < |A2| < 4 and |A3| > 0.
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Then, because of the facts recalled above, the map
A ∈ V0 7−→ (λ1(A), λ2(A), A21, A12) ∈W0
is an a.c. isomorphism. Gluing V to W through it gives the analytic space
Kc0 we are looking for. Here it is smooth of dimension four and it has the
homotopy type of a circle. The paths (18.1) and (18.2) glue together to give
the path c0.
According to Theorem 14.1, the associated space Kg is not versal at c0. This
is easy to see in this case. Modifying the path (18.2) by replacing the zero
fourth coordinate with any bump function (small enough in modulus) gives
a path encoding X0 although it is different from c0.
Moreover, taking a bump function depending on a smooth parameter and
performing the same construction, one obtains a trivial deformation of X0
over the interval with injective image in Kg. This contradicts versality.
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