Abstract. Initial work by Spitzer was extended to show that the behavior of the bivariate processes (X t , inf
Introduction
The relevance of the Wiener-Hopf theory to Lévy processes was discovered by Spitzer [22] and has given rise to a huge literature. Previous work on the subject was based on factoring φ(iu)+q, where φ(iu) is the exponent of a Lévy process and q is a nonnegative parameter, thus characterizing separately the law of the maximum M and the law of the minimum m of the process at an independent exponential time ζ. In this paper, we substitute the matrix 0 −1 1 φ(iu) + q for φ(iu) + q and then use the Wiener-Hopf theory to factor it into two matrices. This turns out to provide enough information to reconstruct the joint distribution (M, m). In fact, we obtain the distribution of the triple (M, m, F ), where F is the value of the process at time ζ. This paper is organized as follows. In Section 2, we review the basic facts on Wiener-Hopf factorization. In Section 3, we introduce six functions which will play an important role in the rest of this work. In Section 4, we state the two main theorems. Theorem 4.1 provides a system of integral equations satisfied by the functions. Theorem 4.2 states that this system is equivalent to the Riemann-Hilbert problem mentioned above. In Section 5, we rephrase the previous results in terms of scattering theory and show that our six functions solve both a direct problem (Theorem 4.1) and an inverse problem (Theorem 4.2) in the sense of that theory. In Section 6, we show, using appropriate path decompositions, that our six functions provide a unified treatment of a family of problems which includes the exit problem and the like. Technical work begins in Section 7. This section is devoted to a single
Some facts on Wiener-Hopf factorization
Let (Ω, F) be the space of functions defined on [0, +∞[ with values in R ∪ {δ}, where δ is a cemetery point, and let X denote the canonical process X t (ω) = ω(t). In this paper, P is the distribution on (Ω, F) of a Lévy process starting at 0 with Lévy exponent φ. More precisely, iu → φ(iu) is the unique continuous function defined on the line iR, such that φ(0) = 0 and which satisfies the following identity for all iu ∈ iR: e −tφ(iu) := P(e −iuX t ).
We first remind the reader of the basic facts on the Wiener-Hopf factorization (see [3] , chapter 6, for more on the subject). Let S t and I t be the past maximum and past minimum processes, namely:
We now introduce the local times at 0 of the reflected processes X −S and X −I, L andĽ, and the associated Wiener-Hopf factors ψ q (λ) andψ q (λ). The definition of these objects involves the regularity of [0, +∞[ or ] − ∞, 0] for the Lévy process X.
If ]0, +∞[ is regular (resp. ] − ∞, 0[) i.e. T 0 = inf{t > 0, X t > 0} = 0 a.s. (resp. T 0 = inf{t > 0, X t < 0} = 0 a.s.), then 0 is a regular point for the Markov process X − S (resp. X − I) and L (resp.Ľ) denotes any local time at 0 of this process. In this case, t → L[0, t] (resp. t →Ľ [0, t] ) is an increasing continuous process, and we denote by τ t (resp.τ t ) its right continuous inverse and H t := S τ t (resp. H t := Iτ t ). The pair (τ t , H t ) (resp. (τ t ,Ȟ t )) is a bivariate Lévy process which has a finite lifetime if lim t→+∞ X t = −∞ a.s. (resp. lim t→+∞ X t = +∞ a.s.). Denote by ψ q (λ) (resp.ψ q (λ)) the Lévy exponent of (τ t , H t ) (resp. (τ t ,Ȟ t )). More precisely, for every q ∈ [0, +∞[, ψ q (resp.ψ q ) will be a continuous function defined on the half-plane {λ | (λ) ≥ 0} (resp. {λ | (λ) ≤ 0}), ψ q (0) (resp.ψ q (0)) is real, and ψ q (λ) (resp.ψ q (λ)) satisfies the identity: 
Denote by ψ q (λ) (resp.ψ q (λ)) the functions Notice that, in this case, ψ q (λ) (resp.ψ q (λ)) is the Lévy exponent of a bivariate compound Poisson process and that, according to proposition 4 of chapter 6 in [3] , X T 0− > 0 a.s. (resp. X T 0− < 0 a.s.); thus the times T 0− and T 0 := inf{t, X t > 0} are equal a.s. (resp. T 0− = T 0 := inf{t; X t < 0} a.s.).
Finally, if none of these conditions is fulfilled, then P is the distribution of a compound Poisson process. In this case, for reasons which will appear later, it is necessary to use a dissymmetric definition of local times. We denote by L the random measure L(dt) 
As above, ψ q (λ) will denote the Lévy exponent of the bivariate Lévy process (τ t , H t ), where (τ t ) is the inverse of the nondecreasing continuous function t → L[0, t] and H t = S τ t ; namely, ψ q (λ) is a continuous function defined on the half-plane {λ | (λ) ≥ 0}, ψ q (0) is real, and ψ q (λ) satisfies the identity e −tψ q (λ) := P(e −λH t −qτ t ; t < L ζ ) (λ) ≥ 0; q, t ∈ [0, +∞[.
The functionψ q (λ) is the function defined by the following identity (T 0 := inf{t, X t < 0}:ψ q (λ) := 1 − P(e −λ/lX T 0 −qT 0 ; T 0 < ζ).
Notice that again in this case, the functionψ q (λ) is the exponent of a bivariate compound Poisson process.
Note that, in all cases, 1 ψ q (λ) = P( 
When ]0, +∞[ (resp. ] − ∞, 0[) is regular, the local time L (resp.Ľ) is defined up to a multiplicative constant. In the sequel, this constant is chosen in such a way that Proposition 2.1 below holds. Notice that, for the compound Poisson process, this follows from the convention we have chosen.
Proposition 2.1. The pair (ψ q (λ),ψ q (λ)) satisfies the following Wiener-Hopf identity:ψ
Note that the definitions above depart from ordinary use, as described, e.g., in Bertoin's book, in two respects. First, local times are defined here as random measures rather than nondecreasing functions. Second, by a Wiener-Hopf factor, we mean ψ q (λ) orψ q (λ) instead of
.
The main functions
We now define the so-called excursion measures N andŇ associated to local timesĽ and L by the compensation formula (see for example chapter 4 of [3] ).
Proposition 3.1 (Compensation formula). There exists a unique measure on
(Ω, F), N (resp.Ň ) such that P ⎛ ⎝ ]g,d[∈Č 1 (I g −X (g−s) − ) s≥0 ∈dw 1 1 (I g −X g+t ) 0≤t<d−g ∈dw 2 ⎞ ⎠ = P [0,+∞[ 1 (I t −X (t−s) − ) s≥0 ∈dw 1Ľ (dt) N (dw 2 ), respectively, P ⎛ ⎝ ]g,d[∈C 1 (S g −X (g−s) − ) s≥0 ∈dw 1 1 (S g −X g+t ) 0≤t<d−g ∈dw 2 ⎞ ⎠ = P [0,+∞[ 1 (S t −X (t−s) − ) s≥0 ∈dw 1 L(dt) Ň (dw 2 ),
whereČ (resp. C) is the set of connected components of the complement of the support ofĽ(dt) (resp. L(dt)).
Notice that if [0, +∞[ (resp. ] − ∞, 0[) is regular, then the state 0 is a regular point of the Markov process X − S (resp. X − I) andŇ (resp. N ) is the usual excursion measure from 0 of this process. If [0, +∞[ (resp. ] − ∞, 0[) is irregular, thenŇ (resp. N ) is the distribution under P of the canonical process X killed at time T 0 (resp. T 0 ).
We can now introduce the main functions of this paper. First, for each x ∈ ]0, +∞[ let
Then, define the right continuous left limited functions of x (x ∈ ]0, +∞[) :
) is a killed bivariate Lévy process, and we denote by B q (x, λ) (resp.B q (x, λ)) its Lévy exponent; more precisely for every positive x and every q ∈ [0, +∞[, B q (x, λ) (resp.B q (x, λ)) is a continuous function defined on the half-plane {λ, (λ) ≥ 0} (resp. {λ, (λ) ≥ 0}), B q (x, 0) (resp. B q (x, 0)) is real and
) is the Lévy exponent of a compound Poisson process.
In all cases, the following hold:
We now define the following functions: 
For q = 0, the right-hand side of the first (resp. second) inequality is the so-called renewal function of the subordinator with Lévy exponent ψ 0 (λ) (resp.ψ 0 (−λ)) (see [3] chapter 3). Therefore it is finite and H q (x) andȞ q (x) are finite too. Let us mention that the following inequalities have been proved in [8] :
The main results
We now present the main results of this paper. These have been announced in [10] . 
2) For every q ∈ [0, +∞[ and every complex number λ with (λ) > 0 (and (λ) = 0 if q > 0 or lim X t = −∞) the functions C q and B q satisfy the integral equations
Moreover,
3) For every q ∈ [0, +∞[ and every complex number λ with (λ) < 0 (and (λ) = 0 if q > 0 or lim X t = +∞) the functionsČ q andB q satisfy the integral equationsČ
Observe that for all λ = iu ∈ iR, the following limits exist:
is the unique function satisfying the following properties.
) at every point iu ∈ iR and these two limits satisfy the equation
3) The matrix
and when (λ) → +∞,
and
Connections with scattering theory
The integral equations mentioned in Theorem 4.1 can be rewritten as a distribution-theoretic differential equation as follows:
where λ ∈ C\iR. This differential equation is a nonstandard form of the classical equation of the scattering theory on the line, with a measure-valued potential matrix
Notice that these measures need not be finite.
We now review the basics of scattering theory, as expounded in [5] . Suppose we are given a potential matrix
, where v andv are real functions of a real variable satisfying some regularity assumptions; in particular, they are integrable. To this matrix is associated the differential equation
where λ is a complex parameter. Denote by J the matrix J := Shabat [21] , see also [5] , has proved that for any x ∈ R, the function λ → Y(x, λ) is analytic on the half-planes { (λ) > 0} and { (λ) < 0}, has right limits (Y(x, (iu) + ) and left limits (Y(x, (iu) − ) at any point iu on the imaginary axis and the jumps matrix [Y(x, (iu
2 J converges to the identity matrix as |λ| → +∞. It is then clear that the function λ → Y(x, λ) is entirely determined by these conditions. The determination of the matrix Y(x, λ) and consequently of the potential matrix from the scattering matrix ("the inverse problem") reduces to solving this Riemann-Hilbert problem.
In our problem, the coordinates of the matrix-valued function obtained by extending the potential matrix 
For q 1 = q 2 = q, the previous statement shows that the pair of functions (A q ,Ǎ q ) determines the value of U q (0, 0, 0, dydudv), where U is the resolvent of the trivariate Markov process (X, S, I). (One can easily deduce from this the value of U q (x, a, b, dydudv) for any triple (x, a, b).) We shall see that this result is an immediate consequence of a path decomposition stated in Proposition 7.1 and we will prove it later. Notice the limits
Thus, the limit of the identity of Proposition 6.1, as x goes to +∞, gives us a less precise version of theorem 1F in Bingham's paper [4] and for λ 1 and λ 2 on the imaginary axis, it is also a less precise version of theorem 49.1 in Sato's book [20] . These two versions of Wiener-Hopf factorization seem to be the most precise which have been obtained until now.
The next propositions are immediate consequences of the definition of our functions A, B, C,Ǎ,B,Č and of the compensation formula stated in Proposition 3.1. The proofs are left to the reader.
When X is a stable Lévy process and q = 0, one can use the identities above and the explicit expressions of the functions B 0 ,B 0 , C 0 ,Č 0 given in Section 12 of this paper in order to recover Kyprianou's results [13] . When X has no positive jumps, using the same machinery, one can derive the results of Avram, Kyprianou, and Pistorius, [1] , Kyprianou and Palmowski [14] , Doney [6] , Nguyen-Ngoc and Yor [15] , and Pistorius [16] and [17] .
Let us denote by
Despite this nice path decomposition, the behavior of the process (X, S, I) at time U x doesn't seem to have been investigated thus far. Let A q (x, dy) be the measure with Laplace transform
). This measure is absolutely continuous with respect to the measure A q (+∞, dy) :
, with a density α q (x, y). This entitles us to define
Similarly, denote byǍ q (a − y, dy) the measurě
For all positive reals a, b, denote by T
dy).
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Again, when X is a stable Lévy process and q = 0, one can use the identities below and the explicit expressions of the functions A 0 ,Ǎ 0 , C 0 ,Č 0 presented in Section 12 of this paper and recover Rogozin's [19] results. When X has no positive jumps, using the same machinery, one can obtain the results of Takács [24] (see also Emery [7] and Rogers [18] for a simpler proof) and more detailed results in Koryluk, Suprun and Shurenkov [12] , Suprun [23] and Bertoin [2] .
7. Independence of past and post minimum processes "conditionally on the amplitude" and proof of Proposition 6.1
The results of this section can be found in the author's preprint [9] . We first introduce some more notation.
be the measures on (Ω, F, P) defined as follows:
All these measures are supported by the set of paths with finite lifetime. Notice that for a positive q, Q q , Q 
Denote by σ and ρ respectively the last time when X takes its maximal value and the first time when X takes its minimal value (X 0− := 0):
Also ζ, σ, ρ, F, M, m are assumed to be zero when the path is constantly equal to the cemetery point δ.
Notice that, under Q q , for every q ∈ [0, +∞[, the time σ (respectively ρ) is respectively the unique time at which the process X t ∨ X t− (resp. X t ∧ X t− ) takes its maximal (resp. minimal) value, unless P is the distribution of a compound Poisson process.
Notice that
are respectively the law of the process (M − X (σ−s) − , s ≥ 0) and the law of (m − X (ρ−s) − ; s ≥ 0) under P q = qQ q . This property is a standard consequence of the compensation formula of Proposition 3.1.
The next identities follow straightforwardly from the definitions:
Proof. Let us first prove the assertions for q > 0 and x = +∞. One has the following identities:
The first equality follows from the well-known independence of the past and post minimum processes (see [3] , lemma 6, chapter 6, for example), the second from the fact, again well known (see [3] , lemma 2, chapter 2) that the process (F − X (ζ−t) − ; t ≥ 0) has the same law as X under P q . The last one follows from the compensation formula, as we have already mentioned. On the other hand, we obtain
The first identity follows from the definitions of Q ↓ q and Q ↑ q , the second one from the Wiener-Hopf equation of Proposition 2.1 for iu = 0.
Recall that P q = qQ q and multiply the identity (7.1) by 1 q and use (7.2) to get
Letting q go to 0, we get the same identity for q = 0. The event {M − m ≤ x} can be written as the following intersection of two independent events:
This yields
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Using the identity in law of the process (F − X (ζ−t) − ; t ≥ 0) and X, we obtain the other identity of Proposition 7.1.
Proof of Proposition 6.1. Let X ↑ and X (−) be the processes (X t+ρ − m; t ≥ 0) and (m − X (ρ−t) − ; t ≥ 0), respectively. Then,
The first, the second and the fourth identities follow from the definitions. The third one follows from Proposition 7.1. Similarly, the second assertion of Proposition 6.1 follows from the second assertion of Proposition 7.1.
Unless explicitly specified, all the statements made in the rest of the paper hold for every q ∈ [0, +∞[. 
Notice that when Q 
Proof. Still denote by X ↑ and X (−) the processes (X t+ρ − m; t ≥ 0) and (m − X (ρ−t) − ; t ≥ 0), respectively. Using the identities of Proposition 7.1 with x = +∞, we deduce that these two processes are independent under Q q . We then obtain (remember thatȞ
Notice the identities between random variables −m[
We then obtain the identities of events
On plugging these identities into (8.1), and using the independence property of the processes (M − X (σ−t) − ; t ≥ 0) and (X σ+t − M ; t ≥ 0) under Q q as stated in Proposition 7.1, we obtaiň
Integrating this identity with respect to dw, we obtaiň 
When x is positive,Ȟ q (x − ) is positive and we can divide byȞ q (x − ) the previous identity. We then obtain the first assertion of the lemma. When x = 0, this assertion is trivial.
We proceed similarly to obtain the second assertion of the lemma. Proof of fact 1) of Theorem 4.1 For all x ∈ ]0, +∞[ and λ ∈ C,
The fourth identity follows from Lemma 8.1; the others are obvious. The identityǍ
is proved in a similar way. 
Then we define inductively
The behavior of the sequence (Z n ) is depicted in Figure 1 . Similarly, let
. ) is a Markov chain with transition kernel given by
and with initial law :
. ) is a Markov chain with the same transition kernel and with initial law
Proof. The following identities hold:
The third identity follows from Lemma 8.1; the others follow from the definitions of the random variables Z 1 and Z 2 .
The same arguments show that
A straightforward induction establishes the rest of the lemma. 
Its transition kernel R q does not depend on x and satisfies the equation 
Its transition kernel S q does not depend on x and satisfies the equation
Proof. It is a standard fact from the theory of time reversal of Markov chains (or processes) that the time τ x is a so-called "return time" of the Markov chain (Z n ) and consequently that (Z τ x −n ) 0≤n<τ x is a sub-Markov chain with a transition kernel related to that of (Z n ) by the so-called "duality identity"
In particular, this transition kernel does not depend on the particular return time τ x . Since we lack an adequate reference, we check this property in our particular case.
For every y ∈ R * , let z → p q (y, z) be a density of the measure P q (y, dz) relative to U q (dz). Then for every integer m (measures involved here are on R * )
3)
The second identity follows from the definition of our particular time τ x and from the fact that the sequence |Z n | is nonincreasing; the other identities are trivial.
We deduce from identity (9.3) that −1) ). Thus the sequence (Z τ x −n ) 0≤n<τ x is a sub-Markov chain and its transition kernel is R q (z, dy) = p q (y, z)U q (dy). Multiplying the last identity by the measure U q (dz), one recognizes the duality equation.
We now compute the law of Z τ x . Put m = 0 in the identity (9.2). This yields
The last identity comes from the value of P q given in Lemma 9.1.
The corresponding results for the sequence (Y ν x −n ) 0≤n<ν x are derived similarly.
Write 
For (λ) < 0 (and for (λ) = 0 if q > 0 or lim X t = +∞ P-a.s.),
n is even,n≥2
Again, the first identity is a consequence of the fact that the sequence |Z n | is nonincreasing together with the definition of times τ x and S x . The third identity follows from Lemma 9.1. Now, let us check that the σ-field σ(Z n 1 n≤τ x ; n ≥ 1) is σ-finite. To see this, first note that the variable Z 1 1 τ x =0 + 1 τ x =0 is positive and is σ(Z n 1 n≤τ x ; n ≥ 1)-measurable. The variable Z 1 1 τ x =0 has law H q (dy)1 y∈[x,+∞[ , which is σ-finite, and the event {τ x = 0} has measure H q (x − ). So one can deduce the conditional law of the variable Z T x on σ(Z n 1 n≤τ x ; n ≥ 1) from the preceding identities:
Similarly,
Remember that
The transition kernels of (Z n ) under Q 
We deduce from properties (9.4), (9.5), (9.6), (9.7), (9.8), the following identity:
The condition that c q (x, λ) and b q (x, λ) be finite has to be checked only in the case q = 0 and (λ) > 0. It is enough to check this fact for positive real λ. In this case the real numbers A 0 (x − , λ),Ǎ 0 (x, λ) are positive and 1 ψ 0 (λ) is finite. Thus the previous identity shows that the (positive but possibly infinite a priori) c 0 (x, λ) and b 0 (x, λ) are actually finite.
The second part of the lemma is proved similarly.
Lemma 9.4. For (λ) > 0 (and for
Proof. We first extend the transition kernel of (Z n ), R q , by setting R q (y, {−∞}) := 1 − R q (y, R * ) for y = 0. Integrate with respect to z the "duality equation", 1 yz =0 U q (dz)P q (z, dy) = 1 yz =0 U q (dy)R q (y, dz). This yields
From this it follows that (9.9) R q (y, {−∞})U q (dy) = H q (dy) for y = 0.
For y = 0, denote by p y the distribution of the Markov chain starting from y and with transition kernel R q , (S n ) the canonical process of the space (R * ∪ {−∞}) N , where −∞ is the cemetery point and ξ the lifetime of the process S n ). From the distribution of Z τ x as stated in Lemma 9.2, it follows that (9.10)
On the other hand, for every y = 0,
The first identity follows from the fact that (S n ) has the Markov property under p y with transition kernel R q . The duality equation (9.1) proves the second identity. Lemma 9.1, together with the identity (9.9), impies the third identity. The fourth identity derives from (9.11).
Using the preceding identity, we can derive from (9.10) that
The other assertions of the lemma are proved in a similar way.
Lemma 9.5. For every complex number λ with (λ) > 0 (and (λ) = 0 if q > 0 or lim t→+∞ X t = −∞, P-ps),
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For every complex number λ with (λ) < 0 (and (λ) = 0 if q > 0 or lim t→+∞ X t = +∞, P-ps),ψ
Proof. Recall the definition (6) of the time U x ,
Let B x be the event B x := {X U x = S U x , U x < +∞} and denote byX the procesŝ X t (w) = F − X t− (w). Add aˆfor the corresponding objects. Denote by X ↑ and X ↓ the processes (X t+ρ − m; t ≥ 0} and (X t+σ − M ; t ≥ 0}, respectively. A quick look at the picture will convince the reader that the following two properties hold:
Pick an event A such that 0 < Q
The first identity follows from the definition of c q , the second one from Proposition 7.1, the third one from (9.12) and the fourth one from the identity in law of X and X under Q q . On the other hand, U x is a stopping time and it is smaller than σ on the event B
x . Therefore we get (denote by θ
From this, it follows that
The first identity follows from (9.14), and the second one derives from the Markov property at time U x as follows: The first identity in Proposition 6.3 for λ = 0, µ 1 = λ and q 1 = q 2 = q implies
Finally, we obtain from Proposition 7.1,
Putting together equations (9.13), (9.15), (9.16), (9.17), we obtain
462

SONIA FOURATI
Multiplying these equations by
, this yields
We now turn to the proof of the second identity of the lemma. To this end, recall
Therefore, we deduce the identity of random variables,
Thus, by using the Markov property of X at time U x , we obtain
λS t L(dt)]).
follows from (3.1). Let us now check that
−λS t L(dt)).
Regularizing to the left in the definition of A q (x, λ), we obtain
where
Thus the measure L(dt) puts no mass on the interval [U x− , U x [ and equation (9.20) holds. On the other hand, use the first identity of Proposition 6.3 for µ 1 = λ and q 1 = q 2 = q to obtain
From equations (9.18), (9.19) , (9.20) and (9.21), it follows that
Equivalently,
Upon comparing with the identity obtained in Lemma 9.3 : ,λ) and the identity already obtained: , λ) , we get the following:
The other two identities of the lemma are obtained similarly. 
Comments. According to Theorem 4.1, the three pairs of functions ( iu) ) satisfy the same differential equation in x, in the sense of distribution theory. If the coefficients of this equation were sufficiently regular, the second and the third identities of Lemma 10.1 would follow from the fact that the space of solutions of this differential equation is 2-dimensional, and the first identity would follow from the Wronskian identity. In the next proof, we check that these results still hold in our setting by using Stieltjes integral calculus. 
If the complex measure µ 1 (dx) is also integrable on [0, x[, we have
[To establish it, add it with the previous one.] When adding the term
in both integrals of the right-hand side, we obtain
By regularizing on the right, we obtain
Applying the previous equation to µ 1 
and we deduce
We now go on to proving the first identity of Lemma 10.1. The equationš
are of the form µ 1 [x, +∞] and µ 2 ]x, +∞], respectively. Now applying identity (10.1) to these two functions, we obtaiň
B(y, iu).Č(y, iu)e −iuy H q (dy) H q (y)
are also of the form µ 1 [x, +∞] and µ 2 ]x, +∞], respectively. Now applying identity (10.1) to these new functions yields
Upon substracting equation (10.4) from (10.5), we obtain
Let us now establish the second identity of Lemma 10.1. When multiplying by φ(iu)+q the identity of Theorem 4.1 (Ǎ q (x, iu)B q (x − , iu)+A q (x − , iu)Č q (x, iu) = 1) and subtracting it from (10.6), we geť
Recall identity (3.2),
). This implies that neitheř
vanishes. This enables us to multiply equation (10.6) by the measure
, and obtain
Put q > 0. We claim that equation (10.7) is of the form
To see this, first notice that it follows from identity (3.2) that
is of the form
, and we can use the identity (
) of Theorem 4.1 in order to apply formula (10.
In order to establish the equation relative to µ 2 , we first establish bounded vari- , is bounded by 1; thus it is H q (dx) integrable. From these facts and from the identity of Theorem 4.1 (
H q (dy)), we deduce
Consequently, this equation and the identity of Theorem 4.1 ( 
is a constant function of x on ]0, +∞[. On the other hand,
This enables us to deduce the second identity of Lemma 10.1,
The third identity of Lemma 10.1 can be proved similarly or by regularizing the second one at the left and integrating it over ]x, +∞] with respect to the measure e iuxȞq (dx) H q (x − ) . To get the second and the third identity when q = 0, use a limit.
Enlarge the probability space (Ω, F, P) so that it contains a random variable ξ q independent of the canonical process X and which has an exponential distribution with parameter q and still denote by the same notation this enlarged space. For t > 0, write
Also set
U x+ := inf{t | S t − I t > x}.
Lemma 10.2. For every complex number with
For every complex number with (λ) ≤ 0,
Proof. Denote by θ
By using the Markov property at time D U x+ ∧ξ q , we then obtain (10.8)
and we deduce from the definition of the function A q (x, λ) that
The first identity of Lemma 10.2 follows from (10.8) and (10.9) . Use similar arguments to prove the other identities of the lemma. 
The function λ → B q (x, λ) (resp. λ →B q (x, λ)) is the Lévy exponent of a subordinator (resp. opposite of a subordinator) killed at an exponential independent time. Thus the function λ →
We now check fact 4 
In particular, If ] − ∞, 0[ is irregular, then for every positive stopping time T , either P is the distribution of a compound Poisson process and the set {s | inf 0≤u≤s X u+T −X T − = X s+T − X T − } is (P-a.s.), a discrete union of intervals where the process X is constant, or the set {s | inf 0≤u≤s X u+T − X T − = X s+T − X T − } is discrete. One can easily deduce that the set {t | I t = X t } has the same propertyŇ -a.s. Moreover, the time T x is the first time when X t is strictly smaller than −x. It follows that X T x < −x on T x < +∞Ň -a.s., and λ →Č q (x, λ) =Ň (e 
, we obtain that det M q (x, λ) = 1 for every λ ∈ C\iR. Now let N (λ) be another matrix having the same property as M q (x, λ) and let us check that
−1 is equal to the identity matrix. For simplicity, the mention of parameters x and q is omitted in the sequel.
By fact 1) the matrix N (λ)[M (λ)] −1 is analytic on the two half-planes { (λ) > 0} and { (λ) < 0}, and by fact 2) it can be extended by continuity at every point of the imaginary axis.
Fact 3) allows us to state that N (λ)M (λ) −1 is bounded on every compact set of C. Thus a standard argument shows that the extended matrix is entire.
Fact 3) gives us also that the matrix
2 J is bounded on C (remember that J denotes the matrix
; hence the components of
2 J are polynomials. We now investigate the behavior of each component of this matrix as (λ) goes to −∞ or +∞. Let us compute U 11 , ; thus N 11 M 22 → 1. We have obtained that U 11 goes to 1 as (λ) goes to −∞ and U 11 is a polynomial; thus U 11 is identically 1.
If ]0, +∞[ is regular, exchange the roles of the two half-planes in order to obtain that U 11 is equal to 1 again.
In other cases, P is the distribution of a compound Poisson process, and so e −λx M 21 goes to 0 as (λ) goes to −∞, while e λx N 12 is bounded; thus the product N 12 M 21 goes to 0 again. Moreover, N 11 M 22 goes to 1 as before. We can again conclude that U 11 goes to 1 as (λ) goes to −∞, and so, that U 11 is identically 1.
We turn now to the computation of U 22 ,
Upon exchanging the roles of N and M in the previous argument, we get that U 22 is identically 1. Compute U 21 , By a similar argument, we obtain that U 12 goes to 0 as (λ) goes to +∞ and again U 12 is identically 0. We have obtained that the matrix
2 J is equal to the identity matrix; thus N (λ) = M (λ).
Probabilistic interpretation of the identities between the six functions
We first introduce some terminology on Wiener-Hopf factorization. Denote by (W, G, Q) any probability space. Let Z be a real process defined on (W, G) with a lifetime that may be finite. If the distribution of Z under Q is P q , we shall say that φ(iu) + q is the Lévy exponent of Z under Q and its spatial Wiener-Hopf factors are the functionsψ q and ψ q .
Let S = (0, S 1 , . . . , S n , . . . ) be a sequence of real random variables defined on (W, G) and having under Q the distribution of a random walk possibly killed at an independent geometric time. We will identify its distribution to the distribution of the compound Poisson process with Lévy exponent 1 − Q(e −iuS 1 ; 1 < ξ) (ξ denotes the lifetime of S, ξ = inf{n | S n = δ}). We shall say that this function is the Lévy exponent of the random walk S and that its spatial Wiener-Hopf factors are those of this compound Poisson process. It is easily seen that these factors are respectively
. We now revert to the space (Ω, F, P) and denote by θ 
Denote by (τ t ) the right continuous inverse ofL and write
Under P q , Y is a Lévy process, its Lévy exponent isB q (x, iu) − C q (x, iu) and its Wiener-Hopf spatial factors areψ q (iu) and ψ q (iu)A q (x, iu). If ] − ∞, 0[ is irregular, then define the sequence of stopping times (T n ; n ≥ 1) as follows:
Under P q , the sequence (0, X T 1 , . . . , X T n , . . . ) is a random walk. Its Lévy exponent isB q (x, iu) − C q (x, iu) and its Wiener-Hopf spatial factors areψ q (iu) and ψ q (iu)A q (x, iu).
The interpretation of the identity
11.2. Interpretation of the identity.
This identity is obtained from
. Denote by (U n ; n ≥ 1) the sequence of stopping times :
Under P q , the sequence (0, X U 1 , . . . , X U n , . . . ) is a random walk, its Lévy expo-
) and its Wiener-Hopf spatial factors areψ q (iu)Ǎ q (x, iu) and ψ q (iu)A q (x − , iu). 
Interpretation of the identityB
Examples
In this section, we treat two examples of Lévy processes: stable processes which are not killed [q = 0] and Lévy processes without positive jumps. The "exit problem" has been essentially solved for these processes, by Rogozin [19] in the first case and by Takács [24] in the second case. The authors mentioned in part 3 gave solutions of derived problems. This section is meant to show how the main results presented here (Theorems 4.1 and 4.2) can be used to provide a unified treatment of the subject. The reader can also find in the recent work of [11] other cases for which the "exit problem" is solved.
12.1. Stable processes. Let P be the distribution of the stable process with index α, with positivity parameter ρ (i.e., ρ = P(X 1 > 0)), and normalized by the equation |φ(i)| = 1. Put γ := αρ and δ := α(1 − ρ), where γ and δ belong to the interval [0, 1]. The case δ = 0 (resp. γ = 0) corresponds to the subordinators (resp. the opposite of subordinators) and we will exclude these cases in the sequel. The case γ = 1 corresponds to stable processes without positive jumps. The Lévy exponent φ can be written as follows (we use the principal part of the power functions): The functions C q and B q can be analytically extended to the whole complex plane and
Proof. Since there are no positive jumps, we see that In particular, we see that In view of equation (12.5) , it follows from equations (12.4) and (12.7) that C q (x, λ) and A q (x, λ) are differenciable functions of x. Upon computing the value of A q (x,λ) C q (x,λ) , we obtain (12.8)
The first identity is a consequence of identities (12.4) and (12.7), and the second one follows from (12.2) and (12.5) and from the identity of Theorem 4.1: We now prove that the function 1 N (S ξ q >x) is equal to the scale function W q (x), and this will complete the proof. The last identity follows from an integration by parts. We deduce the following identity for (λ) < 0, Comparing with identity (12.1), one finds that the Laplace transforms of the two right continuous (in fact continuous) functions 1 N (S ξ q >x) and W q (x) are equal on { (λ) > Ψ(q)}. Thus, these two functions are equal.
