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Complex geometries can be easily treated using the well-known full-way and half-way bounce-
back rules. However, the accuracy of the full-way bounce-back rule is one order lower than the
half-way bounce-back rule. Moreover, when the walls are not aligned with the lattices, the errors
increase. Including the collision operator on the walls with the full-way bounce-back rule leads
to an improvement of the accuracy of the pressure-drop, but, a loss of momentum is observed on
concave corners. We propose to improve the momentum conservation by adding an extrapolation
of the density by the inverse distance weighting at concave corners. The technique is shown to give
a second-order accuracy at a lower grid resolution, thus, the computational cost can be reduced.
I. INTRODUCTION
Optimisation of existing system and designing new
generation of products with compactness in mind, it is a
challenge. Achieving this kind of compactness is mostly
carried out by utilising porous media such as membranes,
foams, etc. Therefore, the needs of simulation for com-
plex geometries have increased drastically. At the same
time, the accuracy of simulation has increased, thus, the
simulations became more predictive. Different methods
have been developed for Computational Fluid Dynam-
ics such as Lattice Boltzmann Method (LBM) which is
a mesoscopic particle-based method derived from Boltz-
mann equation and Lattice Gas Automata (LGA) [1].
The collision between particles can be approximated
by different operators such as Bhatnagar-Gross-Krook
(BGK) [2], the Multiple Relaxation Time (MRT) [3, 4],
the Central Moment (CM) [5, 6], the entropic [7, 8], etc.
A large branch of wall boundary conditions has been
developed. The full-way bounce-back rule is the simplest
rule, in which, each particle that hits the wall bounces
in the opposite direction instantaneously without being
affected by a collision process. This rule ensures the con-
servation of mass and the no-slip condition at the bound-
ary. Removing the collision operator at the wall nodes
reduces drastically the accuracy which results in great
demand of finer mesh. An extension has been done by
considering the wall is located between two lattice nodes.
Using the approximation of Chapman-Enskog expansion,
the full-way and half-way are first and second order, re-
spectively [9].
The half-way bounce back rule can lead to a slip velocity
at the wall. To tackle this problem, several wall boundary
conditions were proposed such as Inamuro et al in 1995
[10] which constructs a reflective and diffuse boundary by
using the local equilibrium function, Chen et al in 2007
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[11] proposed to interpolate the equilibrium distribution,
Latt in 2007 [12, 13] built a scheme based on the regu-
larised LBM, Ginzburg [9], Ladd [14], and Bouzidi [15]
proposed to interpolate schemes.
Choosing LBM to treat porous media can cause
a misalignment between the geometry (walls) and the
Cartesian grid (lattice) [16]. Enforcing the alignment
leads to the generation of “stairs” with introduces con-
cave and convex corners. Using a classical scheme for the
Lattice Boltzmann Method, the density at a concave cor-
ner node is not correctly calculated since the distribution
is not completely defined.Thus, it leads to having sensible
different pressure with the neighbour nodes at the same
time step. We proposed to extrapolate the density in a
suitable manner to improve the accuracy and the con-
servation of the momentum for flows at a low Reynolds
number.
II. METHODOLOGY
A. LBM scheme
Considering a Cartesian grid and assuming the parti-
cles cannot be off-lattice, the LBM equation can be writ-
ten as
fi(~x+~ei∆x, t+∆t) = fi(~x, t)+Ωi(fi(~x, t))+Fi(~x, t), (1)
where Ωi(fi(~x, t)) is the LBM collision operator and
Fi(~x, t) is an external force. The collision operator is
modelled by the well-known BGK in the linear form to
simplify and reduce the cost of the collision term. Ap-
plying this operator to LBM, we get the LBGK model
[17–19] and is written as
fi(~x+ ~ei∆x, t+ ∆t) = fi(~x, t)− fi(~x, t)− f
eq
i (~x, t)
τ
+ Fi(~x, t),
(2)
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2where τ is the relaxation factor and defined as
τ =
6 · ν + 1
2
, (3)
where ν is the kinematic viscosity and feqi is the equi-
librium distribution. Considering D2Q9 scheme (two-
dimensional square lattice with 9 discrete velocities) [19],
the Maxwell-Boltzmann equilibrium distribution is:
feqi = ρωi
[
1 + 3~ei · ~u+ 9
2
(
~ei · ~u
)2 − 3
2
~u2
]
, (4)
.
where, e0 = c(0, 0), e1 = c(1, 0), e2 = c(0, 1), e3 =
c(−1, 0), e4 = c(0,−1), e5 = c(1, 1), e6 = c(−1, 1),
e7 = c(−1,−1), e8 = c(1,−1) and w0 = 4/9, w1 = w2 =
w3 = w4 = 1/9, w5 = w6 = w7 = w8 = 1/36. The den-
sity ρ is calculated by the zeroth-moment (
∑
fi) and the
macroscopic velocity ~u is the first-moment (
∑
fi · ~ei). c
is the lattice speed (set to 1) and the speed of sound cs is
1/
√
3 in the simulations. Thus, the pressure is P = ρ∗ c2s
by using the ideal gas law.
B. Boundary treatment
All the walls aligned with the lattice are treated with
the full-way bounce-back rules with streaming in all di-
rection excluding towards the solid nodes and the full
BGK collision including towards the solid nodes is ap-
plied after the bounce-back rule. The corners are treated
in a relatively similar manner to wall boundary condi-
tions, however, at concave corners, the two discrete parti-
cle velocities pointing into the solid in opposite directions
represented by the dash lines in Figure 1 are unknown.
These two discrete particle velocities do not participate
in the streaming process but affect the collision process
in the D2Q9 schemes i.e. the system of equations at the
concave corners are ill-posed. Thus, some choice has to
be made to close the system. The simplest approach is
to set these to zero but this leads to a loss of momentum.
Another approach is to extrapolate the distribution func-
tion at concave corners from the neighbouring nodes [16].
In the present work, the set of equation is closed, specifi-
cally for low Reynolds flows, by a macroscopic approach.
The assumption of low Reynolds number implies that the
diffusive time scale is much greater than the convective
ones i.e. the inertia forces are negligible compared to the
viscous forces. This enables us to consider the gradient
of density is small. Thus, the density at the concave cor-
ner is extrapolated by the inverse distance weighting of
the three direct neighbours and the two unknown dis-
crete particles are defined by using the zeroth-moment
and assuming the two unknown discrete particles equal,
as
2fun = ρ˜− (2ρin + f0), (5)
1
2
Figure 1. Simplify representation of the D2Q9 distribution
at convex (1) and concave (2) corners. Blue and green lines
are the incoming and outgoing discrete particles, respectively.
The red lines represent the incoming and the outgoing discrete
particles. The green dash lines are the unknown discrete par-
ticles.
where, fun, ρ˜, ρin, f0 are the unknown discrete parti-
cle, the extrapolate density, the sum of incoming discrete
particles, and the static discrete particle, respectively.In
this way, the density at the concave corner is approx-
imated to a realistic value which produces quicker and
better simulations.
To define the extrapolation, let’s consider the density at
the concave corner ρ˜ and n nodes. The subscripts i and j
refer to the indexes in the directions x and y, respectively
in this section. The general form of the extrapolation of
the density is:
ρ˜ ≈
n∑
k=1
ωkρk
n∑
k=1
ωk
, (6)
where,
ωk =
1√
(x (ρk)− x (ρ˜))2 + (y (ρk)− y (ρ˜))2
. (7)
Thus, for a concave corner oriented in the +x-direction
and the +y-direction, the extrapolation on the boundary
is:
ρ˜ ≈ 1
2 + 1√
2
(
1√
2
ρi+1,j+1 + (ρi+1,j + ρi,j+1)
)
. (8)
Due to the extrapolation uses the density values of the
nearest neighbours i.e. the first layer of the surrounding
nodes, the parallel efficiency is not strongly impacted.
The two incoming and outgoing discrete particles repre-
sented by the red lines in Figure 1 are assumed equal to
enforce the no-slip boundary condition, thus, the incom-
ing discrete particles are summed and are equal to the
3sum of the outgoing discrete particles to conserve the
mass and momentum.
III. SIMULATION CONDITIONS
We define the boundary conditions treated with the
standard full-way bounce-back as “No Collision ”. The
new approach with the collision operator and the extrap-
olation of the density from the neighbour nodes by the
inverse distance weighting approach is called the “New
Technique”, whereas, without extrapolation the “No Ex-
trapolation”. Therefore, for walls aligned with the lat-
tice, the “New Technique” and “No Extrapolation” are
the same and are called “With Collision”. We also com-
pared to the standard half-way bounce-back and named
“Half-Way”. To analyse the new treatment, we use a
Poiseuille-like flow in straight and inclined channels. The
inclined cases are compared to Spectral Element Method
(SEM) with Nek5000 [20]. Four elements with the poly-
nomial order of 7 in the cross-section of the channels, the
Pn/Pn−2 formulation, the Helmholtz solver convergence
criterion of 10−12, and the divergence criterion of 10−11
were used for the SEM simulations. The mesh for the
SEM simulations cannot be the same as LBM. In order
to have the simulations as close as possible, we keep the
same volume of fluid and the straight walls are aligned,
thus the walls for the stairs are located in the middle as
shown in Figure 2. The viscosity in LBM simulations is
set to 0.1 [lu]. The pressure-drop is calculated by the
difference of pressure between the centre of the channels
at the inlet and the outlet imposed pressure. We run
the simulations for inclined channels with two grid res-
olutions and compared to the straight channels. In case
of high grid resolution, the height of the channel is 192
lattices and in case of low resolution, the height of the
channel is 19 lattices.
Figure 2. Comparison of the LBM (Cartesian) and SEM
meshes in red and black, respectively.
The Reynolds number is defined as
Re =
UmaxH
ν
, (9)
where, Umax is the maximum velocity in the channel, H
the height of the channel and ν the kinematic viscosity.
In Figure 3, the velocity field is represented for two
conditions of convergence: one based on the density and
one on the X component of the velocity. Both criteria
lead to essentially the same results. In the following,
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Figure 3. Comparison of the x-velocity field for Re=10 and
low grid resolution
the calculations will be terminated when the evolution
of density is lower than 10−13 or 10−15 over the domain
for low and high grid resolution, respectively. Indeed,
the convergence criterion needs to be smaller for high
grid resolution due to the velocity magnitude becomes
extremely small, thus, the pressure-drop too which is the
important result of this study. Those criteria were chosen
after a sensibility study.
IV. STRAIGHT CHANNELS
A. Validation
The straight channels validate our code for a well-
known flow with an analytical solution which is
∆P =
8Reν2
H3
L, (10)
where, H and L are the height and length of the channel,
respectively. This length is equal to two times the height
of the channel.
A parabolic velocity profile is imposed at the inlet on the
left side of the channel and a constant pressure set to
1/3 [lu] on the right side of the channel with Zou and He
boundary condition [21].
4Pressure-drop analysis Table I shows the collision on
the wall is needed to get a more accurate pressure-drop.
The error is calculated with the analytical solution as a
reference and normalised with the analytical solution. In
Straight channels
Re
With
Collision
No
Collision
Half-
Way
Low
Resolution
10 1.47% 18.75% 2.19%
1 0.28% 14.43% 0.33%
0.1 0.39% 14.06% 0.20%
0.01 0.41% 14.02% 0.19%
High
Resolution
10 0.014% 1.507% 0.021%
1 0.003% 1.285% 0.003%
0.1 0.004% 1.249% 0.002%
0.01 0.007% 1.247% 0.004%
Table I. Pressure-drop errors for a Poiseuille flow in the
straight channels
Table I, it can be noticed the grid size is not enough for
the low-resolution geometry to have an error less than
1% for Re=10. Compared to the classical “No Colli-
sion ” technique, the results of using the collision op-
erator on the walls (the “With Collision”) are in good
agreement with the analytical solution and similar to the
“Half-Way” results.
Velocity profile analysis We have extracted the ve-
locity profiles at the outlet which are shown in Figure 4.
The Reynolds number has not strongly modified the ve-
locity profiles for the creeping flow regime. It can also be
noticed that the incorrect wall shear rate for the “No Col-
lision” and thus, an overshoot of momentum is observed.
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Figure 4. Velocity profiles at the outlet: a) low grid resolution
and Re = 0.01 and b) high grid resolution and Re = 1.
B. Convergence study
The simulations were carried out for the channel height
from 4 to 256 lattices, for “No Collision”, “With Colli-
sion”, and “Half-Way” wall boundary conditions, and for
Reynolds numbers of 0.01, 0.1, 1, and 10. However, the
results for Re= 0.1 or 1 are similar to 0.01, thus, the
results for Re=0.1 and 1 are not shown.
1. Study of the errors versus channel height
a. Pressure-drop errors The Figure 5 shows “No
Collision” converges to the same error for Re=0.01 or
10 whereas “With Collision” or “Half-Way” gives more
accurate results for lower Reynolds number. Moreover,
“Half-Way” gives more accurate results than “With Col-
lision” when the Reynolds is lower.
Figure 5. The pressure-drop error versus channel height.
b. Velocity errors We have performed the calculus
of the relative error ‖E‖1 of the velocity as
‖E‖1 =
∑N |Uc − Ua|∑N |Ua| , (11)
where, N is the number of points in the domain, Uc and
Ua are the velocity along the channel calculated from the
LBM results and the analytical solution, respectively.
The Poiseuille-like flow can be imposed in a number
of ways. In the current study, it is imposed by a
constant force in the domain [22] (CF) i.e. Fi =
3ωiei · (∂P/∂x), the Guo source term [23] (GF) i.e.
Fi = ∆t ωi (1− 1/(2τ))
[
((u · ei)/c4s)ei + (ei − u)/c2s
] ·
(∂P/∂x), Pressure at inlet and outlet by Zou and He
[21] (PP), and as above Velocity at inlet and Pressure at
outlet by Zou and He [21] (VP).
Figure 6 shows “No Collision” has a lower order of con-
vergence. PP, GF, or CF give the same results for “No
Collision” whereas, VP gives the best accuracy. The
“Half-Way” technique with VP produces the most ac-
curate one for creeping flows (Figure 6) but for a weak
laminar flow (Figure 7), it is “With Collision” with GF.
5Thus, the relative errors of velocity confirm the trend
of the pressure-drop error that “Half-Way” is better for
Re 6 1 otherwise “With Collision” produce more accu-
rate results. The Figure 6 shows GF is preferable to CF
for “Half-Way” but the opposite for “With Collision”.
This rises from the fact GF is a body force (volumet-
ric) whereas CF is a discrete external force. Globally,
PP gives errors between GF and CF. When the inertia
Figure 6. The relative error of velocity at Re=0.01 versus
channel height.
force becomes non-negligible, the errors rise and espe-
cially for a channel height of 4 lattices (Figure 7) due to
non-linearity of the flow appears. GF and PP give the
most and worst accurate, respectively.
Figure 7. The relative error of velocity at Re=10 versus chan-
nel height.
2. The rate of convergence study
Figures 5, 6, and 7 show a linear rate of convergence
(q). Thus, we have extracted the rate of convergence be-
tween the grid resolution of 8 and 256 lattices of channel
height as
q = log32 ‖E‖1 (H = 8)/ ‖E‖1 (H = 256). (12)
The results are summarized in Table II. It is observed
that the “No Collision” converges as a first-order scheme
whereas, “With Collision” or “Half-Way” converges as a
second order scheme. As expected, the collision is needed
to obtain higher order rate of convergence and achieves
a second-order accuracy.
Rate of convergence
Re
Pressure-
Pressure
Guo
force
Constant
force
Velocity-
Pressure
0.01
No Collision 0.96 0.96 0.96 0.95
With Collision 2.03 2.05 2.05 2.06
Half-Way 2.06 2.00 2.01 2.00
10
No Collision 0.99 0.99 0.98 1.06
With Collision 2.03 2.09 2.07 2.05
Half-Way 1.99 2.00 2.00 2.02
Table II. The rate of convergence for straight channels.
V. INCLINED CHANNELS
This case was designed in order to have a channel
with two sections inclined by 45◦and 5 equal “X” lengths
of the centre line of the channel. Design Modeler from
ANSYS [24] was used to design it and an image was ex-
ported then Matlab from MathWorks [25] was used to
scale the image and export to a binary format.
The original image before converting to a binary file at
the right scale can be seen in Figure 8. However, this ge-
ometry cannot keep the same mesh and the same height
of channel for full-way and half-way bounce-back treat-
ments. We chose to keep the same mesh to compare our
results, thus, the heights of channel are 193 and 20 lat-
tices for the “Half-Way”.
Figure 8. The geometry of inclined channels where the dark
blue, orange, green, red, and purple lines represent the sta-
tions 1,2,3,4, and 5, respectively. The black lines represent
the limit of the inclined channels.
A. Effect on velocity and momentum
The accuracy of the velocity profile is critical in case of
additional transport properties such as chemical species
or light solid particles. In two phases flow, the mass
fraction of one fluid needs to be transported. Thus, the
6inaccuracy of the velocity profile will affect the position
of the interface when the capillary number becomes high.
Moreover, dealing with a complex geometry and a big
domain do not give the opportunity to use a fine grid
in each channel. A previous study mentioned at least 4
lattices in each channel is needed to support Poiseuille-
like behaviour [26]. However, we have noticed for this
case it needs at least 10 lattices to have an acceptable
pressure-drop error ( more or less 10%) i.e. similar to
the straight channel.
1. Analysis at the outlet of the inclined channel
In this first analysis, we seek to obtain the parabolic
velocity profile at the outlet for Reynolds number less
than 1.
In Figure 9b, for high grid resolution, the outlet veloc-
ity profiles show the “New Techniques”, “No Collision”,
and “Half-Way” are able to get the velocity profile in
excellent agreement with SEM whereas, the “No Extrap-
olation” cannot provide accurate profiles. In case of low
grid resolution, the “No Collision” becomes inaccurate as
seen in Figure 9a.
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Figure 9. Velocity profiles at the outlet: a) low grid resolution
and Re = 0.01 and b) high grid resolution and Re = 1.
The momentum is correctly conserved for the “New
Technique”, “No Collision”, and “Half-Way” approaches.
However, a loss of momentum conservation appears with
the “No Extrapolation”. Using the high grid resolution,
the loss of momentum is relatively small as it can be seen
in Figures 9b and 10. In case of low grid resolution, the
serious loss of momentum conservation is observed with
the “No Extrapolation” technique as seen in Figures 9a
and 11. By a trapezoidal integration, the loss of momen-
tum for the “No Extrapolation” is more than 10% but
for the other techniques, it is less than 10−3%. There-
fore, the “New Technique” improves the velocity profile
in case of low grid resolution. Moreover, the normalised
velocity profile is not affected by the Reynolds number
as expected for creeping flows.
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Figure 11. Velocity filed for low grid resolution
2. Analysis in the interior of the inclined channel
We have seen the “New Technique” conserves the mo-
mentum and the velocity profile is correctly captured at
the outlet. However, we need an accurate velocity profile
everywhere in the domain, thus, we have extracted the
velocity profiles in 5 stations as shown in Figure 8 and
have calculated ‖E‖1 i.e. the relative error norm as in
Equation 11 where N is the number of extracted points
and Uc and Ua are the magnitude velocity calculated
from the LBM results and the analytical solution,
respectively.
Velocity profiles In Figure 12a, the velocity profiles at
the station 2 for low grid resolution show that the “Half-
Way” agrees with both SEM and Poiseuille profiles, but,
the “No Collision” does not agree and has an overshoot
at the centre line and undershoot at the wall. The “No
Extrapolation” exhibits a loss of momentum. The “New
Technique” agrees quite accurately, however, the heigh
of the channel at the station 2 is smaller than H owing to
inclined nature of the channel. The reduced height is due
7to the stair-like pattern used to represent inclined walls
in this method. The effect of the geometry imposed con-
striction results in a slight overestimation of the velocity
at the centre line in order to conserve momentum. More-
over, the deviation of the velocity at the wall comes from
the no-slip condition imposed by the full-way bounce-
back rule.
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Figure 12. Velocity profiles at station 2: a) low grid resolution
and Re = 0.01 and b) high grid resolution and Re = 1.
In Figure 13, the velocity profiles at station 3 is shown.
This is the straight part at the middle of the geome-
try. The constriction effect due to the stair-like pattern
does not influence this region i.e. the surface is aligned
with the lattice. Thus, as seen in straight channel anal-
ysis, Figure 13 shows a very good agreement between
the “New Technique”, “SEM”, “Half-Way” and the an-
alytical result. For the “No Extrapolation” and the “No
Collision” shows inaccuracy.
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Figure 13. Velocity profiles at station 3: a) low grid resolution
and Re = 0.01 and b) high grid resolution and Re = 1.
Similar results to station 2 are observed for station 4
with more loss of momentum for the “No Extrapolation”
as shown in Figure 14.
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
1
Figure 14. Velocity profiles at station 4: a) low grid resolution
and Re = 0.01 and b) high grid resolution and Re = 1.
Velocity profile errors Looking at the error norms
based on the analytical solution i.e. a parabolic profile,
the error is reduced by a factor 0.1 between the low res-
olution (Figure 15) and the high resolution (Figure 16)
as expected i.e. linear convergence.
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Figure 15. ‖E‖1 for low grid resolution and Re=0.01
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Figure 16. ‖E‖1 for high grid resolution and Re=0.01
The “Half-Way” and “SEM” results are essentially the
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Figure 17. ‖E‖1 for low grid resolution and Re=1
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Figure 18. ‖E‖1 for high grid resolution and Re=1
same for Re= 0.01 or 1 and the low or high grid reso-
lutions. The “New Technique” has some discrepancy for
the inclined parts, however it is almost two times better
than “No Collision” and four times better than “No Ex-
trapolation”.
At low grid resolution, the errors of each methods are
similar for Re 6 1 (Figures 15 and 17). However, the
inertia starts to affect the solution at Re = 1 for the high
grid resolution (16, and18). Note that we have also ex-
tracted the errors for Re=0.1 and the low or high grid
resolutions with the similar results to Re=0.01.
The errors are accumulated for the “No Extrapolation”
case due to the loss of momentum. We can notice the
parabolic profile becomes less valid for Re=1 as shown in
Figure 18.
B. Effect on the pressure-drop
It is important to calculate the right pressure-drop,
especially in low speed flows since at the incompress-
ible limit, the velocity and density are directly coupled.
Indeed, the Navier-Stokes equations become elliptical.
However, in two phases flow, the local pressure gradient
is also important because this could change the shape
and the displacement of an interface between two immis-
cible fluids.
This “New Technique” improves the prediction of the
pressure-drop in case of low resolution. In Figure 19,
it can be clearly seen that the inaccurate value of den-
sity at the walls is predicted for the “No Collision” case.
The “No Extrapolation” technique for the inclined parts
yields very strange profiles (Figure 19).
In Table III, the pressure-drop is compared to the results
from SEM. It can be clearly seen that the pressure-drop
is not correctly calculated in case of “No Collision” while
the results of the “New Technique” and SEM are in good
agreement. It can be noticed that the “Half-Way” tech-
nique cannot converge under 1% since the shear stress is
taken in account at half lattice from the wall which leads
to errors when the flow is not parallel to the lattices.
Inclined channels
Re
New
Technique
No
Extrapolation
No
Collision
Half-
Way
Low
Resolution
10 12.20% 2.74% 29.59% 3.45%
1 6.17% 4.90% 21.04% 7.85%
0.1 5.66% 5.08% 20.32% 8.22%
0.01 5.61% 5.10% 20.25% 8.25%
High
Resolution
10 0.36% 1.67% 0.91% 1.01%
1 0.31% 1.57% 0.70% 1.01%
0.1 0.30% 1.56% 0.68% 1.01%
0.01 0.28% 1.53% 0.68% 1.18%
Table III. Pressure-drop errors for a Poiseuille-like flow in the
inclined channels.
Moreover, we notice the error without collisions on walls
increases compared to a straight channel. This suggests
that for a single-phase flow with a very complex geome-
try such as porous media, the effect of the collision could
be not negligible in a single-phase flow.
VI. CONCLUSION
Using the inverse distance weighting extrapolation on
concave corners and the collisions on all walls nodes en-
able the new technique to conserve the momentum and
improve the accuracy compared to the full-way bounce-
back. However, this technique needs to be restricted to
low Reynolds number since the pressure gradient is not
directly taken into account i.e. the convection time scale
is neglected compared to the diffuse time scale. The grid
resolution can be also reduced, thus a bigger domain be-
comes affordable. We have not noticed an increase of the
calculation cost due to the extrapolation but only due to
the collision, even for a simulation on a Berea sandstone
sample [27] where, the domain was 1323 [lu] by 1059 [lu]
with a huge number of walls.
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Figure 19. Comparison of pressure field to SEM results ; a) New Technique, b) No Collision, c) No Extrapolation, and d) SEM.
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