ABSTRACT Due to the limitation of acoustic velocity in underwater environments, propagation delay is a horrible problem in multi-hop underwater acoustic sensor networks (UW-ASNs). In this paper, we proposed an improved scheme of dynamic coded cooperation called selective dynamic coded cooperation (S-DCC) for the multi-hop UW-ASNs, aiming at reducing the end-to-end delay and improving the transmission efficiency. In S-DCC scheme, the cooperative node actively transmits blocks with limited redundancy; yet the receiver only selectively receives those cooperative blocks depending on its own decoding conditions. The S-DCC scheme can utilize the retransmission mechanism adequately to eliminate the waiting time and drastically shorten the overall transmission time, the gain of which increases linearly with the number of hops. Concerning the transmission delay and energy consumption, we evaluated the performances with the different maximum number of retransmissions and different data burst sizes for the proposed S-DCC scheme and other compared schemes. The simulation results showed that the proposed S-DCC scheme could achieve decent outage performance and reduce the end-to-end delay effectively without extra energy consumption compared with other existing schemes, especially for the cases with low transmission signal to noise ratio. Sea test data were also adopted to further verify the conclusions.
I. INTRODUCTION
With the development of the exploration of the oceans, the traditional node-to-node underwater acoustic communication has been transformed into networks. Underwater Acoustic Sensor Networks (UW-ASNs) have been extensively used in marine research, commercial and military applications [1] , [2] . However, the design of UW-ASNs is a challenging task due to the harsh characteristics of underwater acoustic channels, such as limited frequency,
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distance-dependent bandwidth, high propagation delay, high bit error rates and temporary loss of connectivity.
In underwater acoustic environments, much more transmission power is required for direct long distance communication. Hence the long link is usually divided into several short links in multi-hop transmissions where the data can be transmitted at a higher rate in each hop. This is because multi-hop system can decrease signal attenuation and provide more available bandwidth [3] , which is especially appealing to underwater acoustic channels. On the other hand, most sensor nodes in multi-hop UW-ASNs are battery powered and are difficult to recharge or replace, which calls for attention to the transmission efficiency during the design of UW-ASNs.
Generally, the end-to-end delay and energy efficiency are the key metrics considered in the design of UW-ASNs. There have been several research articles [4] - [6] about the endto-end delay and energy-efficiency in linear UW-ASNs with different focuses. In [4] , it proposes an energy-efficiency grid routing based on 3D cubes for UW-ASNs, considering the 3D changing topology, high propagation delay, node mobility and density. The literature in [5] shows the bandwidthdistance, power-distance and delay-distance relationships, respectively, for energy-efficient design in UW-ASNs. Furthermore, in [6] , the tradeoffs between energy consumption and network connectivity in UW-ASNs are investigated. Although the aforementioned papers provide some closedform approximate models, it is still difficult to draw a conclusion for the relationship between energy consumption and multi-hop network design in the string UW-ASNs. Moreover, most of the references do not consider the cooperative transmission.
To combat underwater channel unreliability and large path losses, cooperative transmission has been applied in underwater acoustic communications as an ideal solution. In [7] , it demonstrates the superiority of cooperative underwater acoustic communication systems over the point-to-point systems, and they meet the requirements of UW-ASNs. For the cooperative communications, the design of relay strategy is crucial, and lots of schemes have been studied, such as amplify-and-forward (AF), decode-and-forward (DF) and compression-and-forward (CF) [8] , [9] . Especially, dynamic coded cooperation (DCC) [10] - [12] has been proposed by investigating the combination of coding and relay cooperation. In [13] , we proposed orthogonal-frequency-division multiplexing (OFDM) modulated DCC for three-node underwater acoustic cooperative networks, where the relay node can randomly access the point-to-point transmission procedure and enhance the communications by exploiting the benefit of rate-compatible coding. As shown in [13] , significant gain was achieved by DCC in underwater acoustic channels, and therefore it is a promising technique in the design of future UW-ASNs. However, in adverse channel conditions, the existing DCC protocols require the cooperative node to retransmit the data with feedback signal in each hop. Once in the multi-hop scenario of UW-ASNs, this will result in an accumulative effect of end-to-end delay due to the request time for retransmission in each hop. Hence there still exists serious end-to-end delay problems in the DCC protocol [14] when further applied to the multi-hop UW-ASNs. In order to reduce the end-to-end delay and make DCC more suitable for the multi-hop scenario, in this paper we propose an improved scheme based on the DCC protocol, called Selective Dynamic Coded Cooperation (S-DCC) protocol as the relay strategy for multi-hop UW-ASNs.
The main contributions of this paper are as bellow: 1) Presenting an improved scheme named S-DCC based on the DCC protocol. In the proposed protocol, the cooperative nodes retransmit blocks actively and redundantly, and the receiver nodes selectively receive and deal with these blocks according to its instant decoding results. Hence the waiting time of feedback signal sent by the receiver to the cooperative node can be used for the redundant blocks' transmission, although they might not be adopted for dynamic decoding eventually. In other words, since the request time for retransmission is eliminated, S-DCC can drastically shorten the overall transmission time for the multi-hop UW-ASNs system compared with the existing DCC protocols.
In addition, the main idea of Cooperative Hybrid Automatic Repeat reQuest (C-HARQ) protocol for UW-ASNs in [15] is to retransmit the erroneous part instead of entire packet to reduce the delay from the cooperative node, which essentially merges Cooperative ARQ (C-ARQ) with a Hybrid ARQ (HARQ) technique. Yet it does not concern the DCC protocol or S-DCC protocol. Instead of retransmitting the erroneous part packet, the cooperative node transmits part of thepartial coded packet in DCC or S-DCC protocol, where the partial coded packet can be arbitrarily added to the received data as a whole codeword for decoding, so as to utilize the benefits of both the broadcasting listening and cooperation phases. More details about the design of C-ARQ, HARQ and C-HARQ in underwater acoustic channels can be found in [15] .
2) Investigating the delay-energy relationship in multi-hop UW-ASNs for both S-DCC and DCC protocols. We compare the outage probability, end-to-end delay and energy consumption of the S-DCC, DCC, C-ARQ protocols and the conventional stop and wait ARQ (S&W ARQ) protocol in the multi-hop UW-ASNs. Simulation results show that, the proposed S-DCC scheme can achieve decent outage performance and reduce end-to-end delay effectively without extra energy consumption, compared with other existing schemes. The proposed S-DCC scheme is a feasible cooperative strategy for low transmission Signal to Noise Ratio (SNR). The sea test data are adopted to further verify the conclusions.
3) Given the target performance, e.g., the outage probability of the multi-hop UW-ASNs system P out ≤ 10 −2 , we study the performances with different maximum numbers of retransmissions and block sizes of data burst for both S-DCC and DCC protocols, which will help the design and application of the proposed scheme in practice.
The rest of this paper is organized as follows. In Section II, the network topology of multi-hop UW-ASNs, underwater acoustic channels and energy consumption for underwater acoustic transmission are introduced. Section III presents the proposed S-DCC protocol in detail, including its end-toend delay and energy consumption for multi-hop UW-ASNs system. Simulation and experimental results are presented in Section IV and V, respectively. Finally, Section VI concludes this paper.
II. SYSTEM MODEL
In this section, we present the network topology and underwater energy consumption model. Table 1 summarizes key symbols used throughout the paper. 
A. NETWORK TOPOLOGY
As shown in Fig. 1 , we consider a cooperative N h -hop UW-ASN consisting of the source node S, N h -1 relay nodes, and the destination node D, with several cooperative nodes among them. The relay can be expressed as R i (i = 1, 2, N h − 1), and the cooperative node is written as
We have adopted the following assumptions for each hop transmission in the network: 1) Nodes are in half-duplex where nodes cannot transmit and receive data at the same time;
2) As the focuses are primarily on the ARQ issues, we assume that all the medium access control issues have been resolved. Therefore, the so-called source-relaydestination three nodes in each hop are actually upgraded as R i−1 -C i -R i in the multi-hop UW-ASNs scenario. Further, it's assumed that, the transmission of R i−1 can only be received by the two neighboring relay nodes, i.e., R i and R i−2 ; and the transmission of the cooperative node C i can only be heard by the neighboring relay nodes R i−1 and R i . With this assumption, the data transmission in one hop will not affect the next hop;
3) The transmission path is predetermined by the optimal routing algorithm for a given S-D pair, and in each hop, the best node can be selected as the cooperative node in the candidate nodes. The designs of optimal routing algorithm, including the selection of relay nodes R i (i = 1, 2, . . . , N h − 1) and cooperative nodes C i (i = 1, 2, . . . , N h−1 ), are beyond the scope of this paper.
According to the above assumptions, since each hop consisting of source-relay-destination 3 nodes is predetermined in the multi-hop network, and the transmission in each hop will not be received by the next hop, the data transmission is indeed carried out strictly hop by hop. In this case, there is no impact between the transmission inside different hops, and the performance analysis of the energy consumption, delay, and outage probability for the whole network can be divided into independent hops. The energy consumption and endto-end delay of the multi-hop network are the summation of the energy consumption and transmission delay inside each hop, while the outage probability is calculated based on the fact that the network will be outage if any one hop is outage.
For the convenience of illustration, a linear uniform multihop network [3] is shown in Fig. 1 , in which the distance of each hop is d/N h , where d is the distance between S and D. However, the following discussions in this paper, including the analysis on energy consumption, end-to-end delay and outage probability performances are still valid for network topologies other than linear, or for the case of different distances between the hops, as long as the above assumptions are satisfied.
B. UNDERWATER ENERGY CONSUMPTION MODEL
Usually, underwater acoustic data transmission can be described by the passive sonar equation. Then the SNR at the receiver can be presented as follows [3] ,
where SL, TL, NL and DI are, in dB, the source level, transmission loss, noise level and directivity index respectively. When adopting omnidirectional hydrophones, the directivity index is set as 0.
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For a transmission distance d in meter and frequency f in kHz, the transmission loss TL is given by [16] 
where the first term is the spreading loss with k represents the the spreading factor, and the second term is the absorption loss with α (f ) represents the absorption coefficient in dB/km. Commonly, the spreading factor k can be set as 1.5 in practical spreading for underwater acoustic transmission. Following Thorp's formula [17] , the absorption coefficient is:
The ocean ambient noise is modeled by Gaussian statistics and the Power Spectral Density (PSD). Four different noise sources are usually considered: turbulence, shipping, waves and thermal noise. Their strength can be respectively expressed as (in dB re µ Pa per Hz) [3] NL t = 10 log N t (f ) = 17 − 30 log f NL s = 10 log N s (f ) = 40 + 20 (s − 0.5)
where s is the shipping activity factor, w is the wind speed in m/s. Define NL i (f ) (i ∈ N − = {t, s, w, th}), then the total noise is:
Expressed in dB, that is
From (1), obviously, for a given receiver SNR 0 with known TL and NL, the energy consumption at the transmitter can be calculated from the source level SL. And the SL is given by [16] SL = 10 log 10
where I t is the intensity of the sound emitted by the transmitter, and the reference intensity I ref in underwater sound [16] is usually the intensity of a plane wave having an rootmean-square pressure equal to 1 µPa, denoted as
That is related to the effective sound pressure, the density of sea water, and the propagation velocity of sound wave c in sea water. Without loss of generality, we assume a constant speed of c = 1500 m/s. In the case of cylindrical spreading, the power P t required to achieve intensity I t at 1 meter from the source in the direction of the receiver is [17] :
where P t is in watt and z is the water depth in meter.
According to (1) , (2), (6), (7) and (8), with the optimal frequency f 0 for a given d, the power P t can be expressed as
where SNR 0 and z 0 are the corresponding SNR and z in practical design when operating on the optimal frequency f 0 .
For the commercial hydrophone [18] , it consumes about one fifth of the transmitted energy at the receiver for a packet. Then, the energy consumed at the transmitter E t and the receiver E r can be written as
where l is the length of the packet in bits, b is the bit rate in bps, T l is the time cost for transmitting l bits in second.
III. THE PROPOSED S-DCC PROTOCAL FOR MUTI-HOP UW-ASNS A. SELECTIVE DYNAMIC CODED COOPERATIVE PROTOCOL
Consider a burst-based transmission for the multi-hop UWASNs in the following discussion. Each burst consists of N bl blocks, and we take the OFDM block as the example for analysis [14] . Over the N bl blocks, we use erasure-correction channel code for the inter-block encoding, which is the foundation for coded cooperation at relays. Before illustrating the S-DCC protocol, we first briefly introduce the conventional stop and wait ARQ (S&W ARQ) protocol, the cooperative ARQ (C-ARQ) protocol and the dynamic coded cooperation (DCC) protocol in [13] , [15] , [19] . They are illustrated in Figs. 2 (a), (b) and (c) respectively, where the (i-1)-th relay node R i−1 is the transmitter, and the i-th relay node R i is the receiver. In each ''R i−1 -C i -R i '' transmission unit, when adopting the S&W ARQ protocol, the receiver will send a NAK signal to the transmitter for retransmission request if it cannot decode the blocks correctly, while it is to the cooperative node when adopting the C-ARQ protocol. Therefore, the C-ARQ protocol can improve the transmission success rate since the cooperative node is located between the transmitter and receiver. In the meanwhile, it can reduce the endto-end delay because both NAK signal and retransmission happen in a shorter distance, as shown in Fig. 2 (b) . Further more, when adopting the DCC protocol, the cooperative node only retransmits part of blocks (say N li blocks) instead of all the blocks (say N bl blocks) as shown in Fig. 2 (c) once retransmission occurs. It can further reduce the end-to-end delay because of the shorter retransmission time; meanwhile, the N li blocks can be added to the front of N coop blocks for joint decoding and it can improve the performance of decoding [13] .
However, in DCC protocol, after sending a NAK signal to the cooperative node C i , the receiver R i still needs to wait VOLUME 7, 2019 for the retransmission from node C i . Since both NAK signal and data retransmission still occupy extra time, the receiver is in idle in the T wait period. To further eliminate this waiting time, we propose that the cooperative node C i retransmits the N li listening blocks immediately after the N coop cooperation blocks, and then the receiver R i can take different actions on these N li blocks, depending on its instant decoding results. The proposed scheme can shorten the NAK signal's transmission time, and especially it can observably shorten the overall end-to-end delay for the multi-hop UW-ASNs due to the accumulated benefit. As the receiver selectively handles with the redundant N li blocks, we name it as selective dynamic coded cooperative (S-DCC) protocol.
For the S-DCC protocol, to get a reliable transmission in each hop, it works in the following steps.
1) ACTIVE RETRANSMITTING BASED ON BURST TRANSMISSION: during the listening phase, the cooperative node C i try to carry out instantaneous decoding every time receiving one more block from node R i−1 ; immediately after the information bits within one burst are successfully recovered, say N li blocks, the cooperative node C i regenerates the coded transmission blocks, say N coop = N bl − N li blocks, and switches to cooperative phase and relays the data to node R i . After this, the cooperative node C i will actively retransmits the first N li blocks following the N coop blocks under a given period of time, say T dyna , as shown in Fig. 2 (d) .
2) SELECTIVE RECEIVING BASED ON JOINT DECODING: the receiver node R i will firstly carry out joint decoding by combining the N bl blocks from node R i−1 with the last N coop blocks from cooperative node C i ; if it is unable to decode correctly, the receiver node R i will receive the following retransmitted N li blocks from cooperative node C i , which can be added to the previously available N bl blocks for joint decoding; if the receiver decodes correctly, it will skip these retransmitted N li blocks and send ACK signal to the transmitter node R i−1 .
Note that the cooperative node can retransmit N li blocks several times until reaching the given maximum retransmission time. And the receiver may carry out joint decoding upon the received N bl blocks, N coop blocks and all the retransmitted N li blocks depending on the underwater acoustic channel state. However, as the underwater acoustic modem is working on half-duplex mechanism, the cooperative node can not receive the ACK signal from the receiver during its retransmission of the N li blocks to the receiver. Hence the retransmit time can not be set too large, which is determined by the underwater acoustic channel states, the length of the N li blocks, and the distance between the cooperative node and the receiver node. We will adjust this parameter by simulation in the following.
B. ENERGY CONSUMPTION
The summation of the energy consumption in each hop can be described as
where E hop,i is the energy consumed in the i-th hop. The energy consumed in transmitting and receiving one block is represented as E block tx and E block rx respectively. When operating in the idle mode, the energy consumed is written as E Idle . Then we can further express the energy consumption as:
where P t , P r , P Idle , T block and T Idle are the transmission power, reception power, idle mode operating power, block transmission time and idle mode operating time, respectively. Besides, the energy consumption of transmitting and receiving an ACK or NAK signal can be expressed as E ACK /NAK tx and E ACK /NAK rx respectively. In this paper, we assume the duration and energy consumption of ACK are equal to those of the NAK because of the same length.
Following Section II A, the analysis of the energy consumption of the whole network can be divided into each independent hop. For the i-th hop, i.e., the ''R i−1 -C i -R i '' unit in the multi-hop UW-ASNs scenario as shown in Fig. 2 , the total energy consumption can be calculated as:
where E R i−1 , E C i and E R i are the energy consumed at transmitter node R i−1 , the cooperative node C i and receiver node R i , respectively. In particular, we assume the transmitter node R i−1 transmits a packet comprising N bl blocks data for T x times in total, invoking a total of T x cooperation processes in the cooperative node C i , until the packet is successfully delivered to the receiver node R i ; during each cooperation process, such as the T x -th cooperation process, the cooperative node C i retransmits C x times of the N li blocks, until the receiver node R i successfully decoded all the N bl blocks. When T x = u and C x = v, (14) can be written as
Furthermore, we define Pr {T x = u, C x = v} to be the probability that for a successful delivery it takes T x = u times packet transmissions from the transmitter, and the final delivery coming after C x = v times cooperation have been required, with u ∈ {1, 2, 3, · · · , ∞} and v ∈ {0, 1, 2, · · · , M max }, where M max represents the maximum transmission times of the cooperative node C i . Let E hop,i ∈ E S−DCC,i , E C−ARQ,i , E DCC,i denote three different protocols, then we have the final expression of energy consumption as:
where E hop,i ∈ E S−DCC,i , E C−ARQ,i , E DCC,i and

E hop,i Tx=u Cx=v
∈ E S−DCC,i Tx=u Cx=v
, E C−ARQ,i Tx=u Cx=v
, E
DCC,i Tx=u Cx=v
, correspondingly. Now let's derive the energy consumption of S-DCC protocol E S−DCC,i first. When T x = u and C x = v, the energy consumption of the transmitter node R i−1 to transmit N bl blocks can be given by:
where E data tx is the energy consumption of transmitting the N bl blocks data.
Then, the energy consumption at the cooperative node C i and receiver node R i can be similarly presented as:
Idle , (19) where
When j = 0, it means that the receiver can not decode correctly after receiving N coop blocks and thus require the cooperative N li data blocks for joint decoding.
Since the receiver node R i receives the N bl blocks from the transmitter node R i−1 and N coop blocks from the cooperative node C i at the same time, and the duration time of N bl blocks is longer than that of N coop blocks, we can only calculate the duration time of N bl blocks in (19) . That is why the energy consumption of receiving the N coop blocks do not show up in (19) .
Above all, plug (17), (18) and (19) into (15), for the S-DCC protocol in the i-th hop, we have:
Similarly, for the other two cooperative protocols, we have (22) and (23), as shown at the top of the next page, where
Therefore, with (21), (22) and (23) in hand, we can use (16) to calculate the energy consumption for the three different protocols.
C. END-TO-END DELAY
Similar to the derivation of energy consumption, we will briefly present the derivation of the end-to-end delay for the three different protocols in the following. The aggregated delay of each hop can be presented as
Due to the independence between hops, we focus on the delay analysis of one hop. For the i-th hop, the end-to-end delay comprising the propagation delay and the transmission latency:
where the propagation delay T pro,i is related to the retransmission time, the end-to-end distance, the sound velocity in water, and different cooperation protocols. In each hop, let T pro be equal to the relay-to-relay distance divided by the sound velocity in water for one transmission, i.e., T pro = 
block time-duration, then T tra = N bl T bl for one transmission. Assume the ACK, NAK signal duration is T ck . In the following, let T hop,i ∈ T C−ARQ,i , T DCC,i , T S−DCC,i denote the delay corresponding to three different protocols. Define T str and T dec as the state transition delay, the node processing time, respectively. Synchronizing the reception blocks has been illustrated in [13] . Thus, according to Fig.2 , let T x = u and C x = v, for the C-ARQ protocol, DCC protocol and S-DCC protocol, we can derive that
T S−DCC,i Tx=u Cx=v
where T dyna is the dynamic transmission time for the cooperative node to retransmit the blocks in the DCC or S-DCC protocol, and can be expressed as
Introducing the Pr {T x = u, C x = v}, we have the final expression of end-to-end delay as The theoretical calculation of Pr {T x = u, C x = v} is beyond the scope of this paper, hence computer simulations are used instead.
IV. NUMERICAL RESULTS
A. SIMULATION SETUP
For the N h -hop UW-ASNs network, let N h = 5, and the distance in each hop is d/N h = 2 km. In each burst packet, let the transmission data burst size be N bl = 20 blocks coded over I bl = 10 information blocks, then the information rate is r = 0.5 bit/symbol. The OFDM parameters of the transmitter are the same as those in [20] , such as subcarrier number K = 1024, center frequency f c = 10 kHz. We use the quasi-static fading underwater acoustic channel model, where the multi-path channels are randomly generated with 50 taps in the baseband [2] , [14] . Without loss of generality, in the ''R i−1 -C i -R i '' unit, we set the transmission times of R i−1 is only once, and the maximum number of transmissions of the cooperative node C i is also one during the simulation, i.e., {u, M max } = {1, 1}. This is the general parameter setting except during the study of impact of different M max values. In addition, to evaluate the energy consumption and end-toend delay, we use Monte Carlo method to obtain the results according to (12) and (25).
Instead of a practical code, we assume the erasurecorrection codes are capacity-achieving codes thus the mutual information (MI) can be adopted to calculate the outage probability of the transmission, which can indicate whether a packet can be decoded correctly at the receiver. For the node-to-node transmission with K OFDM sub-carriers, an outage occurs if the total MI at the destination is lower than the information rate r, which can be expressed as:
where H [k] is the channel complex equivalent factor at the k-th subcarrier, and E s N 0 is the SNR at the receiver node.
Specifically, for the S-DCC protocol, in the i-th hop, the outage probability can be calculated in (33), as shown at the bottom of the next page where H sd denotes the channel frequency response between the source and the destination, H rd denotes the channel frequency response between the cooperative node and the destination, and j = 0 or 1. When j = 0, it regresses to DCC protocol; when j = 1, it means that the receiver can not decode correctly after receiving N coop blocks and thus requires the cooperative N li data blocks for joint decoding.
In the multi-hop network where the information is transmitted hop by hop and the signal transmission in one hop will not affect the other hops, each hop will have independent probability of outage and the network outage will happen if any hop is outage. Then the outage probability of the whole N h -hop system is Fig. 3 (a) demonstrates the overall outage probability of S-DCC protocol and other protocols. We can see that the proposed S-DCC protocol is slightly better than C-ARQ protocol and overlaps with DCC protocol, and all of them outperform the S&W ARQ protocol. As shown in Fig. 3(b) , the proposed S-DCC protocol has the minimum end-to-end delay among these protocols. Especially, for P out ≤ 10 −2 (P σ 2 w = 47 − 48dB, where P σ 2 w := SL − NL is the transmission SNR in dB), the performance of end-toend delay of S-DCC is better than that of DCC because of the new retransmission mechanism for S-DCC. Specifically, the S-DCC protocol can eliminate the feedback signal from the R i node to C i node and hence reduces the overall endto-end delay in retransmission. However, performances of S-DCC and DCC become close at high transmission SNR region, and this is because no more retransmissions are needed for both of them as the transmission SNR increases. Therefore, the proposed S-DCC protocol can achieve good outage performance while reducing the end-to-end delay, relative to existing protocols. Since (A) the outage performance of S&W ARQ protocol is much worse than the other three cooperative protocols, which is extremely detrimental to the multi-hop UW-ASNs scenario. And all the cooperative protocols should have the same energy consumption and time delay happened in the cooperative node selection stage; (B) in a relative static network (as required by DCC, because it needs the exact distance information between the 3 nodes), the energy consumption and time delay happened in the cooperative node selection stage should be insignificant compared with the data transmission, we will skip S&W ARQ and will not include the energy consumption and time delay happened in the cooperative node selection stage. Instead, we focus on the comparison of the three cooperative protocols in the data transmission in the following discussions.
To clearly understand energy consumption of the three cooperative protocols, Fig. 4 (a) shows the energy consumption results. It can be found that in the low transmission SNR region (46-48 dB), the energy consumption of S-DCC is slightly lower than the other two protocols, but with the increase of transmission SNR, the energy consumption of S-DCC increases more than DCC. This is because that the receiver only needs one transmission to successfully decode the information without the cooperative node's retransmission at high SNR region. Hence for the S-DCC, the receiver does not use the extra N li blocks transmitted by cooperative node, causing additional energy consumption. Set the target outage probability of the three cooperative protocols to be P out ≤ 10 −2 , the corresponding transmission SNR is about 48 dB according to Fig. 3 (a) . Fig. 4 (b) shows the comparison of energy consumptions at the transmission SNR around 48 dB. When meeting the outage probability demand, the energy consumption of S-DCC is more economical than the other two schemes at low transmission SNR region.
2) IMPACT OF COOPERATIVE TRANSMISSION TIMES
In (16) and (31), let M max ∈ {1, 2, 3, 4}, u = 1, then the maximum number of cooperative node transmission times is between 1 and 4. To analyze the impact of maximum number of retransmissions, we should ensure that the link between the transmitter and the cooperative node cannot be interrupted. Therefore the cooperative node is closer to the transmitter than to the receiver in each hop. As shown in Fig. 5(a) , with the maximum number of retransmissions increasing, the possibility of the receiver decodes correctly increases. Specifically, the cases of M max = 2 and M max = 3 have about 0.5 dB and 0.7 dB gain, respectively, compared with M max = 1. The overall outage probability of M max = 3 and M max = 4 is similar. Thus, the outage probability will not increase infinitely with the maximum number of retransmissions increasing. In addition, both S-DCC and DCC have similar overall outage probability under the same setting of maximum number of retransmissions.
Set the target outage probability to be P out ≤10 −2 , the end-to-end delay and the energy consumption of these two schemes are shown in Fig. 5 (b) and Fig. 5 (c) . From  Fig. 5 (b) , we can see that with the number of retransmissions increasing, the end-to-end delay of DCC or S-DCC increases slightly, and the end-to-end delay of S-DCC is always less than that of DCC. From Fig. 5 (c) , the energy consumption of S-DCC increases with the number of retransmissions, while the case for DCC is the opposite. When M max = 1, the energy consumption of S-DCC is slightly smaller than the DCC, but when M max = 2, the energy of S-DCC is consumed by more than 10% compared with DCC. This is because at high transmission SNR region, DCC only requests retransmission from the cooperative node as needed, while S-DCC may retransmit unnecessary cooperative blocks without considering the receiver's decoding results and result in the energy waste. Therefore, at the high transmission SNR region, M max = 1 is usually enough for S-DCC protocol.
3) IMPACT OF DATA BURST SIZE Next, we investigate the impact of the data burst size in unit of block on the end-to-end delay and energy consumption for DCC and S-DCC, where the information rate is fixed at 0.5 bit/symbol. The results with target outage probability performance are shown in Fig. 6 . We can see that S-DCC still outperforms DCC for any size setting of data block. This is because in S-DCC, limited direct retransmission of the cooperative blocks eliminates the waiting time of the receiver, and less transmission of feedback signal reduces the energy consumption. 
V. EXPERIMENTAL RESULTS
To further test the performance of S-DCC, the test data from Xiamen Wuyuan bay on May 8, 2014 , which lies in the northern part of Xiamen, Fujian, China, are used to set up the underwater acoustic channel model. The depth of the transmitter and the receiver is 3 m and 4 m, respectively. The distance between them is 903 m. The detection signal is the LFM signal, whose duration is 24 ms and frequency range is 20-22 kHz. The sampling frequency is 80 kHz, and there is a 12 ms guard interval after detection signal. Fig. 7  (a) shows the sound speed profile of Xiamen Wuyuan Bay, Fig. 7 (b) presents the channel impulse response of Wuyuan Bay underwater acoustic channel, which have 8 multi-paths and the maximum delay is approximately 12.5 ms. The results are tested in level 3 sea state. Table 2 shows the performance comparison of these three protocols for Wuyuan Bay sea test channel. As expected, the S-DCC outperforms both C-ARQ and DCC protocols at lower transmission SNR region (the cases of 39.96 dB and 40.96 dB). As the transmission SNR increases (the cases of 41.96 dB and 42.96 dB), once the decoding on the receiver does not need the cooperative node's retransmission anymore, S-DCC does not have the advantage in end-to-end delay, and its energy consumption is increasing rapidly. This is consistent with the previous analysis. 
VI. CONCLUSION
In this paper, we investigate the improved dynamic coded cooperative protocol named as S-DCC for multi-hop UW-ASNs in terms of end-to-end delay and energy consumption. Compared with S&W ARQ, C-ARQ and DCC protocols, numerical results show that the proposed S-DCC protocol can achieve decent outage performance while reducing end-to-end delay by selective cooperation, without extra energy consumption. Particularly, the S-DCC is a feasible cooperative strategy for low transmission SNR cases.
