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PREFACE 
The work being presented in the dissertation is devoted to the study of 
Optimality conditions for multiobjective programming problems. It cosists 
of four chapters organised as follows: 
Chapter 1 consists of introduction to multiobjective programming, 
some definitions and prerequisites for the present work. 
In chapter 2, we discuss necessary and sufficient conditions for effi-
ciency and proper efficiency of a nonlinear multiobjective programs. 
Chapter 3 contains an important result that gives conditions under 
which an efficient solution of a nonlinear multiobjective program is properly 
efficient. Some examples have also been included to show efficient and peop-
erly efficient solutions. 
Chapter 4 deals the sufficient conditions for efficiency and proper effi-
ciency in multiobjective programming imder F-convexity assumptions. These 
sufficient conditions are then generalized in the framework of (F, p)-convexity. 
In the last section, these conditions are also discussed under new classes of 
generalized {F,p)-con\ex functions. 
The dissertation concludes with a list of references which by no means 
is a complete bibliography of the work on the Optimality Conditions for 
Multiobjective Programming Problems. Only the work referred in dis-
sertation has been included in this literature. 
CONTENTS 
ACKNOWLEDGEMENT 
PREFACE 
CHAPTER 1: INTRODUCTION 
^A: Notations 2 
1.2: General Mathematical Programming Problem 3 
1.3: Convex Functions and Extensions 4 
1.4: Classification of Multiobjective Programs 6 
^ .b: Optimality Conditions 6 
CHAPTER 2 : EFFICIENCY AND PROPER EFFICIENCY 
IN MULTIOBJECTIVE PROGRAMMING 
2A: Introduction 10 
2.2: Proper Efficiency 10 
2.2.1: Necessary Conditions 14 
2.2.2: Sufficient Conditions 15 
2.3: Efficiency 17 
2.3.1: Necessary Condiions 18 
2.3.2: Sufficient Conditions 24 
CHAPTER 3 : RELATION BETWEEN EFFICIENCY AND 
PROPER EFFICIENCY 
3.1: Introduction 28 
3.2: Proper Efficiency in Multiobjective Programming 28 
3.3: Examples 29 
CHAPTER 4 : SUFFICIENCY IN MULTIOBJECTIVE 
PROGRAMMING UNDER GENERALIZED 
CONVEXITY 
4.1: Introduction 40 
4.2: Definitions and Examples 40 
4.3: Sufficiency in Multiobjective Programming 
involving F-convexity 50 
4.4: Sufficiency in Multiobjective Programming 
under Generalized (F, p)-convexity 55 
4.5: Sufficiency in Multiobjective Programming in the 
Framework of New Classes of Generalized 
(F,p)-convex Functions 61 
BIBLIOGRAPHY 65 

Optimality conditions and duality have played an important role in the 
developments of mathematical programming. Optimality conditions were 
first investigated by Fritz-John [9] and Kuhn and Tucker [10]. Kuhn-Tucker 
conditions [10] not only laid down the foundations for many computational 
techniques in mathematical programming, but are also a great deal respon-
sible for the development of duality theory. 
A mathematical programming problem with single objective function is 
called a scalar (or single objective) programming problem. A vector min-
imum (or maximum) problem is a mathematical optimization model with 
two or more objective functions. Such models are also called multiobjective 
programming problems. The existence of multiple objectives leads to many 
interesting questions, which do not arise in single objective models. In mul-
tiobjective problems it is rather difficult to obtain a unique solution since 
these problems rarely have feasible points that simultaneously minimize (or 
maximize) all the objectives, which are generally confficting in nature. The 
concept of optimal solution in multiobjective optimization problems is clearly 
related to the preference attitude of the decision maker. A good decision is 
based on the principle that there is no other alternate that can be better 
in some aspect of consideration. One of the optimality concepts in these 
models, introduced by Koopmans [12], is efficiency: a feasible solution is ef-
ficient if we cannot obtain another feasible solution such that one or more 
objectives are improved without degrading some other objective function(s). 
An efficient solution is also known as noninferior or nondominated or Pareto 
optimal solution. 
The origin of the vector minimum problem can be traced to early de-
velopments in utility theory in economics. Pareto [15] began the study of 
multiobjective programming problems reducing them to a single objective 
one. However, the problem was first explicitly defined and studied by Kuhn 
and Tucker [10]. To eUminate certain anomalous efficient solutions they also 
proposed a shghtly restricted definition of efficiency, called proper efficiency. 
Later, Geoffi-ion [4] modified this concept and called an efficient solution to 
be properly efficient if the ratio of gain (in every objective) to loss (in at least 
one other objective) is always finite. He also derived necessary and sufficient 
conditions for properly efficient solution of convex multiobjective program-
ming problems. His work motivated many workers in this field. Isermann [8] 
derived necessary and sufficient conditions for an efficient solution of a linear 
multiobjective problem and proved that every efficient solution is properly 
efficient. Choo [3] extended these results to linear fractional vector maximum 
problems. 
Kanniappan [11] discussed Fritz-John and Kuhn-Tucker type necessary 
conditions for an efficient solution of a nondifferentiable convex multiobjec-
tive problem. Gulati and Talaat [6] observed that an efficient solution of a 
convex multiobjective problem satisfying a regularity condition, is properly 
efficient. 
1.1 NOTATIONS 
Unless otherwise stated throughout the dissertation the following nota-
tions are used. F^ denotes the n-dimensional Euclidean space and R^ = R 
denotes the set of all real numbers. The index sets are K = {1 ,2 , - - ,k}, 
and M = {1,2, • • • ,m}. For r E K^ the set Kr = K — {r}. Small letters are 
used to denote vectors or vector fvmctions. A small letter with a subscript 
represents a component of a vector or a vector function. The zero vector of 
an appropriate dimension is denoted by 0. No notational distinction is made 
between row and column vectors. It should be clear from the context. For 
X ^ y <^ Xi > yi,i = 1,2, ••• ,n. 
X >_y <^ x^y and x ^ y, 
and 
X > y ^ Xi > yi,i = 1,2,- • • ,n. 
If an m-dimensional vector function g represents inequafity constraints 
of a mathematical programming problem and for some fixed feasible solution 
X 
I = {ieM:gi{x)=0}, 
then gi denotes the vector of active constraints. v/?(^) denotes the gradient 
of a scalar difFerentiable function fj : FT —^ R &t x defined as 
V/i(^) = 
and for a vector valued differentiable function f : R^ -^ R'', the symbol 
V/(x) denotes k y. n Jacobian matrix of / at x, that is 
V/(*) = 
V/i(*) 
V/2{*) 
\/fk{x) 
^J.ix) ^Mi)---i:h{x) 
dx Mx) -thix) 
dx •Mx) i-Mx) 
dXr, h{x) 
' dx. •fkix) 
A vector valued function is differentiable if each of its components is differ-
entiable. 
1.2 GENERAL MATHEMATICAL PROGRAMMING 
PROBLEM 
With the above notations, the multiobjective programming problem in 
n-dimensional Euclidean space can be stated as follows: 
(MP) Minimize (or Maximize) f{x) = [fi{x),f2{x), • • • ,fk{x)] 
subject to X e X = {x e S : g{x) ^ 0}, 
where S is an open subset of R^, and f : S —^ R'',g : S —^ RJ^ are differen-
tiable functions aX x ^ X. 
The function / is known as the objective function and g is known as 
the constraint function. The set X is called the feasible set and any point 
X 6 A" is called a feasible point or simply feasible. 
If /j = 1, then the problem (MP) is called scalar mathematical program-
ming problem. Any point x which is feasible and minimizes (or maximizes) 
the objective function is referred to as optimal point or optimal solution. 
The corresponding value of the objective function i.e. f{x) is known as the 
optimal value. But in multiobjective programming problems an optimal 
solution in the sense of one that minimizes (or maximizes) all the objective 
functions simultaneously does not necessarily exist. We often have conflicts 
between the various objectives. So the optimal solution of one objective 
function may be different from the solution of others. One of the optimality 
concepts in these models is efficiency, which found its way into operation 
research in the pioneer work of Koopmans [12]. This was in connection with 
the activity analysis of production and allocation. An optimal solution is 
chosen from the set of efficient solutions in the following sense. 
Efficient Solution. A point x € X is said to be an efficient (or non-
dominated or noninferior or Pareto optimal) solution of the vector minimum 
problem (MP) if there exists no a; G X such that f{x) < f{x). 
This definition is based upon the intuitive conviction that the point x 
is chosen as the optimal solution if no criterion can be improved without 
worsening at least one other criterion. 
A restricted concept of efficiency, called proper efficiency was first in-
troduced by Kuhn and Tucker [10]. Geoffrion [4] modified this concept as 
follows. 
Properly Efficient Solution. An efficient solution x of the vector mini-
mum problem (MP) is said to be a properly efficient solution if there exists 
a scalar N > 0 such that, for each r E K, fr{x) < fr{i) and x E X imply that 
for at least one j € Kr satisfying fj{x) < fj{x). 
An efficient solution x E X is said to be improperly efficient if for each 
scalar N > 0 (no matter how large) there exist a point x E X and r E K 
such that fr{x) < fr{x) and 
frjx) - frjx) ^ ^^ 
fA^) - fA^) 
for all j E Kr satisfying fj{x) < fj{x). 
1.3 CONVEX FUNCTIONS AND EXTENSIONS 
Let S be an open convex subset of FT and ^ be a continuous numerical 
function defined on S. Also, let C^ be the class of all continuous functions 
9 : S ^ R, such that all the first order partial derivatives of 6 exist and are 
continuous on S. Then at x e S, we define 9 to be 
(i) Convex if for all x €. S, 
e[Xx + (1 - \)x] ^ xe{x) + (1 - x)e{x), v A,O < A ^  i, 
or equivalently, if 
9{x) - e{x) > \7e{x){x - x) when d e C\ 
The function 6 is said to be strictly convex if the above conditions hold 
as strict inequalities for x ^ x. 
(ii) Quasiconvex if for all x E S, 
9{x) < 9{x) ^ 9[\x + (1 - \)x] < 9{x), V A, 0 < A < 1, 
or equivalently, if 
9{x) < 9{x) =^ \/9{x){x -x)<0 when 9 e C\ 
(iii) Pseudoconvex if ^ e C^ and for all x E S, 
S/9{x){x - x ) ^ 0 ^ 9{x) ^ 9{x), 
or equivalently, if 
e{x) < 9{x) =^ \j9{x){x - x) < 0. 
(iii) Strict ly Pseudoconvex \i 9 E C^ and for all x E S, and x / x 
9{x) < 9{x) =^ S79{x){x - x) < 0, 
or equivalently, if 
\79{x){x - x) ^ 0 =!> 9{x) > 9{x). 
Further, 9 is said to be convex on 5 if 0 is convex at every point on S. 
A k-dimensional vector function 9 = {9i,92,- • • ,9k) is said to be convex at 
X (or on S) if for each j 6 K, 9j is convex at x (or on S). A function 9 is 
concave if and only if -9 is convex. Other definitions follow similarly. 
1.4. C L A S S I F I C A T I O N OF M U L T I O B J E C T I V E P R O G R A M S 
We now classify the multiobjective problems as follows: 
(A) Linear Program. If in the vector program (MP), the functions / and g 
are linear, then it is called a linear programming problem. 
(B) Nonl inear Program. If any of the functions involved in the program 
(MP) is not Unear, then (MP) is called a nonhnear programming problem. 
The nonlinear programs are further classified. Some of them, discussed 
in the present dissertation, are listed below: 
( B l ) Convex Program. If in the mathematical programming problem 
(MP), the objectives are convex (or concave) and the feasible set X is con-
vex, then (MP) is called a convex programming problem. 
It may be noted that in (MP), the feasible set X is convex if S is convex 
and the components of g are quasiconvex. 
(B2) N o n c o n v e x Program. The mathematical program which is not con-
vex is called a nonconvex program. 
1.5 O P T I M A L I T Y C O N D I T I O N S 
Necessary conditions for scalar convex programming were first investi-
gated by Fritz-John [9]. He gave the following characterization of optimality 
for the scalar nonlinear program: 
( N L P ) Minimize /(re) 
subject to X e X ^ {x e S : g{x) ^ 0}, 
where S is an open subset of RT, and f : RT- -^ R and g : R"" ^ R^ are 
differentiable functions on S. 
Theorem 1.1 (Fritz-John type necessary conditions ). 
If X e X is an optimal solution of (NLP), then there exist u e R and 
veBT- such that 
u V f{x) +VS7 9{x) = 0, 
vg{x) = 0, 
{u,v) > 0 . 
In the above conditions, the scalars u and Vi,i = 1,2, • • • , m are called 
Lagrangian multipliers. If the Lagrangian multipher u is equal to zero, the 
FYitz-John conditions do not make use of any information pertaining to the 
gradient of the objective function. In this case any function can replace 
/ and there will be no change in the above necessary conditions. So the 
Fritz-John conditions are of no practical value in locating an optimal point 
when u = 0. In order to exclude such cases, some restrictions are imposed on 
the constraints. In the literature these restrictions are termed as constraint 
qualifications. Some of these constraint qualifications make use mostly of the 
differentiabiUty of the functions defining the feasible region X. 
We state below some of the constraint qualifications which will be used 
in the present dissertation: 
(i) The Kuhn-Tucker Constraint Qualification. 
The vector function g is said to satisfy the Kuhn-Tucker constraint qual-
ification at X e X if ^ is differentiable at x and if 
There exists an n — dimensional vector 
function e on the interval [0,1] such that 
\7gi{x)y ^ 0 
where I = {i e M : gi{x) = 0}. 
(a) e(0) = X 
^ {b) e{t) ex ioTO^t^l 
(c) e is differentiable at t = 0 
^ and ^e(O) = Ay for some A > 0 
(ii) T h e weak Arrow-Hurwicz-Uzawa C o n s t r a i n t Qualif icat ion, 
The vector function g is said to satisfy the weak Arrow-Hurwicz-Uzawa 
constraint quahfication at x e X if ^ is differentiable at x and if 
\79Q{X)Z > 0 
\/gp{x)z ^ 0 
has a solution z E HP', where 
P = | i : gi(x) = 0, and g, is pseudoconcave at x} 
and 
Q = {i : gi{x) = 0, and gi is not pseudoconcave at x}. 
For definitions of other constraint qualifications and relations between 
them, we refer to Mangasarian [14] and Bazaraa and Shetty [2]. 
Assuming one or the other constraint qualifications many authors have 
developed necessary optimality conditions for (NLP) that are precisely the 
Fritz-John conditions with the added property that ti > 0. 
T h e o r e m 1.2 (Kuhn-Tucker t y p e neces sa ry cond i t i ons ). 
If X e X is an optimal solution of (NLP) and let g satisfy the Kuhn-
Tucker constraint qualification at x. Then there exist v E FC^ such that 
vg{x) = 0, 
v>Q. 
The above necessary conditions hold under any constraint qualification 
[14]. Kuhn and Tucker [10] also proved tha t the above necessary conditions 
are sufficient for optimality under suitable convexity assumptions. 
We shall need the following theorem of alternative for convex functions 
called generalized Gordan theorem: 
Theorem 1.3. Let Shea convex subset of 7?" and f : S —>• R'' a convex 
function on 5". Then either f{x) < 0 has a solution x E S or 
Xf{x) > 0 V X € 5 for some A > 0, A e /?*, E >^3 = 1> but never both. 
In the present study we shall discuss necessary and sufficient conditions 
for efficiency and proper efficiency for (MP) obtained by various authors. 
CHAPTER 2 
EFFICIENCY 
PROPER EFFICIENCY 
IN 
MULTI OBJECTIVE 
2.1 INTRODUCTION 
The two optimality concepts for multiobjective programming problems 
defined in chapter 1 are related in the sense that 
proper efficiency => efficiency. 
The converse of these relations do not hold in general. In this chapter, 
we give Fritz-John and Kuhn-Tucker type necessary and sufficient conditions 
for proper efficiency and efficiency for multiobjective programming problem: 
(MP) Minimize f{x) = [h{x),f2{x),-- • ,Mx)] 
subject to X E X — {x E S : g{x) ^ 0}, 
where S is an open subset of R"^, and f : R^ -^ R'' and g : R^ —* RJ^ are 
differentiable functions on S. 
2.2 PROPER EFFICIENCY 
Geoffirion [4] introduced the scalar parametric problem: 
(SP) Minimize A/(rr) = X) \fi{x) 
subject to a; 6 X, 
where Xi{i 6 K) are strictly positive parameters (often normaUzed according 
X^ Aj = 1) and related its optimal solution with a properly efficient solution 
of (MP) in the following two results: 
Lemma 2.1. Let Xi > 0{i = 1,2,-• • ,K) be fixed. If x is an optimal 
solution of (SP), then x is a properly efficient solution of (MP). 
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Proof. Let x be an optimal solution of (SP). We shall show that x is a 
properly efficient solution of (MP). 
Let M = (/c — 1) maxt j{^}, for A; ^ 2. Suppose, to the contrary, that i, 
is not a properly efficient solution of (MP). Then for each scalar M > 0 (no 
matter how large), there exist x 6 X and r 6 A; such that 
U{X) > fr{x) 
and 
fr{x) - f,{x) > M[f^{x) - f,{x)] 
for all j € Kr such that 
fj{x) > fj{x). 
It follows directly that 
/ . ( x ) - / , ( x ) > ( f c - l ) ^ [ / , . ( a : ) - / , ( x ) ] 
Multiplying through by ^ ^ and summing over j e Kr ^ K - [r], yields 
Xr[Ir{x)-fr{x)]> E A, [ / , (x ) - / , ( x ) ] 
or 
or 
Ar/r(x) + E A,/,(X) > KUX) + E A,/,(X) 
E A,/,(x) > E A,/,(a:) 
or 
A/(x) > Xf{x), 
which contradicts the optimality of x for (SP). Hence x is a properly efficient 
solution of (MP). 
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L e m m a 2.2. Let X be a convex set and / be a convex function on X, 
then X is a properly efficient solution of (MP) if and only if x is an optimal 
solution of (SP) for some A > 0. 
Proof: If part. This part follows from Lemma 2.1. 
Only if part. Let x be a properly efficient solution of (MP). Then there 
exists a scalar M > 0 such that for each i E K, fi{x) < fi{x) and x E X 
implies that 
fi{x) - fi{x) ^ M[fj{x) - f^{x)] 
for at least one j € Ki satisfying 
fj{x) < fj{x). 
This means that for each i E K, the system 
fiix) > fi{x) 
fi{x) + Mfj{x) > fi{x) + Mfj{x), far all j G Ki 
admits no solution in X. Hence by generalized Gordan's theorem, for the i*'^ 
system, there exist A*- ^ 0(i = 1,2, • • • , A;) with I ] A} = 1 such that for all 
xeX 
m x ) + Yl ^M/i(^) + Mfj{x)] > Ai/,(x) + Y, 4 [ / i ( ^ ) + Mf^ix)] 
or 
Ai/i(x)+Y m^)+E 4 Wi(^ ) ^ Kfiix)+J2 m^)+E 4^/i(^) 
ie^i JeKi jeKi j€Ki 
or 
or 
ie/f j€Ki jeK jeKi 
fi{x)+ E A}M/,(a;) ^ / , ( x ) + ^ A}M/,(x), for all xeX. 
Summing over all i e k, yields 
12 
E fii^) + M E E Al./,(x) ^ E Mi) + M E E Aj/,(x). 
ie/f i€Kj€Ki ieK i€K jeKi 
Now using E /i = E /i '^^ d 
E E A*/, = E A]/,+ E A,Vi + ---+ E A*/i. 
= [A /^2 + Ai/3 + • • • + Aj^ /fe] +[Af/i + Ai/3 + • • • + Xlh] + • 
[A /^i + A /^2 + --- + AtJfc_i]. 
= [A?/i + Af A + • • • + AJA] +[Ai/2 + Ai/2 + • • • + At/2] + • • 
[AU + AlA + --- + A^Vfc]-
= E Ai/i+ E A'2/2 + ---+ E Kh-
+ 
we obtain 
E E AjA, 
jeKieKj 
E i + ^ E^J 
ieKj 
/i(^ ) ^  E 1 + M ^ Aj 
t6/Cj 
/ . ( * ) • 
Setting Aj = [1 + M E Aj] > 0, we get 
E A,/,(a:) > E A,/,(x), A,. > 0. 
or 
A/(:r) ^ A/(:r). 
Hence x is an optimal solution of (SP). 
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2.2.1 Necessary Conditions 
The following theorems give Fritz-John and Kuhn-Tucker type necessary 
conditions for a properly efficient solution of (MP). 
Theorem 2.1 (Fritz-John type necessary conditions [9]). 
Let X be a convex set and / be a convex function on X. If x e X is a 
properly efficient solution of (MP), then there exist u E R'' and v € /?"" such 
that 
u\/f{x)+v\/g{x) = 0, (2.1) 
vgi^) = 0, (2.2) 
iu,v)>0. (2.3) 
Proof. Let :r be a properly efficient solution of (MP). Since / is convex, 
then by Lemma 2.2, x is an optimal solution of (SP) for some A > 0. Hence 
by Theorem 1.1, there exist p, E R'' and v 6 Z?'" such that 
A[Av/(*)] + ^ V P ( ^ ) = 0 , 
vg{x) = 0, 
Taking Xji — u, we get 
vg{x) = 0, 
{u, v) > 0. 
Theorem 2.2 (Kuhn-Tucker type necessary conditions [10]). 
Let X be a convex set and / be a convex function on X. If x e X is 
a properly efficient solution of (MP) and g satisfies the Kuhn-Tucker or the 
weak Arrow-Hurwicz-Uzawa constraint quaHfication at x. Then there exist 
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u 6 /?* and v £ R^ such that 
uS7f{^)+^V9{^)=0, (2.4) 
V9{x) = 0, (2.5) 
u>0,v^O. (2.6) 
Proof. Let x be a properly efficient solution of (MP). Since / is convex, 
then by Lemma 2.2, x is an optimal solution of (SP) for some A > 0. Hence 
by Theorem 1.2, there exist v E BT^ such that 
>^\/ I[^)+vy g{x) = 0 , 
vg{x) = 0, 
A > 0 , i ; > 0 . 
Now setting A = u, we get (2.4) to (2.6). 
2.2,2 Sufficient Conditions 
The following theorem gives Kuhn-Tucker type sufficient conditions for 
a properly efficient solution of (MP). 
Theorem 2.3 (Kuhn-Tucker type sufficient conditions [10]). 
Let / be convex and gj be quasiconvex at x € X. If there exist u E R'^ 
and V 6 BJ^ satisfying 
w V / ( * ) + ^ V ^ ( * ) = 0 , (2.7) 
vg{x) = 0, (2.8) 
u > 0 , ? ; ^ 0 . (2.9) 
then X is a properly efficient solution of (MP). 
Proof. Let 
I^{ieM:g,[x) = Q}, 
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and 
J={ie M : gi{x) < 0}. 
Therefore 
/ U J = M. 
Also, vg{x) = 0 => vigi{x) + vjgj{x) = 0. 
=^ vjgj{x) = 0 (using gi{x) = 0). 
=^vj = 0 (using t; ^ 0 and gj{x) < 0.) 
Now let X eX. Then 
i?/(a;) ^ 0 = g/(x). 
Since ^/ is quasiconvex at x, we have 
V 5 / ( x ) ( x - x ) < 0 . (2.10) 
Multiplying (2.10) by Vi ^ 0, we have 
Vi\7 9i{^){x-x)SQ. (2.11) 
Therefore FVom (2.7), 
us/ f{x){x -x) = -V s/g{x){x - x) 
= -[^iV gi{x)+vj\^ gj{x)]{x-x) 
= -vi\7 gi{x){x - x) (since vj = f)). 
^ 0. (using v^O and (2.11) 
Since / is convex, we get 
uf{x) - uf{x) ^ 0, 
or 
u fix) > uf{x) V X e X. 
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Hence x is an optimal solution of (SP). Therefore by Lemma 2.1, a: is a prop-
erly efl&cient solution of (MP). 
2.3 EFFICIENCY 
Kanniappan [11] related an efficient solution of (MP) with an optimal 
solution of the following k-scalar programming 
(SPi) Minimize fi{x) 
subject to p(rr) ^ 0 "j 
(Ai) 
fj{x)<f^{x)JeKi J 
This relation does not require any convexity assumption. 
Lemma 2.3 [11]. Let x G X be an efficient solution of (MP) if and 
only if X is an optimal solution of (SPi) for each i E K. 
Proof: Necessary part: Let x be an efficient solution of (MP), and 
suppose, to the contrary, that x is not an optimal solution of (SPi) for some 
i E K. Then there exists an x* E S such that 
g{x*) ^ 0, 
fj{x*) ^ fj{x),j E Ki 
and 
fi{x*)<Mx). 
This means that there exists an a;* 6 ^ such that 
fix*) < fix), 
which contradicts the fact that x is an efficient solution of (MP). Hence x is 
an optimal solution of iSPi) for each i E K. 
Sufficient part: Let x be an optimal solution of {SPi) for each i E K. 
Suppose, to the contrary, that x is not an efficient solution of (MP). Then 
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there exist x* E X and i E K such that 
and 
fi{x*) < Mx). 
It follows that there exists an x* E S satisfying 
9{x*) ^ 0, 
and 
f^{x*) < fj{x), j E Kr 
Mx*) < fi{x). 
This implies that x is not an optimal solution of {SPi), a contradiction, hence 
X is an efficient solution of (MP). 
2.3.1 Necessary Conditions 
The following theorems provide Fritz-John and Kuhn-Tucker type nec-
essary conditions for an efficient solution of (MP). 
Theorem 2.4 (Fritz-John type necessary conditions [9]). 
Let X be an efficient solution of (MP). Then there exist u E R^ and 
VEHT such that 
us/ f{x) + v\/g{x)=^ (2.12) 
vg{x)=Q, (2.13) 
{u,v)>Q. (2.14) 
Proof. Since x is an efficient solution of (MP), by Lemma 2.3, x is an 
optimal solution of {SPi), for each i E K and hence in particular, of {SPi). 
Therefore by Theotem 1.1, there exist real numbers Uj{j E K) and Vr{r E M) 
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such that 
i€Ki r€M 
E ^rp(*) = 0, 
reAf 
Or equivalently 
E r^C?(^ ) = 0, 
This means that there exist u e R'' and v e R"^ satisfying 
uy f{x)+vy g{x) = 0, 
i;5(S) = 0, 
{u,v) > 0 . 
Theorem 2.5 (Kuhn-Tucker type necessary conditions [10]). 
Let X e X be an efficient solution of (MP), and let for each i E K, the 
system (Ai) satisfies the Kuhn-Tucker or the weak Arrow-Hurwicz-Uzawa 
constraint qualification at x. Then there exist u E R'' and v 6 Z?'" such that 
n v / ( x ) + f)VP(^) = 0, (2.15) 
V9{^) = 0. (2.16) 
u>0,v^Q,^Uj = l. (2.17) 
Proof. Since x is an efficient solution of (MP), by Lemma 2.3, x is an 
optimal solution of (SPi). As for each i E K, the system (A^) satisfies the 
Kuhn-Tucker or the weak Arrow-Hurwicz-Uzawa constraint qualification at 
X. Hence by Theorem 1.2, for each i E K, there exist non-negative scalars 
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Xji{j e Ki) e R and fj,ri{r E M) such that 
jeKi reM 
E P-vi9v{x) = 0. 
reM 
Summing over all i € A', we obtain that 
E ^Ji V fii^) + E E hi V /i(^) + E E Art V 5r(:r) = 0, je/f ieA'ite/c reAfteK' 
E E f^ri9r{x) = 0. 
reMteA' 
where Ajj = 1 for each j € K, 
E 
ie/c 
1 + E hi V fj{x) + E E Mri V 5r(a;) = 0, 
r^MieK 
E E pTigr{x) = 0. 
reMieA" 
Equivalently, we have 
E hVfj{x)+ E l^\/9r{x) = 0, 
ieiC reM 
X) Prgr{x) = 0. 
reM 
(2.18) 
(2.19) 
where 
h = 1 + Y.hi >0,{jeK) 
and 
Mr = E /^t ^ 0, (i e M). 
reM 
Dividing (2.18) and (2.19) by ^ Ay and setting 
jeK 
h Uj = .^^ - and Vr 
Eh jeK Eh' 
we find that 
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Yl % V W) + Y^rV 9r{x) = 0, 
jeK reM 
^ Vrgr{x) = 0, 
r€M 
U = {Ui,U2,--- ,Uk)>0,V= {Vi,V2,--- ,Vm) ^ 0 , 
which yield the conditions (2.15) to (2.17). 
Gulati and Talaat [6] introduced the following scalar parametric problem 
(EP) Minimize df(x) 
subject to g{x) '^0 
fix) ^ fix) \ (A) 
xeS 
where d > 0 is a constant vector in B!'. They also proved a relation between 
an efficient solution of (MP) and an optimal solution of iEP). 
Lemma 2.4 [6]. x £ X \s an efficient solution of (MP) if and only if x 
is an optimal solution of iEP) for some rf > 0. 
Proof: Necessary part: Let x be an efficient solution of (MP) and 
suppose, to the contrary, that x is not an optimal solution of iEP). Then 
there exists an a;* G S" such that 
gix*) ^ 0, 
and 
dfix*) < dfix). 
Since o! > 0, the above conditions are equivalent to 
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g{x*) SO and f{x*) < f{x) 
which contradicts the fact that x is an efficient solution of (MP). Hence x is 
an optimal solution of {EP). 
Sufficient part: Suppose x is an optimal solution of (EP) and suppose, 
to the contrary, that x is not an efficient solution of (MP). Then there exists 
an x* E X such that 
fix*) < fix). 
That is X* is a feasible point to (MP) and 
df{x*) < df{x) 
which contradicts the optimality of x for (EP). Hence x is an efficient solu-
tion of (MP). 
Theorem 2.6 (Fritz-John type necessary conditions [9]). 
Let :r G AT be an efficient solution of (MP). Then there exist u E R'' and 
VER"" such that 
uVf{x) + vS79{^) = (i, (2.20) 
vg{x) = 0, (2.21) 
{u,v)>0. (2.22) 
Proof. Since x is an efficient solution of (MP). By Lemma 2.4 , :r is an 
optimal solution of (EP). Hence for some rf > 0, by Theorem 1.1, there exist 
p,E R ,v E R^ and w E R'' such that 
il[d V fix)] +VV gix) + u> V fix) = 0, 
vg{x) = 0, 
ip,,v,w) > 0. 
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Taking fj,d + w = u, we get 
vg{x) = 0, 
{u,v) > 0 . 
Theorem 2-7 (Kuhn-Tucker type necessary conditions [10]). 
Let X € X be an efficient solution of (MP) and let the system (A) satis-
fies the Kuhn-Tucker constraint qualification at x. Then there exist u E R'' 
and V 6 R^ such that 
uS7f{x)+v\^gix) = 0, (2.23) 
vg{x) = 0, (2.24) 
u>0,v>0. (2.25) 
Proof. Since x is an efficient solution of (MP). By Lemma 2.4, x is 
an optimal solution of (EP).Hence by Theorem 1.2, there exist v € R"^ and 
w E R'' such that 
d V /(*) + ^ V P(^) +w\/ f{x) = 0, 
i;p(x) = 0, 
V ^,t i ; ^ 0. 
Now setting u = {d + w) > 0, we get 
^ V /(*) + '^  V 5(^) = 0, 
vg{x) = 0, 
u>0,v ^ 0 . 
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2.3.2 Sufficient Conditions 
Theorem 2.8 (Kuhn-Tucker type sufficient conditions [10]). 
Let f be pseudoconvex and gj be quasiconvex at x € X. If there exist 
ue R'^ and v E R"" satisfying 
t iV / ( * )+^^VP(* ) = 0, (2.26) 
vgix) = 0, (2.27) 
u>0,v>0, (2.28) 
then X is an efficient solution of (MP). 
Proof. Let there exist u £ R'' and v 6 R"^ satisfying above conditions. 
Suppose, to the contrary, that x is not an efficient solution of (MP). Then 
there exist x* G X and r £ K such that 
fr{x*) < fr{x). (2.29) 
Mx*)SMx),JEKr. (2.30) 
Since fr is pseudoconvex at x, then (2.29) impUes that 
V/r (x) (x*-x) < 0 . (2.31) 
Since fj is pseudoconvex and hence quasiconvex at x, then (2.30) implies that 
V / i ( x ) ( x * - x ) ^ 0 . (2.32) 
Also 
u>0. (2.33) 
Inequahties (2.31), (2.32), and (2.33) imply 
u\7 fj{x){x* -x)<0. (2.34) 
Now let 
I={ieM:gi{x) = 0}, 
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and 
J = {ieM : gi{x) < 0}. 
Therefore 
I\JJ=M. 
Also, vg{x) = 0 gives 
vigi{x) + vjgj{x) = 0. 
=> vjgj{x) = 0. (since gi{x) = 0) 
But vj ^0 and gj{x) < 0 gives Vj = 0. 
Let X* 6 X, then 
^ ; ( X * ) < 0 = ^,(X). 
Since gi is quasi convex at x, we have 
\/gi{x){x*-x)^0. (2.35) 
Therefore 
^V5/(^)(2^*-^) = ViS/gi{x){x*-x)+vj\/gj{x){x*-x) 
= •^ z V 5/(^)(-''^ * ~ x) (since •Dj = 0) 
^ 0. (using 2.35) (2.36) 
From (2.34) and (2.36), we get 
[u V f{x) +VS/ g{x)] {x* -x) <0. 
This contradicts (2.26). Hence x is an efficient solution of (MP). 
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Theorem 2.9 (Fritz-John type sufficient conditions [9]). 
Let f be convex and gj be quasiconvex &t x E X. If there exist u E R'' 
and V e /?"* satisfying 
uS7f{x) + vV9{x) = 0, (2.37) 
vg{x) = 0, (2.38) 
{u, v) ^ 0, {uj, VQ) > 0, j e K (2.39) 
where Q = {i E I : Qi is strictly pseudoconvex at x}, then x is an efficient 
solution of (MP). 
Proof. Let there exist u E R'' and v e R"" such that (2.37) to (2.39) 
hold and suppose, to the contrary, that x is not an efficient solution of (MP). 
Then there exist x E X and r E K such that 
f,{x) < fr{x). (2.40) 
fj{x)<fj{x),jEKr. (2.41) 
Since /^ is convex at x, then we have 
S7fr{x){x-x)<fr{x)-fr{x), 
and 
V m){x -X)^ fj{x) - f^{x),j E Kr. 
Using (2.40), (2.41), and above relations, we obtain 
V/r(*)(a ; -x) < 0 , (2.42) 
and 
\/fr{x){x-x)^{),jEKr. (2.43) 
Now X E X, implies 
gQ{x)^^ = gQ{x). 
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Since QQ is strictly quasi convex at x, we have 
SjgQ{x){x-x)<^. (2.44) 
Similarly quasiconvexity of QQI at x gives 
\/gQ,{x){x-x)<Q, (2.45) 
where Q' = I - Q = {r e I,r ^Q). 
Also, if J = {i e M : gi{x) < 0}, then / U J = M and 
w ^ 0, p(x) < 0, vg{x) = 0 => t;j = 0. (2.46) 
Relations (2.39) and (2.42) to (2.46) imply that 
[u V }{x) +VS7 g{x)\{x - ^) < 0, 
which contradicts (2.37). Hence x is an efficient solution of (MP). 
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CHAPTER 3 
RELATION BETWEEN 
EFFICIENCY 
3.1 INTRODUCTION 
Isermann [8] proved that every efficient solution of a linear multiobjec-
tive programming problem is properly efficient. It is not so in nonlinear 
mnltiobjective programming. Gulati and Talaat [6] observed that under a 
certain constraint qualification every efficient solution of a convex mnltiob-
jective programming problem is properly efficient. In the present chapter we 
shall discuss this result and illustrate it with the help of some examples. We 
shall also show efficient solution to linear multiobjective problems. 
3.2 PROPER EFFICIENCY IN MULTIOBJECTIVE 
PROGRAMMING 
We first rewrite problem (MP) from Chapter 2. 
(MP) Minimize f{x) = [f,{x), h{x), ••• , fk{x)] 
subject to X E. X = {x E S : g{x) ^ 0}, 
where S is an open subset of BP, and f : BT- -^ B!^ and g : FT ^ FT- are 
differentiable functions on S. 
The corresponding scalar programming problem (EP) is 
(EP) Minimize df(x) 
subject to g{x) ^ 0 
m ^ m \ (A) 
xes 
where of > 0 is a constant vector in ¥&. 
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Theorem 3.1 [6]. Let x be an efficient solution of (MP) and at x e X, 
(z) f is convex, 
(ii) gi is quasiconvex, and 
{Hi) the system (A) satisfies the Kuhn-Tucker constraint quaUfication at x, 
then X is a properly efficient solution of (MP). 
Proof. Since x is an efficient sulution of (MP) and the system (A) sat-
isfies the Kuhn-Tucker constraint qualification at x, by Theorem 2.7, there 
exist u e R'' and v e R"^ such that 
u\7 f{x) +VS/ g{x) = 0, 
vg{x) = 0, 
u>0,v ^ 0 . 
Now since f is convex and gi is quasiconvex at x 6 X, Theorem 2.3 implies 
that X is a properly efficient solution of (MP). 
3.3 EXAMPLES 
Example 3.1. Consider the problem 
Minimize /(x) = [/i(x) = Xi - X2, f2{x) = - x i - 2x2] 
subject to xi + X2 ^ 3, 
Xi — 2x2 ^ 0) 
X 2 ^ 2 , 
Xi,X2 ^ 0. 
The feasible region X is the set of all the points on and inside the poly-
gon OABC (the shaded area in the figure 3.1). The function / i attains its 
minimum at the point A. Also, the minimum is unique. Therefore A(0, 2) is 
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(0,3^ 
A(0,2) 
X, - 2X2 = 0 
'(0,0) (3,0) 
Fig. 3.1 
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an efficient solution. Similarly the unique minimum of /2 is attained at B(l, 
2), which is also efficient. Also, using the definition, we can see that each 
point on the line segment AB is an efficient solution. 
Example 3.2. Consider the problem 
Minimize f{x) = \fi{x) = -X2,f2{x) = -Ixi + X2] 
subject to Xi + X2 ^ 7, 
- X i +2:2 ^ 1, 
a;i,a:2 ^ 0. 
The feasible region X is the set of all the points on and inside the poly-
gon OABCD (the shaded area in the figure 3.2). The function / i attains its 
minimum at all the points on the line segment BC.The minimum of J2 is 
attained at D(7, 0). Using the definition, we can see that each point on the 
Hne segment CD is an efficient solution. 
Example 3.3. Consider the problem 
Maximize / = [f\{x) = Xi, /2(x) = xy + X2] 
subject to g{x) = x\ + x\ — A'^Q 
Xi,X2 ^ 0. 
Solution. The feasible region X is the set of all the points on and inside 
the circle xf + x^ = A (see figure 3.3(a)). 
All the points on this circle in the positive quadrant from A(2, 0) to 
B{y/2, ^J2) are efficient solutions. The constraint function g is convex on i?^ 
and hence quasiconvex. 
For an efficient point x = (xi,X2), the nonlinear program is 
Maximize Z = d^xi-\-d2{xi +X2) 
subject to g{x) = x\ + x^ — A ^Q 
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(0,7) 
A(0,1) 
D(7,0) 
Fig. 3.2 
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Xi^+X2^-4 
B(V2,V2) 
Fig. 3.3 (a) 
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which has x as the only feasible solution. Its constraints satisfy the Kuhn-
Tucker constraint qualification at x, if it is any point on the arc AB except 
the points A and B. To see this, consider the point ^(2,0) = x. For this 
point the above program is 
Maximize Z = diXi + 2^(2^ 1 + ^2) 
subject to Xi + X2 - 4 ^ 0 —> gi{x) 
xi ^ 2 -^ (l)i{x) 
3^1 +a;2 ^ 2. —> (/>2(x) 
It has a feasible point A(2, 0) at which all of three constraints are active. 
Since the gradients of active constraints at this point make an angle 7r/2 or 
more with the direction AB (see figure 3.3(b)) ,the Kuhn-Tucker constraint 
qualification does not hold at the point A. 
For any other efficient point C(xi,X2) on the arc AB, the constraints 
of the corresponding nonlinear program satisfy the Kuhn-Tucker constraint 
qualification at C. 
Hence by Theorem 3.1, all the points on the arc AB, except points A 
and B, are properly efficient, can be seen from the definition. Consider the 
point A. At this point x = (2,0),/i(x) = 2,/2(x) = 2. Also /i(x) > /i(x) for 
all X 6 X and 72(2;) > /2(^) for some x 6 X. If x approaches to x along the 
circle x\+x\ — 4, then /2(x) > /2(x), / i(x) > /i(x) and the ratio 
/2W-/2(X) 
/ l ( x ) - / , ( r ) 
_ 3:i+X2-2 
2-n 
_ n+^(2-xi)(2+gi)-2 Hence A is not properly efficient 
~" 2-xi 
= TBSTT - 1 - 00 a5 xi -^ 2. 
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solution. Similarly, B is also not a properly efficient solution. 
Since g is convex on R^, we can also apply Theorem 2.3 to obtain prop-
erly efficient solutions without any knowledge of efficient solutions. It says 
that if for any x E X, the system 
ui +U2 — 2viXi = 0 
U2 — 2V\X2 = 0 
i ; i ( s f+ x | - 4 ) = 0 
is consistent, then x is a properly efficient solution. It is very easy to see 
that the above system is consistent if x is a point on the circle x^ -|- Xj = 4 
between A and B except themselves. At any other point of X, above system 
becomes inconsistent. 
Example 3.4. Minimize f{x) = [fi{x) = xf + ^l^ f2{x) = 3^ i] 
subject to gi{x) = xf + rTj — 4 ^ 0, 
g2{x) = 2 - xi - a:2 ^ 0. 
Solution. The objective and the constraint functions are either linear or 
convex. The feasible region X is the set of all points enclosed by the circle 
x\-\- x\ = 4 and the Une Xi + 0:2 = 2 (the shaded area in figure 3.4(a)). 
Since the functions f\ and /2 attain minima at points C and A respectively, 
all the points on the Une AC are efficient solutions. No other point is efficient. 
For an efficient point x — (xi,X2), the nonlinear program (EP) is 
Minimize Z = di{x\ + x\) + 2^2^ 1 
subject to x^ + Xg — 4 ^ 0, 
2 - xi - 3:2 < 0, 
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which has x as the only feasible solution. Its constraints satisfy the Kuhn-
Tucker constraint qualification at x, if it is any point on the line AC except 
the point C. To see this, consider the point C(l, 1) = x. For this point the 
above program is 
Minimize Z = di{xl + x^) + d2Xi 
subject to a;f + Xj - 4 ^ 0, -> gi{x) 
2-{xi+X2)^0,^g2{x) 
xl+xl-2<0,-^(Pi{x) 
Xi - 1 < 0. ^ 02(x) 
It has the only feasible point C = (1, 1) at which the last three constraints 
are active. Since the gradients of the active constraints at this point make 
an angle 7r/2 or more with the direction CA(see figure 3.4(b)), the kuhn-
Tbcker constraint qualification does not hold at the point C. For any other 
efficient point B(a;i,X2) on the line AC, the constraints of the corresponding 
nonlinear program (EP) satisfy the Kuhn-Tucker constraint qualification at 
B. Hence by Theorem 3.1, all the points on the line AC except the point 
C are properly efficient. The point C is not properly efficient can be seen 
from the definition. Let x — (1,1), therefore /i(x) = 2 and h{^) — 1- If -'^  
approaches to x along AC, then /2(x) > f2{x),fi{x) > fi{x) and the ratio 
/ 2 ( i ) - / 2 W 
» . 2 j 
xi+xi 
= l - I l 
i ' f+(2- i i )2-2 
l - i i 
2 ( i f - 2 x 1 + 1 ) 
= 2( r r^ -^ °o «« xi -^ 1. 
Hence C is not a properly efficient solution. 
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CHAPTER 4 
SUFFICIENCY 
IN 
PROGRAMMING 
UNDER 
GENERALIZED 
4.1 INTRODUCTION 
Mathematical programs involving several conflicting objectives have been 
the subject of extensive study in the recent literature. Geoffrion [4] estab-
lished an eqmvalence between a convex multiobjective nonlinear program-
ming problem and a related parametric single objective program. Hanson 
and Mond [7] introduced F-convex and generalized F-convex functions which 
satisfy convexity type properties with prescribed sublinear functional and 
proved Kuhn-Tucker type sufficient optimahty theorems under generalized 
F-convexity. Gulati and Islam [5] derived sufficiency theorems for efficient 
and properly efficient solutions of (MP) under the Hanson and Mond [7] as-
sumptions. 
The concept of (F, p)-convexity was introduced by Preda [16] as an ex-
tension of F-convexity defined by Hanson and Mond [7] and p-convexity 
defined by Vial [17], and he used the concept to obtain duality results for 
efficient solutions. 
Aghezzaf and Hachimi [1] introduced some new classes of generalized 
(F,/?)-convexity for vector valued functions termed as weak strictly {F,p)-
pseudoconvexity, strong (F,/9)-pseudoconvexity, weak (F,/9)-quasiconvexity, 
and sub-strictly (F, p)-pseudoconvexity, and derived sufficient theorems for 
efficient solution of (MP). 
4.2 DEFINITIONS A N D EXAMPLES 
The following definitions are from Hanson and Mond [7]. 
Definition 4.1. A functional F: XxXxR^—yRis sublinear if for 
any x,x E X, 
(i) F{x, x; ai + 02) ^ F(x, x; oi) -|- F{x, x; 02) for any ai, a2 E /?" 
(ii) F{x, x; aa) = aF{x, x; a) for any a e R,a>0, and a E FT 
From (ii), it follows that F(0) = 0. 
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Let F be sublinear functional and the function / = (/i, /a, • • • > /fc) • R"^ -^ R 
be differentiable at x G X. 
Definition 4.2. The function fi is said to be Fj-convex at x, if for all 
X € X, we have 
F{x,x-S7fi{x))Sfi{x)-fi{x). 
The vector valued function / : K" —> iJ* is F-convex at :r G X, if each of its 
components fi is Fi-convex at x. 
Definition 4.3, The function fi is said to be Fj-quasiconvex at x, if for 
all X E X, v/e have 
Mx)^fi{x)^F{x,x;S7fi{x))<0, 
or equivalently, 
Fix,x; syfiix)) > 0 =^ fi{x) > fi{x). 
The vector valued function / : i?" —» /?* is F-quasiconvex at x € X, if each 
of its components fi is Fj-quasiconvex at x. 
Definition 4.4. The function fi is said to be Fj-pseudoconvex at x, if 
for all x E X, we have 
F(x,x; v/ i (^)) ^ 0 =» fi{x) > fi{x), 
or equivalently, 
fi{x) < fi{x) =J> F(x,x; \/fi{x)) < 0. 
The vector valued function f : EP" —y R'' is F-pseudoconvex at x 6 X, if each 
of its components /» is Fj-pseudoconvex at x. 
Definition 4.5. The function /< is said to be strictly Fi -pseudoconvex 
at X, if for all x 6 X and x ^ x, we have 
F ( x , x ; v / i ( x ) ) > 0 ^ / i ( x ) > / , ( x ) , 
or equivalently, 
fi{x) < fi{x) =^ F(x,x; v/ i(x)) < 0. 
The vector valued function / : i?" —> K*= is strictly F-pseudoconvex at x G X, 
if each of its components fi is strictly F, -pseudoconvex at x. 
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F-convex functions, F-quasiconvex functions, and F-pseudoconvex func-
tions are the generalization of convex, quasiconvex, and pseudoconvex func-
tions respectively. Like convex functions, the set of all F-convex functions is 
also closed under addition and non-negative scalar multiplication. 
For readers convenience, we write the following definitions of generalized 
(F,/9)-convexity from Preda [16]. 
Let p e R and d{.,.) : X x X -^ R. 
Defin i t ion 4 .6 . The function /j is said to be (F, Pt)-convex at x, if for 
all X E X, v/e have 
F{x,x]\/fi{x)) + pd'^{x,x) < fi{x)-fi{x). 
The vector valued function / : / ? " — > /l*^ is (F, y9)-convex at x £ X, if each of 
its components fi is (F, pi)-convex at x. 
Defin i t ion 4 .7 . The function fi is said to be (F, pi)-quasiconvex at x, 
if for a\i X E X, we have 
fi{x) ^ fi{x) =» F(a:,.f; v / t ( * ) ) ^ -pd'^{x,x), 
or equivalently, 
F{x,x;\/fi{x)) > -pd^[x,x) =J> fi{x) > fi{x). 
The vector valued function / : / ? " — » i?* is (F, /9)-quasiconvex at x e X, if 
each of its components fi is (F, Pt)-c[uasiconvex at x. 
Defini t ion 4 .8 . The fimction f is said to be (F,Pt)-pseudoconvex at 
X, if for all x E X,-we have 
F (x ,x ; v / i ( x ) ) ^ -pd\x,x)^fi{x) > fi{x), 
or equivalently, 
fi{x) < fi{x) =^ F{x,x;\7fi{x)) < -pd^{x,x). 
The vector valued function / : i?" -> /?* is (F, p)-pseudoconvex at .-r G X, if 
each of its components fi is (F,pi)-pseudoconvex at x. 
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Definition 4.9. The function fi is said to be strictly (F, pi) -pseudoconvex 
at X, if for all a; e X and a; ^ x, we have 
F(x,x; v/ i (^)) ^ -pci'ix.x) =^ fi{x) > fi{x), 
or equivalently, 
Mx) ^ Mx) ^ F{x,x; S7fi{x)) < -pd^ix,x). 
The vector valued function f : RJ" ^ R'' is strictly (F, p) -pseudoconvex at 
X E X,i{ each of its components /» is strictly (F, /9i)-pseudoconvex at x. 
We now define weak strictly (F, p)-pseudoconvex, strong (F, p)-pseudoconvex, 
weak (F, p)-quasiconvex, and sub-strictly (F, /9)-pseudoconvex functions. 
Definition 4.10. The function fi is said to be weak strictly {F,pi)-
pseudoconvex at ^, if for all x E X, we have 
fi{x) < fi{x) =^ F{x,x]\/fi{x)) < -p(f{x,x). 
The vector valued function f : R^ —* R'' is weak strictly (F, /9)-pseudoconvex 
at X e X, if each of its components fi is weak strictly (F, pi)-pseudoconvex 
at X. 
The class of weak strictly (F, p)-pseudoconvex functions does not contain 
the class of (F, p)-convex functions, but contain the class of strictly (F, p)-
pseudoconvex functions. 
Definition 4.11. The function fi is said to be strong (F, pt)-pseudoconvex 
at X, if for all x E X, vfe have 
fi{x) < fi{x) ^ F{x,x;\7fi{x)) < -pd?{x,x). 
The vector valued function f : R^ —^ R^ is strong (F, p)-pseudoconvex at 
X 6 X, if each of its components fi is strong (F, pj)-pseudoconvex at x. 
The class of strong (F, p)-pseudoconvex functions does not contain the 
class of (F, p)-pseudoconvex functions, but contain the cleiss of (F, p)-convex 
and weak strictly (F, p)-pseudoconvex functions. 
It is clear that both strong (F, p)-pseudoconvexity and (F, p) -pseudoconvexity 
imply (F, p)-convexity. The following examples show that, in general, no rela-
tionship hold between strong (F, p)-pseudoconvexity and (F, p)-pseudoconvexity. 
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Example 4.1. Define a function / : X{= R) -^ E? by J{x) = (x^ -
2x,x^ - a;2) and F : R^ -* R by F{x,x;a) = a.{x - x), and let p = 0. / is 
strong (F, p)-pseudoconvex at x = 0 but is not {F, /9)-pseudoconvex at x = 0, 
because the function f2{x) = x^ - x^ is not (F,/))-pseudoconvex at x = 0. 
Here / = (/i,/2) 
where / i = (x^ - 2x), /a = {x^ - x^)-
At X = 0 /i(x) = 0, 
and /i(x) < / i ( x ) . \/ xeR 
Or x 2 - 2 x < 0 = » x e [ 0 , 2 ] . 
Now F{x, x; S7fi{x)) = \/fi{x){x - x) 
= [2x - 2]i=o(x - 0) 
= - 2 ( x - 0 ) 
= - 2x 
< 0 Vxe[0,2] . 
Hence /i(x) < /i(x) =» F(x,x; V/i(*)) + pd^{x,x) < 0. (for p = 0) 
Therefore we may conclude that / i is strong (F, /9)-pseudoconvex at x = 0. 
Similarly /2 is strong (F,/9)-pseudoconvex at x = 0. Hence f is strong (F,p)-
pseudoconvex at x = 0. 
We may easily check the (F,p)-pseudoconvexity of / i at x = 0 but /2 is 
not (F, /))-pseudoconvex at x = 0 may be seen as 
f2{x) < h{x) i.e. /2(x) < 0. 
Or x ^ - x ^ < 0 =^ X G ( -00 ,1 ) . 
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Now F{x,x;\/f2{x)) = S^f2{x){x-x) 
= 0 Vxe(-oo, 1). 
Hence ^ (x ) < ^ ( i ) =^ F{x,x-S/f2{x))+pd^{x,x) it 0. {farp = 0) 
Therefore we may conclude that /2 is not strong (F, /9)-pseudoconvex at 
X = 0. Hence f is strong (F, /9)-pseudoconvex but not (F, /))-pseudoconvex. 
Example 4.2. Define a function f : X{= R) —^ R"^ hy f{x) = 
(x(x-2)2 ,a ; (2 ; -3) )andF: R^ ^ Rhy F{x,x;a) ^ a.{x-x), andlei p = 0. 
f is (F,/9)-pseudoconvex at x = 0 but is not strong (F,/9)-pseudoconvex 
at X = 0, because the function /i(x) = x{x — 2)^ is not strong (F, p) -
pseudoconvex at x = 0 may be seen as below: 
At X = 0, 
and 
/ i = x ( x - 2 ) 2 , / 2 = x ( x - 3 ) . 
/i(0) = 0, /2(0) = 0, 
/i(x) </i(x)i .e. / i(x) < 0 . 
Or x(x - 2)2 < 0 =^ X e (-00,0). 
NowF(x,x;V/i (^)) = S/h{x){x-x) 
= [3x2-8x + 4]i=o(a;-0) 
= 4 ( x - 0 ) 
= 4x 
< 0 V x e (-00,0). 
Hence fi{x) < h{x) =^ F(x,x; V/i(*)) + pd^{x,x) < 0. {farp = 0) 
Therefore we may conclude that / i is (F, p)-pseudoconvex at x = 0. 
45 
Similarly /2 is (F, /9)-pseudoconvex at x = 0. 
Therefore / is (F, p)-pseudoconvex at x = 0. 
We now check the strong (F, p)-pseudoconvexity of /2 at x = 0 but / i is 
not strong (F, /9)-pseudoconvex at ^ = 0 
At X = 0, /i(a:) < /i(x) i.e. /i(a:) < 0. 
Or x{x-2Y <0^xe{-oo,Q]U{2}. 
Now F(x,±;V/i(^)) = \/fi{x){x-x) 
= [3x2-8x + 4]i=o(3:-0) 
= 4{x - 0) 
= 4a; 
^ 0 V x € ( - o o , 0 ] U { 2 } . 
Therefore /i(a:) < /i(x) =^ F(a;, i ; V/i(*)) + pcP{x, x) ^ 0, {forp = 0) 
which shows that / i is not strong (F, p)-pseudoconvex at x = 0. Therefore, 
/ is not strong (F, /9)-pseudoconvex. 
Remark 4.1. For the scalar functions the class of weak strictly {F,p)-
pseudoconvex functions, the class of strong (F, p) -pseudoconvex functions, 
and the class of (F,/9)-pseudoconvex functions coincide. 
Definition 4.12. The function fi is said to be weak (F, pi) -quasiconvex 
at X, if for all x £ X, we have 
fi{x) < Mx) =^ F(x,x; v/i(x)) ^ -pd\x,x). 
The vector valued function f : R^ -^ R'' is weak {F, p) -quasiconvex at 
X E X,ii each of its components fi is weak (F, /9t)-quasiconvex at x. 
Every (F,/9)-quasiconvex function is weak (F,/))-quasiconvex. However 
there exist functions which are weak (F, p)-quasi convex but not (F, p)-quasi convex. 
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Example 4.3. Define a function f : X{= R) -^ R'^ hy f{x) = 
{x{x - 2f,x'^{x - 2)) and F : /?3 ^ i? by F{x,X]a) = a.{x - x), and 
let p = 0. / is weak {F, p)-quasiconvex at x = 0 but is not (F, /9)-quasiconvex 
at X = 0, because the function /2(x) = x^(x — 2) is not (F,/9)-quasiconvex at 
X = 0 may be seen from the definition 
Let / i = x{x - 2)2, /a = x^{x - 2). 
At X = 0, /i(0) = 0, /2(0) = 0 
h{x)<h{x)i.e. fi{x)<0. 
Or x{x-2)^ <0^x E (-00,0]. 
We have F{x, x; v / i (*) ) = V/i(^){^ - ^) 
= [3x2 _ 8a; + 4]i=o(a; - 0) 
= 4(x - 0) 
= 4x 
< 0 Vx6(-cx),0]. 
=^ / i is weak (F, /9)-quasiconvex at x. 
Now at X = 0, /2(x) < /2(x) i.e. /2(x) < 0. 
Or x^{x-2)<0^xe{-oo,2]. 
We have 
F{x,x;S/f2{x)) = S/f2{x){x-x) 
= [3x2-4x]j=o(x-0) 
= 0(x - 0) 
= 0 VxG(-oo,2] . 
=^ /2 is tyeaA; (F, p) — quasiconvex at x. 
47 
Hence f is weak {F, p)-quasiconvex at a: = 0. 
We may easily check the {F, p)-quasiconvexity of / i at x = 0 but /2 is 
not (F, /9)-quasiconvex at x = 0. 
At X = 0, /2(x) ^ /2(x) i.e. f2{x) < 0. 
Or x'^ix -2)<0=^xe (-00,2]. 
Now F{x,x]\/f2ix)) = \/f2{x){x-x) 
= [3^2 - 4x]^=o(2: - 0) 
= 0(x - 0) 
= 0 Va;e(-oo,2] . 
Hence f2{x) < f2{x) =^ F{x,x]S7f2{x)) +f>d'^{x,x) ^Q. (/orp = 0) 
Therefore, we may conclude that /2 is not (F, p)-qu£isiconvex at x = 0. Hence 
/ is not {F, p)-quasiconvex. 
Definition 4.13. The function fi is said to be sub-strictly {F,pi)-
pseudoconvex at x, if for all x E X, we have 
fi{x) < fi{x) ^ F{x,x]\/fi{x)) < -p(f{x,x). 
The vector valued function / : / ? " — • i?*^  is sub-strictly (F, p)-pseudoconvex 
at X 6 X, if each of its components /» is sub-strictly (F, pi)-quasiconvex at 
X. 
Every strictly (F, p)-pseudoconvex function is sub-strictly (F, p)-pseudoconvex. 
However there exist functions which are sub-strictly (F, p)-pseudoconvex but 
not strictly (F, p)-pseudoconvex. 
Example 4.4. Define a function / : X{= R) -^ W by J{x) = 
[x^{x - 2)2,-x(x - 2)2] and F : R^- -^ R by F{x,x;a) = a.{x - x), and 
let p = 0. / is sub-strictly (F, p) -pseudoconvex at x = 0 but is not strictly 
(F, p)-pseudoconvex at x = 0, because the function /i(x) = x'^{x — 2)2 is not 
strictly (F, p) -pseudoconvex at x = 0. 
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Here f, = x^{x-2)\f2 =-x{x - 2f. 
A t s = 0, /i(0) = 0, 
and 
fi{x) ^ fi{i) i.e. /i(x) < 0. 
Or x2(x-2)2 ^ 0 = ^ ^ x 6 {0,2}. 
Now F{x,X] v / i (5 ) ) = V/i(^)(^ - *) 
= [Ax^ - I2a;2 ^ 8a:]i,=o(a; - 0) 
= 0 V a ;e{0 ,2} . 
For /a at X = 0, and f2{x) ^ /2(x) i.e. /2(2;) < 0. 
Or -x{x-2f^0^xe [0,oo). 
Now F{x,x;S7f2{x)) = V/2(*)(a; - :r) 
= [-3x2 _ 4 ^ 8x]i=o(2; - 0) 
= -4(x - 0) 
= —4x 
< 0 Vxe[o,oo). 
From the above, it is clear that 
/ (x) ^ /(x) =^ F(x, x; V/(S)) + pd^x, x) < 0. (/orp = 0) 
Hence, we may conclude that / is sub-strictly (F, p)-pseudoconvex at x = 0. 
We now have to show that / is not strictly (F, /9)-pseudoconvex 
A tx = 0, fi{x) < fi{x) i.e. / i ( x ) < 0 . 
Or x2(x-2)2 < 0 = ^ x e {0,2}. 
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NowF(a;,x;V/i(*)) = Vfii^K^-^) 
= [4a;3-12x2 + 8a;]i=o(a:-0) 
= 0{x - 0) 
= 0 Va ;e{0 ,2} . 
Hence f{x) < f{x) =» F{x,x; \/f{x)) +pcP{x,x) = 0. {since p = 0) 
Therefore, we may conclude that fi{x) is not strictly (F,p) -pseudoconvex 
at X = 0. Therefore / is not strictly (F,p)-pseudoconvex. 
Remark 4.2. For the scalar functions the class of sub-strictly (F, p)-
pseudoconvex functions and the class of strictly (F, p) -pseudoconvex func-
tions coincide. 
4.3 SUFFICIENCY IN MULTIOBJECTIVE 
PROGRAMMING INVOLVING F-CONVEXITY 
Theorem 4.1. Let / be F-convex and let gi be F-quasiconvex at x G X. If 
there exist u E R'' and v € R"^ satisfying 
u\/f{x)+v\jg{x)^0, (4.1) 
vg{x) = 0, (4.2) 
u>0, v>Oand{uj,VQ)>0, V j e K, (4.3) 
where Q = {i E I : Qi is strictly F-pseudoconvex at x}, then x is an efficient 
solution of (MP). 
Proof. Let there exist u e R'' and v E R^ satisfying (4.1) to (4.3). 
Suppose, to the contrary, that x is not an efficient solution of the problem 
(MP). Then there exist an x° E X and r e K such that 
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and 
Since for each j € K, fj is F-convex at x, 
F(x° ,x ;V/ r (x ) )<0 , (4.4) 
and F{x°,x;\/fj{x))<0 V j E K. (4.5) 
Let Q' = I - Q = {i : i e I,i ^ Q}. Since xeX, 
gQ{x°)^0 = gQ{x). 
Using strict F-pseudoconvexity of QQ at x, we get 
F{X°,X;S79Q{X))<0. (4.6) 
Similarly, the F-quasiconvexity of gqi at x gives 
F(x°,XiV5Q'(:r))<0. (4.7) 
Since {UJ,VQ) > 0 Vj e K, relations (4.4) to (4.7) imply that 
[F{x°,x;us7 fix)) + F{x°,x;VQ y QQIX)) + F{x\x;VQ> y QQ'i^))] < 0. 
By sublinearity of F, 
F{x°,x]uy fix) +vrS7giix)) < 0. 
Therefore u y fix) + u/ y giix) ^ 0. 
Since t^  ^ 0, gix) ^ 0, and vgix) = 0 imply Vj = 0, we get 
uv fix) + vvgix)^o, 
a contradiction to (4.1). Hence x is an efficient solution of (MP). 
51 
Theorem 4.2. Let / be F-convex and let gj be F-quasiconvex at x € X. 
If there exist u E R^ and v E R!^ satisfying 
u\/f{x) + vS7g{x) = 0, (4.8) 
vg{x)=0,u>0, VI ^0, (4.9) 
then X is a properly efficient solution of (MP). 
Proof, Let there exist u G 7?* and v E R^ satisfying (4.8) to (4.9). For 
X E X, we have 
gi{x) < 0 = g,{x). 
The F-quasiconvexity of gj at x gives 
F{x,x\\/gi{x)) < 0 Va;6X. 
Since F is a sublinear functional, Vi ^0 and Vj = 0, we obtain 
F{x,x;vi\/gi{x)) ^ 0, 
or 
F{x,x;vS7g{x))<0. (4.10) 
From (4.8), for all x E X, 
0 = F{x,x;u\/f{x)+v\/g{x)) 
< F{x, x; w V /(^)) + F{^, x;v\/ g{x)) 
< F{x,x;uS7f{x)). (fey (4.10)) 
Since / is F-convex at x and u> 0,uf is also F-convex. Therefore 
uf{x) - uf{x) > F{x,x;us7 / (^)) ^ 0, 
or uf{x) ^ uf{x)\/x E X. 
Hence by Lemma 2.1 x is a properly efficient solution for (MP). 
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Theorem 4.3. Let there exist vectors u E R'' and v e B^ satisfying 
uS7f{^) + vV9{x)=0, (4.11) 
vg{x)=0,u>0,vi>0. (4.12) 
If 
(i) uf + ViQi is F-pseudoconvex at x or 
(u) uf is F-pseudoconvex and ViQi is F-quasiconvex at x, 
then X is a properly efficient solution of (MP). 
Proof. Let the assumption (i) holds. Since Vj = 0 and F is a sublinear 
functional, for each rr 6 X, equation (4.11) gives 
F{x,x-u\j f{x)^-Vlygl{x)) = Q. (4.13) 
The F-pseudoconvexity of uf + Vjgi at x gives 
uf{x) + vigi{x) > uf{x) + vigi{x), 
or 
uf{x) + vigi{x) ^ uf{x). 
Also, X E X and U/ ^ 0 imply Vigi{x) ^ 0. Therefore, 
w/(x) > uf{x) y X eX. (4.14) 
We now prove (4.14) under the assumption (ii). Since D/ ^ 0, for any 
xeX, 
vi9i{x) < 0 = vjgiix). 
The F-quasiconvexity of Vjgi at x gives 
F(x,x;?;jVy/(:r)) < 0 V x e X (4.15) 
By the subUnearity of F, equation (4.13) yields 
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0 < F{x,x]u\/f{x)) + F{x,x;vi\7gi{x)) 
< F{x,x\us/f{x)). {using {4.15)) 
Now the F-pseudoconvexity of uf at x gives inequality (4.14). Hence by 
Lemma 2.1 x is a properly efficient solution for (MP). 
Similar to assumptions (i) and (ii) in Theorem 4.3, there are several other 
combinations of the functions / and g and their generalized F-convexity at 
X implies proper efficiency at x. We state below a theorem which includes all 
possible combinations of / and g. 
Following Mond and Weir [13], let /^ C M, a = 0,1,2, • • • ,p with /^ n 
I^ = (f),a^ P and U^^Q = M. 
Theorem 4.4. Suppose that there exist a feasible solution x for (MP) 
and vectors u E R'' and v € /?"* such that 
u\/ f{x) +vsyg{x) = 0, 
vs/g{x) = 0, 
u>0,v^O. 
If 
{i) vf + ^ i g ; Vigi is F-pseudoconvex at x, and 
(^ )^ Xlie/a ^i9ij ^ ~ 1>2, • • • )P is F-quasiconvex at x, 
then X is a properly efficient solution of (MP). 
4.4 SUFFICIENCY IN MULTIOBJECTIVE 
PROGRAMMING UNDER GENERALIZED 
(F, /))-CONVEXITY 
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Theorem 4.5. Let /,-, for all j E K be (F, Pj)-convex and let gj be 
(F, <J/)-quasiconvex atxeX. If there exist rt G /?* and v e R"^ satisfying 
u\/f{x) + vs/g{x) = 0, (4.16) 
vg{x) = 0, (4.17) 
u ^ 0, T) > 0 anrf (MJ, T)Q) > 0, "i j E K, (4.18) 
where Q = {i € / : Pi is strictly (F,cri)-convex at x), then x is an efficient 
solution of (MP) provided Yl ^jPj + Z) ^i^* = 0-
jCA" t € M 
Proof. Let there exist u e R'' and v E R"" satisfying (4.16) to (4.18). 
Suppose, to the contrary, that x is not an efficient solution of the problem 
(MP). Then there exist an x° € X and r E K such that 
MX°) < fr{x) 
and fj{x°) ^ fj{x) V j E K^. 
Since for each j E K, fj is {F, pj)-convex at x, 
F{x,X-S/fr{x)) <-prCp{x,x), (4.19) 
and F{x,x;S7fj{x))<-pjd'^{x,x) M j E Kr. (4.20) 
het Q' = I - Q = {i : i E I,i ^  Q). Since XEX, 
9Q{X) ^ 0 = 9Q{^)-
Using strict (F, crQ)-convexity of pg at x, we get 
F{x,x-s/gQ{x))<-aQ(f{x,x). (4.21) 
Similarly, the (F, (7Q/)-quasiconvexity of pg/ at x gives 
F{x, x; \/gQ'{x)) < -aQ,d?{x, x). (4.22) 
Now relations (4.18) to (4.22) and suWinearity of F imply 
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F{x,x-uS7f{x)+vi^gi{x)) ^ F{x,x]uS7 f{x)) + F{X,X;VQ\/gqix)) 
+ F{X,X;VQ>S7 gQ'{x)) 
Since i; ^ 0, g{x) ^ 0 and i;p(x) = 0 imply Vj =0, we obtain 
F(rr, S; iZ V /(*) + vsj g{x)) < - ( E ^ i^Pi + E Viai)d?{x, x) < 0. 
Therefore, 
a contradiction to (4.16). Hence x is an efficient solution of (MP). 
Evidently, the above theorem has a number of important special cases 
which can readily be identified by the suitable algebraic properties of the 
(F, p)-convex functions. We shall state some of these as corollaries. 
Corollary 4.1. Let Ujfj, for all j ^ K he (F^Pj) -convex and let gi be 
(F, (T/)-quasiconvex ai x E X. If there exist u e Rl' and v G R"^ satisfying 
(4.16) to (4.18) and 
Q = {i E I : gi is strictly (F, (7i)-convex at x], then x is an efficient 
solution of (MP) provided E Pj + E ^» i^ = ^• 
j€K ieM 
Corollary 4-2. Let Ujfj, for all j € A' be {F,pj) -convex and let vigi 
be (F, (7/)-quasiconvex at x € X. If there exist u E R^ and v E R"^ satisfying 
(4.16) to (4.18) and 
Q ~ {i E I : Vigi is strictly (F, crt)-convex at x}, then x is an efficient 
solution of (MP) provided E Pj + E «^ = 0-
Theorem 4.6. Let fj, for a]l j E K be {F,pj)-convex and let gi be 
(F, cr/)-quasiconvex at x E X. If there exist u E R^ and v E R"" satisfying 
(4.16) to (4.18) and 
Q = {i E I : gi is strictly (F, CTJ)-pseudoconvex at :r}, then x is an efficient 
solution of (MP) provided Yl '^jPj + E ^i^i = 0-
jeK ieM 
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Proof. Suppose, to the contrary, that x is not an efficient solution of 
(MP). Then as in the proof of Theorem 4.1, 
F{x, X- S7lr{x)) < -Prd^x, x) (4.23) 
and 
F{x,x;vfjm ^ -Pjd^{x,x) V j e X,. (4.24) 
As a; e X, gqix) ^ 0 = ggix) 
The strict (F, aQ)-pseudoconvexity of QQ at x gives 
F{x,X]\^gQx))<-aQd'^{x,x). (4.25) 
Since (ttj, VQ) > 0 for all j E K and F is sublinear, relations (4.23) to (4.25) 
imply that 
F{x,x;uS7f{x))+F{x,x;vQS7gQ{x)) < - ( E '^jPj +VQ(TQ)d'^{x,x). (4.26) 
Now the (F, crQ/)-quasiconvexity of gq' at x and sublinearity of F, we get 
F{x, x; VQ, S79Q'i^)) = -VQ'aQ>d'^{x, x). (4.27) 
where Q' = I - Q = {i : i E I,i ^ Q}. 
Relations (4.26) and (4.27), and sublinearity of F yield 
F{x,x;u\/f{x) + Vi\/gi{x))<-{J2ujPj + Y,^i<^i)d'^ix,^)-
jeK 16/ 
Also, Vj = 0, 
where J = {i : gi{x) < 0}. Therefore, 
Fix,x;u^ f{x) + vV9{^))<-{Y^UjPj + Y^Viai)d'^{x,x). 
Since ^ UjPj + ^^ viai ^ 0, the above inequahty implies 
F{x,x;u^ f{x) + v\/g{x))<0. 
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Therefore, 
a contradiction to (4.16). Hence x is an efficient solution of (MP). 
Now we state the sufficiency theorems as corollaries without proof for 
efficient solution of (MP). 
Corollary 4.3. Let / , , for all j E K he {F,pj) -convex and let vigi be 
(F, cr/)-quasiconvex &i x E X. If there exist u E R'' and v 6 H^ satisfying 
(4.16) to (4.18) and 
Q = {i E I : Vigi is strictly (F, cri)-pseudoconvex at x}, then x is an 
efficient solution of (MP) provided ^ UjPj + ^ CTJ ^ 0. 
j€K i€M 
Corollary 4.4. Let Ujfj, for all j E K he (F, pj) -convex and let gi he 
(F,cr/)-quasiconvex at x E X. If there exist u E R'' and i* E RT^ satisfying 
(4.16) to (4.18) and 
Q = {i E I : gi is strictly (F, a'i)-pseudoconvex at x}, then x is an 
efficient solution of (MP) provided ^ Pj + Yl ^i^i = ^• 
In the above theorems we estabhshed the efficiency of x by exhibiting 
a contradiction. If Q is empty i.e., none of the components of gi is strictly 
(F, (T)-convex (or strictly (F, (7)-pseudoconvex) at x, then in (4.18) the vec-
tor u > 0. We consider this case in the next theorem, which gives a stronger 
result. 
Theorem 4.7. Let wf be (F, p)-pseudoconvex and Vigj be (F, (7)-quasicon\ 
at X E X. If there exist u E R'' and v E R"^ satisfying 
u\^ f{x) + v\/g{x) = 0 (4.28) 
vg{x) = 0 (4.29) 
u>0,v^O, (4.30) 
then X is a properly efficient solution of (MP) provided p + a ^ 0. 
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Proof. Let J = {i : gi{x) < 0}. Therefore / U J = { l , 2 - - , m } . 
Also v^O, g{x) ^ 0 and vg{x) = 0 =^ i;j = 0. Now let x € X. Then 
vigi{x) ^ 0 = vigi{x). 
The (F, (7')-quasiconvexity of gi at x gives 
F(x,x;l)/VP/(*)) = ~<''/<^ (^3 )^*) V a; G X, 
or 
F(x,x;t)v^(^))^-«^c^^(a;,^) V r r e X . (4.31) 
By the sublinearity of F, 
F{x,x\u\/f{x) + F{x,x\vS7 g{i)) ^ F{x,x]us/f{x)-\-v\j g{x)) 
= 0 (using (4.28)). 
F{x,x\u\/ f{x) ^ -F(rE,x;t; Vi/(*)) 
That is, 
^ (7^2(3;, x) (using(4.31)). (4.32) 
Since p + o" ^ 0, and from (4.32), we have 
F{x,X]U\j f{x)) ^ —p(f{x,x). 
Now the (F, /t))-pseudoconvexity of uf at x gives 
uf{x) ^ u/(x) V X G X. 
Hence by Lemma 2.1, x is a properly efficient solution of (MP). 
Theorem 4.8. Let there exist x E X, u E R'' and v e R"" satisfying 
(4.16) to (4.18). If 
(i) uf + Vigi is (F, p)-pseudoconvex at x with p ^ 0, or 
(ii) fj, V j e K is (F, pj)-convex and gi is(F, o-)-quasiconvex at x with 
E %Pi + 0 -^0 , 
then X is a properly efficient solution of (MP). 
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Proof. Let the assumption (i) hold. Since Vj = 0 and F is a sublinear 
functional, for each x E X, equation (4.16) gives 
F{x,x-uS7f{x)+v,V9i{^))=0- ' (4.33) 
Since p ^ 0, we have 
F ( x , x ; u \ / f{x) + I)/ V 9i{^)) + pd^i^^^)>Q. 
By (F, p)-pseudoconvexity of uf + Vigj at x, 
uf{x) + vigiix) ^ uf{x) + vigi(x). 
Or 
w/(a;) ^ u/(x) - 'D/p/(2;) 
Also x E X and V; ^ 0 imply Vigi{x) ^ 0. 
Therefore, 
u/(a;) > uf{x) M xeX. (4.34) 
We now prove (4.34) under the assumption (ii). For x G X, 
gi{x) ^0 = gi{x). 
The (F, cr)-quasiconvexity of gj at x gives 
F(x,S; VP/(S)) ^ -aicP{x,x) W x e X. 
Since i*/ ^ 0,i;j = 0 and sublinearity of F, we get 
F{x,x;vj\/gi{x)) ^ -a/rf^(x,x). 
or 
F(2;,x;v\/g{x)) < -ad'^{x,x). (4.35) 
Relations (4.16), (4.35), J2 '^jPj + o" ^  0 and sublinearity of F imply 
F(x,x;« v / ( * ) ^ - E ujpjd'^{x,x). 
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Since /,-, for all j E K is (F,/9j)-convex and u>0. Therefore 
uf{x) - uf{x) ^ F{x, x-us/ fix)) + Yl ujpjd^ix, x)^Q, 
j€K 
or 
uf{x)^uf{x) M xeX. 
Hence by Lemma 2.1, ^ is a properly efficient solution of (MP). 
Below we state a theorem without proof which includes all possible 
combinations of / and g following Mond and Weir [13], let /a C M, a = 
p 
0,1,2, • • • ,p with /<;, n /^ = (/•, a 7^  /? and \j Ioc = M. 
a=0 
Theorem 4,9. Let there exist x E X,u E R'' and v E K^ satisfying 
(4.16) to (4.18). U uf + Yl ^i9i is (F,p)-pseudoconvex and Y^ ViQi.a = 
ie/o «e/a 
1,2, • • • ,p is (F, Oo)- quasiconvex with p + X) o^ a ^ 0, then i is a properly 
efficient solution of (MP). 
4.5 SUFFICIENCY IN MULTIOBJECTIVE 
PROGRAMMING IN THE FRAMEWORK OF NEW 
CLASSES OF GENERALIZED (F,p)-CONVEX FUNCTIONS 
In this section, we obtain sufficient conditions for a feasible x to be effi-
cient for (MP) in the form of the following theorems. 
Theorem 4.10. Suppose that there exists a feasible sulution x for (MP) 
and vectors u E R'' and v E R^ satisfying 
u\7f{x)+v\/g{x)=0, (4.36) 
vg{x) = 0, (4.37) 
u>0,v^O. (4.38) 
If f is strong (F, p^)-pseudoconvex and let gj be (F,p^)-quasiconvex at x € X 
with up^ + vip^ > 0, then x is an efficient solution for (MP). 
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Proof. Suppose that x is not an efficient solution for (MP). Then there 
exists axL X E X such that 
f{x)<m,gi{x)^gi{x). 
From the hypothesis on / and gi, we have 
F{x,x;S7m)<-p'd\x,x). (4.39) 
F{x,x;S79i{x))^-p'd'ix,x). (4.40) 
Multiplying (4.39) and (4.40) by u and Vj respectively, we get 
uF{x,x;S/f{x)) < -up^(f{x,x), 
ViF{x,x\S7gi{x)) ^ -vip^d'^{x,x). 
Using sublinearity of F, we summarize to get 
F{x,x;u\/f{x) + vi'^gi{x)) ^ uF{x,x;Sjf{x))+viF{x,X]\/gi{x)) 
< -{up^+vip'^)d'^{x,x) 
< 0. 
Therefore, 
a contradiction to (4.36). Hence x is an efficient solution of (MP). 
In the next theorem, we replace the strong (F,/))-pseudoconvexity of / 
by the weak strictly (F, /?)-pseudoconvexity. 
Theorem 4.11. Suppose that there exists a feasible sulution x for (MP) 
and vectors u E R!' and v € R"^ satisfying 
uS7f{^) + vW9{^) = 0, (4.41) 
vg{x) = 0, (4.42) 
u>0,v^O. (4.43) 
If f is weak strictly (F,p^)-pseudoconvex, gi is (F,/92)-quasiconvex at x E X 
with up^ + vip^ ^ 0, then x is an efficient solution for (MP). 
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Proof. Assume that x is not an efficient solution for (MP). Then there 
exists an a; 6 X such that 
f{x)<f{x),g,{x)^gi{x). (4.44) 
From the hypothesis on / and gj, together with (4.44) we have 
F{x,x;s/f{x))<-p'd^{x,x). (4.45) 
F{x,x-^gj{x))<-p^d'{x,x). (4.46) 
Multiplying (4.45) and (4.46) by u and Vi respectively, we get 
uF{x,X]Sjf{x)) < —up^(f{x,x), 
viF{x,x\\/gi{x)) ^ -vip^d'^{x,x). 
Using sublinearity of F, we summarize to get 
F{x,x\u\j f{x)-\-v\j g{x)) = F{x,X]U\/f{x)^^viS/gi{x)) 
^ uF{x,x]\/J{x))+viF{x,x]\/gi{x)) 
< -{up^ + Vip'^)d'^{x, x) 
< 0. 
Therefore, 
us/ f{x) + vS7g{x)^0, 
a contradiction to (4.41). Hence x is an efficient solution of (MP). 
In our final sufficiency result below, we invoke the weak (F, p) -quasiconvexity 
of / and the sub-strictly (F,/9)-quasiconvexity of ^/. 
Theorem 4.12. Suppose that there exists a feasible sulution x for (MP) 
and vectors u E R'' and v 6 R"^ satisfying 
uVf{x) + vs/g{x) = 0, (4.47) 
vg{x) = 0, (4.48) 
{u,v)>0,vi>0. (4.49) 
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If / is weak (F,/9^)-quasiconvex, gj is sub-strictly (F, p^)-pseudoconvex at 
X e X with up^ + vjp^ ^ 0, then x is an efficient solution for (MP). 
Proof. Assume that x is not an efficient solution for (MP). Then there 
exists axi X E X such that 
f{x)<f{x),gj{x)<gi{x). (4.50) 
By the weak (F, /9^)-quasiconvexity of/, the sub-strictly {F, p^)-pseudoconvexity 
oi gi at X ^ X, and from (1) we obtain 
F{x,x-sjf{x))<-p'd''{x,x). (4.51) 
F{x,x-sjgi{x)) < -p''d?{x,x). (4.52) 
Multiplying (4.51) and (4.52) by u and Vi respectively, we get 
uF{x,x\Sjf[x)) ^ —up^d^{x,x)^ 
ViF{x,x;\/gi{x)) < -Vip'^d'^{x,x). 
Using sublinearity of F, we summarize to get 
F{x,x]us; f{x)-^v\/g{x)) = F{x,x\u\/J{x)+vi\j gi{x)) 
^ uF{x,x\\jf{x)) + ViF{x,x]\/g,{x)) 
< —{up^+vip'^)d^{x,x) 
< 0. 
Therefore, 
uy f{x)+v\/g{x):^0, 
a contradiction to (4.47). Hence x is an efficient solution of (MP). 
We can also prove Theorem 4.12 by replacing the assumption that gi is 
sub-strictly {F, p)-pseudoconvex with the assumption that gj is strictly (F, p)-
pseudoconvex and relaxing the condition Vj > 0 to the condition t*/ > 0 only. 
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