Методи, моделі та засоби обробки мультимодальних даних цифрових двійників досліджуваних об’єктів by Сулема, Євгенія Станіславівна
Національний технічний університет України 
«Київський політехнічний інститут імені Ігоря Сікорського» 
Міністерство освіти і науки України 
 
 
Кваліфікаційна наукова праця 
на правах рукопису 
 
 
СУЛЕМА ЄВГЕНІЯ СТАНІСЛАВІВНА 
 
УДК 004.62 : 004.043 
 
ДИСЕРТАЦІЯ 
МЕТОДИ, МОДЕЛІ ТА ЗАСОБИ ОБРОБКИ МУЛЬТИМОДАЛЬНИХ 
ДАНИХ ЦИФРОВИХ ДВІЙНИКІВ ДОСЛІДЖУВАНИХ ОБ’ЄКТІВ 
 
Спеціальність 01.05.03 – математичне та програмне забезпечення 
обчислювальних машин і систем 
 
 
Подається на здобуття наукового ступеня доктора технічних наук 
 
Дисертація містить результати власних досліджень. 
Використання ідей, результатів і текстів інших авторів 
мають посилання на відповідне джерело 
 
    __________________________  Є. С. Сулема 
 
 
Науковий консультант  Дичка Іван Андрійович,  
доктор технічних наук, професор 
 
 





Сулема Є. С. Методи, моделі та засоби обробки мультимодальних 
даних цифрових двійників досліджуваних об’єктів. На правах рукопису. 
Дисертація на здобуття наукового ступеня доктора технічних наук за 
спеціальністю 01.05.03 – математичне та програмне забезпечення 
обчислювальних машин і систем. Робота виконана на кафедрі програмного 
забезпечення комп’ютерних систем Національного технічного університету 
України «Київський політехнічний інститут імені Ігоря Сікорського» 
Міністерства освіти і науки України. Захист відбудеться у спеціалізованій 
вченій раді Д 26.002.02 при Національному технічному університеті 
України «Київський політехнічний інститут ім. Ігоря Сікорського», Київ, 
2020. 
Дисертацію присвячено вирішенню актуальної науково-технічної 
проблеми – підвищення ефективності обробки темпоральних 
мультимодальних даних в комп’ютерних системах.  
В рамках дисертаційного дослідження задача обробки темпоральних 
мультимодальних даних в комп’ютерних системах розглядається в 
контексті створення теоретичних основ та практичних інструментів для 
розроблення нового класу програмного забезпечення систем обробки 
темпоральних мультимодальних даних цифрових двійників досліджуваних 
об’єктів. Актуальність цього напряму досліджень пояснюється 
необхідністю подальшої інформатизації суспільства та застосування 
людино-центрованого підходу, що ґрунтується на поєднанні технології 
цифрових двійників і технології  мульсемедіа для вирішення широкого кола 
задач у ситуаціях, пов’язаних з ризиком або обмеженням можливості 
безпосередньої участі людини. Необхідність цього нового підходу наочно 
продемонстрована багатьма техногенними та екологічними катастрофами, 
що трапились протягом останніх десятиліть. Прикладами таких катастроф 
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є аварії на ЧАЕС, АЕС Фукусіма-1 (Японія), заводі хімічних відходів м. 
Кєльце (Польща) тощо. Ці та інші подібні ситуації, а також пандемія 
COVID-2019 свідчать, що в деяких випадках є необхідність у 
дистанційному форматі участі людини у вирішенні виробничих задач. При 
цьому в багатьох випадках є потреба у наданні людині (оператору, 
керівнику, користувачу тощо) всебічної інформації, що сприймається 
органами чуття людини, для забезпечення повноцінного заглиблення в 
ситуацію. Тому розроблення нового класу програмно-апаратних систем на 
основі технології цифрових двійників, технології  мульсемедіа, імерсійних 
технологій дозволить розширити можливості та підвищити ефективність 
людської діяльності в складних або нестандартних умовах. 
Оскільки цифровий двійник характеризується не лише технічними 
характеристиками або поведінковими даними, але й візуальною моделлю, 
то доцільно розвивати технологію цифрових двійників у взаємозв’язку з 
технологією мульсемедіа, яка передбачає оперування не лише 
аудіовізуальними даними, але й даними інших модальностей, які передають 
інші типи інформації, що сприймається органами чуття людини. Це 
дозволить синергетично посилити можливості обох технологій та 
сприятиме розробленню програмно-апаратних систем нового класу для 
вирішення людиною широкого кола задач у дистанційному форматі. 
Незважаючи на наявність достатньої кількості науково-технічних 
рішень на основі технології цифрових двійників, на сьогодні відсутній 
системний підхід до вирішення задачі створення цифрових двійників, який 
враховував би всі аспекти застосування цієї технології: від розроблення 
моделей та оброблення мультимодальних даних цифрового двійника до 
забезпечення конфіденційності інформації, яка характеризує 
досліджуваний об’єкт. Тому в роботі пропонується комплексний підхід до 
вирішення задачі розроблення програмного забезпечення систем 




Об’єктом дослідження є процеси обробки темпоральних 
мультимодальних даних. 
Предметом дослідження є методи обробки та моделі подання 
темпоральних мультимодальних даних у комп’ютерних системах. 
Метою дисертаційної роботи є підвищення ефективності обробки 
темпоральних мультимодальних даних у комп’ютерних системах. 
Результати дослідження викладено у п’яти розділах дисертації. 
У розділі 1 проаналізовано проблему подання та обробки 
темпоральних мультимодальних даних цифрових двійників досліджуваних 
об’єктів. Проаналізовано технологію цифрових двійників та програмне 
забезпечення, яке реалізує цю технологію для вирішення прикладних задач. 
Запропоновано людино-центрований підхід до відображення цифрових 
двійників за допомогою технології мульсемедіа. Проаналізовано існуюче 
програмне забезпечення для створення мульсемедійних застосунків та 
проблеми, пов’язані з його застосуванням для подання та обробки даних 
цифрових двійників. Запропоновані шляхи вирішення проблем подання та 
обробки даних цифрових двійників досліджуваних об’єктів. 
У розділі 2 запропоновано теоретичні основи подання темпоральних 
мультимодальних даних цифрового двійника для опису досліджуваного 
об’єкта. Як інструмент такого опису розроблено апарат алгебраїчної 
системи агрегатів. Характерною рисою запропонованої алгебраїчної 
системи є врахування порядку слідування елементів при виконанні 
операцій та введенням операцій впорядкування і спеціальних відношень 
(частотних, інтервальних) між елементами. Визначено операції та 
відношення між елементами запропонованої алгебраїчної системи, в тому 
числі нечітко визначеними. Запропоновано концепцію мультиобразу для 




Розділ 3 присвячено розробленню моделей подання та методів 
обробки темпоральних мультимодальних даних цифрового двійника 
досліджуваного об’єкта. Зокрема, розроблено метод створення 
мультиобразу досліджуваного об’єкта, який полягає в послідовному 
виконанні процедур формування структури даних, декомпозиції 
специфікації мультиобразу, підготовки темпоральних мультимодальних 
даних, об’єднанні, сортуванні та проріджуванні даних. Розроблено метод 
синхронізації мультиобразів, який полягає в виконанні процедур 
формування шаблону синхронізації, впорядкування мультиобразів, 
попарної синхронізації мультиобразів. Розроблено метод адаптивного 
ущільнення графічних даних цифрового двійника, який ґрунтується на 
застосуванні морфологічних операцій та визначенні областей інтересу. 
Розроблено метод конфіденційного зберігання даних цифрового двійника, 
особливістю якого є застосування процедури забезпечення 
конфіденційності даних залежно від категорії даних. Розроблено три моделі 
цифрового двійника: муксельну модель, часову зв’язну модель та 
багаторівневу онтологічну модель. Ці моделі дозволяють представляти 
досліджуваний об’єкт на різних рівнях абстракції. Муксельна модель 
призначена для подення деталізованої інформації про об’єкт дослідження. 
Часова зв’язна модель слугує для відображення об’єкта у динаміці зміни 
його стану. У багаторівневій онтологічній моделі досліджуваний об’єкт 
подається як композиція його складових. Комбінування цих моделей 
дозволяє представити об’єкт дослідження максимально повно. 
У розділі 4 представлено парадигму програмування мультиобразів 
для обробки темпоральних мультимодальних даних цифрових двійників, 
визначальною рисою якої є використання нової сутності – мультиобразу 
досліджуваного об’єкта як основного компонента обчислювального 
процесу,  що дозволяє спростити технологію розроблення програмного 
забезпечення систем обробки темпоральних мультимодальних даних 
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цифрових двійників досліджуваних об’єктів. Особливостями цієї 
парадигми є застосування апарату алгебраїчної системи агрегатів для 
обробки темпоральних мультимодальних даних; використання 
синхронізації та агрегації даних різних модальностей як основної складової 
моделі обчислень; орієнтація на застосування різнорідних джерел даних. 
Для реалізації парадигми програмування мультиобразів запропоновано 
базову модель обчислень та модель обчислень для технології цифрових 
двійників. Розроблено мову програмування ASAMPL для обробки структур 
темпоральних мультимодальних даних, представлено її синтаксис та 
семантику, а також продемонстровано застосування мови програмування 
ASAMPL для вирішення прикладних задач. 
Розділ 5 присвячено програмним системам для обробки 
темпоральних мультимодальних даних цифрових двійників досліджуваних 
об’єктів. Зокрема, розроблено архітектуру програмної системи обробки 
темпоральних мультимодальних даних цифрових двійників та 
запропоновано варіанти її використання для розроблення програмного 
забезпечення для галузі охорони здоров’я та освіти. Особливістю 
розробленої архітектури є забезпечення виконання дворівневої процедури 
синхронізації та агрегації темпоральних мультимодальних даних, що 
дозволяє підвищити ефективність обробки темпоральних мультимодальних 
даних та спростити процес розроблення прикладного програмного 
забезпечення систем обробки темпоральних мультимодальних даних. 
У додатках наведено інформацію про впровадження результатів 
дослідження (Додаток А) та інформацію про наукові публікації і апробацію 
отриманих результатів (Додаток Б). 
Ключові слова: прикладне програмне забезпечення, парадигма 
програмування, мова програмування, модель досліджуваного об’єкта, 





Sulema Ye. S. Methods, models, and means of researched objects digital 
twins multimodal data processing. On the rights of the Manuscript. 
The thesis for the degree of Doctor of technical sciences, specialty 
01.05.03 – Mathematical Support and Software of Computers and Systems. The 
work was performed at the Computer Systems Software Department of the 
National Technical University of Ukraine «Igor Sikorsky Kyiv Polytechnic 
Institute». The dissertation will be held at the specialized scientific council 
D 26.002.02 of the National Technical University of Ukraine «Igor Sikorsky 
Kyiv Polytechnic Institute», Kyiv, 2020. 
The dissertation is devoted to solving a topical scientific and technical 
problem which is the increasing of temporal multimodal data processing 
efficiency in computer systems. 
In the dissertation research, the problem of temporal multimodal data 
processing in computer systems is considered in the context of creating 
theoretical and practical bases for the development of a new class of software for 
processing temporal multimodal data of digital twins of researched objects. This 
area of research is topical due to the need for further digitalization of human 
activities and the use of human-centred approach based on a combination of 
digital twins technology and mulsemedia technology to solve a wide range of 
problems in situations involving risk or limiting direct human participation. The 
necessity for this new approach is clearly demonstrated by the many 
anthropogenic and environmental catastrophes which have occurred in recent 
decades. Examples of such catastrophes are the Chernobyl disaster, the 
Fukushima-1 nuclear power plant accident (Japan), the Kielce chemical waste 
plant accident (Poland), etc. These and other similar situations as well as the 
COVID-2019 pandemic indicate that in some cases there is a need for a remote 
format of human participation in solving work problems. At the same time, in 
many cases there is a need to provide a person (operator, manager, user, etc.) with 
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comprehensive information perceived by the human senses to ensure a full 
immersion in the situation. Therefore, the development of a new class of software 
and hardware systems based on digital twins technology, mulsemedia 
technology, immersion technologies will expand the capabilities and increase the 
efficiency of human activities in complicated or non-standard conditions. 
Since the digital twin is characterized not only by technical characteristics 
or behavioural data, but also by a visual model, it is advisable to develop digital 
twins technology in conjunction with mulsemedia technology which involves 
operating not only audio-visual data, but also data of other modalities that 
represent other types of information perceived by the human senses. This will 
synergistically strengthen the capabilities of both technologies and promote the 
development of software and hardware systems of a new class to solve a wide 
range of problems in a remote format. 
Despite the availability of a sufficient number of scientific and technical 
solutions based on digital twins technology, today there is no systematic approach 
to solving the problem of creating digital twins which would take into account all 
aspects of applicating this technology: from model development and of 
multimodal digital twins data processing to ensuring confidentiality of 
information which characterizes the researched object. Therefore, the dissertation 
proposes a comprehensive approach to solving the problem of software 
development for systems of processing temporal multimodal data of digital twins 
of researched objects. 
The object of the research is the processes of temporal multimodal data 
processing. 
The subject of the research is the methods of processing and models of 
representation of temporal multimodal data in computer systems. 
The purpose of the dissertation is to increase the efficiency of processing 
temporal multimodal data in computer systems. 
The results of the research are presented in five sections of the dissertation. 
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Section 1 analyses the problem of presenting and processing temporal 
multimodal data of digital twins of researched objects. Both the digital twins 
technology and the software which implements this technology for solving 
applied problems are analysed. A human-centred approach to the representation 
of digital twins using mulsemedia technology is proposed. Both existing software 
for creating mulsemedia applications and problems related to its use for 
presenting and processing data of digital twins are analysed. The ways of solving 
the problems of presentation and data processing of digital twins of researched 
objects are proposed. 
Section 2 presents the theoretical basis for representing the temporal 
multimodal data of a digital twin to describe the researched object. The apparatus 
of the algebraic system of aggregates is developed as a tool for such a description. 
A characteristic feature of the proposed algebraic system is consideration of the 
elements order when performing operations as well as the introduction of 
ordering operations and special relations (frequency, interval) between the 
elements. The operations and relations between the elements of the proposed 
algebraic system, including fuzzy elements, are defined. The concept of a multi-
image is proposed for the formal specification of digital twin models and the 
description of the researched object. 
Section 3 presents the models of representation and methods of processing 
the temporal multimodal data of a digital twin of the researched object. In 
particular, a method for creating multi-image of the researched object is 
developed; it consists in the sequential implementation of procedures for the data 
structure forming, the multi-image specification decomposition, temporal 
multimodal data preparing, data fusion, sorting, and singling. A method for multi-
images synchronization is developed; it consists in the implementation of 
procedures for synchronization template forming, multi-images ordering, and 
pairwise synchronization of multi-images. A method for digital twin graphical 
data adaptive compression is developed; it is based on the application of 
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morphological operations and defining regions of interest. A method of 
confidential storage of digital twin data is developed; the distinguishing feature 
of this method is the application of the data protection procedure depending on 
the data category. Three digital twin models are developed: the muxel model, the 
temporal linked model, and the multilevel ontological model. These models allow 
to represent the object at different levels of abstraction. The muxel model is 
designed to provide detailed information about the researched object. The 
temporal linked model is used to represent the object in the dynamics of changes 
in its state. In a multilevel ontological model, the researched object is represented 
as a composition of its components. Combining these models enables 
representation of the researched object as completely as possible. 
Section 4 presents the paradigm of multi-images programming for digital 
twins temporal multimodal data processing; its distinguishing feature is the use 
of a new entity – a multi-image of the researched object as the main component 
of the computational process that allows to simplify the technology of software 
development for systems of processing temporal multimodal data of digital twins 
of researched objects. Features of this paradigm are the use of the apparatus of 
the algebraic system of aggregates for processing temporal multimodal data; the 
use of data synchronization and aggregation of different modalities as the main 
component of the computational model; the focus on the use of heterogenous data 
sources. To implement the multi-image programming paradigm, a basic 
computational model and a computational model for digital twins technology are 
proposed. The ASAMPL programming language for processing temporal 
multimodal data structures is developed; its syntax and semantics are presented, 
and the application of the ASAMPL programming language for solving applied 
problems is demonstrated. 
Section 5 deals with software systems for processing temporal 
multimodal data of digital twins of the researched objects. In particular, the 
architecture of the software system for processing temporal multimodal data of 
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digital twins is proposed and the options of its use for the development of software 
for the area of health care and distance education are demonstrated. A feature of 
the developed architecture is the use of a two-level procedure for synchronization 
and aggregation of temporal multimodal data. The proposed approach provides 
efficient processing temporal multimodal data as well as it enables both reducing 
programming man-hours and simplifying the process of applied software 
development for systems of processing temporal multimodal data. 
The appendices provide information on the implementation of the research 
results (Appendix «А») and information on scientific publications and 
approbation of the obtained results (Appendix «Б»). 
Key words: applied software, programming paradigm, programming language, 
researched object model, temporal multimodal data, digital twin, mulsemedia. 
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ПЕРЕЛІК УМОВНИХ ПОЗНАЧЕНЬ ТА СКОРОЧЕНЬ 
 
AutomationML  – Automation Markup Language (мова автоматичної 
розмітки) 
B2MML – Business-to-Manufacturing Markup Language (мова 
розмітки зв’язку між бізнесом та виробництвом) 
DTDL  – Digital Twins Definition Language (мова визначення 
цифрових двійників) 
EBNF – Extended Backus-Naur Form (розширена форма Бекуса-
Наура) 
EOF – End of File (маркер кінця файлу даних) 
FMO – Fuzzy Max Order (метод визначення нечіткого порядку) 
JSON – JavaScript Object Notation (текстовий формат файлу для 
обміну даними) 
JSON-LD – JSON for Linked Data (формат JSON для зв’язних даних) 
LZW – Lempel-Ziv-Welch (метод Лемпеля-Зіва-Велча) 
LSB  – Less Significant Bit (найменш значущі біти) 
MSB  – Most Significant Bit (найбільш значущі біти) 
Multimedia – Multiple Media (мультимедіа –  технологія, що передбачає 
використання у комп’ютерних системах візуальної 
(графічної, текстової) та акустичної інформації) 
Mulsemedia – Multiple Sensorial Media (мульсемедіа –  
людиноцентрована технологія, що передбачає 
використання у комп’ютерних системах всіх видів 
інформації, що сприймаються органами чуття людини) 
MVPL – Microsoft Visual Programming Language (мова візуального 
програмування Майкрософта) 
NCL  – Nested Context Language (вкладена контекстна мова – 
спеціалізована мова програмування для розроблення 
гіпертекстових застосунків) 
OpenGL – Open Graphics Library (відкрита графічна бібліотека) 
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PVO – Possibilistic Variation Order (метод ймовірнісного 
встановлення нечіткого порядку) 
RGB – Red-Green-Blue (колірна модель) 
RLE – Run Length Encoding (метод групового кодування) 
QoS  – Quality of Service (якість обслуговування)  
QoE – Quality of Experience (якість користувацького досвіду) 
SMIL  – Synchronized Multimedia Integration Language (мова 
інтеграції синхронізованого мультимедійного контенту) 
STL – Stereolithography (формат файлу для подання моделей, що 
виготовлятимуться шляхом тривимірного друку) 
XML – Extensible Markup Language (розширювана мова 
розмітки) 
XSD  – XML Schema language (мова схем XML) 
АК – алгебра кортежів 
АСА – алгебраїчна система агрегатів 
БП – базове правило синхронізації 
НП – правило нечіткої синхронізації 
ТМ – теорія множин 
ТММ – теорія мультимножин 
ТЧР – теорія часових рядів 
УП – універсальне правило синхронізації 






Актуальність роботи. Сучасний стан розвитку науки, техніки та 
суспільства характеризується кількома тенденціями, які демонструють 
взаємний вплив. Одна з цих тенденцій, яка пов’язана з розвитком 
інформаційного суспільства, полягає у подальшій діджиталізації людської 
діяльності. Інформаційні технології та комп’ютерна техніка 
використовуються практично в усіх сферах діяльності, з’являються нові 
галузі їх застосування, рівень впровадження інформаційно-комунікаційних 
технологій поглиблюється, всі більше функцій, які були прерогативою 
людини, покладаються на обчислювальну техніку. Інша тенденція, яка 
пов’язана з розвитком науки і техніки, полягає у появі нових технологій та 
технічних засобів, які роблять можливим людино-центрований підхід до 
розроблення програмно-апаратного забезпечення, більшу адаптацію 
людино-машинних інтерфейсів до потреб користувачів, підвищення рівня 
ергономічності програмних продуктів тощо. Все це створює принципово 
нові можливості для подання та обробки у комп’ютерних системах 
інформації про об’єкти реального світу, з якими людина взаємодіє у 
виробничій, освітній та повсякденній діяльності. 
Водночас, упродовж останніх десятиліть людство стикається з 
новими викликами, які виникають через техногенні катастрофи, природні 
катаклізми та епідемії, як-то Чорнобильська катастрофа, аварії на АЕС 
Фукусіма-1 (Японія), заводі хімічних відходів м. Кєльце (Польща), 
виверження вулкана Ейяф'ятлайокютль (Ісландія), пандемія COVID-2019 
тощо. Ці та інші подібні приклади наочно продемонстрували, що в деяких 
ситуаціях виникає необхідність у дистанційному форматі участі людини у 
вирішенні виробничих задач. При цьому в багатьох випадках є потреба у 
наданні людині (оператору, керівнику, користувачу тощо) всебічної 
інформації, що сприймається органами чуття людини, для забезпечення 
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повноцінного заглиблення в ситуацію. Тому розроблення нового класу 
програмно-апаратних систем на основі технології цифрових двійників, 
технології  мульсемедіа, імерсійних технологій дозволить розширити 
можливості та підвищити ефективність людської діяльності в складних або 
нестандартних умовах. 
Технологія цифрових двійників розроблена фахівцями Національного 
агентства з аеронавтики та дослідження космічного простору США для 
інженерії та виробництва, але основна її ідея може бути адаптована для 
інших галузей людської діяльності. Оскільки цифровий двійник 
характеризується не лише технічними характеристиками або 
поведінковими даними, але й візуальною моделлю, то доцільно розвивати 
технологію цифрових двійників у взаємозв’язку з технологією мульсемедіа, 
яка передбачає оперування не лише аудіовізуальними даними, але й даними 
інших модальностей, які передають інші типи інформації, що сприймається 
органами чуття людини.  
Спільне застосування технології цифрових двійників та технології 
мульсемедіа дозволить синергетично посилити можливості обох технологій 
та сприятиме розробленню програмно-апаратних систем нового класу для 
вирішення людиною широкого кола задач у дистанційному форматі у 
ситуаціях, пов’язаних з ризиком або обмеженням можливості 
безпосередньої участі людини. 
Незважаючи на наявність достатньої кількості науково-технічних 
рішень на основі технології цифрових двійників, на сьогодні відсутній 
системний підхід до вирішення задачі створення цифрових двійників, який 
враховував би всі аспекти застосування цієї технології: від розроблення 
моделей та оброблення мультимодальних даних цифрового двійника до 
захисту інформації, яка характеризує досліджуваний об’єкт. Тому в роботі 
пропонується комплексний підхід до розроблення програмного забезпечення 
систем, що ґрунтуються на основі технології цифрових двійників. 
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Зв’язок роботи з науковими програмами, планами, темами. 
Дослідження, представлені у дисертації, проводились в рамках 
держбюджетних науково-дослідних робіт Національного технічного 
університету України «Київський політехнічний інститут імені Ігоря 
Сікорського» «Математичні та програмні методи оброблення 
мультимодальних даних моніторингу медико-біологічних об’єктів для 
діагностики стану здоров’я пацієнтів» (номер державної реєстрації 
0120U102134) та «Розроблення та дослідження методів оброблення, 
розпізнавання, захисту та зберігання медичних зображень в розподілених 
комп’ютерних системах» (номер державної реєстрації 0117U004267); 
ініціативної науково-дослідної роботи «Методи та засоби обробки, захисту 
та пошуку мультимедійних даних у комп’ютерних системах та мережах» 
(реєстраційний номер 0114U003948); міжнародного наукового проєкту 
«Future eHealth powered by 5G» (номер державної реєстрації 0118U100449); 
проєкту програми Horizon2020 «Approximation Methods for Molecular 
Modelling and Diagnosis Tools» (реєстраційний номер 645672); проєкту 
програми FP7 «EU-Ukrainian Mathematicians for Life Sciences» 
(реєстраційний номер 295164). 
Мета і завдання дослідження. Метою дисертаційної роботи є 
підвищення ефективності обробки темпоральних мультимодальних даних у 
комп’ютерних системах. 
Задачі дослідження. 
1. Дослідити можливість та доцільність спільного застосування 
технології цифрових двійників та технології мульсемедіа для подання та 
обробки темпоральних мультимодальних даних досліджуваних об’єктів. 
2. Розробити метод створення мультиобразу досліджуваного об’єкта 
для формальної специфікації моделей цифрового двійника. 
3. Розробити метод синхронізації мультиобразів, в тому числі, із 




4. Розробити апарат алгебраїчної системи агрегатів для формального 
опису досліджуваного об’єкта. 
5. Розробити моделі цифрового двійника для комплексного подання 
інформації про досліджуваний об’єкт на різних рівнях абстракції. 
6. Розробити парадигму програмування та моделі обчислень для 
забезпечення ефективної обробки темпоральних мультимодальних даних та 
спрощення процесу розроблення програмного забезпечення систем 
обробки даних цифрових двійників досліджуваних об’єктів. 
7. Розробити спеціалізовану мову програмування для обробки 
темпоральних мультимодальних даних цифрового двійника 
досліджуваного об’єкта. 
8. Розробити архітектуру програмної системи для обробки 
темпоральних мультимодальних даних цифрових двійників та дослідити 
можливість її застосування для вирішення прикладних задач у галузі 
охорони здоров’я та у галузі освіти. 
Об’єкт дослідження – процеси обробки темпоральних 
мультимодальних даних. 
Предмет дослідження – методи обробки та моделі подання 
темпоральних мультимодальних даних у комп’ютерних системах. 
Методи дослідження. Для розв’язання поставлених задач 
використовуються основні положення: теорії алгоритмів та теорії 
програмування – для розроблення парадигми програмування, моделей 
обчислень та мови програмування; нечіткої логіки – для подання нечітких 
значень у алгебраїчній системі агрегатів; інтервальної алгебри Аллена – для 
формалізації відношень дискретних інтервалів; методів комп’ютерної 
графіки, теорії інформації і кодування – для розроблення методу 
адаптивного ущільнення графічних даних; методів захисту даних – для 
розроблення методу подання мультимодальних конфіденційних даних 
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цифрових двійників; теорії програмних систем та методів системного 
аналізу – для розроблення архітектури програмних систем обробки 
темпоральних мультимодальних даних цифрових двійників. 
Наукова новизна одержаних результатів.  
Дістали подальший розвиток основи побудови програмного 
забезпечення систем обробки темпоральних мультимодальних даних 
цифрових двійників досліджуваних об’єктів. 
1. Уперше для формальної специфікації моделей цифрового 
двійника розроблено метод створення мультиобразу досліджуваного 
об’єкта, який полягає в послідовному виконанні процедур формування 
структури даних, декомпозиції мультиобразу на набір часткових 
мультиобразів, підготовки темпоральних мультимодальних даних, 
об’єднанні, сортуванні та проріджуванні даних, що дає змогу розробляти 
універсальне програмне забезпечення систем обробки даних цифрових 
двійників досліджуваних об’єктів. 
2. Уперше розроблено метод синхронізації мультиобразів, який 
ґрунтується на застосуванні інтервальних відношень, виконанні правил 
синхронізації, в тому числі нечіткої, а також процедур формування шаблону 
синхронізації, впорядкування мультиобразів, попарної синхронізації 
мультиобразів, що робить можливим виконання консолідованої обробки 
інформації, яка надходить від довільної кількості досліджуваних об’єктів. 
3. Уперше для опису досліджуваного об’єкта розроблено 
алгебраїчну систему, що задається трьома множинами – множиною 
елементів (агрегатів), множиною операцій та множиною відношень, яка 
відрізняється від існуючих врахуванням порядку слідування елементів при 
виконанні операцій, введенням операцій впорядкування та спеціальних 
відношень (частотних, інтервальних) між елементами, що дає змогу 
спростити алгоритмічно-програмне забезпечення систем обробки 
темпоральних мультимодальних даних, в тому числі нечітко визначених. 
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4. Уперше для подання темпоральних мультимодальних даних 
цифрового двійника досліджуваного об’єкта розроблено моделі цифрового 
двійника – муксельну модель, часову зв’язну модель та багаторівневу 
онтологічну модель, що уможливлює використання різних рівнів абстракції 
для отримання комплексного опису досліджуваного об’єкта. 
5. Уперше розроблено парадигму програмування, визначальною 
рисою якої є використання нової сутності – мультиобразу досліджуваного 
об’єкта як основного компонента обчислювального процесу,  що дозволяє 
спростити процес розроблення програмного забезпечення систем обробки 
темпоральних мультимодальних даних цифрових двійників досліджуваних 
об’єктів. 
6. Уперше розроблено мову програмування ASAMPL (Algebraic 
System of Aggregates, Multimodal Processing Language), яка реалізує 
новорозроблену парадигму програмування, і спеціалізовані команди якої 
оперують мультиобразами та їх компонентами, що дає змогу отримувати 
програмний код з поліпшеними метриками. 
7. Уперше запропоновано архітектуру програмної системи для 
обробки темпоральних мультимодальних даних цифрових двійників, 
особливістю якої є використання дворівневої процедури синхронізації та 
агрегації даних, що дозволяє спростити процес розроблення прикладного 
програмного забезпечення систем обробки темпоральних мультимодальних 
даних. Запропонована архітектура може бути основою для розроблення 
програмного забезпечення медичних діагностичних систем, а також 
онлайн-лабораторій та імерсійних середовищ у галузі освіти. 
Практичне значення одержаних результатів. Одержані результати 
можуть бути застосовані для створення нового класу програмного 
забезпечення на основі технології цифрових двійників, зокрема, для 
розроблення медичних експертних систем нового покоління з розширеними 
можливостями щодо обробки та аналізу даних медичної діагностики, для 
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розроблення систем дистанційного навчання на основі технології цифрових 
двійників та технології мульсемедіа.  
Теоретичні та практичні результати роботи впроваджено у 
Національній медичній академії післядипломної освіти імені П. Л. Шупіка 
(акт про впровадження від 12.12.2019 р.), ТОВ «Відео Інтернет Технології» 
(акт про впровадження від 18.12.2019). 
Особистий внесок здобувача. Всі основні результати 
дисертаційного дослідження, які представлені до захисту, одержані 
автором особисто.  
У працях, опублікованих у співавторстві, особистий внесок здобувача 
є наступним: [1, 12, 13, 72] – розроблено методи обробки темпоральних 
мультимодальних даних та апарат алгебраїчної системи агрегатів; [2, 4, 6] – 
розроблено парадигму програмування мультиобразів, моделі обчислень, 
синтаксис та семантику мови програмування ASAMPL; [5, 26] – розроблено 
моделі подання темпоральних мультимодальних даних; [7, 9, 10, 14, 15, 17, 
22, 24, 27, 28, 30–32, 35, 36, 43, 44, 47, 49, 51, 53, 59–62, 64, 65, 67] – 
розроблено методику обробки мультимедійних та мульсемедійних даних; 
[8, 16, 18–20, 23, 25, 29, 50, 54–57, 63, 71] – розроблено методику подання 
конфіденційних мультимодальних даних; [11, 33, 34, 37, 45, 46, 48, 52, 58, 
66] – розроблено архітектуру програмного забезпечення цифрових 
двійників; [38, 42] – виконано аналіз можливості застосування технології 
мульсемедіа. 
Решта робіт написані без співавторів. 
Апробація результатів дисертації. Основні положення та 
результати проведених у дисертаційній роботі досліджень доповідались та 
обговорювались на 31 міжнародній та всеукраїнській науково-технічній 
конференції: International Conference on Interactive Mobile Communication, 
Technologies and Learning IMCL2019, IMCL2017, IMCL2015 (Thessaloniki, 
Greece, 2019, 2017, 2015), International Conference on Interactive Collaborative 
34 
 
and Blended Learning ICBL2019 (Santiago de Cuba, Cuba, 2019), 24th 
International Conference «European Wireless» EW2018 (Catania, Italy, 2018), 
International Conference on Advanced Computer Information Technologies 
ACIT 2018 (Ceske Budejovice, Czechia, 2018), International Workshop on 
Multimedia Information and Communication Technologies Redžúr 2018, Redžúr 
2017, Redžúr 2016 (Bratislava, Slovakia, 2018, 2017, 2016), Symposium on 
Remote Engineering Virtual Instrumentation REV2018, REV2004 (Duesseldorf, 
Germany, 2018, Villach, Austria, 2004), International Symposium ELMAR-
2017, ELMAR-2016 (Zadar, Croatia, 2017, 2016), 23rd IEEE International 
Conference on Systems, Signals and Image Processing IWSSIP2016 (Bratislava, 
Slovakia, 2016), 3rd International Conference Health Technology Management 
HTM-2016 (Chisinau, Moldova, 2016), «AMMODIT and final EUMLS 
Workshop» (Hasenwinkel, Germany, 2016), International conference 
«Information Technology. Problems and Solutions» (Ufa, Russia, 2013), IEEE 
International Conference on Automation, Quality and Testing, Robotics AQTR 
2010 (Cluj-Napoca, Romania, 2010), IEEE International Conference East-West 
Design & Test International Symposium EWDTS'09 (Moscow, Russia, 2009), 
International Conference on Interactive Computer Aided Learning ICL2007, 
ICL2006, ICL2005 (Villach, Austria, 2007, 2006, 2005), International 
Conference Information Technologies for Rural Development (Jelgava, Latvia, 
2006), 10th International Netties Conference (St. Pölten, Austria, 2005), 6-й 
міжнародній науково-практичній конференції з сучасних проблем 
кодування, захисту й ущільнення інформації (Вінниця, Україна, 2017), 
міжнародній конференції «Актуальні проблеми комп’ютерних технологій» 
АПКТ-2014, АПКТ-2012, АПКТ-2011 (Хмельницький, Україна, 2014, 2012, 
2011), міжнародній науково-технічній конференції «Системний аналіз та 
інформаційні технології» SAIT 2011 (Київ, Україна, 2011), міжнародній 
науково-технічній конференції «Современные информационные и 
электронные технологии» (Одесса, Україна, 2009), ХVІ міжнародній 
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конференції з автоматичного управління «Автоматика-2009» (Чернівці, 
Україна, 2009). 
Публікації. Результати досліджень за тематикою дисертації 
опубліковано у 72 наукових працях. Основні наукові результати опубліковано 
у 26 наукових працях, з яких 1 монографія; 25 наукових статей (в тому числі 
6 наукових статей у закордонних виданнях, проіндексованих у 
наукометричній базі Scopus, з яких 4 статті в журналах 3-го квартіля (Q3) та 1 
стаття в журналі 4-го квартіля (Q4); 19 статей у наукових фахових виданнях 
України, в тому числі 1 стаття у журналі категорії А). Результати роботи також 
представлено у 7 статтях (в тому числі 1 стаття у іноземному виданні та 6 
статей опубліковано у наукових виданнях України) та у 39 матеріалах 
наукових та науково-технічних конференцій (в тому числі у 10 матеріалах 
закордонних наукових конференцій, що реферуються наукометричними 
базами Scopus та/або Web of Science, і у 29 матеріалах інших наукових 
конференцій в Україні та за кордоном). 
Структура дисертації. Дисертація складається зі вступу, п’яти 
розділів, висновків, списку використаних джерел, додатків. Робота містить 
277 сторінок основного тексту, 9 таблиць, 52 рисунки, 367 найменувань 





РОЗДІЛ 1. СУЧАСНИЙ СТАН ВИРІШЕННЯ ПРОБЛЕМИ 
ПОДАННЯ ТА ОБРОБКИ МУЛЬТИМОДАЛЬНИХ ДАНИХ 
ЦИФРОВИХ ДВІЙНИКІВ ДОСЛІДЖУВАНИХ ОБ’ЄКТІВ 
 
Задача дослідження фізичного об’єкта включає в себе декілька 
важливих підзадач, пов’язаних з отриманням даних про об’єкт 
дослідження, передньою обробкою цих даних, поданням даних у вигляді 
деякої сукупності (структури даних) та подальшою обробкою, логіка якої 
визначається дослідником залежно від мети дослідження. Спорідненими 
задачами, які можуть вирішуватись у рамках виконання дослідження 
об’єкта, є моделювання його стану, аналіз даних, які відображають 
характеристики об’єкта та визначають його поведінку, а також 
відображають зовнішні риси об’єкта в цілому та його складових частин. Для 
виконання цих та інших споріднених задач доцільно представляти 
отриманні від фізичного об’єкта дані у вигляді комплексної моделі, яку 
називають цифровим двійником (digital twin) [73]. Для виявлення проблем, 
що пов’язані з поданням та обробкою мультимодальних даних цифрових 
двійників досліджуваних об’єктів, проаналізуємо концепцію цифрового 
двійника, а також існуючі методи, моделі та програмні засоби, що 
використовується для вирішення науково-технічних задач, пов’язаних з 
дослідженням фізичного об’єкта. 
 
1.1. Концепція цифрового двійника досліджуваного об’єкта 
 
Технологія цифрових двійників реалізує відносно новий підхід  
[73–79] до подання у цифровій формі фізичного об'єкта чи процесу, його 
минулого, поточного і майбутнього стану, поведінки, характеристик, 
зовнішнього вигляду тощо. Відповідно до визначення, сформульованого 
авторами концепції цифрового двійника, Майклом Грівзом (Michael 
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Grieves) та Джоном Вікерсом (John Vickers), у роботі [73],  
цифровий двійник – це сукупність віртуальних інформаційних конструкцій 
(virtual information constructs), яка повністю описує фізичний об’єкт – від 
мікрорівня (рівень окремого елементу) до макрорівня (загальний вигляд, 
геометричне подання, загальні властивості об’єкта в цілому). Цифровий 
двійник являє собою модель фізичного об’єкта або процесу  
(фізичного двійника), яка якнайповніше відображає його характеристики у 
динаміці протягом певного періоду часу. Концепція цифрового двійника 
передбачає подання, обробку, маніпулювання усіма даними, що 
характеризують фізичного двійника, та отримання певних компонент цих 
даних по мірі виникнення потреби у них при вирішенні задач аналізу та 
прогнозування стану фізичного двійника, оптимізації процедур керування 
фізичним двійником тощо. 
Термін «digital twin», як такий, вперше згадувався у звіті 
Національного управління з аеронавтики і дослідження космічного 
простору США [80], де визначено, що цифровий двійник є інтегрованою 
мультифізичною (multiphysics), мультимасштабованою (multiscale), 
ймовірнісною симуляцією об’єкта дослідження (наприклад, літального 
апарата), яка використовує найкращі наявні моделі, що постійно 
вдосконалюються, дані, що безперервно надходять з давачів реального 
об’єкта та накопичуються, щоб відобразити життєвий цикл відповідного 
досліджуваного об’єкта – фізичного двійника. Цифровий двійник має 
забезпечувати реалістичність відображення фізичного двійника. 
Аналіз даних цифрового двійника дозволяє виявити аномалії 
поведінки складових фізичного двійника до виникнення аварійної ситуації 
у фізичному двійнику та, таким чином, вчасно запобігти виникненню 
надзвичайній ситуації. Наприклад, цифровий двійник літального апарату 
[80–83] інтегрує дані, що отримуються з давачів вбудованої системи, що 
знаходиться на борту фізичного двійника, містить дані про історію 
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обслуговування досліджуваного об’єкта, історію його аварійних ситуацій 
тощо. Таким чином, цифровий двійник є індивідуалізованою реалістичною 
віртуальною моделлю певного досліджуваного об’єкта – фізичного 
двійника. 
Цифровий двійник складається з візуальної моделі досліджуваного 
об’єкта та поведінкової моделі, що реалізовані на основі відповідних 
математичних моделей і моделей подання даних та забезпечують 
синхронізацію між віртуальною і реальною системою на рівні даних, що 
надходять із давачів, встановлених для постійного моніторингу 
досліджуваного об’єкта. 
З точки зору практичної реалізації цифровий двійник являє собою 
складну програмну систему, яка включає сховище даних та програмні 
модулі, що забезпечують отримання, обробку та візуалізацію даних.  
За призначенням розрізняють [73, 79] цифрові двійники двох 
основних типів: цифровий двійник-прототип (digital twin prototype) та 
цифровий двійник-екземпляр (digital twin instance). 
Цифровий двійник-прототип [73, 79] створюється для фізичного 
об’єкта, який ще не існує та буде створений після дослідження цифрового 
двійника. Він містить набори даних, необхідні для опису та створення 
фізичного двійника. Ці набори даних включають вимоги до фізичного 
двійника, тривимірну модель фізичного об’єкта, специфікацію матеріалів 
та компонентів, з яких він буде вироблений тощо. 
Цифровий двійник-екземпляр [73, 79] створюється для конкретного 
існуючого фізичного об’єкта, з яким цей цифровий двійник залишається 
пов'язаним протягом усього життєвого циклу або циклу дослідження 
фізичного двійника. 
Окрім цифрового двійника-прототипу та цифрового двійника-
екземпляру, розрізняють цифровий двійник-агрегат (digital twin aggregate) 
[73, 79], який отримується в результаті агрегації деякої сукупності 
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цифрових двійників-екземплярів та використовується для дослідження 
певного набору (класу) фізичних об’єктів, а не окремого досліджуваного 
об’єкта. 
Середовище цифрового двійника (digital twin environment) [73] – це 
сукупність програмного та програмно-апаратного забезпечення процесу 
дослідження одного або декількох фізичних об’єктів. Середовище 
цифрового двійника має дві основні функції. 
1. Передбачувальна функція. Цифровий двійник використовується для 
прогнозування майбутньої поведінки фізичного двійника. У випадку 
застосування цифрового двійника-прототипу прогнозування дозволяє 
проаналізувати різні варіанти реалізації фізичного двійника ще до його 
фізичного створення. У випадку застосування цифрового двійника-
екземпляру прогнозування має на меті передбачення можливих 
критичних ситуацій для фізичного двійника та моделювання розвитку 
стану фізичного двійника залежно від варіантів впливу (взаємодії, 
керування) на цей фізичний об’єкт або процес. 
2. Інформаційна функція. Використання цифрового двійника дозволяє 
отримати актуальну інформацію про досліджуваний об’єкт в цілому або 
про його конкретні характеристики. Ця функція є важливою для 
вирішення широкого кола дослідницьких задач. 
За рівнем інтеграції цифрового та фізичного двійників розрізняють 
[84] цифрову модель (digital model), цифрову тінь (digital shadow) та, власно, 
цифровий двійник (рис. 1.1). 
Цифрова модель (рис. 1.1а) – це цифрове подання існуючого або 
запланованого фізичного об'єкта, яке не використовує жодної форми 
автоматизованого обміну даними між фізичним об'єктом та цифровим 
об'єктом. Цифрова модель передбачає використання імітаційних моделей, 
математичних моделей або інших видів моделювання фізичного об'єкта, 
коли автоматична інтеграція даних відсутня. Цифрові дані існуючих 
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фізичних систем можуть використовуватися для розроблення таких 
моделей, але обмін даними здійснюється вручну. Зміна стану фізичного 
об'єкта не має прямого впливу на цифровий об'єкт і навпаки. 
 
 
Рис. 1.1. Інтеграція фізичного та цифрового об’єктів: (а) цифрова модель, 
(б) цифрова тінь, (в) цифровий двійник 
 
Цифрова тінь (рис. 1.1б) – це цифрове подання фізичного об'єкта, при 
якому передбачено автоматизований односторонній потік даних між 
існуючим фізичним об'єктом та цифровим об'єктом. Зміна стану фізичного 
об'єкта призводить до зміни стану цифрового об'єкта, але не навпаки. 
Цифровий двійник (рис. 1.1в) – це цифрове подання фізичного об'єкта, 
при якому потоки даних між існуючим фізичним об'єктом і цифровим 
об'єктом наявні в обох напрямках. Такий цифровий об'єкт може 
розглядатись як контрольний примірник фізичного об'єкта. Також можливе 
одночасне використання інших об'єктів, фізичних чи цифрових, які можуть 
викликати зміни стану в цифровому об'єкті. Зміна стану фізичного об'єкта 
безпосередньо призводить до зміни стану цифрового об'єкта і навпаки. 
Для дослідження фізичного об’єкта доцільно використовувати 
цифровий двійник типу «цифрова тінь». 
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За рівнем складності візуальної моделі цифрового двійника 
розрізняють [85] цифрові двійники чотирьох рівнів: підготовчій цифровий 
двійник (pre-digital twin), цифровий двійник, адаптивний цифровий двійник 
(adaptive digital twin) та інтелектуальний цифровий двійник (intelligent 
digital twin) (табл. 1.1). 
 






















































Для дослідження фізичного об’єкта може використовуватись 
цифровий двійник другого, третього та четвертого рівнів. 
Розглянемо існуючі методи, моделі та програмні засоби обробки 
мультимодальних даних цифрових двійників. 
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1.2. Аналіз методів, моделей та програмних засобів обробки 
мультимодальних даних  
 
Подальший розвиток концепції цифрового двійника можливий в 
кількох напрямках, зокрема, у напрямку застосування засобів штучного 
інтелекту та у напрямку переходу від графічного до мультимедійного та 
мульсемедійного подання досліджуваного об’єкта. В цьому 
дисертаційному дослідженні пропонується поєднання можливостей, що 
надають технологія цифрових двійників та технологія мульсемедіа. 
Проаналізуємо методи, моделі та програмні засоби обробки 
мультимодальних даних для кожної з цих технологій. 
 
1.2.1. Технологія цифрових двійників 
 
Переважна більшість досліджень [73–114], які опубліковані за 
тематикою цифрових двійників, присвячена загальним питанням щодо 
технології цифрових двійників, галузі її застосування, перевагам, які надає 
ця технологія, та організаційним питанням щодо її впровадження. Таке 
спрямування публікацій пояснюється тим, що цей напрям досліджень 
виник порівняно нещодавно, тому наукові роботи на цьому етапі 
зосереджені на вирішенні більш глобальних питань, що стосуються 
концепції цифрових двійників як такої. 
Тим не менш, деякі дослідники пропонують рішення більш 
конкретних, практично-орієнтованих наукових задач. 
Так, у роботах [86–88] представлено базову архітектуру програмної 
системи для обробки даних цифрового двійника. Архітектура, 




1. Програмний компонент, що реалізує інформаційну модель, яка надає 
абстрактну специфікацію технічних характеристик фізичного об'єкта. 
2. Програмний компонент, що реалізує механізм зв'язку між цифровим та 
фізичним двійниками.  
3. Програмний компонент, що реалізує процедури обробки, аналізу та 
пошуку мультимодальних даних для отримання актуальної інформації 
про фізичний двійник.  
4. Сховище пар «ключ-значення» [125], що призначене для зберігання 
даних цифрового двійника. 
Запропонована архітектура не передбачає компонента для візуалізації 
цифрового двійника. Результатом роботи такої програмної системи є лише 
аналітичні дані. 
У роботі [87] представлено базову архітектуру цифрового двійника 
для хмарних кібер-фізичних систем. Одним з компонентів запропонованої 
архітектури є інтелектуальний контролер взаємодії, що дозволяє динамічне 
переконфігурування кібер-фізичної системи. 
Автори роботи [88] пропонують узагальнену програмно-апаратну 
архітектуру цифрового двійника, яка складається з шістьох рівнів. Першим, 
найнижчим, рівнем є рівень фізичного об’єкта (фізичного двійника), на 
якому реєструються його характеристики за допомогою набору давачів та 
відбувається взаємодія з фізичним двійником за допомогою актуаторів. 
Другий рівень – це рівень локальних контролерів, які забезпечують 
специфічну функціональність цифрового двійника. Третім рівнем є рівень 
локальної бази даних. Четвертий рівень є комунікаційним, який забезпечує 
взаємодію локального та хмарного сховищ даних. П’ятий рівень – це 
хмарне сховище даних. Шостий, останній, рівень є рівнем, на якому 
відбувається емуляція (моделювання поточної поведінки) та симуляція 
(моделювання майбутньої або можливої поведінки) фізичного двійника. 
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Абстрактну модель цифрового двійника представлено у роботі [89]. 
Автори зазначають, що ця модель повністю описує фізичний двійник на 
концептуальному рівні протягом усього його життєвого циклу. Проте, 
запропонована абстрактна модель не передбачає подання деталізованої 
інформації про фізичний об’єкт. 
У роботі [90] запропоновано базову модель цифрового двійника, яка 
призначена для аналізу та моделювання виробничих процесів. Вона 
складається з чотирьох рівнів: рівня фізичного простору виробничого 
процесу, рівня комунікаційної системи, рівня цифрового двійника та рівня 
користувацького простору. Програмна система для реалізації цифрового 
двійника включає модуль керування, модуль симуляції, модуль 
передбачення і виявлення аномалій, а також модуль збереження даних 
(хмарне сховище). Недоліком запропонованої моделі є неможливість її 
використання для інших галузей застосування цифрових двійників. 
Збереження даних цифрового двійника може виконуватись у форматі 
AutomationML [91], що запропоновано у роботі [92]. Цей формат 
ґрунтується на форматі XML [126] та дозволяє зберігати дані моделей 
промислових об’єктів. Об’єкт подіється у вигляді ієрархії його складових. 
Отримана модель може бути використана для обміну даними між 
компонентами програмної платформи. 
Іншим форматом, який може застосовуватись для збереження даних 
моделей промислових об’єктів є B2MML [127]. Цей формат також 
ґрунтується на форматі XML, а також стандарті IEC/ISO 62264 [128]. 
B2MML складається з набору схем XML, написаних за допомогою мови 
XSD [129]. 
Дослідження, представлені в [93, 94], присвячені створенню 
візуальних моделей цифрових двійників. Автори демонструють рішення 
цієї задачі на прикладі створення цифрового двійника мікро-виробничого 
блока (micro manufacturing unit) [93] та цифрового двійника вертикального 
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фрезерного верстата (vertical milling machine) [94]. Для отримання 
візуальної моделі пропонується використовувати програмну платформу 
SolidWorks [130]. Створена модель [94] може бути збережена у форматі STL 
[131], що дозволяє виконувати візуалізацію не лише на екрані монітору, а 
також у вигляді виготовленої шляхом тривимірного друку пластикової 
моделі. Візуалізація програмним шляхом виконується за допомогою 
бібліотеки OpenGL [132]. Моніторинг характеристик фізичного двійника 
виконується за допомогою набору давачів, дані з яких надходять для 
зберігання у локальне сховище даних – базу даних PostgreSQL [133]. 
Віддалений доступ до даних відбувається через мережу Інтернет. 
Мультимодальний набір даних для цифрового двійника вертикального 
фрезерного верстата [94] включає дані про вібрацію, прискорення, а також 
електричні характеристики (сила току, споживання енергії). Обробка 
темпоральних мультимодальних даних у цьому досліджені має на меті 
передбачення ступеню якості механічної обробки деталей за допомогою 
верстата. Для досягнення цієї мети у роботі [94] пропонується відповідна 
математична модель. 
В роботі [95] пропонується візуалізація цифрового двійника засобами 
доповненої реальності, які використовуються у промислових системах 
візуалізації [96–101]. Така візуалізація передбачає накладання на 
зображення фізичного об’єкта допоміжних зображень та/або текстових 
даних, які пояснюють людині-оператору сутність роботи з цим об’єктом, 
надають довідкову інформацію, попередження про правила безпеки тощо. 
Запропонований у роботі підхід не передбачає використання для 
відображення цифрового двійника даних інших модальностей. 
Автори робот [102, 103] концептуально вирішують проблему 
синхронізації цифрового та фізичного двійників за допомогою вузлових 
точок. Зокрема, запропонований у роботі [103] метод дозволяє забезпечити 
зв’язок між різними моделями промислового об’єкта для коректної 
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візуалізації цифрового двійника. Цей метод не може бути застосований для 
цифрового подання об’єктів іншої природи, наприклад, медико-біологічних 
об’єктів. 
У роботі [104] автори розглядають фактори  ризику  експлуатації  
механізмів, які діагностовано за допомогою цифрового двійника. Також 
наведено  основні  помилки  при  проведенні  діагностики  з використанням 
цифрових двійників. 
Автор роботи [105] пропонує модель «розумного вагона», яка 
передбачає використання архітектури програмної системи, що включає 
підсистему рівня фізичних об’єктів, мережеву підсистему, підсистему 
хмарної інфраструктури та підсистему шлюзів. Обробка аналітичних даних, 
що надходять від давачів, є двоетапною. На першому етапі обробка даних 
виконується у реальному часі за допомогою мікропроцесорів. На другому 
етапі відбувається інтелектуальна обробка даних за допомогою алгоритмів 
штучного інтелекту та нечіткої логіки. 
Аналіз цих та інших літературних джерел [73–114] дозволяє 
стверджувати про відсутність усталених теоретичних основ розроблення 
цифрових двійників, що пояснюється тим, що цей науковий напрям 
знаходиться на початку свого розвитку. Існуючі підходи не є 
універсальними, а мають прикладний характер та вирішують задачу 
створення цифрового двійника для конкретного застосування. 
Розглянемо програмні продукти [115–124], що можуть бути 
застосовані для реалізації технології цифрових двійників. 
Прикладом програмної платформи, що частково підтримує 
технологію цифрових двійників, є IBM® Watson™ IoT Platform [115]. Це 
програмне забезпечення дозволяє отримувати дані про об’єкт моніторингу 
від набору давачів. Підтримуються декілька форматів даних, в тому числі 
JSON [134], текстовий формат та формат для збереження геопросторових 
даних. У програмній платформі передбачено три варіанти збереження 
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даних. Дані, що отримуються від давачів у реальному часі,  зберігаються у 
NoSQL базі даних [135]. Дані, які потребують аналізу, зберігаються у 
хмарному сховищі, організованому за технологією Data Lake [136, 137]. 
Дані, що потребують зберігання тривалий час, зберігаються у хмарному 
сховищі об’єктів [138]. Водночас, у архітектурі цієї програмної платформі 
не передбачено компонент для формування та відображення цифрового 
двійника. 
Програмне забезпечення Seebo Digital Twin [116] розроблене для 
підтримки застосування технології цифрових двійників у галузі 
виробництва. Воно призначене для моделювання роботи технологічної 
ліній, зокрема, дозволяє створювати графічні прототипи промислових 
продуктів та виконувати симуляцію їх виробництва для виявлення слабких 
місць у технологічному процесі. Проте, дане програмне забезпечення має 
обмежені можливості щодо зв’язку з фізичним двійником. Крім того, воно 
призначене для використання лише у галузі виробництва. 
Створення візуальних симуляційних моделей цифрових двійників 
[117, 118] для промислових застосунків може виконуватись за допомогою 
спеціалізованого програмного забезпечення компанії Simio [119]. Для 
створення візуальної моделі може бути використана стандартна бібліотека 
об’єктів. Для симуляції цифрового двійника використовується редактор, 
який дозволяє призначати операції, для яких виконуватиметься симуляція, 
час виконання симуляції, зв’язок з іншими віртуальними об’єктами тощо. 
Для опису властивостей фізичного двійника у програмній системи 
визначено близько 50 типів даних, включаючи типи даних для опису 
елементів (матеріал, стан тощо) та типи даних для опису об’єктів (сутність, 
ресурс, вузол тощо). Галуззю застосування цього програмного продукту є 
промисловість. 
Найбільш розвинуті можливості для створення цифрових двійників 
надає платформа Microsoft Azure Digital Twins [120]. Для опису моделей 
цифрових двійників використовується мова DTDL [139], яка ґрунтується на 
використанні формату JSON [134], а саме формату JSON-LD [140]. 
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Для визначення поведінки цифрових двійників у мові DTDL 
визначено п’ять класів метамоделі: Telemetry, Property, Command, 
Relationship та Component. Клас Telemetry описує дані, що ґенеруються 
давачами. Клас Property описує стан цифрового двійника та його 
синхронізацію з іншими компонентами розподіленої системи. Клас 
Command описує функцію або операцію, що може бути виконана цифровим 
двійником. Клас Relationship описує зв’язок цифрового двійника з іншими 
цифровими двійниками (зв'язок між інтерфейсами). Клас Component описує 
вміст, який є частиною інтерфейсу. 
Приклад програмного коду мовою DTDL, який визначає об’єкт 
«Телефон», наведено у лістингу 1.1. 
 
Лістинг 1.1 – Приклад програмного коду мовою DTDL [139] 
{   "@id": "dtmi:com:example:Phone;2", 
    "@type": "Interface", 
    "displayName": "Phone", 
    "contents": [ 
        { 
            "@type": "Component", 
            "name": "frontCamera", 
            "schema": "dtmi:com:example:Camera;3" 
        }, 
        { 
            "@type": "Component", 
            "name": "backCamera", 
            "schema": "dtmi:com:example:Camera;3" 
        }, 
        { 
            "@type": "Component", 
            "name": "deviceInfo", 
            "schema": 
"dtmi:azure:deviceManagement:DeviceInformation;2" 
        } 
    ], 




Для спрощення аналізу даних при створенні цифрового двійника 
можуть використовуватись анотації поведінки семантичного типу. 
Прикладами семантичних типів, що визначені у мові DTDL, які можна 
застосувати для анотування значень телеметрії та властивостей, є 
Acceleration (прискорення), Density (густина), Force (сила) тощо. 
Базовими операціями над цифровими двійниками є створення, 
модифікація та вилучення. Для виконання цих операцій можуть бути 
використані прикладні програмні інтерфейси DigitalTwins API двох рівнів: 
управлінського рівня та рівня даних [141]. Прикладні програмні інтерфейси 
управлінського рівня використовуються для управління екземпляром Azure 
Digital Twins в цілому, а саме, для його створення або вилучення. Прикладні 
програмні інтерфейси рівня даних використовуються для управління 
елементами в екземплярі Azure Digital Twins та включають такі категорії: 
DigitalTwinsModels, DigitalTwins, Query та EventRoutes. Інтерфейси 
категорії DigitalTwinsModels призначені для управління моделями 
екземпляра Azure Digital Twins. Інтерфейси категорії DigitalTwins 
дозволяють створювати, модифікувати та вилучати цифрові двійники у 
екземплярі Azure Digital Twins. Інтерфейси категорії Query призначені для 
пошуку наборів цифрових двійників. Категорія EventRoutes містить 
інтерфейси для маршрутизації даних. 
Для побудови цифрового двійника складного об’єкта (наприклад, 
конвеєрної лінії на виробництві) цифрові двійники окремих його 
компонентів можуть бути об’єднані за допомогою графової моделі. Для 
роботи з графовим поданням цифрового двійника призначено програмний 
продукт Azure Digital Twins Explorer [142], який дозволяє завантажувати 
моделі, задавати їх параметри та встановлювати зв’язки між компонентами 
складеного цифрового двійника. 
Дані цифрового двійника зберігаються у сховищі Azure Data Lake 




Призначенням платформи Azure Digital Twins є моделювання з метою 
оптимізації бізнес-процесів для великих об’єктів та складних систем 
(фабрики, ферми, стадіони, залізничні мережі, енергетичні системи тощо). 
Іншими прикладами програмних платформ, що призначені для 
реалізації технології цифрових двійників або частково її підтримують, є 
Digital Twin Machining [121], CosmoTech Enterprise Digital Twin [122], SAP 
Digital Manufacturing Cloud [123] та продукти Autodesk [124]. Галуззю 
застосування цих програмних систем також є виробництво та організація 
бізнес-процесів, вони не призначені для застосування у інших сферах 
діяльності, наприклад, у медицині та освіті. 
Таким чином, аналіз методів та програмних засобів, що можуть бути 
застосовані для подання та обробки мультимодальних даних цифрових 
двійників, дозволяє зробити такі висновки про недоліки існуючих методів, 
моделей та програмних систем обробки даних цифрових двійників: 
1. Наявні програмні системи спрямовані на вирішення інженерних та 
організаційних задач у галузі виробництва та не призначені для 
застосування у інших галузях, зокрема, у медичній галузі та галузі 
дистанційного навчання. 
2. Рівень реалістичності візуальних моделей, що створюються за 
допомогою існуючих програмних систем, у переважній більшості 
випадків є недостатнім. Візуальна модель цифрового двійника 
обмежується лише графічним поданням фізичного двійника, причому 
звичайною практикою є двовимірна візуалізація. Інші види 
мультимодальних даних у візуальних моделях не застосовуються. 
3. Відсутній загальний (універсальний, системний) підхід до подання і 
обробки темпоральних мультимодальних даних цифрових двійників 
досліджуваних об’єктів та розроблення програмного забезпечення 
систем, які ґрунтуються на концепції цифрового двійника, для широкого 
кола застосувань. Потенціал концепції цифрового двійника не 
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використовується у повній мірі для вирішення задач дослідження 
довільного об’єкта (процесу, суб’єкта). 
Оскільки однією з проблем візуалізації цифрових двійників є 
недостатній рівень реалістичності відображення фізичного двійника, 
розглянемо шляхи вирішення цієї проблеми за допомогою технології 
мульсемедіа. 
 
1.2.2. Технологія мульсемедіа 
 
Як було зазначено вище, у програмному забезпеченні систем на 
основі технології цифрових двійників для відображення фізичного об’єкта 
використовується лише візуальна інформація. В ширшому контексті, для 
подання інформації про об’єкти реального світу у цифровому вигляді 
використовуються дві модальності – візуальна та акустична інформація, що 
позначається терміном мультимедіа (multimedia). Проте фізичний об’єкт 
може бути описаний набагато інформативніше. Так, з позицій 
антропологічного підходу досліджуваний об’єкт може бути поданий у 
цифровому вигляді за допомогою мультимодальної інформації, що 
сприймається людиною через множинні відчуття, які поділяються на дві 
основні групи: 
− дистантні відчуття (зір, слух, нюх, відчуття температури тощо), 
− контактні відчуття (смак, дотик, відчуття ваги, вібрації тощо). 
Технологія мульсемедіа (mulsemedia) [145–186], а також імерсійні 
технології (immersive technologies) [187–190] реалізують 
людиноцентрованій підхід, що передбачає реєстрацію, подання, 
оброблення та відтворення мультимодальної інформації про фізичні 
об’єкти, яка сприймається людиною через органи чуття. Термін 
«mulsemedia» уперше був запропонований Георгітом Гінеєм (Gheorghita 






Фізичні об’єкти, процеси та явища у більшості сприймаються 
людиною через множинні відчуття, що і лежить в основі їх цифрового 
подання за допомогою технології мульсемедіа. Наприклад, серцебиття 
пацієнта може бути описане як мультимодальний сигнал, який включає в 
себе акустичну компоненту (серцебиття може бути почуте), тактильну 
компоненту (серцебиття може бути відчуте тактильно, що 
використовується при визначенні пульсу), а також воно може бути описане 
за допомогою візуального сигналу, який отримується, наприклад, в процесі 
ехокардіографічного дослідження, та електричного сигналу, який 
отримується в процесі електрокардіографічного дослідження. Поєднання 
цих мультимодальних даних дозволяє надати найповніший опис 
досліджуваного об’єкта – серця пацієнта. Таким чином, мультимодальна 
інформація може бути використана для комплексного подання 
властивостей фізичного об’єкта з метою отримання та подальшого 
використання його цифрового двійника. 
За рахунок спільного застосування технології мульсемедіа та 
технології цифрових двійників певні прикладні задачі можуть 
вирішуватись на якісно новому рівні. Наприклад, у задачах, пов’язаних з 
дистанційним спостереженням, застосування технології мульсемедіа 
дозволить отримати більш повний опис фізичного двійника (пасивне 
спостереження), а додавання тактильного зв’язку надасть можливість 
взаємодії з об’єктом з метою отримання більш повної інформації про нього 
(активне спостереження). У галузі дистанційного навчання спільне 
застосування технології мульсемедіа та технології цифрових двійників 
дозволить створювати навчальні засоби нового покоління – цифрові 
двійники з мульсемедійним описом фізичних об’єктів. У задачах, 
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пов’язаних з пошуком інформації, створення баз мультимодальних даних 
та пошукових механізмів до них дозволить забезпечити доступ до 
інформації на якісно новому рівні. У галузі медицини запровадження 
нового класу програмних систем на основі технології мульсемедіа та 
технології цифрових двійників дозволить надавати якісну спеціалізовану 
консультативну медичну допомогу пацієнтам у форматі телемедичних 
послуг. Врешті, поєднання технології мульсемедіа та технології цифрових 
двійників сприятиме розробленню нового класу людино-машинних 
інтерфейсів для переходу на якісно новий рівень взаємодії між людиною та 
комп’ютерною системою, що дозволить створювати програмні системи для 
вирішення виробничих задач у складних або нестандартних умовах при 
дистанційному форматі участі людини. 
Апаратне забезпечення мульсемедійних систем включає пристрої для 
запису та відтворення тривимірної візуальної інформації [191–201], 
пристрої для запису та відтворення просторової акустичної інформації [152, 
202–207], пристрої для тактильної взаємодії [154–156, 208–212], пристрої 
для визначення та відтворення запаху [152–154, 213–217], пристрої для 
симуляції смакових відчуттів [154, 157–162, 218], пристрої для створення 
інших сенсорних ефектів (зміна температури, вологості, відтворення 
ефекту вітру, вібрації, руху тощо) [189, 190]. Існуюче апаратне 
забезпечення мульсемедіа дозволяє реалізувати візуальну модель 
цифрового двійника на достатньо високому технічному рівні. Згідно з 
класифікацією рівнів технологічної готовності [219] цей рівень може бути 
оцінений як TRL 7. 
Більшість наукових досліджень в галузі мульсемедіа стосуються 
вирішення таких складних задач, як синхронізація мультимодальних даних 
[148–152], організація людино-машинної взаємодії та створення нових 
користувацьких інтерфейсів на основі застосування мульсемедійних даних 
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[153–162], розроблення мульсемедійних застосунків [163–176, 184–186], 
підвищення рівня QoS та QoE для мульсемедійних систем [177–183] тощо. 
Дослідження [145, 148–152], які присвячені вирішенню проблеми 
синхронізації мультимодальних даних, є дотичними до наукової задачі 
розроблення методів синхронізації темпоральних мультимодальних даних 
цифрових двійників. Зокрема, у роботі [145] представлено результати 
дослідження, що спрямоване на уточнення часових меж, у яких 
мульсемедійні компоненти можуть бути якісно синхронізовані, що є 
важливим при розроблені візуальних моделей цифрових двійників.  
Автори робіт [148–150] пропонують способи синхронізації сенсорних 
ефектів за допомогою різних варіантів анотування мульсемедійних 
компонентів. У роботі [151] проаналізований вплив некоректної 
синхронізації сенсорних ефектів на сприйняття мульсемедійного матеріалу 
користувачем. 
У роботі [152] автори пропонують темпоральні моделі для зв'язаних 
мультимедійних документів (моделі на основі точок, подій або інтервалів) 
та базові способи синхронізації даних, пропонують рішення численних 
прикладних задач, а також аналізують можливості застосування 
спеціалізованих мов програмування SMIL [220] та NCL [221] для 
синхронізації мультимедійних елементів. Мови програмування SMIL та 
NCL ґрунтуються на XML [126]. Мова програмування SMIL призначена для 
розроблення веб-орієнтованих мультимедійних застосунків та дозволяє 
оперувати такими мультимедійними елементами, як текст, зображення, 
відео та аудіо. Мова програмування NCL призначена для декларативної 
специфікації програмних застосунків на основі концепції гіпермедіа [222]. 
Дослідження [171, 184–186], які пов’язані з розробленням 
мульсемедійних застосунків, є дотичними до наукової задачі 
удосконалення технології розроблення програмних систем обробки 
мультимодальних даних цифрових двійників, зокрема компонента, що 
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виконує відтворення візуальної моделі цифрового двійника. Так, у роботах  
[184, 185] представлено програмні засоби, які призначено для реалізації 
тактильної взаємодії між користувачем та віртуальними об’єктами. 
Редактор HFX Studio [184] ґрунтується на трьох перцептивних моделях: 
моделі тиску, вібрації та температури, які дозволяють просторову 
тактильну дію на організм користувача. Запропоновані моделі можуть 
також використовуватись для опису можливостей пристроїв з тактильним 
зв’язком.  
Редактор H-Studio [185] призначений для додавання тактильних та 
рухових ефектів до аудіовізуального матеріалу. Для створення рухових 
ефектів запропоновано три методи: ручне створення за ключовими 
точками, запис траєкторії за допомогою пристрою зі зворотним тактильним 
зв'язком та імпорт даних про рух об’єкта. 
Розподілену мульсемедійну платформу PlaySEM представлено у 
роботі [186]. Автори пропонують тестовий сценарій для мульсемедійного 
застосунку та виконують аналіз часової ефективності його роботи. Автори 
зазначають, що при віддаленому використанні актуаторів, які відтворюють 
сенсорні ефекти, через дротову мережу, затримка відтворення 
мульсемедійних ефектів складає в середньому 27-67 мс, що є задовільним 
для більшості застосувань. Платформа PlaySEM є сумісною зі стандартом 
MPEG-V та стандартами ISO/IEC [155, 167, 223–226]. 
У роботі [171] представлено програмну платформу для створення 
мульсемедійних застосунків. Вона включає три компоненти: редактор 
сенсорних ефектів SEVino [227], симулятор сенсорних ефектів SESim [228] 
та програвач сенсорних ефектів SEMP [229]. Програмна система 
ґрунтується на стандарті MPEG-V [224]. Компоненти платформи 
розроблено мовою Java (SEVino, SESim) та C++ (SEMP). 




− відсутність спеціалізованих мов програмування, що призначені 
для розроблення програмного забезпечення систем обробки 
мульсемедійних даних; 
− орієнтованість процесу розроблення мульсемедіних застосунків на 
використання редакторів сенсорних ефектів, що додаються до 
аудіовізуального матеріалу шляхом анотування.  
В разі створення мульсемедійного програмного забезпечення його 
розроблення переважно виконується згідно з парадигмою об’єктно-
орієнтованого програмування [230]. Проте доцільно проаналізувати 
можливість застосування інших парадигм програмування. 
 
1.3. Аналіз парадигм програмування для розроблення програмного 
забезпечення систем обробки темпоральних мультимодальних даних 
 
Розглянемо парадигми програмування, які певною мірою стосуються 
обробки темпоральних мультимодальних даних, та оцінимо можливість їх 
застосування як основи процесу розроблення програмного забезпечення 
для ефективної обробки темпоральних мультимодальних даних. 
Реактивне програмування (reactive programming) [231] – це парадигма 
програмування, яка ґрунтується на понятті асинхронного потоку даних. 
Зміни стану системи, що викликаються вхідними асинхронними потоками 
даних, автоматично розповсюджуються через мережу залежних обчислень 
за базовою моделлю оброблення даних. Під потоком (event) мається на 
увазі послідовність упорядкованих подій на часовій шкалі: дані, що 
вводяться користувачем з клавіатури, події маніпулятора «миша», запити 
даних тощо. Події характеризуються дискретністю – вони відбуваються в 
окремі моменти часу (наприклад, натискання клавіш на клавіатурі, зміна 
місця розташування об’єкта тощо). Другим базовим поняттям парадигми 
реактивного програмування є поведінка (behaviour). Поведінка позначає 
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змінні за часом значення. Прикладом поведінки є час. Більшість мов 
реактивного програмування передбачають специфічні примітиви для 
подання значень часу. Парадигма реактивного програмування може бути 
реалізована за допомогою багатьох мов програмування, включаючи мови 
Haskell [232] та Scala [233]. 
Програмування потоків даних (dataflow programming) [234, 235] являє 
собою парадигму програмування, яка внутрішньо представляє застосунок 
як орієнтований граф. Застосунок є множиною вузлів з вхідними та 
вихідними портами. Ці вузли можуть бути або джерелами даних (sources), 
або приймачами даних (sinks), або блоками обробки даних (processing 
blocks). Вузли зв’язані спрямованими ребрами, які позначають потоки 
даних між ними. Застосунок являє собою композицію блоків обробки даних 
з одним або декількома джерелами даних та одним або декількома 
приймачами даних. 
Блок обробки даних активується, коли на його вхідні порти надходять 
дані з попереднього вузла. По завершенню обробки дані передаються з 
вихідного порту блоку обробки на наступний вузол. Отже, вузол стає 
активованим, коли на його входах з’являються дані. При цьому дані у графі 
передаються в одному напрямку. Така схема обчислень робить можливим 
паралельне обчислення у конвеєрний спосіб. 
Більшість мов візуального програмування, які використовують 
блочну архітектуру для представлення потоку обробки даних (work flow), 
ґрунтуються на використанні парадигми програмування потоків даних. 
Прикладами можуть слугувати мова візуального програмування 
середовища LabVIEW [236] та мова програмування MVPL [237]. 
Іншими прикладами мов програмування, які дозволяють реалізувати 
парадигму програмування потоків даних, є VHDL [238] та Signal [239]. 
Окремим випадком парадигми програмування потоків даних є 
програмування на основі потоку (Flow-Based Programming) [240]. 
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Парадигма програмування на основі потоку визначає застосунок як мережу 
процесів, які передають один одному фрагменти даних (так звані 
інформаційні пакети), що проходять через заздалегідь визначені з'єднання. 
Передбачається, що послідовність з’єднання процесів у мережу може 
довільно змінюватись без зміни сутності самих процесів з метою 
розроблення нових застосунків для інших випадків обробки даних. Таким 
чином, програмування на основі потоку реалізує компоненто-орієнтований 
підхід до програмування. 
Основними характерними особливостями програмування на основі 
потоку є використання асинхронних, паралельних процесів та робота з 
інформаційними пакетами, що мають визначений час існування. 
Парадигма програмування на основі потоку може бути реалізована за 
допомогою мов програмування Java (JavaFBP, JavaFBP Web Sockets), C# 
(C#FBP), C++ (CppFBP), JavaScript (JSFBP) тощо. 
Подіє-орієнтоване програмування (event-driven programming) [241] є 
парадигмою програмування, згідно з якою потік виконання програмного 
застосунку визначається подіями. Відповідно застосунок, що є керованим 
подіями, має виявляти події під час їх виникнення та реагувати на них за 
допомогою відповідної процедури обробки подій. До подій відносяться дії 
користувача, повідомлення операційної системи або іншої програми. 
Подіє-орієнтоване програмування реалізує стратегію проєктування 
керуючого потоку програми, яка має реагувати на події, зовнішні для самої 
програми. Такі програми можуть використовувати потоки, підпрограми, 
генератори та інші засоби для досягнення мети обробки зовнішніх подій. 
Центральним елементом програми, що є керованою подіями, є 
планувальник, який отримує потік подій і передає кожну подію 
відповідному обробнику подій. Планувальник залишається активним, доки 
не отримує подію, яка спричинить припинення роботи програми. 
59 
 
Ця парадигма програмування використовується для програмування 
графічних інтерфейсів користувача і розроблення веб-застосунків та може 
бути реалізована за допомогою будь-якої високорівневої мови 
програмування. Прикладами мов програмування, які підтримують 
парадигму подіє-орієнтованого програмування, є C# та JavaScript. 
Програмування, кероване даними (data-driven programming) [242] є 
парадигмою програмування, в якій при розробленні програмного 
застосунку, відбувається розмежування програмного коду та структури 
даних, для обробки яких він призначений. Мета цього підходу – надати 
розробнику можливість зміни логіки програми шляхом зміни її коду, а не 
структури даних. Характерною особливістю програмування, керованого 
даними, є те, що дані в цій парадигмі є не просто станом певного об'єкта, а 
вони фактично визначають потік управління програмою. Прикладами мов 
програмування, які підтримують парадигму програмування, керованого 
даними, є AWK [243, 244] та Clojure [245]. 
Процесно-орієнтоване програмування (process-oriented programming) 
[246–248] можна визначити як парадигму, яка ґрунтується на визначені 
структури процесу та зв'язку між процесами системи. В основі цієї 
парадигми лежить теорія взаємодії послідовних процесів (communicating 
sequential processes) Хоара [249]. 
Парадигма процесно-орієнтованого програмування передбачає 
ідентифікацію процесів, необхідних для вирішення задачі, в тому числі з 
точки зору використання ресурсів обчислювальної системи. Прикладами 
мов програмування, які підтримують парадигму процесно-орієнтованого 
програмування є ProcessJ [250], occam-π [251], Rain [252]. 
Програмування систем реального часу (real-time programming) [253], 
як парадигма програмування, ґрунтується на понятті системи реального 
часу – системи, правильність поведінки якої залежить від логічних 
результатів обчислень та фізичного часу, коли ці результати отримуються, 
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з метою забезпечення відповідності швидкості обчислень динаміці 
фізичного процесу, для контролю якого або управлянні яким ці обчислення 
виконуються.  
Особливість програмування систем реального часу полягає у тому, 
що логіка виконання програми визначається зовнішніми подіями 
(наприклад, сигналами, що надходять від давачів) та може явно залежати 
від часу. Зокрема, можуть висуватись жорсткі часові обмеження, які 
означають, що неможливість обчислити результат за певний час вважається 
помилкою у роботі системи. Отже, однією з найбільш важливих 
особливостей систем реального часу є те, що час реакції на вхідні сигнали 
має задовольняти заданим обмеженням. 
Прикладом спеціалізованих мов програмування, які застосовуються 
для програмування систем реального часу, можуть слугувати мови Esterel 
[254, 255] та Lustre [256, 257]. 
Інтерактивне програмування (interactive programming, on-the-fly 
programming) [258, 259] є відносно новою парадигмою програмування, 
згідно з якою програміст може вносити зміни у програмний код під час його 
виконання. Ця парадигма може застосовуватись у випадках, коли об’єкт 
моніторингу або управляння швидко змінюється. Прикладами застосування 
цієї парадигми можуть слугувати обробка результатів експериментальних 
досліджень у реальному часі [258] та обробка аудіо сигналу у процесі 
виконання музичного твору [259]. 
Парадигма інтерактивного програмування може бути реалізована за 
допомогою мультипарадигмових мов, наприклад, мови програмування 
JavaScript, та спеціалізованої мови програмування ChucK [260]. 
Аналіз розглянутих парадигм програмування дозволяє стверджувати, 
що жодна з них не надає всіх можливостей, необхідних для ефективної 
обробки темпоральних мультимодальних даних цифрових двійників, 
оскільки не підтримує одночасно всі характерні особливості обробки даних 
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такого виду:  оперування поняттям часу, обробка потоків даних, визначення 
структур мультимодальних даних (табл. 1.2).  
Частково ці вимоги задовольняють реактивне програмування та 
програмування систем реального часу, оскільки ці парадигми підтримує 
обробку темпоральних значень та потоків даних. Проте доцільним є 
розроблення специфічної парадигми програмування, яка буде враховувати 
всі особливості процесу створення цифрового двійника та обробки його 
даних. 
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Створення нової парадигми програмування, яка призначена для 
розроблення програмного забезпечення систем обробки темпоральних 
мультимодальних даних цифрових двійників, дозволить спростити процес 
розроблення нового програмного забезпечення на основі технології 
цифрових двійників та підвищити ефективність обробки темпоральних 
мультимодальних даних. 
 
1.4. Висновки до розділу 1 
 
Проведений аналіз сучасного стану вирішення проблеми подання та 
обробки мультимодальних даних цифрових двійників досліджуваних 
об’єктів дозволяє зробити загальний висновок про необхідність і 
доцільність розроблення нових методів, моделей та засобів для вирішення 
задачі подання та обробки темпоральних мультимодальних даних 
цифрового двійника для опису досліджуваного об’єкта, які дозволять: 
− підвищити ефективність обробки темпоральних мультимодальних 
даних цифрових двійників;  
− спростити розроблення програмного забезпечення систем обробки 
даних цифрових двійників; 
− розширити коло застосувань технології цифрових двійників. 
До основних недоліків існуючих методів, моделей та програмних 
засобів обробки даних цифрових двійників можна віднести наступне. 
1. На сучасному етапі розвитку технології цифрових двійників 
відсутній загальний, універсальний підхід до вирішення задачі 
створення цифрового двійника довільного досліджуваного 
об’єкта. 
2. Існуючі методи, моделі та програмні засоби обробки даних 
цифрових двійників сфокусовані на застосуванні технології 
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цифрових двійників у галузі виробництва, а також для вирішення 
задач оптимізації бізнес-процесів у великих організаційних 
структурах (підприємствах, транспортних компаніях, стадіонах, 
містах, енергетичних системах тощо). 
3. Візуальні моделі цифрових двійників та програмне забезпечення 
для їх відтворення забезпечують недостатній рівень 
реалістичності, оскільки ґрунтуються лише на графічному поданні 
фізичних об’єктів та не враховують інформацію інших 
модельностей, що сприймається органами чуття людини. 
В результаті проведеного аналізу визначено напрями подальшого 
дослідження з метою усунення виявлених недоліків існуючих методів, 
моделей і програмних засобів обробки даних цифрових двійників, 
підвищення ефективності обробки темпоральних мультимодальних даних у 
комп’ютерних системах та спрощення процесу розроблення програмного 
забезпечення систем обробки даних цифрових двійників. Зокрема, 
проведене дослідження дозволило зробити такі висновки: 
1. Технологія цифрових двійників може бути застосована для опису 
довільного досліджуваного об’єкта. При цьому доцільно 
створювати цифрові двійники, які можуть бути класифіковані: 
− за призначенням, як цифровий двійник-екземпляр та 
цифровий двійник-агрегат; 
− за рівнем інтеграції, як цифрова тінь; 
− за рівнем складності, як цифровий двійник другого, третього 
та четвертого рівнів. 
2. Технологія мульсемедіа надає необхідні можливості, які можуть 




3. Доцільним є розроблення методів, моделей та програмних засобів 
обробки даних цифрових двійників довільних досліджуваних 
об’єктів. 
4. Доцільним є розроблення парадигми програмування та моделей 
обчислення, спрямованих на ефективну обробку темпоральних 
мультимодальних даних цифрових двійників. 
5. Доцільним є розроблення спеціалізованої мови програмування для 
розроблення програмного забезпечення систем обробки 
темпоральних мультимодальних, зокрема, мульсемедійних, даних. 
6. Доцільним є створення теоретичних основ для розроблення 




РОЗДІЛ 2. ТЕОРЕТИЧНІ ОСНОВИ ПОДАННЯ ТЕМПОРАЛЬНИХ 
МУЛЬТИМОДАЛЬНИХ ДАНИХ ЦИФРОВОГО ДВІЙНИКА ДЛЯ 
ОПИСУ ДОСЛІДЖУВАНОГО ОБ’ЄКТА 
 
Для формальної специфікації цифрових двійників досліджуваних 
об’єктів потрібен теоретичний апарат, який забезпечить логіку подання та 
обробки темпоральних мультимодальних даних на рівні математичного, 
алгоритмічного та програмного забезпечення з урахуванням таких 
властивостей цих даних: 
1. Мультимодальність – цифровий двійник визначається сукупністю 
даних різної природи; логіка подання та обробки даних цифрового 
двійника залежить від якісного та кількісного складу цієї сукупності 
даних. 
2. Темпоральність – елементи сукупності даних цифрового двійника є 
впорядкованими за часом їх отримання (ґенерації, реєстрації); 
порядок слідування окремих елементів послідовності даних впливає 
на результат обробки всієї сукупності даних цифрового двійника. 
Для опису цифрового двійника та ефективної обробки темпоральних 
мультимодальних даних потрібні специфічні математичні абстракції та 
механізми оперування ними. Сформулюємо основні вимоги до 
математичного апарату для опису та обробки даних цифрового двійника: 
1. Можливість подання сукупності даних як структури 
взаємопов’язаних елементів. 
2. Можливість врахування порядку слідування елементів сукупності 
даних при виконанні логічних операції над ними. 
3. Можливість перевпорядковування елементів сукупності даних. 
Цим вимогам задовольняє алгебраїчна система агрегатів [1, 3, 12, 13, 
21]. Розглянемо її основні положення та можливості щодо подання та 




2.1. Алгебраїчна система агрегатів як інструмент формального опису 
досліджуваного об’єкта 
 
Для визначення основних положень алгебраїчної системи агрегатів 
сформулюємо деякі базові поняття. 
Алгебраїчна система [261] – це сукупність множин (ℳ, ℱ, ℛ), що 
задовольняють деякій системі аксіом, де ℳ  – це непуста множина (носій), 
елементи якої є елементами системи; ℱ – множина операцій; ℛ  – множина 
відношень. Алгебраїчна система з пустою множиною відношень 
називається алгеброю, а система з пустою множиною операцій – моделлю. 
Кортежем [261–264] називають впорядковану скінчену сукупність 
елементів, що можуть повторюватись. 
Тоді, алгебраїчна система агрегатів (АСА) – це алгебраїчна система, 
носієм якої є непуста множина об’єктів, які називатимемо агрегатами. 
 
Визначення 2.1. Агрегат A – це впорядкована скінчена сукупність 
елементів, яка визначається кортежем множин {𝐴} та кортежем кортежів 
елементів 〈𝐴〉, причому елементи 𝑎𝑖
𝑗




𝑛𝑗 ∈  〈𝐴〉 належать до відповідної множини 𝑀𝑗 ∈  {𝐴}, 𝑗 = [1…𝑁], що 
задає взаємо-однозначний зв’язок між порядком слідування множин та 









= ⟦{𝐴}|〈𝐴〉⟧, (2.1) 
 







 – окремий елемент (значення) або складений елемент (кортеж 
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однорідних значень або кортеж різнорідних значень), 𝑎𝑖
𝑗
∈ 𝑀𝑗. 
Визначальними рисами агрегату, які відрізняють цю математичну 
абстракцію від інших, є наступне: 
− агрегат є складеним математичним об’єктом, всі компоненти якого є 
впорядкованими;  
− елементами кортежів, з яких складається агрегат, можуть бути окремі 
значення або кортежі значень, причому кортежі значень можуть 
складатись як зі значень одного типу, так і зі значень різних типів; при 
цьому кожен кортеж містить елементи, що належать одній множині. 
Згідно з формулою (2.1) елементи першого кортежу належать до 
першої множини, елементи другого кортежу належать до другої множини 
тощо. Порядок слідування множин у агрегаті визначає, як будуть 
виконуватися операції над агрегатом. Множини у кортежі множин можуть 
повторюватись; це означає, що в агрегат входять декілька кортежів, що 
складаються з елементів одного типу. 
Окремий елемент кортежу може бути чітким значенням 𝑎𝑖, нечітким 
значенням 𝑎?̃? або може бути невизначеним __. Відмінність невизначеного 
елементу від визначених (чіткого та нечіткого значень) полягає у тому, що 
невизначений елемент не має значення або воно невідомо до певного 
моменту, який визначається семантично.  
Кортеж, який містить лише невизначені елементи називатимемо 
невизначеним та позначатимемо 〈__〉. Кортеж, який не містить жодного є 
пустим; позначатимемо його 〈∅〉. 
 









Визначення 2.3. Агрегат 𝐴∅, який не містить жодного компоненту, 
називатимемо нуль-агрегатом: 
 
𝐴∅ = ⟦∅|〈∅〉⟧ (2.3) 
 
Нуль-агрегат відіграє у АСА роль нейтрального елементу. 
Визначення 2.4. Агрегат, який складається лише з невизначених 






Невизначений агрегат відрізняється від пустого агрегата тим, що його 
елементи отримують значення при виконанні певної умови. В практичному 
сенсі те може означати, що дані будуть отримані з наперед визначеного 
давача (тобто тип даних є відомим), коли цей давач буде увімкнено або з 
ним буде встановлено зв’язок. 
Довжина кортежу |?̅?| – це кількість елементів у цьому кортежі. 
Довжина агрегата |𝐴| – це кількість кортежів в цьому агрегаті. 
Довжина нуль-агрегата (2.3) дорівнює нулю: |𝐴∅| = 0. Довжина пустого 
агрегата (2.2) складає |𝐴| = 𝑁. Довжина невизначеного агрегата (2.4) також 
складає |𝐴| = 𝑁.  
Сукупна довжина агрегата ||𝐴|| – це сума довжин кортежів агрегата. 
Сукупна довжина нуль-агрегата дорівнює нулю: ||𝐴∅|| = 0. 
Порядок слідування множин і відповідних їм кортежів в агрегаті є 
важливим – саме він визначає, як будуть виконуватись операції над 




Визначення 2.5. Агрегати 𝐴1 та 𝐴2 називаються сумісними (𝐴1 ≑ 𝐴2), 
якщо вони мають однакову довжину, а тип та порядок слідування множин 








Наприклад, агрегати, визначені формулами (2.6), є сумісними. 
 


































Визначення 2.6. Агрегати 𝐴1 та 𝐴2 називаються квазісумісними (𝐴1 ≐
𝐴2) якщо тип та порядок слідування множин в них збігаються частково, при 









Наприклад, агрегати, визначені формулами (2.8), є квазісумісними. 
 




































Визначення 2.7. Агрегати 𝐴1 та 𝐴2 називаються несумісними  
(𝐴1 ≗ 𝐴2), якщо тип та порядок слідування множин в них не збігаються, 




{𝐴1} ∩ {𝐴2} = ∅ (2.9) 
 










































Особливим випадком несумісності є прихована сумісність.  
 
Визначення 2.8. Агрегати 𝐴1 та 𝐴2 називаються приховано сумісними, 
𝐴1 (≑) 𝐴2, якщо обидва агрегати мають однаковий набір множин, але їх 









де 𝑗 = [1,… , 𝑁], 𝑘 = [1, 2]. 
 
Наприклад, агрегати, визначені формулами (2.12), є приховано 
сумісними. 
 


































Приховано сумісні агрегати можуть бути перетворені на сумісні 
шляхом застосування до них певних операцій. 
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2.2. Операції та відношення в алгебраїчній системі агрегатів 
 
Операції над агрегатами включають операції таких категорій: 
1. Логічні операції 
2. Операції впорядкування 
3. Арифметичні операції. 
Розглянемо ці операції докладно. 
 
2.2.1. Логічні операції над агрегатами 
 
Логічними операціями [1, 13, 21] над агрегатами є наступні операції: 
об’єднання (∪), переріз (∩), різниця (\), симетрична різниця (∆) та 
виключний переріз (¬). Визначимо ці операції. 
 
Об’єднанням двох агрегатів 𝐴1 та 𝐴2 є агрегат  𝐵, який містить 
елементи кортежів, які належать обом агрегатам та впорядковані за таким 
правилом: 
1. Якщо 𝐴1 ≑ 𝐴2 та  
𝐴1 = ⟦𝑀1, 𝑀2, … ,𝑀𝑁|⟨𝑎1
1, 𝑎2
1, … , 𝑎𝑙
1⟩, ⟨𝑏1
1, 𝑏2
1, … , 𝑏𝑚
1 ⟩, … , ⟨𝑤1
1, 𝑤2
1, … , 𝑤𝑛
1⟩⟧, 
𝐴2 = ⟦𝑀1, 𝑀2, … ,𝑀𝑁|⟨𝑎1
2, 𝑎2
2, … , 𝑎𝑟
2⟩, ⟨𝑏1
2, 𝑏2
2, … , 𝑏𝑞
2⟩, … , ⟨𝑤1
2, 𝑤2
2, … , 𝑤𝑝
2⟩⟧, 
то елементи i-того кортежу агрегата 𝐴2 додаються у кінець i-го кортежу 
агрегата 𝐴1: 
 
𝐵 = 𝐴1 ∪ 𝐴2 = ⟦𝑀1, 𝑀2, … ,𝑀𝑁|⟨𝑎1
1, 𝑎2
1, … , 𝑎𝑙
1, 𝑎1
2, 𝑎2




1, … , 𝑏𝑚
1 , 𝑏1
2, 𝑏2
2, … , 𝑏𝑞
2⟩, … , ⟨𝑤1
1, 𝑤2
1, … , 𝑤𝑛
1, 𝑤1
2, 𝑤2















2|⟨𝑐1, 𝑐2, … , 𝑐𝑟⟩, ⟨𝑑1, 𝑑2, … , 𝑑𝑞⟩, … , ⟨𝑧1, 𝑧2, … , 𝑧𝑝⟩⟧, 
то кортеж кортежів агрегата 𝐴2 додається у кінець кортежу кортежів 
агрегата 𝐴1 та кортеж множин агрегата 𝐴2 додається у кінець кортежу 
множин агрегата 𝐴1: 
 






2|⟨𝑎1, 𝑎2, … , 𝑎𝑙⟩,
⟨𝑏1, 𝑏2, … , 𝑏𝑚⟩, … , ⟨𝑤1, 𝑤2, … , 𝑤𝑛⟩, ⟨𝑐1, 𝑐2, … , 𝑐𝑟⟩,
⟨𝑑1, 𝑑2, … , 𝑑𝑞⟩, … , ⟨𝑧1, 𝑧2, … , 𝑧𝑝⟩⟧.
 (2.14) 
 
3. Якщо 𝐴1 ≐ 𝐴2 та 
𝐴1 = ⟦𝑀1, 𝑀2
1, … ,𝑀𝑥, … ,𝑀𝑁
1 |⟨𝑎1
1, 𝑎2
1, … , 𝑎𝑙
1⟩, ⟨𝑏1, 𝑏2, … , 𝑏𝑚⟩, … , ⟨𝑓1
1, 𝑓2
1, … , 𝑓𝑡
1⟩, … ,
⟨𝑤1, 𝑤2, … , 𝑤𝑛⟩⟧,
 
𝐴2 = ⟦𝑀1, 𝑀2
2, … ,𝑀𝑥, … ,𝑀𝐾
2|⟨𝑎1
2, 𝑎2
2, … , 𝑎𝑟
2⟩, ⟨𝑑1, 𝑑2, … , 𝑑𝑞⟩, … , ⟨𝑓1
2, 𝑓2
2, … , 𝑓𝑣
2⟩, … ,
⟨𝑧1, 𝑧2, … , 𝑧𝑝⟩⟧,
 
то: 
а) елементи i-того кортежу агрегата 𝐴2 додаються у кінець i-го кортежу 
агрегата 𝐴1, якщо елементи цих кортежів належать до тієї ж самої i-тої 
множини; 
б) для всіх i-тих кортежів, елементи яких належать до різних множин, 
кортеж кортежів агрегата 𝐴2 додається у кінець кортежу кортежів 
агрегата 𝐴1 та кортеж множин агрегата 𝐴2 додається у кінець кортежу 
множин агрегата 𝐴1, за винятком кортежів, які підпадають під дію 
правила а) та виключаються з кортежу кортежів: 
 
𝐵 = 𝐴1 ∪ 𝐴2 = ⟦𝑀1, 𝑀2









2, … , 𝑎𝑟
2⟩, ⟨𝑏1, 𝑏2, . . . , 𝑏𝑚⟩, … , ⟨𝑓1
1, 𝑓2
1, … , 𝑓𝑡
1, 𝑓1
2, 𝑓2
2, … , 𝑓𝑣
2⟩, … ,





Перерізом двох агрегатів 𝐴1 та 𝐴2 є агрегат  𝐵, який містить 
компоненти, які є спільними для цих агрегатів, впорядковані за таким 
правилом: 
1. Якщо 𝐴1 ≑ 𝐴2 та  
𝐴1 = ⟦𝑀1, 𝑀2, … ,𝑀𝑁|⟨𝑎1
1, 𝑎2
1, … , 𝑎𝑙
1⟩, ⟨𝑏1
1, 𝑏2
1, … , 𝑏𝑚
1 ⟩, … , ⟨𝑤1
1, 𝑤2
1, … , 𝑤𝑛
1⟩⟧, 
𝐴2 = ⟦𝑀1, 𝑀2, … ,𝑀𝑁|⟨𝑎1
2, 𝑎2
2, … , 𝑎𝑟
2⟩, ⟨𝑏1
2, 𝑏2
2, … , 𝑏𝑞
2⟩, … , ⟨𝑤1
2, 𝑤2
2, … , 𝑤𝑝
2⟩⟧, 
то i-тий кортеж агрегата 𝐵 містить спільні елементи i-тих кортежів обох 
агрегатів зі збереженням порядку слідування цих елементів: 
 
𝐵 = 𝐴1 ∩ 𝐴2 = ⟦𝑀1, 𝑀2, … ,𝑀𝑁| ⟨𝑎𝑙1
1 , … , 𝑎𝑙𝛼
1 , 𝑎𝑟1
2 , … , 𝑎𝑟𝛽
2 ⟩ ,
⟨𝑏𝑚1
1 , … , 𝑏𝑚𝛾
1 , 𝑏𝑞1
2 , … , 𝑏𝑞𝛿
2 ⟩ , … , ⟨𝑤𝑛1
1 , … , 𝑤𝑛𝜆
1 , 𝑤𝑝1





1 ∈ 𝑎1, 𝑎𝑙𝑖
1 ∈ 𝑎2, 𝑖 ∈ ⟨1,… , 𝛼⟩; 𝑎𝑟𝑗
2 ∈ 𝑎1, 𝑎𝑟𝑗
2 ∈ 𝑎2, 𝑗 ∈ ⟨1,… , 𝛽⟩; 
𝑏𝑚𝑘
1 ∈ 𝑏1, 𝑏𝑚𝑘
1 ∈ 𝑏2, 𝑘 ∈ ⟨1,… , 𝛾⟩; 𝑏𝑞𝑠
2 ∈ 𝑏1, 𝑏𝑞𝑠
2 ∈ 𝑏2, 𝑠 ∈ ⟨1,… , 𝛿⟩; 
𝑤𝑛𝑢
1 ∈ 𝑤1, 𝑤𝑛𝑢
1 ∈ 𝑤2, 𝑢 ∈ ⟨1,… , 𝜆⟩; 𝑤𝑝𝑦
2 ∈ 𝑤1, 𝑤𝑝𝑦
2 ∈ 𝑤2, 𝑦 ∈ ⟨1,… , 𝜇⟩. 
Це означає наступне. Будемо проходити по елементах кортежу 𝑎1̅̅ ̅ =
〈𝑎1
1, 𝑎2
1, … , 𝑎𝑙
1〉 від його першого елементу 𝑎1
1 до останнього елементу 𝑎𝑙
1 та 
порівнювати кожен наступний елемент 𝑎𝑙𝑖
1  (1 ≤ 𝑙𝑖 ≤ 𝑙, де 𝑙 =  |𝑎
1̅̅ ̅|) з 
елементами кортежу 𝑎2̅̅ ̅ = 〈𝑎1
2, 𝑎2
2, … , 𝑎𝑟
2〉. Тоді 𝑎𝑙1
1  – це першій елемент 
кортежу 𝑎1̅̅ ̅, який також присутній у кортежу 𝑎2̅̅ ̅, та 𝑎𝑙𝛼
1  – це останній 
елемент кортежу 𝑎1̅̅ ̅, який також присутній у кортежу 𝑎2̅̅ ̅. Аналогічно, 
будемо проходити по елементах кортежу 𝑎2̅̅ ̅ від його першого елементу 𝑎1
2 
до останнього елементу𝑎𝑟
2 та порівнювати кожен наступний елемент 𝑎𝑟𝑗
2  
(1 ≤ 𝑟𝑗 ≤ 𝑟, де 𝑟 = |𝑎
2̅̅ ̅|) з елементами кортежу𝑎1̅̅ ̅. Тоді 𝑎𝑟1
2  – це першій 
елемент кортежу 𝑎2̅̅ ̅, який також присутній у кортежу 𝑎1̅̅ ̅, та 𝑎𝑟𝛽
2  – це 
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останній елемент кортежу 𝑎2̅̅ ̅, який також присутній у кортежу 𝑎1̅̅ ̅. Отже, 





Наприклад, якщо 𝑎1̅̅ ̅ = 〈9,5, 𝟐, 𝟕, 9, 𝟑, 6〉 та 𝑎2̅̅ ̅ = 〈1, 𝟑, 𝟐, 4, 𝟕, 𝟑, 8〉, то 
𝑎𝑙1
1 = 𝟐  та 𝑎𝑙𝛼
1 = 𝟑 . Водночас, 𝑎𝑟1
2 = 𝟑 та 𝑎𝑟𝛽
2 = 𝟑. Отже, 𝑎1̅̅ ̅ ∩ 𝑎2̅̅ ̅ =
〈𝟐, 𝟕, 𝟑, 𝟑, 𝟐, 𝟕, 𝟑〉. 
 
2. Якщо 𝐴1 ≗ 𝐴2, то 𝐵 = 𝐴1 ∩ 𝐴2 = ⟦∅|⟨∅⟩⟧ = 𝐴∅. 
 
3. Якщо 𝐴1 ≐ 𝐴2 та  
𝐴1 = ⟦𝑀1, 𝑀2
1, … ,𝑀𝑥, … ,𝑀𝑁
1 |⟨𝑎1
1, 𝑎2
1, … , 𝑎𝑙
1⟩, ⟨𝑏1, 𝑏2, … , 𝑏𝑚⟩, … , ⟨𝑓1
1, 𝑓2
1, … , 𝑓𝑡
1⟩, … ,
⟨𝑤1, 𝑤2, … , 𝑤𝑛⟩⟧,
 
𝐴2 = ⟦𝑀1, 𝑀2
2, … ,𝑀𝑥, … ,𝑀𝐾
2|⟨𝑎1
2, 𝑎2
2, … , 𝑎𝑟
2⟩, ⟨𝑑1, 𝑑2, … , 𝑑𝑞⟩, … , ⟨𝑓1
2, 𝑓2
2, … , 𝑓𝑣
2⟩, … ,
⟨𝑧1, 𝑧2, … , 𝑧𝑝⟩⟧,
 
то агрегат 𝐵 містить спільні елементи обох агрегатів лише для кортежів, які 
є сумісними; несумісні кортежі відкидаються, отже, кількість кортежів 
скорочується: 
 
𝐵 = 𝐴1 ∩ 𝐴2 = ⟦𝑀1, … ,𝑀𝑥| ⟨𝑎𝑙1
1 , … , 𝑎𝑙𝛼
1 , 𝑎𝑟1
2 , … , 𝑎𝑟𝛽
2 ⟩ , … ,
⟨𝑓𝑡1
1 , … , 𝑓𝑡𝜌
1 , 𝑓𝑣1




Різницею агрегатів 𝐴1 та 𝐴2 є агрегат  𝐵, який містить компоненти 
першого агрегата, яких немає у другому агрегаті, впорядковані за таким 
правилом:  
1. Якщо 𝐴1 ≑ 𝐴2 та  
𝐴1 = ⟦𝑀1, 𝑀2, … ,𝑀𝑁|⟨𝑎1
1, 𝑎2
1, … , 𝑎𝑙
1⟩, ⟨𝑏1
1, 𝑏2
1, … , 𝑏𝑚
1 ⟩, … , ⟨𝑤1
1, 𝑤2
1, … , 𝑤𝑛
1⟩⟧, 
𝐴2 = ⟦𝑀1, 𝑀2, … ,𝑀𝑁|⟨𝑎1
2, 𝑎2
2, … , 𝑎𝑟
2⟩, ⟨𝑏1
2, 𝑏2
2, … , 𝑏𝑞
2⟩, … , ⟨𝑤1
2, 𝑤2




то i-тий кортеж агрегата 𝐵 містить елементи i-того кортежу агрегата 𝐴1, які 
відсутні у i-тому кортежі агрегата 𝐴2: 
 
𝐵 = 𝐴1\𝐴2 = ⟦𝑀1, 𝑀2, … ,𝑀𝑁|⟨𝑎𝑙1
1 , … , 𝑎𝑙𝛼
1 ⟩, ⟨𝑏𝑚1
1 , … , 𝑏𝑚𝛾
1 ⟩ , … ,
⟨𝑤𝑛1





1 ∈ 𝑎1, 𝑎𝑙𝑖
1 ∉ 𝑎2, 𝑖 ∈ ⟨1,… , 𝛼⟩; 𝑏𝑚𝑘
1 ∈ 𝑏1, 𝑏𝑚𝑘
1 ∉ 𝑏2, 𝑘 ∈ ⟨1,… , 𝛾⟩; 𝑤𝑛𝑢
1 ∈
𝑤1, 𝑤𝑛𝑢
1 ∉ 𝑤2, 𝑢 ∈ ⟨1,… , 𝜆⟩. 
 
2. Якщо 𝐴1 ≗ 𝐴2, то 𝐵 = 𝐴1\𝐴2 = 𝐴1. 
 
3. Якщо 𝐴1 ≐ 𝐴2 та 
𝐴1 = ⟦𝑀1, 𝑀2
1, … ,𝑀𝑥, … ,𝑀𝑁
1 |⟨𝑎1
1, 𝑎2
1, … , 𝑎𝑙
1⟩, ⟨𝑏1, 𝑏2, … , 𝑏𝑚⟩, … , ⟨𝑓1
1, 𝑓2
1, … , 𝑓𝑡
1⟩, … ,
⟨𝑤1, 𝑤2, … , 𝑤𝑛⟩⟧,
 
𝐴2 = ⟦𝑀1, 𝑀2
2, … ,𝑀𝑥, … ,𝑀𝐾
2|⟨𝑎1
2, 𝑎2
2, … , 𝑎𝑟
2⟩, ⟨𝑑1, 𝑑2, … , 𝑑𝑞⟩, … , ⟨𝑓1
2, 𝑓2
2, … , 𝑓𝑣
2⟩, … ,
⟨𝑧1, 𝑧2, … , 𝑧𝑝⟩⟧,
 
то i-тий кортеж агрегата 𝐵 містить лише елементи i-того кортежу агрегата 
𝐴1, які відсутні у i-тому кортежі агрегата 𝐴2, якщо цей i-тий кортеж є 
сумісним для обох агрегатів, та містить всі елементи i-того кортежу 
агрегата 𝐴1, якщо i-тий кортеж є несумісним: 
 
𝐵 = 𝐴1\𝐴2 = ⟦𝑀1, 𝑀2
1, … ,𝑀𝑥, … ,𝑀𝑁
1 |⟨𝑎𝑖1
1 , … , 𝑎𝑖𝛼
1 ⟩, ⟨𝑏1, 𝑏2, … , 𝑏𝑚⟩, … , 
⟨𝑓𝑡1
1 , … , 𝑓𝑡𝜌




1 ∈ 𝑎1, 𝑎𝑙𝑖
1 ∉ 𝑎2, 𝑖 ∈ ⟨1,… , 𝛼⟩; 𝑓𝑡𝑒
1 ∈ 𝑓1, 𝑓𝑡𝑒




Симетричною різницею агрегатів 𝐴1 та 𝐴2 є агрегат  𝐵, який містить 
компоненти першого агрегата, яких немає у другому агрегаті, та 
компоненти другого агрегата, яких немає у першому агрегаті, впорядковані 
за таким правилом:  
1. Якщо 𝐴1 ≑ 𝐴2 та  
𝐴1 = ⟦𝑀1, 𝑀2, … ,𝑀𝑁|⟨𝑎1
1, 𝑎2
1, … , 𝑎𝑙
1⟩, ⟨𝑏1
1, 𝑏2
1, … , 𝑏𝑚
1 ⟩, … , ⟨𝑤1
1, 𝑤2
1, … , 𝑤𝑛
1⟩⟧, 
𝐴2 = ⟦𝑀1, 𝑀2, … ,𝑀𝑁|⟨𝑎1
2, 𝑎2
2, … , 𝑎𝑟
2⟩, ⟨𝑏1
2, 𝑏2
2, … , 𝑏𝑞
2⟩, … , ⟨𝑤1
2, 𝑤2
2, … , 𝑤𝑝
2⟩⟧, 
то i-тий кортеж агрегата 𝐵 містить елементи i-того кортежу агрегата 𝐴1, які 
відсутні у i-тому кортежі агрегата 𝐴2, та елементи i-того кортежу агрегата 
𝐴2, які відсутні у i-тому кортежі агрегата 𝐴1: 
 
𝐵 = 𝐴1∆𝐴2 = ⟦𝑀1, 𝑀2, … ,𝑀𝑁| ⟨𝑎𝑙1
1 , … , 𝑎𝑙𝛼
1 , 𝑎𝑟1
2 , … , 𝑎𝑟𝛽
2 ⟩ ,
⟨𝑏𝑚1
1 , … , 𝑏𝑚𝛾
1 , 𝑏𝑞1
2 , … , 𝑏𝑞𝛿
2 ⟩ , … , ⟨𝑤𝑛1
1 , … , 𝑤𝑛𝜆
1 , 𝑤𝑝1





1 ∈ 𝑎1, 𝑎𝑙𝑖
1 ∉ 𝑎2, 𝑖 ∈ ⟨1,… , 𝛼⟩; 𝑎𝑟𝑗
2 ∉ 𝑎1, 𝑎𝑟𝑗
2 ∈ 𝑎2, 𝑗 ∈ ⟨1,… , 𝛽⟩;  
𝑏𝑚𝑘
1 ∈ 𝑏1, 𝑏𝑚𝑘
1 ∉ 𝑏2, 𝑘 ∈ ⟨1,… , 𝛾⟩; 𝑏𝑞𝑠
2 ∉ 𝑏1, 𝑏𝑞𝑠
2 ∈ 𝑏2, 𝑠 ∈ ⟨1,… , 𝛿⟩; 
𝑤𝑛𝑢
1 ∈ 𝑤1, 𝑤𝑛𝑢
1 ∉ 𝑤2, 𝑢 ∈ ⟨1,… , 𝜆⟩; 𝑤𝑝𝑦
2 ∉ 𝑤1, 𝑤𝑝𝑦
2 ∈ 𝑤2, 𝑦 ∈ ⟨1,… , 𝜇⟩. 
 








2|⟨𝑐1, 𝑐2, … , 𝑐𝑟⟩, ⟨𝑑1, 𝑑2, … , 𝑑𝑞⟩, … , ⟨𝑧1, 𝑧2, … , 𝑧𝑝⟩⟧, 
то агрегат 𝐵 дорівнює результату об’єднання агрегатів  𝐴1 та 𝐴2: 
 






2|⟨𝑎1, 𝑎2, … , 𝑎𝑙⟩, ⟨𝑏1, 𝑏2, … , 𝑏𝑚⟩,







3. Якщо 𝐴1 ≐ 𝐴2 та  
𝐴1 = ⟦𝑀1, 𝑀2
1, … ,𝑀𝑥, … ,𝑀𝑁
1 |⟨𝑎1
1, 𝑎2
1, … , 𝑎𝑙
1⟩, ⟨𝑏1, 𝑏2, … , 𝑏𝑚⟩, … , ⟨𝑓1
1, 𝑓2
1, … , 𝑓𝑡
1⟩, … ,
⟨𝑤1, 𝑤2, … , 𝑤𝑛⟩⟧,
 
𝐴2 = ⟦𝑀1, 𝑀2
2, … ,𝑀𝑥, … ,𝑀𝐾
2|⟨𝑎1
2, 𝑎2
2, … , 𝑎𝑟
2⟩, ⟨𝑑1, 𝑑2, … , 𝑑𝑞⟩, … , ⟨𝑓1
2, 𝑓2
2, … , 𝑓𝑣
2⟩, … ,
⟨𝑧1, 𝑧2, … , 𝑧𝑝⟩⟧,
 
то i-тий кортеж агрегата 𝐵 містить лише елементи i-того кортежу агрегата 
𝐴1, які відсутні у i-тому кортежі агрегата 𝐴2, та елементи i-того кортежу 
агрегата 𝐴2, які відсутні у i-тому кортежі агрегата 𝐴1, якщо цей i-тий кортеж 
є сумісним для обох агрегатів, та містить всі елементи i-того кортежу 
агрегата 𝐴1 та всі елементи i-того кортежу агрегата 𝐴2, якщо i-тий кортеж є 
несумісним: 
 
𝐵 = 𝐴1𝛥𝐴2 = ⟦𝑀1, 𝑀2




1 , … , 𝑎𝑙𝛼
1 ,
𝑎𝑟1
2 , … , 𝑎𝑟𝛽
2 ⟩ , ⟨𝑏1, 𝑏2, … , 𝑏𝑚⟩, … , ⟨𝑓𝑡1
1 , … , 𝑓𝑡𝜌
1 , 𝑓𝑣1
2 , … , 𝑓𝑣𝜔
2 ⟩ , … ,




1 ∈ 𝑎1, 𝑎𝑙𝑖
1 ∉ 𝑎2, 𝑖 ∈ ⟨1, . . . , 𝛼⟩; 𝑎𝑟𝑗
2 ∉ 𝑎1, 𝑎𝑟𝑗
2 ∈ 𝑎2, 𝑗 ∈ ⟨1, . . . , 𝛽⟩; 
𝑓𝑡𝑒
1 ∈ 𝑓1, 𝑓𝑡𝑒
1 ∉ 𝑓2, 𝑒 ∈ ⟨1, . . . , 𝜌⟩; 𝑓𝑣ℎ
2 ∉ 𝑓1, 𝑓𝑣ℎ
2 ∈ 𝑓2, ℎ ∈ ⟨1, . . . , 𝜔⟩. 
 
Виключним перерізом двох агрегатів 𝐴1 та 𝐴2 є агрегат  𝐵, який 
містить лише компоненти агрегата 𝐴1, які є спільними для цих агрегатів, 
впорядковані за таким правилом: 
1. Якщо 𝐴1 ≑ 𝐴2 та  
𝐴1 = ⟦𝑀1, 𝑀2, … ,𝑀𝑁|⟨𝑎1
1, 𝑎2
1, … , 𝑎𝑙
1⟩, ⟨𝑏1
1, 𝑏2
1, … , 𝑏𝑚
1 ⟩, … , ⟨𝑤1
1, 𝑤2
1, … , 𝑤𝑛
1⟩⟧, 
𝐴2 = ⟦𝑀1, 𝑀2, … ,𝑀𝑁|⟨𝑎1
2, 𝑎2
2, … , 𝑎𝑟
2⟩, ⟨𝑏1
2, 𝑏2
2, … , 𝑏𝑞
2⟩, … , ⟨𝑤1
2, 𝑤2
2, … , 𝑤𝑝
2⟩⟧, 
то i-тий кортеж агрегата 𝐵 містить елементи i-того кортежу агрегата 𝐴1, які 




𝐵 = 𝐴1¬𝐴2 = ⟦𝑀1, 𝑀2, … ,𝑀𝑁|⟨𝑎𝑙1
1 , … , 𝑎𝑙𝛼
1 ⟩,
⟨𝑏𝑚1
1 , … , 𝑏𝑚𝛾
1 ⟩ , … , ⟨𝑤𝑛1





1 ∈ 𝑎1, 𝑎𝑙𝑖
1 ∈ 𝑎2, 𝑖 ∈ ⟨1,… , 𝛼⟩; 𝑏𝑚𝑘
1 ∈ 𝑏1, 𝑏𝑚𝑘
1 ∈ 𝑏2, 𝑘 ∈ ⟨1,… , 𝛾⟩; 
𝑤𝑛𝑢
1 ∈ 𝑤1, 𝑤𝑛𝑢
1 ∈ 𝑤2, 𝑢 ∈ ⟨1,… , 𝜆⟩. 
 
2. Якщо 𝐴1 ≗ 𝐴2, то 𝐵 = 𝐴1¬𝐴2 = ⟦∅|⟨∅⟩⟧ = 𝐴∅. 
 
3. Якщо 𝐴1 ≐ 𝐴2 та  
𝐴1 = ⟦𝑀1, 𝑀2
1, … ,𝑀𝑥, … ,𝑀𝑁
1 |⟨𝑎1
1, 𝑎2
1, … , 𝑎𝑙
1⟩, ⟨𝑏1, 𝑏2, … , 𝑏𝑚⟩, … , ⟨𝑓1
1, 𝑓2
1, … , 𝑓𝑡
1⟩, … ,
⟨𝑤1, 𝑤2, … , 𝑤𝑛⟩⟧,
 
𝐴2 = ⟦𝑀1, 𝑀2
2, … ,𝑀𝑥, … ,𝑀𝐾
2|⟨𝑎1
2, 𝑎2
2, … , 𝑎𝑟
2⟩, ⟨𝑑1, 𝑑2, … , 𝑑𝑞⟩, … , ⟨𝑓1
2, 𝑓2
2, … , 𝑓𝑣
2⟩, … ,
⟨𝑧1, 𝑧2, … , 𝑧𝑝⟩⟧,
 
то i-тий кортеж агрегата 𝐵 містить елементи i-того кортежу агрегата 𝐴1, які 
також містяться у i-тому кортежі агрегата 𝐴2, якщо цей i-тий кортеж є 
сумісним для обох агрегатів, отже, кількість кортежів скорочується: 
 
𝐵 = 𝐴1¬𝐴2 = ⟦𝑀1, … ,𝑀𝑥|⟨𝑎𝑙1
1 , … , 𝑎𝑙𝛼
1 ⟩, … , ⟨𝑓𝑡1
1 , … , 𝑓𝑡𝜌
1 ⟩⟧, (2.24) 
 
де 𝑎𝑙𝑖
1 ∈ 𝑎1, 𝑎𝑖𝑖
1 ∈ 𝑎2, 𝑖 ∈ ⟨1,… , 𝛼⟩; 𝑓𝑡𝑒
1 ∈ 𝑓1, 𝑓𝑡𝑒
1 ∈ 𝑓2, 𝑒 ∈ ⟨1,… , 𝜌⟩. 
Відмінність між операціями виключного перерізу та перерізу полягає 
у тому, що результатом перерізу агрегатів 𝐴1 та 𝐴2 є агрегат, який включає 
спільні компоненти обох агрегатів. Водночас, результатом виключного 
перерізу є агрегат, який містить лише компоненти агрегата 𝐴1, які присутні 
у агрегаті 𝐴2, проте він не включає компоненти агрегата 𝐴2. Наприклад, 
якщо агрегати 𝐴1 та 𝐴2 є сумісними та мають вигляд: 
79 
 
𝐴1 = ⟦𝑀𝑡 ,𝑀ℎ𝑟|⟨36.4,36.1,36.3,36.2,36.5,36.3⟩, ⟨75,76,74,73,75,75⟩⟧, 
𝐴2 = ⟦𝑀𝑡, 𝑀ℎ𝑟|⟨36.5,36.5,36.8,36.6,36.3,36.4,37.0,36.5⟩, ⟨74,81,76,93,97,
97,96⟩⟧.
. 
Тоді, результатом їх перерізу є агрегат:  
𝐴1 ∩ 𝐴2 = ⟦𝑀𝑡 ,𝑀ℎ𝑟|⟨36.4,36.3,36.5,36.3,36.5,36.5,36.3,36.4,36.5⟩, ⟨76,74,⟧
74,76⟩⟧.
 
Водночас, результатом виключного перерізу є агрегат:  
𝐴1¬𝐴2 = ⟦𝑀𝑡 ,𝑀ℎ𝑟|⟨36.4,36.3,36.5,36.3⟩, ⟨76,74⟩⟧. 
Розглянемо агрегат 𝐴3, який є квазісумісним з агрегатом 𝐴1 та має 
вигляд: 
𝐴3 = ⟦𝑀𝑡 ,𝑀𝑠𝑝|⟨36.5,36.5,36.8,36.6,36.3,36.4,37.0,36.5⟩, ⟨177,159,174,155,167, 
150,177,135⟩⟧.
 
Тоді, результатом перерізу агрегатів 𝐴1 та 𝐴3 є агрегат: 
𝐴1 ∩ 𝐴3 = ⟦𝑀𝑡|⟨36.4,36.3,36.5,36.3,36.5,36.5,36.3,36.4,36.5⟩⟧,  
а результатом виключного перерізу цих агрегатів є агрегат: 
𝐴1¬𝐴3 = ⟦𝑀𝑡|⟨36.4,36.3,36.5,36.3⟩⟧. 
Логічні операції в АСА є некомутативними, оскільки порядок 
слідування компонентів є важливим. Це відрізняє логічні операції над 
агрегатами від логічних операцій над множинами. 
 
2.2.2. Операції впорядкування 
 
Операціями впорядкування є розміщення, сортування, 
проріджування, видалення та вставлення [1, 12]. 
 
Операція розміщення перевпорядковує кортеж множин та кортеж 
кортежів агрегата 𝐴 відповідно до порядку слідування кортежу множин та  
кортежу кортежів шаблонного агрегата 𝐴𝑡𝑒𝑚. За шаблонний агрегат може 
бути взятий невизначений, пустий або будь-який довільний агрегат. 
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Нехай агрегат 𝐴 визначений наступним чином: 
 


















та нехай шаблонний агрегат 𝐴𝑡𝑒𝑚 має вигляд: 
 
𝐴𝑡𝑒𝑚 = ⟦𝑀1, 𝑀2, 𝑀3, … ,𝑀𝑁|⟨_⟩⟧ 
(2.26) 
 
Тоді результатом операції розміщення над агрегатом 𝐴 за зразком агрегата 
𝐴𝑡𝑒𝑚 є агрегат 𝐵 виду: 
 




















Операція розміщення може бути застосована до двох довільних 
агрегатів 𝐴1 та 𝐴2, де агрегат 𝐴2 використовується як шаблон. Результат 
операції розміщення залежить від сумісності агрегатів. 
 
Якщо  𝐴1 ≑ 𝐴2, то результатом операції розміщення є агрегат 𝐵, що 
дорівнює агрегату 𝐴1:  
 
𝐵 = 𝐴1 ⊨ 𝐴2 = ⟦{𝐴2}|⟨𝐴1⟩⟧ = ⟦{𝐴1}|⟨𝐴1⟩⟧ = 𝐴1. 
 
Якщо  𝐴1 ≐ 𝐴2 та немає прихованої сумісності агрегатів 𝐴1 та 𝐴2, то 
результатом застосування операції розміщення є пустий агрегат:  
 




Якщо  𝐴1 ≗ 𝐴2 та немає прихованої сумісності агрегатів 𝐴1 та 𝐴2, то 
результатом застосування операції розміщення є агрегат 𝐵 виду: 
 






















⊂ ⟨𝐴1⟩, ⟨𝐵⟩ ≢ ⟨𝐴1⟩. 
 
Якщо 𝐴1(≑) 𝐴2, то результатом застосування операції розміщення є 
агрегат 𝐵 виду: 
 














∈ ⟨𝐴1⟩, ⟨𝐵⟩ ≡ ⟨𝐴1⟩. 
 
Теорема 2.1 (теорема про сумісність).  
Якщо 𝐴1̂ = 𝐴1 ⊨ 𝐴2 та 𝐴2̂ = 𝐴2 ⊨ 𝐴1, то 𝐴1̂ ≑ 𝐴2 та 𝐴2̂ ≑ 𝐴1 для 
∀ 𝐴1, ∀ 𝐴2, таких, що 𝐴1(≑) 𝐴2. 
Доведення: 
Нехай дані довільні агрегати 𝐴1 та 𝐴2, такі, що 𝐴1(≑) 𝐴2. Застосуємо 
до них операцію розміщення двома способами: 
1. 𝐴1̂ = 𝐴1 ⊨ 𝐴2; 
2. 𝐴2̂ = 𝐴2 ⊨ 𝐴1. 
Розглянемо агрегати 𝐴1̂ та 𝐴2. 
Оскільки агрегат 𝐴1̂ є результатом застосування операції розміщення, 
то відповідно до (2.29) результатом цієї операції над приховано сумісними 
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∈ ⟨𝐴1⟩, ⟨𝐴1̂⟩ ≡
⟨𝐴1⟩, тобто 𝐴1̂ = ⟦{𝐴2}|⟨𝐴1⟩⟧.  
За визначенням агрегата (Визначення 2.1), агрегат 𝐴2 може бути 
представлений у вигляді 𝐴2 = ⟦{𝐴2}|⟨𝐴2⟩⟧. 
За визначенням приховано сумісних агрегатів (Визначення 2.8) два 
агрегати є приховано сумісними, якщо {𝐴1} ≢ {𝐴2}, |𝐴1| = |𝐴2| = 𝑁 та 
∀𝑀𝑗 ⊂ {𝐴𝑘}, 𝑗 = [1,… ,𝑁], 𝑘 = [1, 2]. 
Отже, 𝐴1̂ = ⟦{𝐴2}|⟨𝐴1⟩⟧, 𝐴2 = ⟦{𝐴2}|⟨𝐴2⟩⟧, |𝐴1̂| = |𝐴2| = 𝑁. Тоді, 
згідно з визначенням сумісних агрегатів (Визначення 2.5) агрегати 𝐴1̂ та 𝐴2 
є сумісними, оскільки |𝐴1̂| = |𝐴2| та {𝐴1̂} ≡ {𝐴2}. Що і потрібно було 
довести. 
Сумісність агрегатів 𝐴1 та 𝐴2̂ доводиться аналогічно. ∎ 
Наслідок з теореми 2.1. Практичне значення застосування операції 
розміщення над деякими приховано сумісними агрегатами 𝐴1 та 𝐴2, полягає 
у тому, що компоненти одного агрегата (𝐴1) може бути перевпорядкований 
згідно з порядком слідування компонентів другого агрегата (𝐴2), отже, в 
результаті застосування операції розміщення приховано сумісні агрегати 
стають сумісними. 
 
Розглянемо агрегати 𝐴1, 𝐴2 та 𝐴3, такі що 𝐴1 ≗ 𝐴2, 𝐴2(≑) 𝐴3 та: 
𝐴1 = ⟦𝑀𝑡 , 𝑀ℎ𝑟, 𝑀𝑠𝑝|⟨36.4,36.1,36.3,36.2,36.5,36.3⟩, ⟨75,76,74,73,75,75⟩,
⟨163,161,164,165,168⟩⟧,
 
𝐴2 = ⟦𝑀𝑡 ,𝑀𝑠𝑝|⟨36.5,36.5,36.8,36.6,36.3,36.4,37.0,36.5⟩, ⟨171,183,175,183,
167,167, 176⟩⟧
 
𝐴3 = ⟦𝑀𝑠𝑝, 𝑀𝑡|〈177,159,174,155,167,150,177,135〉, ⟨37.5,37.2,36.8,
37.0,36.6⟩⟧.
 
Тоді в результаті застосування операції розміщення отримуємо: 
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𝐴1 ⊨ 𝐴2 = ⟦𝑀𝑡 ,𝑀𝑠𝑝 | ⟨36.4,36.1,36.3,36.2,36.5,36.3⟩, ⟨163,161,164,
165,168⟩⟧,
 




Операція сортування (сортування за зростанням та сортування за 
спаданням) дозволяє отримати новий – відсортований – порядок слідування 
елементів (за зростанням та за спаданням відповідно) певного кортежу, 
який будемо називати первісним кортежем. Результатом застосування 
операції  сортування до агрегата є агрегат, у всіх кортежах якого елементи 
перевпорядковані відповідно до нового порядку слідування індексів 
елементів відсортованого первісного кортежу. 








 та ∃𝑘 таке, що 1 < 𝑘 < 𝑁, 𝑘 ≠ 2 та 𝑛1 >
𝑛𝑘 > 𝑛𝑁 , 𝑛2 = 𝑛𝑘. Тоді результатом застосування операції сортування за 
зростанням агрегата 𝐴 відносно елементів кортежу ?̄?𝑘 є агрегат 𝐵 такий, 
що: 
 
𝐵 = 𝐴 ↑ ?̄?𝑘 = ⟦𝑀1, 𝑀2, …𝑀𝑘, …𝑀𝑁|,⟨𝑎𝛼
1 , 𝑎𝛽
1 , … 𝑎𝜈
1, … 𝑎𝜔
1 , 𝑎𝑛𝑘+1




2 , … 𝑎𝜈
2, … 𝑎𝜔
2 ⟩, … ⟨𝑎𝛼
𝑘 , 𝑎𝛽
𝑘 , … 𝑎𝜈
𝑘 , … 𝑎𝜔
𝑘 ⟩, … , ⟨𝑎𝛼
𝑁 , 𝑎𝛽






𝑘 ≤. . . ≤ 𝑎𝜈








, 𝑗 = 1…𝑁, 
𝑚 ∈ [𝛼, 𝛽, … , 𝜈, … , 𝜔], 1 ≤ 𝑚 ≤ 𝑛 та 𝑛 = 𝑛𝑘, якщо 𝑛𝑗 ≥ 𝑛𝑘, або 𝑛 = 𝑛𝑗, 
якщо 𝑛𝑗 < 𝑛𝑘. 
Результатом застосування операції сортування за спаданням агрегата 




𝐵 = 𝐴 ↓ ?̄?𝑘 = ⟦𝑀1, 𝑀2, …𝑀𝑘 , …𝑀𝑁|⟨𝑎𝜔





1 , … 𝑎𝑛1
1 ⟩, ⟨𝑎𝜔
2 , … , 𝑎𝜈




𝑘 , … , 𝑎𝜈
𝑘 , … , 𝑎𝛽
𝑘, 𝑎𝛼
𝑘⟩, … , ⟨𝑎𝜈







𝑘 ≥. . . ≥ 𝑎𝜈








, 𝑗 = 1…𝑁, 
 𝑚 ∈ [𝛼, 𝛽,… , 𝜈, … , 𝜔], 1 ≤ 𝑚 ≤ 𝑛 та 𝑛 = 𝑛𝑘, якщо 𝑛𝑗 ≥ 𝑛𝑘, або 𝑛 = 𝑛𝑗, 
якщо 𝑛𝑗 < 𝑛𝑘. 
Якщо 𝑘 = 1, 𝑘 = 2 або 𝑘 = 𝑁, то операція сортування виконується 
аналогічно. 
Якщо 𝑛1 = 𝑛2 =. . . = 𝑛𝑘 =. . . = 𝑛𝑁, то результатом сортування за 
зростанням є агрегат виду: 
 




, … , 𝑎𝜈
𝑗







а результатом сортування за спаданням є агрегат виду: 
 
𝐵 = 𝐴 ↓ ?̄?𝑘 = ⟦𝑀𝑗| ⟨𝑎𝜔
𝑗
, … , 𝑎𝜈
𝑗









Різновидом операцій сортування є операції сортування з 
доповненням (сортування за зростанням з доповненням та сортування за 
спаданням з доповненням), які дозволяють збільшити довжину коротших 
кортежів відповідно до довжини первісного кортежу шляхом додавання 
значення 𝑥 (𝑥 ∈ [∅, _, 𝑞], 𝑞 ∈ 𝑀𝑗 , 1 ≤ 𝑗 ≤ 𝑁) або у кінець, або у початок 
коротших кортежів. 
Результатом сортування за зростанням з доповненням у кінець 




𝐵 = 𝐴 ↑ (?̄?𝑘, 𝑥) = ⟦𝑀1, 𝑀2, … ,𝑀𝑘, … ,𝑀𝑁|,⟨𝑎𝛼
1 , 𝑎𝛽
1 , … , 𝑎𝜈
1, … , 𝑎𝜔
1 ,
𝑎𝑛𝑘+1
1 , … , 𝑎𝑛1
1 ⟩, ⟨𝑎𝛼
2 , 𝑎𝛽
2 , … , 𝑎𝜈
2, … , 𝑎𝜔
2 ⟩, … ,
⟨𝑎𝛼
𝑘 , 𝑎𝛽
𝑘 , … , 𝑎𝜈
𝑘, … , 𝑎𝜔
𝑘 ⟩, … , ⟨𝑎𝛼
𝑁 , 𝑎𝛽
𝑁 , … , 𝑎𝜈





𝑁 , … , 𝑎𝜈
𝑁 , 𝑥, … , 𝑥⟩| = 𝑛𝑘. 
Результатом сортування за зростанням з доповненням напочатку 
коротших кортежів агрегата 𝐴 є агрегат 𝐵: 
 
𝐵 = 𝐴 ↑ (𝑥, ?̄?𝑘) = ⟦𝑀1, 𝑀2, … ,𝑀𝑘, … ,𝑀𝑁|,⟨𝑎𝛼
1 , 𝑎𝛽
1 , … , 𝑎𝜈
1, … , 𝑎𝜔
1 ,
𝑎𝑛𝑘+1
1 , … , 𝑎𝑛1
1 ⟩, ⟨𝑎𝛼
2 , 𝑎𝛽
2 , … , 𝑎𝜈
2, … , 𝑎𝜔
2 ⟩, … ,
⟨𝑎𝛼
𝑘 , 𝑎𝛽
𝑘 , … , 𝑎𝜈
𝑘, … , 𝑎𝜔
𝑘 ⟩, … , ⟨𝑥, … , 𝑥, 𝑎𝛼
𝑁 , 𝑎𝛽




де |⟨𝑥, … , 𝑥, 𝑎𝛼
𝑁 , 𝑎𝛽
𝑁 , … , 𝑎𝜈
𝑁⟩| = 𝑛𝑘. 
Результатом сортування за спаданням з доповненням у кінець 
коротших кортежів агрегата 𝐴 є агрегат 𝐵: 
 
𝐵 = 𝐴 ↓ (?̄?𝑘, 𝑥) = ⟦𝑀1, 𝑀2, … ,𝑀𝑘, … ,𝑀𝑁|,⟨𝑎𝜔





1 , … , 𝑎𝑛1
1 ⟩, ⟨𝑎𝜔
2 , … , 𝑎𝜈




𝑘 , … , 𝑎𝜈
𝑘 , … , 𝑎𝛽
𝑘, 𝑎𝛼
𝑘⟩, … , ⟨𝑎𝜈
𝑁 , … , 𝑎𝛽
𝑁 , 𝑎𝛼




Результатом сортування за спаданням з доповненням напочатку 
коротших кортежів агрегата 𝐴 є агрегат 𝐵: 
 
𝐵 = 𝐴 ↓ (𝑥, ?̄?𝑘) = ⟦𝑀1, 𝑀2, … ,𝑀𝑘, … ,𝑀𝑁|,⟨𝑎𝜔





1 , … , 𝑎𝑛1
1 ⟩, ⟨𝑎𝜔
2 , … , 𝑎𝜈




𝑘 , … , 𝑎𝜈
𝑘 , … , 𝑎𝛽
𝑘, 𝑎𝛼
𝑘⟩, … , ⟨𝑥, … , 𝑥, 𝑎𝜈








Операція проріджування дозволяє вилучити з первісного кортежу 
агрегата однакові значення, що розташовані поруч; одночасно вилучаються 
елементи з тими самими індексами у всіх інших кортежах. Якщо агрегат 𝐴 
визначений як: 
 
𝐴 = ⟦𝑀1, … ,𝑀𝑘, … ,𝑀𝑁|⟨𝑎1
1, … , 𝑎𝑚
1 , … , 𝑎𝑚+𝑝
1 , 𝑎𝑚+𝑝+1
1 , … , 𝑎𝑛1
1 ⟩, … ,
⟨𝑎1
𝑘, … ,𝑎𝑚
𝑘 , … , 𝑎𝑚+𝑝
𝑘 , 𝑎𝑚+𝑝+1
𝑘 , … , 𝑎𝑛𝑘
𝑘 ⟩, … ,
⟨𝑎1
𝑁 , … , 𝑎𝑚
𝑁 , … , 𝑎𝑚+𝑝
𝑁 , 𝑎𝑚+𝑝+1




де 1 ≤ 𝑘 ≤ 𝑁, та ∃𝑚𝑙, ∀𝑙, таке, що 𝑎𝑚
𝑘 = 𝑎𝑚+1
𝑘 =. . . = 𝑎𝑚+𝑝
𝑘 ,  
1 ≤ 𝑚 ≤ (𝑛𝑘 − 𝑝), 1 ≤ 𝑝 ≤ 𝑛𝑘, то результатом операції проріджування 
агрегата 𝐴 відносно кортежу  ?̄?𝑘 є агрегат 𝐵 виду: 
 
𝐵 = 𝐴 ∥ ?̄?𝑘 = ⟦𝑀1, … ,𝑀𝑘, … ,𝑀𝑁|⟨𝑎1
1, … , 𝑎𝑚
1 , 𝑎𝑚+𝑝+1
1 , … , 𝑎𝑛1
1 ⟩, … , 
⟨𝑎1
𝑘 , … , 𝑎𝑚
𝑘 , 𝑎𝑚+𝑝+1
𝑘 , … , 𝑎𝑛𝑘
𝑘 ⟩, … , ⟨𝑎1
𝑁 , … , 𝑎𝑚
𝑁 , 𝑎𝑚+𝑝+1




Операція видалення дозволяє вилучити певний елемент з агрегата. 
Нехай агрегат 𝐴 має вигляд: 
 




, … , ⟨𝑎1




𝑘 , … , 𝑎𝑛𝑘







тоді результатом операції видалення елементу 𝑎𝑚
𝑘  з агрегата 𝐴 є агрегат 𝐵 
такий, що: 
 
𝐵 = 𝐴 ⋉ 𝑎𝑚




, … , ⟨𝑎1
𝑘 , … , 𝑎𝑚−1
𝑘 ,
𝑎𝑚+1
𝑘 , … , 𝑎𝑛𝑘









Різновидом операції видалення є операція умовного видалення, яка 
передбачає видалення елементу в разі виконання певної умови, як-то 
𝑎𝑚
𝑘 = 𝑑, 𝑎𝑚
𝑘 < 𝑑 або 𝑎𝑚






Операція вставлення дозволяє додати певний елемент у агрегат. 
Нехай агрегат 𝐴 має вигляд: 
 




, … , ⟨𝑎1




𝑘 , … , 𝑎𝑛𝑘







де 1 ≤ 𝑚 ≤ 𝑁 та ∃𝑑, таке що 𝑑 ∈ 𝑀𝑘, 1 ≤ 𝑘 ≤ 𝑁, то вставлення елементу 
𝑑 в одне і те саме місце у агрегаті 𝐴 може бути виконане двома 
еквівалентними способами, що визначені у (2.43) та (2.44). 
 
𝐵 = 𝐴 ⋊ (𝑑 ≺ 𝑎𝑚




, … , 
⟨𝑎1
𝑘, … , 𝑎𝑚−1
𝑘 , 𝑑, 𝑎𝑚
𝑘 , 𝑎𝑚+1
𝑘 , … , 𝑎𝑛𝑘







 𝐵 = 𝐴 ⋊ (𝑑 ≻ 𝑎𝑚−1






𝑘, … , 𝑎𝑚−1
𝑘 , 𝑑, 𝑎𝑚
𝑘 , 𝑎𝑚+1
𝑘 , … , 𝑎𝑛𝑘







Різновидом операції видалення є операція умовного вставлення, яка 
передбачає додавання елементу в разі виконання певної умови:  
𝑑 = 𝑎𝑚
𝑘 , 𝑑 < 𝑎𝑚
𝑘  або 𝑑 > 𝑎𝑚
𝑘 , ∀𝑑 ∈ 𝑀𝑘.  







Отже, операції впорядкування, визначені у АСА, дозволяють 
перевпорядковувати елементи у кортежах та кортежі у агрегатах. 
 
2.2.3. Арифметичні операції 
 
Арифметичні операції в АСА можуть виконуватись лише над 
елементами, які належать до числових множин. 
Арифметичними операціями над елементами є додавання (+), 
віднімання (–), множення (*), ділення (/). Вони виконуються над окремими 
значеннями за звичайними правилами виконання цих математичних 
операцій. 
Арифметичними операціями над кортежами є поелементне додавання 
(+.), поелементне віднімання (–.), поелементне множення (*.), поелементне 
ділення (/.). Ці операції виконуються за такими правилами:  
1. Відповідність між елементами різних кортежів встановлюється зліва 
направо (від першого елементу до останнього). 
2. Якщо кортежі, над якими виконується поелементна операція, мають 
різну довжину, то операція виконується лише для 𝑘 перших елементів 
кожного кортежу-операнду, де 𝑘 – довжина найкоротшого кортежу-
операнду; інші елементи всіх довших кортежів-операндів відкидаються. 
Наприклад, результатом додавання двох кортежів дійсних чисел: 
〈2.5, 3.1, 7.4〉 та 〈0.3, 12.8, 1.4, 6.9, 3.2〉 є кортеж 〈2.8, 15.9, 8.8〉. 
 
2.3. Відношення в алгебраїчній системі агрегатів 
 
Відношення в АСА [1, 3] включають відношення між елементами, 
відношення між кортежами та відношення між агрегатами. 
Відношеннями між елементами є відношення більше (>), менше (<), 
дорівнює (=), передує (≺), слідує за (≻). Перші три відношення (<, > та =) 
89 
 
ґрунтуються на порівняні значень елементів, в той час, як два останніх 
відношення (≺ та ≻) ґрунтуються на порівняні позиції елементів у кортежі. 
Розглянемо елементи такого кортежу: 
?̅? = 〈𝑎1, 𝑎2, 𝑎3, 𝑎4〉 = 〈11, 9,11,18〉. 
Тоді між елементами цього кортежу можна встановити наступні 
відношення: 𝑎1 > 𝑎2; 𝑎3 < 𝑎4; 𝑎1 = 𝑎3; 𝑎1 ≺ 𝑎2; 𝑎3 ≻ 𝑎2. 
 
2.3.1. Відношення між кортежами 
 
Відношенням між кортежами належать до таких категорій: 
− арифметичні відношення; 
− частотні відношення; 
− інтервальні відношення. 
 
Арифметичні відношення можуть бути застосовані до двох кортежів 
𝑎1̅̅ ̅ та 𝑎2̅̅ ̅, де 𝑎1̅̅ ̅ = 〈𝑎𝑖1
1 〉𝑖1=1
𝑛1  та 𝑎2̅̅ ̅ = 〈𝑎𝑖2
2 〉𝑖2=1
𝑛2 , якщо 𝑎𝑖1
1 ∈ 𝑀 та 𝑎𝑖2
2 ∈ 𝑀. 
Арифметичні відношення виконуються поелементно та включають 
наступні відношення: строго більше (>), мажоритарно більше (≫), строго 
менше (<), мажоритарно менше (≪), строго дорівнює (=) та мажоритарно 
дорівнює (<>). 
Відношення строго більше між кортежами 𝑎1̅̅ ̅ та 𝑎2̅̅ ̅ визначається як: 
 
𝑎1̅̅ ̅ > 𝑎2̅̅ ̅ якщо 𝑎𝑖
1 > 𝑎𝑖
2, ∀𝑖, 𝑖 = [1. . 𝑛1], 𝑛1 = 𝑛2. 
(2.45) 
 
Відношення мажоритарно більше між кортежами 𝑎1̅̅ ̅ та 𝑎2̅̅ ̅ може бути 
визначене наступним чином. Нехай 𝑁 = 〈1,2,… , 𝑛〉, де 𝑛 = {
𝑛1, 𝑖𝑓 𝑛1 ≤ 𝑛2




та ∃𝑁𝑝 ≠ ∅, ∃𝑁𝑞 ≠ ∅ такі, що 𝑁𝑝 ∪ 𝑁𝑞 = 𝑁, 𝑁𝑝 ∩ 𝑁𝑞 = ∅ та |𝑁𝑝| > |𝑁𝑞|. 
Тоді ∀𝑝, ∀𝑞,  𝑝 ∈ 𝑁𝑝, 𝑞 ∈ 𝑁𝑞 відношення мажоритарно більше: 
 






Відношення строго менше між кортежами 𝑎1̅̅ ̅ та 𝑎2̅̅ ̅ визначається як: 
 
𝑎1̅̅ ̅ < 𝑎2̅̅ ̅, якщо 𝑎𝑖
1 < 𝑎𝑖
2, ∀𝑖, 𝑖 = [1. . 𝑛1], 𝑛1 = 𝑛2. 
(2.47) 
 
Відношення мажоритарно менше між кортежами 𝑎1̅̅ ̅ та 𝑎2̅̅ ̅ може бути 
визначене наступним чином. Нехай 𝑁 = 〈1,2,… , 𝑛〉, де 𝑛 = {
𝑛1, 𝑖𝑓 𝑛1 ≤ 𝑛2
𝑛2, 𝑖𝑓 𝑛1 > 𝑛2
 
та ∃𝑁𝑝 ≠ ∅, ∃𝑁𝑞 ≠ ∅ такі, що 𝑁𝑝 ∪ 𝑁𝑞 = 𝑁,  𝑁𝑝 ∩ 𝑁𝑞 = ∅ та |𝑁𝑝| < |𝑁𝑞|. 
Тоді ∀𝑝, ∀𝑞,  𝑝 ∈ 𝑁𝑝, 𝑞 ∈ 𝑁𝑞, відношення мажоритарно менше: 
 






Відношення строго дорівнює між кортежами 𝑎1̅̅ ̅ та 𝑎2̅̅ ̅ визначається 
наступним чином: 
 
𝑎1̅̅ ̅ = 𝑎2̅̅ ̅, якщо 𝑎𝑖
1 = 𝑎𝑖
2, ∀𝑖, 𝑖 = [1. . 𝑛1], 𝑛1 = 𝑛2. 
(2.49) 
 
Відношення мажоритарно дорівнює між кортежами 𝑎1̅̅ ̅ та 𝑎2̅̅ ̅ може 
бути визначене наступним чином.  
Нехай 𝑁 = 〈1,2,… , 𝑛〉, де 𝑛 = {
𝑛1, 𝑖𝑓 𝑛1 ≤ 𝑛2
𝑛2, 𝑖𝑓 𝑛1 > 𝑛2
 та ∃𝑁𝑒 ≠ ∅, ∃𝑁𝑝 ≠ ∅, 
∃𝑁𝑞 ≠ ∅ такі, що 𝑁𝑝 ∪ 𝑁𝑞 ∪ 𝑁𝑒 = 𝑁, 𝑁𝑝 ∩ 𝑁𝑞 ∩ 𝑁𝑒 = ∅ та  
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|𝑁𝑒| > |𝑁𝑝|, |𝑁𝑝| = |𝑁𝑞|. Тоді ∀𝑝 ∈ 𝑁𝑝, ∀𝑞 ∈ 𝑁𝑞 , ∀𝑒 ∈ 𝑁𝑒 відношення 
мажоритарно дорівнює: 
 








Розглянемо наступні кортежі: 




1〉 = 〈11, 9, 11, 18〉; 




2〉 = 〈2, 7, 4, 10〉; 





3〉 = 〈7, 19, 4, 10, 8〉; 




4〉 = 〈11, 9, 11, 18〉; 





5〉 = 〈14, 9,11,10,8〉. 
Тоді між цими кортежами можна встановити наступні відношення: 
𝑎1̅̅ ̅ > 𝑎2̅̅ ̅;  𝑎1̅̅ ̅ ≫ 𝑎3̅̅ ̅;  𝑎2̅̅ ̅ < 𝑎4̅̅ ̅;
 𝑎3̅̅ ̅ ≪ 𝑎4̅̅ ̅; 𝑎1̅̅ ̅ = 𝑎4̅̅ ̅;  𝑎1̅̅ ̅ <> 𝑎5̅̅ ̅.
 
 
Частотні відношення можуть бути застосовані до двох кортежів 𝑎1̅̅ ̅ 
та 𝑎2̅̅ ̅, де 𝑎1̅̅ ̅ = 〈𝑎𝑖1
1 〉𝑖1=1
𝑛1  та 𝑎2̅̅ ̅ = 〈𝑎𝑖2
2 〉𝑖2=1
𝑛2 , якщо 𝑎𝑖1
1 ∈ 𝑀 та 𝑎𝑖2
2 ∈ 𝑀. Частотні 
відношення включають наступні відношення: частіше (⊳), рідше (⊲) та 
однаково часто (∼). 
Відношення частіше між кортежами 𝑎1̅̅ ̅ та 𝑎2̅̅ ̅ визначається як: 
 
𝑎1̅̅ ̅ ⊳ 𝑎2̅̅ ̅, якщо |𝑎1̅̅ ̅| > |𝑎2̅̅ ̅|. (2.51) 
 
Відношення рідше між кортежами 𝑎1̅̅ ̅ та 𝑎2̅̅ ̅ визначається як: 
 




Відношення однаково часто між кортежами 𝑎1̅̅ ̅ та 𝑎2̅̅ ̅ визначається як: 
 
𝑎1̅̅ ̅ ∼ 𝑎2̅̅ ̅, якщо |𝑎1̅̅ ̅| = |𝑎2̅̅ ̅|. (2.53) 
 
Розглянемо наступні кортежі: 





1〉 = 〈14, 9, 15, 18,6〉; 




2〉 = 〈2, 7, 4, 10〉; 





3〉 = 〈7, 19, 4, 10, 8〉; 
Тоді, між ними можна встановити такі відношення: 𝑎1̅̅ ̅ ⊳ 𝑎2̅̅ ̅;  𝑎2̅̅ ̅ ⊲ 𝑎3̅̅ ̅;  
𝑎1̅̅ ̅ ∼ 𝑎3̅̅ ̅. 
Для того, щоб визначити наскільки частішим або наскільки рідшим є 







Наприклад, для кортежів 𝑎1̅̅ ̅, 𝑎2̅̅ ̅ та 𝑎3̅̅ ̅, визначених вище, ця міра має 
значення: 𝜂12 = 1.25, 𝜂23 = 0.8, 𝜂13 = 1. 
 
Інтервальні відношення включають наступні відношення: передує, 
настає після, збігається з, стикається з початком, стикається з кінцем, 
перекриває, перекривається, відбувається під час, містить, починає, 
починається з, закінчує, закінчується та відбувається між.  
Інтервальні відношення можуть бути застосовані лише до кортежів, 






2.3.2. Відношення над дискретними інтервалами 
 
Інтервальні відношення ґрунтуються на відношеннях інтервальної 
алгебри Аллена [265–274]. Якщо X та Y є інтервалами, такими що  
X = [x–, x+] та Y = [y–, y+], відношення між ними визначаються, як наведено у 
табл. 2.1. 
Суттєва відмінність інтервальних відношень в АСА від інтервальної 
алгебри Аллена полягає у тому, що, на відміну від інтервальної алгебри 
Аллена, яка оперує неперервними інтервалами, інтервальні відношення в 
АСА застосовуються до дискретних інтервалів або дискретних інтервалів 
без повторень. 
 
Таблиця 2.1 – Відношення інтервальної алгебри Аллена 
Відношення Запис Визначення 
X Before Y 𝑏 (𝑋,  𝑌) 𝑥+ < 𝑦– 
X After Y 𝑏𝑖 (𝑋,  𝑌) 𝑥– > 𝑦+ 
X Equal Y 𝑒 (𝑋,  𝑌) 𝑥– = 𝑦– та 𝑥+ = 𝑦+ 
X Meets Y 𝑚 (𝑋,  𝑌) 𝑥+ = 𝑦– 
X Is Met By Y 𝑚𝑖 (𝑋,  𝑌) 𝑥– = 𝑦+ 
X Overlaps Y 𝑜 (𝑋,  𝑌) 𝑥– <  𝑦– та 𝑥+ > 𝑦– та 𝑥+ <  𝑦+ 
X Is Overlapped By Y 𝑜𝑖 (𝑋,  𝑌) 𝑥–  >  𝑦– та 𝑥–  <  𝑦+ та 𝑥+  >  𝑦+ 
X During Y 𝑑 (𝑋,  𝑌) 𝑥–  >  𝑦– та 𝑥+  <  𝑦– 
X Contains Y 𝑑𝑖 (𝑋,  𝑌) 𝑥–  <  𝑦– та 𝑥–  >  𝑦+ 
X Starts Y 𝑠 (𝑋,  𝑌) 𝑥–  =  𝑦– та 𝑥+ < 𝑦+ 
X Is Started By Y 𝑠𝑖 (𝑋,  𝑌) 𝑥–  =  𝑦– та 𝑥+  >  𝑦+ 
X Finishes Y 𝑓 (𝑋,  𝑌) 𝑥–  >  𝑦– та 𝑥+ = 𝑦+ 




Визначення 2.9. Дискретним інтервалом є кортеж ?̅? = 〈𝑎𝑖〉𝑖=1
𝑛 , 
елементами якого можуть бути будь-які значення 𝑎𝑖, впорядковані за 
зростанням (𝑎𝑖 ≤ 𝑎𝑖+1, ∀𝑖 ∈ [1…𝑛 − 1], 𝑎𝑖 ∈ 𝑀) або за спаданням (𝑎𝑖 ≥
𝑎𝑖+1, ∀𝑖 ∈ [1…𝑛 − 1], 𝑎𝑖 ∈ 𝑀), тобто дискретний інтервал є зростаючою або 
спадною послідовністю, що визначена на деякій множині 𝑀. 
 
Визначення 2.10. Дискретним інтервалом без повторень будемо 
називати кортеж ?̅? = 〈𝑎𝑖〉𝑖=1
𝑛 , елементи якого є унікальними значеннями 𝑎𝑖, 
впорядкованими за зростанням (𝑎𝑖 < 𝑎𝑖+1, ∀𝑖 ∈ [1…𝑛 − 1], 𝑎𝑖 ∈ 𝑀) або за 
спаданням (𝑎𝑖 > 𝑎𝑖+1, ∀𝑖 ∈ [1…𝑛 − 1], 𝑎𝑖 ∈ 𝑀), тобто дискретний інтервал 
без повторень є строго зростаючою або строго спадною послідовністю, що 
визначена на деякій множині 𝑀. 
 
Теорема 2.2 (теорема про сортування). 






















 є дискретним інтервалом. 
Доведення: 








. Застосуємо до 
нього операцію сортування за зростанням відносно деякого первісного 
кортежу ?̄?𝑘  (𝑘 ∈ [1…𝑁], 𝑁 ∈  ℕ). Згідно з (2.30) в результаті отримуємо 
агрегат ?̂? виду: 
 
?̂? = 𝐴 ↑ ?̄?𝑘 = ⟦𝑀1, 𝑀2, … ,𝑀𝑘, … ,𝑀𝑁|⟨𝑎𝛼
1 , 𝑎𝛽
1 , … , 𝑎𝜈
1, … , 𝑎𝜔
1 , 𝑎𝑛𝑘+1




2 , … , 𝑎𝜈
2, … , 𝑎𝜔
2 ⟩, … , ⟨𝑎𝛼
𝑘 , 𝑎𝛽
𝑘, … , 𝑎𝜈
𝑘 , … , 𝑎𝜔
𝑘 ⟩, … , ⟨𝑎𝛼
𝑁 , 𝑎𝛽








𝑘 <. . . < 𝑎𝜈








, 𝑗 = 1…𝑁, 
 𝑚 ∈ [𝛼, 𝛽,… , 𝜈, … , 𝜔], 1 ≤ 𝑚 ≤ 𝑛 та 𝑛 = 𝑛𝑘, якщо 𝑛𝑗 ≥ 𝑛𝑘, або 𝑛 = 𝑛𝑗,  
якщо 𝑛𝑗 < 𝑛𝑘. 
Оскільки порядок слідування елементів кортежів агрегата 𝐴 в 
результаті застосування операції сортування за зростанням змінено згідно 
з новим порядком слідування елементів кортежу ?̂?, то позначимо ці 



















є відсортованими за зростанням згідно з (2.30).  
Отже, кортеж ?̅??̂? є дискретним інтервалом, оскільки за визначенням 
(Визначення 2.9) дискретний інтервал – це кортеж, елементи якого 
впорядковані за зростанням (𝑎𝑖 ≤ 𝑎𝑖+1, ∀𝑖 ∈ [1…𝑛 − 1], 𝑎𝑖 ∈ 𝑀). Що і 
потрібно було довести. 
Доведення для випадку операції сортування за спаданням є 
аналогічним. ∎ 
 
Теорема 2.3 (теорема про проріджування). 
Якщо первісний кортеж ?̄?𝑘 ∈ 𝐴 операції проріджування ?̂? = 𝐴 ∥ ?̄?𝑘  





















 є дискретним інтервалом без 
повторень. 
Доведення: 








, деякий кортеж 
?̄?𝑘 якого є дискретним інтервалом (∀ 𝑘 ∈ [1…𝑁], 𝑁 ∈  ℕ). 
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За визначенням дискретного інтервалу (Визначення 2.9) дискретним 
інтервалом є довільний кортеж, елементами якого можуть бути будь-які 





𝑘  (∀𝑖 ∈ [1…𝑛 − 1], 𝑎𝑖 ∈ 𝑀). (2.55) 
 
Застосуємо до агрегата 𝐴 операцію проріджування відносно ?̄?𝑘 (∀ 𝑘 ∈
[1…𝑁], 𝑁 ∈  ℕ). У випадках, коли нерівність (2.55) набуває вигляду 𝑎𝑖
𝑘 =
𝑎𝑖+1
𝑘  (∀ 𝑖 ∈ [1…𝑛 − 1]), й оскільки за визначенням (2.39) операція 
проріджування вилучає з первісного кортежу агрегата однакові значення, 
що розташовані поруч, то згідно з (2.39) в результаті операції 
проріджування отримуємо агрегат ?̂? виду: 
?̂? = 𝐴 ∥ ?̄?𝑘 = ⟦𝑀1, … ,𝑀𝑘 , … ,𝑀𝑁|⟨𝑎1
1, … , 𝑎𝑚
1 , 𝑎𝑚+𝑝+1
1 , … , 𝑎𝑛1
1 ⟩, … , 
⟨𝑎1
𝑘 , … , 𝑎𝑚
𝑘 , 𝑎𝑚+𝑝+1
𝑘 , … , 𝑎𝑛𝑘
𝑘 ⟩, … , ⟨𝑎1
𝑁 , … , 𝑎𝑚
𝑁 , 𝑎𝑚+𝑝+1
𝑁 , … , 𝑎𝑛𝑁
𝑁 ⟩⟧, 
для якого нерівність (2.55) набуває вигляду 𝑎𝑖
𝑘 < 𝑎𝑖+1
𝑘 . 
Оскільки кількість елементів кортежів агрегата 𝐴 в результаті 
застосування операції проріджування у загальному випадку зменшується, 















. У цьому прорідженому агрегаті елементи первісного 




підпадають під дію умови ?̂?𝑖
𝑘 < ?̂?𝑖+1
𝑘 . Отже, кортеж ?̅??̂? 
є дискретним інтервалом без повторень, оскільки за визначенням 
(Визначення 2.10) дискретний інтервал без повторень – це кортеж, елементи 
якого впорядковані строго за зростанням (𝑎𝑖 < 𝑎𝑖+1, ∀𝑖 ∈ [1…𝑛 − 1], 𝑎𝑖 ∈
𝑀). Що і потрібно було довести. 
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Доведення для випадку, коли умова (2.55) має вигляд 𝑎𝑖
𝑘 ≥ 𝑎𝑖+1
𝑘 , є 
аналогічним. ∎ 
 
Розглянемо відношення між дискретними інтервалами. Для 
узгодженості з інтервальною алгеброю Аллена будемо позначати ці 
відношення індексом 𝑑, наприклад, 𝑒𝑑. Тоді відношеннями між 
дискретними інтервалами 𝑎1̅̅ ̅ та 𝑎2̅̅ ̅ визначимо наступним чином. 
Відношення 𝑎1̅̅ ̅ передує 𝑎2̅̅ ̅ визначається як: 
 
𝑏𝑑(𝑎




Відношення 𝑎1̅̅ ̅ настає після 𝑎2̅̅ ̅ визначається як: 
 
𝑏𝑖𝑑(𝑎
1̅̅ ̅, 𝑎2̅̅ ̅), якщо 𝑎1
1 > 𝑎𝑛2
2 . (2.57) 
 
Відношення 𝑎1̅̅ ̅ збігається з 𝑎2̅̅ ̅ визначається як: 
 
𝑒𝑑(𝑎




2 . (2.58) 
 
Відношення 𝑎1̅̅ ̅ стикається з початком 𝑎2̅̅ ̅ визначається як: 
 
𝑚𝑑(𝑎




Відношення 𝑎1̅̅ ̅ стикається з кінцем 𝑎2̅̅ ̅ визначається як: 
 
𝑚𝑖𝑑(𝑎
1̅̅ ̅, 𝑎2̅̅ ̅), якщо 𝑎1
1 = 𝑎𝑛2




Відношення 𝑎1̅̅ ̅ перекриває 𝑎2̅̅ ̅ визначається як: 
 
𝑜𝑑(𝑎




2  та 𝑎1
2 < 𝑎𝑛1
1 . (2.61) 
 
Відношення 𝑎1̅̅ ̅ перекривається 𝑎2̅̅ ̅ визначається як: 
 
𝑜𝑖𝑑(𝑎




1  та 𝑎1
1 < 𝑎𝑛2
2 . (2.62) 
 
Відношення 𝑎1̅̅ ̅ відбувається під час 𝑎2̅̅ ̅ визначається як: 
 
𝑑𝑑(𝑎




2 . (2.63) 
 
Відношення 𝑎1̅̅ ̅ містить 𝑎2̅̅ ̅ визначається як: 
 
𝑑𝑖𝑑(𝑎




2 . (2.64) 
 
Відношення 𝑎1̅̅ ̅ починає 𝑎2̅̅ ̅ визначається як: 
 
𝑠𝑑(𝑎




2 . (2.65) 
 
Відношення 𝑎1̅̅ ̅ починається з 𝑎2̅̅ ̅ визначається як: 
 
𝑠𝑖𝑑(𝑎




2 . (2.66) 
 









2 . (2.67) 
 
Відношення 𝑎1̅̅ ̅ закінчується 𝑎2̅̅ ̅ визначається як: 
 
𝑓𝑖𝑑(𝑎




2 . (2.68) 
 
Відношення відбувається між 𝑤𝑑
(𝛼,𝛽)
(𝑎1,̅̅ ̅̅ … , 𝑎𝑛̅̅̅̅ ) не має аналогу в 
інтервальній алгебрі Аллена. Це відношення може бути застосоване до 
будь-якої кількості дискретних інтервалів та означає, що 𝑎𝑗̅̅ ̅ (𝑗 ∈ [1…𝑛], 𝑛 ≥
1) відбувається між дискретними значеннями 𝛼 та 𝛽. Отже, відношення 𝑎1̅̅ ̅ 




(𝑎1̅̅ ̅, 𝑎2̅̅ ̅), якщо 𝛼 ≤ 𝑎1
1, 𝛼 ≤ 𝑎1
2, 𝑎𝑛1
1 ≤ 𝛽, 𝑎𝑛2
2 ≤ 𝛽, (2.69) 
 
де 𝛼 та 𝛽 – задані дискретні значення такі, що 𝛼, 𝛽, 𝑎𝑖
𝑗
∈ 𝑀, 𝑗 ∈ [1…𝑛],  
𝑖 ∈ [1…𝑛𝑗], 𝑛, 𝑛𝑗 ∈  ℕ; 𝑀 – деяка множина. 
Відношення відбувається між для двох дискретних інтервалів є 
узагальненням відношення збігається з, оскільки відношення відбувається 






Розглянемо наступні кортежі (рис. Рис. 2.1. Відношення передує-Рис. 
2.14. Відношення відбувається між): 
𝑎1̅̅ ̅ = 〈𝑎1
1, 𝑎2
1, 𝑎3
1〉 = 〈1, 3, 4〉; 





2〉 = 〈8, 9, 12, 13, 16〉; 




3〉 = 〈1, 3, 5, 6〉; 
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4〉 = 〈8, 10, 14, 16〉; 






5〉 = 〈2, 4, 5, 6, 7, 8〉; 
𝑎6̅̅ ̅ = 〈𝑎1
6, 𝑎2
6, 𝑎3
6〉 = 〈6, 8, 10〉; 





7〉 = 〈5, 7, 10, 15, 18〉; 




8〉 = 〈8, 10,11, 12〉; 





9〉 = 〈5, 7,12,15,16〉; 
𝑎10̅̅ ̅̅ = 〈𝑎1
10, 𝑎2
10, 𝑎3
10〉 = 〈4, 7, 8〉. 
Тоді між ними можна встановити наступні відношення: 𝑏𝑑(𝑎
1̅̅ ̅, 𝑎2̅̅ ̅), 
𝑏𝑖𝑑(𝑎
2̅̅ ̅, 𝑎3̅̅ ̅), 𝑒𝑑(𝑎
2̅̅ ̅, 𝑎4̅̅ ̅), 𝑚𝑑(𝑎
5̅̅ ̅, 𝑎2̅̅ ̅), 𝑚𝑖𝑑(𝑎
4̅̅ ̅, 𝑎5̅̅ ̅), 𝑜𝑑(𝑎
3̅̅ ̅, 𝑎5̅̅ ̅), 𝑜𝑖𝑑(𝑎
5̅̅ ̅, 𝑎6̅̅ ̅), 
𝑑𝑑(𝑎
6̅̅ ̅, 𝑎7̅̅ ̅), 𝑑𝑖𝑑(𝑎
7̅̅ ̅, 𝑎2̅̅ ̅), 𝑠𝑑(𝑎
1̅̅ ̅, 𝑎3̅̅ ̅), 𝑠𝑖𝑑(𝑎
2̅̅ ̅, 𝑎8̅̅ ̅), 𝑓𝑑(𝑎
4̅̅ ̅, 𝑎9̅̅ ̅), 𝑓𝑖𝑑(𝑎
5̅̅ ̅, 𝑎10̅̅ ̅̅ ), 
𝑤𝑑
(1,20)
(𝑎1̅̅ ̅, 𝑎2̅̅ ̅). 
 
 
Рис. 2.1. Відношення передує 
 
 
Рис. 2.2. Відношення настає після 
 
 
Рис. 2.3. Відношення збігається з 
 
 





Рис. 2.5. Відношення стикається з кінцем 
 
 
Рис. 2.6. Відношення перекриває 
 
 
Рис. 2.7. Відношення перекривається 
 
 
Рис. 2.8. Відношення відбувається під час 
 
 
Рис. 2.9. Відношення містить 
 
 
Рис. 2.10. Відношення починає 
 
 





Рис. 2.12. Відношення закінчує 
 
 
Рис. 2.13. Відношення закінчується 
 
 
Рис. 2.14. Відношення відбувається між 
 
Відношення між дискретними інтервалами призначені для виконання 
синхронізації темпоральних мультимодальних даних цифрових двійників. 
 
2.3.3. Відношення між агрегатами 
 
Відношення між агрегатами включають відношення між множинами 
агрегатів та відношення між кортежами агрегатів. 
Відношеннями між множинами агрегатів є відношення: еквівалентне 
(≡), включає (⊃), є включеним до (⊂). Результат цих відношень залежить від 
сумісності агрегатів.  












































































Отже, сумісність агрегатів (2.70) є наступною: 
 
𝐴1 ≑ 𝐴2; 𝐴1 ≐ 𝐴3; 𝐴1 ≐ 𝐴5;
𝐴2 ≐ 𝐴5; 𝐴1 ≗ 𝐴4; 𝐴5 (≑) 𝐴6.
 
 
Тоді можуть бути встановлені наступні відношення між цими агрегатами: 
 
{𝐴1} ≡ {𝐴2}; {𝐴1} ⊃ {𝐴5}; {𝐴5} ⊂ {𝐴2}. 
 
Решта відношень може бути визначена за допомогою заперечення: 
{𝐴1} ≢ {𝐴3}, {𝐴4} ⊅ {𝐴5}, {𝐴3} ⊄ {𝐴6}. Слід зазначити, що незважаючи 
на те, що {𝐴1} ⊅ {𝐴3}, ці агрегати мають спільну множину 𝑀1. Для 
встановлення цього факту слід застосувати логічну операцію перерізу: 
{𝐴1} ∩ {𝐴3} =  𝑀1 або у загальному випадку – {𝐴𝑝} ∩ {𝐴𝑞} ≠  ∅; 𝑝, 𝑞 ∈ ℕ. 
Визначимо відношення між множинами будь-яких двох агрегатів. 
Відношення еквівалентне між двома агрегатами 𝐴1 та 𝐴2 
визначається як: 
{𝐴1} ≡ {𝐴2}, якщо 𝐴1 ≑ 𝐴2 
(2.71) 
 




{𝐴1} ⊃ {𝐴2}, якщо 𝐴1 ≐ 𝐴2, |𝐴1| > |𝐴2|, {𝐴2} = 〈𝑀1, … ,𝑀𝐾〉 та 
〈𝑀1, … ,𝑀𝐾〉 ∈ {𝐴1}. 
(2.72) 
 
Відношення є включеним до між двома агрегатами 𝐴1 та 𝐴2 
визначається як: 
 
{𝐴1} ⊂ {𝐴2}, якщо 𝐴1 ≐ 𝐴2, |𝐴1| < |𝐴2|, {𝐴1} = 〈𝑀1, … ,𝑀𝐾〉 та 
〈𝑀1, … ,𝑀𝐾〉 ∈ {𝐴2}. 
(2.73) 
 
Відношення між кортежами агрегатів є ідентичними відношенням 
між окремими кортежами та включають відношення трьох категорій: 
арифметичні відношення, частотні відношення та інтервальні відношення. 
Проте, можливість їх застосування залежить від сумісності агрегатів: 
відношення між кортежами агрегатів можуть бути встановлені лише у 
випадку, коли ці  агрегати є сумісними або квазісумісними. Приховано 
сумісні агрегати спочатку мають бути трансформовані у сумісні шляхом 
застосування до них операції розміщення, відповідно до Теореми 2.1. Крім 
того, інтервальні відношення можуть бути застосовані до дискретних 
інтервалів. Якщо кортежі, що мають перевірятись на будь-яке інтервальне 
відношення, не є дискретними інтервалами, вони мають бути перетворені 
на дискретні інтервали шляхом застосування операції сортування, 
відповідно до Теореми 2.2. 
В разі необхідності встановлення відношень між окремими 
кортежами агрегатів це зазначається явно: наприклад, 𝐴1(𝑎
2̅̅ ̅) ⊳ 𝐴2(𝑎
2̅̅ ̅), 
якщо певне відношення правдиве для одного з кортежів кожного агрегата, 
або 𝑠𝑑(𝐴1(𝑎
1̅̅ ̅, 𝑎3̅̅ ̅), 𝐴2(𝑎
1̅̅ ̅, 𝑎3̅̅ ̅)) та 𝐴1(𝑎
1̅̅ ̅, 𝑎2̅̅ ̅, 𝑎5̅̅ ̅) ≪ 𝐴2(𝑎
1̅̅ ̅, 𝑎2̅̅ ̅, 𝑎5̅̅ ̅) якщо 
відношення правдиве для двох чи більше кортежів одночасно.  
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Розглянемо декілька прикладів. Нехай дані сумісні агрегати 𝐴1 та 𝐴2: 
𝐴1 = ⟦𝑀1, 𝑀2,𝑀3| 〈3, 4, 8, 9〉, 〈3, 1,16, 12〉, 〈48,13〉⟧; 
𝐴2 = ⟦𝑀1, 𝑀2, 𝑀3| 〈1, 5, 7, 8〉, 〈8, 10,11, 12〉, 〈12,15〉⟧; 
Тоді між цими агрегатами та їх компонентами можна встановити такі 
відношення: {𝐴1} ≡ {𝐴2}; 〈𝐴1〉 ∼ 〈𝐴2〉; 𝐴1(𝑎
1̅̅ ̅) ≫ 𝐴2(𝑎
1̅̅ ̅). 
Нехай також дані квазісумісні агрегати 𝐴3, 𝐴4: 
𝐴3 = ⟦𝑀1, 𝑀2| 〈8, 10, 11, 12〉, 〈17, 31〉⟧; 
𝐴4 = ⟦𝑀1, 𝑀2, 𝑀4| 〈2, 4, 8〉, 〈5, 7, 2, 6, 1〉, 〈1, 5, 7, 8〉⟧. 
Ці агрегати пов’язані такими відношеннями:  
{𝐴3} ⊂ {𝐴4}; 𝑚𝑖𝑑(𝐴3(𝑎
1̅̅ ̅), 𝐴4(𝑎
1̅̅ ̅) ). 
Всі значення у розглянутих прикладах є цілими числами. Проте, 
операції та відношення у АСА можуть також застосовуватись над будь-
якими іншими типами даних, включаючи нечіткі значення. 
 Застосування нечітких значень має надзвичайну важливість для 
обробки темпоральних мультимодальних даних цифрових двійників, 
оскільки у значній частині практичних задач спостерігається 
невизначеність (нечіткість, неточність) при реєстрації окремих елементів 
даних та часу їх отримання. 
Визначимо принципи виконання операцій та встановлення відношень 
АСА для нечітких значень.  
 
2.4. Нечіткі значення в алгебраїчній системі агрегатів 
 
Нечітке значення 𝑎?̃? є опуклою та нормалізованою нечіткою 
підмножиною множини ℝ, що характеризується функцією належності 




Оскільки цю роботу присвячено вирішенню задачі обробки значень, 
що були виміряні або отримані шляхом оцінювання стану досліджуваного 
об’єкта, будемо використовувати функцію належності трикутного 
нечіткого числа, представлену у вигляді: 
 
𝑎𝑖(𝑥) = {
𝑓𝐿 (𝑎𝑖 − 𝑖) ≤ 𝑥 < 𝑎𝑖
1 𝑥 = 𝑎𝑖
𝑓𝑅
0




де 𝑖 – чітке значення похибки вимірювання; 𝑓𝐿 =
𝑥−𝑎𝑖+ 𝑖
𝑖




функції, що визначають лівий та правий край нечіткого числа відповідно.  
Отже, визначимо трикутне нечітке число 𝑎?̃? трійкою значень  
((𝑎𝑖 − 𝑖), 𝑎𝑖 , (𝑎𝑖 + 𝑖)). Тоді визначення агрегата (2.1) для нечіткого 




















Очевидно, що (2.1) може бути отримано з (2.75) за умови, що 
∀ 𝑎𝑖
𝑗(𝑥) = 1. Крім того, можна припустити в (2.75), що ∃ 𝑎𝑖
𝑗(𝑥) = 1, з чого 
випливає можливість комбінування у кортежі чітких та нечітких значень. 
Цей випадок також має практичне пояснення з точки зору задачі 
оброблення мультимодальних даних, оскільки він відповідає випадку, коли 
деякі значення були виміряні точно, а деякі значення були виміряні або 
оцінені з певною помилкою (наприклад, через людський фактор або 




Розглянемо принципи виконання операцій впорядкування агрегатів 
нечітких значень. 
Серед всіх операцій впорядкування тип даних (чіткі або нечіткі) не 
впливає на результат виконання лише операції розміщення, оскільки у цій 
операції немає операцій над окремими елементами, а лише над кортежами 
елементів. 
Визначимо нечіткий випадок для інших операцій впорядкування. 
Нехай агрегат 𝐴 має вигляд: 
 
𝐴 = ⟦?̃?1, … , ?̃?𝑘, … , ?̃?𝑁|⟨ ?̃?1
1, … , ?̃?𝑖
1, … , ?̃?𝑛
1⟩, … , ⟨ ?̃?1
𝑘, … , ?̃?𝑖
𝑘, … , ?̃?𝑛
𝑘⟩, … ,
⟨ ?̃?1
𝑁 , … , ?̃?𝑖

















Застосуємо до агрегата (2.76) операції сортування, взявши за 
первісний кортеж 𝑘-тий кортеж цього агрегата. Тоді результатом операції 
сортування за зростанням над агрегатом 𝐴 є агрегат 𝑆, такий що: 
 
𝑆 = 𝐴 ↑ ⟨ ?̃?1
𝑘, ?̃?2
𝑘, … , ?̃?𝑖
𝑘, … , ?̃?𝑛
𝑘⟩ = ⟦?̃?1, … , ?̃?𝑘, … , ?̃?𝑁|⟨?̃?𝛼
1 , ?̃?𝛽
1 , … , 
?̃?𝜈
1, … , ?̃?𝜔
1 ⟩, … , ⟨?̃?𝛼
𝑘 , ?̃?𝛽
𝑘, … , ?̃?𝜈
𝑘 , … , ?̃?𝜔
𝑘 ⟩, … , ⟨?̃?𝛼
𝑁 , ?̃?𝛽
𝑁 , … , ?̃?𝜈






𝑘 ≤. . . ≤ ?̃?𝜈








, 𝑚 ∈ [𝛼, 𝛽, . . . , 𝜈, . . . , 𝜔],  
𝑗 = 1. . . 𝑁. 
Результатом операції сортування за спаданням над агрегатом 𝐴 є 
агрегат 𝑆, такий що: 
 
𝑆 = 𝐴 ↓ ⟨ ?̃?1
𝑘, ?̃?2
𝑘, … , ?̃?𝑖
𝑘, … , ?̃?𝑛
𝑘⟩ = ⟦?̃?1, … , ?̃?𝑘, … , ?̃?𝑁|⟨?̃?𝛼
1 , ?̃?𝛽
1 , … , 
?̃?𝜈
1, … , ?̃?𝜔
1 ⟩, … , ⟨?̃?𝛼
𝑘 , ?̃?𝛽
𝑘, … , ?̃?𝜈
𝑘 , … , ?̃?𝜔
𝑘 ⟩, … , ⟨?̃?𝛼
𝑁 , ?̃?𝛽
𝑁 , … , ?̃?𝜈








𝑘 ≥. . . ≥ ?̃?𝜈








, 𝑚 ∈ [𝛼, 𝛽, . . . , 𝜈, . . . , 𝜔],  
𝑗 = 1. . . 𝑁. 
 
Отже, ключовою задачею при виконанні операцій впорядкування, 
зокрема, операцій сортування, є порівняння нечітких значень. Існує багато 
підходів до вирішення цієї задачі, включаючи дослідження [277–283]. 
Зокрема, в роботі [280], автори пропонують послідовний метод порівняння 
нечітких чисел, який ґрунтується на нечіткій арифметиці. В роботі [281], 
автори пропонують три методи нечіткого впорядкування (порівняння) 
значень: метод, що ґрунтується на застосуванні функції ранжування, метод, 
що ґрунтується на використанні опорної множини, та метод на основі 
попарного порівняння. В роботі [282], автори пропонують метод Fuzzy Max 
Order (FMO), що задає відношення часткового порядку на множині нечітких 
значень. Проте, згідно з роботою [283], FMO має обмеженість при 
порівнянні нечітких чисел, яку автори [283] пропонують виправити за 
допомогою методу Possibilistic Variation Order (PVO). Метод  PVO 
розширює метод FMO шляхом ймовірнісної інтерпретації процедури 
впорядкування. 
Будь-який з цих або інших підходів може бути застосований для 
порівняння нечітких значень під час виконання операцій впорядкування 
агрегатів виду (2.75). 
Розглянемо агрегат 𝐴 виду: 
 
𝐴 = ⟦?̃?1, … , ?̃?𝑘 , … , ?̃?𝑁|⟨?̃?1
1, … , ?̃?𝑚
1 , … , ?̃?𝑚+𝑝
1 , ?̃?𝑚+𝑝+1
1 , … , ?̃?𝑛1
1 ⟩, … , ⟨?̃?1
𝑘, …,
?̃?𝑚
𝑘 , … , ?̃?𝑚+𝑝
𝑘 , ?̃?𝑚+𝑝+1
𝑘 , … , ?̃?𝑛𝑘
𝑘 ⟩, … , ⟨?̃?1
𝑁 , … , ?̃?𝑚
𝑁 , … , ?̃?𝑚+𝑝
𝑁 , ?̃?𝑚+𝑝+1





𝑘 =. . . = ?̃?𝑚+𝑝




Тоді результат операції проріджування агрегата 𝐴 за 𝑘-тим кортежем 
є агрегат 𝑆, такий що: 
 
𝑆 = 𝐴 ∥ ⟨?̃?1
1, … , ?̃?𝑚
1 , … , ?̃?𝑚+𝑝
1 , ?̃?𝑚+𝑝+1
1 , … , ?̃?𝑛1
1 ⟩ = ⟦?̃?1, … , ?̃?𝑘, … , 
?̃?𝑁|⟨?̃?1
1, … , ?̃?𝑚
1 , ?̃?𝑚+𝑝+1
1 , … , ?̃?𝑛1
1 ⟩, … , ⟨?̃?1
𝑘, … , ?̃?𝑚
𝑘 , ?̃?𝑚+𝑝+1
𝑘 , … , ?̃?𝑛𝑘
𝑘 ⟩, …
⟨?̃?1
𝑁 , … , ?̃?𝑚
𝑁 , ?̃?𝑚+𝑝+1






1  – це нечітке середнє. 
 
Визначення 2.11. Нечітким середнім нечітких трикутних чисел 
будемо називати нечітке трикутне число ?̃? = (𝑎 − ̂, 𝑎, 𝑎 + ̂), похибка ̂ 
якого є середнім арифметичним похибок всіх нечітких трикутних чисел, для 
якого воно обчислюється: 
 








Таким чином, нечітке середнє ?̃?𝑚







1 ), де ?̂?
1 = 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 ( 𝑚
1 , 𝑚+1








Операція видалення, яка дозволяє безумовно вилучити певний 
елемент з агрегата за його порядковим номером у кортежі, не потребує 
порівняння елементів кортежу, а отже, її результат не залежить від виду 
значень (чіткі або нечіткі), на відміну від операції умовного видалення, яка 
передбачає видалення елементу лише в разі виконання певної умови, що 




, де ?̃? 
може бути як нечітким, так і чітким значенням. 
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Аналогічно, операція вставлення, яка дозволяє безумовно додати  
новий елемент до агрегата до або після певного елементу за його  
порядковим номером у кортежі, не потребує порівняння елементів кортежу 
та її результат не залежить від виду значень (чіткі або нечіткі). Водночас, 
операція умовного вставлення передбачає додавання елементу лише в разі  
виконання певної умови, що визначена через порівняння елементів, 
наприклад, 𝑆 = 𝐴 ⋊ (?̃? ≺ ?̃?𝑚
𝑘 )|
?̃?<?̃?𝑚
𝑘 , де ?̃? може бути як нечітким, так і 
чітким значенням. 
Розглянемо принципи виконання логічних операцій над агрегатами 
нечітких значень. 
На відміну від операції об’єднання над нечіткими множинами [278–
279], яка ґрунтується на операції 𝑚𝑎𝑥, операція об’єднання над кортежами 
нечітких значень в АСА враховує порядок слідування елементів у кортежах.  
Нехай маємо кортеж ⟨ ?̃?1, ?̃?2, … , ?̃?𝑖 , … , ?̃?𝑛⟩ та кортеж 




𝑛 ∪ ⟨ ?̃?𝑖⟩𝑖=1
𝑛
= ⟨ ?̃?1, ?̃?2, … , ?̃?𝑖 , … , ?̃?𝑛, ?̃?1, ?̃?2, … , ?̃?𝑖 , … , ?̃?𝑛⟩, 
(2.82) 
 
в якому збережено порядок слідування елементів кортежів ⟨ ?̃?𝑖⟩𝑖=1




Покажемо зв’язок операції об’єднання кортежів (2.82) та операція 
об’єднання нечітких множин. Для цього представимо кортежі ⟨ ?̃?𝑖⟩𝑖=1
𝑛  та 
⟨ ?̃?𝑖⟩𝑖=1
𝑛
 у вигляді: 
 
⟨ ?̃?𝑖⟩𝑖=1





= ⟨ (𝑎1, 0), … , (𝑎𝑛, 0), (𝑏1, 𝜇(𝑎1)), … , (𝑏𝑛, 𝜇(𝑎𝑛))⟩ 
 
де 𝑎𝑖(𝑥) ≠ 0, 𝑏𝑖(𝑥) ≠ 0 – це функції належності нечітких чисел ?̃?𝑖 та ?̃?𝑖 
відповідно. Тепер застосуємо функцію 𝑚𝑎𝑥, на якій ґрунтується операція 
об’єднання нечітких множин, до відповідних елементів цих кортежів, 
наприклад, 𝑚𝑎𝑥 ((𝑎1, 𝑎1(𝑥)), (𝑎1, 0)) = (𝑎1, 𝑎1(𝑥)), та отримаємо 
результат, що збігається з результатом операції об’єднання кортежів 
нечітких значень (2.82).  
Застосуємо операцію об’єднання до квазісумісних агрегатів 𝐴 та 𝐵, 
визначених як: 
 
𝐴 = ⟦?̃?1, ?̃?2
1, … , ?̃?𝑘 , … , ?̃?𝑁
1 |⟨ ?̃?1
1, ?̃?2
1, … , ?̃?𝑛
1⟩, ⟨ ?̃?1
2, ?̃?2




𝑘 , … , ?̃?𝑛
𝑘⟩, … , ⟨ ?̃?1
𝑁 , ?̃?2




𝐵 = ⟦?̃?1, ?̃?2
2, … , ?̃?𝑘, … , ?̃?𝑁
2 |⟨ ?̃?1
1, ?̃?2
1, … , ?̃?𝑛
1⟩, ⟨ ?̃?1
2, ?̃?2




𝑘 , … , ?̃?𝑛
𝑘⟩, … , ⟨ ?̃?1
𝑁 , ?̃?2




Тоді результатом об’єднання цих агрегатів є агрегат 𝐺, отриманий за 








∈ ?̃?𝑗, то елементи k-го 
кортежу агрегата 𝐵 додаються у кінець k-го кортежу агрегата 𝐴, інакше, 
кортежі агрегата 𝐵 додаються у кінець кортежу кортежів агрегата 𝐴, 
відповідні множини агрегата 𝐵 додаються у кінець кортежу множин 
агрегата 𝐴: 
 
𝐺 = 𝐴 ∪ 𝐵 = ⟦?̃?1, ?̃?2
1, … , ?̃?𝑘, … , ?̃?𝑁
1 , ?̃?2
2, … , ?̃?𝑁
2 |⟨?̃?1
1, ?̃?2




1, … , ?̃?𝑛
1⟩, ⟨ ?̃?1
2, ?̃?2
2, … , ?̃?𝑛
2⟩, … , 〈?̃?1
𝑘 , ?̃?2
𝑘 , … , ?̃?𝑛
𝑘, ?̃?1
𝑘 , ?̃?2




𝑁 , … , ?̃?𝑛
𝑁⟩, ⟨ ?̃?1
2, ?̃?2
2, … , ?̃?𝑛
2⟩, … , ⟨ ?̃?1
𝑁 , ?̃?2






Подібно до операції об’єднання, операція перерізу кортежів та 
агрегатів виконується з оглядом на порядок слідування компонентів 
агрегатів, що відрізняє її від операції перерізу нечітких множин. Так, 
результатом операції перерізу кортежів нечітких значень є кортеж, який 
включає лише значення, що містяться в одному кортежі, які дорівнюють 








𝑛 ∩ ⟨ ?̃?𝑖⟩𝑖=1
𝑛










; ∀ ?̃?𝑝, ∃ ?̃?𝑞 та ∀ ?̃?𝑞 , ∃ ?̃?𝑝, такі що 
?̃?𝑝 = ?̃?𝑞; 𝑝, 𝑞 ∈ [𝛼, 𝛽,… , 𝜔] ⊂ [1, 2, … , 𝑛]. Рівність нечітких значень ?̃?𝑝 та ?̃?𝑞 
встановлюється порівнянням, як було розглянуто вище. 
Застосування операції перерізу до агрегатів аналогічне застосуванню 
операції  перерізу до кортежів. Нехай дані два квазісумісні кортежі 𝐴 та 𝐵, 
визначені (2.84) та (2.85) відповідно. Тоді результатом операції перерізу цих 













𝐺 = 𝐴 ∩ 𝐵 = ⟦?̃?1, … , ?̃?𝑘, … |⟨ ?̃?𝛼1
1 , ?̃?𝛽1
1 , … , ?̃?𝜔1
1 , ?̃?𝛼1
1 , ?̃?𝛽1
1 , … , ?̃?𝜔1
1 ⟩, … ,
⟨ ?̃?𝛼𝑘
𝑘 , ?̃?𝛽𝑘
𝑘 , … , ?̃?𝜔𝑘
𝑘 , ?̃?𝛼𝑘
𝑘 , ?̃?𝛽𝑘
𝑘 , … , ?̃?𝜔𝑘








































Нечіткий випадок інших логічних операцій АСА, які є різниця, 
симетрична різниця та виключний переріз, можна визначити на основі 
аналогічного підходу. 
 
2.5. Порівняльний аналіз алгебраїчної системи агрегатів 
 
Порівняємо можливості з опису та обробки темпоральних 
мультимодальних даних, які надає АСА та інші математичні концепції, які 
можуть бути застосовані для вирішення задач, що передбачають такі дані. 
Аналізом даних, які асоційовані з поняттям часу, а отже, й порядку 
слідування даних, займається теорія часових рядів (ТЧР) [284–286]. 
Часовим рядом називають послідовність значень 𝑥𝑡, кожне з яких отримано 
у певний момент часу 𝑡. Теорія часових рядів надає математичний апарат 
для аналізу послідовностей даних, дослідження трендів та передбачення, 
проте, часові ряди не передбачають застосування до них логічних та інших 
операцій, які б дозволяли логічну обробку темпоральних мультимодальних 
даних цифрових двійників. 
Теорія множин (ТМ) [262–264, 287] та теорія мультимножин (ТММ) 
[288–294] надають гнучкі механізми логічної обробки сукупностей даних, 
проте вони не передбачають врахування порядку слідування елементів та, 
відповідно, не надають можливості впорядкування елементів сукупності 
темпоральних мультимодальних даних цифрового двійника. 
Такою абстракцією, як кортеж, оперує алгебра кортежів [295, 296]. 
Алгебра кортежів (АК) – це алгебраїчна система, носієм якої є довільна 
сукупність багатомісних відношень, виражених у специфічних структурах 
(елементарний кортеж, C-кортеж, C-система, D-кортеж, D-система), що 
називаються АК-об’єктами [295, 296]. Основні операції АК включають 
операції алгебри множин та операції з атрибутами. В АК використовуються 
114 
 
три операції алгебри множин: об’єднання, переріз та доповнення. 
Операціями з атрибутами є перейменування, перестановка, елімінація та 
додавання фіктивного атрибута. Для порівняння АК-об’єктів 
використовуються два основних відношення: включення та рівність. Аналіз 
апарату АК дозволяє зробити висновок, що хоча АК дозволяє агрегацію 
даних, вона не надає достатньо широкого спектру операцій та відношень 
для вирішення задач формальної специфікації та ефективної обробки 
темпоральних мультимодальних даних цифрових двійників. 
Порівняльний аналіз АСА та розглянутих математичних концепцій 
показав, що лише АСА у повній мірі задовольняє вимогам до теоретичного 
апарату для формального опису цифрових двійників досліджуваних 
об’єктів. Серед інших математичних концепцій, які частково 
задовольняють висунутим вимогам, для опису цифрових двійників також 
може бути застосований апарат АК. Результати порівняння властивостей 
АСА з розглянутими математичними концепціями наведено у табл. 2.2. 
 
Таблиця 2.2 – Порівняльний аналіз АСА 
Властивості ТЧР ТМ ТММ АК АСА 
Операції 
впорядкування 
так ні ні так так 
Логічні 
операції 
ні так так так так 
Нечіткі 
значення 
частково частково частково частково так 
Агрегація 
даних 
ні ні частково так так 
Темпоральні 
дані 




Таким чином, алгебраїчна система агрегатів надає необхідний апарат 
для формальної специфікації цифрового двійника досліджуваного об’єкта. 
Також цей апарат може бути використаний при розроблені алгоритмічно-
програмного забезпечення для обробки темпоральних мультимодальних 
даних цифрового двійника. 
 
2.6. Висновки до розділу 2 
 
У цьому розділі вирішувалась наукова задача розроблення 
теоретичних основ для формального опису цифрового двійника 
досліджуваного об’єкта. В результаті дослідження отримано такі 
результати. 
1. Сформульовано вимоги до теоретичного апарату для формальної 
специфікації цифрового двійника досліджуваного об’єкта. Виявлено, що 
існуючі математичні концепції не задовольняють у повній мірі цим 
вимогам, оскільки не надають теоретичний апарат для опису темпоральних 
мультимодальних даних. 
2. Розроблено апарат алгебраїчної системи агрегатів, носієм якої є 
непуста множина математичних об’єктів – агрегатів, які являють собою 
впорядковані скінчені сукупності елементів. Особливістю цієї алгебраїчної 
системи є врахування порядку слідування елементів (кортежів, агрегатів) 
при виконанні операцій, введенням операцій впорядкування та введенням 
спеціальних відношень (частотних, інтервальних) між елементами. 
Властивості алгебраїчної системи агрегатів дозволяють використовувати її 
апарат для формального опису цифрових двійників досліджуваних об’єктів 
і для розроблення методів обробки темпоральних мультимодальних даних. 
3. Розроблено математичний апарат для обробки дискретних 
інтервалів, який є розвитком інтервальної алгебри Аллена. На відміну від 
інтервалів Аллена дискретні інтервали та дискретні інтервали без 
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повторень дозволяють визначати дискретні події, що дозволяє 
використовувати визначені в алгебраїчній системі агрегатів інтервальні 
відношення при розроблені алгоритмічно-програмного забезпечення для 
синхронізації темпоральних мультимодальних даних. 
4. Застосовано принципи нечіткої логіки до операцій та відношень 
алгебраїчної системи агрегатів, що дозволяє розроблювати алгоритмічно-
програмне забезпечення для синхронізації нечітко визначених 




РОЗДІЛ 3. МОДЕЛІ ПОДАННЯ ТА МЕТОДИ ОБРОБКИ 
ТЕМПОРАЛЬНИХ МУЛЬТИМОДАЛЬНИХ ДАНИХ ЦИФРОВОГО 
ДВІЙНИКА ДОСЛІДЖУВАНОГО ОБ’ЄКТА 
 
Розроблені у попередньому розділі теоретичні основи подання 
темпоральних мультимодальних даних мають на меті створення моделей 
подання досліджуваного об’єкта у цифровому вигляді. Розглянемо 
застосування апарату алгебраїчної системи агрегатів для формальної 
специфікації цифрового двійника досліджуваного об’єкта. 
 
3.1. Концепція мультиобразу для формальної специфікації моделей 
цифрового двійника 
 
Розглянемо об’єкт спостереження 𝑆, який виявляє свою сутність через 
набір властивостей 𝐹1, 𝐹2, … , 𝐹𝑁, які можуть бути виміряні. В багатьох 
випадках ці властивості є взаємопов’язаними, оскільки вони представляють 
стан одного і того ж об’єкта та, фактично, є різними проявами його 
поведінки, що змінюється з плином часу. Наприклад, згідно з 
дослідженнями фізіології людини [297], при підвищені температури тіла 
пацієнта, його пульс також зростає. Комплексне подання даних, що 
відображають характеристики досліджуваного об’єкта, сприяє кращому 
розумінню загальної картини поведінки цього об’єкта. 
Представимо виміряні значення властивостей досліджуваного 






властивостей 𝐹𝑗 (𝑗 = 1. . . 𝑁) об’єкта 𝑆: 
 
𝐴𝑆 = ⟦𝑀1, 𝑀2, . . . , 𝑀𝑁|⟨𝑓1
1, 𝑓2
1, . . . , 𝑓𝑛1
1 ⟩, ⟨𝑓1
2, 𝑓2
2, . . . , 𝑓𝑛2
2 ⟩, . . . ⟨𝑓1
𝑁 , 𝑓2





Якщо вимірювання значень різних властивостей є одночасним, то всі 
кортежі агрегата 𝐴𝑆 мають однакову довжину. В цьому випадку, агрегат 𝐴𝑆 





Рис. 3.1. Способи подання агрегованих даних 
 
Ця послідовність мультикомпонентних значень може бути розглянута 
як функція багатьох змінних: 𝑦 = 𝑥(𝑡, 𝐹1, 𝐹2, … , 𝐹𝑁). Такий погляд на 
агреговані дані, дозволяє застосовувати до них апарат числення багатьох 
змінних у задачах, в яких є доречними подання та обробка даних за 
допомогою операцій та відношень, визначених в АСА, тобто застосування 
апарату АСА не заперечує використання інших математичних концепцій. 
Якщо дані про об’єкт спостереження отримані з урахуванням часу 
спостереження або вимірювання, то у агрегаті має бути присутнім кортеж 
відповідних темпоральних значень, які відповідають моментам часу, коли 
значення кортежів мультимодальних даних були отримані. Будемо 
називати такий агрегат мультиобразом цифрового двійника 
досліджуваного об’єкта.  
Мультиобраз надає формальний опис послідовностей 
мультимодальних даних про досліджуваний об’єкт, отриманих з 
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урахуванням часу в результаті вимірювання, ґенерації та інших операцій з 
отримання даних. 
Фактично, мультиобраз є абстрактною специфікацією цифрового 
двійника, на основі якої можуть бути побудовані різноманітні моделі 
цифрового двійника. Визначимо поняття мультиобразу формально. 
 
Визначення 3.1. Мультиобраз – це непустий агрегат виду: 
 
𝐼 = ⟦𝑇,𝑀1, . . . , 𝑀𝑁|〈𝑡1, . . . , 𝑡𝜏〉, 〈𝑎1
1, . . . , 𝑎𝑛1
1 〉, . . . ,
〈𝑎1
𝑁 , . . . , 𝑎𝑛𝑁
𝑁 〉⟧,
 (3.1) 
де T – це множина значень часу; 𝜏 ≥ 𝑛𝑗 , 𝑗 ∈ [1, . . . , 𝑁]. 
 
Отже, у математичному сенсі, мультиобразом є агрегат, першим 
кортежем якого є непустий кортеж значень часу. Ці значення можуть бути 
натуральними числами або будь-якими іншими значеннями, які 
забезпечують очевидність та однозначність подання інформації про 
моменти часу, в які було отримано елементи інших кортежів мультиобразу. 
Оскільки мультиобраз є агрегатом, то до нього можуть бути 
застосовані всі операції та відношення, визначені в АСА. При цьому 
потрібно брати до уваги, що мультиобрази, на відміну від агрегатів, завжди 
є квазісумісними або сумісними. Доведемо це. 
 
Теорема 3.1 (теорема про достатню умову квазісумісності агрегатів). 
Якщо агрегати 𝐼1 та 𝐼2 є мультиобразами, то 𝐼1 ≐ 𝐼2. 
Доведення: 







𝑛1 , … , 〈𝑎𝑖
𝑁〉𝑖=1







𝑛1 , … , 〈𝑏𝑖
𝑁〉𝑖=1
𝑛𝑁 ⟧.  
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За визначенням мультиобразу (Визначення 3.1) мультиобразом є 
агрегат, першим кортежем якого є непустий кортеж значень часу. Отже, 
мультиобрази 𝐼1 та 𝐼2 одночасно є агрегатами. З’ясуємо їх сумісність. Для 
цього застосуємо операцію перерізу до кортежів множин агрегатів 𝐼1 та 𝐼2: 
{𝐼1} ∩ {𝐼2} = 𝑇 ≠ {𝐼1} ≠ {𝐼2}. З цього випливає, що 𝐼1 та 𝐼2 є квазісумісними, 
оскільки згідно з Визначенням 2.6 (умови (2.7)) два агрегати є 
квазісумісними, якщо {𝐼1} ≢ {𝐼2} та {𝐼1} ∩ {𝐼2} ≠ ∅.  
Оскільки для виконання умов (2.7) у кортежі множин агрегатів 𝐼1 та 
𝐼2 має бути принаймні одна спільна множина, то достатньою умовою 
квазісумісності агрегатів 𝐼1 та 𝐼2 є те, що ці агрегати є мультиобразами. 
Що і потрібно було довести. ∎ 
 
Наслідок з теореми 3.1. Оскільки сумісність може розглядатись як 
окремий випадок квазісумісності, то з Теореми 3.1 випливає: ∃𝐼1 та ∃𝐼2, такі 
що 𝐼1 ≑ 𝐼2. 
 
Застосуємо концепцію мультиобразу для формальної специфікації 
мульсемедійної візуальної моделі цифрового двійника, що визначається 
візуальними даними, аудіо-даними, тактильними даними, температурними 
даними та даними про оточуюче середовище, а також нюховими даними. 




𝐾 = 〈𝑠0, 𝑠1, … , 𝑠𝐾〉, (3.2) 
 
де 𝑠𝑘 ∈  𝑅 – значення деякої фізичної величини, яка визначає стан 



















1 – значення рівня звукового тиску для лівого каналу; 𝑠𝑘
2 – значення 
рівня звукового тиску для правого каналу; 𝑠𝑘
1,2 ∈  𝑅. 










2, … , 𝑠0
𝑄〉, … , 〈𝑠𝐾
1 , 𝑠𝐾







 – це значення рівня звукового тиску для q-го каналу; 𝑞 ∈ [1,… , 𝑄]; 
𝑠𝑘
𝑞
∈  𝑅. 





2 , … , с𝑛
𝑀〉〉𝑛=0
𝑁 = 〈〈с0
1, … , с0
𝑀〉, … , 〈с𝑁




𝑚 – це кортеж колірних компонент пікселя; с𝑛
𝑚 ∈  𝑍3; 𝑚 ∈ [1,… ,𝑀]. 
Кортеж (3.5) являє собою кортеж кортежів, n-й елемент якого – це 
набір значень яскравості кольору пікселів n-го рядка зображення. В свою 
чергу с𝑛
𝑚 може бути представлений як кортеж колірних компонент у певній 
колірній моделі. Наприклад, у моделі RGB [298] с𝑛














𝑚 – колірні компоненти в моделі RGB; 𝑟𝑛
𝑚, 𝑔𝑛
𝑚, 𝑏𝑛
𝑚 ∈  𝑍. 
Формальне визначення тривимірного зображення залежить від 
технології його відтворення [39, 42]. Наприклад, воксельна графіка [15] 
передбачає визначення зображення розміром N×M×K пікселів, яке може 






𝐾 , … , 〈с𝑛,𝑘
𝑀 〉𝑘=1
𝐾 〉〉𝑛=1
𝑁  (3.7) 
 
де с𝑛,𝑘
𝑚  – це трійка колірних компонент, с𝑛,𝑘
𝑚 ∈  𝑍3; 𝑚 ∈ [1,… ,𝑀]. 
Якщо тривимірне зображення створене за технологією стерео-




2 , … , 𝑙𝑛
𝑀〉, 〈𝑟𝑛
1, 𝑟𝑛
2, … , 𝑟𝑛
𝑀〉〉〉𝑛=0
𝑁  (3.8) 
 
де 𝑙𝑛
𝑚 – компонент даних лівого фрейму; 𝑟𝑛
𝑚 – компонент даних правого 
фрейму. 
Двовимірне відео може бути подане як агрегат, що включає кортеж 
аудіо-даних та кортеж двовимірних зображень: 
 
𝑉2𝐷 = ⟦𝑅
𝑄, 𝑍3 | 𝑆̅, 𝐶̅ ⟧ (3.9) 
 
де 𝑆̅ – це 𝑆?̅?𝑜𝑛𝑜, 𝑆?̅?𝑡𝑒𝑟𝑒𝑜 або 𝑆?̅?𝑢𝑙𝑡𝑖; 𝐶̅ – це 𝐶2̅𝐷 або 𝐶3̅𝐷. 
Тривимірне відео може бути подане як агрегат послідовності стерео-
зображень та просторового аудіо (Q-канальний аудіо-сигнал): 
 
𝑉3𝐷 = ⟦𝑅




Тактильні дані, отримані за допомогою рукавички віртуальної 
реальності [41, 42], можуть бути подані як кортеж значень інтенсивності 
руху кожного пальця. Тоді, якщо рух кожного пальця реєструється одним 








𝐾  (3.11) 
 
де ℎ𝑘
𝑖  – це значення інтенсивності руху; ℎ𝑘
𝑖 ∈ 𝑅; 𝑖 ∈ [1,… , 5]. 
Температурні дані та інші дані про оточуюче середовище можуть 
бути формалізовані так: 
 




𝐾  (3.12) 
 
де 𝑒𝑘
𝑇 – це значення температури, 𝑒𝑘
𝑇 ∈ 𝑅; 𝑒𝑘
𝐻 – значення вологості повітря, 
𝑒𝑘
𝐻 ∈ 𝑅; 𝑒𝑘
𝑊 – значення сили вітру, 𝑒𝑘
𝑊 ∈ 𝑅. 
Нюхові дані можуть бути визначені як наступний кортеж кортежів: 
 





𝐾  (3.13) 
 
де 𝑜𝑘
𝑇 – тип запаху згідно з певною моделлю нюхових даних [145, 147], 𝑜𝐾
𝐼  – 
інтенсивність запаху [149], 𝑜𝑘
𝑑 ∈ 𝑅 – тривалість дії нюхових подразників; 
𝑜𝑘
𝑠 ∈ 𝑅 – коефіцієнт асиметрії синхронізації нюхових даних [149]. 
Тоді, мультиобраз, що задає мульсемедійну візуальну модель 





𝐼 = ⟦𝑇, 𝑅𝑄, 𝑍3, 𝑅5, 𝑅3, 〈𝑀𝑂, 𝑀𝐼 , 𝑅
2〉|〈𝑡1, . . , 𝑡𝜏〉,




Сформулюємо метод створення мультиобразу досліджуваного 
об’єкта для формальної специфікації його цифрового двійника. 
 
3.2. Метод створення мультиобразу досліджуваного об’єкта 
 
Вхідними даними для метода створення мультиобразу є набори 
темпоральних даних та тип (модальність) даних кожного набору. Метод 
складається з сімох етапів. Результатом методу є мультиобраз 
досліджуваного об’єкта, поданий у вигляді впорядкованої сукупності 
темпоральних мультимодальних даних. 
Першим етапом методу є формування структури даних 
мультиобразу досліджуваного об’єкта, яка виконується, виходячи із задачі, 
що вирішується. Мультиобраз може визначатись математично, згідно з 
(3.1), або будь-яким іншим способом, який дозволяє однозначно задати 
порядок слідування наборів даних та їх модальність. 
Наприклад, альтернативою математичному визначенню 
мультиобразу (3.14) може слугувати схематичне визначення цього 
мультиобразу, показане на рис. 3.2, у кожному блоці якого наведено назву 
послідовності (кортежу) даних, модальність даних (множина, до якої вони 
належать) та довжина кортежу даних. 
На другому етапі методу відбувається декомпозиція специфікації 
мультиобразу на набір специфікацій часткових мультиобразів виду:  
 




де T – це множина значень часу; 𝑀𝑗 – множина даних 𝑗-ї модальності; 
𝜏𝑗 , 𝑛𝑗  ∈ ℕ; 𝜏𝑗 ≥ 𝑛𝑗; 𝑗 ∈ [1, . . . , 𝑁]; 𝑁 – кількість наборів даних. 
 
 
Рис. 3.2. Схематична специфікація мультиобразу 
 
На третьому етапі відбувається отримання даних. Процедура 
отримання даних передбачає визначення способу (протоколу, формату) 
передавання даних, визначення періоду часу для передавання даних, 
встановлення зв’язку з джерелом даних та, власне, отримання даних 
визначеним способом та у визначеному форматі.  
На четвертому етапі відбувається підготовка даних кожної 
модальності з метою формування відповідного часткового мультиобразу. 
Частковий мультиобраз являє собою агрегат, який включає два кортежі 
елементів: кортеж часових значень та кортеж елементів певної модальності. 
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Елементами є окремі значення або впорядковані сукупності значень 
(однорідні або різнорідні). Прикладом кортежу, який складається з окремих 
значень, є кортеж значень рівня звукового тиску (3.2). Прикладами кортежу, 
який складається з однорідних кортежів, можуть слугувати кортеж, що 
визначає двовимірне зображення (3.5), кортеж тактильних даних (3.11) 
тощо. Прикладами кортежу, який складається з різнорідних кортежів, 
можуть слугувати кортеж даних про оточуюче середовище (3.12) та кортеж 
нюхових даних (3.13). Підготовка даних, яка виконується на цьому етапі, 
полягає у визначенні (виявленні) значень часу у сукупності даних, 
отриманих на попередньому етапі. Ця процедура може бути як 
тривіальною, коли формат даних передбачає явне подання значень часу для 
компонента темпоральних даних, так і складною, коли значення часу подані 
у неявній формі, або є нечіткими. Спосіб виявлення прихованих або нечітко 
визначених значень часу має розроблятись для кожного конкретного 
формату подання даних. 
На п’ятому етапі відбувається об’єднання часткових мультиобразів 
у єдиний мультиобраз. Процедура об’єднання мультиобразів включає 
наступні кроки. 
1. Нормалізація часткових мультиобразів (нормалізованим мультиобразом 
(нормалізованим кортежем) називатимемо мультиобраз (кортеж) до 
елементів якого додані фіктивні елементи; фіктивним елементом 
називатимемо деяке унікальне значення, яке відсутнє у кортежі до 
виконання нормалізації; як фіктивний може використовуватись пустий 
елемент ∅, невизначений елемент __ або будь-яке інше унікальне 
значення; на інших етапах роботи з мультиобразом (аналіз, відтворення 



























де ⋊ – операція вставлення; 
𝐸𝑖
𝑗




𝑗=1 ) − 𝑛𝑗; 
?̂?𝑖𝑗
𝑗
 – елемент нормалізованого кортежу; 𝑗 ∈ [1, . . . , 𝑁]. 
2. Об’єднання нормалізованих часткових мультиобразів: 
 
𝐼 = ⋃ 𝐼𝑗
𝑁










На шостому етапі відбувається сортування мультиобразу, 
отриманого на попередньому етапі, за кортежем часових значень: 
 










де 𝜎 та 𝜎𝑗 – індекси, що задають порядок слідування елементів у 
відсортованому кортежі; 𝑗 ∈ [1, . . . , 𝑁]. 
На сьомому етапі відбувається проріджування відсортованого 
мультиобразу, отриманого на попередньому етапі, за кортежем часових 
значень: 
 
𝐼𝑆 = 𝐼 ∥ 𝑡̅ = ⟦𝑇,𝑀1, …𝑀𝑁|〈𝑡𝜎〉𝜎=1
(∑ 𝜏𝑗
𝑁










де 𝛿 – кількість відкинутих дублікатів значень часу. 
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Виконати аналіз запропонованого методу створення мультиобразу 
досліджуваного об’єкта можна лише якісно, оскільки інші методи 
створення мультиобразу наразі не існують. 
Розглянемо приклад, який демонструє виконання основних етапів 
методу. Припустимо, що пацієнт, який перебуває вдома під дистанційним 
медичним наглядом, за призначенням лікаря має тричі на день вимірювати 
температуру тіла та частоту пульсу: вранці, вдень та ввечері. В результаті 
проведеного самообстеження пацієнт надав лікарю запитувані дані 
вимірювань, супроводжуючи їх нечіткими значеннями часу, які можна 
представити у вигляді двох часткових мультиобразів – часткового 
мультиобразу 𝐴, що містить значення температури, та часткового 
мультиобразу 𝐵, що містить значення пульсу: 
 
𝐴 = ⟦?̃?,𝑀𝑡 | ⟨(8: 30, 9: 00,9: 30), (13: 30,14: 00,14: 30), (18: 45, 19: 00,
19: 15)⟩, 〈36.6, 36.9, 37.1〉⟧
 
𝐵 = ⟦?̃?,𝑀𝑝 | ⟨(8: 45, 9: 00,9: 15), (13: 45,14: 00,14: 15), (18: 50, 19: 00,
19: 10)⟩, 〈75, 78, 80〉⟧.
 
 
Для отримання мультиобразу, який відображає дані цього 
дослідження, потрібно об’єднати часткові мультиобрази 𝐴 та 𝐵. 
Безпосереднє застосування операції об’єднання до цих часткових 
мультиобразів призвело би до того, що кортеж часових значень об'єднаного 
агрегата 𝐺 був би вдвічі довший, ніж кортеж значень температури та кортеж 
значень пульсу, що зруйнувало би відповідність між значеннями часу та 
вимірюваними значеннями. Щоб уникнути цієї суперечності, спочатку 
потрібно виконати нормалізацію цих часткових мультиобразів, а саме, 
застосувати операцію вставлення і додати фіктивні елементи у кінець 




𝐴1 = ⟦?̃?,𝑀𝑡 | ⟨(8: 30, 9: 00,9: 30), (13: 30,14: 00,14: 30), (18: 45, 19: 00,
19: 15)⟩, 〈36.6, 36.9, 37.1, ∅, ∅, ∅〉⟧
 
𝐵1 = ⟦?̃?,𝑀𝑝 | ⟨(8: 45, 9: 00,9: 15), (13: 45,14: 00,14: 15), (18: 50, 19: 00,
19: 10)⟩, 〈75, 78, 80, ∅, ∅, ∅〉⟧.
 
 
Після нормалізації застосуємо до цих агрегатів операцію об’єднання: 
 
𝐺1 = 𝐴1 ∪ 𝐵1 = ⟦?̃?,𝑀𝑡 ,𝑀𝑝| ⟨(8: 30, 9: 00, 9: 30), (13: 30, 14: 00, 14: 30),
(18: 45, 19: 00, 19: 15), (8: 45, 9: 00, 9: 15), (13: 45, 14: 00, 14: 15),
(18: 50, 19: 00, 19: 10)⟩, 〈36.6, 36.9, 37.1, ∅, ∅, ∅〉, 〈75, 78, 80, ∅, ∅, ∅〉⟧
 
 
Далі потрібно відсортувати отриманий мультиобраз 𝐺1 за часовим 
кортежем за допомогою відповідної операції АСА: 
 
𝐺2 = 𝐺1 ↑ 〈?̃?〉𝑖=1
3 = ⟦?̃?,𝑀𝑡 , 𝑀𝑝| ⟨(8: 30, 9: 00, 9: 30), (8: 45, 9: 00, 9: 15),
(13: 30, 14: 00, 14: 30), (13: 45, 14: 00, 14: 15), (18: 45, 19: 00, 19: 15),
(18: 50, 19: 00, 19: 10)⟩, 〈36.6, ∅, 36.9, ∅, 37.1, ∅〉, 〈75, ∅, 78, ∅, 80, ∅〉⟧
 
 
Тепер кортежі впорядковані, проте вони включають деякі зайві 
елементи, такі, як дублікати нечітких значень часу та фіктивні елементи. 
Щоб видалити їх, застосуємо операцію проріджування: 
 
𝐺3 = 𝐺2 ∥ 〈?̃?〉𝑖=1
3 = ⟦?̃?,𝑀𝑡 , 𝑀𝑝| ⟨(8: 30, 9: 00, 9: 30), (13: 30, 14: 00, 14: 30),
(18: 45, 19: 00, 19: 15), 〈36.6, 36.9, 37.1〉, 〈75, 78, 80〉⟧
 
 
В результаті отримуємо мультиобраз, який містить дані різних 
обстежень пацієнта та може бути використаний для аналізу цих даних. 
При вирішенні деяких задач аналізу темпоральних мультимодальних 
даних може виникати потреба у синхронізації декількох мультиобразів. 
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Розглянемо метод, що дозволяє виконати таку синхронізацію, у тому числі 
у випадку, коли значення часу є нечітко визначеними. 
 
3.3. Метод синхронізації мультиобразів 
 
Метод синхронізації мультиобразів ґрунтується на застосуванні 
інтервальних відношень (2.89)-(2.90) та виконанні правил синхронізації.  
Правила синхронізації поділяються на:  
− універсальне правило синхронізації (УП), 
− базові правила синхронізації (БП),  
− правила нечіткої синхронізації (НП).  
Універсальне правило синхронізації дозволяє виконати точну 
синхронізацію темпоральних мультимодальних даних та може бути 
застосоване до довільних кортежів значень часу, проте воно потребує 
виконання операцій, кількість яких не може бути зменшена.  
Базові правила синхронізації призначені для виконання точної 
синхронізації, причому якщо вхідні кортежі значень часу є періодичними 
послідовностями, то кількість операцій над даними може бути зменшена за 
рахунок застосування відповідного шаблону синхронізації – одного чи 
декількох правил синхронізації, які відповідають виду періодичності у 
часових кортежах, що синхронізуються. Таким чином, застосування 
шаблону синхронізації, що створений шляхом комбінування базових 
правил синхронізації, дозволяє підвищити ефективність обробки даних.  
Правила нечіткої синхронізації дозволяють виконати синхронізацію з 
деякою припустимою похибкою визначення елементів кортежів значень 
часу у мультиобразах, що синхронізуються; вони також можуть бути 
застосовані для створення шаблону синхронізації з метою підвищення 
ефективності обробки даних мультиобразів.  
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Сформулюємо правила всіх типів для синхронізації двох 
мультиобразів, заданих виразом (3.20): 
 












В результаті застосування деякого правила синхронізації (шаблону 
синхронізації) отримаємо два мультиобрази, задані виразом (3.21): 
 
𝐼1





𝑆 = ⟦𝑇,𝑀2| 〈𝑡𝑖〉, 〈𝑑𝑖
2〉⟧
𝑖=1




2 – значення, що належать нормалізованим кортежам елементів 
мультиобразів 𝐼1 та 𝐼2 відповідно; 𝑛 = 𝑛1 + 𝑛2 − 𝛿, 𝛿 – кількість дублікатів 
значень часу у об’єднаному кортежі 〈𝑡𝑖〉𝑖=1
𝑛  часових значень. 
Універсальне правило синхронізації УП1 мультиобразів (3.20) 











1  якщо 𝑡𝑖 = 𝑡𝑖1
1 , ∀𝑖, ∀𝑖1 




2  якщо 𝑡𝑖 = 𝑡𝑖2
2 , ∀𝑖, ∀𝑖2
∅  в інших випадках
, (3.22) 
 
де ∪ – операція об’єднання, ↑ – операція сортування, ∥ – операція 
проріджування. 
Визначимо тепер базові правила синхронізації. 
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3.3.1. Базові правила синхронізації 
 
Розглянемо можливі інтервальні відношення між дискретними 
інтервалами 𝑡̅1 = 〈𝑡𝑖
1〉𝑖=1
𝑛1  та 𝑡̅2 = 〈𝑡𝑖
2〉𝑖=1
𝑛2  та сформулюємо для кожного з цих 
відношень базові правила синхронізації. 
Нехай 𝑒𝑑(𝑡
1̅, 𝑡2̅) = 𝑡𝑟𝑢𝑒, тобто 𝑡̅1 та 𝑡̅2 зв’язані відношенням 
збігається з, що визначене (2.58). З практичної точки зору це означає, що 
визначення (вимірювання, ґенерування) значень обох кортежів ?̅?1 та ?̅?2 
відбувалось одночасно. 
Можливі випадки для відношення збігається з проілюстровані 
графічно на рис. 3.3-3.5. 
Перша група випадків для відношення 𝑒𝑑(𝑡
1̅, 𝑡2̅) характеризується 
тим, що 𝑛1 𝑚𝑜𝑑 2 = 0 та 𝑡
1̅ ∼ 𝑡2̅. Останнє означає. що |𝑡1̅| = |𝑡2̅|  
(тобто 𝑛1 = 𝑛2). 
Якщо 𝑡𝑖
1 = 𝑡𝑖
2,  ∀ 𝑖 ∈ [1…𝑛1], то 𝑛 = 𝑛1 та значення елементів 
мультиобразів 𝐼1
𝑆 та 𝐼2
𝑆, що визначені (3.21), отримуються згідно з базовим 
правилом синхронізації БП1, що визначається виразами (3.23) та може бути 
















2 , що проілюстровано на 
рис. 3.3б, значення всіх елементів мультиобразів 𝐼1
𝑆 та 𝐼2
𝑆, крім перших та 






























Рис. 3.3. Випадки для 𝑒𝑑(𝑡































Це означає, що у момент часу 𝑡𝑖
1 = 𝑡𝑖
2 визначеними є обидва значення 𝑎𝑖
1 та 
𝑎𝑖
2; у момент часу 𝑡𝑖+1
2  визначеним є лише значення 𝑎𝑖+1
2 ; у момент часу 𝑡𝑖+1
1  
визначеним є лише значення 𝑎𝑖+1
1 . Індекс 𝑗 обчислюється як 𝑗 =
3𝑖
2
, де 𝑖 ∈
[2… (𝑛1 − 2)] та 𝑖 𝑚𝑜𝑑 2 = 0. Загальна кількість елементів в кожному 









− 1. Таким чином, правило синхронізації мультимодальних даних 


















































2  (рис. 3.3в),  
∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0 , 𝑗 =
3𝑖
2
 , 𝑛 =
3𝑛1
2
− 1, то синхронізація 



















































2  (рис. 3.3г), ∀ 𝑖 ∈ [2… (𝑛1 − 2)],  
𝑖 𝑚𝑜𝑑 2 = 0, то 𝑗 =
3𝑖
2
 , 𝑛 =
3𝑛1
2




















































2  (рис. 3.3ґ), ∀ 𝑖 ∈ [2… (𝑛1 − 2)],  

























































2  та 𝑡𝑖+1
1 > 𝑡𝑖
2 (рис. 3.3д), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 
𝑖 𝑚𝑜𝑑 2 = 0, то 𝑗 = 2𝑖, 𝑛 = 2(𝑛1 − 1) та синхронізація значень кортежів 

























































2  та 𝑡𝑖+1
1 = 𝑡𝑖
2 (рис. 3.3е), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 
𝑖 𝑚𝑜𝑑 2 = 0, то 𝑗 =
3𝑖
2
 , 𝑛 =
3𝑛1
2
















































2 (рис. 3.3є), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0, то 𝑗 = 2𝑖, 



























































2  (рис. 3.3ж), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 

























































2  (рис. 3.3з), ∀ 𝑖 ∈ [2… (𝑛1 − 2)],  
𝑖 𝑚𝑜𝑑 2 = 0, то 𝑗 =
3𝑖
2
 , 𝑛 =
3𝑛1
2
− 1 та синхронізація значень кортежів 


















































2  та 𝑡𝑖
1 < 𝑡𝑖+1
2  (рис. 3.3и), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 
















































































































2  (рис. 3.3ї), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0, то 𝑗 = 2𝑖,  





















































Друга група випадків для 𝑒𝑑(𝑡
1̅, 𝑡2̅) характеризується тим, що  
𝑛1 𝑚𝑜𝑑 2 ≠ 0 та 𝑡
1̅ ∼ 𝑡2̅. Часове узгодження i-х елементів та (i+1)-х 
елементів є подібним до узгодження для першої групи випадків (рис. 3.3), 
проте, оскільки 𝑛1 є непарним, то для синхронізації значень потрібно також 
аналізувати значення часу 𝑡𝑛1−1




2 (рис. 3.3а), ∀ 𝑖 ∈ [1…𝑛1], то синхронізація відбувається 





2  (рис. 3.3б), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0 
та 𝑡𝑛1−1
1 = 𝑡𝑛2−1
2 , то 𝑗 =
3𝑖
2
 , 𝑛 =
3(𝑛1−1)
2



























































2  (рис. 3.3б), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0 
та 𝑡𝑛1−1
1 < 𝑡𝑛2−1
2 , то 𝑗 =
3𝑖
2
 , 𝑛 =
3(𝑛1−1)
2





































































2  (рис. 3.3б), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0 
та 𝑡𝑛1−1
1 > 𝑡𝑛2−1
2 , то 𝑗 =
3𝑖
2
 , 𝑛 =
3(𝑛1−1)
2
+ 1 та синхронізація значень 



































































2  (рис. 3.3в), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0 
та 𝑡𝑛1−1
1 = 𝑡𝑛2−1
2 , то 𝑗 =
3𝑖
2
 , 𝑛 =
3(𝑛1−1)
2



























































2  (рис. 3.3в), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0 
та 𝑡𝑛1−1
1 < 𝑡𝑛2−1
2 , то 𝑗 =
3𝑖
2
 , 𝑛 =
3(𝑛1−1)
2





































































2  (рис. 3.3в), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0 
та 𝑡𝑛1−1
1 > 𝑡𝑛2−1
2 , то 𝑗 =
3𝑖
2
 , 𝑛 =
3(𝑛1−1)
2
+ 1 та синхронізація значень 



































































2  (рис. 3.3г), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0 
та 𝑡𝑛1−1
1 = 𝑡𝑛2−1
2 , то 𝑗 =
3𝑖
2
 , 𝑛 =
3(𝑛1−1)
2



























































2  (рис. 3.3г), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0 
та 𝑡𝑛1−1
1 < 𝑡𝑛2−1
2 , то 𝑗 =
3𝑖
2
 , 𝑛 =
3(𝑛1−1)
2





































































2  (рис. 3.3г), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0 
та 𝑡𝑛1−1
1 > 𝑡𝑛2−1
2 , то 𝑗 =
3𝑖
2
 , 𝑛 =
3(𝑛1−1)
2
+ 1 та синхронізація значень 



































































2  (рис. 3.3ґ), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0 
та 𝑡𝑛1−1
1 = 𝑡𝑛2−1





































































2  (рис. 3.3ґ), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0 
та 𝑡𝑛1−1
1 < 𝑡𝑛2−1










































































2  (рис. 3.3ґ), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0 
та 𝑡𝑛1−1
1 > 𝑡𝑛2−1












































































2 (рис. 3.3д), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 
𝑖 𝑚𝑜𝑑 2 = 0 та 𝑡𝑛1−1
1 = 𝑡𝑛2−1
2 , то 𝑗 = 2𝑖, 𝑛 = 2𝑛1 − 3 та правило 






































































2 (рис. 3.3д),  ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 
𝑖 𝑚𝑜𝑑 2 = 0 та 𝑡𝑛1−1
1 < 𝑡𝑛2−1
2 , то 𝑗 = 2𝑖, 𝑛 = 2(𝑛1 − 1) та правило 











































































2 (рис. 3.3д), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 
𝑖 𝑚𝑜𝑑 2 = 0 та 𝑡𝑛1−1
1 > 𝑡𝑛2−1
2 , то 𝑗 = 2𝑖, 𝑛 = 2(𝑛1 − 1) та правило 












































































2 (рис. 3.3е), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 
𝑖 𝑚𝑜𝑑 2 = 0 та 𝑡𝑛1−1
1 = 𝑡𝑛2−1
2 , то 𝑗 =
3𝑖
2
 , 𝑛 =
3(𝑛1−1)
2
 та правило синхронізації 
































































2 (рис. 3.3е), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 
𝑖 𝑚𝑜𝑑 2 = 0 та 𝑡𝑛1−1
1 < 𝑡𝑛2−1
2 , то 𝑗 =
3𝑖
2
 , 𝑛 =
3(𝑛1−1)
2
+ 1 та синхронізація 






































































2 (рис. 3.3е), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 
𝑖 𝑚𝑜𝑑 2 = 0 та 𝑡𝑛1−1
1 > 𝑡𝑛2−1
2 , то 𝑗 =
3𝑖
2
 , 𝑛 =
3(𝑛1−1)
2
+ 1 та правило 


































































2 (рис. 3.3є), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0 та 
𝑡𝑛1−1
1 = 𝑡𝑛2−1
2 , то 𝑗 = 2𝑖, 𝑛 = 2𝑛1 − 3 та правило синхронізації 

































































2 (рис. 3.3є), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0 та 
𝑡𝑛1−1
1 < 𝑡𝑛2−1
2 , то 𝑗 = 2𝑖, 𝑛 = 2(𝑛1 − 1) та правило синхронізації 








































































2 (рис. 3.3є), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0 та 
𝑡𝑛1−1
1 > 𝑡𝑛2−1
2 , то 𝑗 = 2𝑖, 𝑛 = 2(𝑛1 − 1) та правило синхронізації 











































































2  (рис. 3.3ж), ∀ 𝑖 ∈ [2… (𝑛1 − 2)],  
𝑖 𝑚𝑜𝑑 2 = 0 та 𝑡𝑛1−1
1 = 𝑡𝑛2−1
2 , то 𝑗 = 2𝑖, 𝑛 = 2𝑛1 − 3 та синхронізація 



































































2  (рис. 3.3ж), ∀ 𝑖 ∈ [2… (𝑛1 − 2)],  
𝑖 𝑚𝑜𝑑 2 = 0 та 𝑡𝑛1−1
1 < 𝑡𝑛2−1












































































2  (рис. 3.3ж), ∀ 𝑖 ∈ [2… (𝑛1 − 2)],  
𝑖 𝑚𝑜𝑑 2 = 0 та 𝑡𝑛1−1
1 > 𝑡𝑛2−1










































































2  (рис. 3.3з), ∀ 𝑖 ∈ [2… (𝑛1 − 2)],  
𝑖 𝑚𝑜𝑑 2 = 0 та 𝑡𝑛1−1
1 = 𝑡𝑛2−1
2 , то 𝑗 =
3𝑖
2
 , 𝑛 =
3(𝑛1−1)
2



























































2  (рис. 3.3з), ∀ 𝑖 ∈ [2… (𝑛1 − 2)],  
𝑖 𝑚𝑜𝑑 2 = 0 та 𝑡𝑛1−1
1 < 𝑡𝑛2−1
2 , то 𝑗 =
3𝑖
2
 , 𝑛 =
3(𝑛1−1)
2





































































2  (рис. 3.3з), ∀ 𝑖 ∈ [2… (𝑛1 − 2)],  
𝑖 𝑚𝑜𝑑 2 = 0 та 𝑡𝑛1−1
1 > 𝑡𝑛2−1
2 , то 𝑗 =
3𝑖
2
 , 𝑛 =
3(𝑛1−1)
2



































































2  , 𝑡𝑖
1 < 𝑡𝑖+1
2  (рис. 3.3и), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 
𝑖 𝑚𝑜𝑑 2 = 0 та 𝑡𝑛1−1
1 = 𝑡𝑛2−1
2 , то 𝑗 = 2𝑖, 𝑛 = 2𝑛1 − 3 та синхронізація 




































































2  , 𝑡𝑖
1 < 𝑡𝑖+1
2  (рис. 3.3и), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 
𝑖 𝑚𝑜𝑑 2 = 0 та 𝑡𝑛1−1
1 < 𝑡𝑛2−1
2 , то 𝑗 = 2𝑖, 𝑛 = 2(𝑛1 − 1) та правило 











































































2  , 𝑡𝑖
1 < 𝑡𝑖+1
2  (рис. 3.3и), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 
𝑖 𝑚𝑜𝑑 2 = 0 та 𝑡𝑛1−1
1 > 𝑡𝑛2−1
2 , то 𝑗 = 2𝑖, 𝑛 = 2(𝑛1 − 1) та правило 







































































2  (рис. 3.3і), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0 та 
 𝑡𝑛1−1
1 = 𝑡𝑛2−1
2 , то 𝑗 =
3𝑖
2
 , 𝑛 =
3(𝑛1−1)
2
 та правило синхронізації 



























































2  (рис. 3.3і), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0 та  
𝑡𝑛1−1
1 < 𝑡𝑛2−1
2 , то 𝑗 =
3𝑖
2
 , 𝑛 =
3(𝑛1−1)
2
+ 1 та правило синхронізації 

































































2  (рис. 3.3і), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0 та  
𝑡𝑛1−1
1 > 𝑡𝑛2−1
2 , то 𝑗 =
3𝑖
2
 , 𝑛 =
3(𝑛1−1)
2
+ 1 та синхронізація значень кортежів 

































































2  (рис. 3.3ї), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0 та  
𝑡𝑛1−1
1 = 𝑡𝑛2−1
2 , то 𝑗 = 2𝑖, 𝑛 = 2𝑛1 − 3 та правило синхронізації 



































































2  (рис. 3.3ї), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0 та  
𝑡𝑛1−1
1 < 𝑡𝑛2−1
2 , то 𝑗 = 2𝑖, 𝑛 = 2(𝑛1 − 1) та правило синхронізації 







































































2  (рис. 3.3ї), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0 та  
𝑡𝑛1−1
1 > 𝑡𝑛2−1
2 , то 𝑗 = 2𝑖, 𝑛 = 2(𝑛1 − 1) та правило синхронізації 







































































Третя група випадків для 𝑒𝑑(𝑡
1̅, 𝑡2̅) відрізняється тим, що 𝑡1̅ ⊲ 𝑡2̅, 
|𝑡1̅| < |𝑡2̅|. Оскільки коефіцієнт 𝑅 для |𝑡1̅| та |𝑡2̅| може бути довільним, 
припустимо, що для кожному i-го елементи в 𝑡1̅ відповідають два елементи 
в 𝑡2̅, за виключенням 𝑡1
1 та 𝑡𝑛1
1  що збігаються з 𝑡1
2 та 𝑡𝑛2
2  відповідно (рис. 3.4). 















Рис. 3.4. Випадки для 𝑒𝑑(𝑡




2 (рис. 3.4а), ∀ 𝑖 ∈ [2… (𝑛2 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0, то 𝑛 = 𝑛2 
































































































2  (рис. 3.4в), ∀ 𝑖 ∈ [2… (𝑛2 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0, то 𝑛 =
































































































2   (рис. 3.4ґ),  ∀ 𝑖 ∈ [2… (𝑛2 − 2)],  



















































Четверта група випадків для 𝑒𝑑(𝑡
1̅, 𝑡2̅) відрізняється тим, що 𝑡1̅ ⊳ 𝑡2̅, 
тобто |𝑡1̅| > |𝑡2̅|. Подібно випадкам третьої групи (𝑡1̅ ⊲ 𝑡2̅), коефіцієнт 𝑅 
для |𝑡1̅| та |𝑡2̅| може бути довільним. Припустимо, що кожному i-му 
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елементу в 𝑡2̅ відповідають два елементи в 𝑡1̅, за виключенням 𝑡1
2 та 𝑡𝑛2
2 , які 
збігаються з 𝑡1
1 та 𝑡𝑛1
















Рис. 3.5. Випадки для 𝑒𝑑(𝑡




2 (рис. 3.5а), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0, то 𝑛 = 𝑛1 


































































































2  (рис. 3.5в),  ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 =











































































































2 (рис. 3.5ґ), ∀ 𝑖 ∈ [2… (𝑛1 − 2)], 𝑖 𝑚𝑜𝑑 2 = 0, то 𝑛 = 𝑛1 






































Більш загальний випадок синхронізації визначається відношенням 
відбувається між, що визначається згідно з (2.69). Він відрізняється тим, 
що отримання (вимірювань, генерація) однакової кількості значень 
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кортежів даних ?̅?1 та ?̅?2 відбувається у один і той самий період часу з 
моменту 𝛼 до моменту 𝛽, але не одночасно. Відмінність між відношенням 
збігається з та відбувається між полягає у способі визначення перших та 
останніх елементів кортежів мультиобразу, що.  
Отже, сформулюємо правило синхронізації БП60, яке полягає у тому, 
що перші елементи кортежів визначаються відповідно до виразів (3.83), а 











































1  якщо 𝑡𝑛1
1 ≤ 𝑡𝑛2
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Решта елементів визначається згідно з правилами БП1-БП59. Таким 
чином, у випадку відношення відбувається між при виконання 
синхронізації мультимодальних даних мультиобразів застосовується не 
окреме правило синхронізації, а шаблон синхронізації, що складається з 
правила синхронізації БП60 для визначення перших і останніх елементів та 
одного з правил БП1-БП59 для визначення всіх інших елементів. 
Для зручності будемо використовувати наступний формат запису 
шаблону синхронізації (ШС), який визначимо за допомогою розширеної 




шаблон_синхронізації = [“ШС”, номер_шаблона, “=”,] (“УП” | “БП” | “НП”), 
номер_правила, [“(“, номер_елемента, (“,” | “–”), 
номер_елемента, ”)” {“&”, (“УП” | “БП” | “НП”), 
номер_правила, “(“, номер_елемента, (“,” | “–”), 
номер_елемента, ”)”}] 
 
Розглянемо приклад запису шаблону синхронізації, визначеного 
згідно із запропонованим форматом: БП60(1,n)&БП15(2–(n-1)). Цей запис 
означає, що шаблон синхронізації складається з двох правил: правила БП60, 
яке застосовується для синхронізації перших та останніх елементів (їх 
індекси 𝑖 = 1 та 𝑖 = 𝑛 відповідно), та правила БП15, яке застосовується для 
синхронізації всіх інших елементів (ці елементи мають індекси  
𝑖 = [2… (𝑛 − 1)]). 
Відповідно до визначеного формату шаблон синхронізації може мати 
власну назву, крім того, він може складатись з одного чи декількох правил 
синхронізації різних типів. 
Таким чином, шаблон синхронізації для відношення відбувається 
між має вигляд: ШС1=БП60(1,n)&x(2–(n-1)), де x – це деяке правило з 
базових правил БП1-БП59. 
Визначимо правило синхронізації мультимодальних даних для 
випадку, коли отримання значень кортежу даних ?̅?1 передує отриманню 
значень кортежу даних ?̅?2, означає, що дискретні інтервали 𝑡̅1 та 𝑡̅2 
пов’язані відношенням передує, що визначається (2.56). Отже, якщо 
𝑏𝑑(𝑡
1̅, 𝑡2̅) = 𝑡𝑟𝑢𝑒, то ∀ 𝑖1 ∈ [1…𝑛1], ∀ 𝑖2 ∈ [1…𝑛2] та правило 





















Випадок, коли отримання значень кортежу даних ?̅?1 відбувається 
після отримання значень кортежу даних ?̅?2, означає, що дискретні 
інтервали 𝑡̅1 та 𝑡̅2 пов’язані відношенням настає після, що визначається 
(2.57). Отже, якщо 𝑏𝑖𝑑(𝑡
1̅, 𝑡2̅) = 𝑡𝑟𝑢𝑒, то ∀ 𝑖1 ∈ [1…𝑛1], ∀ 𝑖2 ∈ [1…𝑛2] та 



















Випадок, коли отримання значень кортежу даних ?̅?1 передує 
отриманню значень кортежу даних ?̅?2, проте момент отримання останнього 
значення кортежу даних ?̅?1 збігається з моментом отримання першого 
значення кортежу даних ?̅?2, означає, що дискретні інтервали 𝑡̅1 та 𝑡̅2 
пов’язані відношенням стикається з початком, що визначається (2.59). 
Таким чином, якщо 𝑚𝑑(𝑡
1̅, 𝑡2̅) = 𝑡𝑟𝑢𝑒, то ∀ 𝑖1 ∈ [1… (𝑛1 − 1)],  




























Випадок, коли отримання значень кортежу даних ?̅?1 відбувається 
після отримання значень кортежу даних ?̅?2, проте момент отримання 
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першого значення кортежу даних ?̅?1 збігається з моментом отримання 
останнього значення кортежу даних ?̅?2, означає, що дискретні інтервали 𝑡̅1 
та 𝑡̅2 пов’язані відношенням стикається з кінцем, що визначається (2.60). 
Отже, якщо 𝑚𝑖𝑑(𝑡
1̅, 𝑡2̅) = 𝑡𝑟𝑢𝑒, то ∀ 𝑖1 ∈ [2…𝑛1], ∀ 𝑖2 ∈ [1… (𝑛2 − 1)] та 




























Випадок, коли отримання значень кортежу даних ?̅?1 передує 
отриманню значень кортежу даних ?̅?2, проте отримання K останніх значень 
кортежу даних ?̅?1 збігається з отриманням K перших значень кортежу даних 
?̅?2, означає, що дискретні інтервали 𝑡̅1 та 𝑡̅2 пов’язані відношенням 
перекриває, що визначається (2.61). Тоді, якщо 𝑜𝑑(𝑡
1̅, 𝑡2̅) = 𝑡𝑟𝑢𝑒, то ∀ 𝑖1 ∈
[1… (𝑛1 − 𝐾)], ∀ 𝑖2 ∈ [(𝐾 + 1)…𝑛2], ∀𝑘 ∈ [1…𝐾] та правило синхронізації 




























Випадок, коли отримання значень кортежу даних ?̅?1 відбувається 
після отримання значень кортежу даних ?̅?2, проте отримання K перших 
значень кортежу даних ?̅?1 збігається з отриманням K останніх значень 
кортежу даних ?̅?2, означає, що дискретні інтервали 𝑡̅1 та 𝑡̅2 пов’язані 




1̅, 𝑡2̅) = 𝑡𝑟𝑢𝑒, то ∀ 𝑖1 ∈ [(𝐾 + 1)…𝑛1], ∀ 𝑖2 ∈ [1… (𝑛2 − 𝐾)],  




























Якщо отримання значень кортежу даних ?̅?1 починається пізніше та 
завершується раніше отримання значень кортежу даних ?̅?2, означає, що 
дискретні інтервали 𝑡̅1 та 𝑡̅2 пов’язані відношенням відбувається під час, 
що визначається (2.63). Отже, якщо 𝑑𝑑(𝑡
1̅, 𝑡2̅) = 𝑡𝑟𝑢𝑒, то 𝑡2̅ = 𝑡2,I̅̅ ̅̅ ∪ 𝑡2,II̅̅ ̅̅ ̅ ∪
𝑡2,III̅̅ ̅̅ ̅̅ , такі, що 𝑏𝑑(𝑡





(𝑡2,II̅̅ ̅̅ ̅, 𝑡1̅), 𝑏𝑖𝑑(𝑡
2,III̅̅ ̅̅ ̅̅ , 𝑡1̅). Тоді, ∀ 𝑘1 ∈




1 , правило 
синхронізації БП67 для отримання перших значень 𝑡𝑘1(𝑡𝑘1 ∈ 𝑡
2,I̅̅ ̅̅ ), 𝑑𝑘1
1 , 𝑑𝑘1
2  
та останніх значень 𝑡𝑘2  (𝑡𝑘2 ∈ 𝑡
2,III̅̅ ̅̅ ̅̅ ), 𝑑𝑘2
1 , 𝑑𝑘2
2  визначається виразами (3.91). 
Решту елементів (𝑡𝑘 ∈ 𝑡
2,II̅̅ ̅̅ ̅, 𝑑𝑘
1, 𝑑𝑘
2) кортежів 𝑡̅, 𝑑1̅̅ ̅ та 𝑑2̅̅ ̅ можна отримати 
згідно з правилами синхронізації БП1-БП59, тобто синхронізація даних 
мультиобразів у випадку відношення відбувається під час задаються 
шаблоном синхронізації ШС2=БП67(1,n)&x(2–(n-1)), де x – це деяке 
правило з базових правил БП1-БП59. Довжина кортежу 𝑡̅ складає  
𝑛 = 𝐾1 +𝑚 + 𝑛2−𝐾2 + 1, де 𝑚 є довжиною кортежу, отриманого в 





















Випадок, коли отримання значень кортежу даних ?̅?1 починається 
раніше та завершується пізніше отримання значень кортежу даних ?̅?2, 
означає, що дискретні інтервали 𝑡̅1 та 𝑡̅2 пов’язані відношенням містить, 
що визначається (2.64). Отже, якщо 𝑑𝑖𝑑(𝑡
1̅, 𝑡2̅), то 𝑡1̅ = 𝑡1,I̅̅ ̅̅ ∪ 𝑡1,II̅̅ ̅̅ ̅ ∪ 𝑡1,III̅̅ ̅̅ ̅̅ , 
такі, що 𝑏𝑑(𝑡





(𝑡1,II̅̅ ̅̅ ̅, 𝑡2̅), 𝑏𝑖𝑑(𝑡
1,III̅̅ ̅̅ ̅̅ , 𝑡2̅). Тоді, ∀ 𝑘1 ∈ [1…𝐾1], 




2 , правило синхронізації 
БП68 для отримання перших значень 𝑡𝑘1(𝑡𝑘1 ∈ 𝑡
1,I̅̅ ̅̅ ), 𝑑𝑘1
1 , 𝑑𝑘1
2  та останніх 
значень 𝑡𝑘2  (𝑡𝑘2 ∈ 𝑡
1,III̅̅ ̅̅ ̅̅ ), 𝑑𝑘2
1 , 𝑑𝑘2
2  визначається виразами (3.92). Решту 
елементів (𝑡𝑘 ∈ 𝑡
1,II̅̅ ̅̅ ̅, 𝑑𝑘
1, 𝑑𝑘
2) кортежів 𝑡̅, 𝑑1̅̅ ̅ та 𝑑2̅̅ ̅ можна отримати згідно з 
правилами синхронізації БП1-БП59, тобто синхронізація даних 
мультиобразів у разі відношення містить задаються шаблоном 
синхронізації ШС3=БП68(1,n)&x(2–(n-1)), де x – це деяке правило з правил 
БП1-БП59. Довжина кортежу 𝑡̅ складає 𝑛 = 𝐾1 +𝑚+ 𝑛1−𝐾2 + 1, де 𝑚 є 



















Якщо отримання значень кортежів даних ?̅?1 та ?̅?2 починається 
одночасно, проте отримання значень кортежу ?̅?1 закінчується раніше, ніж 
отримання значень кортежу ?̅?2, означає, що дискретні інтервали 𝑡̅1 та 𝑡̅2 
пов’язані відношенням починає, що визначається (2.65). Отже, якщо 
𝑠𝑑(𝑡





(𝑡2,I̅̅ ̅̅ , 𝑡1̅), 𝑏𝑖𝑑(𝑡
2,II̅̅ ̅̅ ̅, 𝑡1̅). Тоді, 
∀ 𝑘2 ∈ [𝐾…𝑛2], таких, що 𝑡𝐾
2 > 𝑡𝑛1
1 , правило синхронізації БП69 для 
отримання першого значення 𝑡1 (𝑡1 ∈ 𝑡
2,I̅̅ ̅̅ ), 𝑑1
1, 𝑑1
2 та останніх значень 𝑡𝑘2  
(𝑡𝑘2 ∈ 𝑡
2,II̅̅ ̅̅ ̅), 𝑑𝑘2
1 , 𝑑𝑘2
2  результуючих кортежів 𝑡̅, 𝑑1̅̅ ̅ та 𝑑2̅̅ ̅ визначається 
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виразами (3.93). Решту елементів (𝑡𝑘1 ∈ 𝑡
2,I̅̅ ̅̅ ,  𝑑𝑘1
1 , 𝑑𝑘1
2 , ∀ 𝑘1 ∈ [2…𝑚], де 𝑚 
є довжиною кортежу, отриманого в результаті синхронізації кортежів 𝑡2,I̅̅ ̅̅  та 
𝑡1̅) кортежів 𝑡̅, 𝑑1̅̅ ̅ та 𝑑2̅̅ ̅ можна отримати згідно з правилами синхронізації 
БП1-БП59, тобто синхронізація мультимодальних даних мультиобразів у 
випадку відношення починає задаються шаблоном синхронізації 
ШС4=БП69(1,n)&x(2–(n-1)), де x – це деяке правило з базових правил  




















Випадок, коли отримання значень кортежів даних ?̅?1 та ?̅?2 
починається одночасно, проте отримання значень кортежу ?̅?1 закінчується 
пізніше, ніж отримання значень кортежу ?̅?2, означає, що дискретні 
інтервали 𝑡̅1 та 𝑡̅2 пов’язані відношенням починається, що визначається 
(2.66). Отже, якщо 𝑠𝑖𝑑(𝑡





(𝑡1,I̅̅ ̅̅ , 𝑡2̅), 
𝑏𝑖𝑑(𝑡
1,II̅̅ ̅̅ ̅, 𝑡2̅). Тоді, ∀ 𝑘2 ∈ [𝐾…𝑛1], таких, що 𝑡𝐾
1 > 𝑡𝑛2
2 , правило 
синхронізації БП70 для отримання першого значення 𝑡1 (𝑡1 ∈ 𝑡
1,I̅̅ ̅̅ ), 𝑑1
1, 𝑑1
2 та 
останніх значень 𝑡𝑘2 (𝑡𝑘2 ∈ 𝑡
1,II̅̅ ̅̅ ̅), 𝑑𝑘2
1 , 𝑑𝑘2
2  результуючих кортежів 𝑡̅, 𝑑1̅̅ ̅ та 𝑑2̅̅ ̅ 
визначається виразами (3.94). Решту елементів (𝑡𝑘1 ∈ 𝑡
1,I̅̅ ̅̅ ,  𝑑𝑘1
1 , 𝑑𝑘1
2 , ∀ 𝑘1 ∈
[2…𝑚], де 𝑚 є довжиною кортежу, отриманого в результаті синхронізації 
кортежів 𝑡1,I̅̅ ̅̅  та 𝑡2̅) кортежів 𝑡̅, 𝑑1̅̅ ̅ та 𝑑2̅̅ ̅ можна отримати згідно з правилами 
синхронізації БП1-БП59, тобто синхронізація мультимодальних даних 
мультиобразів у випадку відношення починається задається шаблоном 
синхронізації ШС5=БП70(1,n)&x(2–(n-1)), де x – це деяке правило з базових 






















Випадок, коли отримання значень кортежів даних ?̅?1 та ?̅?2 
закінчується одночасно, проте отримання значень кортежу ?̅?1 починається 
пізніше, ніж отримання значень кортежу ?̅?2, означає, що дискретні 
інтервали 𝑡̅1 та 𝑡̅2 пов’язані відношенням закінчує, що визначається (2.67). 
Отже, якщо 𝑓𝑑(𝑡
1̅, 𝑡2̅), то 𝑡2̅ = 𝑡2,I̅̅ ̅̅ ∪ 𝑡2,II̅̅ ̅̅ ̅, такі, що 
𝑏𝑑(𝑡





(𝑡2,II̅̅ ̅̅ ̅, 𝑡1̅). Тоді, ∀ 𝑘1 ∈ [1…𝐾], таких, що 𝑡𝐾
2 < 𝑡1
1, 
правило синхронізації БП71 для отримання перших значень 𝑡𝑘1(𝑡𝑘1 ∈ 𝑡
2,I̅̅ ̅̅ ), 
𝑑𝑘1
1 , 𝑑𝑘1
2  та останнього значення 𝑡𝑛 (𝑡𝑛 ∈ 𝑡
2,II̅̅ ̅̅ ̅), 𝑑𝑛
1 , 𝑑𝑛
2 результуючих кортежів 
𝑡̅, 𝑑1̅̅ ̅ та 𝑑2̅̅ ̅ визначається виразами (3.95). Решту елементів (𝑡𝑘2 ∈ 𝑡
2,II̅̅ ̅̅ ̅, 𝑑𝑘2
1 , 
𝑑𝑘2
2 , ∀ 𝑘2 ∈ [(𝐾 + 1)… (𝑛 − 1)] , де довжина кортежу 𝑡̅ складає 𝑛 = 𝐾 +𝑚; 
𝑚 є довжиною кортежу, отриманого в результаті синхронізації кортежів 
𝑡2,II̅̅ ̅̅ ̅ та 𝑡1̅) кортежів 𝑡̅, 𝑑1̅̅ ̅ та 𝑑2̅̅ ̅ можна отримати згідно з правилами 
синхронізації БП1-БП59, тобто синхронізація даних мультиобразів у разі 
відношення закінчує задаються шаблоном ШС6=БП71(1,n)&x(2–(n-1)), де 




















Випадок, коли отримання значень кортежів даних ?̅?1 та ?̅?2 
закінчується одночасно, проте отримання значень кортежу ?̅?1 починається 
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раніше, ніж отримання значень кортежу ?̅?2, означає, що дискретні інтервали 
𝑡̅1 та 𝑡̅2 пов’язані відношенням закінчується, що визначається (2.68). Отже, 
якщо 𝑓𝑖𝑑(𝑡
1̅, 𝑡2̅), то 𝑡1̅ = 𝑡1,I̅̅ ̅̅ ∪ 𝑡1,II̅̅ ̅̅ ̅, такі, що 𝑏𝑑(𝑡





(𝑡1,II̅̅ ̅̅ ̅, 𝑡2̅). 
Тоді, ∀ 𝑘1 ∈ [1…𝐾], таких, що 𝑡𝐾
1 < 𝑡1
2, правило синхронізації БП72 для 
отримання перших значень 𝑡𝑘1(𝑡𝑘1 ∈ 𝑡
1,I̅̅ ̅̅ ), 𝑑𝑘1
1 , 𝑑𝑘1
2  та останнього значення 
𝑡𝑛 (𝑡𝑛 ∈ 𝑡
1,II̅̅ ̅̅ ̅), 𝑑𝑛
1 , 𝑑𝑛
2 результуючих кортежів 𝑡̅, 𝑑1̅̅ ̅ та 𝑑2̅̅ ̅ визначається 
виразами (3.96). Решту елементів (𝑡𝑘2 ∈ 𝑡
1,II̅̅ ̅̅ ̅, , 𝑑𝑘2
1 , 𝑑𝑘2
2 ),  
∀ 𝑘2 ∈ [(𝐾 + 1)… (𝑛 − 1)], де довжина кортежу 𝑡̅ складає 𝑛 = 𝐾 +𝑚; 𝑚 є 
довжиною кортежу, отриманого в результаті синхронізації кортежів 𝑡1,II̅̅ ̅̅ ̅ та 
𝑡2̅) кортежів 𝑡̅, 𝑑1̅̅ ̅ та 𝑑2̅̅ ̅ можна отримати згідно з правилами синхронізації 
БП1-БП59, тобто синхронізація даних мультиобразів у випадку відношення 
закінчується задаються шаблоном синхронізації ШС7=БП72(1,n)&x(2–(n-




















Оскільки існує значна кількість випадків точної синхронізації даних, 
то для спрощення процедури синхронізації мультимодальних даних у 
задачах, де визначення часу з деякою похибкою є припустимим, доцільно 
застосовувати нечітку синхронізацію даних. 
 
3.3.2. Правила нечіткої синхронізації 
 
Для нечіткої синхронізації даних потрібно визначити нечіткий 
еквівалент інтервальних відношень, визначених (2.56)-(2.69). Формальному 
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визначенню нечітких відношень присвячено багато робіт, зокрема, [270, 
272–276]. Застосуємо підхід, сформульований у роботах [270] та [274]. 
Ступінь 𝑏𝑏(𝛼,𝛽)
≪ (𝑡̅1, 𝑡̅2), до якого початок кортежу 𝑡̅1 приблизно на 𝛼 
(𝛼 ∈ ℝ) часових відліків випереджає початок кортежу 𝑡̅2, де 𝛽 (𝛽 ≥ 0) 
визначає припустиму похибку, є узагальненням нечіткого подання 
(fuzzification) строгої нерівності 𝑡1
1 < 𝑡1
2 та може бути визначене як: 
 
𝑏𝑏(𝛼,𝛽)




де операція ∘𝑇 означає композицію нечітких відношень, визначених (3.98); 
оператор ⊳𝐼 означає superproduct-композицію, визначену (3.99) згідно з 
[277]; 𝑇𝑤 – t-норма Лукашевича, визначена (3.100); 𝐼𝑇𝑤 – імплікатор 
Лукашевича, визначений (3.101); 𝐿(𝛼,𝛽)
≪  – нечітке відношення між 
моментами часу 𝑡1
1 та 𝑡1
2, визначене (3.102). 
Sup-T композиція нечітких відношень визначається як: 
 
(𝑅1 ∘𝑇 𝑅2)(𝑥, 𝑧) = sup𝑦∈𝑌𝑇(𝑅1(𝑥, 𝑦), 𝑅2(𝑦, 𝑧)), (3.98) 
 
де 𝑅1 – нечітке відношення з множини 𝑋 до множини 𝑌; 𝑅2 – нечітке 
відношення з множини 𝑌 до множини 𝑍; 𝑥 ∈ 𝑋, 𝑦 ∈ 𝑌, 𝑧 ∈ 𝑍. 
I-superproduct-композиція нечітких відношень визначається як: 
 
𝑅1 ⊳𝐼 𝑅2(𝑥, 𝑧) = inf𝑦∈𝑌𝐼(𝑅2(𝑦, 𝑧), 𝑅1(𝑥, 𝑦)) (3.99) 
 
T-норма Лукашевича та її імплікатор визначаються як: 
 




де 𝑎, 𝑏 ∈ [0, 1]. 
 
𝐼𝑇𝑤(𝑎, 𝑏) = min(1 − 𝑎 + 𝑏, 1), (3.101) 
 
Нечітке відношення 𝐿(𝛼,𝛽)
≪  моделює відмінність між моментами часу 






















де 𝛼 – різниця (в одиницях часу) між моментами часу 𝑡1
1 та 𝑡1
2; 𝛽 – 
припустима похибка. 
Ступінь 𝑏𝑏(𝛼,𝛽)
≼ (𝑡̅1, 𝑡̅2), до якого початок кортежу 𝑡̅1 приблизно на 𝛼 
часових відліків випереджає або збігається з початком кортежу 𝑡̅2, є 
узагальненням нечіткого подання нестрогої нерівності 𝑡1
1 ≤ 𝑡1




≼ (𝑡̅1, 𝑡̅2) = 1 − 𝑏𝑏(𝛼,𝛽)
≪ (𝑡̅2, 𝑡̅1) (3.103) 
 
Ступінь 𝑒𝑒(𝛼,𝛽)
≪ (𝑡̅1, 𝑡̅2), до якого кінець кортежу 𝑡̅1 приблизно на 𝛼 
часових відліків випереджає кінець кортежу 𝑡̅2, є узагальненням нечіткого 
подання строгої нерівності 𝑡𝑛1
1 < 𝑡𝑛2
2  та може бути визначене як: 
 
𝑒𝑒(𝛼,𝛽)
≪ (𝑡̅1, 𝑡̅2) = (𝑡̅1 ⊲𝐼𝑇𝑤 𝐿(𝛼,𝛽)
≪ ) ∘𝑇𝑤 𝑡̅
2, (3.104) 
 
де оператор ⊲𝐼 означає subproduct-композицію, визначену (3.105) 




𝑅1 ⊲𝐼 𝑅2(𝑥, 𝑧) = inf𝑦∈𝑌𝐼(𝑅1(𝑥, 𝑦), 𝑅2(𝑦, 𝑧)) (3.105) 
 
Ступінь 𝑒𝑒(𝛼,𝛽)
≼ (𝑡̅1, 𝑡̅2), до якого кінець кортежу 𝑡̅1 приблизно на 𝛼 
часових відліків випереджає або збігається з кінцем кортежу 𝑡̅2 є 
узагальненням нечіткого подання нестрогої нерівності 𝑡𝑛1
1 ≤ 𝑡𝑛2
2  та може 
бути визначене як: 
 
𝑒𝑒(𝛼,𝛽)
≼ (𝑡̅1, 𝑡̅2) = 1 − 𝑒𝑒(𝛼,𝛽)
≪ (𝑡̅2, 𝑡̅1) (3.106) 
 
Ступінь 𝑏𝑒(𝛼,𝛽)
≪ (𝑡̅1, 𝑡̅2), до якого початок кортежу 𝑡̅1 приблизно на 𝛼 
часових відліків випереджає кінець кортежу 𝑡̅2 є узагальненням нечіткого 
подання строгої нерівності 𝑡1
1 < 𝑡𝑛2
2  та може бути визначене як: 
 
𝑏𝑒(𝛼,𝛽)





≼ (𝑡̅1, 𝑡̅2), до якого початок кортежу 𝑡̅1 приблизно на 𝛼 
часових відліків випереджає або збігається з кінцем кортежу 𝑡̅2 є 
узагальненням нечіткого подання нестрогої нерівності 𝑡1
1 ≤ 𝑡𝑛2
2  та може 
бути визначене як: 
 
𝑏𝑒(𝛼,𝛽)
≼ (𝑡̅1, 𝑡̅2) = 1 − 𝑏𝑒(𝛼,𝛽)
≪ (𝑡̅2, 𝑡̅1) (3.108) 
 
Ступінь 𝑒𝑏(𝛼,𝛽)
≪ (𝑡̅1, 𝑡̅2), до якого кінець кортежу 𝑡̅1 приблизно на 𝛼 
часових відліків випереджає початок кортежу 𝑡̅2, є узагальненням нечіткого 
подання строгої нерівності 𝑡𝑛1
1 < 𝑡1










≼ (𝑡̅1, 𝑡̅2), до якого кінець кортежу 𝑡̅1 приблизно на 𝛼 
часових відліків випереджає або збігається з початком кортежу 𝑡̅2 є 
узагальненням нечіткого подання нестрогої нерівності 𝑡𝑛1
1 ≤ 𝑡1
2 та може 
бути визначене як: 
 
𝑒𝑏(𝛼,𝛽)
≼ (𝑡̅1, 𝑡̅2) = 1 − 𝑒𝑏(𝛼,𝛽)
≪ (𝑡̅2, 𝑡̅1) (3.110) 
 




2), може бути застосований для визначення 
близькості значень моментів часу 𝑡𝑖
1 та 𝑡𝑖
2, що дозволить спростити 
синхронізацію даних. 
 
Теорема 3.2 (теорема про похибку). 
Нехай ∆𝑡 – це похибка визначення часу отримання даних, що 
очікуються у моменти часу 𝑡𝑖
1 та 𝑡𝑖






2) = 0 та моменти часу 𝑡𝑖
1 та 𝑡𝑖
2 є єдиним моментом 
нечіткого часу ?̃?𝑖. 
Доведення: 















































































 1 якщо 𝑡𝑖
2 − 𝑡𝑖






















2) = 0 та, внаслідок цього, 𝑒𝑏(𝛼,𝛽)
≪ (𝑡𝑖
1, 𝑡𝑖
2) = 0, тобто 
моменти часу 𝑡𝑖
1 та 𝑡𝑖
2 є єдиним моментом нечіткого часу ?̃?𝑖. Що і потрібно 
було довести. ∎ 
 
Наслідок з теореми 3.2. Нехай відстань між моментами часу 𝑡𝑖
1 та 𝑡𝑖
2 
перевищує ∆𝑡 та дорівнює 𝛼. Тоді, в (3.115) отримуємо 𝑡𝑖
2 − 𝑡𝑖




2) = 0 та, внаслідок цього, 𝑒𝑏(𝛼,𝛽)
≪ (𝑡𝑖
1, 𝑡𝑖





2 можуть вважатись єдиним моментом нечіткого  
часу ?̃?𝑖. 
 
Практичне значення теореми про похибку полягає у тому, що, якщо 
похибка вимірювання часу у двох послідовностях часових значень 𝑡1̅ та 𝑡2̅ 
не перевищує мінімальної різниці часу, що може бути зафіксована у 
програмно-апаратній системі, то цією похибкою можна знехтувати та 
замінити 𝑡1̅ та 𝑡2̅ єдиним значенням. Це дозволяє спростити синхронізацію 
даних. 
Розглянемо можливі випадки (рис. 3.6) для значення 𝛼 між сусідніми 
значеннями в 𝑡̅1 та 𝑡̅2, коли 𝑒𝑏(𝛼,𝛽)
≪ (𝑡𝑖
1, 𝑡𝑖
2) = 0 та визначимо шляхи 
спрощення правил синхронізації даних БП1-БП59. 
Нехай значення 𝛼1 є відстанню між 𝑡𝑖
1 та 𝑡𝑖
2, значення 𝛼2 є відстанню 
між 𝑡𝑖
2 та 𝑡𝑖+1
1 , та значення 𝛼3 є відстанню між 𝑡𝑖+1
1  та 𝑡𝑖+1
2 . Крім цього, нехай 
значення 𝛼 є мінімальною відстанню між такими 𝑡𝑖
1 та 𝑡𝑖
2, які можуть 










Рис. 3.6. Випадки нечіткої синхронізації 
 
Якщо обидві нерівності 𝛼1 < 𝛼 та 𝛼3 < 𝛼 виконуються (рис. 3.6а), то 
незалежно від значення 𝛼2 правило нечіткої синхронізації даних НП1 може 























Якщо обидві нерівності 𝛼1 < 𝛼 та 𝛼3 > 𝛼 виконуються (рис. 3.6б), то 
незалежно від значення 𝛼2 правило нечіткої синхронізації даних НП2 може 




























Якщо обидві нерівності 𝛼1 > 𝛼 та 𝛼2 < 𝛼 виконуються (рис. 3.6в), то 
незалежно від значення 𝛼3 правило нечіткої синхронізації даних НП3 може 




























Якщо нерівність 𝛼1 > 𝛼 > 𝛼2 > 𝛼3 або обидві нерівності 𝛼1 > 𝛼 > 𝛼3 
та 𝛼2 > 𝛼 виконуються (рис. 3.6г), то правило нечіткої синхронізації даних 




























Таким чином, нечітка синхронізація дозволяє спростити узгодження 
часових значень та відповідних даних в разі, якщо ці дані отримані у 
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настільки близькі моменти часу, що можна знехтувати відмінністю між 
ними. Ступінь близькості моментів часу 𝑡𝑖
1 та 𝑡𝑖
2 задається умовами 




2), але й іншими ступенями відношення близькості, 
визначеними (3.97), (3.103), (3.104), (3.106)-(3.108), (3.110). 
 
3.3.3. Процедура синхронізації мультиобразів 
 
Ґрунтуючись на інтервальних відношеннях (2.91)-(2.92) та 
визначених правилах синхронізації (УП1, БП1-БП72, НП1-НП4) та 
шаблонах синхронізації (ШС1-ШС7), сформулюємо метод синхронізації 
мультиобразів, зокрема, процедуру синхронізації, що лежить у його основі. 
Вхідними даними для метода є мультиобрази 𝐼1, … , 𝐼𝐾 (𝐾 ≥ 2), 
припустима похибка визначення часу ∆𝑡 та тип кожної послідовності 
часових значень (періодична / неперіодична). Результатом методу є 
синхронізовані мультиобрази 𝐼1
𝑆, … , 𝐼𝐾
𝑆. Під синхронізованими будемо 
розуміти мультиобрази, для яких виконуються такі умови: 
− всі кортежі всіх мультиобразів мають однакову довжину; 
− часові кортежі у всіх мультиобразах є однаковими (рівними); 
− всі значення у кортежах мультимодальних даних є узгодженими зі 
значеннями часових кортежів так, що i-тий елемент у кожному 
кортежі кожного мультиобразу відповідає i-тому елементу у 
часовому кортежі будь-якого мультиобразу. 
Метод передбачає виконання декількох проходів (повторень всіх 
етапів). Кількість проходів 𝑃 залежить від кількості 𝐾 мультиобразів, які 
потрібно синхронізувати: 
 




де ⌈𝑥⌉ – операція округлення 𝑥 до найближчого цілого, більшого за 𝑥. 
На кожному з 𝑃 проходів виконуються два етапи. 
Перший етап розпочинається з визначення довжини 𝑛𝑘 часового 
кортежу 〈𝑡𝑖
(𝑘)〉𝑖=1










𝑛𝑘 , … , 〈𝑎𝑖
(𝑘),𝑁𝑘〉𝑖=1
𝑛𝑘 ⟧, (3.121) 
 
де 𝑘 = [1…𝐾]; 𝐾 – кількість мультиобразів, що потребують синхронізації. 
Далі список із 𝐾 мультиобразів впорядковується за зростанням 
довжини часового кортежу та поділяється на дві частини, що утворюють дві 
групи мультиобразів: до першої групи входять ⌊
𝐾
2
⌋ мультиобразів з меншою 
довжиною часового кортежу, до другої групи входять ⌈
𝐾
2
⌉ мультиобразів з 
більшою довжиною часового кортежу, де ⌊𝑥⌋ – операція округлення 𝑥 до 
найближчого цілого, меншого за 𝑥,  ⌈𝑥⌉ – операція округлення 𝑥 до 
найближчого цілого, більшого за 𝑥.  
На другому етапі виконується процедура попарної синхронізації 
мультиобразів. Пара мультиобразів утворюється з 𝑝-го мультиобразу 




тобто маємо пару 〈𝐼𝑝,𝐼 , 𝐼𝑝,𝐼𝐼〉. При цьому, якщо 𝐾 𝑚𝑜𝑑 2 ≠ 0, то непарний 
мультиобраз з другої групи вважається синхронізованим та передається для 
подальшої обробки на наступний прохід виконання методу. 
Під час синхронізації кожен кортеж часових значень 〈𝑡𝑖
(𝑘)〉𝑖=1
𝑛𝑘  





𝜏 = [1… (𝑛𝑘 − 1)]. 
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Процедура синхронізації мультиобразів 𝐼𝑝,𝐼 та 𝐼𝑝,𝐼𝐼 включає такі дії: 








] є неперіодичною 
послідовністю, то виконати синхронізацію даних за правилом УП1 та 
перейти на п. 11. 









] та виконати синхронізацію 
даних відповідно до встановленого відношення: 
2.1. Якщо 𝑏𝑑(Δ𝑝,𝐼 , Δ𝑝,𝐼𝐼) = 𝑡𝑟𝑢𝑒, то застосувати правило синхронізації 
мультимодальних даних БП61 та перейти на п. 11. 
2.2. Якщо 𝑏𝑖𝑑(Δ𝑝,𝐼 , Δ𝑝,𝐼𝐼) = 𝑡𝑟𝑢𝑒, то застосувати правило синхронізації 
мультимодальних даних БП62 та перейти на п. 11. 
2.3. Якщо 𝑚𝑑(Δ𝑝,𝐼 , Δ𝑝,𝐼𝐼) = 𝑡𝑟𝑢𝑒, то застосувати правило синхронізації 
мультимодальних даних БП63 та перейти на п. 11. 
2.4. Якщо 𝑚𝑖𝑑(Δ𝑝,𝐼 , Δ𝑝,𝐼𝐼) = 𝑡𝑟𝑢𝑒, то застосувати правило синхронізації 
мультимодальних даних БП64 та перейти на п. 11. 
2.5. Якщо 𝑜𝑑(Δ𝑝,𝐼 , Δ𝑝,𝐼𝐼) = 𝑡𝑟𝑢𝑒, то застосувати правило синхронізації 
мультимодальних даних БП65 та перейти на п. 11. 
2.6. Якщо 𝑜𝑖𝑑(Δ𝑝,𝐼 , Δ𝑝,𝐼𝐼) = 𝑡𝑟𝑢𝑒, то застосувати правило синхронізації 
мультимодальних даних БП66 та перейти на п. 11. 
2.7. Інакше перейти на п. 3. 
3. Визначити дискретне значення 𝑡1
(𝑝,𝐼)
. 
4. Якщо ∃ 𝑡𝛼
(𝑝,𝐼𝐼)























5. Якщо ∃ 𝑡𝛽
(𝑝,𝐼𝐼)











] правило синхронізації БП62. 




























] та визначити базові правила синхронізації (якщо ∆𝑡 = 0) 
або правило нечіткої синхронізації (якщо ∆𝑡 > 0), умови яких 
виконуються для встановленого відношення. 










10. Відповідно до визначеного шаблону синхронізації виконати 



















11. Сформувати синхронізовані мультиобрази 𝐼1
𝑆(𝑃)
, … , 𝐼𝐾
𝑆(𝑃)
. 
Процедура синхронізації виконується для всіх ⌊
𝐾
2
⌋ пар мультиобразів, 
після чого виконується наступний з 𝑃 проходів методу. 
Результатом виконання всіх проходів методу є синхронізовані 
мультиобрази 𝐼1
𝑆, … , 𝐼𝐾
𝑆 . 
Виконати аналіз запропонованого методу можна лише якісно, 
оскільки інші методи синхронізації мультиобразів наразі не існують.  
Розглянемо приклад застосування методу. Нехай потрібно 
синхронізувати дані двох мультиобразів, в яких часові значення – це години 
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однієї доби (періодична послідовність, похибка визначення часу ∆𝑡 = 0), а 
дані – це значення вологості ґрунту на певній ділянці (першій та другій) 
сільськогосподарських угідь, облаштованих за технологією Smart 
Agriculture [300]: 
 
𝐴 = ⟦𝑇,𝑀ℎ | 〈6, 10, 14, 18, 22〉, 〈15.1, 28.0, 27.4, 25.9, 19.3〉⟧, 




Для синхронізації цих мультиобразів потрібно виконання одного 
проходу методу (𝑃 = ⌈𝑙𝑜𝑔22⌉ = 1). Довжина часового кортежу 𝐴 складає 
𝑛𝐴 = 5, часового кортежу 𝐵 складає 𝑛𝐵 = 9. Оскільки 𝑛𝐴 < 𝑛𝐵 та 𝑃 = 1, то 
єдина пара мультиобразів для синхронізації утворюється як 〈𝐴, 𝐵〉. 
Оскільки кортежі значень часу обох мультиобразів є періодичними 
послідовностями, то п. 1 процедури синхронізації не виконуємо та 
переходимо на п. 2 – встановлення виду інтервального відношення 
дискретних інтервалів Δ𝐴 = [𝑡1
𝐴  𝑡5
𝐴] = [6  22] та Δ𝐵 = [𝑡1
𝐵  𝑡9
𝐵] = [6  22]. 
Оскільки умови пп. 2.1-2.6 не виконуються, то згідно з пп. 2.7 
переходимо на п.3, згідно з ким визначаємо, що 𝑡1
𝐴 = 6. 
 Далі у п. 4 визначаємо, що 𝑡1
𝐵 = 𝑡1
𝐴, отже, застосовуємо правило УП1 
до [𝑡1
𝐴] та [𝑡1
𝐵], в результаті чого отримуємо 𝑑1
𝐴 = 15.1, 𝑑1
𝐵 = 10.5. 
Оскільки умова п. 5 не виконується, то переходимо на п. 6, де 
визначаємо дискретний інтервал ]𝑡1
𝐴  𝑡2
𝐴] = ]6  10] = [10]. 
Далі у п. 7 визначаємо, що 𝛼 = 2, 𝛽 = 3, тобто отримуємо дискретний 
інтервал [𝑡2
𝐵  𝑡3
𝐵] = [8  10]. 
У п. 8 встановлюємо, що 𝑡𝑖
𝐴 = 𝑡𝑖+1
𝐵  та 𝑒𝑑([𝑡𝑖
𝐴], [𝑡𝑖
𝐵  𝑡𝑖+1




𝐵 ], 𝑖 = 2, тобто для синхронізації потрібно застосувати 
правило БП52, що визначається виразами (3.75). 
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Тоді у п. 9 шаблон визначаємо шаблон синхронізації БП52(2–𝑛𝐴). 
Далі у п. 10 застосовуємо створений шаблон до всіх дискретних 
інтервалів ]𝑡𝜏
𝐴  𝑡𝜏+1






𝐴 , де 𝜏 = [2…4]: 
 
𝑑2
𝐴 = ∅    𝑑2
𝐵 = 21.0 𝑑3
𝐴 = 28.0 𝑑3
𝐵 = 20.6 𝑑4
𝐴 = ∅ 𝑑4
𝐵 = 20.1 
𝑑5
𝐴 = 27.4 𝑑5
𝐵 = 17.6 𝑑6
𝐴 = ∅ 𝑑6
𝐵 =  15.4 𝑑7
𝐴 = 25.9 𝑑7
𝐵 = 14.2 
𝑑8
𝐴 = ∅ 𝑑8
𝐵 = 12.0 𝑑9
𝐴 = 19.3 𝑑9
𝐵 = 11.6 
 
За результатом виконання п. 11 процедури синхронізації отримуємо: 
 
𝐴𝑆 = ⟦𝑇,𝑀ℎ | 〈6, 8, 10, 12, 14, 16, 18, 20, 22〉, ⟨15.1, ∅, 28.0, ∅, 27.4, ∅,
25.9, ∅, 19.3⟩⟧.
 




Завдяки застосуванню шаблону синхронізації кількість операцій над 
даними може бути зменшена у 2-5 разів порівняно із застосуванням 
виключно універсального правила синхронізації. 
Отримані в результаті застосування методу створення мультиобразу 
та методу синхронізації мультиобразів синхронізовані темпоральні 
мультимодальні дані є основою будь-якої моделі цифрового двійника 
досліджуваного об’єкта. 
Розглянемо створення моделей цифрового двійника на основі 
концепції мультиобразу для різних випадків опису та відображення 






3.4. Моделі цифрового двійника 
 
Цифровий двійник подається у програмній системі через дані, що 
отримуються у процесі спостереження за фізичним двійником – 
досліджуваним об’єктом. Ці дані можуть розглядатись на різних рівнях 
абстракції, виходячи з мети дослідження фізичного двійника. Залежно від 
контексту конкретної вирішуваної задачі цифровий двійник може 
відображати фізичний двійник як: 
− суцільний об’єкт, цей об’єкт може вважатись неподільним, але при 
цьому він може бути неоднорідним за своєю будовою, матеріалом, 
фізичними властивостями тощо; 
− об’єкт, що визначається набором станів, динамічно змінюваних з 
плином часу; 
− об’єкт, що є композицією своїх складових, кожна з яких в свою чергу 
може розглядатись як окремий об’єкт, утворюючи ієрархію об’єктів. 
Ці рівні абстракції можуть комбінуватись для отримання більш 
інформативного способу опису фізичного двійника. 
Для подання даних для кожного із зазначених рівнів абстракції 
потрібно розробити відповідні моделі, що дозволять якісне подання та 
ефективну обробку даних цифрового двійника досліджуваного об’єкта. 
 
3.4.1. Муксельна модель 
 
Визначимо муксельну модель [5, 26], до дозволяє розглядати 
цифровий двійник досліджуваного об’єкта як суцільний об’єкт. Цей 
суцільний об’єкт визначається набором темпоральних мультимодальних 
даних, кожен з яких визначається певним мультиобразом. 
Ідея муксельної моделі, ґрунтується на тому, що однією з важливих 
модальностей для візуального відображення цифрового двійника є 
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інформація про зовнішній вигляд його фізичного двійника – реального 
тривимірного об’єкта. 
Найбільш ґрунтовну тривимірну графічну інформацію про реальні 
об’єкти дозволяють зберігати структури даних на основі вокселя (voxel, від 
volume element) – об’ємного елементу одиничного розміру [301–303]. 
Воксельна структура даних лежить в основі воксельної графіки. Воксель є 
розширенням поняття пікселя (pixel, від picture element) – одиничного 
елементу (точки) у растровій графіці. Так само, як і піксель, воксель 
характеризується деяким кольором. Воксельна графіка використовується 
для візуалізації медичної інформації (наприклад, об’ємна візуалізація 
результату МРТ-дослідження), для візуалізації наукових даних, 
у комп’ютерній анімації тощо. Подальшим розвитком та узагальненням 
понять «піксель» та «воксель» є доксель (doxel, від dynamic element) – 
воксель, визначений у часі [304, 305]. Ідею подання тривимірної графічної 
інформації, реалізовану у воксельній та доксельній графіці, доцільно 
поширити на збереження інформації інших модальностей, таких як аудіо-
інформація, інформація про фізичні властивості та параметри об’єкта тощо. 
Таким чином, мультимодальну інформацію про досліджуваний 
об’єкт можна зберігати на основі об’ємного елементу найбільш 
узагальненого типу, який зберігає інформацію всіх можливих 
модальностей, представлену у часі. За аналогією будемо називати такий 
елемент «муксель» (muxel, від multimodal element) [5, 26]. 
Тоді, модель цифрового двійника досліджуваного об’єкта може бути 
визначена через поняття мукселю як одиничного елементу досліджуваного 
об’єкта, який описується впорядкованою сукупністю темпоральних 
мультимодальних даних – мультиобразом. 
Муксельна модель цифрового двійника досліджуваного об’єкта 




Рис. 3.7. Муксельна модель досліджуваного об’єкта 
 
Створення муксельної моделі цифрового двійника досліджуваного 
об’єкта передбачає наступні етапи. 
На першому етапі відбувається формування структури даних 
мультиобразу, який описує муксель досліджуваного об’єкта. Наприклад, 
для надання повного опису стану мукселя об’єкта структура даних має 
визначати такі дані: 
− часові дані, що задають момент часу, у який фіксується 
мультимодальна інформація; 
− просторові дані, що задають координати мукселя у просторі об’єкта; 
− візуальні дані, що задають колір та прозорість відповідної цьому 
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мукселю точки у просторі об’єкта; 
− акустичні дані, задають значення характеристик акустичного сигналу 
у відповідних цьому мукселю точці простору; 
− фізичні дані, задають тип та стан речовини у відповідній цьому 
мукселю точці простору. 
Для певних галузей застосування, може бути потрібно використання 
інших компонентів структури даних. Наприклад, для інженерних задач, що 
вирішуються у хімічній промисловості, може виникнути потреба в описі 
хімічних речовин. Їх формальний опис [306, 307] може бути застосований 
для визначення даних певної додаткової модальності у муксельній моделі. 
В результаті виконання цього етапу отримуємо деяку формальну 
специфікацію мультиобразу. Приклад схематичної специфікації 
мультиобразу для опису мукселя показано на рис. 3.8. 
 
 




Цій схематичній специфікації відповідає наступна математична 
специфікація: 
 
𝐼𝑚𝑢𝑥𝑒𝑙 = ⟦𝑇, 𝑅















де T – це множина значень часу; 𝑅3 – множина декартових координат точки 
простору об’єкта; 𝑅𝑄 – множина компонентів графічних даних; 𝑍3 – 
множина значень акустичних компонентів;  𝑀𝑡 – множина температурних 
даних; 𝑀𝑑 – множина значень густини матеріалу; 𝑀ℎ – множина значень 
вологості матеріалу; 𝜏, 𝑁, 𝐾 – кількість елементів кортежу даних. 
На другому етапі відбувається формування структури об’єкта для 
визначення взаємозв’язку окремих мукселів суцільного об’єкта. Структура 
об’єкта може бути описана за допомогою масиву або дерева. 
Визначення структури об’єкта на основі масиву є аналогічним 
визначенню форми тривимірного об’єкта у воксельній графіці [301–303].  
Розіб’ємо простір об’єкта паралельними січними площинами у 
напрямку кожної з координатних осей системи координат цього простору. 
В результатів отримаємо набір елементарних паралелепіпедів, кожен з яких 
відповідає певному мукселю об’єкта. Таким чином, досліджуваний об’єкт 
може бути визначений як мультиобраз, що є результатом об’єднання 















де 𝐼𝑥,𝑦,𝑧 – мультиобраз мукселя, що є асоційованим з точкою простору 
об’єкта, яка визначається координатами (𝑥, 𝑦, 𝑧); точки з координатами 
(0,0,0) та (𝑑𝑥, 𝑑𝑦 , 𝑑𝑧) визначають діагональ паралелепіпеда, який щільно 
охоплює об’єкт (тобто є його осяжною оболонкою). 
Точка простору, з якою не асоційований жоден муксель, описується 
мультиобразом, що є пустими агрегатом (Визначення 2.2). 
Визначення структури об’єкта на основі дерева за принципом є 
схожим до визначення форми тривимірного об’єкта за допомогою 
розрідженого воксельного октодерева (Sparse Voxel Octree) [302], що 
застосовується для оптимізації воксельної моделі. 
Для отримання дерева, що задає структуру об’єкта, розіб’ємо 
паралелепіпед, що є осяжною оболонкою об’єкта, навпіл січними 
площинами у напрямку кожної з координатних осей системи координат 
простору об’єкта.  
Перевіримо наявність певної частини об’єкта у кожному з чотирьох 
паралелепіпедів, що утворились. Якщо у певному паралелепіпеді є частина 
об’єкта, знову розіб’ємо цей паралелепіпед навпіл у кожному напрямку та 
перевіримо наявність певної частини об’єкта у кожному з чотирьох 
паралелепіпедів, що утворились. Будемо рекурсивно повторювати поділ та 
перевірку, доки не досягнемо потрібного рівня деталізації або деякого 
мінімального об’єму простору, що асоціюється з одним мукселем.  
На кожному кроці рекурсивного повернення будемо додавати вузли 
та гілки дерева об’єкта та асоціювати з вузлами мукселі та їх мультиобрази. 
Вузол, з яким не асоційований жоден муксель, описується мультиобразом, 
що є пустими агрегатом.  
В результаті отримуємо структуру, яка графічно може бути 




Рис. 3.9. Визначення структури об’єкта на основі октодерева 
 
У цій структурі вузли найвищого рівня асоціюються з 
мультиобразами 𝐼𝑚𝑢𝑥
(𝑞)




= ⟦𝑇,𝑀1, … ,𝑀𝑁|〈𝑡𝑖〉𝑖=1
𝜏 , 〈𝑎𝑖
(1)〉𝑖=1
𝑛1 , … , 〈𝑎𝑖
(𝑁)〉𝑖=1
𝑛𝑁 ⟧ (3.123) 
 
На наступних рівнях вузли асоціюються з об’єднаннями 








Корень дерева асоціюється з мультиобразом усього об’єкта. Цей 
мультиобраз формується з мультиобразів першого рівня, тобто опис об’єкта 








Кількість рівнів дерева визначається структурою фізичного двійника. 
Кожен вузол є зв’язаним з певним мультиобразом через ідентифікаційний 
код мукселя або групи мукселів. 
Визначимо формат цього ідентифікаційного коду за допомогою 
нотації EBNF [299]: 
 
ідентифікаційний_код = номер_рівня, “-”, номер_гілки, “-”, номер_вузла 
 
Нумерація рівнів починається з нуля: нульовий рівень дерева – це 
його корінь. Оскільки дерево є октарним, то номер гілки та номер вузла у 
гільці є значеннями від 0 до 7. Корінь дерева має код 0-0-0. 
Обхід дерева починається з кореня дерева та відбувається у прямому 
порядку [311], що визначається рекурсивною процедурою, наведеною у 
лістингу 3.1, в якій номер рівня позначимо як i, номер гілки позначимо як j 
та номер вузла позначимо як k. 
 
Лістинг 3.1. Рекурсивна процедура обходу дерева структури об’єкта 
PreOrder (i, j, k) 
 IF поточний вузол існує 
  обробка даних поточного вузла 
  FOR (q = 0; q < 8; q++) 
   PreOrder (i+1, k, q) 
 
Отримане дерево однозначно визначає структуру об’єкта. 
На третьому етапі відбувається отримання темпоральних 
мультимодальних даних та формування їх впорядкованої сукупності на 
основі структур, визначених на першому та другому етапах. 
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Залежно від властивостей досліджуваного об’єкта деякі елементи 
послідовності даних можуть не визначатись конкретним значенням, а 
замінятись особливими елементами-мітками: 
− «Unknown» (UN), використовується, коли елемент даних певної 
модальності є невідомим – відповідає пустому елементу (∅) у 
математичній специфікації мультиобразу; 
− «Not Applicable» (NA), використовується, коли елемент даних не 
визначається – відповідає невизначеному елементу (__) у 
математичній специфікації мультиобразу; 
− «By Default» (BD), використовується для стандартних елементів 
даних, що задаються за замовчуванням; у цьому випадку відповідне 
значення береться з наперед визначеного набору стандартних 
елементів даних; 
− «Repeated» (RP), використовується, коли значення повторюється для 
деякої послідовності мукселів або повторюється для одного мукселя 
для певного проміжку часу. 
Кожен муксель може бути у чотирьох станах: інформаційному, 
невизначеному, квазівизначеному та у стані повторення. 
Муксель у інформаційному стані визначається явно у всіх 
модальностях конкретними значеннями або елементами-мітками «By 
Default».  
Муксель у невизначеному стані визначається елементами-мітками 
«Unknown» або «Not Applicable» у всіх модальностях. Цей стан означає, що 
дані про муксель або невідомі, або неважливі для даної задачі, тому не 
визначаються.  
Муксель у квазівизначеному стані визначається явно лише у деяких 
модальностях, а у всіх інших задається мітками «Unknown».  
Якщо дані всіх типів, окрім часових, певного мукселя збігаються з 
відповідними даними попереднього мукселя, то цей муксель може 
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визначатись, як такий, що знаходиться у стані повторення. В цьому 
випадку замість даних відповідної модальності задається мітка «Repeated». 
Стан повторення потрібен для ущільнення муксельних даних. 
Частота фіксації зміни стану мукселів у часі має визначатись 
частотою зміни найбільш змінюваних даних, а також технічними 
можливостями програмно-апаратної системи. 
Точність опису об’єкта визначається рівнем деталізації мукселя, вибір 
якого залежить від потрібної або можливої точності визначення 
мультимодальних даних. 
Оскільки муксельна модель містить дані усіх модальностей про 
кожну точку простору об’єкта на деякому часовому проміжку, то обсяг цих 
даних є значним. Тому доцільно оптимізувати муксельну модель з точки 
зору способу подання даних. Це можна досягти ущільненням даних, 
застосуванням дерева як структури даних (замість масиву) або комбінацією 
першого та другого підходів.  
Ущільнення даних муксельної моделі можливе, якщо частина 
мукселей знаходиться у невизначеному стані, квазівизначеному стані або у 
стані повтору. У цьому  випадку компоненти сусідніх мукселів набувають 
однакового значення, в результаті чого утворюються довгі ланцюжки 
однакових елементів даних, що дозволяє ущільнення даних.  
Для ущільнення даних муксельної моделі можуть бути застосовані 
методи ущільнення без втрат [308]. Зокрема, можуть застосовуватись 
методи словникового ущільнення (наприклад, метод LZW [309, 310]), 
методи групового кодування (наприклад, метод RLE [308]) та інші методи, 
які ефективно ущільнюють довгі послідовності однакових значень. 
Розглянемо застосування методу RLE. 
Нехай послідовність мукселів знаходиться у стані повтору. Тоді 













Такі компоненти можуть бути замінені на пару виду:  
<кількість_повторень, екземпляр_компоненту>. Тоді екземпляр 
компоненту може бути записаний, як показано у лістингу 3.3. 
 
Лістинг 3.3. Компактне визначення мукселя у стані повтору 
Ідентифікатор_мукселя  
{  значення_часу; 
 <5, Repeated> } 
 
Дані муксельної моделі зберігаються у наборі файлів таких типів: 
1. Файл структури об’єкта. 
2. Файл структури даних мультиобраза. 
3. Файл стандартних даних. 
4. Файл даних певної модальності. 
Формат файлу структури об’єкта залежить від способу визначення 
структури об’єкта.  
Якщо структура об’єкта визначена як масив, то може бути 
застосований формат файлу, що наведений на рис. 3.10. Цей формат 
ґрунтується на форматі CSV [312], проте він передбачає застосування 
кількох типів розділювачів значень.  
У секції метаданих визначається тип структури – матриця (MATRIX). 
Далі зазначаються розміри простору об’єкта, який задається осяжною 
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оболонкою – паралелепіпедом розміром 𝑥 × 𝑦 ×  𝑧 мукселів. Далі 
зазначається ім’я файлу, в якому задано структуру даних мультиобраза, що 
визначає муксель.  
У секції даних впорядковано розташовуються ідентифікатори 
мукселів. Окремі ідентифікатори розділяються комою, рядки з 𝑥 елементів 
(ідентифікаторів) поділяються крапкою з комою, матриці елементів 
розміром 𝑥 × 𝑦 завершуються знаком #. Файл закінчується маркером EOF. 
 
 
Рис. 3.10. Формат файлу структури об’єкта (матриця) 
 
Якщо структура об’єкта визначена як дерево, то передбачається 
застосовування формату (рис. 3.11), що побудований за принципом, який 
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лежить в основі формату JSON [134].  
У секції метаданих визначається тип структури – матриця (OCTREE). 
Далі зазначається кількість рівнів. Далі зазначається ім’я файлу, в якому 
задано структуру даних мультиобраза, що визначає муксель. 
 
 
Рис. 3.11. Формат файлу структури об’єкта (дерево) 
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У секції даних впорядковано розташовуються ідентифікатори 
мукселів, формат передбачає ієрархічне подання дерева: рівень за рівнем. 
Кожен рівень позначається знаками { і }. Файл закінчується маркером EOF. 
Файл структури даних мультиобраза ґрунтується на форматі JSON 
[134] та має вигляд, наведений на рис. 3.12. 
 
 
Рис. 3.12. Формат файлу структури даних мультиобраза 
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У секції метаданих зазначається ознака типу файлу (MULTI-IMAGE). 
Далі задається кількість кортежів у мультиобразі. У секції множин 
задається тип даних для кожного кортежу. Перша множина визначає 
формат значень часу. Тип даних може задаватись як ієрархічна структура. 
Для визначення її рівнів використовуються знаки { та }. У секції кортежів 
визначаються кортежі кожної модальності – їх довжини та тип елементів. 
Першим кортежем є кортеж значень часу. 
Формат файлу стандартних даних передбачає структуру, що наведена 
на рис. 3.13.  
 
Рис. 3.13. Формат файлу стандартних даних 
 
У секції метаданих зазначається ознака типу файлу 
(STANDARD_DATA). Далі зазначається кількість таблиць стандартних 
192 
 
даних. Секція таблиць містить опис кожної таблиці (назва, формат даних, 
кількість елементів) та її впорядковані дані. Прикладами стандартних 
таблиць даних моделі є: 
− таблиця часових міток; 
− таблиця кольорів; 
− таблиця матеріалів; 
− таблицю станів тощо. 
Формат файлу даних кожної модальності визначається залежно від 
програмного забезпечення, яке може бути використано для обробки та 
подання даних цієї модельності. Наприклад, файл тривимірних графічних 
даних може мати тип STL [131], OBJ [313], VRML [314] тощо, файл аудіо 
даних може мати тип MP3 [315], FLAC [316], OGG [317] тощо, файл 
температурних даних може мати тип CSV [312]. 
Пропонуються наступні розширення для файлів, що визначають 
муксельну модель: 
− файл структури об’єкта – .osr; 
− файл структури даних мультиобраза – .mos; 
− файл стандартних даних – .sta. 
Сукупність файлів муксельної моделі зберігається у окремій теці. 
Муксельна модель може бути порівняна з узагальненою воксельною 
моделлю [303], яку було створено для розширення можливостей 3D 
візуалізації томографічних зображень органів людського тіла. Узагальнена 
воксельна модель дозволяє зберігати, крім графічних даних вокселів, також 
метадані – ознаку приналежності вокселя певному органу. На відміну від 
узагальненої воксельної моделі, муксельна модель передбачає збереження 
темпоральних мультимодальних даних, що дозволяє застосовувати її для 
опису досліджуваного об’єкта довільного типу. 
Визначимо деякі можливості, які надає муксельна модель. Оскільки 
муксельна модель містить повну інформацію про об’єкт, то ця модель 
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робить можливим «проєкціювання» інформації кожної модальності 
відносно потрібної позиції спостереження та отримання зрізів цієї 
інформації, подібно до отримання зрізів воксельної моделі [15]. Наприклад, 
вона дозволяє отримати статичне растрове зображення під певним кутом 
погляду, визначити рівень акустичного сигналу у певній точці простору з 
урахуванням наявних перешкод на шляху розповсюдження акустичних 
хвиль, визначити наявність та інтенсивність певної властивості речовини, з 
якої складається об’єкт або його компоненти тощо. 
Муксельну модель доцільно використовувати, коли є потреба у 
поданні деталізованої інформації для всебічного опису невеликого об’єкта. 
 
3.4.2. Часова зв’язна модель 
 
Часова зв'язна модель [26] подає досліджуваний об’єкт через 
сукупність його дискретних станів, що визначаються в унікальні моменти 
часу набором характеристик об’єкта, які являють собою мультимодальні 
дані (рис. 3.8). У кожен момент часу у об’єкта є один та лише один стан, 
який визначається його мультиобразом. При цьому часовий кортеж 
кожного мультиобразу містить лише одне значення, яке визначає момент 
часу, в який об’єкт мав певний конкретний стан. Такий підхід дозволяє 
використовувати часове значення як ключ, що однозначно визначає цей 
конкретний стан у впорядкованій послідовності станів досліджуваного 
об’єкта (рис. 3.14). 
Для створення часової зв’язної моделі потрібно визначити структуру 
мультиобразу досліджуваного об’єкта. При цьому мультиобраз для часової 
зв’язної моделі відрізняється тим, що його часовий кортеж містить лише 
одне значення часу, яке асоціюється з даними інших модельностей, що 





Рис. 3.14. Часова зв’язна модель досліджуваного об’єкта 
 
Для того, щоб сформувати стан об’єкта у певний момент часу 
потрібно визначити джерела даних кожної модальності, що визначають цей 
стан. Це відбувається шляхом призначення унікальних ідентифікаторів, що 
являють собою посилання (зв’язки, links). Якщо дані певної модальності у 
поточний момент часу не можуть бути отримані чи не потрібні, то набору 
даних замість ідентифікатора зв’язку призначається атрибут unavailable.  
Стани об’єкта є дискретними, це означає, що на уявній часовій шкалі 
опису об’єкта визначаються окремі дискретні моменти часу (часові ключі, 
time keys), з якими асоціюється конкретні стани об’єкта. При визначені 
кожного дискретного стану дані, що надійшли або почали надходити у 
певний дискретний момент часу, який є ключем цього поточного часу, 
синхронізуються та агрегуються.  
Таким чином, від кожного джерела отримуємо дані та формуємо 











де 𝑡𝑗 – часовий ключ 𝑗-го стану досліджуваного об’єкта,  𝑡𝑗 ∈ 𝑇;  
𝑑𝑖
𝑗
 – дані 𝑗-ї модальності, що асоційовані (визначені) з ключем 𝑡𝑗, 𝑑𝑖
𝑗
∈ 𝑀𝑗;  
𝑇 – множина часових значень;  
𝑀𝑗 – множина даних 𝑗-ї модальності, 𝑗 = [1…𝑁]. 
Часткові мультиобрази об’єднуються в єдиний мультиобраз, що 
визначає поточний стан досліджуваного об’єкта, при цьому під час 
синхронізації та агрегації даних часткових мультиобразів серед всіх 
часових ключів обирається один часовий ключ, який і визначатиме цей 
поточний стан об’єкта, а сама процедура синхронізації відбувається згідно 
з правилами нечіткої синхронізації. В результаті, для визначення стану 
досліджуваного об’єкта отримуємо мультиобраз, часовий кортеж якого 
містить одне єдине значення: 
 
𝐼 = ⋃ 𝐼𝑗
𝑁
𝑗=1 = ⟦𝑇,𝑀1, … ,𝑀𝑁|〈𝑡〉, 〈𝑑𝑖
1〉𝑖=1
𝑛1 , … , 〈𝑑𝑖
𝑁〉𝑖=1
𝑛𝑁 ⟧, (3.127) 
 

















Формула (3.128) означає, що за часовий ключ стану береться момент 
часу, коли всю сукупність даних отримано. Формула (3.129) означає, за 
ключ береться момент часу, коли дані тільки почали надходити. Формула 
(3.130) визначає усереднений час надходження даних. 
Джерелом даних може бути давач, що ґенерує потокові дані, або 
сховище (локальне, хмарне), що зберігає дані у вигляді файлів. 




 збережено у 
вигляді файлу певного формату. В деяких форматах файлів (наприклад, у 
форматах медичних зображень NIFTI [318] та DICOM [319]) час отримання 
компонентів цієї послідовності даних зберігається у метаданих або 
безпосередньо разом з основними даними. 
Проте, у багатьох випадках темпоральна інформація, що стосується 
послідовності даних обмежується часом створення (модифікації) файлу, а 
інформація про час отримання окремих компонентів послідовності даних 
зберігається окремо. Тому задача синхронізації даних різних модальностей, 
що має бути виконана при створенні часової зв’язної моделі, може бути 
ускладнена через відсутність єдиного способу зберігання часових значень.  
Щоб спростити обробку темпоральних мультимодальних даних при 
створенні часової зв’язної моделі, доцільно модифікувати файли, у яких 
зберігаються дані кожної з модальностей, що використовуються у моделі, 
за допомогою файлу-обгортки.  
Структура цього файлу (рис. 3.15) включає три розділи: розділ 
метаданих, розділ часових значень та головний розділ, де знаходиться 
обгорнутий файл. 
Розділ з метаданими містить маркер "TIME", ідентифікатор типу 
файлу (наприклад, "nii" для файлового формату NIFTI, "dcm" для формату 
файлу DICOM тощо) та розмір кортежу значень часу. Розділ часових 




Рис. 3.15. Структура файлу-обгортки 
 
Основний розділ містить обгорнутий файл; цей файл є готовим до 
використання даних, наприклад, для їх відтворення або обробки 
програмним шляхом. Така процедура модифікації оригінального файлу 
дозволяє уніфікувати процедуру синхронізації послідовностей даних, 
отриманих з джерел різних типів, та при цьому зберегти дані у їх 
оригінальному форматі. 
Часову зв’язну модель цифрового двійника доцільно 
використовувати у випадках, коли дослідження фізичного двійника 
відбувається через визначення його характеристик у дискретні моменти 
часу, в результаті чого відбувається формування послідовності дискретних 
станів досліджуваного об’єкта, кожен з яких характеризується сукупністю 
темпоральних мультимодальних даних, асоційованих з конкретним 





3.4.3. Багаторівнева онтологічна модель  
 
У багаторівневій онтологічній моделі [26] досліджуваний об’єкт 
подається як композиція його складових (компонентів). Кожен компонент 
об’єкта характеризується певними мульсемедійними параметрами та 
поведінковими характеристиками, які визначаються відповідними 
мультимодальними даними. Наприклад, двигун автомобіля являє собою 
складну технічну систему, яка складається з набору деталей. Кожна деталь 
має певний зовнішній вигляд та параметри (наприклад, геометричний 
розмір, тип матеріалу тощо), що відображається за допомогою візуальної 
моделі цифрового двійника двигуна, та характеризується певними 
характеристиками, які відтворюються за допомогою поведінкової моделі та 
можуть бути статичними (наприклад, міцність) або динамічно-
змінюваними (швидкість обертання, частота вібрації тощо).  
Компоненти багаторівневої онтологічної моделі пов’язані 
семантично, оскільки вони разом утворюють певну систему, якою є 
досліджуваний об’єкт. Це є макрорівень багаторівневої онтологічної 
моделі. Оскільки компоненти моделі є різними за своєю функціональністю, 
призначенням, будовою тощо, то для їх опису потрібна певна деталізація, 
що визначає мікрорівень багаторівневої онтологічної моделі. Ця деталізація 
може бути забезпечена шляхом застосування муксельної моделі, часової 
зв’язної моделі або будь якого іншого способу визначення конкретного 
компонента об’єкта. Таким чином, багаторівнева онтологічна модель є 
найвищим рівнем абстракції цифрового двійника досліджуваного об’єкта. 
Деталізація потрібна лише для даних деяких модальностей, таких як, 
наприклад, аудіовізуальні дані, в той час, як для інших даних (наприклад, 
швидкість обертання шківу) вона не має сенсу. 
Багаторівнева онтологічна модель визначається як орієнтований 
граф, в якому кожен вузол описується набором мультимодальних даних 
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(рис. 3.16). Зв’язки між вузлами показують семантичну підпорядкованість 
компонентів один одному. Кожен компонент визначається певним 
специфічним мультиобразом, тобто у загальному випадку мультиобрази 




Рис. 3.16. Багаторівнева онтологічна модель досліджуваного об’єкта 
 
У багаторівневій онтологічній моделі простір об’єкта може бути 
розширений до простору сцени, що містить декілька об’єктів. Тоді маємо 
вкладені багаторівневі онтологічні моделі та більшу кількість рівнів. 
Макрорівень такої вкладеної багаторівневої онтологічної моделі визначає 
сцену, яка включає об’єкти в цілому, а мікрорівень вкладеної багаторівневої 
онтологічної моделі визначає кожен об’єкт окремо.  
Багаторівнева онтологічна модель на макрорівні може реалізована у 
вигляді графової бази даних (Graph Database), наприклад, Neo4j [320] та 
Amazon Neptune [321], оскільки сховище такого типу дозволяє збереження 
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взаємозв’язків та навігації по ним. Вузли у графовій базі даних 
використовуються для зберігання сутностей даних, а ребра – для зберігання 
взаємозв’язків між сутностями. 
Реалізація мікрорівня в разі застосування для збереження 
деталізованих даних муксельної моделі може бути виконана на основі 
сховища об’єктів (Object Data Stores), оскільки база даних такого типу 
призначена для збереження аудіо- та відео-потоків, зображень та інших 
файлів великого обсягу. Прикладами сховища об’єктів є Azure Data Lake 
Store [322] та Azure File Storage [323]. 
Якщо для збереження деталізованих даних використовується часова 
зв’язна модель, то  реалізація мікрорівня може бути виконана з допомогою 
сховища даних часових рядів (Time Series Data Stores), такого, як Prometheus 
[324] та TimescaleDB [325], що призначене для збереження даних часових 
рядів, зокрема, даних телеметрії.  
Одним з можливих призначень багаторівневої онтологічної моделі є 
використання у інформаційно-пошукових системах. Оскільки 
багаторівнева онтологічна модель містить семантично-пов’язані 
мультимодальні дані, то її доцільно використовувати як інформаційну базу 
для пошуку подібних об’єктів (наприклад, знаходження всіх двигунів, які 
мають циліндр певного розміру). В разі такого застосування багаторівневої 
онтологічної моделі, вона може бути побудована як сховище даних 
зовнішніх індексів (External Index Data Stores), наприклад, за допомогою 
Azure Search [326], оскільки таке сховище дозволяє шукати дані, що 
зберігаються у інших сховищах даних, якими у цьому випадку будуть 
сховища даних мікрорівня, які реалізують муксельну та часову зв’язну 
моделі. 
Основним призначенням багаторівневої онтологічної моделі є опис 
структури та деталізоване відображення окремих компонентів цифрового 
двійника досліджуваного об’єкта. 
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3.5. Метод адаптивного ущільнення графічних даних цифрового 
двійника 
 
Графічні дані є одними з найбільш надлишкових серед усіх даних 
цифрового двійника. Тому доцільно виконувати їх ущільнення для 
зменшення обсягу даних, що підлягають зберіганню. Проте, при 
застосуванні алгоритмів ущільнення з втратами [32, 44], які дозволяють 
досягти найвищого ступеню ущільнення, виникає ризик зниження якості 
зображення після його відновлення з ущільнених графічних даних. Тому 
доцільно брати до уваги структуру зображення шляхом визначення 
областей інтересу. Сформулюємо метод адаптивного ущільнення 
графічних даних [30], який дозволяє визначати області інтересу на 
зображенні та обминати ці області під час ущільнення з метою уникнення 
втрати якості візуалізації цих областей при відтворенні зображення. 




0 ≤ 𝑎𝑖𝑗 ≤ 𝐿
1 ≤ 𝑖 ≤ 𝑛
1 ≤ 𝑗 ≤ 𝑚
}, (3.131) 
 
де 𝐿 – кількість градацій відтінків кольору, 
𝑚 та 𝑛 задають розмір зображення у пікселях. 
Цифрове зображення A розміру 𝑚 × 𝑛 пікселів, отримане в результаті 











де 𝑎𝑖𝑗 – числове значення відтінку колору 𝑖𝑗-пікселя. 
З точки зору інформаційної цінності виділимо у зображенні 
якнайменше одну область 𝐺, яку називатимемо областю інтересу. З 
математичної точки зору область інтересу 𝐺 являє собою зв’язну відкриту 
множину в евклідовому просторі, яке задане своєю границею. 
Маскою зображення 𝐴 називатимемо матрицю 𝑇 розмірності 𝑚 × 𝑛, 
причому 𝑡𝑖𝑗 ∈ {0,1}, де 𝑡𝑖𝑗 = 1, якщо 𝑖𝑗-піксель належить області інтересу 𝐺, 
інакше 𝑡𝑖𝑗 = 0. 
Тоді задача полягає у побудові такої маски 𝑇, яка максимально точно 
відображає положення області інтересу 𝐺 на заданому зображені 𝐴. В 
термінах теорії множин маска 𝑇 являє собою замикання множини 𝐺 на 
заданому просторі зображення 𝐴. 
Спосіб побудови маски 𝑇 для заданого зображення 𝐴 залежить від 
того, чи є область інтересу 𝐺 заданою, чи її необхідно знайти, виходячи з 
деякого критерія. 
Нехай область інтересу 𝐺 задана. Область інтересу 𝐺 може бути 
прямокутної та довільної форми. Якщо область інтересу має прямокутну 
форму, то для її завдання достатньо визначити номера рядка та стовпця двох 
пікселів, 𝑎𝑘𝑙 та 𝑎𝑝𝑞, зображення 𝐴, що розташовані у протилежних кутах 
прямокутника області інтересу 𝐺 (𝑘 <  𝑝, 𝑙 <  𝑞). В цьому випадку задача 
побудови маски 𝑇 є тривіальною, оскільки зводиться до заповнення матриці 
𝑇, що спочатку є нульовою, одиницями у позиціях 𝑡𝑖𝑗, де 𝑘 ≤  𝑖 ≤  𝑝, 
𝑙 ≤  𝑗 ≤  𝑞. 
Нехай область інтересу має довільну форму, тобто задана своєю 
границею. Поділимо множину пікселів зображення 𝐴 на дві підмножини: 
підмножину пікселів, які належать області інтересу 𝐺 та підмножину 
пікселів, які їй не належать. Такий поділ можливий, оскільки за умовою 
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розташування границі області інтересу 𝐺 на зображені є відомим. В цьому 
випадку потрібно заповнити матрицю T, що спочатку є нульовою, 
одиницями у позиціях 𝑡𝑖𝑗, якщо 𝑎𝑖𝑗 ∈ 𝐺. 
Тепер розглянемо визначення області інтересу, виходячи з деякого 
критерія. Зокрема, розглянемо два випадки: 
1. Область інтересу визначається, виходячи з структурних особливостей 
зображення; 
2. Область інтересу визначається, виходячи з границь об’єктів, 
присутніх у зображенні. 
У першому випадку під структурними особливостями розуміється 
неоднорідність зображення з точки зору наявності в ньому так званих 
областей сталості, де всі пікселі мають однаковий або близький за 
значенням відтінок кольору, і областей з великою кількістю дрібних 
деталей, де сусідні пікселі істотно відрізняються за кольором. Для 
виділення цих областей можна скористатися статистичними 
характеристиками, що визначаються за гістограмі яскравості. Зокрема 
можна проводити аналіз зображення на основі значення середньої ентропії 
[327, 328]: 
 
𝑒 = −∑ 𝑔(𝑏𝑖) 𝑙𝑜𝑔2 𝑔 (𝑏𝑖)
𝐿−1
𝑖=0 , (3.133) 
 
де 𝐿 – кількість градацій відтінків кольору, 
𝑔(𝑏𝑖) – гістограма яскравості, 
𝑏 – випадкова величина, що відповідає яскравості елементів зображення. 
Ентропія характеризує мінливість яскравості зображення: вона 
набуває максимального значення в разі рівноймовірних значень, тобто за 




Тоді визначимо наступний спосіб отримання маски. 
Обчислимо значення ентропії 𝑒0 для всього зображення 𝐴. Далі 
розділимо зображення на 𝑁 областей 𝐴𝑖













Нехай, наприклад, 𝑁 = 4, тоді маємо 4 квадранти матриці зображення 𝐴. 
Обчислимо значення ентропії 𝑒𝑖
1 для кожної області 𝐴𝑖
1 та порівняємо 
отримані значення зі значенням ентропії 𝑒0 для всього зображення 𝐴. 
Ознакою наявності дрібних деталей в області є збільшення значення 
ентропії в порівнянні з ентропією всього зображення. Таку область (одну 
або декілька) першого рівня розділимо на області 𝐴𝑖













та обчислимо для кожної з областей другого рівня значення ентропії 𝑒𝑖
2. 
Ознакою наявності дрібних деталей в області другого рівня є збільшення 
значення ентропії у порівнянні з ентропією відповідно області першого 
рівня. 
Вказану процедуру потрібно продовжувати до досягнення заданого 
рівня деталізації або до досягнення мінімального розміру 2 × 2 області  
пікселя. 
Маска 𝑇, що спочатку є нульовою матрицею, заповнюється 
одиницями в позиціях, які відповідають пикселям зображення 𝐴, що 
належить областям з максимальною ентропією. 
У другому випадку, коли область інтересу визначається, виходячи з 
меж об’єктів, присутніх у зображенні, виділення границь областей 
205 
 
зображення може бути виконане з використанням операцій морфологічної 
обробки зображення: дилатації, ерозії, центрального відображення та 
паралельного перенесення [328]. Розглянемо їх докладніше. 
Нехай 𝐷 та 𝐻 – множини у просторі 𝑍2, елементами яких є 
координати пікселів, що подають об’єкти на зображенні. 
Центральне відображення множини D визначається як: 
 
?̂? = {?̂? | ?̂? = −𝑑, 𝑑 ∈ 𝐷}. (3.136) 
 
Паралельне перенесення множини 𝐻 у точку 𝑧 = (𝑧1 , 𝑧2) 
визначається за правилом: 
 
(𝐻)𝑧 = {ℎ̂ | ℎ̂ = ℎ+ 𝑧, ℎ ∈ 𝐻}. (3.137) 
 
Дилатація множини 𝐷 на множині 𝐻 визначається як: 
 
𝐷⊕𝐻 = {𝑧 | (𝐻)𝑧 ∩ 𝐷 ∉ ∅}. (3.138) 
 
Ерозія множини 𝐷 на множині 𝐻 визначається як: 
 
𝐷 ① 𝐻 =  {𝑧 | (𝐻)𝑧 ⊆ 𝐷}. (3.139) 
 
Тоді границя (𝐷) множини 𝐷 може бути виділена шляхом виконання 
ерозії множини D на множині 𝐻 з подальшим отриманням різниці множини 
𝐷 та результату його ерозії: 
 













Тоді побудова маски 𝑇 полягає у заповненні матриці 𝑇, що спочатку 
є нульовою, одиницями в позиціях, що належать областям, які знаходяться 
всередині знайдених кордонів. 
Процедура заповнення області в межах виявленої границі полягає в 
тому, щоб, почавши з деякого пікселя всередині цієї границі, заповнити 
одиничними значеннями всю область. При цьому передбачається, що 
границя є замкненою. Якщо вона не є замкненою, то її можна замкнути, 
з’єднавши крайні пікселі границі шляхом заповнення одиницями позицій 
матриці, що знаходяться між цими пікселями. До заповнення області 
одиницями призведе наступна рекурентна процедура: 
 
𝑡𝑖𝑗 = (𝑡𝑖𝑗−1⊕𝐻) ∩ 𝐷
𝑐 , (3.142) 
 
де 𝑖 та 𝑗 визначають позицію всередині області, 
𝐷𝑐 – доповнення множини D, 








В результаті виконання зазначеної рекурентної процедури отримуємо 




Маска 𝑇 являє собою бінарну матрицю. Для її компактного 
представлення з метою зберігання з іншими даними про зображення 
необхідно ущільнити матрицю, тобто представити у вигляді, коли для 
зберігання маски потрібно мінімальну кількість байтів. 
Пропонується спосіб ущільнення маски, який полягає в перетворенні 
матриці 𝑇 на вектор та записі його у вигляді послідовності десяткових 
чисел, кожне з яких представляє довжину групи однакових елементів, що 
стоять поспіль в отриманому бінарному векторі. 
Ущільнення маски 𝑇 в цьому випадку полягає у перетворенні матриці 
𝑇 на вектор таким чином, щоб елементи вектору утворювали групи 
однакових елементів, що стоять поспіль, максимально можливої довжини. 
Розглянемо це на прикладі. Нехай дана матриця 𝑋 виду: 
 
𝑋 = [
0 0 1 0
0 1 1 0
0 1 0 0
0 1 0 1
] 
 
Матриця X може бути перетворена на вектор різними способами: 
− шляхом послідовного запису стовпців, 
− шляхом послідовного запису рядків, 
− шляхом послідовного запису елементів, розташованих в особливому 
порядку, наприклад, в порядку, що задається матрицею 𝑍: 
 
𝑍 = [
1 2 6 7
3 5 8 13
4 9 12 14
10 11 15 16
] 
 




𝑉1  =  [0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 1]
𝑉2  =  [0 0 1 0 0 1 1 0 0 1 0 0 0 1 0 1]
𝑉3  =  [0 0 0 0 1 1 0 1 1 0 1 0 0 0 0 1]
 
 
Введемо поняття вектору груп 𝑊 як вектора, елементами якого є 
кількості однакових елементів вектору 𝑉, що стоять поспіль. Вектор груп 
𝑊 є результатом процедури ущільнення маски і зберігається разом з 
іншими даними про зображення. 
Для наведеного прикладу отримуємо такі вектори груп: 
 
𝑊1  =  [5 5 5 1]
𝑊2  =  [2 1 2 2 2 1 3 1 1 1]
𝑊3  =  [4 2 1 2 1 1 4 1]
 
 
З цього випливає, що для заданої матриці 𝑋 найбільш прийнятним з 
точки зору довжини груп однакових елементів, що стоять поспіль, є спосіб 
перетворення, при якому матриця перетворюється на вектор шляхом 
послідовного запису її стовпців. 
Узагальнимо цей спосіб на випадок довільної матриці. 
Нехай дана матриця 𝑇 виду: 
 
𝑇 = [
𝑡11 𝑡12 . . . 𝑡1𝑚
𝑡21 𝑡22 . . . 𝑡2𝑚
. . . . . . . . . . . .
𝑡𝑛1 𝑡𝑛2 . . . 𝑡𝑛𝑚
], (3.144) 
 
де 𝑡𝑖𝑗 ∈ {0,1}. 
Отримаємо для кожного рядка матриці 𝑇 вектор груп виду  
𝑅𝑖 = [𝑟1
𝑖 𝑟2
𝑖 . . . 𝑟𝑘
𝑖], де 𝑘 – кількість груп однакових елементів, що стоять 
поспіль, 𝑖 – номер рядка матриці 𝑇, згідно з такими умовами: 
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1. Вектор груп завжди складається з парної кількості елементів. 
2. Елементи, що стоять на непарних позиціях вектору груп, означають 
кількість елементів у групах нулів, що стоять поспіль. 
3. Якщо який-небудь стовпець або який-небудь рядок матриці 
починається з одиниці, то 𝑟1
𝑖 = 0, 
4. Елементи, що стоять на парних позиціях вектору груп, означають 
кількість елементів у групах одиниць, що стоять поспіль. 
5. Якщо який-небудь стовпець або який-небудь рядок матриці 
закінчується нулем, то 𝑟𝑘
𝑖 = 0. 
Далі обчислюємо суму норм обчислюємо суму n векторів груп 𝑅𝑖: 
 
𝑆𝑅  =  || 𝑅
1||  +  || 𝑅2||  + … + || 𝑅𝑛||. (3.145) 
 




. . . 𝑐𝑝
𝑗], де 𝑝 – 
кількість груп однакових елементів, що стоять поспіль, 𝑗 – номер стовпця, 
для всіх стовпців матриці 𝑇. Після чого обчислюємо суму норм отриманих 
𝑚 векторів груп 𝐶𝑗: 
 
𝑆𝐶  =  || 𝐶
1||  + || 𝐶2||  + … + || 𝐶𝑚||. (3.146) 
 
З двох можливих способів перетворення матриці на вектор (шляхом 
послідовного запису стовпців та шляхом послідовного запису рядків) слідт 
обрати перший, якщо 𝑆𝑅 < 𝑆𝐶; інакше слід обрати другий. 
Тепер з множини векторів груп {𝑅1, … , 𝑅𝑛} або {𝐶1, … , 𝐶𝑚} (залежно 
від результату порівняння значень 𝑆𝑅 та 𝑆𝐶) необхідно отримати єдиний 
вектор груп 𝑊 для всієї матриці T, що і буде результатом процедури 
ущільнення маски 𝑇. 
Нехай в результаті порівняння значень 𝑆𝑅 та 𝑆𝐶 був обраний спосіб 
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перетворення матриці на вектор шляхом послідовного запису стовпців. Тоді 
необхідно визначити порядок запису стовпців, при якому довжина вектору 
𝑊 буде мінімальною, тобто для збереження маски потрібна мінімальна 
кількість байт. Для цього отримані 𝑚 векторів груп 𝐶𝑗, що відповідають 
стовпцям матриці 𝑇, необхідно проаналізувати наступним чином: 
1. Якщо 𝑐𝑝
𝑖 = 0 та 𝑐1
𝑗
≠ 0, де 𝑖 та 𝑗 – номери стовпців (𝑖 ≠ 𝑗), то ці стовпці 
можуть бути об’єднані у порядку {𝐶𝑗  𝐶𝑖}, причому результуючий вектор 














𝑖 ≠ 0 та 𝑐1
𝑗
= 0, де 𝑖 та 𝑗 – номери стовпців (𝑖 ≠ 𝑗), то ці стовпці 
можуть бути об’єднані у порядку {𝐶𝑗  𝐶𝑖}, причому результуючий вектор 












𝑖 . . . 𝑐𝑝
𝑖 ]. (3.148) 
 
Якщо існує декілька способів об’єднання стовпців матриці, то 
перевагу слід віддати тому способу, при якому довжина вектору 𝑊 буде 
мінімальною. Найкращим способом є об’єднання стовпців в порядку їх 
входження в матрицю 𝑇. У цьому випадку порядок проходження стовпців 
можна не зберігати разом з ущільненою маскою. 
Аналогічно виконуються дії над рядками матриці 𝑇. При цьому разом 
з даними про ущільнену маску необхідно зберігати ознаку того, чи були 
об’єднані рядки або стовпці матриці. 
Запропонована процедура ущільнення маски є оборотною, оскільки: 
− відомо, яким чином матриця 𝑇 була перетворена в вектор: по рядках 




− матриця 𝑇 є бінарною, 
− вектор довжин груп 𝑊 має однозначно визначену структуру (парна 
кількість елементів; елементи, які стоять на непарних позиціях, 
означають кількість нулів, що стоять поспіль; елементи, які стоять на 
парних позиціях, означають кількість одиниць, що стоять поспіль). 
Вихідними даними для процедури обробки даних є: 
− зображення; 
− маска або критерій її отримання; 
− алгоритм ущільнення або критерій його вибору. 
Процедура обробки даних включає такі основні дії: 
1. Визначення маски. 
2. Поділ масиву даних про зображення на два потоки: потік даних, що 
підлягають ущільненню, та потік даних без ущільнення. 
3. Ущільнення потоку даних, що підлягають ущільненню, заданим або 
обраним за певними критеріями алгоритмом. 
4. Ущільнення маски. 
5. Запис даних у файл заданого формату. 
Процес відновлення даних відбувається у зворотному порядку. 
Дані про зображення, які необхідно зберігати для гарантованого 
відновлення зображення, включають в себе такі компоненти: 
− послідовність ущільнених даних, 
− послідовність неущільнених даних, 
− ущільнена маска та порядок її відновлення. 
Крім того, має бути збережений розмір зображення, кількість 
градацій кольору і ознака, що вказує на те, який алгоритм використовується 
для ущільнення даних, які підлягають ущільненню. 
Обсяг ущільнених даних 𝑈𝑐 та коефіцієнт ущільнення залежать від 
способу ущільнення. Обсяг неущільнених даних 𝑈𝑐 = 𝑚 · 𝑛 –𝑁𝑐, де 𝑁𝑐 – 
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кількість пікселів, дані про колір яких входять у послідовність, що підлягає 
ущільненню. 
Формат збереження даних про зображення наведений у табл. 3.1. 
 
Таблиця 3.1 – Структура файлу 






Width 2 0 Ширина зображення 
Height 2 2 Висота зображення 
Colour Levels 2 4 Кількість градацій 
кольору 












4 12 Зміщення неущільнених 
даних 
Mask Method 1 16 Ознака способу 
перетворення маски 
Length Offset 4 17 Зміщення вектору 
довжин груп 
Order Offset 4 21 Зміщення вектору 
порядку 
Секція даних 




Uu 25 + Uc Послідовність 
неущільнених даних 
Length k 25 + Uc + Uu Вектор довжин груп 
Order q 25 + Uc + Uu + k Вектор порядку 
 
Запропонований метод адаптивного ущільнення дозволяє 
забезпечити точність подання інформації про область підвищеного інтересу 
на зображенні при здійсненні його ущільнення для компактного зберігання 
графічних даних візуальної моделі цифрового двійника. 
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3.6. Метод конфіденційного зберігання даних цифрового двійника 
 
Дані про досліджуваний об’єкт, які подаються за допомогою 
цифрового двійника, можуть мати конфіденційний характер. Якщо для 
зберігання таких даних використовуються такі сховища, як, наприклад, 
Azure Data Lake Storage [322], то конфіденційність даних гарантується 
механізмами захисту даних самого сховища. Проте, якщо обсяг даних є 
порівняно невеликим, то дані можуть зберігатись локально, але при цьому 
вони можуть потребувати захисту від несанкціонованого доступу. При 
цьому необов’язково всі дані цифрового двійника є однаково вразливими. 
Тому забезпечення конфіденційного зберігання для різних даних може 
досягатись різними способами, включаючи застосування алгоритмів 
легковагової криптографії (lightweight cryptography), які останнім часом 
почали використовуватись для захисту даних у застосунках IoT (Internet of 
things, Інтернет речей) [329–332], та алгоритмів стеганографії, які 
використовуються для захисту мультимедійних даних [8, 18–20, 23, 25, 29, 
40, 50, 55–57, 61, 63, 333–335]. 
Сформулюємо метод конфіденційного зберігання даних цифрового 
двійника. Він складається з наступних етапів. 
Першим етапом методу є оцінювання ступеню конфіденційності 
даних кожної модальності та визначення відповідної категорії даних.  
Результатом цього етапу є призначення даним кожної модальності 
однієї з сімох категорій, що визначені, як наведено у табл. 3.2. 
Оцінювання відкритості / конфіденційності даних відбувається 
експертним шляхом, виходячи з таких основних чинників: 
− мета створення та галузь застосування цифрового двійника;  
− структура моделі цифрового двійника;  
− обсяг даних цифрового двійника; 
− модальність (тип) даних. 
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Таблиця 3.2 – Категорії даних 
Тип даних Дані незначного обсягу Дані великого обсягу 
Дані, що характеризуються надлишковістю подання інформації 
Відкриті дані Категорія 1 Категорія 2 
Конфіденційні дані Категорія 4 Категорія 5 
Інші дані 
Відкриті дані Категорія 3 
Конфіденційні дані Категорія 6 Категорія 7 
 
Визначення обсягу даних, який має вважатись великим, відбувається 
експертним шляхом, виходячи з можливостей обробки та зберігання даних. 
Даними, що характеризуються надлишковістю подання інформації, є 
графічні дані (зображення, відео), акустичні дані, тактильні дані тощо. 
На другому етапі відбувається визначення способу (процедури) 
конфіденційного подання для кожного виду даних цифрового двійника, 
виходячи з результату виконання першого етапу. 
Можливі три способи конфіденційного подання мультимодальних 
даних цифрового двійника: 
1. Шифрування даних на основі процедур легковагової криптографії 
[29]. Цей спосіб доцільно застосовувати для даних категорії 4. 
2. Стеганографічне приховування конфіденційних даних [8, 16, 18–20, 
23, 25, 40, 50]. Цей спосіб доцільно застосовувати для даних категорій 
6. При цьому дані того ж самого цифрового двійника, які належать до 
категорій 1 та 2, доцільно використовувати як контейнер для 
приховування конфіденційних даних, оскільки це дозволить 
зменшити загальний обсяг даних, отриманих після виконання 
стеганографічного приховування. 
3. Застосування специфічного захисту даних (зберігання даних у 
сховищі даних із застосуванням відповідних засобів захисту). Цей 
215 
 
спосіб доцільно застосовувати для даних категорій 5 та 7. 
Дані категорії 3 не потребують конфіденційного зберігання та не 
можуть використовуватись як контейнер для конфіденційного зберігання 
інших даних. 
Третім етапом методу є застосування обраного способу для 
конфіденційного подання даних кожної модальності. 
Розглянемо докладно процедури, що реалізують перший та другий 
способи конфіденційного подання мультимодальних даних цифрового 
двійника, а саме, процедуру шифрування даних з використанням палітри 
значень та процедуру стеганографічного приховування даних з 
використанням булевих функцій. 
 
3.6.1. Процедура шифрування даних з використанням палітри 
значень 
 
Процедура шифрування даних з використанням палітри значень [29] 
ґрунтується на шифруванні значень (елементів послідовності 
конфіденційних даних) шляхом їх заміни адресами таких самих або 
близьких їм значень у файлі-ключі, який називатимемо палітрою значень, 
де представлені всі можливі значення, які присутні у послідовності 
конфіденційних даних, що шифрується. 
В ролі палітри значень виступає файл, який в процесі шифрування не 
зазнає жодних змін. Оскільки цей файл не має певної специфічної 
структури та не містить жодних вбудованих повідомлень, він є відкритим 
та може бути переданий користувачу конфіденційних даних будь-яким 
способом (електронна пошта, файлове сховище, соціальні мережі тощо), 
але приховуючи від сторонніх осіб роль цього файлу для процесу обробки 
конфіденційних даних. Для шифрування та дешифрування 
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використовується один і той самий файл-ключ, тобто криптосистема є 
симетричною. 
Вимогою до файлу даних для використання в ролі палітри значень є 
наявність серед даних, які у ньому містяться, повного діапазону всіх 
можливих значень, що присутні у послідовності конфіденційних даних 
(звідси взялась назва – «палітра значень», що набуває буквального сенсу 
при застосуванні цього підходу для захисту зображень [29]). Після 
перевірки виконання цієї вимоги відбувається процес створення словника 
адрес унікальних значень палітри.  
Оскільки конфіденційні дані, що передбачається оброблювати за 
допомогою цієї процедури, належать до категорії 4 (табл. 3.2), тобто є 
такими, що характеризуються надлишковістю подання інформації, то 
можливе використання у процедурі обробки конфіденційних даних значень 
з файлу-ключа, що відхиляються від значення елементу послідовності 
конфіденційних даних на величину припустимої похибки. Наприклад, якщо 
конфіденційними даними є зображення, то можлива похибка у рівні 
яскравості колірної компоненти відтінку кольору пікселя на 1 ≤ 𝛿 ≤ 4, 
оскільки людська зорова система не відрізняє відтінки кольорів, близькі за 
значенням рівня яскравості. 







∈ 𝑀𝑗, використовуючи як палітру файл  
𝐹 = 〈𝑓𝑙〉𝑙=1
𝑅 , 𝑓𝑙 ∈ 𝑀𝑗. При цьому має виконуватись наступна вимога повноти 
палітри: ∀𝑖, 𝑖 = [1…𝑛𝑗], ∃𝑓𝑙 = 𝑑𝑖
𝑗
± 𝛿, 𝑙 = [1…𝑅], де 𝛿 ≥ 0 – це припустима 
похибка визначення значення 𝑑𝑖
𝑗
. Тоді визначимо словник як: 
 











 – список адрес 𝛼𝑞
𝑔
, за якими значення 𝑓𝑔 зустрічається у 
файлі 𝐹; ℎ𝑔 – кількість разів, скільки 𝑓𝑔 зустрічається у файлі 𝐹;  





У процесі шифрування замість кожного значення даних 𝑑𝑖
𝑗
, у 
вихідний файл 𝑊 записується значення адреси 𝛼𝑞
𝐺, за якою у файлі 𝐹 
знаходиться значення  𝑓𝑙 = 𝑑𝑖
𝑗
± 𝛿, причому 𝐺, яке дозволяє отримати 
адресу 𝛼𝑞
𝐺 зі списку адрес 𝑢𝑔, є деяким випадковим значенням, таким, що 
𝐺 ∈ [1…ℎ𝑔]. Тоді формула шифрування значення 𝑑𝑖
𝑗
 має вигляд: 
 
𝑤𝑖 = Ω(𝑓𝑖 , 𝑢𝑖(𝐺)). (3.150) 
 
Для відновлення зашифрованих даних з файлу 𝑊 необхідно мати 
файл-ключ 𝐹. В процесі відновлення даних відбувається послідовне 
зчитування значень з файлу 𝑊, який містить адреси 𝛼𝑞, та відновлення 








 – 𝑖-те значення 𝑗-ї послідовності конфіденційних даних цифрового 
двійника, відновлене з припустимою похибкою 𝛿. 





конфіденційні дані відновлюються із заданою похибкою. 
Особливістю цієї процедури те, що у ролі ключа процедури 
шифрування використовується звичайний файл (проте такий, що 
задовольняє вимогу повноти палітри). Така особливість ускладнює 
несанкціонований підбір ключа та підвищує надійність захисту. 
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3.6.2. Процедура стеганографічного приховування даних з 
використанням булевих функцій 
 
Стеганографічний спосіб приховування конфіденційних даних 
передбачає, що ці дані вбудовуються у контейнер, який являє собою файл 
даних, що характеризуються надлишковістю подання інформації. До таких 
даних відноситься більшість мульсемедійних даних: графічні дані 
(зображення, відео), акустичні дані, тактильні дані. Найкращим типом 
даних для використання як контейнер є графічні дані, оскільки вони 
характеризуються значною надлишковістю та звичайно мають достатній 
для приховування конфіденційних даних об’єм [25, 40]. Контейнер має бути 
обраний з урахуванням можливості вбудовування до нього заданої 
послідовності конфіденційних даних [18–20]. 
Оскільки звичайне стеганографічне приховування само по собі не 
гарантує надійного захисту конфіденційних даних, звичайною практикою 
[8, 18–20, 23, 25, 29, 40, 50, 55–57, 61, 63, 333–335] є кодування 
конфіденційних даних перед їх вбудовуванням у контейнер.  
У процедурі, що пропонується, вбудовування конфіденційних даних 
відбувається шляхом їх по-бітного запису до найменш значущих бітів (LSB) 
значень, що зберігаються у контейнері. Перед вбудовуванням до кожного 
біту значення послідовності конфіденційних даних та одного чи декількох 
найбільш значущих бітів (MSB) значення з контейнеру застосовується 
деяка булева функція. 
Якщо  використовується лише один MSB, то булева функція має два 
аргументи: біт 𝑆 таємних даних і біт 𝐶, що є MSB. В результаті отримуємо 
біт 𝐸, який буде використовуватися для заміни певного біта LSB у 
послідовності даних контейнера. У цьому випадку можливе використання 
виключної диз'юнкції або еквіваленції. Решту булевих функції неможна 
використовувати для кодування даних через неможливість подальшого 
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відновлення даних [40]. Кількість булевих функції, придатних для 




− 2. (3.152) 
 
Значення 𝑚 є частиною складеного ключа, що використовується для 
розшифровки конфіденційних даних. 
Принцип модифікації LSB наведено на рис. 3.17.  
 
 
Рис. 3.17. Принцип модифікації LSB 
 
Результатом застосування обраної булевої функції є біт 𝐸𝑖, який 
використовуються для заміни LSB у черговому значенні з контейнера. 
Процедура стеганографічного приховування складається з таких 
кроків:  
1. Перетворення конфіденційних даних на послідовність бітів. 
2. Вбудовування даних у контейнер за принципом, показаним на рис. 3.17. 
3. Формування складеного ключа з наступних компонентів: 
− Кількість елементів конфіденційних даних; 
− Кількість MSB, що використовуються в процедурі кодування даних, 
та їхні порядкові номери у байті; 
− Ідентифікатор булевої функції, що використовується для кодування. 
220 
 
Оскільки ключ є секретним, то він має передаватись користувачу 
конфіденційних даних відповідно до загальноприйнятої практики 
маніпулювання секретними ключами. 
Процедура відновлення конфіденційних даних протилежна описаній 
процедурі приховування конфіденційних даних. 
Ймовірність несанкціонованого доступу до конфіденційних даних 
шляхом відгадування місця розташування бітової послідовності цих даних 
у послідовності бітів контейнера можна оцінити наступним чином: 
 
𝑝𝑙𝑜𝑐 =
𝑞! ∙ (𝑛 − 𝑞)! ∙ 𝑚! ∙ (8 − 𝑘 −𝑚)!
𝑛! ∙ (8 − 𝑘)!
→ 0 (5.24) 
  
де k – кількість використаних LSB; 
m – кількість використаних MSB;  
𝑛 – кількість бітів контейнеру; 
𝑞 – кількість бітів конфіденційних даних.  
Таким чином, запропонована процедура забезпечує належний захист 
конфіденційних даних цифрового двійника. 
 
3.7. Висновки до розділу 3 
 
У цьому розділі розроблено моделі подання та методи обробки 
темпоральних мультимодальних даних цифрового двійника 
досліджуваного об’єкта. Зокрема, отримано такі результати. 
1. Розроблено концепцію мультиобразу для формальної специфікації 
моделей цифрового двійника. Мультиобраз є математичною основою 
моделей цифрового двійника для подання темпоральних мультимодальних 
даних, які характеризують та визначають досліджуваний об’єкт. Показано 
та обґрунтовано, що до мультиобразу можуть бути застосовані всі операції 
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та відношення, визначені в алгебраїчній системі агрегатів, що дозволяє 
застосовувати апарат алгебраїчної системи агрегатів для опису та обробки 
темпоральних мультимодальних даних цифрового двійника. 
Продемонстровано принцип застосування концепції мультиобразу для 
формальної специфікації мульсемедійної візуальної моделі цифрового 
двійника. 
2. Розроблено метод створення мультиобразу досліджуваного 
об’єкта, вхідними даними якого є окремі набори темпоральних даних. 
Метод складається з сімох етапів, які передбачають формування структури 
даних мультиобразу досліджуваного об’єкта, декомпозицію специфікації 
мультиобразу на набір специфікацій часткових мультиобразів, отримання 
та підготовку окремих наборів даних, об’єднання часткових мультиобразів 
у єдиний мультиобраз, сортування мультиобразу та проріджування 
відсортованого мультиобразу за кортежем часових значень. Результатом 
методу є мультиобраз досліджуваного об’єкта, що містить синхронізовані 
та агреговані послідовності темпоральних мультимодальних даних, які 
характеризують цей досліджуваний об’єкт. 
3. Розроблено метод синхронізації мультиобразів, який ґрунтується 
на застосуванні інтервальних відношень та виконанні правил синхронізації. 
Правила синхронізації включають універсальне правило синхронізації, 
базові правила синхронізації, правила нечіткої синхронізації. Метод 
передбачає формування шаблону синхронізації, що складається з декількох 
правил синхронізації, які відповідають виду періодичності у часових 
кортежах, що синхронізуються. Вхідними даними для метода є 
мультиобрази, припустима похибка визначення часу та тип послідовності 
часових значень. Результатом методу є синхронізовані мультиобрази, 
готові до подальшої обробки відповідно до мети дослідження об’єкта. 
4. Розроблено три моделі цифрового двійника: муксельну модель, 
часову зв’язну модель та багаторівневу онтологічну модель. Ці моделі 
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дозволяють представляти цифровий двійник досліджуваного об’єкта на 
різних рівнях абстракції: як суцільний об’єкт (муксельна модель), як об’єкт, 
що визначається набором станів, динамічно змінюваних з плином часу 
(часова зв’язна модель); як об’єкт, що є композицією своїх складових, 
кожна з яких в свою чергу може розглядатись як окремий об’єкт, 
утворюючи ієрархію об’єктів (багаторівнева онтологічна модель). Для 
кожної моделі визначено структуру та запропоновано формати зберігання 
даних. Запропоновані моделі можуть комбінуватись для отримання 
найбільш інформативного способу опису фізичного двійника. 
5. Розроблено метод адаптивного ущільнення графічних даних 
цифрового двійника, який ґрунтується на застосуванні морфологічних 
операцій до графічних даних. Метод передбачає визначення у зображенні 
однієї чи декількох областей інтересу з метою уникнення втрати якості 
візуалізації важливих елементів, присутніх у зображенні досліджуваного 
об’єкта, яке відбувається внаслідок ущільнення графічних даних. Метод 
призначений для компактного зберігання графічних даних візуальної 
моделі цифрового двійника із забезпеченням подальшої якісної візуалізації. 
6. Розроблено метод конфіденційного зберігання даних цифрового 
двійника, особливістю якого є застосування процедури забезпечення 
конфіденційності даних залежно від категорії даних. Запропоновано 
процедуру шифрування даних з використанням палітри значень та 
процедуру стеганографічного приховування даних з використанням 
булевих функцій. Процедура шифрування даних з використанням палітри 
значень ґрунтується на шифруванні елементів послідовності 
конфіденційних даних шляхом їх заміни адресами значень у файлі-ключі 
(палітрі значень). Процедура стеганографічного приховування даних з 
використанням булевих функцій ґрунтується на вбудовуванні у файл-
контейнер результату застосування деякої обраної булевої функції до бітів 
конфіденційних даних та бітів даних контейнеру.  
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РОЗДІЛ 4. ПАРАДИГМА ПРОГРАМУВАННЯ МУЛЬТИОБРАЗІВ 
ДЛЯ ОБРОБКИ ТЕМПОРАЛЬНИХ МУЛЬТИМОДАЛЬНИХ ДАНИХ 
ЦИФРОВИХ ДВІЙНИКІВ 
 
Одним з чинників, які впливають на ефективність обробки даних у 
комп’ютерній системі, є оптимальність коду програмного забезпечення, що 
залежить від стилю програмування та моделі обчислень, яка визначається 
парадигмою програмування. 
Парадигма програмування – це сукупність принципів, методів і 
понять, що визначають спосіб конструювання програм. Парадигма 
програмування визначає підхід до програмування на основі математичної 
теорії або узгодженого набору принципів. Кожна парадигма підтримує 
набір понять, що робить її найкращою для вирішення задач певного класу 
[336]. Так, об’єктно-орієнтоване програмування спрямоване на вирішення 
задач, що характеризуються великою кількістю пов’язаних абстракцій 
даних, організованих в ієрархії. Логічне програмування призначене для 
вирішення задач за правилами логічного виведення. Програмування систем 
реального часу орієнтоване на вирішення задач, які вимагають реакції у 
реальному часі з чітко визначеними вимогами до часу обробки даних. 
Як показав аналіз існуючих парадигм програмування, результати 
якого представлено у розділі 1, жодна з існуючих парадигм програмування 
не задовольняє у повній мірі вимоги щодо обробки темпоральних 
мультимодальних даних цифрових двійників досліджуваних об’єктів. 
Розробимо та реалізуємо парадигму програмування, яка спрямована 
на створення програмного забезпечення для обробки темпоральних 
мультимодальних даних, зокрема, даних цифрових двійників 
досліджуваних об’єктів. Оскільки ця парадигма ґрунтується на концепції 




4.1. Парадигма програмування мультиобразів 
 
Парадигма програмування мультиобразів орієнтована на вирішення 
задач обробки темпоральних мультимодальних даних, для яких характерні 
такі основні особливості: 
1. При отриманні (визначені, вимірюванні, ґенерації) мультимодальних 
даних фіксується момент часу, коли це отримання відбулось. 
2. Дані різних модальностей, що визначають певний досліджуваний 
об’єкт, розглядаються та оброблюються у сукупності з даними інших 
модальностей, що визначають той самий об’єкт. 
3. Дані отримуються з різнорідних джерел та у довільних форматах. 
Парадигма програмування мультиобразів, як методологія створення 
програмного забезпечення, полягає в тому, що розробник має враховувати 
взаємозв’язок даних з точки зору інтервалу часу їх існування (отримання, 
визначення, генерації, вимірювання тощо) та модальності даних, тобто 
оперувати такою сутністю як мультиобраз об’єкта.  
Структура даних для опису мультиобразу має бути визначена у 
основній частині програмного коду, з якої починається вирішення задачі 
обробки даних. Логіка вирішення цієї задачі має ґрунтуватись на операціях 
та відношеннях, що визначені для мультиобразу як математичного об’єкта, 
тобто на апараті алгебраїчної системи агрегатів. 
Програмний код має бути побудований таким чином, щоб розробник 
міг максимально абстрагуватись від того, що є джерелом даних, у якому 
форматі ці дані поступають для оброблення та що буде виступати у ролі 
приймача даних при їх відтворенні. Задачі перетворення даних між 
форматами, підготовки до відтворення за допомогою спеціалізованого 
обладнання вирішуються за допомогою спеціалізованих бібліотек, як 




Характерними особливостями парадигми програмування 
мультиобразів є наступні: 
1. Основною сутністю, на якій ґрунтується подання та обробка даних у 
програмі, є мультиобраз. 
2. Синхронізація та агрегація даних різних модальностей є основою 
моделі обчислення для обробки даних мультиобразу. 
3. Процес обробки ґрунтується на врахуванні властивості 
темпоральності даних. 
4. Обробка мультиобразів здійснюється з використанням операцій та 
відношень, визначених в алгебраїчній системі агрегатів. 
Крім того, абстрагування понять джерела та приймача даних 
виконується за рахунок використання спеціалізованих бібліотек, які 
дозволяють виконувати перетворення даних з однієї форми подання у іншу 
форму (формат) баз необхідності для програміста у розроблені власного 
програмного коду для підготовки даних. 
Розглянемо моделі обчислень [2], які дозволяють реалізувати цю 
парадигму програмування. 
 
4.2. Моделі обчислень для реалізації парадигми програмування 
мультиобразів 
 
Модель обчислень є формальною системою, яка визначає, як 
здійснюються обчислення [337]. Модель обчислень конкретизує більш 
узагальнене поняття парадигми програмування. Визначимо базову модель 
обчислень для обробки довільних темпоральних мультимодальних даних та 
модель обчислень для обробки даних досліджуваного об’єкта за 




4.2.1. Базова модель обчислень 
 
Базова модель обчислень [2] ґрунтується на понятті мультиобразу як 
абстрактної структури даних. Як визначено у розділі 2, мультиобраз – це 
агрегат алгебраїчної системи агрегатів, першим кортежем якого є непустий 
кортеж часових даних. 
В базовій моделі обчислень (рис. 4.1) мультиобраз є ключовою 
абстракцією, яка визначається на двох рівнях: на рівні обробки окремих 
вхідних темпоральних даних (часткові мультиобрази) та на рівні 
формування єдиної синхронізованої та агрегованої сукупності 
темпоральних мультимодальних даних (мультиобраз об’єкта), що підлягає 
подальшій обробці. 
На першому рівні мультиобраз визначається як агрегат, що 
складається з двох кортежів: кортежу часових значень (часових міток) та 
кортежу даних певної модальності. На цьому рівні відбувається первинна 
синхронізація даних – синхронізація часових міток та даних модальності, 
для якої вони визначені. Таким чином, структура мультиобразу першого 
рівня є типовою, проте другий кортеж кожного з цих мультиобразів 
належить до певного специфічного типу даних. 
На другому рівні мультиобраз визначає спосіб агрегації всіх 
мультимодальних даних у вигляді однієї структури даних. Мультиобраз 
другого рівня відповідає деякій моделі подання даних, наприклад, однієї із 
запропонованих у розділі 3. 
Отже, схема базової моделі обчислень включає дворівневу ієрархічну 
процедуру синхронізації та агрегації. На першому рівні синхронізація та 
агрегація відбувається для пари кортежів «час» – «модальність», а на 
другому рівні синхронізуються дані всіх модальностей та відбувається їх 
агрегація у єдину впорядковану сукупність даних, готову для подальшої 
обробки. Ця обробка є третім рівнем схеми базової моделі обчислень. 
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Така схема обчислень дозволяє спростити синхронізацію та агрегацію 
різнорідних даних, що надходять з різних джерел. Синхронізація 
відбувається згідно з методом створення мультиобразу та методом 
синхронізації мультиобразів, розроблених у розділі 3. 
Подальшу обробку даних отриманих мультиобразів передбачається 
виконувати із застосуванням апарату алгебраїчної системи агрегатів, а саме, 
за допомогою логічних операцій, операцій впорядкування та відношень 
агрегатів та їх компонентів (кортежів та окремих елементів), які визначено 
у розділі 2. 
 
 
Рис. 4.1. Схема базової моделі обчислень 
 
Результат обробки вхідних темпоральних мультимодальних даних 
може являти собою мультиобраз, окремі елементи темпоральних 
мультимодальних даних, команди для взаємодії з об’єктом, чисельні або 





4.2.2. Модель обчислень для технології цифрових двійників 
 
Обробка мультимодальних даних цифрових двійників [2] має свої 
особливості, пов’язані з тим, що цифровий двійник складається з двох 
моделей: поведінкової моделі та візуальної моделі. Відповідно дані кожної 
з цих моделей мають різну природу та різне джерело. Тому доцільним є 
введення ще одного, середнього, рівня ієрархічної процедури синхронізації 
та агрегації, на якому відбувається синхронізація та агрегація 
мультимодальних даних у межах однієї моделі: поведінкової або візуальної. 
Слід підкреслити, що візуальна модель подає не лише зовнішній вигляд 
досліджуваного об’єкта, а включає всі мульсемедійні модальності для 
надання комплексного подання досліджуваного об’єкта. 
 
 
Рис. 4.2. Схема моделі обчислень для цифрових двійників 
 
Згідно зі схемою моделі обчислень для цифрових двійників (рис. 4.2) 
на першому етапі відбувається синхронізація та агрегація даних кожної 
модальності окремо. Зміст цього етапу полягає у тому, щоб синхронізувати 
229 
 
дані однієї і тієї ж самої модальності, які можуть поступати з декількох 
джерел. Наприклад, у програмно-апаратних системах, що реалізують 
технологію IoT у сільському господарстві, дані про вологість ґрунту 
можуть поступати з декількох давачів, розташованих у різних місцях 
сільськогосподарської земельної ділянки [300]. 
На другому етапі відбувається формування поведінкової моделі та 
візуальної моделі досліджуваного об’єкта. Для кожної з цих моделей 
синхронізується та агрегується свій набір мультимодальних даних. 
На наступному, третьому, етапі відбувається синхронізація та 
агрегація даних поведінкової моделі та даних візуальної моделі, в 
результаті чого створюється складний віртуальний об’єкт, який є цифровим 
двійником досліджуваного об’єкта. Створення цифрового двійника та його 
відтворення (візуалізація) є одним з результатів обробки вхідних 
мультимодальних даних. Водночас, дані кожної з моделей (поведінкової та 
візуальної) оброблюються для вирішення певних задач дослідження. 
Такими задачами можуть бути прогнозування поведінки досліджуваного 
об’єкта, моделювання можливих станів досліджуваного об’єкта при зміні 
параметрів оточуючого середовища тощо. 
Отже, модель обчислень для технології цифрових двійників включає 
в себе три етапи синхронізації та агрегації, етап обробки даних поведінкової 
та візуальної моделі відповідно до конкретної задачі дослідження об’єкта 
та етап відтворення цифрового двійника. 
Таким чином, модель обчислень для технології цифрових двійників 
ґрунтується на базовій моделі обчислень темпоральних мультимодальних 
даних, проте відрізняється від неї більшою кількістю етапів обробки даних, 
що дозволяє підвищити ефективність обробки даних та спростити 
розроблення програмного забезпечення систем, що ґрунтуються на 




4.3. Застосування парадигми програмування мультиобразів 
 
Запропонована парадигма програмування може бути реалізована як 
за допомогою універсальних мов програмування, так і за допомогою 
спеціалізованої мови програмування ASAMPL, розроблення якої виконане 
в цьому досліджені. 
При розроблені програмного коду відповідно до парадигми 
програмування мультиобразів потрібно визначити мультиобрази всіх рівнів 
та процедури синхронізації та агрегації темпоральних мультимодальних 
даних. 
Типова структура, що визначає мультиобраз на першому етапі 
синхронізації та агрегації, у випадку реалізації запропонованої парадигми 
за допомогою універсальної мови програмування, наприклад, C#, має 
вигляд, наведений у лістингу 4.1. 
 
Лістинг 4.1 – Визначення мультиобразу для першого етапу синхронізації та 
агрегації 
class MultiImage<T> 
{ public DateTime Time { get; set; } 
 public T DataModality { get; set; } 
public MultiImage(DateTime time, T 
dataModelity) 
 { Time = time; 
  DataModality = dataModelity; } } 
 
де клас MultiImage<T> визначає i-й мультиобраз; Time визначає часові дані; 
DataModality визначає дані i-ї модальності; T визначає конкретний тип 
даних відповідно до модальності, дані якої зберігаються у цьому класі. 
Тип T може визначатись структурою, що зберігає кортеж даних, 
елементи якого у свою чергу визначаються певними типами даних або 
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структурами. Наприклад, елементи кортежу даних воксельної моделі 
визначаються структурою, що наведена у лістингу 4.2. 
 
Лістинг 4.2 – Визначення елементу даних воксельної моделі 
 struct Voxel 
 { public int x; 
  public int y; 
  public int z; 
  public int color; 
  public Voxel(int x, int y, int z, int color) 
  { this.x = x; 
   this.y = y; 
   this.z = z; 
   this.color = color; } } 
 
Тоді можемо створити мультиобраз MultiImage<Voxel>, який 
скрадатиметься з мультимодальних даних типу Voxel, що описаний 
структурою у лістингу 4.2, та часових даних. У лістингу 4.3 наведено 
приклад ініціалізації такого мультиобразу. 
 
Лістинг 4.3 – Приклад створення екземпляру мультиобразу 
 Voxel currentVoxel = new Voxel(14, 8, 5, 201); 
  DateTime currentTime = DateTime.Now; 
MultiImage<Voxel> multiImage1 = new 
MultiImage<Voxel>(currentTime, currentVoxel); 
 
Структура, що визначає мультиобраз на другому етапі базової моделі 
обчислень та включає, крім часових даних, дані N модальностей, має 





Лістинг 4.4 – Визначення мультиобразу для другого етапу синхронізації та 
агрегації 
class MultiImage<DM1, DM2, …, DMN> 
{ public DateTime Time { get; set; } 
 public DM1 DataModality1 { get; set; } 
 public DM2 DataModality2 { get; set; } 
      ……… 
 public DMN DataModalityN { get; set; } 
public MultiImage(DateTime time, DM1 
dataModality1, DM2 dataModality2, … DMN 
dataModalityN) 
 { Time = time; 
  DataModality1 = dataModality1; 
  DataModality2 = dataModality2; 
      ……… 
  DataModalityN = dataModalityN; } } 
 
Таким чином, дані всіх модальностей в результаті синхронізації 
другого етапу приводяться до однієї часової шкали. 
Процедура синхронізації даних реалізується як метод Synchronize, що 
ґрунтується на певних правилах та шаблонах синхронізації, зокрема, на 
правилах чіткої та нечіткої синхронізації, запропонованих у розділі 3.  
Узагальнений вигляд методу Synchronize_i першого етапу 
синхронізації та агрегації показаний у лістингу 4.5. 
 
Лістинг 4.5 – Визначення методу Synchronize_i першого етапу синхронізації 
та агрегації 
public MultiImage<T> Synchronize(DateTime time, 
Tuple<T> dataModality) 
 { MultiImage<T> multiImage = new 
MultiImage<T>(); 
  /* synchronization rule realization */ 




Узагальнений вигляд методу Synchronize другого етапу синхронізації 
та агрегації базової моделі обчислень показаний у лістингу 4.6. 
 
Лістинг 4.6 – Визначення методу Synchronize другого етапу синхронізації та 
агрегації 
public MultiImage<DM1,DM2, …, DMN> 
Synchronize(DateTime time, Tuple<DM1> 
dataModality1, Tuple<DM2> dataModality2, …, 
Tuple<DMN> dataModalityN) 
 { MultiImage< DM1,DM2, …, DMN > multiImage = new 
MultiImage< DM1,DM2, …, DMN >(); 
  /* synchronization rule realization */ 
 return multiImage; } 
 
Окрема процедура агрегації може бути не потрібна, оскільки 
фактично агрегація відбувається одночасно із синхронізацією даних. 
Обробка синхронізованих та агрегованих мультимодальних даних 
виконується за допомогою набору класів та методів, які реалізують 
процедуру вирішення основної задачі обробки темпоральних 
мультимодальних даних досліджуваного об’єкта. 
Таким чином, модель обчислень парадигми програмування для 
обробки структур мультимодальних даних може бути реалізована за 
допомогою універсальної мови програмування. 
Як зазначалось вище, запропонована парадигма програмування також 
може бути реалізована за допомогою спеціалізованої мови програмування. 
 
4.4. Спеціалізована мова програмування ASAMPL для обробки 
темпоральних мультимодальних даних 
 
Мова програмування ASAMPL [4, 6, 21] є спеціалізованою мовою 
програмування, призначеною для обробки мультимедійних та 
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мульсемедійних даних. Ця мова програмування отримала свою назву від 
словосполучень «Algebraic System of Aggregates» (алгебраїчна система 
агрегатів) та «Mulsemedia data Processing Language» (мова обробки 
мульсемедійних даних).  
Метою розроблення мови ASAMPL є спрощення обробки 
мультимодальних, зокрема, мульсемедійних даних, основною особливістю 
яких є те, що вони є темпоральними. Крім того, обробка таких даних має 
враховувати модальність, їх сумісність даних різних модальностей та 
можливу взаємодію між ними. Тому основним принципом організації 
програми мовою ASAMPL є те, що виконання програми ґрунтується на 
двох сутностях: часі та модальності даних, що відповідає принципам 
парадигми програмування мультиобразів.  
Ключовою концепцією в мові ASAMPL є концепція мультиобразу 
досліджуваного об’єкта. Для подання мультиобразу об’єкта в цій мові 
програмування передбачені спеціальні структури даних – кортежі та 
агрегати. Обробка агрегатів виконується відповідно до правил, 
призначених в алгебраїчній системі агрегатів (АСА). 
Основні особливості мови ASAMPL, які конкретизують принципи 
парадигми програмування для обробки структур мультимодальних даних: 
1. Зв’язок процесу обробки даних з часовою шкалою. 
2. Синхронізація даних різних модальностей. 
3. Подання мультимодальних даних за допомогою агрегатів та кортежів. 
4. Орієнтація на одночасне використання різних джерел мультимодальних 
даних та різних форматів. 
5. Використання апарату АСА для обробки мультиобразів та їхніх 
компонентів. 





4.4.1. Синтаксис мови ASAMPL 
 
Програма мовою ASAMPL складається з блоків, які починаються з 
ключових слів (табл. 4.1). 
 
Таблиця 4.1 – Ключові слова мови ASAMPL 
Ключове слово Значення 
AGGREGATES Початок блоку, який містить опис агрегатів, що 
утворені з визначених кортежів 
HANDLERS Початок блоку, який містить опис вбудованих та 
зовнішніх модулів для перетворення файлів з даними 
певної модальності 
LIBRARIES Початок блоку, який містить опис вбудованих та 
зовнішніх бібліотек 
ACTIONS Початок блоку, який визначає дії з оброблення даних 
PROGRAM Початок програмного коду 
RENDERERS Початок блоку, який містить опис вбудованих та 
зовнішніх модулів для рендерінгу даних певної 
модальності 
SETS Початок блоку, який містить опис множин 
SOURCES Початок блоку, який містить опис джерел даних, тобто 
ресурсів, де знаходяться мультимодальні дані 
TUPLES Початок блоку, який містить опис кортежів та їх 
належність до визначених множин 
ELEMENTS Початок блоку, який містить опис змінних та їх 
належність до визначених множин 
 
Програма мовою ASAMPL має структуру, наведено у лістингу 4.7. 
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Лістинг 4.7 – Приклад програмного коду мовою ASAMPL для обробки та 
формування мульсемедійного контенту 
PROGRAM name { 
 LIBRARIES { 
 library_1 is path_to_libray_1; 
 library_2 is path_to_library_2; 
 …………………………………… } 
 HANDLERS { 
 handler_1 is path_to_handler_1; 
 handler_2 is path_to_handler_2; 
 …………………………………… } 
 RENDERERS { 
 renderer_1 is path_to_renderer_1; 
 renderer_2 is path_to_renderer_2; 
 …………………………………… } 
 SOURCES { 
 source_1 is path_to_source_1; 
 source_2 is path_to_source_2; 
 …………………………………… } 
 SETS { 
 set_1 is type_1; 
 set_2 is type_2; 
 …………………………………… } 
 ELEMENTS { 
 element_1 is set; 
 element_2 = value; 
 …………………………………… } 
 TUPLES { 
 tuple_1 = set_1; 
 tuple_2 = set_2; 
 …………………………………… } 
 AGGREGATES { 
 aggregate_1 = [tuple_1, …, tuple_M]; 
 aggregate_2 = [tuple_K, …, tuple_N]; 
 …………………………………… } 
 ACTIONS { 
 list_of_statements  } } 
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Для опису граматики мови програмування ASAMPL будемо 
використовувати розширену форму Бекуса-Наура (EBNF) [299]. Тоді 
програма мовою ASAMPL має синтаксис, що визначається синтаксичним 
правилом [SR1]. 
 
програма = PROGRAM , ідентифікатор  , "{" ,  
LIBRARIES , "{" , { ідентифікатор  , ( IS | "=" ) , 
посилання , ";" }  [ "//" , коментар ] "}" , ,  
HANDLERS , "{" , { ідентифікатор  , ( IS | "=" 
) , посилання , ";" }  [ "//" , коментар ] "}" , ,  
RENDERERS , "{" , { ідентифікатор  , ( IS | "=" 
) , посилання , ";" }  [ "//" , коментар ] "}" , 
SOURCES , "{" , { ідентифікатор  , ( IS | "=" ) , 
посилання , ";" } [ "//" , коментар ] "}" , 
SETS , "{" , { ідентифікатор  , ( IS | "=" ) , тип , 
";" } [ "//" , коментар ] "}" , 
ELEMENTS , "{" , { ідентифікатор  , ( IS | "=" ) , 
( тип_множини | значення ) , ";" } [ "//" , 
коментар ] "}" ,TUPLES , "{" , { 
ідентифікатор , ( IS | "=" ) , тип_множини , ";" 
} [ "//" , коментар ] "}" ,AGGREGATES "{" , { 
ідентифікатор , ( IS | "=" ) , "[" , ( ідентифікатор 
| кортеж_значень , ";" } [ "//" , коментар ] "}" , 
ACTIONS , "{" , { оператор , ";" } [ "//" , 
коментар ] "}" , [ "//" , коментар ] , "}" ; 
[SR1] 
 





3. IF THEN 
4. CASE OF 
5. SUBSTITUTE FOR WHEN 
6. DOWNLOAD FROM  
7. UPLOAD TO 
8. IS 
9. RENDER WITH. 
Часовий оператор TIMELINE є специфічним оператором, який 
призначений для одночасного (паралельного) виконання дій протягом 
заданого періоду часу. Будемо розрізняти наступні види цього оператору: 
− TIMELINE значення1 : крок : значення2 {список дій з обробки даних, 
що виконуються одночасно} 
− TIMELINE AS кортеж часових значень {список дій з обробки даних, 
що виконуються одночасно} 
− TIMELINE UNTIL умова {cписок дій з обробки даних, що 
виконуються одночасно}. 
Часовий оператор визначається синтаксичним правилом [SR2]. 
 
часовий_оператор = TIMELINE , (ідентифікатор  
| значення_часу ) , ":",  (ідентифікатор | 
значення_часу ) , ":" , (ідентифікатор | 
значення_часу ) , "{" , { оператор } , "}" 
| TIMELINE , AS , кортеж_значень_часу , "{" , { 
оператор } , "}" | TIMELINE , UNTIL , 
логічний_вираз , "{" , { оператор } , "}" ; 
[SR2] 
 
Оператор послідовної обробки SEQUENCE – це специфічний 
оператор, який дозволяє об’єднувати дії з обробки даних, що виконуються 
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одночасно, в одну комплексну дію. Оператор послідовної обробки 
визначається синтаксичним правилом [SR3]. 
 
оператор_послідовної_обробки = SEQUENCE , "{" , { 
оператор , [ ";" ]} , "}" ; 
[SR3] 
 
Оператор розгалуження IF THEN (IF THEN ELSE) є стандартним 
оператором. Він має такий самий формат, як і в інших мовах програмування 
[336] та визначається синтаксичним правилом [SR4]. 
 
оператор_розгалуження = IF , логічний_вираз , THEN 
, "{" , { оператор } , "}" | IF , логічний_вираз , 
THEN , "{" , { оператор } , "}" , ELSE , "{" , { 
оператор } , "}" ; 
[SR4] 
 
Оператор вибору CASE OF (CASE OF ELSE) є стандартним 
оператором. Він має такий самий формат, як і в інших мовах програмування 
[336] та визначається синтаксичним правилом [SR5]. 
 
оператор_вибору = CASE , ідентифікатор , OF , "{" , 
{ ( ідентифікатор | значення ) , ":" , оператор } 
, "}" | CASE , ідентифікатор , OF , "{" , { ( 
ідентифікатор | значення ) , ":" , оператор } ,  
"}" , ELSE , "{" , ( ідентифікатор | значення ) , 
":" , оператор , "}" ; 
[SR5] 
 
Оператор заміни SUBSTITUTE FOR WHEN є специфічним 
оператором, який підставляє один набір даних замість іншого при 
виконанні певної умови (наприклад, замінює дані високої роздільності 
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даними низької роздільності, якщо дані високої роздільності на можуть 
бути завантажені, вивантажені або оброблені через певну зовнішню 
причину, як-то низька швидкість передавання даних, відсутність зв’язку з 
зовнішнім джерелом даних тощо). Цей оператор визначається 
синтаксичним правилом [SR6]. 
 
оператор_заміни = SUBSTITUTE , ідентифікатор , 
FOR , ідентифікатор , WHEN логічний_вираз ; 
[SR6] 
 
Оператор вивантаження DOWNLOAD FROM (DOWNLOAD FROM 
WITH) є специфічним оператором, який дозволяє вивантажувати дані з 
певного джерела даних (віддаленого чи локального, файлу чи потоку даних) 
та присвоювати ці дані певній змінній (елемента, кортежу або агрегата). 
Перетворення даних з файлу у формат змінної виконується з використанням 
певного обробника з відповідної бібліотеки. Оператор вивантаження 
визначається синтаксичним правилом [SR7]. 
 
оператор_вивантаження = DOWNLOAD , 
ідентифікатор , FROM , ідентифікатор [  
WITH , ідентифікатор ] ; 
[SR7] 
 
Оператор завантаження UPLOAD TO (UPLOAD TO WITH) – це 
специфічний оператор, який дозволяє вивантажувати дані, що присвоєні 
певній змінній (елемента, кортежу або агрегата) до певного ресурсу 
(віддаленого чи локального) для подальшого збереження як файл. 
Перетворення даних з формату змінної у файл виконується з використанням 
певного обробника з відповідної бібліотеки. Оператор завантаження 




оператор_завантаження = UPLOAD , 
ідентифікатор , TO , ідентифікатор [ WITH , 
ідентифікатор ] ; 
[SR8] 
 
Оператор присвоєння IS або = є стандартним оператором. Він має 
наступний формат, що визначений синтаксичним правилом [SR9]. 
 
оператор_присвоювання = ідентифікатор, ( IS | "=" ) 
, значення ; 
[SR9] 
 
Оператор відтворення RENDER WITH є специфічним оператором, 
який дозволяє відтворювати дані за допомогою певного засобу відтворення. 
Він визначається синтаксичним правилом [SR10]. 
 
оператор_відтворення = RENDER , ідентифікатор , 
WITH , ідентифікатор ; 
[SR10] 
 
В мові ASAMPL використовуються математичні операції, визначені 
синтаксичним правилом [SR11]. 
 
математична_операція = "+" | "-" | "*" | "/" | "^" ; [SR11] 
 
В мові ASAMPL використовуються логічні операції кон’юнкція, 
диз’юнкція та заперечення, визначені синтаксичними правилами [SR12]-
[SR15]. 
 






кон’юнкція = "AND" | "&" ; [SR13] 
 
диз’юнкція = "OR" | "|" ; [SR14] 
 
заперечення = "NOT" | "~" ; [SR15] 
 
Оскільки мова ASAMPL ґрунтується на апараті АСА, то в ній 
використовуються операції над агрегатами, кортежами та їх елементами, 
визначені в АСА, а саме, логічні операції та операції впорядкування. 
Логічними операціями АСА є об’єднання, перетинання, різниця, 
симетрична_різниця та виключний_перетин. Ці операції визначаються 
синтаксичними правилами [SR16]-[SR21]. 
 
логічна_операція_АСА = об’єднання | перетин | 




об’єднання = "UNI" | "&&" ; [SR17] 
 
перетин = "SEC" | "##" ; [SR18] 
 
різниця = "DIF" | "\\" ; [SR19] 
 
симетрична_різниця = "SDIF" | "^^" ; [SR20] 
 
виключний_перетин = "XSEC" | "%%" ; [SR21] 
Операціями впорядкування АСА є розміщення, сортування, 
проріджування, видалення та вставлення. Ці операції визначаються 




операція_впорядкування_АСА = розміщення | 




розміщення = "ORD" | "|=" ; [SR23] 
 
сортування = "ASORT" | "DSORT" | "->" | "<-" ; [SR24] 
 
проріджування = "SINGL" | "||" ; [SR25] 
 
видалення = "EXTR" | "<>" ; [SR26] 
 
вставлення = "INS" | "><" ; [SR27] 
 
Логічні операції та операції впорядкування реалізуються програмним 
шляхом згідно з формальним визначенням цих операцій, наведеним у 
розділі 2. При реалізації операції сортування доцільно застосувати алгоритм 
швидкого сортування, зокрема, MSD Radix Sort [338]. 
Узагальнено оператори, операції та операнди у мові ASAMPL 
визначаються синтаксичними правилами [SR28]-[SR31]. 
 
оператор = часовий_оператор | 
оператор_послідовної_обробки | 
оператор_розгалуження | оператор_вибору | 
оператор_заміни | оператор_завантаження | 
оператор_присвоювання | 




бінарна_операція , операнд | унарна_операція , 
операнд ; 
 
операнд = ідентифікатор | значення ; [SR29] 
 
бінарна_операція = математична_операція | 
кон’юнкція | диз’юнкція | логічна_операція_АСА 
| операція_впорядкування_АСА ; 
[SR30] 
 
унарна_операція = заперечення ; [SR31] 
 
В мові ASAMPL дані можуть належати до однієї з таких категорій: 
1. Element, елемент – це одиничне значення. 
2. Tuple, кортеж – це впорядкований набір даних. 
3. Aggregate, агрегат – це кортеж кортежів. 
Дані кожної з цих категорій можуть належати до таких типів даних: 
1. ATIME та RTIME – абсолютний час та відносний час відповідно. 
2. ADATE та RDATE – абсолютна дата та відносна дата відповідно. 
3. INTEGER – ціле число. 
4. REAL – дійсне число. 
5. DOUBLE – дійсне число подвійної точності. 
6. FRAME – кадр, дані цього типу являють собою двовимірну матрицю 
значень інтенсивності кольору. 
7. TEXT – текстовий тип 
8. LINK – посилання або повне ім’я файлу, де зберігаються дані.  
9. LOGIC – логічний тип. 
10. EVENT – подія. 




тип = тип_абсолютний_час | тип_відносний_час  
| тип_абсолютна_дата | тип_відносна_дата  
| чисельний_тип | тип_кадр | текстовий_тип  
| тип_посилання | логічний_тип | тип_подія ; 
[SR32] 
 
тип_множини = тип ; [SR33] 
 
тип_абсолютний_час = ATIME ; [SR34] 
 
тип_відносний_час = RTIME ; [SR35] 
 
тип_абсолютна_дата = ADATE ; [SR36] 
 
тип_відносна_дата = RDATE ; [SR37] 
 
чисельний_тип = INTEGER | REAL | DOUBLE ; [SR38] 
 
тип_кадр = FRAME ; [SR39] 
 
текстовий_тип = TEXT ; [SR40] 
 
тип_посилання = LINK ; [SR41] 
 
логічний_тип = LOGIC ; [SR42] 
 
тип_подія = EVENT ; [SR43] 
 
Значення, залежно від типу даних, мають у мові ASAMPLE 
синтаксис, що визначений правилами [SR44]-[SR57]. Синтаксичні правила 
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[SR45]-[SR48] визначені згідно з форматами часу та дати, що визначені 
стандартом ДСТУ ISO 8601:2010 [339] та рекомендаціями W3C [340]. 
 
значення = значення_абсолютного_часу  
| значення_відносного_часу | 
значення_абсолютної_дати | 
значення_відносної_дати | число | кадр | 
текстова_послідовність | посилання | 
логічне_значення | подія ; 
[SR44] 
 
значення_абсолютного_часу = [ цифра , { цифра } , 
":" , ] цифра , [ цифра ] , ":" , цифра , [ цифра ] , 
[ ":" , цифра , [ цифра ] , "." , цифра ] , [ ("+" | "-
") , цифра , цифра , ":" , цифра , цифра ] ; 
[SR45] 
 
значення_відносного_часу = [ ("+" | "-") ] , [ цифра , { 
цифра } , ":" ] цифра , { цифра } , ":" , цифра , { 
цифра } [ , ":" , цифра , { цифра } ] ; 
[SR46] 
 
значення_абсолютної_дати = [ цифра , цифра , [ 
цифра , цифра ] , "/" , ] цифра , [ цифра ] , "/" , 
цифра [ , цифра ] ; 
[SR47] 
 
значення_відносної_дати = [ ("+" | "-") ] , [ цифра , 
цифра , { цифра , цифра } , "/" , ] цифра , { 









ціле_число = [ "-" ] , цифра , { цифра } ; [SR50] 
 
дійсне_число = [ "-" ] , цифра , { цифра } , "." , цифра , 
{ цифра } ; 
[SR51] 
 
дійсне_число_подвійної_точності = [ "-" ] , цифра , 
"." , цифра , { цифра } , "e" , ( "-" | "+" ) , цифра , 
{ цифра } ; 
[SR52] 
 
кадр = "[" , число , { "," ,  число } , { ";" ,  число , { "," ,  
число } } "]" ; 
[SR53] 
 
текстова_послідовність = "”" , { літера | символ | 
цифра }, "”" ; 
[SR54] 
 
посилання = "’" , літера , літера , літера , [ літера | 
символ | цифра ] "://" , ( літера | символ | цифра 
) { літера | символ | цифра } , "." , ( літера | 
символ | цифра ) { літера | символ | цифра } , { 
"/" , ( літера | символ | цифра ) { літера | символ 
| цифра } , "." , ( літера | символ | цифра ) { 
літера | символ | цифра } } , "’" | "’" , літера , 
":\" , ( літера | символ | цифра ) { літера | символ 
| цифра } , { "\" , ( літера | символ | цифра ) { 





логічне_значення = TRUE | FALSE ; [SR56] 
 
подія = ідентифікатор ; [SR57] 
 
Інші базові поняття, що визначені у граматиці мови ASAMPL, 
представлені синтаксичними правилами [SR58]-[SR65]. 
 
літера = "A" | "B" | "C" | "D" | "E" | "F" | "G" | "H" | "I" 
| "J" | "K" | "L" | "M" | "N" | "O" | "P" | "Q" | "R" | 
"S" | "T" | "U" | "V" | "W" | "X" | "Y" | "Z" | "a" | 
"b" | "c" | "d" | "e" | "f" | "g" | "h" | "i" | "j" | "k" | "l" 
| "m" | "n" | "o" | "p" | "q" | "r" | "s" | "t" | "u" | "v" | 
"w" | "x" | "y" | "z" ; 
[SR58] 
 
цифра = "0" | "1" | "2" | "3" | "4" | "5" | "6" | "7" | "8" | "9" ; [SR59] 
 
символ = "." | "," | ";" | ":" | "!" | "?" | "(" | ")" | "[" | "]" | 
"{" | "}" | "<" | ">" | "’" | "”" | "+" | "-" | "*" | "/" | 
"=" | "\" | "@" | "#" | "$" | "|" | "%" | "^" | "&" ; 
[SR60] 
 
ідентифікатор = літера , { літера | цифра } ; [SR61] 
 
кортеж_значень = ідентифікатор | "[" , { значення [ 
"," ] } , "]" ; 
[SR62] 
 
кортеж_значень_часу = ідентифікатор | "[" , { 





логічний_вираз = ідентифікатор | ідентифікатор , 




коментар = "//" , текстова_послідовність ; [SR65] 
 
Визначимо семантику основних елементів мови ASAMPL. 
 
4.4.2. Семантика мови ASAMPL 
 
Для визначення семантики операторів мови ASAMPL 
використовуватимо аксіоматичний та операційний підходи. 
Аксіоматичні специфікації операторів визначатимо як правила 
виведення [341, 342] виду:  
𝐻1, 𝐻2, … , 𝐻𝑛
𝐻
 , 
де H є вірним, якщо ∀ 𝐻𝑖 є вірним (верифікованим), i = 1..n. 
Для визначення операційної семантики операторів, для яких немає 
аналогів у інших мовах програмування, будемо використовувати діаграми 
станів UML [343, 344]. 
Аксіоматична семантика операторів TIMELINE, TIMELINE AS та 
TIMELINE UNTIL синтаксис яких визначений правилом [SR2], 
визначається формулами [SF1]-[SF3], де 𝑃 та 𝑄 визначають попереднє та 
наступне твердження, 𝐶1, 𝐶2, … , 𝐶𝐾 визначають дії, що потрібно одночасно 
виконати у часовому операторі, 𝑎1 та 𝑎2 визначають час початку та кінця 
виконання часового оператора, ∆𝑎 – крок зміни значень часу, [𝑎1. . 𝑎𝑛] – 
кортеж часових значень, 𝑥 – поточне значення часу, 𝐵 – умова, яка визначає 




{𝑃&(𝑎1 ≤ 𝑥 ≤ 𝑎2)} 𝐶1, 𝐶2, … , 𝐶𝐾  {𝑄}




{𝑃&(𝑥 ∈ [𝑎1. . 𝑎𝑛])} 𝐶1, 𝐶2, … , 𝐶𝐾  {𝑄}




{𝑃&𝐵} 𝐶1, 𝐶2, … , 𝐶𝐾  {𝑄}




Операційна семантика оператора TIMELINE визначається діаграмою 
станів, яка наведена на рис. 4.3. 
 
 
Рис. 4.3. Діаграма станів оператора TIMELINE 
 
Операційна семантика оператора TIMELINE AS визначається 





Рис. 4.4. Діаграма станів оператора TIMELINE AS 
 
Операційна семантика оператора TIMELINE UNTIL визначається 
діаграмою станів, яка наведена на рис. 4.5. 
Аксіоматична семантика оператора SEQUENCE, синтаксис якого 
визначений правилом [SR3], визначається формулою [SF4], де 𝑃 та 𝑅 
визначають попереднє та наступне твердження відповідно, 𝑄1, … , 𝑄𝐾−1 
визначають проміжні твердження, 𝐶1, 𝐶2, … , 𝐶𝐾 визначають дії, що потрібно 
послідовно виконати у операторі SEQUENCE. 
 
{𝑃} 𝐶1 {𝑄1}, {𝑄1} 𝐶2 {𝑄2}, … , {𝑄𝐾−1} 𝐶𝐾  {𝑅}






Рис. 4.5. Діаграма станів оператора TIMELINE UNTIL 
 
Операційна семантика оператора SEQUENCE визначається 
діаграмою станів, яка наведена на рис. 4.6. 
 
 
Рис. 4.6. Діаграма станів оператора SEQUENCE 
 
Аксіоматична семантика оператора IF, синтаксис якого визначений 
правилом [SR4], визначається формулами [SF5] та [SF6], де 𝑃 та 𝑄 
визначають попереднє та наступне твердження відповідно, 𝐶, 𝐶1, 𝐶2 
визначають альтернативні дії, 𝐵 – умова вибору альтернативних дій для 
виконання у операторі IF. 
 
{𝑃&𝐵} 𝐶 {𝑄}, (𝑃&?̅?) ⊃ 𝑄






{𝑃&𝐵} 𝐶1 {𝑄}, {𝑃&?̅?} 𝐶2 {𝑄}




Аксіоматична семантика оператора CASE, синтаксис якого 
визначений правилом [SR5], визначається формулами [SF7] та [SF8], де 𝑃 
та 𝑄 визначають попереднє та наступне твердження відповідно, 𝑘𝑖 
визначають номери альтернативних варіантів дій та 𝐶𝑖 визначають 
відповідні альтернативні дії  (𝑖 = 1. . 𝑛), 𝑥 визначає поточній номер варіанту. 
 
{𝑃&(𝑥 = 𝑘𝑖  | 𝑖 = 1. . 𝑛)} 𝐶𝑖  {𝑄}




{𝑃&(𝑥 = 𝑘𝑖  | 𝑖 = 1. . 𝑛)} 𝐶𝑖  {𝑄}, {𝑃&(𝑥 ∉  [𝑘1…𝑘𝑛])} 𝐶 {𝑄}




Аксіоматична семантика оператора SUBSTITUTE, синтаксис якого 
визначений правилом [SR6], визначається формулою [SF9], де 𝑃 та 𝑄 
визначають попереднє та наступне твердження відповідно, 𝐶1, 𝐶2 
визначають дії над даними, 𝑠1, 𝑠2 визначають джерела даних, 𝑑 визначає 
змінну, з якою асоціюються дані, 𝐵 – умова вибору джерела даних. 
 
{𝑃&𝐵} 𝐶1{𝑄}, {𝑃&?̅?} 𝐶2{𝑄},   𝐶𝑖 ≡ (𝑑 = 𝑑𝑖)




Операційна семантика оператора SUBSTITUTE визначається 




Рис. 4.7. Діаграма станів оператора SUBSTITUTE 
 
Аксіоматична семантика оператора DOWNLOAD, синтаксис якого 
визначений правилом [SR7], визначається формулами [SF10] та [SF11], де 
𝑃 та 𝑄 – попереднє та наступне твердження відповідно, 𝐶 визначає дію над 
даними, 𝑠 визначає джерело даних, 𝑑 визначає змінну, з якою асоціюються 
дані, 𝑧 визначає процедуру конвертації даних (обробник). 
 
{𝑃} 𝐶 {𝑄}









Операційна семантика оператора DOWNLOAD визначається 




Рис. 4.8. Діаграма станів оператора DOWNLOAD 
 
Аксіоматична семантика оператора UPLOAD, синтаксис якого 
визначений правилом [SR8], визначається формулами [SF12] та [SF13], де 
𝑃 та 𝑄 – попереднє та наступне твердження відповідно, 𝐶 визначає дію над 
даними, 𝑟 визначає приймач даних, 𝑑 визначає змінну, з якою асоціюються 
дані, 𝑧 визначає процедуру конвертації даних (обробник). 
 
{𝑃} 𝐶 {𝑄}









Операційна семантика оператора UPLOAD визначається діаграмою 





Рис. 4.9. Діаграма станів оператора UPLOAD 
 
Аксіоматична семантика оператора IS, синтаксис якого визначений 
правилом [SR9], визначається формулою [SF14], де 𝑃 та 𝐸 – твердження,  
𝑥 – змінна, 𝑃[𝐸/𝑥] означає результат підстановки виразу 𝐸 замість всіх 
входжень змінної 𝑥 у вираз 𝑃 [341].  
 
{𝑃[𝐸/𝑥]} 𝑥 IS 𝐸 {𝑃} [SF14] 
 
Аксіоматична семантика оператора RENDER, синтаксис якого 
визначений правилом [SR10], визначається формулою [SF15], де 𝑃 та 𝑄 – 
попереднє та наступне твердження відповідно, 𝐶 визначає дію над даними, 
𝑑 визначає змінну, з якою асоціюються дані, 𝑣 визначає процедуру 
підготовки даних до відтворення (рендер). 
 
{𝑃} 𝐶 {𝑄}






Операційна семантика оператора RENDER визначається діаграмою 
станів, яка наведена на рис. 4.10. 
 
Рис. 4.10. Діаграма станів оператора RENDER 
 
Розглянемо семантику типів даних, що визначені синтаксичними 
правилами [SR45]-[SR48]. 
Нехай 𝑎, 𝑏 ∈ 𝑇𝐴, де 𝑇𝐴 – множина значень типу ATIME, на якій задані 
бінарні операції + (додавання), – (віднімання) та відношення > (перевищує), 
< (не перевищує), = (дорівнює), ≻ (слідує), ≺ (передує), ≡ (співпадає). Тоді 
справедливими є наступні твердження: 
1. 𝑓(𝑎, 𝑏) = 𝑎 + 𝑏, 𝑓: 𝑇𝐴 × 𝑇𝐴 → 𝑇𝐴 
2. 𝑎 + 𝑏 = 𝑏 + 𝑎 
3. 𝑓(𝑎, 𝑏) = 𝑎 − 𝑏, 𝑓: 𝑇𝐴 × 𝑇𝐴 → 𝑇𝐴 
4. |𝑎 − 𝑏| = |𝑏 − 𝑎| 
5. (0 < 𝑎 < 𝑏) ≡ (𝑎 ≺ 𝑏) ≡  [𝑎, 𝑏] 
6. (𝑏 > 𝑎 > 0) ≡ (𝑏 ≻ 𝑎) ≡  [𝑎, 𝑏] 
7. (𝑎 = 𝑏) ≡ (𝑎 ≡ 𝑏) ≡  [𝑎] ≡ [𝑏]. 
 
Нехай 𝑎, 𝑏 ∈ 𝑇𝑅, де 𝑇𝑅 – множина значень типу RTIME, на якій задані 
бінарні операції + (додавання), – (віднімання) та відношення  
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> (перевищує), < (не перевищує), = (дорівнює), ≻ (слідує), ≺ (передує),  
≡ (співпадає). Тоді справедливими є наступні твердження: 
1. 𝑓(𝑎, 𝑏) = 𝑎 + 𝑏, 𝑓: 𝑇𝑅 × 𝑇𝑅 → 𝑇𝑅 
2. 𝑎 + 𝑏 = 𝑏 + 𝑎 
3. 𝑓(𝑎, 𝑏) = 𝑎 − 𝑏, 𝑓: 𝑇𝑅 × 𝑇𝑅 → 𝑇𝑅 
4. |𝑎 − 𝑏| = |𝑏 − 𝑎| 
5. (𝑎 < 𝑏) ≡ (𝑎 ≺ 𝑏) ≡  [𝑎, 𝑏] 
6. (𝑏 > 𝑎) ≡ (𝑏 ≻ 𝑎) ≡  [𝑎, 𝑏] 
7. (𝑎 = 𝑏) ≡ (𝑎 ≡ 𝑏) ≡  [𝑎] ≡ [𝑏]. 
 
Нехай 𝑎, 𝑏 ∈ 𝐷𝐴, де 𝐷𝐴 – множина значень типу ADATE, на якій задані 
бінарні операції + (додавання), – (віднімання) та відношення > (перевищує), 
< (не перевищує), = (дорівнює), ≻ (слідує), ≺ (передує), ≡ (співпадає). Тоді 
справедливими є наступні твердження: 
1. 𝑓(𝑎, 𝑏) = 𝑎 + 𝑏, 𝑓: 𝐷𝐴 × 𝐷𝐴 → 𝐷𝐴 
2. 𝑎 + 𝑏 = 𝑏 + 𝑎 
3. 𝑓(𝑎, 𝑏) = 𝑎 − 𝑏, 𝑓: 𝐷𝐴 × 𝐷𝐴 → 𝐷𝐴 
4. |𝑎 − 𝑏| = |𝑏 − 𝑎| 
5. (0 < 𝑎 < 𝑏) ≡ (𝑎 ≺ 𝑏) ≡  [𝑎, 𝑏] 
6. (𝑏 > 𝑎 > 0) ≡ (𝑏 ≻ 𝑎) ≡  [𝑎, 𝑏] 
7. (𝑎 = 𝑏) ≡ (𝑎 ≡ 𝑏) ≡  [𝑎] ≡ [𝑏]. 
 
Нехай 𝑎, 𝑏 ∈ 𝐷𝑅, де 𝐷𝑅 – множина значень типу RDATE, на якій задані 
бінарні операції + (додавання), – (віднімання) та відношення > (перевищує), 
< (не перевищує), = (дорівнює), ≻ (слідує), ≺ (передує), ≡ (співпадає). Тоді 
справедливими є наступні твердження: 
1. 𝑓(𝑎, 𝑏) = 𝑎 + 𝑏, 𝑓: 𝐷𝑅 × 𝐷𝑅 → 𝐷𝑅 
2. 𝑎 + 𝑏 = 𝑏 + 𝑎 
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3. 𝑓(𝑎, 𝑏) = 𝑎 − 𝑏, 𝑓: 𝐷𝑅 × 𝐷𝑅 → 𝐷𝑅 
4. |𝑎 − 𝑏| = |𝑏 − 𝑎| 
5. (𝑎 < 𝑏) ≡ (𝑎 ≺ 𝑏) ≡  [𝑎, 𝑏] 
6. (𝑏 > 𝑎) ≡ (𝑏 ≻ 𝑎) ≡  [𝑎, 𝑏] 
7. (𝑎 = 𝑏) ≡ (𝑎 ≡ 𝑏) ≡  [𝑎] ≡ [𝑏]. 
 
Розглянемо застосування конструкцій мови ASAMPL для реалізації 
моделі обчислень парадигми програмування мультиобразів. 
 
4.4.3. Прагматика мови ASAMPL 
 
Програмування мовою ASAMPL є відносно простим процесом 
завдяки наявності у мові операторів, які дозволяють розробнику виконувати 
базові операції над мультимодальними даними: синхронізовувати дані 
різних модальностей, динамічно їх замінувати та завантажувати. Особливу 
увагу у мові приділено такому типу даних як часові дані. Час є особливою 
сутністю для мультимодальних даних, оскільки всі мульсемедійні та 
мультимедійні дані є темпоральними. Обчислювальна модель парадигми 
програмування для обробки темпоральних мультимодальних даних може 
бути реалізована мовою програмування ASAMPL шляхом визначення 
агрегатів темпоральних мультимодальних даних з синхронізацією потоків 
даних із застосуванням часового оператора. 
Мультиобраз на першому етапі синхронізації та агрегації 
визначається у розділі AGGREGATES агрегатом, як показано у 
лістингу 4.8. 
 
Лістинг 4.8 – Визначення часткового мультиобразу мовою ASAMPL 
MultiImage_i = [time, data_modality_i]; 
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Мультиобраз на другому етапі базової моделі обчислень визначається 
у розділі AGGREGATES агрегатом виду, як показано у лістингу 4.9. 
 
Лістинг 4.9 – Визначення мультиобразу об’єкта мовою ASAMPL 
MultiImage = [time, data_modality_1, …, 
data_modality_N]; 
 
Процедура синхронізації визначається відповідно до визначених 
правил та шаблонів синхронізації мультимодальних даних та реалізується 
із застосуванням оператору TIMELINE, як показано у лістингу 4.10. 
 
Лістинг 4.10 – Реалізація процедури синхронізації мовою ASAMPL 
TIMELINE time1 : step : time2 { 
 … // synchronization rules realization } 
 
Таким чином, парадигма програмування мультиобразів може бути 
реалізована за допомогою мови програмування ASAMPL. 
Можливі застосування даної мови програмування належать до сфери 
освіти, медицини, телекомунікаційних систем, промислових систем, систем 
моніторингу, електронної комерції, програмно-апаратних систем IoT тощо. 
Розглянемо приклад програмного коду, який призначено для обробки 
та формування мульсемедійного контенту для уроку географії 
(лістинг 4.11). 
 
Лістинг 4.11 – Приклад програмного коду мовою ASAMPL 
PROGRAM GeographyLesson { 
 LIBRARIES { 
  VisualLib Is ‘D:\MImage\Library\vsl.lib’; 
  AudioLab Is ‘D:\MImage\Library\aud.lib’; 
  OlfactLib Is ‘D:\MImage\Library\olf.lib’} 
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 HANDLERS { 
 MPEG2tuple Is ‘D:\MImage\Handl\mpg2tup.exe’; 
 Tuple2MPEG Is ‘D:\MImage\Handl\tup2mpg.exe’;} 
 RENDERERS { 
  VisualRen Is ‘C:\Renderer\vslren.exe’; 
  AudioRen Is ‘C:\ Renderer\audren.exe’; 
  OlfactRen Is ‘C:\Renderer\olfren.exe’;} 
 SOURCES { 
 VideoFile Is 
‘http://edu.net/Forest&WildLife.mp4’; 
 VisualDataStream Is 
‘http:/webcam.edu.net/005201’; 
 OlfactFile Is ‘D:\Lesson05\forest.dat’; 
  SceneFile Is ‘D:\Lesson05\forest.agg’;} 
 SETS { 
  Frame Is Integer(1920,1080); 
  Audio Is Real; 
  Scent Is Text;} 
 ELEMENTS { 
  duration is Time; 
  time1 = 00:00:01; 
  time2 = 00:15:00; 
  step = 00:00:01;} 
 TUPLES { 
  VisualDat Is Frame; 
  VisualDat2 Is Frame; 
  AudioDat Is Audio; 
  OlfactDat Is Scent;} 
 AGGREGATES { 
 ForestScene = [VisualDat,AudioDat,OlfactDat];} 
 ACTIONS { 
  DOWNLOAD AudioDat FROM VideoFile.audio  
   WITH MPEG2tuple; 
  DOWNLOAD VisualDat2 FROM VideoFile.visual  
   WITH MPEG2tuple; 
  DOWNLOAD OlfactDat FROM OlfactFile 
   WITH default.OlfactLib;  
  TIMELINE time1 : step : time2 { 
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  DOWNLOAD VisualDat FROM VisualDataStream 
   WITH default.VisualLib;} 
  SUBSTITUTE VisualDat2 FOR VisualDat  
   WHEN VisualDataStream IS Equivalent Null; 
 UPLOAD ForestScene TO SceneFile WITH 
default.all; 
  RENDER ForestScene 
   WITH [VisualRen, AudioRen, OlfactRen];} } 
 
Цей програмний код дозволяє створювати віртуальну модель 
(мультиобраз) реальної сцени. Мультиобраз включає дані трьох 
модальностей: відео, аудіо та запах. Передбачено два можливих джерела 
відео-даних: з файлу та з веб-камери, яка знаходиться у певному місті 
лісного масиву та зв’язок з якою встановлюється через мережу. 
Передбачається, що веб-камера може бути вимкнена з певних причин. Ця 
технічна проблема не має впливати на хід проведення шкільного уроку з 
географії, тому у коді програми використовується оператор Substitute For 
When. Він дозволяє підставляти дані з файлу, записаного для цього уроку 
заздалегідь, замість реального потоку відео з веб-камери, що транслює 
зображення лісної сцени у реальному часі. Часова шкала мультиобразу 
розрахована на 15 хвилин. Протягом цього часу потік візуальних даних 
спочатку завантажується та представляється у програмі як кортеж. Цей 
кортеж може додатково оброблюватись, але у цьому прикладі він 
використовується як складова мультиобразу, що у програмі представлений 
як агрегат. Цей агрегат зберігається у вигляді файлу формату .agg на 
локальному диску та відтворюється комплексним рендером, який 
складається з трьох рендерів, кожен з яких відтворює дані певної 
модальності.  
Практична реалізація відтворення мульсемедійних даних 
мультиобразу може бути досягнута використанням відповідних пристроїв 
за технологією мульсемедіа [193–206, 208–210, 212–215, 217]. 
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4.4.4. Порівняльний аналіз мови ASAMPL 
 
Порівняємо реалізацію базових операцій над мультимодальними 
даними у мові ASAMPL та в універсальних мовах програмування. 
Паралельна обробка темпоральних мультимодальних даних 
виконується у мові ASAMPL за допомогою оператора TIMELINE, як 
показано у лістингу 4.12.  
 
Лістинг 4.12 – Паралельна обробка темпоральних мультимодальних даних 
мовою ASAMPL 
TIMELINE time1 : step : time2  
{ action1; 
  … 
 actionN; } 
 
В універсальних мовах програмування аналогічна обробка 
виконується за допомогою декількох конструкцій. Наприклад, фрагмент 
коду мовою C# наведено у лістингу 4.13. 
 
Лістинг 4.13 – Паралельна обробка темпоральних мультимодальних даних 
мовою C# 
class Timeline 
{ List<Action> actions = new List<Action>(); 
 private double timePeriod; 
public Timeline(DateTime startTime, DateTime 
endTime, List<Action> actions) 
 { timePeriod = (endTime - 
startTime).TotalMilliseconds; 
  this.actions = actions; } 
 public async Task TimelineAsync(int timeStep) 
 { List<Task> listOfTasks = new List<Task>(); 
  foreach (var action in actions) 
264 
 
   listOfTasks.Add(DoAsync(action)); 
  await Task.WhenAll(listOfTasks); } 
 private Task DoAsync(Action action) 
 { Task.Delay(Convert.ToInt32(timePeriod)); 
  action(); 
  return Task.CompletedTask; } } 
 
Отримання даних із довільного зовнішнього джерела, такого як файл 
у локальному або хмарному сховищі, потокові дані з веб-камери або давача 
тощо, виконується у мові ASAMPL за допомогою оператора DOWNLOAD, 
як показано у лістингу 4.14.  
 
Лістинг 4.14 – Отримання темпоральних мультимодальних даних із 
зовнішнього джерела мовою ASAMPL 
DOWNLOAD name FROM link WITH handler; 
 
В універсальних мовах програмування отримання даних із довільного 
зовнішнього джерела потребує більшої кількості дій. Наприклад, фрагмент 
коду мовою C# наведено у лістингу 4.15. 
 
Лістинг 4.15 – Отримання темпоральних мультимодальних даних із 
зовнішнього джерела мовою C# 
public void Download<T>(Stream inputData, string 
link, string name) 
{ DirectoryInfo source = new 
DirectoryInfo(link); 
 if (!source.Exists) source.Create(); 
 string path = Path.Combine(link, name); 
using FileStream outputData = new 
FileStream(path, FileMode.Create); 
 inputData.CopyTo(outputData); 




Заміна одного набору темпоральних мультимодальних даних іншим, 
наприклад, під час трансляції відео із забезпеченням динамічної зміни 
активної веб-камери у системах моніторингу, виконується у мові ASAMPL 
за допомогою оператора SUBSTITUTE, як показано у лістингу 4.16.  
 
Лістинг 4.16 – Динамічна заміна джерела темпоральних мультимодальних 
даних мовою ASAMPL 
SUBSTITUTE name2 FOR name1 WHEN condition ; 
 
В універсальних мовах програмування динамічна заміна джерела 
темпоральних мультимодальних даних потребує застосування набору 
операції. Наприклад, фрагмент коду мовою C# наведено у лістингу 4.17. 
 
Лістинг 4.17 – Динамічна заміна джерела темпоральних мультимодальних 
даних мовою C# 
class Substitute 
{ DataProcessing dataProcessing = new 
DataProcessing(); 
 public void SwitchingDataSource(string 
sourceOne, string sourceTwo, bool condition) 
 { if (!condition) 
   dataProcessing.ProcessData(sourceTwo); 
  else 
  { if (SubstituteAsync(sourceOne).Result) 
   dataProcessing.ProcessData(sourceTwo);}} 
private async Task<bool> 
SubstituteAsync(string source) 
 { CancellationTokenSource cts = new 
CancellationTokenSource(); 
  CancellationToken token = cts.Token; 




var conditionChange = Task.Run(() => 
dataProcessing.ChangeCondition(token)); 
  List<Task> tasks = new List<Task>()  
  { processData, conditionChange }; 
var finishedTask = await 
Task.WhenAny(tasks); 
  tasks.Remove(finishedTask); 
  if (finishedTask == processData) 
  { cts.Cancel(); 
   return false; } 
  else 
  { cts.Cancel(); 
   return true; } } } 
 
Завантаження темпоральних мультимодальних даних до довільного 
сховища виконується у мові ASAMPL за допомогою оператора UPLOAD, 
як показано у лістингу 4.18.  
 
Лістинг 4.18 – Завантаження темпоральних мультимодальних даних до 
сховища мовою ASAMPL 
UPLOAD name TO link WITH handler; 
 
В універсальних мовах програмування завантаження даних до 
довільного сховища потребує більшої кількості дій. Наприклад, фрагмент 
коду мовою C# наведено у лістингу 4.19. 
 
Лістинг 4.19 – Завантаження темпоральних мультимодальних даних до 
сховища мовою C# 
public void Upload<T>(string source, string name) 
{ var dataTuple = DataReceiver<T>(); 
 var data = Handler<T>(dataTuple); 
 string path = Path.Combine(source, name); 
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using StreamWriter writer = new 
StreamWriter(path); 
 foreach (var dataPiece in data) 
  writer.WriteLine(dataPiece); } 
 
Проаналізуємо ефективність обробки темпоральних 
мультимодальних даних згідно з парадигмою програмування 
мультиобразів, зокрема, за допомогою універсальних мов програмування та 
за допомогою мови ASAMPL. 
Для аналізу складності програмного коду обчислимо такі показники: 
− цикломатична складність, 
− кількість рядків програмного коду, 
− індекс зручності підтримки. 
Цикломатична складність (цикломатичне число Маккейба) 
відноситься до метрик складності потоку керування програм. Цей показник 
дозволяє оцінити структурну складність програмного коду шляхом 
визначення кількості можливих варіантів проходження по програмному 
коду при виконанні програми [345]. 
Для визначення цикломатичної складності для певного фрагменту 
коду потрібно побудувати для нього граф керуючої логіки. Граф керуючої 
логіки є орієнтованим графом, вузли якого визначають елементарні керуючі 
конструкції, з яких складається цей програмний код. Два вузли у графі 
керуючої логіки з’єднуються ребром, якщо відповідні цим вузлам керуючі 
конструкції виконуються послідовно. Наприклад, граф керуючої логіки для 
методу SwitchingDataSource (лістинг 4.17) наведено на рис. рис. 4.11. 
Цикломатична складність може бути визначена за формулою (4.1). 
 




де 𝜐𝑒𝑑𝑔𝑒 – кількість ребер; 𝜐𝑛𝑜𝑑𝑒 – кількість вузлів; 𝜐𝑐𝑜𝑚𝑝 – кількість 
компонентів зв’язності. 
 
Рис. 4.11. Приклад графа керуючої логіки 
 
Індекс зручності підтримки дозволяє оцінити, наскільки легким для 
підтримки та зміни є програмний код [346]. Існує декілька підходів до 
обчислення цього показника. Один з них визначається формулою (4.2). 
 
Ψ𝑚 = max (0, 100 ∙




де 𝑉 – обсяг програмного коду, 
𝐿 – кількість рядків програмного коду. 
Обсяг програмного коду є одним з показників метрик Холстеда, 
відносяться до метрик розміру програм. Вони ґрунтуються на вимірюваних 
властивостях програмного коду та дозволяються встановити зв’язок між 
ними [347]. Базовими показниками метрик Холстеда є наступні: 
− загальна кількість операторів (𝜂𝑜), 
− загальна кількість операндів (𝜂𝑑), 
− кількість унікальних операторів (𝜂𝑢𝑜), 
− кількість унікальних операндів (𝜂𝑢𝑑). 
Виходячи з цих базових показників можна визначити інші показники, 





𝑉 = (𝜂𝑜 + 𝜂𝑑) ∙ log2(𝜂𝑢𝑜 + 𝜂𝑢𝑑). (4.3) 
 
Тоді усереднені показники програмного коду, що реалізує 
управляючі конструкції, для мови програмування ASAMPL та 
універсальних мов програмування C#, C++ та Python наведені у табл. 4.2. 
 
Таблиця 4.2 – Усереднені показники програмного коду 
Мова програмування C# C++ Python ASAMPL 
Цикломатична складність 3.25 3.25 4 1 
Обсяг програмного коду 152.94 171.60 131.52 14.53 
Індекс зручності 
підтримки 
54.16 55.26 62.35 89.15 
 
Таким чином, програмний код спеціалізованою мовою ASAMPL має 
кращі показники у порівнянні з кодом, розробленим з використанням 
універсальних мов програмування. 
 
4.5. Висновки до розділу 4 
 
У цьому розділі вирішувалась наукова задача підвищення 
ефективності програмної обробки темпоральних мультимодальних даних 
цифрових двійників. В результаті отримано такі результати. 
1. Розроблено парадигму програмування мультиобразів для обробки 
темпоральних мультимодальних даних. Особливостями цієї парадигми є:  
− використання мультиобразу досліджуваного об’єкта як основного 
компонента обчислювального процесу, що дозволяє спростити 
технологію розроблення програмного забезпечення систем 
обробки темпоральних мультимодальних даних; 
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− застосування апарату алгебраїчної системи агрегатів для обробки 
структур темпоральних мультимодальних даних;  
− використання синхронізації та агрегації даних різних 
модальностей як основної складової моделі обчислень;  
− орієнтація на використання різнорідних джерел даних.  
2. Розроблено спеціалізовану мову програмування ASAMPL, яка 
реалізує запропоновану парадигму програмування. Мова програмування 
ASAMPL призначена для розроблення прикладного програмного 
забезпечення систем обробки темпоральних мультимодальних даних, 
зокрема мультимедійних та мульсемедійних застосунків. Характерними 
рисами мови програмування ASAMPL є: 
− обробка мультимодальних даних ґрунтується на використанні 
спеціальних структур даних – мультобразів, які реалізуються за 
допомогою агрегатів та кортежів; 
− для обробки темпоральних мультимодальних даних 
використовуються спеціальні оператори: часовий оператор, 
оператор заміни, оператори вивантаження та завантаження, 
оператор відтворення. 
3. Застосування спеціальних операторів мови ASAMPL для обробки 
темпоральних мультимодальних даних дозволяє зменшити обсяг 
програмного коду у 4-6 разів, зменшити цикломатичну складність програми 
у 2-3 рази та підвищити індекс зручності підтримки програмного коду на 
25-30% порівняно з мовами програмування C#, C++, C та Python. 
4. Запропонована парадигма програмування дозволяє підвищити 
ефективність процесу розроблення прикладного програмного забезпечення 
технології цифрових двійників за рахунок зменшення складності 




РОЗДІЛ 5. ПРОГРАМНІ СИСТЕМИ ОБРОБКИ ТЕМПОРАЛЬНИХ 
МУЛЬТИМОДАЛЬНИХ ДАНИХ ЦИФРОВИХ ДВІЙНИКІВ 
ДОСЛІДЖУВАНИХ ОБ’ЄКТІВ 
 
Розроблений теоретичний інструментарій для обробки темпоральних 
мультимодальних даних та парадигма програмування мультиобразів 
дозволяють розроблювати на своїй основі програмні системи обробки 
темпоральних мультимодальних даних цифрових двійників. Розробимо 
узагальнену архітектуру програмної системи обробки темпоральних 
мультимодальних даних цифрових двійників та розглянемо варіанти її 
застосування для розроблення прикладного програмного забезпечення. 
 
5.1. Архітектура програмної системи обробки темпоральних 
мультимодальних даних цифрових двійників 
 
Програмне забезпечення, що реалізує технологію цифрових 
двійників, має охоплювати всі аспекти процесів подання та обробки 
темпоральних мультимодальних даних цифрових двійників. Тому 
програмна система обробки темпоральних мультимодальних даних 
цифрових двійників має включати компоненти, які забезпечують: 
− реалізацію правил та шаблонів синхронізації темпоральних даних; 
− синхронізацію темпоральних мультимодальних даних; 
− агрегацію темпоральних мультимодальних даних; 
− отримання даних про досліджуваний об’єкт (фізичного двійника) від 
давачів та інших джерел даних; 
− конвертацію форматів даних; 
− реалізацію поведінкової моделі цифрового двійника; 
− реалізацію візуальної моделі цифрового двійника; 
− формування мультиобразу досліджуваного об’єкта; 
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− обробку даних цифрового двійника; 
− аналіз даних поведінкової моделі цифрового двійника; 
− відтворення даних візуальної моделі цифрового двійника; 
− візуалізацію результатів дослідження фізичного двійника; 
− забезпечення конфіденційності подання даних цифрового двійника; 
− зберігання даних цифрового двійника. 
Тоді узагальнена архітектура програмної системи обробки 
темпоральних мультимодальних даних цифрових двійників має вигляд, 
представлений на рис. 5.1. 
Ця архітектура реалізує наступну логіку роботи з цифровим 
двійником. Досліджуваний об’єкт проявляє себе через низку фізичних 
процесів, явищ та сенсорних ефектів, які його характеризують та можуть 
бути зафіксовані у вигляді об’єктивних параметрів досліджуваного об’єкта 
за допомогою набору давачів та пристроїв реєстрації інформації, а також 
суб’єктивних параметрів, які оцінюються дослідником. Об’єктивні 
характеристики являють собою дані, що поділяються на поведінкові та 
мульсемедійні. 
Поведінкові дані у подальшому процесі дослідження об’єкта 
розглядаються та оброблюються як деякі технічні показники 
досліджуваного об’єкта. Мульсемедійні дані використовуються для 
віртуальної візуалізації досліджуваного об’єкта та призначені для чуттєвого 
сприйняття людиною. 
Всі дані, що отримуються в результаті реєстрації характеристик 
досліджуваного об’єкта, незалежно від їх типу, супроводжуються 
послідовністю часових міток, які визначають моменти часу отримання цих 
даних. Процедура отримання міток залежить від модальності даних, 
способу реєстрації цих даних та формату, в якому вони надходять до 





Рис. 5.1. Узагальнена архітектура програмної системи обробки 
темпоральних мультимодальних даних цифрових двійників 
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Поведінкові дані, разом із відповідними часовими мітками, надходять 
до модуля передобробки поведінкових даних, де відбувається їх 
перетворення з певного формату у формат внутрішнього подання, яке 
передбачає створення часткового мультиобразу для даних кожної 
модальності. Після конвертації форматів поведінкові дані надходять до 
модуля синхронізації та агрегації поведінкових даних. 
Робота модуля синхронізації та агрегації поведінкових даних 
залежить від результату роботи модулю реалізації правил і шаблонів 
синхронізації темпоральних даних, в основу логіки якого покладені правила 
синхронізації даних. Додатково до архітектури програмної системи можуть 
бути включені компоненти, які забезпечують аналіз часових даних з метою 
автоматичного формування шаблонів синхронізації темпоральних 
мультимодальних даних. 
Результатом роботи модуля синхронізації та агрегації поведінкових 
даних є мультиобраз, що відображає поведінку досліджуваного об’єкта. На 
основі цього мультиобразу модуль реалізації поведінкової моделі 
відтворює поведінку досліджуваного об’єкта.  
Отримані з модулю реалізації поведінкової моделі дані результату 
моделювання поведінки досліджуваного об’єкта надходять до модулю 
аналізу поведінкових даних. Логіка роботи цього модуля визначається 
цільовою функцією, яку формулює дослідник перед початком дослідження. 
Результат аналізу поведінкових даних поведінкової моделі надається 
досліднику у певному заданому форматі та є одним з результатів роботи 
системи обробки темпоральних мультимодальних даних цифрових 
двійників. 
Мульсемедійні дані, разом із відповідними часовими мітками, 
надходять до модуля передобробки мульсемедійних даних, де відбувається 
їх перетворення з певного формату у формат внутрішнього подання, яке 
передбачає створення часткового мультиобразу для даних кожної 
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модальності. Після конвертації форматів мульсемедійні дані надходять до 
модуля синхронізації та агрегації мульсемедійних даних. 
Робота модуля синхронізації та агрегації мульсемедійних даних 
залежить від результату роботи модулю реалізації правил і шаблонів 
синхронізації темпоральних даних. Результатом роботи модуля 
синхронізації та агрегації мульсемедійних даних є мультиобраз, що 
відображає характеристики зовнішніх проявів досліджуваного об’єкта, в 
тому числі характеристики зовнішнього вигляду. 
На основі цього мультиобразу модуль реалізації візуальної моделі 
відтворює зовнішній вигляд та інші зовнішні прояви досліджуваного 
об’єкта, в тому числі формує віртуальну модель досліджуваного об’єкта. Ця 
віртуальна модель є одним з результатів роботи програмної системи 
обробки темпоральних мультимодальних даних цифрових двійників.  
Віртуальна модель передається для відтворення до модулю 
відтворення цифрового двійника. Додатково до архітектури програмної 
системи можуть бути включені компоненти, які забезпечують покращення 
якості візуалізації та застосування інших видів обробки даних візуальної 
моделі, зокрема виконують обробку графічних даних [7, 9, 10, 15, 17, 22, 24, 
27, 28, 36, 47, 49, 65]. 
Мультиобрази, отримані в результаті роботи модуля синхронізації та 
агрегації поведінкових даних та модуля синхронізації та агрегації 
мульсемедійних даних, надходять до модулю синхронізації та агрегації 
даних цифрового двійника, робота якого залежить від результату роботи 
модулю реалізації правил і шаблонів синхронізації темпоральних даних.  
Результатом роботи модуля синхронізації та агрегації даних 
цифрового двійника є консолідовані дані цифрового двійника 
досліджуваного об’єкта. Ці дані передаються до модуля обробки даних 
цифрового двійника, логіка роботи якого визначається заданою цільовою 
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функцією дослідження. Результат обробки надається досліднику у деякій 
певній визначеній формі (форматі) та є одним з результатів роботи системи. 
Крім того, консолідовані дані цифрового двійника надходять до 
модуля відтворення цифрового двійника, в якому відбувається корекція 
цифрового двійника за результатами обробки його даних у модулі обробки 
даних цифрового двійника та у відповідності до нових даних, що надходять 
від давачів, що реєструють мультимодальні параметри досліджуваного 
об’єкта.  
Динамічно змінювані дані візуальної моделі цифрового двійника, що 
надходять до модуля відтворення цифрового двійника, подаються на набір 
актуаторів, кожен з яких дозволяє відтворювати дані певної модальності у 
вигляді певного аспекту образу цифрового двійника, тобто у вигляді 
віртуальної моделі досліджуваного об’єкта, яка демонструється досліднику, 
що є ще одним результатом роботи програмної системи обробки 
темпоральних мультимодальних даних цифрових двійників. 
Дані цифрового двійника досліджуваного об’єкта надходять до 
модулю захисту даних цифрового двійника для шифрування та / або 
стеганографічного приховування конфіденційних даних цифрового 
двійника.  
Після обробки конфіденційних даних дані цифрового двійника 
надходять для зберігання до локальних та / або хмарних сховищ, а також 
можуть бути надіслані віддаленим користувачам даних цифрового двійника 
досліджуваного об’єкта. 
Розглянемо варіанти застосування цієї узагальненої архітектури для 
розроблення програмних систем обробки темпоральних мультимодальних 




5.2. Програмне забезпечення медичних діагностичних систем на 
основі технології цифрових двійників 
 
Впровадження інформаційної технології цифрових двійників у галузі 
охорони здоров’я створює умови для розроблення систем підтримки 
прийняття медичних рішень на основі синхронізованих та консолідованих 
темпоральних мультимодальних медичних даних про стан здоров’я 
пацієнта, які надаватимуть лікарю інформацію про стан здоров’я пацієнта 
на якісно новому рівні. Система підтримки прийняття медичних рішень на 
основі технології цифрових двійників дозволить лікарю: 
− аналізувати інформацію, подану з позицій часу; 
− краще розуміти залежності між подіями лікування та результатами 
лікування (включаючи побічні ефекти для інших органів та систем); 
− шукати подібні випадки, що трапились у пацієнта в минулому; 
− моделювати можливий вплив нових схем лікування тощо. 
Технологія цифрових двійників передбачає накопичення даних, які 
реєструються в результаті тривалого моніторингу реального об’єкта. Це 
відповідає випадку довготривалого моніторингу стану здоров’я пацієнта, 
особливо для пацієнтів із хронічними захворюваннями. Таким чином, ідея 
застосування цифрових двійників у галузі охорони здоров’я полягає у 
створенні та динамічному оновленні індивідуального набору даних 
пацієнта. Цей індивідуальний набір даних містить синхронізовані та 
агреговані мультимодальні дані, які отримуються в результаті різних 
медичних досліджень та подаються згідно з персоналізованою 
семантичною моделлю пацієнта, органів та систем органів його тіла. Ця 
персоналізована семантична модель має відображати хронічні 
захворювання та індивідуальні стани організму пацієнта. Тіло людини в 
цілому, а також окремі його органи та системи органів, можуть 
характеризуватися багатьма параметрами, виміряними за допомогою 
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широкого спектру медичного обладнання. Дані, які отримуються в 
результаті різних медичних досліджень та тестів, є мультимодальними, 
оскільки вони описують певний специфічний аспект функціонування 
людського організму. Для створення цифрового двійника фізичного 
двійника ці мультимодальні дані повинні бути синхронізовані та агреговані.  
Мультимодальні дані для створення цифрового двійника пацієнта 
можуть бути отримані за допомогою широкого спектру пристроїв, 
інструментів та інструментів, які генерують мультимодальні дані у 
спеціалізованих, іноді унікальних форматах. Для адаптації узагальненої 
архітектури програмної системи обробки темпоральних мультимодальних 
даних цифрових двійників до специфіки медичної галузі, потрібно 
проаналізувати види медичного діагностичного обладнання та типи даних, 
що можуть бути отримані з його допомогою.  
Усі медичні пристрої та інструменти можна розділити на декілька 
груп, включаючи діагностичне обладнання, обладнання медичної 
лабораторії, медичні монітори, терапевтичне обладнання, обладнання для 
життєзабезпечення тощо [348]. Діагностичні прилади та інструменти можна 
класифікувати як вимірювальний медичний інструмент (термометри, 
сфігмоманометри, глюкометри тощо), лабораторне обладнання (біохімічні 
аналізатори, гематологічні аналізатори тощо), медичне обладнання для 
візуалізації (апарати для ультразвукового дослідження, МРТ-апарати, ПЕТ- 
та КТ-сканери, апарати для рентгенографії тощо), функціональне 
діагностичне обладнання (електрокардіографи, електроенцефалографи, 
електроміографи, реографічні прилади, спірометри тощо). Ці пристрої та 
інструменти можуть бути цифровими або нецифровими. Вимірювання, 
отримані за допомогою нецифрових інструментів (наприклад, ртутного 
термометра, ручного сфігмоманометра), звичайно записуються вручну або 
як паперові, або як електронні записи. Вимірювання, отримані за 
допомогою цифрового обладнання, подаються у вигляді файлів певних 
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форматів залежно від типу використовуваного медичного обладнання. У 
деяких діагностичних процедурах, таких як ендоскопія, зокрема, 
колоноскопія, де результатом дослідження є потік відеоданих, 
використовуються формати файлів загального призначення. Найпошире-
ніші формати файлів медичних даних [349–356] представлені в табл. 5.1. 
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Аналіз табл. 5.1 дозволяє зробити висновок про те, що більшість 
форматів медичних даних передбачає поле метаданих для зберігання 
часових міток, проте, структура файлів істотно відрізняється. Тому 
доцільно включити до архітектури програмного забезпечення медичної 
діагностичні системи на основі технології цифрових двійників модуль 
конвертації, який буде перетворювати файл кожного типу, що 
передбачається застосовувати у цій системі, у формат файлу-обгортки, 
розроблений у розділі 3. Компонентна діаграма [343, 344] цього модуля 
наведена на рис. 5.2. 
 
 
Рис. 5.2. Компонентна діаграма модуля конвертації медичних даних 
 
Компонент DataReceiver призначений для отримання медичних 
даних з діагностичного обладнання. Компонент TypeAnalyzer призначений 
для аналізу типу вхідного файлу медичних даних. Компонент 
TimeExtraction призначений для отримання з файлу часових даних. 
Компонент InputTimeLabel призначений для введення часових даних 
людиною-оператором, що є альтернативним або допоміжним способом 
отримання часових даних програмною системою. Компонент Wrapper 
виконує формування файлу-обгортки, який є готовим до подальшого 
використання у модулі синхронізації та агрегації темпоральних даних. 
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Компонентна діаграма модуля синхронізації та агрегації медичних 
темпоральних мультимодальних даних показана на рис. 5.3.  
 
 
Рис 5.3. Компонентна діаграма модуля синхронізації та агрегації медичних 
темпоральних мультимодальних даних 
 
Компонент TemporalDataExtracter призначений для перетворення 
даних з формату файлу-обгортки у внутрішнє подання темпоральних даних. 
Компонент TemplateFormer реалізує шаблони синхронізації, які 
використовуються компонентом Synchronizer. Компонент Synchronizer 
призначений для синхронізації темпоральних мультимодальних даних, 
отриманих з послідовності вхідних файлів, що подані у форматі файлу-
обгортки. Компонент Aggregator призначений для агрегації 
синхронізованих темпоральних мультимодальних даних та формування 




Процес створення цифрового двійника пацієнта представлений на 
рис. 5.4. Перший етап цього процесу передбачає отримання даних про 
біомедичний об’єкт. Джерелом цих даних можуть бути медичні прилади, 
медичний інструментарій, лабораторне обладнання, медична документація. 
Дані можуть мати цифровий та нецифровий характер. Можливість 
отримання деяких медичних даних з нецифрових джерел, як-то, ртутний 
термометр, паперова медична картка пацієнта тощо, перетворює цю 
медичну діагностичну систему на ергатичну [357]. 
 
 Рис. 5.4. Процес створення цифрового двійника пацієнта 
 
Другим етапом процесу створення цифрового двійника пацієнта є 
перетворення кожного файлу в універсальний формат, який містить часові 
мітки у визначеному форматі файлу-обгортки. В результаті отримуємо 
файл з часовими мітками (timed-файл) для кожного оригінального файлу 
певного типу. 
На третьому етапі відбувається синхронізація та агрегація даних, що 
подані у форматі файлу-обгортки. Процедура синхронізації використовує 
часові мітки, наявні у метаданих timed-файлів. Отриманий мультиобраз 
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надає комплексне подання даних цифрового двійника пацієнта. 
Для створення цифрового двійника потрібно знати семантичну 
модель відповідного фізичного двійника, тобто пацієнта. Ця семантична 
модель повинна базуватися на таких медичних стандартах, як [358]. 
Персоніфікована семантична модель пацієнта – це вихідні дані для цієї 
інформаційної технології, а також дані, отримані з діагностичного 
медичного обладнання. Синхронізовані та агреговані дані зберігаються 
відповідно до семантичної моделі, яка створюється згідно з багаторівневою 
онтологічною моделлю, розробленою у розділі 3. Спосіб цільової обробки 
даних та варіанти відтворення цифрового двійника залежать від конкретних 
завдань моніторингу та дослідження стану здоров’я пацієнта. Для 
покращення якості візуалізації цифрового двійника передбачається 
використання додаткових етапів обробки візуальної моделі [7, 9, 36, 41]. 
Взаємодія модулів програмної системи, що реалізує процес створення 
цифрового двійника пацієнта, показана у вигляді діаграми послідовності 
[343, 344], що наведена на рис. 5.5. 
 
 
Рис. 5.5. Взаємодія модулів медичної програмної системи 
 
Архітектура програмного забезпечення медичної діагностичної 




Рис. 5.6. Архітектура програмного забезпечення медичної діагностичної 
системи на основі технології цифрових двійників 
 
Для спрощення візуального моделювання передбачається 
використання шаблонних моделей тіла людини, його частин та окремих 
органів. На основі вимірювань та медичних досліджень, проведених для 
конкретного пацієнта, шаблонна модель індивідуалізується шляхом зміни 
розмірів, пропорцій та інших показників, які впливають на візуальну 
модель. Додатково до архітектури медичної програмної системи можуть 
бути включені компоненти, які забезпечують застосування процедур 
покращення якості медичних графічних даних [14, 22, 24, 27, 52] та інших 
видів обробки даних візуальної моделі [7, 9, 36, 41]. 
Запропонована архітектура медичної програмної системи на основі 
технології цифрових двійників може бути застосована для розроблення 
експертних медичних систем з розширеними функціональними 
можливостями, програмного забезпечення систем e-Health [359] та m-Health 
[360], програмного забезпечення Hospital-at-Home [361] тощо. 
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5.3. Програмні системи дистанційного навчання на основі технології 
цифрових двійників та технології мульсемедіа 
 
Розглянемо особливості розроблення програмного забезпечення з 
використанням технології цифрових двійників та технології мульсемедіа 
для двох різновидів систем, що використовуються у галузі освіти: онлайн-
лабораторії та імерсійного середовища. В обох випадках передбачається, 
що особи, що навчаються, досліджують (вивчають) певний реальний об’єкт 
(процес, явище тощо). Дослідження цього об’єкта відбувається шляхом 
реєстрації його характеристик за допомогою набору цифрових давачів. 
Оскільки характеристики відображають різні сторони природи або 
поведінки об’єкта, отримуємо послідовності темпоральних 
мультимодальних даних, на основі яких формується та відтворюється 
цифровий двійник досліджуваного об’єкта. 
 
5.3.1. Архітектура онлайн-лабораторії 
 
Онлайн-лабораторія [34, 362–364] – це програмна система, яка 
дозволяє учням використовувати віддалене обладнання для проведення 
експериментів для навчальних цілей. Програмне забезпечення онлайн-
лабораторії включає програмні засоби для обробки, аналізу, зберігання, 
передачі даних та візуалізації результатів. 
Архітектуру програмного забезпечення онлайн-лабораторії, що 
ґрунтується на використанні технології цифрових двійників та технології 
мульсемедіа, наведено на рис. 5.7.  
Послідовності темпоральних даних двох категорій (поведінкові дані 
та мульсемедійні дані) надходять до програмної системи у режимі 
реального часу з 𝑁 цифрових давачів, з якими безпосередньо взаємодіють 
модуль реєстрації поведінкових даних та модуль реєстрації мульсемедійних 
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даних. Причому, 𝑁 = 𝑁1 +𝑁2, де 𝑁1 – кількість давачів, що реєструють 
поведінкові дані та 𝑁2 – кількість давачів, що реєструють мульсемедійні 
дані. В результаті вимірювання характеристик досліджуваного об’єкта 







𝑘 ∈ 𝑀𝑘, 𝑡𝑛𝑘
𝑘 ≤ 𝐿𝑒𝑥𝑝, де 𝑡̅
𝑘 – це послідовність значень, що 
визначають моменти часу 𝑡𝑖
𝑘, коли вимірюються значення 𝑠𝑖
𝑘, які 
відображають характеристику об’єкта, 𝑇 – множина часових значень, 𝑀𝑘 – 
множина даних 𝑘-ї модальності, 𝐿𝑒𝑥𝑝 – тривалість експерименту. Ці 
темпоральні мультимодальні дані, залежно від їх категорії, надходять до 
модулю синхронізації та агрегації поведінкових даних або до модулю 
синхронізації та агрегації мульсемедійних даних.  
 
 
Рис. 5.7. Архітектура програмного забезпечення онлайн-лабораторії 
 
Синхронізація має особливе значення, коли віддалений зв’язок із 
давачами є нестабільним через високе навантаження мережі або інші 
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зовнішні умови. Синхронізація відбувається згідно з шаблонами 
синхронізації, що визначені відповідно до режимів роботи давачів даних. 
Синхронізовані та агреговані дані обох категорій надходять до 
модуля синхронізації та агрегації даних цифрового двійника, а також дані 
кожної категорії надходять до модуля реалізації моделі відповідного типу 
(поведінкової або візуальної). Результати моделювання поведінки об’єкта 
надходять до модуля обробки даних цифрового двійника. Результати 
моделювання зовнішнього вигляду та інших зовнішніх проявів об’єкта 
надходять до модуля відтворення цифрового двійника. Спосіб відтворення 
цифрового двійника залежить від технічних можливостей на стороні 
користувача онлайн-лабораторії. В разі відсутності у користувача 
обладнання для відтворення мульсемедійних ефектів візуалізація 
відбувається лише у графічний спосіб, тобто відтворюються візуальні або 
аудіовізуальні дані, а дані інших мульсемедійних типів відтворюються у 
вигляді графіків, таблиць, текстових описів тощо. Безпосередня 
комунікація користувача з системою відбувається через модуль взаємодії з 
користувачем, який може бути реалізований, наприклад, як веб-застосунок. 
 Модуль обробки даних цифрового двійника реалізує алгоритми 
обробки даних відповідно до мети онлайн-лабораторії, характеру 
експериментів, наявного обладнання тощо. Вхідними даними цього модуля 
є консолідовані дані цифрового двійника та дані, що отримуються в 
результаті моделювання поведінки досліджуваного об’єкта, а також запити, 
що отримуються від користувача системи у процесі його роботи 
(експериментів) з онлайн-лабораторією. Для збереження результатів 
експериментів та інших даних користувача використовується локальна база 
даних; для збереження даних великого обсягу, що оброблюються у онлайн-
лабораторії, передбачається використання сховища даних. 
Діаграма розгортання [343, 344] основних компонентів онлайн-










Як показано на діаграмі розгортання, компоненти програмного 
забезпечення онлайн-лабораторії встановлюються на вузли п’ятьох типів. 
Програмне забезпечення для реєстрації поведінкових даних та 
мульсемедійних даних встановлюється на комп’ютерне обладнання 
системи давачів. Програмний застосунок, що призначений для взаємодії 
користувача з онлайн-лабораторією встановлюються на пристрій 
користувача (ноутбук, планшет, смартфон тощо). Програмне забезпечення, 
що реалізує решту функцій системи, встановлюються на сервер. 
Як було зазначено вище, онлайн-лабораторія передбачає, але не 
вимагає відтворення мульсемедійних даних на стороні користувача. Цим 
онлайн-лабораторія відрізняється від імерсійного середовища, де 
відтворення мульсемедійних даних є обов’язковим. Розробимо архітектуру 
імерсійного середовища, що ґрунтується на технології цифрових двійників. 
 
5.3.2. Архітектура імерсійного середовища 
 
Імерсійне середовище [33, 37, 38, 365–367] – це апаратно-програмна 
система, яка дозволяє імітувати присутність користувача у штучно 
створеній сцені (віртуальному світі), де користувач може взаємодіяти у 
віртуальний спосіб з реальними та віртуальними об’єктами, процесами або 
явищами. 
Апаратна частина імерсійного середовища складається з цифрових 
давачів, які відстежують дії користувача в імерсійному середовищі, та 
актуаторів, що роблять можливим тривимірну візуалізацію, просторове 
відтворення звуку, тактильну взаємодію користувача з віртуальними 
об’єктами тощо. Програмна частина імерсійного середовища включає 
програмні засоби для візуалізації віртуальних об’єктів та віртуальної 
взаємодії з реальними об’єктами. Архітектура програмного забезпечення 




Рис. 5.9. Архітектура програмного забезпечення імерсійного середовища 
 
Основними даними для програмної системи, що реалізує імерсійне 
середовище на основі технології цифрових двійників, є наступні дані: 
− поведінкові дані фізичного двійника; 
− мульсемедійні дані фізичного двійника; 
− дані цифрового двійника; 
− дані віртуальної модулі сцени. 
Поведінкові та мульсемедійні дані фізичного двійника надходять для 
синхронізації та агрегації до відповідного модуля синхронізації та агрегації, 
де відбувається їх обробка відповідно до шаблонів синхронізації, вид яких 
залежить від типу давачів, що застосовуються для моніторингу фізичного 
двійника.  
Консолідовані дані кожної категорії (поведінкові дані, мульсемедійні 
дані) надходять до модулю реалізації моделі відповідного виду, а також до 
модулю синхронізації та агрегації даних цифрового двійника. Сформована 
візуальна модель цифрового двійника надається для обробки до модуля 
реалізації віртуального середовища, яке формує вигляд віртуальної сцени. 
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Дані про сформовану віртуальну сцену надходять до модуля відтворення 
цифрового двійника та подаються на модуль взаємодії з актуаторами.  
Результати моделювання поведінки фізичного двійника та 
консолідовані дані цифрового двійника передаються з модуля реалізації 
поведінкової моделі на модуль обробки даних цифрового двійника, де 
відбувається цільова обробка цих даних, яка залежить від призначення 
імерсійного середовища. Результати цієї обробки надходять до модуля 
відтворення цифрового двійника для уточнення та динамічної зміни 
цифрового двійника. 
Оскільки дані цифрового двійника та віртуального середовища мають 
великий об’єм, передбачається їх зберігання у сховищах даних; керування 
процесом зберігання цих даних забезпечує відповідний модуль.  
Якщо передбачається активна взаємодія користувача з елементами 
віртуального простору, то додатково до архітектури імерсійної системи 
мають бути включені модуль реєстрації дій користувача, який передбачає 
взаємодію з відповідними давачами даних, та модуль зворотного зв’язку, 
який ґенерує реакцію системи на дії користувача. 
Діаграма розгортання [343, 344] основних компонентів імерсійного 
середовища наведена на рис. 5.10. 
Як показано на діаграмі розгортання, компоненти програмного 
забезпечення імерсійного середовища встановлюються на вузли п’ятьох 
типів. Програмне забезпечення для реєстрації поведінкових даних 
встановлюється на комп’ютерне обладнання системи давачів, які 
реєструють технічні характеристики фізичного двійника. Програмне 
забезпечення для реєстрації мульсемедійних даних встановлюється на 
комп’ютерне обладнання системи давачів, які реєструють зовнішні прояви 
фізичного двійника. Програмне забезпечення, що реалізує решту функцій 
системи, встановлюються на сервер. Окремими вузлами є вузол сховища 








Одним з варіантів імерсійного середовища є імерсійна 
телеконференц-система, яка призначена для реєстрації, передавання та 
відтворення не лише аудіовізуальної інформації, а й інформації про 
навколишнє середовище, де присутні користувачі. Метою застосування 
імерсійної телеконференц-системи створення у її учасників ефекту 
присутності, що досягається за рахунок реєстрації, передачі та відтворення 
мультимодальної інформації про всю сцену, де присутні учасники 
телеконференції [38]. Основною вимогою до імерсійної телеконференц-
системи є забезпечення достатньо високого рівня QoE та QoS. Це може бути 
досягнуто за рахунок використання технології WebRTC [35]. 
Таким чином, розроблена узагальнена архітектура програмної 
системи обробки темпоральних мультимодальних даних цифрових 
двійників може бути адаптована для розроблення різноманітного 
програмного забезпечення, що ґрунтується на технології цифрових 
двійників, зокрема для розроблення програмних систем обробки 
темпоральних мультимодальних даних для галузі охорони здоров’я і освіти. 
 
5.4. Висновки до розділу 5 
 
У цьому розділі вирішувалась науково-практична задача розроблення 
архітектури програмних систем обробки темпоральних мультимодальних 
даних цифрових двійників досліджуваних об’єктів та моделювання 
програмного забезпечення прикладних програмних систем на її основі. В 
результаті отримано наступні результати. 
1. Розроблено узагальнену архітектуру програмної системи обробки 
темпоральних мультимодальних даних цифрових двійників, яка дозволяє 
виконувати повний цикл дослідження об’єкта. Розроблена архітектура 
забезпечує динамічне збирання двох типів характеристик досліджуваного 
об’єкта: поведінкових даних та мульсемедійних даних, які 
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використовуються для створення складових цифрового двійника: 
поведінкової моделі та візуальної моделі. В результаті консолідації даних 
цих моделей відбувається формування цифрового двійника досліджуваного 
об’єкта. Сформований цифровий двійник підлягає цільовій обробці, логіка 
якої визначається метою дослідження та призначенням програмної системи 
обробки темпоральних мультимодальних даних цифрових двійників. 
2. Розроблено архітектуру програмного забезпечення медичної 
діагностичної системи на основі технології цифрових двійників, яка 
конкретизує узагальнену архітектуру програмної системи обробки 
темпоральних мультимодальних даних цифрових двійників. Виконане 
модулювання окремих компонентів, які реалізують функціональність 
відповідних модулів розробленої архітектури програмного забезпечення 
медичної діагностичної системи. Визначено процес створення цифрового 
двійника пацієнта, який ґрунтується на використанні персоніфікованої 
семантичної моделі пацієнта та індивідуалізації шаблонних моделей тіла 
людини, його частин та окремих органів. Запропонована медична 
діагностична система не має аналогів, оскільки ґрунтується на застосуванні 
технології цифрових двійників. 
 3. Розроблено архітектуру програмного забезпечення онлайн-
лабораторії на основі технології цифрових двійників та технології 
мульсемедіа, яка призначена для дистанційного проведення експериментів 
над досліджуваним об’єктом. Запропонована архітектура онлайн-
лабораторії ґрунтується на узагальненій архітектурі програмної системи 
обробки темпоральних мультимодальних даних цифрових двійників. 
Додатково до архітектури програмної системи включено компоненти, які 
реалізують процедуру віддаленого доступу користувача до даних 
цифрового двійника досліджуваного об’єкта. Промодельовано розгортання 
програмної системи онлайн-лабораторії з врахуванням специфіки 
апаратного забезпечення процесу дослідження об’єкта. Запропонована 
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онлайн-лабораторія не має аналогів, оскільки ґрунтується на застосуванні 
технології цифрових двійників. 
 4. Розроблено архітектуру програмного забезпечення імерсійного 
середовища на основі технології цифрових двійників, яке призначене для 
віртуальної взаємодії користувача з досліджуваним об’єктом із 
забезпеченням ефекту присутності. Запропонована архітектура програмної 
системи імерсійного середовища є варіантом реалізації узагальненої 
архітектури програмної системи обробки темпоральних мультимодальних 
даних цифрових двійників. Додатково до архітектури програмної системи 
включено компоненти, які реалізують створення віртуального середовища 
та його взаємодію з цифровим двійником досліджуваного об’єкта. 
Промодельовано розгортання програмної системи імерсійного середовища 
з врахуванням специфіки апаратного забезпечення процесу дослідження 
фізичного двійника та імерсійного відтворення цифрового двійника 
досліджуваного об’єкта. Запропоноване імерсійне середовище не має 
аналогів, оскільки ґрунтується на застосуванні технології цифрових 





У дисертаційній роботі вирішено актуальну науково-технічну 
проблему – підвищення ефективності обробки темпоральних 
мультимодальних даних в комп’ютерних системах.  
У рамках виконаних наукових досліджень дістали подальший 
розвиток основи побудови програмного забезпечення систем обробки 
темпоральних мультимодальних даних цифрових двійників досліджуваних 
об’єктів. При цьому отримано такі основні наукові й практичні результати. 
1. Показано, що для формальної специфікації моделей цифрового двійника 
досліджуваного об’єкта доцільно подавати темпоральні мультимодальні 
дані, які характеризують об’єкт, у вигляді мультиобразу – впорядкованої 
сукупності синхронізованих даних. Уперше розроблено метод створення 
мультиобразу досліджуваного об’єкта, який полягає в послідовному 
виконанні процедур: формування структури даних, декомпозиція 
мультиобразу на набір часткових мультиобразів, підготовка темпоральних 
мультимодальних даних, об’єднання, сортування та проріджування даних, 
що надає можливість створювати універсальне програмне забезпечення 
систем обробки даних цифрових двійників досліджуваних об’єктів. 
2. Доведено, що для синхронізації мультиобразів, які потребують 
консолідованої обробки, доцільно використовувати правила синхронізації: 
універсальне правило, базові правила, правила нечіткої синхронізації. 
Уперше розроблено метод синхронізації мультиобразів, який ґрунтується 
на застосуванні інтервальних відношень, виконанні правил синхронізації, а 
також процедур: формування шаблону синхронізації, впорядкування 
мультиобразів, попарна синхронізація мультиобразів, що робить можливим 
комплексне дослідження кількох об’єктів. 
3. Для опису досліджуваного об’єкта уперше розроблено алгебраїчну 
систему, що задається трьома множинами – множиною елементів 
(агрегатів), множиною операцій та множиною відношень. Показано, що 
визначальними рисами розробленої алгебраїчної системи є: оперування 
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агрегатами – складеними математичними об’єктами, компоненти яких є 
впорядкованими, врахування порядку слідування компонентів при 
виконанні операцій, використання операцій впорядкування та спеціальних 
відношень (частотних, інтервальних) між компонентами агрегатів, що дає 
змогу спростити алгоритмічне забезпечення процесів обробки 
темпоральних мультимодальних даних (в тому числі нечітко визначених) 
завдяки використанню уніфікованих процедур обробки даних. 
4. Уперше розроблено моделі цифрового двійника: муксельну модель, 
часову зв’язну модель та багаторівневу онтологічну модель, які дозволяють 
представляти досліджуваний об’єкт на різних рівнях абстракції. Муксельна 
модель призначена для подання деталізованої інформації про об’єкт 
дослідження та, на відміну від відомих, представляє об’єкт як композицію 
мукселів – об’ємних елементів, які описуються впорядкованою сукупністю 
темпоральних мультимодальних даних. Часова зв’язна модель слугує для 
відображення об’єкта в динаміці зміни його стану та, на відміну від відомих, 
ґрунтується на використанні часових ключів для формування 
впорядкованої послідовності станів об’єкта та визначенні зв’язків з 
джерелами даних для динамічної реєстрації інформації про досліджуваний 
об’єкт. Багаторівнева онтологічна модель, на відміну від відомих, подає 
досліджуваний об’єкт як композицію компонентів, кожен з яких 
характеризується мульсемедійними властивостями та описується 
поведінковими характеристиками, які визначаються темпоральними 
мультимодальними даними, отриманими від досліджуваного об’єкта, та 
може включати до свого складу муксельну та часову зв’язну моделі для 
деталізованого визначення окремих компонентів об’єкта, що дає змогу 
описувати досліджуваний об’єкт максимально повно. 
5. Уперше запропоновано парадигму програмування для реалізації 
ефективних обчислень у комп’ютерних системах, яка, на відміну від 
існуючих, ґрунтується на використанні нової сутності – мультиобразу 
досліджуваного об’єкта як основного компонента обчислювального 
процесу,  що уможливлює спрощення процесу розроблення програмного 
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забезпечення систем обробки темпоральних мультимодальних даних 
цифрових двійників досліджуваних об’єктів. Показано, що особливістю цієї 
парадигми є її зорієнтованість на застосування апарату алгебраїчної 
системи агрегатів для обробки темпоральних мультимодальних даних, 
використання синхронізації та агрегації даних різних модальностей як 
основної складової моделі обчислень, застосування різнорідних джерел 
даних. Реалізація парадигми програмування дозволяє підвищити ефек-
тивність процесу розроблення прикладного програмного забезпечення сис-
тем на основі технології цифрових двійників за рахунок зниження склад-
ності програмного коду та поліпшення зручності його супроводження. 
6. Розроблено спеціалізовану мову програмування ASAMPL, яка реалізує 
запропоновану парадигму програмування та призначена для розроблення 
прикладного програмного забезпечення систем обробки темпоральних 
мультимодальних даних, зокрема мультимедійних та мульсемедійних 
застосунків. Обробка мультимодальних даних ґрунтується на використанні 
спеціальних структур даних – мультиобразів, які реалізуються за 
допомогою агрегатів та кортежів. Доведено, що застосування спеціальних 
операторів обробки темпоральних мультимодальних даних (часовий 
оператор, оператор заміни, оператори вивантаження та завантаження, 
оператор відтворення) дозволяє зменшити обсяг програмного коду в 4-6 
разів, зменшити цикломатичну складність програми у 2-3 рази та 
підвищити індекс зручності підтримки програмного коду на 25-30% 
порівняно з мовами програмування C#, C++, C та Python. 
7. Розроблено архітектуру програмної системи для обробки темпоральних 
мультимодальних даних цифрових двійників та запропоновано її варіанти 
для галузі охорони здоров’я та для дистанційної освіти. Показано, що 
особливістю розробленої архітектури є реалізація дворівневої процедури 
синхронізації та агрегації темпоральних мультимодальних даних, що 
дозволяє спростити процес розроблення прикладного програмного 
забезпечення систем обробки темпоральних мультимодальних даних 
цифрових двійників досліджуваних об’єктів.  
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