Abstract Low-resolution face recognition (LR FR) has become an active research subarea due to its significances for real applications. Conventional low-resolution face recognition approaches meet challenges like noise affection and lack of effective features with LR faces. In this paper, we propose a deep learning method for LR FR. Our convolutional neural network (CNN) model directly learns an end-to-end classification on LR faces. Different from normal CNN for high-resolution (HR) face recognition, ours integrates a lightweight hallucination network mapping LR images into HR ones. Furthermore, we concatenate the hallucination and classification networks so that the training propagation is operated in one model, which largely boosts the performance over basic CNN and separate two-step models. Besides, our model is robust to varying poses and illuminations in the wild, and also portable to embedded system for its memoryand energy-saving features.
INTRODUCTION
Face recognition has received much attention due to its wide applications. Although the performance of face recognition in controlled environment is satisfactory, the same thing does not apply to real applications with faces from images with small size, poor quality, and wide variations. Therefore, lowresolution face recognition in the wild has become one of the most challenging and crucial topics in computer vision.
Even though many methods have been proposed, LR FR in the wild still remains unsolved due to following challenges:
Loss of information. Most traditional methods based on HR face images cannot perform well with low resolution, mainly because of the loss of local information and lack of effective representation under LR circumstances.
Wide Variations. Non-canonical view faces vary largely on poses, angles, expressions, and illuminations. The algorithm has to be robust enough to handle these variations.
Background Noises. Faces in the wild tend to have complicated background that can affect the recognition performance.
Random Blur. Face images captured in the wild are often blurred with unknown kernels.
In this paper, we propose a deep convolutional neural network that outperforms normal CNN on LR FR problem. Convolutional neural network is proved to be successful in vision tasks including face recognition. The multilayer model can provide representations from varying faces that are much more robust than hand-crafted features. We apply the wellknown VGG-Net [1] to face recognition and it performs robustly with HR face images. We add a three-layer hallucination network cascaded with VGG-Net hallucinating LR faces. Our hallucination model, inspired by a related work of image super-resolution [7] , is extended with larger filters and different dataset that restrain the model for face hallucination. Finally, we integrate the hallucination network and classification network to form our model for optimization as a whole. The comparison between our cascaded network and other methods shows that our design outperforms others on the result (see Experiment Section).
The proposed cascaded network has several appealing properties. First, the hallucination structure is lightweight and simple, yet has good performance on LR face images. Second, the classification structure is deep enough to guarantee the robustness for faces in the wild, which contain variations and blur. Third, it is an end-to-end model that takes LR face images as input and directly output the classification result. Fourth, despite the deep structure, the deployed model for recognition is memory-saving and fast in speed, which is ideal for real embedded applications.
The main contribution of this paper is that we introduce a novel model for LR FR by combining face hallucination and classification approaches into deep neural network architecture. It excels most conventional recognition methods in aspects of robustness and performance, while still enjoying simplicity and light weight.
II. RELATED WORKS

A. Low-Resolution Face Recognition
This subarea has been researched for decades and methods can be classified into two categories: indirect methods and direct methods. Indirect methods mainly refer to those who first generate HR face images by super-resolution or face 
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223 FIGURE I. FACE HALLUCINATION CNN STRUCTURE hallucination, and then apply traditional HR FR approach for recognition. Significant works include hallucination [2] and S 2 R 2 [3] . Direct methods refer to those who extract resolutionrobust representations directly from LR face images and do the recognition. Landmarks include color feature [4] and CLPMs [5] . The model proposed in this paper is a mixed method of above two.
B. Convolutional Neural Network
CNN has received explosive popularity recently due to its success in computer vision tasks including image classification. The network can be trained to handle very complex vision problems, and our model benefits from the convolutional architecture to extract robust face representations. VGG-Net [1] is a powerful CNN that can be deployed for multiple applications including face recognition. And there are also eminent works that use CNN for face hallucination [6, 7, 8] , which inspire our work to a large extent.
III. APPROACH Our cascaded deep network is comprised of hallucination step and classification step. However, unlike normal indirect LR FR methods, our model integrates two parts into one neural network, which means that propagations can be operated in one network instead of two separate ones. More specifically, initially there are two CNNs separately trained for hallucination and classification. After separate models converge to stability, they will be cascaded to establish an integrated model and carry out some other training cycles to fine-tune the parameters until final convergence.
A. Face Hallucination
Our hallucination model is inspired by a related work of image super-resolution [7] . Based on their proposed CNN model, we extend the model into three-channel color-image with a larger hidden layer filter and train the network with face database to restrain the generalized super-resolution into face hallucination.
The network structure is demonstrated in Figure I . The lowresolution images should be first resized by bicubic interpolation, which is the only preprocess required. We denote the interpolated faces as LR faces IL, and IL propagate through the network with three convolution layers. Let Fi(IL) denote the feature maps of convolution layer i, and F0(IL) = IL. Let (Wi, Bi) denote the weights and biases of the convolution layer. Then the operation of convolution layers is
The operation of ReLU (Rectified Linear Unit) layer is Learning the mapping function F requires the optimization of parameters (Wi, Bi), which is achieved through minimizing the loss function defined below samples, and {Xi} denotes ground-truth high-resolution training images. This loss function benefits the hallucinated faces in PSNR level, which is a widely-used metric for image restoration, but is not necessarily optimal for vision or classification. That is why we propose the cascaded model. 
B. Face Classification
We use a pre-trained VGG-Net for classification. Since the model can be fine-tuned with small dataset, the training cycles can be short. Figure II is the structure and configuration of VGG-Net. When applied to different dataset, the only configuration to adjust is the number of filters in fc8 layer. Change the output vector length of the final layer fc8 to the number of individuals in the recognition task and the filter of this layer will be trained from scratch, while others can transfer filters from pre-trained model.
C. Cascaded Deep Network
Assume we have already trained the hallucination net and classification net separately. Now we form the cascaded deep network by concatenate the last convolution layer of hallucination net and the input data layer of VGG-Net ( Figure  III) . Then the whole network should be trained with LR images training set for further fine-tuning, which can eventually boost the performance of end-to-end LR classification.
Our proposed model has obvious advantages against the method of directly inputting the hallucinated faces into VGGNet, for we are optimizing the hallucination part for better classification performance rather than mere PSNR performance mentioned in previous section. In the meantime, the function of hallucination net will be preserved, for we only fine-tune with lower learning rate on the pre-trained mapping parameters. This leads to a boost of accuracy in classification results. More details are discussed in experiment section.
IV. EXPERIMENT
In this section we first describe the dataset for training and testing. Then we demonstrate further details on implementation. Finally, the results compared with other method are provided. Note that all our experiments are implemented in Caffe, Python and Matlab. 
A. Dataset
Our dataset is a subset of a very large face database called CASIA-WebFace-Database [9] . The database has 10575 subjects and 494414 images, and 1200 face images of 8 individuals are randomly picked from it. We divide our dataset into training set of 800 faces, validation set of 200 and testing set of 200. The original image size is 250*250, and we downscale them to 224*224 as ground-truth images and 64*64 as low-resolution images.
B. Implementation Details
First we perform bicubic interpolation as the only data preprocessing to the LR face images, upscaling them to 224*224. For training and validation set, the interpolated images are cropped into 35*35 patches and ground-truth images into 21*21 patches. These cropped patches are used for separate training for hallucination net. Table I shows the configuration of hallucination net.
For classification net, either interpolated faces or groundtruth faces can be used for the separate training. Pre-trained model of VGG-Net on large-scale face database is available on their webpage. Therefore, with our small dataset the very deep network can be easily fine-tuned and converge in a short period.
In our experiment we test on 8 individuals, so the output vector length of fc8 layer is changed to 8. After convergence, build the cascaded model as described in previous section. Note that the parameters from previous training must be preserved for finetuning. Then input the interpolated LR face images as a whole (not in patches) and train until reaching stability.
C. Results
The result comparison is demonstrated in Table II . As is shown in the table, hallucination net alone boosts the PSNR, but cascaded network further promotes the accuracy of classification. Figure IV shows the hallucination effect of different methods. But anyway, the visual quality is not what we pursue in this paper since we are not doing face hallucination task. The recognition accuracy is the evaluation of the performance of LR FR approaches, and ours turns out to be superior.
V. SUMMARY This paper proposes a deep learning approach for lowresolution face recognition. We propose a novel deep neural network structure based on previous related works of face hallucination and recognition. The cascade of two CNNs suggests an effective way of better optimization over conventional indirect methods of LR FR. By optimizing a joint hallucination-classification model, we demonstrate its advantage over conventional ones. Further study can be conducted to explore a more efficient structure to possibly promote the accuracy or accelerate the model.
