Abstract-Localization accuracy obtainable from global navigation satellites systems in built up areas like urban canyons and multi-storey car parks is severely impaired due to multipath and non-line-of-sight signal propagation. In this paper, a simple classifier was used in discriminating between multipath and line-of-sight GNSS signals. By using the carrier to noise ratio which characterizes the received signal strength of the GNSS signals, and the rate of change of the epochs of the satellite vehicles in view, a prediction accuracy of 98% was attained from the classifier. Also investigated in this paper is the effect of antenna placement on localization accuracy. Our measurement campaign using a Nissan Leaf hatch back model showed that the centre longitudinal line of the roof generated the least localization errors for an urbanized route.
I. INTRODUCTION
Currently, global navigation satellite systems (GNSS) provides huge benefits to a wide range of industries. Some of which are road transportation, finance, agriculture, and public safety which leverage GNSS as a positioning, navigation and timing (PNT) solution [1] . In addition, with the growing interest and adoption of connected autonomous vehicles (CAVs), it is envisaged that GNSS will be adopted for diverse vehicle safety applications in the future [2] . One of the main challenges associated with adopting GNSS is related to localization accuracy in urban canyons. Although GNSS provides an acceptable level of accuracy in open sky areas, its performance degrades severely in dense areas due to multipath propagation. Obstacles such as tall buildings and green foliage result in reducing the localisation accuracy to tens of meters [3] .
GNSS is a time-based ranging system where the distance between the transmitter and receiver can be determined by calculating the difference between the signal reception time (ToA) and the signal transmission time (ToT), multiplied with the speed of electromagnetic waves. In order to estimate the 3D position of a user, pseudoranges are required from at least four satellites in view to compensate for the clock bias between the receiver's quartz clock and the transmitter's atomic clock. The pseudorange to satellites can be calculated * 
where x k , y k , z k represent the k th satellite position and the user position is represented by x,y,z.
The estimation of a user's position, velocity and time (PVT) from a GNSS depends on two main factors, which are: the number and geometry of available satellites in view and the quality of the pseudoranges/Doppler rates [4] . With respect to the spatial arrangement of the satellites in the sky, this changes based on the movement of the satellites in orbit and it's characterized by the dilution of precision (DoP) [5] . Also, errors in the parameters of the navigation (NAV) message, signal propagation delays and signal distortion from several sources can also affect the accuracy of the pseudorange measurement.
Given that GNSS receivers depend on pseudoranges measurements to estimate the user?s absolute position, the ability to classify received signals according to propagation paths would reduce the ranging error to the satellite vehicles. These signals can be classified as multipath and line of sight (LoS) signals. Supervised learning is a widely known machine learning (ML) techniques whereby a training set with known labels/output is used to train a model for the purpose of predicting future outputs [6] . To generalise new instances, either a classifier or a regression is created from the rule of set [7] . Within this subset of ML, some of the mapping forms of the prediction function used include Decision tree (DT), Logistic regression (LR), Neural networks (NN) and support vector machines (SVM). With respect to DT, it is simple to implement, computationally effective and based on the structure of a tree where there are nodes/branches and leaves. While each node represents a function and each leaf represents a classification outcome, in order to make a prediction, a single decision is followed starting from the root node through to the branches. DT can also be implemented as a classification tree with binary labels or as a regression tree with a real numbers as the outcome [8] .
The GNSS antenna design is essential to obtaining robust positioning solutions for road vehicles. In the automotive industry, there are precise guidelines relating to the physical characteristics of the antenna and its radiation profile [9] . Moreover, the size of the antenna and its integrity with the car design are considered as constraints that affect the cost and the complexity of the overall design [10] . It also argued that the placement of the GNSS antenna can play a crucial role to the antenna's performance after integration. For example, the antenna patterns might be affected by metal content present in the car's body [11] . Thus, it is essential that simulation tools are used to study these effects [12] . Alternatively, radio frequency (RF) measurements can be carried out as seen in [13] to pre-empt the behaviour of the radio propagation channel. In order to empirically understand the impact of the GNSS antenna location on a vehicle's roof in terms of obtainable localization accuracy, we have carried out equivalent mobile measurements for various antenna placements.
By using the signal strength as a distinct feature of GNSS signals, a DT algorithm was used to classify the signals received by the antenna into multipath and LoS signals. The remainder of this paper is organized as follows: Section II and III discuss ML and antenna placement with regards to GNSS and CAVs. Section IV describes the data collection process and measurement rig setup. In Section V we present the results and conclude the paper in Section VI.
II. MACHINE LEARNING FOR GNSS
In [14] , a combination of features was to classify the positioning accuracy into three categories: Inaccurate, Medium accuracy and High accuracy. The features adopted were the number of satellites in view, signal-to-noise ratio (SNR), DoP, and the speed of the receiver. A standard GPS receiver (SiRF starIII Evaluation Receiver) was attached to a vehicle for collecting real-life GPS data in both open sky and urban canyon. With respect to the analysis and results, three classification methods were compared with the following error rates: principal component analysis (PCA) with error rate of 26%, Hierarchical classification using class unfolding with error rate of 25.33% and a context-based accuracy classification method with an error percentage of 22.17%.
The authors in [15] used a SVM to train a multipath error estimator for a GPS static receiver. A dual channel Trimble NetsRS receiver was used to collect GPS data for five days and the feature set adopted was made up of the satellite elevation and azimuth angles. The results showed that the error estimator enhanced the average standard deviation of the multipath error. By applying support vector regression (SVR) to correct the data set, a 79% performance improvement was observed in the multipath error estimator.
In [16] , NN and SVM were used to identify the surrounding environment and the possible multipath scenarios for selecting a receiver tracking strategy. The features used for the multipath scenarios were extracted from the correlation samples of GPS and Galileo signals. The temporal features characterised the surrounding environment as suburban, urban, indoor and open sky and the spectral features were used to identify whether the receiver was a pedestrian or a vehicle. A NovAtel GNSS + INS solution was used as tightly coupled data fusion framework to obtain a reference position solution of 1m accuracy. The framework presented showed a 5% to 35% increase in the accuracy of the estimated RMS (rootmean-square) position error.
SVM was also used in [17] to classify the GNSS pseudorange measurement into three different categories NLoS, LoS and multipath signals. The feature set adopted in this work were the received signal strength and Doppler shift. A fixed u-blox M8 receiver was used to record GNSS signals in dense building environment and ray tracing simulator was used to correctly obtain labelled NLoS signals. Topographic data was used as ground truth and the accuracy of the classifier presented was approximately 75%.
III. GNSS LOCALIZATION & ANTENNA PLACEMENTS
When deciding where to place an antenna on a vehicle, interference with signals from nearby antennas should be minimized using the required separation distance. Moreover, there is a higher possibility of receiving multipath and reflections of the signals near the edges and windows. Consequently, system designers should consider this as it can severely impair the localization accuracy [18] .
The authors in [18] investigated the impact of GPS antenna placement on the accuracy of the calculated position. Two Motorola Oncore 8-channels receivers were used to record the data and the reference antenna was placed at the centre of the roof as well as on the dashboard within the cabin. The DoP was used as a feature to estimate the impact of antenna placement on the estimated location accuracy. The analysis presented showed that for optimal performance, the GPS antenna needs to be positioned such that it maximises LoS signals and should be placed on a large ground plane. The results showed that either the centre of the rooftop or the rear centre of the vehicle?s trunk lid are the best locations to place a GPS antenna. It was also highlighted that placing the antenna inside the car negatively affects its performance.
The theory of characteristics modes was used to study the placement of a monopole antenna on the metallic rooftop of a vehicle in [11] . Along the longitudinal centre line of the vehicle, the final third towards the rear of the roof was determined to be the optimal position. In [19] , the authors investigated the effect of antenna placement on the precise positioning of a low-cost GNSS receiver (with a patch antenna). A comparison between two identical u-blox receivers was also presented; with one placed on the roof of the vehicle and the other was placed on the dashboard inside the cabin. In order to obtain precise positioning information, a Leica Viva GS15 GNSS receiver was installed on the roof. The carrier to noise ratio (C/N o ) and the circular error probable (CEP) were used as figure of merit. The results showed that the antennas mounted on the car's roof performed better and 90% of the CEPs were reduced by several meters.
IV. GNSS DATA PROCESSING, ROVER SETUP & MEASUREMENT SCENARIOS

A. Learning Data Collection & Processing
Since GNSS observation sites are positioned to receive unobstructed radio propagation paths from satellite vehicles, we obtained LoS data samples for the learning algorithm from an online GPS/GNSS database. The LoS data used in training the learning algorithm was taken from a 24-hour observation (obs) RINEX file for January 1, 2018 [20] and multipath signals were obtained from a 24 hour recording via a u-blox receiver. This was easily carried out by placing the u-blox outside the window of a residential apartment in Coventry, UK. The data labels adopted were: "label 1" for data obtained from the observation site and "label 0" for u-blox data representing multipath and NLoS.
With respect to data labelling and training, only GPS L1 C/N o was extracted from both Rinex files. Thus, according to RINEX file naming, the parameter "S1" from the satellite vehicles present was processed. The RINEX files were read using a python RINEX file reader [21] , and the content of the observation files were edited to remove SBAS and GLONASS using TEQC [22] . Subsequently MATLAB scripts were written to extract and preprocess the data. Regarding the data samples, 57760 samples were obtained from the observation site and 45832 samples from the ublox receiver. Prior to implementing the learning algorithm, the feature set was scaled using min-max normalization (as shown in (2)), randomized and then split using a 90/10 training/test rule.
For each satellite vehicle present at each site, the rate of change of C/N o (∆C/N o ) was obtained using (3)
where k is the index of the GPS satellite vehicle and j represents the epochs in the RINEX files. It should be noted that the sampling interval of the GNSS data recording determines the amount of data recorded per site.
B. Rover Setup and Measurement Scenario
A u-blox (NEO-M8T) breakout receiver board and a AeroAntenna Technology AT1675 GNSS wideband antenna were used in recording GNSS signals in this work. The specifications of the setup are summarized in Table I . With respect to the antenna placement, the GNSS antenna was mounted at the grid intersections on the roof of a Nissan Leaf 2011 model as shown in Figs. 1 and 2 . In total, eighteen (18) antenna positions were used with 27.5cm spacing between each grid point. The measurement scene was a University campus, which had environments that fit urban canyons, sparse and dense foliage as well as outdoor car parks. The weather during the measurement campaign was overcast with clear sky.
V. EVALUATION AND RESULTS
A. Evaluating Classification Learning Results
In order to evaluate the performance of the DT algorithm, we used the prediction accuracy as a figure of merit. Given the layout of the data points on a scatter plot and the need for a simple learning technique, we adopted the decision tree (DT) algorithm which used the C/N o and ∆C/N o as a feature set. Within the DT algorithm, Fine, Medium and Coarse DT were used to train the model. In Table II , the prediction accuracy obtainable for each method is presented. In Intuitively, the accuracy increases with the DT levels. In general, it can be observed that the ∆C/N o of subsequent epochs for multipath signals is higher than that of LoS signals [17] .
B. Evaluating Antenna Placement and Localization Accuracy
In Table III , the root mean square error (RMSE) of the localization accuracy is presented. The displacement between the observed and truth positions was obtained by using the Haversine formula shown in (4), 
where ∆Lat and ∆Lon are the difference in latitude/longitude of the points, R is the radius of the earth and d is the calculated distance. In this work, the road markings as depicted in Google Maps were used as truth positions. The results show that the antenna locations with the least errors are located along the longitudinal mid section of the car, which aligns with the literature [11] . Points 8 and 11 (as depicted in Fig 1) , which are approximately equidistant from the start and end of the car's roof show the least errors. The results also show that the grid line on the driver's side generated lower errors when compared with the extreme left grid. This can be associated with the left-hand traffic (LHT) rule of the road, as the driver's side has a better view since it's further away from the buildings. Nonetheless, this grid line is affected by reflections from moving vehicles when compared to the middle grid line. With respect to the topography of the campus, localization errors as high as 30m were recorded at the bends shown in Fig. 6 . This is as a result of the buildings and dense foliage close to the road, which obscures the sky view of the antenna. VI. CONCLUSIONS Localization accuracy obtainable from an off the shelf component has been characterized in this work within a typical urban environment. From a system integration point of view, the results presented in this work show that the external placements of antennas on a vehicle for the purpose of positioning affects the accuracy obtainable. From our results, it is recommended that the antenna be placed along the longitudinal mid way section and approximately onethird from the front or back of the car's roof. Since the propagation conditions of a signal affects the ranging and localization accuracy, a simple classification method using signal strength thresholds was evaluated in this work. By using the signal strength and change in the signal strength of subsequent epochs from visible satellite vehicles, the decision tree algorithm was able to attain an accuracy of approximately 98%. 
