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Abstract
We investigate the multivariate central limit theorem for nonlinear statistics by means
of Stein’s method and Slepian’s smart path interpolation method. Based on certain differ-
ence operators in theory of concentration inequalities, we obtain two explicit bounds for
the rate of convergence. Applications to Rademacher functionals, the runs and quadratic
forms are provided as well.
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1 Introduction
Let X = (X1,X2, ...,Xn) be a vector of independent random variables (not necessarily iden-
tically distributed) taking values in some measurable space X . Fixed d ≥ 2, we consider the
problem of obtaining explicit error bounds in the multivariate central limit theorem (CLT)
for Rd-valued random vector
F := (F1, F2, ..., Fd), (1.1)
where each Fi : X n → R is a measurable function of X, i.e. Fi = Fi(X1,X2, ...,Xn). The main
task is to bound the distance
dH := sup
g∈H
|E[g(F )] − E[g(Y )]|,
where Y is a centered d-dimensional Gaussian vector andH is a suitable class of test functions.
This problem, of course, is one of the most fundamental topics in Statistics and there is the
number of works devoted to it. Among others, we refer the reader to Rinott & Rotar [29] and
Chen & Fang [11] for the structures with local dependence, Bentkus [2] and Chernozhukov
et al. [12] for studies of the dependence on dimension, Nourdin et al. [22] for homogeneous
sums, Do¨bler & Peccati [14] for U -statistics, etc. We also mention the general techniques
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such as the techniques of Malliavin calculus developed for the vectors of Gaussian, Poisson
and Rademacher functionals [19, 21, 26] and the technique of Stein couplings (exchangeable
pairs, size bias couplings, etc) developed for arbitrary random vectors [8, 16, 17, 24].
It is surprising that only few works are devoted directly to the general random vectors
(1.1). We only find in the literature two papers [5, 18] where Bolthausen and Go¨tze used
Stein’s method and linear statistics to establish Berry-Esseen bounds. Unfortunately, The-
orem 2 in [5] is incorrect and a counterexample was given by Chen & Shao, see Example
4.1 in [9]. Regrading the technique and the results obtained in [18], an exposition was given
by Bhattacharya & Holmes [3]. In this paper, we do not aim to improve or generalize the
results established previously by the other authors. Our purpose is to use a new technique
for investigating the rate of convergence in the multivariate CLT for (1.1).
To measure the rate of convergence, we will provide the explicit upper estimates for the
quantity
|E[g(F )] −E[g(Y )]|,
where the test function g belongs to either C2(Rd) or C3(Rd). Those two classes of test
functions were used in, e.g. [8, 24, 26]. We recall that if (Fn)n≥1 be a sequence of square
integrable and centered random vectors and |E[g(Fn)] − E[g(Y )]| → 0 for any g ∈ Ck(Rd)
with bounded derivatives (for some k ≥ 1), then (Fn)n≥1 converges to Y in distribution as n
tends to infinity. The steps in our proofs can be briefly described as follows.
Step 1. Using Stein’s method and Slepian’s interpolation method to reduce the problem to
the study of covariances:
Cov(Fj , fg(F )), 1 ≤ j ≤ d.
There is a common way to do this step, see e.g. [12, 19, 26]. In fact, the function fg : R
d → R
depends only on g and is a twice differentiable function with bounded derivatives.
Step 2 (Main step). Looking for the random variables Zij satisfying
Cov(Fj , fg(F )) = E
[ n∑
i=1
∂
∂xi
fg(F )Zij
]
+ ”remainder”, 1 ≤ j ≤ d.
We note that if all F ′js are Gaussian random variables, Stein’s identity implies that Zij =
Cov(Fi, Fj) and ”remainder” vanishes. Since F
′
js under our investigation are the measurable
functions of independent random variables, we need a new technique to construct Zij and to
estimate ”remainder”.
Step 3. Combining the computations to get the explicit bounds for |E[g(F )] − E[g(Y )]|.
The rest of this article is organized as follows. Section 2 contains the main ingradients in
our work, we use the difference operators to construct a covariance formula and an approx-
imate chain rule for the R-valued functions of independent random variables. In Section 3,
we combine the results of Section 2 with Stein’s method and Slepian’s interpolation method
to obtain the explicit error bounds in multivariate CLT for the vectors (1.1). Some examples
with detailed computations are given in Section 4.
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2 Difference operators
Let X be a measurable space and X = (X1,X2, ...,Xn) be a vector of independent random
variables, defined on some probability space (Ω,F, P ) and taking values in X . Let X ′ =
(X ′1,X
′
2, ...,X
′
n) be an independent copy of X. For each random variable U = U(X), we write
TiU = U(X1, ...,Xi−1,X ′i,Xi+1, ...,Xn), i = 1, ..., n and denote by Ei, E
′
i the expectations
with respect to Xi and X
′
i, respectively. We introduce the σ-fields
F0 := {∅,Ω} and Fi := σ(Xk, k ≤ i), i = 1, ..., n
and
Gn+1 := {∅,Ω} and Gi := σ(Xk, k ≥ i), i = 1, ..., n.
Following the notations introduced in [4], we recall the definition of two certain difference
operators which will be used in our work.
Definition 2.1. Given a random variable U ∈ L1(P ), we define the difference operators Di
by
DiU = U − Ei[U ], i = 1, ..., n.
When U ∈ L2(P ), we define the difference operators di by
diU =
(1
2
E′i|U − TiU |2
) 1
2 , i = 1, ..., n.
We note that, in theory of Boolean functions, D is the so-called Laplacian operator, see
e.g. Definition 2.25 in [23]. The operators D and d both are very useful in the study of
concentration inequalities. In particular, the Efron-Stein inequality formulated in Theorem
3.1 of [6] can be restated as follows.
Proposition 2.1. (Efron-Stein inequality) For any random variable U ∈ L2(P ), we have
V ar(U) ≤
n∑
i=1
E|DiU |2 =
n∑
i=1
E|diU |2. (2.1)
Let us now recall some useful properties of the operators D and d, see e.g. [4, 15]. For
the sake of completeness we will give a brief proof of those properties.
Proposition 2.2. For each i = 1, ..., n, under suitable integrability assumptions, we have
(i) DiE[U |Fi] = E[DiU |Fi] and DiE[U |Gi] = E[DiU |Gi],
(ii) E [(DiU)V ] = E [(DiV )U ] = E [(DiU)(DiV )] ,
(ii) (diU)
2 = 12 [(DiU)
2 + Ei(DiU)
2],
(iv) E|DiU |p ≤ 2pE|U |p and E[(diU)2p] ≤ E[(DiU)2p] ∀ p ≥ 1. Particularly, E|DiU |2 ≤
E|U |2.
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Proof. (i) By the independence, we have Ei[U ] = E[U |σ(Xk, k 6= i)]. Hence, we obtain
DiE[U |Fi] = E[U |Fi]− E[E[U |Fi]|σ(Xk, k 6= i)] = E[U |Fi]− E[U |Fi−1]
and
E[DiU |Fi] = E[U |Fi]− E[E[U |σ(Xk , k 6= i)]|Fi] = E[U |Fi]− E[U |Fi−1].
Similarly, we also obtain DiE[U |Gi] = E[U |Gi]− E[U |Gi+1] = E[DiU |Gi].
(ii) This point follows from the relation
E[Ei[U ]Ei[V ]] = E[UEi[V ]] = E[Ei[U ]V ].
(iii) Because Ei[U ] = E
′
i[TiU ], we have
E′i[(EiU − TiU)2] = Ei[(EiU − U)2]
= Ei(DiU)
2.
This, together with the decomposition (U −TiU)2 = (U −EiU)2+2(U −EiU)(EiU −TiU)+
(EiU − TiU)2, gives us
2(diU)
2 = (DiU)
2 + E′i[(EiU − TiU)2] = (DiU)2 + Ei(DiU)2.
So we can finish the proof of the point (iii).
(iv) By using the fundamental inequality (a+ b)p ≤ 2p−1(ap + bp) we obtain
E|DiU |p ≤ 2p−1(E|U |p + E|Ei[U ]|p) ≤ 2pE|U |p, p ≥ 1.
Similarly,
E[(diU)
2p] =
1
2p
E[((DiU)
2 + Ei(DiU)
2)p]
≤ 1
2
E[(DiU)
2p + Ei(DiU)
2p]
≤ E[(DiU)2p], p ≥ 1.
When p = 2, we have E|DiU |2 = E[U2]− 2E[UEi[U ]]+E[(Ei[U ])2] = E[U2]−E[(Ei[U ])2] ≤
E[U2].
The proof of Proposition is complete.
The next two propositions provide us the main ingradients to perform Step 2 mentioned
in Introduction.
Proposition 2.3. (Covariance formula) Let U = U(X) and V = V (X) be two random
variables in L2(P ). For any α ∈ [0, 1], we have
Cov(U, V ) = E
[
n∑
i=1
DiUD
(α)
i V
]
,
where D
(α)
i V := αE[DiV |Fi] + (1− α)E[DiV |Gi].
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Proof. We have
V − E[V ] =
n∑
i=1
(E[V |Fi]− E[V |Fi−1])
=
n∑
i=1
DiE[V |Fi] by Proposition 2.2, (i).
Similarly, V −E[V ] =
n∑
i=1
(E[V |Gi]− E[V |Gi+1]) =
n∑
i=1
DiE[V |Gi]. Hence, we can get
Cov(U, V ) = E[U(V − E[V ])]
= α
n∑
i=1
E [UDiE[V |Fi]] + (1− α)
n∑
i=1
E [UDiE[V |Gi]]
= α
n∑
i=1
E [DiUDiE[V |Fi]] + (1− α)
n∑
i=1
E [DiUDiE[V |Gi]] by Proposition 2.2, (ii)
= α
n∑
i=1
E [DiUE[DiV |Fi]] + (1− α)
n∑
i=1
E [DiUE[DiV |Gi]] by Proposition 2.2, (i).
This completes the proof.
Proposition 2.4. (Approximate chain rule) Consider a random vector F = (F1, ..., Fd) ∈
L2(P ), where each component is a measurable function of X. For any the function f ∈ C2(Rd)
with bounded derivatives, we have
Dkf(F ) =
d∑
i=1
∂
∂xi
f(F )DkFi +
d∑
i,j=1
R
(k,f)
ij , 1 ≤ k ≤ n,
where the remainder terms R
(k,f)
ij , 1 ≤ i, j ≤ d satisfy the bound
|R(k,f)ij | ≤
1
2
sup
x∈Rd
∣∣ ∂2
∂xi∂xj
f(x)
∣∣[(dkFi)2 + (dkFj)2].
Proof. By the multivariate Taylor expansion we have
f(x)− f(y) =
d∑
i=1
∂
∂xi
f(x)(xi − yi) +
d∑
i,j=1
R
(f)
ij
for all x, y ∈ Rd, where the remainder terms R(f)ij are bounded by
|R(f)ij | ≤
1
2
sup
x∈Rd
∣∣ ∂2
∂xi∂xj
f(x)
∣∣× |(xi − yi)(xj − yj)|.
On the other hand, for each k = 1, ..., n, we have
Dkf(F ) = f(F )− Ek[f(F )] = f(F )− E′k[f(TkF )] = E′k[f(F )− f(TkF )],
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where TkF = (TkF1, TkF2, ..., TkFd). Hence, we can write
Dkf(F ) = E
′
k
[ d∑
i=1
∂
∂xi
f(F )(Fi − TkFi)
]
+
d∑
i,j=1
R
(k,f)
ij
=
d∑
i=1
∂
∂xi
f(F )DkFi +
d∑
i,j=1
R
(k,f)
ij , k = 1, ..., n,
where the remainder terms R
(k,f)
ij are bounded by
|R(k,f)ij | ≤
1
2
sup
x∈Rd
∣∣ ∂2
∂xi∂xj
f(x)
∣∣E′k|(Fi − TkFi)(Fj − TkFj)|
≤ 1
4
sup
x∈Rd
∣∣ ∂2
∂xi∂xj
f(x)
∣∣(E′k|Fi − TkFi|2 + E′k|Fj − TkFj |2)
=
1
2
sup
x∈Rd
∣∣ ∂2
∂xi∂xj
f(x)
∣∣[(dkFi)2 + (dkFj)2].
The proof is complete.
3 Explicit rates of convergence
In this Section, we employ Stein’s method and Slepian’s interpolation method to obtain two
explicit bounds for rates of convergence. To begin, we recall some basic notations.
• On the space of real d × d matrices, the Hilbert-Schmidt inner product and the Hilbert -
Schmidt norm are defined respectively by 〈A,B〉H.S. := Tr(ABT ) and ‖A‖H.S. :=
√
Tr(AAT ).
The operator norm of a matrix A is defined by ‖A‖op := sup
‖x‖
Rd
=1
‖Ax‖Rd , where ‖.‖Rd is
the Euclidian norm on Rd. Note that if A = diag(λ1, ..., λd) is a diagonal matrix, then
‖A‖op = max
1≤i≤d
|λi|.
• Ck(Rd) denotes the space of k-times continuously differentiable real-valued functions on Rd.
• For every function g : Rd → R, let
‖g‖Lip := sup
x 6=y
|g(x)− g(y)|
‖x− y‖Rd
.
We also let
M2(g) := sup
x 6=y
‖∇g(x)−∇g(y)‖Rd
‖x− y‖Rd
if g ∈ C1(Rd)
and
M3(g) := sup
x 6=y
‖Hess g(x)−Hess g(y)‖op
‖x− y‖Rd
if g ∈ C2(Rd).
Note that if g ∈ C1(Rd), then ‖g‖Lip = sup
x∈Rd
‖∇g(x)‖
Rd
. If g ∈ C2(Rd), then M2(g) =
sup
x∈Rd
‖Hess g(x)‖op.
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• For a positive integer k and a function g ∈ Ck(Rd), we put
‖g(k)‖∞ := max
1≤i1≤...≤ik≤d
sup
x∈Rd
∣∣ ∂k
∂xi1 ...∂xik
g(x)
∣∣.
As usual, we write g(2) = g′′ and g(3) = g′′′.
3.1 Stein’s method
Powerful as it is, Stein’s method has been extensively used to study the rate of convergence
in CLTs. In multivariate setting, some elements of this method can be summarized as in the
next lemma (see, e.g. Lemma 2.17 in [26]).
Lemma 3.1. Fix an integer d ≥ 2 and let C = {Cij : i, j = 1, ..., d} be a d × d nonnegative
definite symmetric real matrix.
1. Let Y be a random variable with values in Rd. Then Y ∼ Nd(0, C) if and only if, for every
twice differentiable function f : Rd → R such that E|〈C,Hessf(Y )〉H.S.|+E|〈Y,∇f(Y )〉Rd | <
∞, it holds that
E[〈Y,∇f(Y )〉Rd − 〈C,Hessf(Y )〉H.S.] = 0.
2. Assume in addition that C is positive definite and consider a Gaussian random vector
Y ∼ Nd(0, C). Let g : Rd → R belong to C2(Rd) with first and second bounded derivatives.
Then, the function U0g defined by
U0g(x) =
∫ 1
0
1
2t
E[g(
√
tx+
√
1− tY )− g(Y )]dt (3.1)
is a solution to the following partial differential equation (with unknown function f):
g(x) − E[g(Y )] = 〈x,∇f(x)〉Rd − 〈C,Hessf(x)〉H.S., x ∈ Rd. (3.2)
Moreover, one has that
sup
x∈Rd
‖HessU0g(x)‖H.S. ≤ ‖C−1‖op‖C‖1/2op ‖g‖Lip (3.3)
and
M3(U0g) ≤
√
2pi
4
‖C−1‖3/2op ‖C‖opM2(g) (3.4)
The next statement is the first main result of the present paper.
Theorem 3.1. Let C = (Cij)d×d be a positive definite matrix and Y be a centered d-
dimensional Gaussian vector with covariance C. Suppose that F = (F1, ..., Fd) is a R
d-valued
random vector such that E[Fi] = 0 and σij := E[FiFj ] < ∞ for all 0 ≤ i, j ≤ d. Then, for
any α ∈ [0, 1] and g ∈ C2(Rd) with ‖g‖Lip +M2(g) <∞, we have
|E[g(F )] − E[g(Y )]| ≤ B1
( d∑
i,j=1
E|Cij − Z(α)ij |2
)1/2
+B2
d∑
i=1
n∑
k=1
E|DkFi|3, (3.5)
≤ B1
d∑
i,j=1
|Cij − σij|+B1
d∑
i,j=1
√
V ar(Z
(α)
ij ) +B2
d∑
i=1
n∑
k=1
E|DkFi|3, (3.6)
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where B1 := ‖C−1‖op‖C‖1/2op ‖g‖Lip, B2 :=
√
2π
4 ‖C−1‖
3/2
op ‖C‖opM2(g)d2 and
Z
(α)
ij :=
n∑
k=1
DkFiD
(α)
k Fj , 1 ≤ i, j ≤ d.
Proof. Step 1. By using an approximate argument as in the proof of Theorem 2.3 in [8],
we can and will assume that g ∈ C∞(Rd). Because the function U0g(x) defined by (3.1) is a
solution to the equation (3.2) we obtain
|E[g(F )] − E[g(Y )]| = |E[〈C,HessU0g(F )〉H.S. − 〈F,∇U0g(F )〉Rd ]|
=
∣∣E[ d∑
i,j=1
Cij
∂2
∂xi∂xj
U0g(F ) −
d∑
j=1
Fj
∂
∂xj
U0g(F )
]∣∣
=
∣∣E[ d∑
i,j=1
Cij
∂2
∂xi∂xj
U0g(F ) −
d∑
j=1
Fjfj(F )
]∣∣, (3.7)
where fj(x) :=
∂
∂xj
U0g(x), j = 1, ..., d, x ∈ Rd. Note that
∂
∂xi
fj(x) =
∂2
∂xi∂xj
U0g(x),
∂2
∂xi∂xl
fj(x) =
∂3
∂xi∂xl∂xj
U0g(x).
Step 2. For each j = 1, ..., d, it follows from Proposition 2.4 that
Dkfj(F ) =
d∑
i=1
∂2
∂xi∂xj
U0g(F )DkFi +
d∑
i,l=1
R
(k,fj)
il , 1 ≤ k ≤ n,
where the remainder terms R
(k,fj)
il are bounded by
|R(k,fj)il | ≤
‖f ′′j ‖∞
2
[(dkFi)
2 + (dkFl)
2] ≤ ‖(U0g)
′′′‖∞
2
[(dkFi)
2 + (dkFl)
2]. (3.8)
We have E
[
Fjfj(F )
]
= Cov(Fj , fj(F )) because E[Fj ] = 0. Thanks to Proposition 2.3 we
obtain
E
[
Fjfj(F )
]
= E
[ n∑
k=1
Dkfj(F )D
(α)
k Fj
]
= E
[ n∑
k=1
( d∑
i=1
∂2
∂xi∂xj
U0g(F )DkFi +
d∑
i,l=1
R
(k,fj)
il
)
D
(α)
k Fj
]
= E
[ d∑
i=1
∂2
∂xi∂xj
U0g(F )
n∑
k=1
DkFiD
(α)
k Fj +
n∑
k=1
( d∑
i,l=1
R
(k,fj)
il
)
D
(α)
k Fj
]
= E
[ d∑
i=1
∂2
∂xi∂xj
U0g(F )Z
(α)
ij +
n∑
k=1
( d∑
i,l=1
R
(k,fj)
il
)
D
(α)
k Fj
]
, 1 ≤ j ≤ d.
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As a consequence, we can write
E
[ d∑
j=1
Fjfj(F )
]
= E
[ d∑
i,j=1
∂2
∂xi∂xj
U0g(F )Z
(α)
ij
]
+R, (3.9)
where R := E
[ d∑
j=1
n∑
k=1
( d∑
i,l=1
R
(k,fj)
il
)
D
(α)
k Fj
]
. From the estimates (3.8) we deduce
|R| ≤ ‖(U0g)
′′′‖∞
2
E
[ d∑
j=1
n∑
k=1
( d∑
i,l=1
[(dkFi)
2 + (dkFl)
2]
)|D(α)k Fj |]
= ‖(U0g)′′′‖∞d
n∑
k=1
E
[( d∑
i=1
(dkFi)
2
)( d∑
j=1
|D(α)k Fj |
)]
.
By the elementary inequality (|a1|+ ...+ |ad|)m ≤ dm−1(|a1|p+ ...+ |ad|m) for all a1, ..., ad ∈ R
and m ≥ 1, we obtain
E
( d∑
i=1
(dkFi)
2
)3/2 ≤ √dE[ d∑
i=1
(dkFi)
3
] ≤ √d d∑
i=1
E|DkFi|3,
E
( d∑
j=1
|D(α)k Fj |
)3 ≤ d2E[ d∑
j=1
|D(α)k Fj |3
] ≤ d2 d∑
j=1
E|DkFj |3.
Note that, in the last inequality, we used the facts that |D(α)k Fj |3 ≤ (α|E[DkFj |Fk]| + (1 −
α)|E[DkFj |Gk]|)3 and that E[|E[DkFj |Fk]|p|E[DkFj |Fk]|3−p] ≤ E|DkFj |3 for all 0 ≤ p ≤ 3.
We now use Ho¨lder inequality and the relation ‖(U0g)′′′‖∞ ≤M3(U0g) to get
|R| ≤ ‖(U0g)′′′‖∞d
n∑
k=1
(√
d
d∑
i=1
E|DkFi|3
)2/3(
d2
d∑
i=1
E|DkFi|3
)1/3
≤M3(U0g)d2
d∑
i=1
n∑
k=1
E|DkFi|3. (3.10)
Step 3. Inserting (3.9) into (3.7) yields
|E[g(F )] − E[g(Y )]| = ∣∣E[ d∑
i,j=1
(Cij − Z(α)ij )
∂2
∂xi∂xj
U0g(F ) −R
∣∣,
≤ ∣∣E[ d∑
i,j=1
(Cij − Z(α)ij )
∂2
∂xi∂xj
U0g(F )
∣∣ + |R|,
≤
√
E[‖HessU0g(F )‖2H.S.]
√√√√ d∑
i,j=1
E|Cij − Z(α)ij |2 + |R|.
9
So we can obtain (3.5) by using (3.3), (3.4) and (3.10). To finish the proof we observe from
Proposition 2.3 that E[Z
(α)
ij ] = σij. Hence,
E|Cij − Z(α)ij |2 = |Cij − σij|2 + V ar(Z(α)ij ), 1 ≤ i, j ≤ d.
By the elementary inequality
√
a+ b ≤ √a+√b for any a, b ≥ 0, we get
( d∑
i,j=1
E|Cij − Z(α)ij |2
)1/2 ≤ d∑
i,j=1
|Cij − σij |+
d∑
i,j=1
√
V ar(Z
(α)
ij ).
So we obtain (3.6) from (3.5).
3.2 Slepian’s interpolation method
We observe that Stein’s method requires the positive definite property of covariance matrix
C. In addition, the operator norms of C and C−1 are not easy to compute in many practical
problems. Slepian’s interpolation method will help us to avoid these disadvantages. However,
the price to pay is that we have to use the test functions in C3(Rd) instead of C2(Rd). The
next theorem contains the second main result of the present paper.
Theorem 3.2. Let Y be a centered d-dimensional Gaussian vector with covariance matrix
C = (Cij)d×d (not necessarily positive definite). Suppose that F = (F1, ..., Fd) is a Rd-valued
random vector such that E[Fi] = 0 and σij := E[FiFj ] < ∞ for all 0 ≤ i, j ≤ d. Then, for
any α ∈ [0, 1] and g ∈ C3(Rd) with ‖g′′‖∞ + ‖g′′′‖∞ <∞, we have
|E[g(F )] − E[g(Y )]| ≤ B3
d∑
i,j=1
E|Cij − Z(α)ij |+B4
d∑
i=1
n∑
k=1
E|DkFi|3 (3.11)
≤ B3
d∑
i,j=1
|Cij − σij |+B3
d∑
i,j=1
√
V ar(Z
(α)
ij ) +B4
d∑
i=1
n∑
k=1
E|DkFi|3, (3.12)
where B3 :=
‖g′′‖∞
2 , B4 :=
‖g′′′‖∞d2
3 and Z
(α)
ij , 1 ≤ i, j ≤ d are as in Theorem 3.1.
Proof. Step 1. Without loss of generality, we can assume that F and Y are independent.
Consider the Slepian’s interpolation function H(t) defined by
H(t) = E[g(
√
1− tF +
√
tY )], t ∈ [0, 1].
Clearly, H(t) is differentiable on (0, 1) and its derivative is given by
H ′(t) = E
[ d∑
j=1
∂
∂xj
g(
√
1− tF +√tY )( − Fj
2
√
1− t +
Yj
2
√
t
)]
=
E
[ d∑
j=1
∂
∂xj
g(
√
1− tF +√tY )Yj
]
2
√
t
−
E
[ d∑
j=1
∂
∂xj
g(
√
1− tF +√tY )Fj
]
2
√
1− t . (3.13)
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Step 2. By using Stein’s identity (see, e.g. Appendix A.6 in [30]) we obtain
E
[ d∑
j=1
∂
∂xj
g(
√
1− tF +
√
tY )Yj
]
= E
[
E
[ d∑
j=1
∂
∂xj
g(
√
1− ta+
√
tY )Yj
]|a=F
]
=
√
tE
[ d∑
i,j=1
∂2
∂xi∂xj
g(
√
1− tF +
√
tY )Cij
]
. (3.14)
Fixed t ∈ (0, 1), b ∈ Rd, we consider the functions f t,bj (x) := ∂∂xj g(
√
1− tx + √tb), j =
1, ..., d, x ∈ Rd. Notice that
∂
∂xi
f
t,b
j (x) =
√
1− t ∂
2
∂xi∂xj
g(
√
1− tx+
√
tb),
∂2
∂xi∂xl
f
t,b
j (x) = (1− t)
∂3
∂xi∂xl∂xj
g(
√
1− tx+
√
tb).
For each j = 1, ..., d, we apply Proposition 2.4 to f t,bj and we obtain
Dkf
t,b
j (F ) =
√
1− t
d∑
i=1
∂2
∂xi∂xj
g(
√
1− tF +√tb)DkFi +
d∑
i,l=1
R
(k,f t,bj )
il , 1 ≤ k ≤ n,
where the remainder terms R
(k,f t,bj )
il are bounded by
|R(k,f
t,b
j )
il | ≤
‖(f t,bj )′′‖∞
2
[(dkFi)
2 + (dkFl)
2] ≤ (1− t)‖g
′′′‖∞
2
[(dkFi)
2 + (dkFl)
2].
We therefore can write
E
[ d∑
j=1
Fjf
t,b
j (F )
]
=
√
1− tE[ d∑
i,j=1
∂2
∂xi∂xj
g(
√
1− tF +√tb)Z(α)ij
]
+Rt,b. (3.15)
By using the same arguments as in the proof of (3.10), the remainder Rt,b satisfies
|Rt,b| ≤ (1− t)‖g′′′‖∞d2
d∑
i=1
n∑
k=1
E|DkFi|3 ∀ t ∈ (0, 1), b ∈ Rd. (3.16)
Since F and Y are independent, the relation (3.15) gives us
E
[ d∑
j=1
∂
∂xj
g(
√
1− tF +√tY )Fj
]
= E
[
E
[ d∑
j=1
∂
∂xj
g(
√
1− tF +√tb)Fj
]|b=Y
]
= E
[
E
[ d∑
j=1
Fjf
t,b
j (F )
]|b=Y
]
=
√
1− tE[ d∑
i,j=1
∂2
∂xi∂xj
g(
√
1− tF +√tY )Z(α)ij
]
+E[Rt,Y ]. (3.17)
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Step 3. Inserting (3.14) and (3.17) into (3.13) yields
H ′(t) =
1
2
E
[ d∑
i,j=1
∂2
∂xi∂xj
g(
√
1− tF +√tY )(Cij − Z(α)ij )
]− E[Rt,Y ]
2
√
1− t ∀ t ∈ (0, 1).
By (3.16), it holds that
|H ′(t)| ≤ ‖g
′′‖∞
2
d∑
i,j=1
E|Cij − Z(α)ij |+
√
1− t‖g′′′‖∞d2
2
d∑
i=1
n∑
k=1
E|DkFi|3 ∀ t ∈ (0, 1).
By the definition of H(t) we obtain
|E[g(F )] −E[g(Y )]| = |H(1) −H(0)| = ∣∣ ∫ 1
0
H ′(t)dt
∣∣
≤ ‖g
′′‖∞
2
d∑
i,j=1
E|Cij − Z(α)ij |+
‖g′′′‖∞d2
3
d∑
i=1
n∑
k=1
E|DkFi|3.
So (3.11) is verified. Since E|Cij−Z(α)ij | ≤ |Cij−σij|+E|σij−Z(α)ij | ≤ |Cij−σij|+
√
V ar(Z
(α)
ij ),
we obtain (3.12) from (3.11). This completes the proof.
Let us end this section with some remarks.
Remark 3.1. For one-dimensional nonlinear statistics, we refer the reader to the works made
by Chatterjee [7] and Chen & Ro¨llin [10]. The Stein’s method approximation in the present
paper is a natural extension of their approach to the multi-dimensional setting.
Remark 3.2. We have implicitly assumed that the bounds (3.6) and (3.12) both involve finite
quantities, as otherwise there is nothing to prove. The bounds (3.6) and (3.12) only differ by
multiplicative constants. Thus Stein’s method and Slepian’s interpolation method provide us
the same criterion for proving the multivariate CLTs.
Remark 3.3. Generally, bounds for the rate of convergence defined via non-smooth test func-
tions are more informative in practice. For instance, such bounds can be used for the con-
struction of confidence intervals. In this paper, we only discuss the bounds defined via smooth
test functions. However, we note that our bounds can be used to evaluate the bounds for
non-smooth test functions. The reader can consult Corollary 7.3 in [22] and Section 3 in [24]
for such evaluations.
4 Applications
In this section, we provide some examples to illustrate the applicability of our abstract re-
sults. Even though Theorems 3.1 and 3.2 are designed to handle very general functions of
independent random variables, they prove to be surprisingly simple in studying CLTs for
well-known functions such runs and quadratic forms.
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4.1 New normal approximation bounds for Rademacher functionals
In this subsection, we consider a very special case where X1,X2, ...,Xn are independent
identically distributed Rademacher random variables, i.e. P (Xi = 1) = P (Xi = −1) = 12 .
The R-valued random variable U := U(X1,X2, ...,Xn) is called a Rademacher functional.
In the last years, the Malliavin-Stein method has been intensively used to study the normal
approximation for Rademacher functionals (see [20] and references therein). Our aim here
is to show a connection between our technique with Malliavin-Stein method developed for
Rademacher functionals. As a consequence, we obtain new error bounds in the multivariate
normal approximation for Rademacher functionals which are stated in terms of Malliavin
derivative operator.
Let F = (F1, ..., Fd) be a R
d-valued random vector of centered Rademacher functionals
and Y be a centered d-dimensional Gaussian vector with covariance matrix C = (Cij)d×d.
The first multivariate results were obtained by Krokowski et al. in [19]. Because of certain
technical reasons, they have to use the test function of the class C4(Rd) to investigate the
rate of convergence. In fact, they define the distance
d4(F, Y ) := sup
‖g(k)‖∞≤1,k=1,...,4
|E[g(F )] − E[g(Y )]|,
and established the following bound (see Theorem 5.1 of [19])
d4(F, Y ) ≤ d
2
( d∑
i,j=1
E|Cij − Tij|2
)1/2
+
5
3
n∑
k=1
E
[( d∑
i=1
|DkFi|
)3( d∑
i=1
|DkL−1Fi|
)]
, (4.1)
where Tij :=
n∑
k=1
DkFiDkL
−1Fj , D denotes the discrete Malliavin derivative operator and
L−1 is the pseudo-inverse of Ornstein-Uhlenbeck operator. The reader can consult [27] for
more details about Malliavin calculus of Rademacher functionals. We only recall here that,
for U := U(X1,X2, ...,Xn),
DkU :=
U+k − U−k
2
, 1 ≤ k ≤ n,
where U+k = U(X1, ...,Xk−1,+1,Xk+1...,Xn) and U
−
k = U(X1, ...,Xk−1,−1,Xk+1...,Xn).
Lemma 4.1. The difference operator D relates to Malliavin derivative operator D as follows
DkU = XkDkU, 1 ≤ k ≤ n.
Proof. For k = 1, ..., n we have
DkU = U − Ek[U ] = U+k 1{Xk=1} + U−k 1{Xk=−1} −
U+k + U
−
k
2
=
U+k − U−k
2
1{Xk=1} +
U−k − U+k
2
1{Xk=−1}
=
U+k − U−k
2
(1{Xk=1} − 1{Xk=−1}) = XkDkU.
This finishes the proof.
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We now apply the results of Section 3 to derive new normal approximation bounds for
Rademacher functionals. Following [26], we consider the distances
d3(F, Y ) := sup
‖g(k)‖∞≤1,k=1,...,3
|E[g(F )] − E[g(Y )]|,
d2(F, Y ) := sup
‖g‖Lip≤1,M2(g)≤1
|E[g(F )] − E[g(Y )]|.
Theorem 4.1. Suppose that F = (F1, ..., Fd) is a R
d-valued random vector of Rademacher
functionals such that E[Fi] = 0 and E[FiFj ] <∞ for all 0 ≤ i, j ≤ d. Then, for any α ∈ [0, 1],
we have
d3(F, Y ) ≤ d
2
( d∑
i,j=1
E|Cij − T (α)ij |2
)1/2
+
d2
3
d∑
i=1
n∑
k=1
E|DkFi|3. (4.2)
Assume in addition that C is positive definite, then
d2(F, Y )
≤ ‖C−1‖op‖C‖1/2op
( d∑
i,j=1
E|Cij − T (α)ij |2
)1/2
+
√
2pi‖C−1‖3/2op ‖C‖opd2
4
d∑
i=1
n∑
k=1
E|DkFi|3, (4.3)
where
T
(α)
ij :=
n∑
k=1
DkFi(αE[DkFj |Fk−1] + (1− α)E[DkFj |Gk+1]), 1 ≤ i, j ≤ d.
Proof. Recalling the definition of Z
(α)
ij given in Theorem 3.1, we obtain from Lemma 4.1 that
Z
(α)
ij =
n∑
k=1
XkDkFi(αE[XkDkFj |Fk] + (1− α)E[XkDkFj |Gk])
=
n∑
k=1
DkFi(αE[DkFj |Fk] + (1− α)E[DkFj |Gk]), 1 ≤ i, j ≤ d.
Since DkFj is independent of Xk for all 1 ≤ j ≤ d, this implies that E[DkFj |Fk] =
E[DkFj |Fk−1] and E[DkFj |Gk] = E[DkFj |Gk+1]. Hence, Z(α)ij = T (α)ij for all 1 ≤ i, j ≤ d.
On the other hand, we have E|DkFi|3 = E|DkFi|3 for all 1 ≤ k ≤ n, 1 ≤ i ≤ d.
Thus, by using the Cauchy-Schwarz inequality, (4.2) follows from (3.11). Similarly, (4.3)
follows from (3.5).
The proof of Theorem is complete.
Remark 4.1. When α = 1, the random variable T
(1)
ii =
n∑
k=1
DkFiE[DkFi|Fk−1] was already
used by Privault & Torrisi to investigate the univariate normal approximation for Fi. Thus
our Theorem 4.1 can be considered as a multivariate extension of Theorem 3.2 in [28].
Remark 4.2. The random variables Tij in (4.1) are defined via the Ornstein-Uhlenbeck op-
erator. Meanwhile, our random variables T
(α)
ij require the computation of conditional expec-
tations. Hence, the bound (4.1) and our bounds (4.2), (4.3) provide different ways to verify
the multivariate CLTs for Rademacher functionals.
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4.2 Runs
Let m1, ...,md be positive integer numbers such that m1 ≤ ... ≤ md and X1, ...,Xn+md−1 be
independent R-valued random variables with means µi = E[Xi] and finite fourth moments.
For each j = 1, ..., d, we consider the mj-run F
(mj ) defined by
F (mj) :=
n∑
i=1
a
(mj)
i,...,i+mj−1(Xi...Xi+mj−1 − µi...µi+mj−1),
where a
(mj )
i,...,i+mj−1, 1 ≤ i ≤ n, 1 ≤ j ≤ d are real numbers. The reader can consult the mono-
graph [1] for more details about the runs. In this subsection, we investigate the multivariate
normal approximation for the vector
F := (F (m1), ..., F (md)).
Theorem 4.2. Let Y be a centered d-dimensional Gaussian vector with the same covariance
matrix as that of F. For any g ∈ C3(Rd) with ‖g′′‖∞ + ‖g′′′‖∞ <∞, we have
|E[g(F )] −E[g(Y )]| ≤
√
2‖g′′‖∞d
d∑
i=1
m3i
√√√√ymi−11 y2
n∑
k=1
|a(mi)k,...,k+mi−1|4
+
‖g′′′‖∞d2
3
d∑
i=1
m3ix
mi−1
1 x2
n∑
k=1
|a(mi)k,...,k+mi−1|3, (4.4)
where x1 := max
1≤i≤n+md−1
E|Xi|3, x2 := max
1≤i≤n+md−1
E|Xi − µi|3, y1 := max
1≤i≤n+md−1
E|Xi|4,
y2 := max
1≤i≤n+md−1
E|Xi − µi|4.
Proof. For any g ∈ C3(Rd) with ‖g′′‖∞ + ‖g′′′‖∞ <∞, Theorem 3.2 with α = 1 gives us
|E[g(F )] − E[g(Y )]| ≤ ‖g
′′‖∞
2
d∑
i,j=1
√
V ar(Zij) +
‖g′′′‖∞d2
3
d∑
j=1
n+mj−1∑
k=1
E|DkF (mj)|3, (4.5)
where Zij :=
n+(mi∧mj)−1∑
k=1
DkF
(mi)E[DkF
(mj )|Fk], 1 ≤ i, j ≤ d.
We put Xi = X1 for all i ≥ n +md and use the convention a(mj )i,...,i+mj−1 = 0 if i ≤ 0 or
i > n. Then, we have
DkF
(mj ) = a
(mj )
k−mj+1,...,kXk−mj+1...Xk−1(Xk−µk)+...+a
(mj )
k,...,k+mj−1(Xk−µk)Xk+1...Xk+mj−1
for all k ≥ 1. Hence, we can deduce
E|DkF (mj)|3 ≤ m2j
(
E|a(mj )k−mj+1,...,kXk−mj+1...Xk−1(Xk − µk)|3
+ ...+ E|a(mj )k,...,k+mj−1(Xk − µk)Xk+1...Xk+mj−1|3
)
≤ m2jxmj−11 x2
(
|a(mj )k−mj+1,...,k|3 + ...+ |a
(mj )
k,...,k+mj−1|3
)
, k ≥ 1
15
and
n+mj−1∑
k=1
E|DkF (mj)|3 ≤ m3jxmj−11 x2
n∑
k=1
|a(mj )k,...,k+mj−1|3. (4.6)
Similarly, we also have
n+mj−1∑
k=1
E|DkF (mj )|4 ≤ m4jymj−11 y2
n∑
k=1
|a(mj )k,...,k+mj−1|4. (4.7)
We write
Zij =
n+(mi∧mj)−1∑
k=1
Z
(k)
ij , 1 ≤ i, j ≤ d,
where Z
(k)
ij := DkF
(mi)E[DkF
(mj )|Fk]. Note that
E|Z(k)ij |2 = E|DkF (mi)E[DkF (mj )|Fk]|2 ≤
1
2
(
E|DkF (mi)|4 + E|DkF (mj)|4
)
.
Using the convention Z
(k)
ij = 0 if k ≤ 0, we have
DlZij = DlZ
(l−(mi∧mj)+1)
ij + ...+DlZ
(l)
ij + ...+DlZ
(l+(mi∧mj)−1)
ij , 1 ≤ l ≤ n+ (mi ∧mj)− 1
because DlZ
(k)
ij = 0 if Z
(k)
ij does not depend on Xl. By using the Cauchy-Schwarz inequality
and then Proposition 2.2, (iv) we obtain
E|DlZij |2
≤ (2(mi ∧mj)− 1)
(
E|DlZ(l−(mi∧mj)+1)ij |2 + ...+E|DlZ(l)ij |2 + ...+ E|DlZ(l+(mi∧mj)−1)ij |2
)
≤ (2(mi ∧mj)− 1)
(
E|Z(l−(mi∧mj)+1)ij |2 + ...+ E|Z(l)ij |2 + ...+ E|Z(l+(mi∧mj)−1)ij |2
)
for 1 ≤ l ≤ n+(mi ∧mj)− 1. We now use Efron-Stein inequality (2.1) to estimate V ar(Zij).
We have
V ar(Zij) ≤
n+(mi∧mj)−1∑
l=1
E|DlZij |2
≤ (2(mi ∧mj)− 1)2
n+(mi∧mj)−1∑
l=1
E|Z(l)ij |2
≤ 1
2
(2(mi ∧mj)− 1)2

n+mi−1∑
l=1
E|DlF (mi)|4 +
n+mj−1∑
l=1
E|DlF (mj )|4


≤ 2

m2i
n+mi−1∑
l=1
E|DlF (mi)|4 +m2j
n+mj−1∑
l=1
E|DlF (mj)|4


≤ 2
(
m6i y
mi−1
1 y2
n∑
k=1
|a(mi)k,...,k+mi−1|4 +m6jy
mj−1
1 y2
n∑
k=1
|a(mj)k,...,k+mj−1|4
)
.
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We therefore obtain
√
V ar(Zij) ≤
√
2

m3i
√√√√ymi−11 y2
n∑
k=1
|a(mi)k,...,k+mi−1|4 +m3j
√√√√ymj−11 y2
n∑
k=1
|a(mj )k,...,k+mj−1|4


and
d∑
i,j=1
√
V ar(Zij) ≤ 2
√
2d
d∑
i=1
m3i
√√√√ymi−11 y2
n∑
k=1
|a(mi)k,...,k+mi−1|4. (4.8)
So we can get (4.4) by inserting (4.6) and (4.8) into (4.5). This completes the proof.
Remark 4.3. A very special case of Theorem 4.2 has been discussed in [24]: Let X ′is be
independent random variables with distribution Bernoulli(p), 0 < p < 1. We define j-run Wj
by
Wj =
n∑
i=1
1√
npj(1− p)(Xi...Xi+j−1 − p
j), 1 ≤ j ≤ d
and consider the vectorW = (W1, ...,Wd). Let Y be a centered d-dimensional Gaussian vector
with covariance matrix (σij)d×d defined by
σij := E[WiWj] = p
|i−j|/2
i∧j−1∑
k=0
(|i − j| + 1 + 2k)pk.
Theorem 4.1 in [24] provides the following rate of convergence
|E[g(W )] −E[g(Y )]| ≤ 416d
7/2‖g′′‖∞ + 960d5‖g′′′‖∞
pd/2(1− p)3/2√n . (4.9)
Let us now apply Theorem 4.2 to F = W. We have mi = i and a
(mi)
k,...,k+mi−1 =
1√
npi(1−p)
for each 1 ≤ i ≤ d. We also have x1 = y1 = p, x2 = (1 − p)3p + p3(1 − p) ≤ p(1 − p) and
y2 = (1− p)4p+ p4(1 − p) ≤ p(1− p). Hence, it holds that
d∑
i=1
m3ix
mi−1
1 x2
n∑
k=1
|a(mi)k,...,k+mi−1|3 ≤
d∑
i=1
i3pi(1− p) n√
n3p3i(1− p)3
≤ d
3√
n(1− p)
d∑
i=1
1
pi/2
≤ d
3√
n(1− p)
2
pd/2(1− p)
and
d∑
i=1
m3i
√√√√ymi−11 y2
n∑
k=1
|a(mi)k,...,k+mi−1|4 ≤
d3√
n(1− p)
d∑
i=1
1
pi/2
≤ d
3√
n(1− p)
2
pd/2(1− p) .
Combining the above estimates with (4.4) we obtain
|E[g(W )] − E[g(Y )]| ≤ 2
√
2d4‖g′′‖∞ + 23d5‖g′′′‖∞
pd/2(1− p)3/2√n ,
which is better than (4.9) when, for example, the dimension d such that 2
√
2d4 ≤ 416d7/2 or
d ≤ 21632.
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4.3 Multivariate CLT for quadratic forms
Suppose X1, ...,Xn are independent R-valued random variables with zero means, unit vari-
ances and finite fourth moments. Let A = (a
(n)
uv )nu,v=1 be a real symmetric matrix with
vanishing diagonal, i.e. a
(n)
uv = a
(n)
vu and a
(n)
uu = 0. The central limit theorem (CLT) for the
quadratic form
Wn =
∑
1≤u≤v≤n
a(n)uv XuXv
has been extensively discussed in the literature. The best known result given by de Jong [13]
says that the σ−1n Wn converges to a standard normal random variable in distribution if
σ−4n Tr(A
4)→ 0 and σ−2n max
1≤u≤n
n∑
v=1
(a(n)uv )
2 → 0,
where σ2n := V ar(Wn) =
∑
1≤u≤v≤n
(a
(n)
uv )2. We recall that Tr(A4) =
n∑
u,v=1
( n∑
k=1
a
(n)
ku a
(n)
kv
)2
and
the first condition is equivalent to σ−4n E[W 4n ]→ 3.
In this section, we generalize this classical result to multi-dimensional setting. Let Ai =
(a
(ni)
uv )nu,v=1 be real symmetric matrices with vanishing diagonal, we define the quadratic forms
F
(n)
i :=
∑
1≤u≤v≤n
a(ni)uv XuXv , 1 ≤ i ≤ d
and consider the Rd-valued vector
F (n) := (F
(n)
1 , ..., F
(n)
d ).
It is interesting to mention that the condition (4.11) with i = j is equivalent to the fourth
moment condition required in Theorem 1.7 of [14], provided that Cii = 1 for 1 ≤ i ≤ d.
Theorem 4.3. Let Y be a centered d-dimensional Gaussian vector with covariance matrix
C = (Cij)d×d (not necessarily positive definite). Suppose that
lim
n→∞E[F
(n)
i F
(n)
j ] = limn→∞
∑
1≤u≤v≤n
a(ni)uv a
(nj)
uv = Cij , 1 ≤ i, j ≤ d, (4.10)
lim
n→∞
n∑
u,v=1
( n∑
k=1
a
(ni)
ku a
(nj)
kv
)2
= 0, 1 ≤ i, j ≤ d, (4.11)
lim
n→∞ max1≤u≤n
n∑
v=1
(a(ni)uv )
2 = 0, 1 ≤ i ≤ d. (4.12)
Then, F (n) converges to Y in distribution as n→∞. Moreover, we have the following bound
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for the rate of convergence
|E[g(F (n))]−E[g(Y )]| ≤ ‖g
′′‖∞
2
d∑
i,j=1
|Cij − E[F (n)i F (n)j ]|
+
‖g′′‖∞
23/2
d∑
i,j=1
√√√√max{2, max
1≤u≤n
V ar(X2u)}
n∑
u,v=1
( n∑
k=1
a
(ni)
ku a
(nj)
kv
)2
+
‖g′′‖∞
23/2
d∑
i,j=1
√√√√8 max
1≤v≤n
V ar(X2v ) max
1≤v≤n
E|Xv |4
n∑
k=1
( n∑
v=1
(a
(ni)
kv )
2
)( n∑
v=1
(a
(nj)
kv )
2
)
+
23/2 max
1≤v≤n
E|Xv |4‖g′′′‖∞d2
3
d∑
i=1
n∑
k=1
( n∑
u=1
(a
(ni)
ku )
2
)3/2
, (4.13)
where g ∈ C3(Rd) with ‖g′′‖∞ + ‖g′′′‖∞ <∞.
Proof. We first use Theorem 3.2 with α = 12 to verify the bound (4.13). For any g ∈ C3(Rd)
with ‖g′′‖∞ + ‖g′′′‖∞ <∞, we have
|E[g(F (n))]− E[g(Y )]| ≤ ‖g
′′‖∞
2
d∑
i,j=1
|Cij − E[F (n)i F (n)j ]|
+
‖g′′‖∞
2
d∑
i,j=1
√
V ar(Z
( 1
2
)
ij ) +
‖g′′′‖∞d2
3
d∑
i=1
n∑
k=1
E|DkF (n)i |3. (4.14)
For each k = 1, ..., n we have DkF
(n)
i = Xk
n∑
v=1
a
(ni)
kv Xv,
E[DkF
(n)
i |Fk] = Xk
k∑
v=1
a
(ni)
kv Xv and E[DkF
(n)
i |Gk] = Xk
n∑
v=k
a
(ni)
kv Xv.
Then we obtain Z
( 1
2
)
ij =
1
2(Z
∗
ij + Z
⋆
ij), 1 ≤ i, j ≤ d, where
Z∗ij :=
n∑
k=1
(X2k − 1)
n∑
v=1
a
(i)
kvXv
n∑
v=1
a
(j)
kvXv, Z
⋆
ij :=
n∑
k=1
n∑
v=1
a
(i)
kvXv
n∑
v=1
a
(j)
kvXv.
Hence,
V ar(Z
( 1
2
)
ij ) ≤
1
2
(
V ar(Z∗ij) + V ar(Z
⋆
ij)
)
, 1 ≤ i, j ≤ d.
To estimate V ar(Z∗ij), we put
Z
∗(k)
ij := (X
2
k − 1)
n∑
v=1
a
(ni)
kv Xv
n∑
v=1
a
(nj)
kv Xv , 1 ≤ k ≤ n.
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We have DlZ
∗(k)
ij = 0 if l = k and for l 6= k,
DlZ
∗(k)
ij = (X
2
k − 1)
(
a
(ni)
kl a
(nj)
kl (X
2
l − 1) + a(ni)kl Xl
n∑
v=1,v 6=l
a
(nj)
kv Xv + a
(nj)
kl Xl
n∑
v=1,v 6=l
a
(ni)
kv Xv
)
.
Hence,
DlZ
∗
ij =
n∑
k=1,k 6=l
DlZ
∗(k)
ij , 1 ≤ l ≤ n
and by Efron-Stein inequality (2.1) we obtain
V ar(Z∗ij) ≤
n∑
l=1
E|DlZ∗ij |2 =
n∑
l=1
E
∣∣ n∑
k=1,k 6=l
DlZ
∗(k)
ij
∣∣2
=
n∑
l=1
n∑
k=1,k 6=l
E|DlZ∗(k)ij |2 +
n∑
l=1
∑
k 6=k′;k,k′ 6=l
E[DlZ
∗(k)
ij DlZ
∗(k′)
ij ].
By the independence and the elementary inequality |a+ b|2 ≤ 2(a2 + b2) we deduce
E|DlZ∗(k)ij |2
= V ar(X2k)
(
(a
(ni)
kl )
2(a
(nj)
kl )
2V ar(X2l ) + E|a(ni)kl Xl
n∑
v=1,v 6=l
a
(nj)
kv Xv + a
(nj)
kl Xl
n∑
v=1,v 6=l
a
(ni)
kv Xv|2
)
≤ V ar(X2k)
(
(a
(ni)
kl )
2(a
(nj)
kl )
2V ar(X2l ) + 2(a
(nj)
kl )
2
n∑
v=1,v 6=l
(a
(ni)
kv )
2 + 2(a
(ni)
kl )
2
k∑
v=1,v 6=l
(a
(nj)
kv )
2
)
≤ 2 max
1≤v≤n
V ar(X2v ) max
1≤v≤n
E|Xv |4
(
(a
(nj)
kl )
2
n∑
v=1
(a
(ni)
kv )
2 + (a
(ni)
kl )
2
k∑
v=1
(a
(nj)
kv )
2
)
and hence,
n∑
l=1
n∑
k=1,k 6=l
E|DlZ∗(k)ij |2 ≤ 4 max1≤v≤n V ar(X
2
v ) max
1≤v≤n
E|Xv|4
n∑
k=1
( n∑
v=1
(a
(ni)
kv )
2
)( n∑
v=1
(a
(nj)
kv )
2
)
.
(4.15)
From the decomposition
DlZ
∗(k)
ij = (X
2
k − 1)
(
A(k)(6= k, k′) + a(ni)kl Xla(nj)kk′ Xk′ + a(nj)kl Xla(ni)kk′ Xk′
)
,
where the term A(k)(6= k, k′) does not depend on Xk and Xk′ , we obtain
E[DlZ
∗(k)
ij DlZ
∗(k′)
ij ]
= E[(X2k − 1)(X2k′ − 1)(a(ni)kl a(nj)kk′ + a(nj)kl a(ni)kk′ )(a(ni)k′l a(nj)k′k + a(nj)k′l a(ni)k′k )X2l XkXk′ ]
= E[(X2k − 1)Xk]E[(X2k′ − 1)Xk′ ](a(ni)kl a(nj)kk′ + a(nj)kl a(ni)kk′ )(a(ni)k′l a(nj)k′k + a(nj)k′l a(ni)k′k )
≤ max
1≤v≤n
V ar(X2v )(a
(ni)
kl a
(nj)
kk′ + a
(nj)
kl a
(ni)
kk′ )(a
(ni)
k′l a
(nj)
k′k + a
(nj)
k′l a
(ni)
k′k )
≤ max
1≤v≤n
V ar(X2v )
(
(a
(ni)
kl )
2(a
(nj)
kk′ )
2 + (a
(nj)
kl )
2(a
(ni)
kk′ )
2 + (a
(ni)
k′l )
2(a
(nj)
k′k )
2 + (a
(nj)
k′l )
2(a
(ni)
k′k )
2
)
,
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which implies that
n∑
l=1
∑
k 6=k′;k,k′ 6=l
E[DlZ
∗(k)
ij DlZ
∗(k′)
ij ] ≤ 4 max1≤v≤n V ar(X
2
v )
n∑
k=1
( n∑
v=1
(a
(ni)
kv )
2
)( n∑
v=1
(a
(nj)
kv )
2
)
.
This, together with (4.15), yields
V ar(Z∗ij) ≤ 8 max
1≤v≤n
V ar(X2v ) max
1≤v≤n
E|Xv|4
n∑
k=1
( n∑
v=1
(a
(ni)
kv )
2
)( n∑
v=1
(a
(nj)
kv )
2
)
. (4.16)
On the other hand, it is easy to estimate V ar(Z⋆ij). Indeed, we have
Z⋆ij =
n∑
k=1
n∑
u,v=1
a
(i)
kua
(j)
kvXuXv =
n∑
u,v=1
( n∑
k=1
a
(i)
kua
(j)
kv
)
XuXv.
Thus Z⋆ij is a quadratic form with nonvanishing diagonal and hence,
V ar(Z⋆ij) ≤ max{2, max
1≤u≤n
V ar(X2u)}
n∑
u,v=1
( n∑
k=1
a
(ni)
ku a
(nj)
kv
)2
. (4.17)
It only remains to estimate E|DkF (n)i |3. We use Theorem 2.1 in [25] to get
E|DkF (n)i |3 = E|Xk|3E|
n∑
v=1
a
(ni)
kv Xv |3 ≤ 23/2 max1≤v≤n(E|Xv |
3)2
( n∑
u=1
(a
(ni)
ku )
2
)3/2
≤ 23/2 max
1≤v≤n
E|Xv |4
( n∑
u=1
(a
(ni)
ku )
2
)3/2
. (4.18)
Recalling V ar(Z
( 1
2
)
ij ) ≤ 12
(
V ar(Z∗ij) + V ar(Z
⋆
ij)
)
, we obtain (4.13) by inserting (4.16), (4.17)
and (4.18) into (4.14).
To prove the convergence of F (n) to Y in distribution, we need to show that
|E[g(F (n))]−E[g(Y )]| → 0 as n→∞.
The conditions (4.10) and (4.11) imply that the first two terms in the right hand side of
(4.13) converge to zero, respectively. Moreover, we have
n∑
k=1
( n∑
v=1
(a
(ni)
kv )
2
)( n∑
v=1
(a
(nj)
kv )
2
) ≤ 1
2
n∑
k=1
( n∑
v=1
(a
(ni)
kv )
2
)2
+
1
2
n∑
k=1
( n∑
v=1
(a
(ni)
kv )
2
)2
≤ E|F (n)i |2
[
max
1≤u≤n
n∑
v=1
(a(ni)uv )
2
]
+ E|F (n)j |2
[
max
1≤u≤n
n∑
v=1
(a(nj)uv )
2
]
,
n∑
u=1
( n∑
k=1
(a
(i)
ku)
2
)3/2 ≤ E|F (n)i |2
[
max
1≤u≤n
n∑
v=1
(a(ni)uv )
2
]1/2
and E|F (n)i |2 ≤ Cii + 1, E|F (n)j |2 ≤ Cjj + 1 for n large sufficiently. Hence, the condition
(4.12) ensures that the last two terms in the right hand side of (4.13) also converge to zero
as n→∞. This completes the proof.
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