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ADDITIVE ENERGY AND THE HAUSDORFF
DIMENSION OF THE EXCEPTIONAL SET IN
METRIC PAIR CORRELATION PROBLEMS
CHRISTOPH AISTLEITNER, GERHARD LARCHER, AND MARK LEWKO.
WITH AN APPENDIX BY JEAN BOURGAIN
Dedicated to the memory of Professor Steven A. Gaal (1924-2016)
Abstract. For a sequence of integers {a(x)}x≥1 we show that
the distribution of the pair correlations of the fractional parts of
{〈αa(x)〉}x≥1 is asymptotically Poissonian for almost all α if the
additive energy of truncations of the sequence has a power savings
improvement over the trivial estimate. Furthermore, we give an
estimate for the Hausdorff dimension of the exceptional set as a
function of the density of the sequence and the power savings in
the energy estimate. A consequence of these results is that the
Hausdorff dimension of the set of α such that {〈αxd〉} fails to have
Poissonian pair correlation is at most d+2
d+3
< 1. This strengthens a
result of Rudnick and Sarnak which states that the exceptional set
has zero Lebesgue measure. On the other hand, classical examples
imply that the exceptional set has Hausdorff dimension at least
2
d+1
.
An appendix by Jean Bourgain was added after the first version
of this paper was written. In this appendix two problems raised in
the paper are solved.
1. Introduction
We will be interested in the pair correlation statistics of sequences of
real numbers from the unit interval, which is defined as follows. Let
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θ1, . . . , θN ∈ [0, 1], and let ‖ · ‖ denote the distance to the nearest
integer. For every interval [−s, s] we set
R2
(
[−s, s], {θn}, N
)
=
1
N
#
{
1 ≤ j 6= k ≤ N : ‖θj − θk‖ ≤ s
N
}
.
The subscript “2” of “R2” refers to the fact that these are the pair
correlations, that is, the correlations of order 2, in contrast to triple
correlations or correlations of even higher order. For a sequence of
independent, [0, 1]-uniformly distributed random variables θ1, θ2, . . . for
every s ≥ 0 we have
R2([−s, s], {θn}, N)→ 2s
almost surely. If this asymptotic relation holds for a given sequence
we say that the distribution of the pair correlations is asymptotically
Poissonian.
Of particular interest are the distributions of the pair correlations of
sequences of the form {〈αxd〉}x≥1, where 〈·〉 denotes the fractional part
function. These occur as the distribution of the spacings of the energy
levels of certain integrable systems. See the introduction of [28] for
a discussion of this connection. For d ≥ 2, Rudnick and Sarnak [28]
proved that the distribution of the pair correlations is asymptotically
Poissonian for almost all α. The case d = 2, which corresponds to the
energy levels of the boxed oscillator, has received particular attention,
see for example [18, 24, 29, 39]. Boca and Zaharescu [6] extended this
result to show that the pair correlations of {〈αa(x)〉}x≥1 are almost
always Poissonian for any a(x) ∈ Z[x] of degree at least 2. In the case
d = 1 the situation is very different, and the distribution of the pair cor-
relations is not asymptotically Poissonian for any value of α; this fact
is related to the Three Gap Theorem of So´s [36] and S´wierczkowski [37].
Another case which has been intensively investigated is that of {〈αa(x)〉}x≥1
for {a(x)}x≥1 being a lacunary sequence, see for example [5, 11, 31].
For brevity we will say a sequence {a(x)}x≥1 has the metric pair cor-
relation property if {〈αa(x)〉}x≥1 has asymptotically Poissonian pair
correlations for almost all α.
Metric results of this type are generally much easier to obtain than
results for the corresponding problem for specific values of α. A sim-
ilar phenomenon occurs in the theory of uniform distribution modulo
one, where equidistribution results for {〈αa(x)〉}x≥1 are relatively easy
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to obtain in the metric sense but can be extremely difficult for spe-
cific values of α. Rudnick and Sarnak [28] and Heath-Brown [18] have
conjectured that {〈αxd〉}x≥1 has Poissonian pair correlations if α is a
Diophantine number. Recall that a real number is said to be of type κ
if
∣∣∣α− pq ∣∣∣ ≫ 1qκ for all p, q ∈ Z, and a number is said to be Diophan-
tine if it is of type κ for all κ > 2. It follows from Roth’s theorem
that all irrational algebraic numbers are Diophantine. Some form of a
Diophantine condition is certainly required as it was observed in [28]
that {〈αxd〉}x≥1 fails to have the metric pair correlation property if α
is not of type κ = d+ 1.
While the Heath-Brown–Rudnick–Sarnak conjecture seems far from
resolution, several authors have obtained results that suggest that the
Diophantine condition might be able to be somewhat relaxed. In par-
ticular, Heath-Brown [18] has shown that if α is of type 9/4 then
R2
(
[−s, s], {〈αx2〉}, N)→ 2s+O(s7/8).
In another direction, Truelsen [39] has formulated a strong conjecture
regarding averaged divisor sums which implies that {〈αx2〉} has Pois-
sonian pair correlations for all α of type κ < 3. We will offer some
additional evidence in this direction. It is a consequence of Theorem 1
below that the set of exceptional α for which {〈αxd〉}x≥1 fails to have
Poissonian pair correlations has Hausdorff dimension at most d+2
d+3
< 1.
This can be thought of as a quantitative strengthening of Rudnick and
Sarnak’s result. On the other hand recall that the Jarn´ıck-Besicovitch
Theorem states that the Hausdorff dimension of the set of real numbers
which fail to be of type κ > 2 is 2
κ
. Thus the examples of Rudnick and
Sarnak mentioned above imply that the Hausdorff dimension of the
exceptional set is at least 2
d+1
. Our Hausdorff dimension estimate is an
application of a general result which, as we will discuss below, uses very
limited information about these particular sequences. It seems likely
that additional number theoretic input could be incorporated into our
argument to obtain improved Hausdorff dimension estimates for these
sequences but we will not pursue this here.
Our main result will link the pair correlation of an integer sequence
{a(x)}x>1 to the additive energy of its truncations. Recall that the
additive energy of a set of real numbers A is defined to be
(1) E(A) :=
∑
a+b=c+d
1,
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where the sum is extended over all quadruples (a, b, c, d) ∈ A4. Trivially
one has that |A|2 ≤ E(A) ≤ |A|3. Additive energy has been extensively
studied in the combinatorics literature. We refer the reader to [38] for
a discussion of its properties and applications. To ease notation in
the sequel when a sequence A := {a(x)}x>1 is fixed we will abbreviate
R2([−s, s], α,N) for R2([−s, s], {〈αa(x)〉}, N). Furthermore we will let
AN denote the first N elements of A. Our main result states that if the
truncations AN of a sequence A satisfy E(AN)≪ N3−ε for some ε > 0,
then {〈αa(x)〉}x≥1 has Poissonian pair correlations for almost all α.
Moreover, if the sequence satisfies the growth condition a(x)≪ xd then
we obtain an estimate for the Hausdorff dimension of the exceptional
set in terms of d and ε. In particular we obtain the following theorem.
Theorem 1. Let {a(x)}x≥1 be a sequence of distinct integers, and sup-
pose that there exists a fixed constant ε > 0 such that
(2) E(AN)≪ N3−ε as N →∞.
Then for almost all α one has
(3) R2
(
[−s, s], α,N)→ 2s as N →∞
for all s ≥ 0. Moreover if a(x)≪ xd, then the Hausdorff dimension of
the set of α for which (3) fails is at most
(4)
d+ 3− ε
d+ 3
.
To the best of our knowledge, the first part of Theorem 1 covers all
sequences in the literature for which such pair correlations results have
been obtained and significantly relaxes the following criteria obtained
by Rudnick and Zaharescu [30]:
Let {a(x)}x≥1 be a sequence of distinct integers and sup-
pose that there are at most O (MN2+ε) solutions to the
equation
n1
(
a(x1)− a(y1)
)
= n2
(
a(x2)− a(y2)
)
with 1 ≤ xi 6= yi ≤ N , and 1 ≤ |ni| ≤ M , M ≪ NR for
some R > 0, and all ε > 0. Then for almost all α we
have (3).
Even if one could chose M = 1 in the above, this condition requires
that E(AN )≪ N2+ε for all ε as compared with the condition E(AN)≪
N3−ε for some ε > 0 in Theorem 1. Furthermore, the presence of the
coefficients n1, n2 in this condition makes it difficult to verify for a spe-
cific sequence {a(x)}x≥1. On the other hand additive energy estimates
are known for a wide class of sequences. Applications of Theorem 1
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are given in Section 2 below.
The second part of Theorem 1 should be compared to the corresponding
results for the Hausdorff dimension of the exceptional set in equidistri-
bution theory. Recall that a classical result of Weyl [41] states that
every sequence {〈αa(x)〉}x≥1 is equidistributed for almost all α for
any sequence {a(x)}x≥1 of distinct integers. Erdo˝s and Taylor [14]
proved the finer result that for an integer sequence {a(x)}x≥1 satisfy-
ing a(x) = O(xd) the set of those α for which the fractional parts of
{αa(x)}x≥1 are not asymptotically equidistributed has Hausdorff di-
mension at most (d− 1)/d; this result is known to be optimal (see [32,
Theorem 6]). We note that Nair [25] already obtained some results on
the Hausdorff dimension of exceptional sets in pair correlations prob-
lems. However his interest is in questions regarding the speed of con-
vergence in (3) and consequently his results are in a somewhat different
direction than ours.
Our work and its analogy to the equidistribution setting raises two
questions:
Problem 1: Is it possible for an increasing sequence of distinct inte-
gers {a(x)}x≥1 which satisfies E(AN) = Ω (N3) to have Poissonian pair
correlations for almost all α?1
Problem 2: If {a(x)}x≥1 is an increasing sequence of distinct integers,
does E(AN) = o (N
3) imply that (3) holds for almost all α for all s ≥ 0?
Shortly after the first version of this paper was finished and was made
available online, we were contacted by Jean Bourgain who could prove
that the answer to both questions above is negative. We are very
grateful to him for giving us permission to include his arguments as an
appendix to this paper.
2. Applications
In this section we discuss applications of Theorem 1.
We start by observing that if a sequence satisfies the lacunary growth
condition a(x + 1)/a(x) ≥ c > 1, x ≥ 1, then it is easy to see that
E(AN) ≪ N2. Thus Theorem 1 immediately implies that {a(x)} has
1Here the notation E(AN ) = Ω
(
N3
)
means that E(AN ) ≥ cN3 for some positive
constant c and infinitely many N ; in other words, we do not have E(AN ) = o(N
3).
6 AISTLEITNER, LARCHER, AND LEWKO
the metric pair correlation property, recovering a result of [30].
Next we will discuss some number theoretic sequences which will re-
quire the following facts. Let d(n) denote the number of divisors of n.
Then for some universal constant c0 > 0 and every ε > 0 we have the
so-called divisor bound
(5) d(n)≪ ec0 log(n)/ log log(n) ≪ε nε.
If A ⊂ Z is a finite set of integers and r(n,A) = |{a, b ∈ A : n = a− b}|
then, using (1), we have that
(6) E(A) ≤ |A|2max
n∈Z
r(n,A).
In order to recover the fact that any polynomial sequences, say a(x) ∈
Z[x], of degree d ≥ 2 satisfies the conclusion of Theorem 1, it suf-
fices to show that r(n,A) = |{x, y ∈ A : a(x) − a(y) = n}| satis-
fies r(n,A) ≪ε nε for all ε > 0. To see this note that xd − yd =
(x − y)(xd−1 + xd−2y + . . . + xyd−2 + yd−1). From this we see that
(P (x)− P (y)) = (x−y)Q(x, y) where Q is a bivariate degree d−1 poly-
nomial. It follows that the number of solutions to n = P (x)− P (y) =
(x − y)Q(x, y) is at most the number of divisor pairs n = ab multi-
plied with the number of simultaneous solutions of a = (x − y) and
b = Q(x, y). Substituting the first equation into the second and apply-
ing the factor theorem shows that the number of solutions is at most
d − 1, which proves the claim. Using (6) and Theorem 1, this estab-
lishes that {a(x)}x≥1 has the metric pair correlation property. It also
follows from this and our main theorem that the Hausdorff dimension
of the exceptional set is at most d+2
d+3
for a degree d polynomial sequence.
The additive energy of various sequences has been studied extensively
in the additive combinatorics literature and these results can be eas-
ily paired with our results to establish the metric pair correlation
property for many new sequences. For instance, Konyagin [21] (see
also [15, 16, 17]) has shown that a convex sequence {a(x)}x≥1, by which
we mean a sequence satisfying a(x) − a(x − 1) < a(x + 1) − a(x)
for all x > 1, will satisfy E(AN) ≪ N5/2. This includes, for in-
stance, Bochkarev’s sequence {⌊e(log x)β⌋} for β > 1. In the context
of the Waring–Goldbach problem, Piatetski-Shapiro [34] proved that
the sequence a(x) = ⌊βxα⌋ satisfies E(AN) ≪ N4−α for β > 0 and
1 < α < 3/2. Estimates for the additive energy of general sequences of
the form a(x) = ⌊F (x)⌋ for smooth F are given in [17].
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Furthermore, it follows from the proof that E(AN )≪ε N2+ε for poly-
nomial sequences {a(x)}x≥1 that if {b(x)}x≥1 is a subsequence of poly-
nomial relative density then it has the metric pair correlation property
as well. By this we mean a subsequence {b(n)} that satisfies
|{b(n) : n ≤ N}|
|{a(n) : n ≤ N}| ≫ N
−1+η
for some fixed η > 0. This does not appear to follow from the previous
methods used to analyze polynomial sequences. It seems likely that
an arbitrary subsequence of a polynomial sequence has the metric pair
correlation property, which would follow from the arguments above if
one could show that r(n,A) is uniformly bounded for a given polyno-
mial sequences. This would follow2 from the Bombieri–Lang conjecture
using the work of Caporaso, Harris, and Mazur [10] for polynomials of
degree 5 and higher. In another direction, using very different methods
from additive combinatorics, Sanders [33] has shown that for universal
constants c1 and c2 one has
E(A) ≤ |A|3e−c1 logc2 |A|
for an arbitrary set A of squares. If one could take c2 > 1/2 then
it would follow from our arguments that an arbitrary subsequence of
the squares has the metric pair correlation property. Here the precise
form of Bondarenko and Seip’s GCD bound (7) below would play an
important role.
3. Preliminary results
Similar to previous approaches [28, 30] our method proceeds by estimat-
ing the expectation and variance of sums of the form
∑
x,y f(αa(x) −
αa(y)). However, rather than using smooth test functions f as in
some of the previously cited papers we work directly with the indicator
functions of the short intervals [−s/N, s/N ]. Replacing these indicator
functions by their respective Fourier series and using a combinatorial
argument together with the orthogonality of the trigonometric system,
we will reduce the problem of estimating the moments of such sums of
dilated functions to a problem involving a certain GCD (greatest com-
mon divisors) sum. The role of GCD sums in metric number theory
goes back at least to Koksma [19] (see also [20]), and they play a role
in the context of the Duffin–Schaeffer conjecture in metric Diophantine
approximation (see Dyer and Harman [13]) and in the theory of almost
everywhere convergence of sums of dilated functions [2, 22]. We will
2This was pointed out to the third author by Bobby Gizzard and Terry Tao.
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need the following upper bound of Bondarenko and Seip [8] for such
GCD sums. As usual exp(x) := ex.
Lemma 1. Letm1, . . . , mM be distinct positive integers, and let b1, . . . , bM
be real numbers such that b21 + · · ·+ b2M ≤ 1. Then there exists an ab-
solute constant κ such that
(7)
M∑
k,ℓ=1
bkbℓ
gcd(mk, mℓ)√
mkmℓ
≤ exp
(
κ
√
(logM) log log logM√
log logM
)
(we assume that M is so large that all the logarithmic terms are well-
defined and positive).
Lemma 1 is stated in a formulation without coefficients b1, . . . , bM in
Theorem 1 of [8], and in a somewhat concealed form (formulated in
terms of the largest eigenvalues of general GCD matrices) in Corollary
1 of [8].3 Coefficients can be added at the cost of an additional factor
logN on the right-hand side; however, this additional factor is omitted
in the statement of Lemma 1 since it can be incorporated into the ex-
ponential term by taking a slightly larger value for κ. One should note
that the quadratic form defined by the left-hand side of (7) is positive
definite; this fact can be established using methods from linear algebra
(see [9, Example 3]) or using an interpretation of the left-hand side
of (7) as an inner product in an appropriate function space (see [2,
Lemma 1] and [23]).
The upper bound in Lemma 1 is optimal (except for the value of the
constant), as was recently shown by Bondarenko and Seip in [7]. How-
ever, for our proof of Theorem 1 we do not actually need the full power
of the result from [8]; the earlier estimates from [13] or [2] would suffice
as well. As a side note, the sum in (7) is a GCD sum with parame-
ter 1/2, while more generally these GCD sums contain the expression
(gcd(mk, mℓ))
2β/(mkmℓ)
β for some β, the most interesting cases being
β ∈ [1/2, 1]. Recent research has revealed an interesting connection
between such GCD sums and the Riemann zeta function; see for ex-
ample [1], [7] and [22].
For the proof of the second part of Theorem 1 we will also need the
following properties of the Hausdorff dimension ([25, Lemma 10 and
Lemma 11]).
Lemma 2.
3For the connection between GCD sums and eigenvalues of GCD matrices, see [3].
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a) If E1 ⊂ R is a set of Hausdorff dimension ν, then there exists a
compact set E2 ⊂ E1 such that E2 also has Hausdorff dimension ν.
b) Let E ⊂ R be a compact set whose Hausdorff dimension is greater
than ν. Then there exists a positive Borel measure µ supported on
E such that for every interval [x, y] we have µ([x, y]) ≤ (y − x)ν .
4. The variance estimate
Throughout this section, the constants implied by the symbol “≪” are
independent of N and A = {a(x)}x≥1. Furthermore, if we assume that
the value of s is uniformly bounded away from zero and infinity, then
the constants implied by “≪” are also independent of s.
Let s and N be given, and assume that 2s ≤ N . For α ∈ R we set
Is,N(α) :=
{
1 if ‖α‖ ≤ s
N
0 otherwise.
In other words, Is,N is the indicator function of the interval [−s/N, s/N ],
extended with period 1. With this notation we have that
(8) R2
(
[−s, s], α,N) = 1
N
∑
1≤x,y≤N,
x 6=y
Is,N
(
α(a(x)− a(y))),
and
(9)
∫ 1
0
R2
(
[−s, s], α,N) dα = 2(N − 1)s
N
.
The main technical lemma is the following which may be seen as a pair
correlation version of the Erdo˝s–Tura´n inequality:
Lemma 3. We have∫ 1
0
(
R2
(
[−s, s], α,N)− 2(N − 1)s
N
)2
dα
≪ E(AN )N−3 exp
(
κˆ
√
logN log log logN√
log logN
)
,
where κˆ is an absolute constant. (We assume that N is so large that
all logarithms are well-defined and positive.)
Proof. We may expand Is,N(α) in a Fourier series as
Is,N(α) ∼
∑
n∈Z
n 6=0
cne(nα),
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with e(α) = e2πiα and
cn =
sin(2pinsN−1)
pin
.
Combining this with the trivial estimate |cn| ≤
∫ sN−1
−sN−1
|e(−nα)| dα ≤
2s
N
gives
(10) |cn| ≤ min
(
2s
N
,
1
|n|
)
.
Using (8) and expanding Is,N in its Fourier series gives us∫ 1
0
(
R2
(
[−s, s], α,N)− 2(N − 1)s
N
)2
dα(11)
=
1
N2
∫ 1
0

 ∑
1≤x,y≤N,
x 6=y
∑
n∈Z
n 6=0
cne (nα(a(x)− a(y)))


2
dα.(12)
Expanding the square and integrating, the expression in line (12) is
equal to
1
N2
∑
1≤x1,x2,y1,y2≤N,
x1 6=y1, x2 6=y2
∑
n1,n2∈Z\{0}
cn1cn2 ×
×
∫ 1
0
e
(
α
(
n1 (a(x1)− a(y1))− n2 (a(x2)− a(y2))
))
dα.
Defining RN (v), the number of representations of an integer v, by
RN(v) := #
{
(x, y) ∈ {1, . . . , N}2, x 6= y : a(x)− a(y) = v} ,
the quantity above is
1
N2
∑
v,w∈Z\{0}
∑
n1,n2∈Z\{0},
n1v=n2w
RN(v)RN(w)cn1cn2
=
1
N2
∑
v,w∈Z\{0}
RN (v)RN(w)
∑
n1,n2∈Z\{0},
n1v=n2w
cn1cn2.
Lemma 3 now follows from Lemma 1 once we show that∑
n1,n2∈Z
n1,n2 6=0,
n1v=n2w
|cn1cn2 | ≪ (logN)
s
N
gcd(v, w)√|vw| , v, w 6= 0,(13)
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if we assume that κˆ > κ, where κ is the absolute constant from
Lemma 1.
In the sequel we will assume that v, w 6= 0. Note that n1v = n2w if and
only if n1 =
hw
gcd(v,w)
and n2 =
hv
gcd(v,w)
for some integer h. Using this
and (10) we can record the following estimates on the quantity |cn1cn2 |.
For values of |h| ≤ N gcd(v,w)
smax(|v|,|w|)
the following inequality is efficient
(14) |cn1cn2 | ≤
4s2
N2
.
If N gcd(v,w)
smax(|v|,|w|)
≤ |h| ≤ N gcd(v,w)
smin(|v|,|w|)
, then
(15) |cn1cn2| ≤
2s
N
gcd(v, w)
hmax(|v|, |w|).
Finally, if |h| ≥ N gcd(v,w)
smin(|v|,|w|)
, then
(16) |cn1cn2| ≤
gcd(v, w)2
h2|vw| .
As a consequence, for fixed v, w we have∑
n1,n2∈Z\{0},
n1v=n2w
|cn1cn2 |
≤ 2N gcd(v, w)
smax(|v|, |w|)
4s2
N2
+ 2
∑
N gcd(v,w)
smax(|v|,|w|)
≤h≤
N gcd(v,w)
smin(|v|,|w|)
2s
N
gcd(v, w)
hmax(|v|, |w|)
+ 2
∑
h≥ N gcd(v,w)
smin(|v|,|w|)
gcd(v, w)2
h2|vw|
≪ (logN) s
N
gcd(v, w)
max(|v|, |w|) +
smin(|v|, |w|)
N gcd(v, w)
gcd(v, w)2
|vw|
(17) ≪ (logN) s
N
gcd(v, w)√
|vw| .
This completes the proof of Lemma 3. 
5. Proof of Theorem 1
In order to obtain the desired asymptotic result for almost all α we
can use standard methods, such as the one used in Sections 3.2 and 3.3
of [30].
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Let γ be a real number sufficiently large such that γε > 1. For M ≥ 1,
let
NM = ⌈Mγ⌉ .
Let s > 0 be fixed. Then a combination of the variance estimate from
the previous section, Chebyshev’s inequality and the first Borel-Cantelli
lemma easily implies that for almost all α we have
lim
M→∞
R2
(
[−s, s], α,NM
)→ 2s as M →∞,
where the exceptional set depends on s. Thus we have the desired
convergence behavior along a subsequence of N. Recall that, as noted
at the beginning of the previous section, the error terms in the crucial
variance estimate hold uniformly in s if we assume that s is bounded
away from 0 and ∞. Thus we can also prove that
R2
([
−s NM
NM+1
, s
NM
NM+1
]
, α,NM
)
→ 2s
and
R2
([
−sNM+1
NM
, s
NM+1
NM
]
, α,NM+1
)
→ 2s
as M →∞. For N satisfyingNM ≤ N ≤ NM+1 we have, by definition,
NMR2
([
− sNM
NM+1
,
sNM
NM+1
]
, α,NM
)
≤ NR2
(
[−s, s], α,N)
≤ NM+1R2
([
−sNM+1
NM
,
sNM+1
NM
]
, α,NM+1
)
.
Thus by NM+1/NM → 1 we have
lim
N→∞
R2
(
[−s, s], α,N)→ 2s as N →∞,
except for a set of α’s which has Lebesgue measure zero (and which
depends on s). Finally, to obtain a result for all possible values of s
rather than a single fixed value of s, we repeat the whole argument for
all s from a dense subset of R+. Then the total exceptional set of α’s
still has measure zero, and we obtain the desired result.
6. Proof of Hausdorff Estimate
The proof will proceed by contradiction. Let E denote the exceptional
set from the statement of the theorem. Then by Lemma 2 there exist
a positive measure µ supported on E and a number ν satisfying
(18) ν >
d+ 3− ε
d+ 3
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such that µ([x, y]) ≤ (y − x)ν for all intervals [x, y] ⊂ [0, 1]. In the
sequel we will use estimates similar to those in Section 4 to prove
that for µ-almost all α ∈ E the distribution of the pair correlations of
{〈αa(x)〉}x≥1 is asymptotically Poissonian. This clearly is a contradic-
tion, which proves the second part of Theorem 1.
Using the same notation as in Section 4, by applying Minkowski’s in-
equality to (11) and (12) we have(∫ 1
0
(
R2
(
[−s, s], α,N)− 2(N − 1)s
N
)2
dµ(α)
)1/2
(19)
≤
∞∑
m=0

 1N2
∫ 1
0
∣∣∣∣∣∣∣∣
∑
1≤x,y≤N,
x 6=y
∑
m
cne(nα(a(x)− a(y)))
∣∣∣∣∣∣∣∣
2
dµ(α)


1/2
,
where (here and in the subsequent formula) the sum
∑
m is extended
over those integers n which satisfy (2m − 1)N < |n| ≤ (2m+1 − 1)N .
To denote the integrands appearing above we define the functions
gm(α) =
∣∣∣∣∣∣∣∣
∑
1≤x,y≤N,
x 6=y
∑
m
cne(nα(a(x)− a(y)))
∣∣∣∣∣∣∣∣
2
, m ≥ 0.
Proceeding as in the proof of Lemma 3 we can show that there is an
(arbitrarily small) constant η1 > 0 such that
(20)
1
N2
∫ 1
0
gm(α) dα≪ N−ε+η12−m.
Indeed when m = 0 the argument carries over verbatim. For m ≥ 1 it
suffices to show that
∑
(2m−1)N<|n1|,|n2|≤(2m+1−1)N,
n1v=n2w
|cn1cn2| ≪ 2−m
gcd(v, w)√|vw| , v, w 6= 0.(21)
Recalling n1v = n2w if and only if n1 =
hw
gcd(v,w)
and n2 =
hv
gcd(v,w)
for
some integer h, using the restrictions on n1 and n2 we have that
h ≥ (2m − 1)N gcd(v, w)
min(v, w)
.
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Thus one can proceed with the argument in case three above. More
precisely, using inequality (16), one has∑
(2m−1)N<|n1|,|n2|≤(2m+1−1)N,
n1v=n2w
|cn1cn2 | ≪
∑
h≥(2m−1)N gcd(v,w)
min(v,w)
gcd(v, w)2
h2|vw|
≪ min(v, w)
(2m − 1)N gcd(v, w)
gcd(v, w)2
|vw|
≪ 2−mgcd(v, w)√|vw| ,
which give (21). Note that in equation (20), the integration is carried
out with respect to the Lebesgue measure, as in (12). Thus to obtain an
upper bound for (19) we have to transform the estimate for
∫
gm(α)dα
into an estimate for
∫
gm(α)dµ(α).
By the growth condition on a(x) and by (10) we have
(22) ‖g′m‖∞ ≤ K2mNd+5
for some universal positive constant K. Note also that
(23) ‖gm‖∞ ≪ N4
as a consequence of (10). Let R = 6 logN . Then for sufficiently large
N by (23) we have 2R ≥ ‖gm‖∞. By (18) we have ν > d+3−εd+3 , so there
exist η2, η3 > 0 such that d+3− ε+ η1 + η2 < ν(d+3+ η2). Take also
η3 = η3(m) = 2
−m.
Let r ∈ {0, . . . , R}. We split [0, 1] into ⌈K2mNd+3+η2⌉ equally spaced
subintervals, and let Bm,r denote the collection of all those intervals
which contain a point α where
gm(α) ∈
[
2rN2−η22−η3m, 2r+1N2−η22−η3m
]
.
Note that by (22) and the mean value theorem for any other point αˆ
in the same subinterval of Bm,r as α we have
(24) |gm(αˆ)− gm(α)| ≪ K2mNd+5K−12−m−2N−d−3−η2 = N
2−η2
4
.
Since r − η3m ≥ −1, this shows that
2r−1N2−η22−η3m ≤ gm ≤ 2r+2N2−η22−η3m
in the whole subinterval of Bm,r containing α. Thus, by (20), the
number of such subintervals of Bm,r is ≪ 2−rNd+3−ε+η1+2η22η3m. Note
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that by our choice of R and by (24) we have∫ 1
0
gm(α)dµ(α)≪
R∑
r=0
2rN2−η22−η3mµ(Bm,r)
+N2−η22−η3mµ
(
[0, 1]\
R⋃
r=0
Bm,r
)
.
Furthermore, using the properties of µ given in Lemma 2, we have
µ(Bm,r)≪ 2−rNd+3−ε+η1+2η22η3m
(
2mNd+3+η2
)−ν
.
Thus we have
1
N2
∫ 1
0
gm(α) dµ(α)≪
R∑
r=0
Nd+3−ε+η1+η2
(
2mNd+3Nη2
)−ν
+N−η22−η3m.
The quantity on the right-hand side of this equation is summable in
m. Due to the small choice of the constants η1, η2 > 0 there exists
η4 =
1
2
min
(
η2, ν(d+ 3 + η2)− (d+ 3− ε+ η1 + η2)
)
> 0 such that
(25)
∫ 1
0
(
R2
(
[−s, s], α,N)− 2(N − 1)s
N
)2
dµ(α)≪ N−η4 logN.
Using (25) in place of Lemma 3, we can proceed as in the proof of
Theorem 1 to show that the asymptotic distribution of the pair corre-
lations is Poissonian for almost all α with respect to µ. However, this
is in contradiction with the fact that µ is supported on a set where the
distribution of pair correlations is not asymptotically Poissonian and
establishes the Hausdorff dimension estimate.
7. Appendix (by Jean Bourgain)
The first problem stated at the end of the introduction asks whether
a sequence which has additive energy of maximal order may have the
metric pair correlation property. To show that the answer is nega-
tive, we start by recalling the Balog–Szeme´redi–Gowers lemma (see
for example [38, Section 2.5]). We write B − B for the difference set
{b1 − b2 : b1, b2 ∈ B} of a set B, and |B| for the cardinality of B.
Lemma 4. Let A ⊂ Z be a finite set of integers. For any c > 0 there
exist c1, c2 > 0 depending only on c such that the following holds. If
E(A) ≥ c|A|3, then there is a subset B ⊂ A such that
(i) |B| ≥ c1|A|,
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(ii) |B − B| ≤ c2|A|.
Next, observe that for a set of nonzero integers S and any ε > 0 we
have
mes
({
α ∈ [0, 1] : min
n∈S
‖ 〈nα〉 ‖ < ε|S|
})
≤
∑
n∈S
mes
({
α ∈ [0, 1] : ‖ 〈nα〉 ‖ < ε|S|
})
≤ 2ε,
where mes denotes Lebesgue measure. This immediately implies the
following lemma.
Lemma 5. Let B ⊂ Z be a finite set of integers. Then for every
ε ∈ (0, 1) we have
mes



α ∈ [0, 1] : minm,n∈B
m6=n
‖ 〈mα〉 − 〈nα〉 ‖ < ε|B − B|



 ≤ 2ε.
Now let an infinite sequence (a(x))x≥1 be given, and assume that there
exists a constant c > 0 such that E(AN) > cN
3 for infinitely many
N . Let N be an index for which this is true, and let c1, c2 be the
constants and BN be the corresponding set as given by Lemma 4. Set
ε = 1
10
c21. It follows from Lemma 5 that there exists a set Ωε ⊂ [0, 1]
with mes(Ωε) ≤ 2ε such that for all m 6= n ∈ BN we have
(26) ‖ 〈mα〉 − 〈nα〉 ‖ ≥ ε
c2N
for all α 6∈ Ωε. Taking s = ε2c2 and setting
DN = {(m,n) ∈ (AN ×AN ) \ (BN × BN), m 6= n} ,
by (26) it follows that for α /∈ Ωε we have
R2 ([−s, s], α,N) = 1
N
∣∣∣{(m,n) ∈ DN : ‖ 〈mα〉 − 〈nα〉 ‖ ≤ s
N
}∣∣∣ .
By Lemma 4 we have∫ 1
0
1
N
∣∣∣{(m,n) ∈ DN : ‖ 〈mα〉 − 〈nα〉 ‖ ≤ s
N
}∣∣∣ dα
=
1
N
(
N2 − |BN |2
) 2s
N
≤ 2 (1− c21) s.
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Thus there exists Ω′ ⊂ [0, 1] with mes(Ω′) ≥ 1 − 1−c21
1−c21/2
≥ c21
2
such that
for α ∈ Ω′ ⊂ [0, 1] we have
1
N
∣∣∣{(m,n) ∈ DN : ‖ 〈mα〉 − 〈nα〉 ‖ ≤ s
N
}∣∣∣ ≤ 2(1− c21
2
)
s.
Therefore, for α ∈ (Ω′ \ Ωε) we have
(27) R2([−s, s], α,N) ≤ 2
(
1− c
2
1
2
)
s.
From the choice of ε we have
mes (Ω′ \ Ωε) ≥ c
2
1
2
− 2ε > c
2
1
4
.
Consequently, for a set of measure at least
c21
4
inequality (27) holds for
infinitely many N . Thus the answer to the question in the first problem
at the end of the introduction is negative.
Now we come to the second problem, which asks whether it is possible
to relax the condition E(AN)≪ N3−ε from the statement of Theorem 1
to E(AN ) = o(N
3) (which would then be optimal, in light of the neg-
ative answer to the first problem). To construct a counterexample, let
KN be a very slowly growing integer-valued function of N . Let AN de-
note a random subset of {KNN+1, KNN+2, . . . , 2KNN}, which is ob-
tained by setting AN = {KNN+n : 1 ≤ n ≤ KNN and ξ(N)n (ω) = 1},
where ξ
(N)
1 , . . . , ξ
(N)
KNN
are independent, {0, 1}-valued random variables
with mean 1/KN .
Lemma 6. With positive probability all the following three properties
hold.
(i) For all k ∈ Z \ {0} we have |AN ∩ (AN + k) | ≤ 2NKN ,
(ii) For all k ∈ Z\{0}, |k| < KNN
10
, we have |AN∩(AN + k) | > N2KN .
(iii) We have N/2 ≤ |AN | ≤ 2N .
Proof. For k 6= 0 we have E
(
ξ
(N)
n ξ
(N)
n−k
)
= K−2N . By construction, for
k 6= 0, we have
(28) |AN ∩ (AN + k)| =
∑
max(1,1+k)≤n≤min(KNN,KNN+k)
ξ(N)n ξ
(N)
n−k.
The expression on the right-hand side of (28) is a random variable
whose expected value is
(29)
|n : max(1, 1 + k) ≤ n ≤ min(KNN,KNN + k)|
K2N
≤ N
KN
.
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One can use the concentration of measures phenomenon and large de-
viation inequalities to prove that the probability of observing a value
of (28) which is far from its mean is very small. More precisely, the
quantity on the right-hand side of (28) is called the aperiodic autocorre-
lation at shift (−k) of the sequence ξ(N)1 , . . . , ξ(N)KNN , and the supremum
of its modulus (taken over all admissible values of k) is called the peak
sidelobe level. These are notions that have been studied intensively for
random binary sequences. It is known that the distribution of the peak
sidelobe level is strongly concentrated, which follows roughly speaking
from the fact that when the total index set is cut into several pieces,
then only random variables from the same or from neighboring seg-
ments are dependent, while all others are mutually independent. A
detailed proof of assertion (i) of the lemma could be given using the
methods from [4, 35].
Furthermore, if |k| < KNN
10
, then the left-hand side of (29) is at least
3N
4KN
, and again distributional considerations imply assertion (ii) of the
lemma with large probability. Property (iii) also is true with large
probability, again as a consequence of large deviation bounds. 
In the sequel, assume that AN denotes a specific realization of a se-
quence as described above, which satisfies all the three assertions of
Lemma 6. It follows from (i) of Lemma 6 that
E(AN) =
∑
|k|≤KNN
|AN ∩ (AN + k) |2
≤ 2KNN
(
2N
KN
)2
=
8N3
KN
= o(N3).
By a similar reasoning we may actually assume that a corresponding
estimate for the additive energy holds uniformly along all initial seg-
ments of AN . Next, for any α ∈ [0, 1], using assertions (ii) and (iii) of
Lemma 6, for the pair correlations of this sequence we have
R2 ([−1, 1], α, AN) = 1|AN |
∑
k 6=0
|AN ∩ (AN + k) | 1(‖kα‖≤ 1
|AN |
)
≥ 1
2N
N
2KN
∑
0<|k|<
kNN
10
1(‖kα‖≤ 12N )
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=
1
2KN
∑
0<k<
KNN
10
1(‖kα‖≤ 12N )
,(30)
where 1 denotes the indicator function. Let SN denote the set{
α ∈ [0, 1] :
∣∣∣∣α− pq
∣∣∣∣ < 1K2NN2 for some 0 < q <
N
KN
, (p, q) = 1
}
.
We have
mes(SN)≫
(
N
KN
)2
1
K2NN
2
=
1
K4N
,
using well-known estimates for the average order of the Euler totient
function (see for example [40]). Also, for α ∈ SN we clearly have the
lower bound
(31)
1
2KN
K2N
10
≫ KN
for the expression in line (30). Now consider only indices N along
an extremely thin subsequence (Nj)j≥1 of N, and assume that KN
increases so slowly with N that
(32)
∞∑
j=1
1
K4Nj
=∞.
The fast growth of Nj allows us to consider the sets SNj as being
essentially independent.4 Hence, by (32) and an appropriate version of
the second Borel–Cantelli lemma, the limsup set
S =
⋂
j0≥1
⋃
j≥j0
SNj
has full measure. Defining (a(x))x≥1 as the infinite sequence whose el-
ements are all the numbers contained in
⋃
j≥1ANj , sorted in increasing
order, it follows from (30) and (31) that
lim sup
j→∞
R2([−1, 1], α,Nj) =∞
for all α ∈ S. Thus (a(x))x≥1 fails to have the metric pair correlation
property despite satisfying E(AN ) = o(N
3), thereby giving a negative
answer to the question in the second problem.
4The required “almost independence” property can be deduced from the fact
that the Farey fractions are asymptotically equidistributed. Precise discrepancy
estimates for the Farey fractions are known (see [12, 26]), which could be used
to obtain a quantitative version of this proof. The “appropriate” version of the
Borel–Cantelli lemma mentioned in the next sentence could be for example the
Erdo˝s–Re´nyi version, see e.g. [27, p. 391].
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