Abstract. In order to apply machine vision technology replacing human vision to identify the plant germplasm resources. This paper select 5 different types of Diospyros lotus seeds, 7 different appearance features and 6 color features were extracted by machine vision technology based on traditional identification method. One input, seven hidden layers and one output has been used for the multilayer perception (MLP) in our system. K-fold cross Validation was used for the modeling and classified of Diospyros lotus seeds. The results showed that the average identification rate of 5 types seeds was reached 91.8%, which indicated that the established seed model could be used as an effective method for the accurate classification of the seeds.
Introduction
Diospyros lotus is a kind of plant belonging to ebenaceae. It used as rootstock for most persimmon varieties in southern China due to its affinity with others and strong cold resistance.
Diospyros lotus have kinds of morphology when collecting the germplasm resources. That is used to breed new varieties of raw materials, and also the basis of breeding work. Although kinds of isozyme makers and DNA molecular genetic marker have been widely used in the identification and classification of plant germplasm resources. Because of long cycle, high cost and damage the seeds when extracting information from the samples, the identification and description of morphological features are still the most basic method and approaches to the research of germplasm resources.
With the continuous deepening research and the continiuing pupularity application of computer technology, machine vision instead of human vision to classify and recognize the appearance of image, is a convenient and effective method in time. Compared with the traditional identification methods are more rapid and accurate, reproducibility, but also be able to identify the characteristics of the human eye can not distinguish, and therefore, Therefore, it has broad application prospects in the identification of germplasm resources.
Computer vision and image processing have attrated more and more interest of researchers because of its wide applications in many fields ranging from industry productinspection. It has been successfully utilized for discriminating different varieties of wheat and maize. Machine vision was also identifying damaged kernels in wheat using a color machine vision system.
There are many computer vision systems for industrial applications as well as in agricultrue. However, up to our knowledge,there is no machine vision system for the seeds of diospyros lotus.
Therefore, in this paper we propose a system for diospyros lotus seeds identification. We focus on analyzing visual features such as color features and shape features for efficient representation of seed images. Then we implement the machine learning models based on Multilayer Perception (MLP) network meshod to evaluate diospyros lotus seed images using these features. This allow one to select a classifier with high accuracy to classify the diospyros lotus seed images.
A multilayer perceptron (MLP) is a feedforward artificial neural network model that maps sets of input data onto a set of appropriate outputs. Gengerally it contains threes layers, i.e., an input layer, one or more hidden layers and an output layer. Each layer has a certain number of components attached to one another called neurons or nodes. Each of the nodes is connected to the other with weights and accompanying communication networks. Each node receives multiple inputs from other nodes depending on their weghts and generates an output signal that may also be generated by other nodes. MLP utilizes a supervised learning technique called backpropagation for training the network. MLP is a modification of the standard linear perceptron and can distinguish data that are not linearly separable. The MLP model which forms our system is shown below, in Figure 1 . 
Materials and Methods

Seed samples
In this study, 5 different types of Diospyros lotus seeds which have the typical characters provided by the Persimmon team from Henan Institute of Science and Technology College of horticulture and landscape. The seeds are samples for experiment named: Num1, Num 11, Num 38, Num 40, Num44, 50 seeds each.
Image Acquisition DAHENG experiment platform was used to acquire images. The camera is CCD camera (DH-HV3110FC ) with 1394 interface. We set up a chamber with white back light (LFL-100) as the background for taking images. Light source adopts LED circular lamp light (LDR2-70SW2). the imaging plane is parallel to the plane of the seed. Each seed taken two images, the pros and cons. Each sample take 100 images. Halcon 12.0 has been used for this study.
Image Preprocessing In the process of image acquisition, it is inevitable that there will be internal and externalinterference, so as to remove the interference and retain the image detail at the same time, we need to smooth the images with smoothing filter. In this paper, the 3X3 template is used for median filtering the image.
In order to separate diospyros lotus seed images from the acquired images, we choose a threshold method for background subtraction. Morevoer, we observed that the brightness of the background is more intensity than the object region. So we can distinguish the background and the diospyros lotus seed using grayvalue. That is why we used back light in our experimental equipment.
Feature extraction Once the image of diospyros lotus seed is segmented from the acquisition, image fetures must be compute to represent the image, which will be input to the classifier. In this work, after referencing the traditional identification methods and the research on other seeds, such as wheat and maize, we investigate two main groups of features: morphological features and color features. Morpholotical features are the most classical features to describe shape of object in image, color is very useful to distinguish objects when their shapes remain similar. There are 7 morphological features and 6 color features,which are given in Table 1 . The morphological features were extracted from the images of individual diospyros lotus seeds [figure 2.]. A morphological feature descriptor with 7 dimensions is calculated as following: Long axis: It is the length of the minimum bounding box the seed boundary, replaced by the length of the smallest rectangle containing the seed.
Width axis: It is the width of the minimum bounding box of the seed, replaced by the width of the smallest rectangle containing the seed.
Area: It is the the number of the pixels inside, and including the seed boudnary. Perimeter: It is calculated as the sum of the euclidian distances of successive points on the polygon. Minimum circumscribed: the radius of the smallest surrounding circle of a seed. maximum inscribed circle: the radius of the largest inner circle of a seed, which is the biggest discrete circle that completely fits into the seed.
Roundness examines the distance between the contour and the center of the area. Calculated as:
. (1) C=min(1,C').
(2) The RGB components of all images were analyzed. We got mean values of individual channels were computed. The color feature of diospyros lotus seed for image analysis with 6 dimensions including:
R,G,B : They are the mean values of R,G,B channel. DR,DG,DB: they are square root of the value mean of channel R,G,B. Calculated as:
where, R is a region of the seed image, p is a pixel from R, g(p) is the gray value of p, F is the pixel number of R. Parameters setting The number of input variables is equal to the dimension of the sample feature extracted, the number of nodes in the output layer is equal to the apecies of the sample. Because there is no uniform and apecific standards, the number of hidden layer and thehidden layer nodes could be determined according to the actual situation.
The MLP performs the following steps to calculate the activations zj of the hidden units from the input data xi : (5) (6) Here,the matrix and the vector are the weghts of the input layer (first layer) of the MLP. In the hidden layer (second layer), the activations zj are transformed in a first step by using linear combinations of the variables in an analogous manner as above: (7) Here, the matrix and the vector are the weights of the second layer of the MLP. The activation function from hidden layer to output layer is not linear function, which is computed as follows:
.
In this study, we choose the morphological features and the color features as the input nodes, through the camputed of the hidden layer and the output layer, then got the varities of the seed. The number of input nodes is 13, and the output nodes is 5. We use different hidden layers and hidden nodes to decide which one is the best as the result. The nodes number is from 5 to 50, the layer number is from 1 to 10. It has been observed that better results were obtained for the 4 hidden layers and 10 nodes. At the end of these procedures,the network structure that yielded the best classification is given in Table 2 . Table 2 . The parameters used in MLP.
Parameters
Properties Number of nodes in the input layer 13
Number of the hidden layers 4 Number of nodes in the hidden layer 10
Number of nodes in the output layer 5
Learning rate 0.1 Maximum iterations 10000
Result and Discussion
The perpose of training MLP is to ensure that the trained network model has good generalization ability of non training samples. Which can effectively approximate the rules contained in the samples, not just fitting ability for training samples. Therefore, we use K-fold cross validation to make the results more accurate. In K-fold cross validation, the original sample is randomly partitioned into k equal sized subsamples. Of the k subsamples,a single subsample is retained as the validation data for testing the model,and the remaining k-1 subsamples are used as training data. The cross validation process is then repeat k times, with each of the k subsamples used exactly once as the validation data. The 10 fold cross validation (k=10) method was used to train and identify the diospyros lotus seed model. At first , divide 5 kinds of seed into 10 parts, then take 1 for the test sample randomly, others for training samples. After 10,000 iterations, the error reaches to 0.015 and the network training takes 62.7 seconds. Then identify the test sample with the trained model,the classification results are shown in table 3. 
