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Abstract
The Norwegian Public Roads Administration is commissioned to investigate feasible al-
ternatives to eight ferry crossings along E39, located on the western coast of Norway. The
most challenging crossing is the Sognefjord, which is about 4 km wide and 1.3 km deep.
Evaluation of existing civil engineering structures enables better predictions of concept
structures that can meet the challenges regarding the E39 project.
This thesis aims to investigate how the modal parameters of the Hardanger Bridge changes
for different mean wind velocities, using output measurements only. The modal parame-
ters are extracted using frequency domain decomposition (FDD) and enhanced frequency
domain decomposition (EFDD), implemented in MATLAB. The modal analysis is pre-
sented in detail to determine the validity of the estimated modal parameters.
A preliminary study is conducted on a proportionally damped, 4 degree of freedom shear
frame, subjected to zero mean, Gaussian white noise. The dynamic system displays 4
separated modes in the frequency domain. All modal parameters are estimated with high
accuracy using 2 hour response simulations.
15 modal parameters are determined for the Hardanger Bridge up to the second torsional
mode. The modal parameters are categorized in three mean wind velocities; 2.98 m/s,
7.41 m/s and 15.75 m/s. The modal analysis gives reliable estimations of the mode shapes
and corresponding natural frequencies. There is a large uncertainty of the the damping
ratio estimates for closely spaced modes. The uncertainties regards extensive beating
phenomenon in the correlation functions, leading to large variability in the estimation of
the modal damping ratios.
All estimated mode shapes are complex, indicating a non-proportionally damped system.
Several modes also show increasing complexity for an increase in mean wind velocity. An
increase in modal damping ratios are also observed with increasing mean wind velocity,
indicating the presence of aerodynamic damping.
i

Sammendrag
Statens vegvesen har f˚att i oppdrag a˚ utrede mulighetene for en ferjefri E39 langs vestkys-
ten av Norge. Sognefjorden er den mest utfordrende kryssningen, med spenn opp mot
4km og dypder ned til 1.3km. Evaluering av den dynamiske responsen til eksisterende
konstruksjoner og ulike beregningsmetoder, vil bidra til a˚ løse utfordringene knyttet til
prosjektet Ferjefri E39.
Hovedforma˚let til denne avhandlingen er a˚ undersøke endringen av de modale parameterne
for Hardangerbrua, ved tre ulike vindhastigheter. De modale parameterne bestemmes ut
fra responsm˚alinger ved bruk av modalanalyse i frekvensplanet. Den modale analysen er
grundig dokumentert for a˚ kunne estimere validiteten av de bestemte modale paramterne.
Et forstudie ble utført p˚a et proporsjonalt dempet system med fire frihetsgrader. Hvit
støy ble p˚aført alle frihetsgrader for a˚ indusere dynamisk respons. Det ble identifisert
fire separate moder i frekvensplanet. Alle de modale parameterne ble estimert med god
nøyaktighet ved bruk av 2 timer lange responsintervaller.
15 modale parametere, opp til andre torsjonsmode, ble bestemt for Hardangerbrua. De
estimerte modale parameterene ble katigorisert under tre ulike vindhastigeter; 2.98 m/s,
7.41 m/s og 15.75 m/s. Den modale analysen resulterte i gode estimater for svingemoder
og tilhørende egenfrekvenser. Det er knyttet stor usikkerhet til de estimerte modale
dempningsparameterne for tette moder, hvor korrelasjonsfunksjonene har en pulserende
amplitude, noe som medfører stor variasjon av de estimerte dempningparameterne.
Alle estimerte svingemoder er komplekse. Dette indikerer at systemet er ikke-proporsjonalt
dempet. Mange svingemoder viser ogs˚a økende kompleksitet ved økende vindhastighet.
Den modale dempingen øker ogs˚a i samsvar med vindhastigheten, noe som indikerer aero-
dynamiske dempningsbidrag.
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Chapter 1
Introduction
E39 is a route along the west coast of Norway, stretching from Kristiansand to Trondheim.
The Norwegian Public Roads Administration is commissioned to investigate feasible al-
ternatives to eight ferry crossings in the western corridor. The most challenging crossing
is the Sognefjord that has a span up to 4 km and vast depths reaching 1.3 km. The three
main alternatives are floating bridge, submerged floating tunnel or suspension bridge.
Combination of the three are also considered [8].
The suspension bridge is an alternative for many of the crossings regarding the E39
project [8]. Evaluating the dynamic response of excising civil structures enables better
predicaments for the concepts of the future. Figure 1.1 shows an illustration of a consept
suspension bridge over the Sognefjord.
Figure 1.1: Concept model of a suspension bridge crossing the Sognefjord. Illustration: Norwe-
gian Public Roads Administration.
1
1.1. MOTIVATION CHAPTER 1. INTRODUCTION
1.1 Motivation
The Hardanger Bridge (see Figure 1.2) is instrumented with accelerometers and anemome-
ters to enable dynamic response measurements. The instrumentation aims to investigate
the accuracy of methods used for predicting dynamic response of structures subjected to
wind loading. Increasing the accuracy and predicaments for civil engineering structures
subjected to wind loading, will contribute to the challenges related to the E39 project.
The use of operational modal analysis (OMA) is a fast growing method of determining the
dynamic properties for large civil engineering structures. Different methods are based in
frequency and time domain, and enables predicaments of mode shapes, natural frequencies
and damping ratios from output measurements only [17].
1.2 Problem description and approach to study
This thesis aims to investigate how the modal parameters of the Hardagner Bridge changes
for different mean wind velocities, and estimate the validity of the modal parameters. The
modal parameters are estimated from acceleration measurements only, using frequency
domain decomposition (FDD) and enhanced frequency domain decomposition (EFDD).
The modal analysis is presented in detail to investigate the validity of the estimated modal
parameters.
Figure 1.2: Graphical model of the Hardanger bridge crossing the Hardangerfjord. Illustration:
Norwegian Public Roads Administration.
2
1.3. STRUCTURE OF THE REPORT CHAPTER 1. INTRODUCTION
1.3 Structure of the report
Chapter 2: Theory
This chapter presents relevant theory used in the thesis. The reader may use this chapter
to understand the theoretical foundation and use references for further reading.
Chapter 3: Previous research
This chapter presents previous research regarding the FDD/EFDD method. OMA de-
mands influence and interpretation from the analyst. Important steps in the analysis and
interpretation is emphasized to reduce the risk of biased results.
Chapter 4: Case study: Shear frame
The aim of this chapter is to test the implemented FDD/EFDD method. The case study
uses the implemented FDD/EFDD method on a proportional damped shear frame sub-
jected to zero mean, Gaussian white noise. Interpretation of the data is presented in
detail. The results are compared with the analytical results to validate the estimated
modal parameters.
Chapter 5: Case study: Hardanger bridge
Data validation and pretreatment is the foundation of reliable OMA [17]. A detailed
description of the validation and selection of mean wind velocities and corresponding
acceleration for the Hardanger Bridge is presented.
FDD and EFDD is used with the Hardanger bridge measurements to determine the modal
parameters for low, medium and high mean wind velocities. All steps in the modal analysis
are presented and some challenging cases are discussed in detail. The results are presented
and discussed.
Chapter 6: Concluding remarks
Main conclusions are presented, together with possibilities for future work.
3
Chapter 2
Theory
This chapter presents subjects from structural dynamics, random data processes and
methods for OMA. The basic theory of structural dynamics is touched briefly, it is assumed
the reader has a fundamental knowledge of structural dynamics.
2.1 Multi Degree of Freedom Systems
A discrete formulation is beneficial to solve dynamic problems with the finite element
method (FEM). Dynamic analysis for complex structures are usually based on a multi
degree of freedom (MDOF) formulation. The problem at hand can be solved in frequency
and in the time domain to extract structural parameters and response [7]. This section
presents the mathematical formulation for MDOF systems in frequency domain, and the
solution in discrete modal coordinates [20].
2.1.1 Eigenvalue problem
The general equation of motion for a MDOF system can be written as:
[M ] {u¨}+ [C] {u˙}+ [K] {u} = {P (t)} (2.1)
[M ], [C] and [K] are N × N matrices describing the mass, damping and stiffness, re-
spectively. {u¨}, {u˙} and {u} are N × 1 vectors describing acceleration, velocity and
displacement, respectively. {P (t)} is a harmonic load vector, where
{P (t)} =

P1
.
.
PN
 cos(wt) =

P1
.
.
PN
<(e
iwt) (2.2)
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Assuming steady state solution with zero damping, Equation 2.1 can be written as:
[M ] {u¨}+ [K] {u} = {0} (2.3)
The displacement and acceleration of the system can be described by the time invariant
mode shape and time variant harmonic oscillation:
{u} = Re({Φ}j eiωjt) (2.4)
{u¨} = Re(−ω2j {Φ}j eiωjt) (2.5)
Introducing Equation 2.4 and 2.5 into Equation 2.3 the following expression is obtained:
([K]− ω2j [M ]) {Φ}j = {0} (2.6)
The non-trivial solution of Equation 2.6 determines the eigenvalue problem for the MDOF
system:
det([K]− ω2j [M ]) = 0 (2.7)
By solving the eigenvalue problem, the j-th mode shape and corresponding natural fre-
quency can be determined [6]. Section 2.3 presents the solution of the complex eigenvalue
problem, introducing damping in the system.
2.1.2 Modal coordinates in frequency domain
The response of a dynamic system can be described by time invariant mode shapes [Φ]
and time variant modal coordinates η, where:
{u} = [Φ] {η} =
N∑
j=1
{Φj} ηj (2.8)
Introducing Equation 2.8 into Equation 2.1 and multiplying with [Φ]T gives the expression
describing the equilibrium condition in modal coordinates [20]:
[M˜ ] {η¨}+ [C˜] {η˙}+ [K˜] {η} =
{
P˜
}
(2.9)
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where the modal mass, damping and stiffness matrices are define by:
[M˜ ] = [Φ]T [M ][Φ] = diag[Mj] (2.10)
[C˜] = [Φ]T [C][Φ] = diag[Cj] (2.11)
[K˜] = [Φ]T [K][Φ] = diag[Kj] (2.12)
The modal load vector is defined by:
{
P˜
}
= [Φ]T {P (t)} (2.13)
The modal mass, damping and stiffness matrix are diagonal, containing the modal pa-
rameters for the j-th mode:
M˜j = {Φj}T [M ] {Φj} (2.14)
C˜j = ω2j M˜j (2.15)
K˜j = 2M˜jωjξj (2.16)
Fourier transform is applied to Equation 2.9 to transform the equation to frequency
domain. The modal response and load vector is described by:
{η} = <({aη} eiωt) and
{
P˜
}
= <({ap˜} eiωt) (2.17)
where {aη} and {ap˜} are N × 1 vectors containing the modal Fourier coefficients [20].
Combining Equation 2.17 and 2.9, and multiply by [K˜]−1 gives the relation between the
modal Fourier coefficients:
{aη} (−ω2[K˜]−1[M˜ ] + iω[K˜]−1[C˜] + [I]) = [K˜]−1 {ap˜} (2.18)
where [I] is the N × N identity matrix. Solving Equation 2.18 with respect to {aη},
utilizing the definition for modal parameters for the j-th mode, the Fourier coefficient
{aη} can be written as:
{aη} = [H˜η][K˜]−1 {ap˜} (2.19)
where
[H˜η] = ([I] + i2diag[ξj(
ω
ωj
)]− diag[( ω
ωj
)2])−1 = diag[H˜η,j] (2.20)
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and
H˜η,j = (1 + i2
ω
ωj
− ( ω
ωj
)2)−1 (2.21)
ξj is the modal damping ratio for mode j, ω is the loading frequency and ωj is the natural
frequency for mode j. [H˜η] is the transfer function matrix and H˜η,j is the transfer function
for mode j [20].
The dynamic response for a MDOF system, described in a complex format, is expressed
by Equation 2.22:
{u} = [Φ] {η}
= [Φ]<({aη} eiωt)
= [Φ]<([H˜η][K˜]−1 {aP˜} eiωt) (2.22)
2.2 Rayleigh damping
For structures with similar distributed structural and material properties, classical damp-
ing can be a good idealization to describe the damping mechanism of the structure [6].
The modal damping consist of a mass and stiffness proportional damping:
[Cm] = a0[M ] and [Ck] = a1[K] (2.23)
where a0 and a1 are constants defining mass and stiffness proportional damping, respec-
tively. The mass- and stiffness-proportional damping ratio can be described by [6]:
ξk =
a0
2
1
ωn,k
and ξj =
a1
2 ωn,j (2.24)
To determine the coefficients a0 and a1 the modal damping ratios ξk and ξj must be
prescribed by the analyst. The remaining damping ratios for the system is defined by
the natural frequency to the corresponding mode. The mass-proportional damping varies
asymptotically, while the stiffness-proportional damping varies linearly. The relations for
ξk and ξj are plotted with respect to natural frequency indicated by mass- and stiffness-
proportional damping in Figure 2.1.
To estimate classical damping, and be rather consistent with experimental data, Rayleigh
damping is introduced by adding the mass and stiffness proportional damping expressions
from Equation 2.23 [6].
[C] = a0[M ] + a1[K] (2.25)
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The damping ratio for mode k can be determine by
ξk =
a0
2
1
ωn,k
+ a12 ωn,k (2.26)
To determine the constants a0 and a1, the analyst has to prescribe two damping ratios
for mode k and j. From Equation 2.27, a0 and a1 can be determined by the following
matrix equation:
1
2
[
1/ωn,k ωn,k
1/ωn,j ωn,j
]{
a0
a1
}
=
{
ξk
ξj
}
(2.27)
Equation 2.27 is plotted in Figure 2.1 and gives the relation between damping ratio and
natural frequency, defined as Rayeligh damping [6].
It is important to note if all modes have a significant contribution to the response, the
analyst should be aware and choose damping ratios with care. This is to ensure that
the damping ratios lower and higher than the prescribed damping ratios ξk and ξj can
increase rapidly, leading to modes that are damped out of the response [6].
Figure 2.1: Rayleigh damping with variation of damping ratio and natural frequency.
2.3 Complex eigenvalues
Complex eigenvalues is used to determine structural parameters like mode shapes, nat-
ural frequencies and damping rations. For structures with velocity dependent forces the
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complex eigenvalue problem gives a more physical identification of the structure [10].
The derived equations in this section are mainly from Gerard Lallement and Daniel J.
Inman [11], [10].
For a damped MDOF system the equation of motion for free vibration response becomes:
[M ] {u¨}+ [C] {u˙}+ [K] {u} = {0} (2.28)
The response of the system is described by:
{u} = {η}<(eλt) (2.29)
where{η} is the latent vector and λ is the latent roots [10]. Using the assumption from
Equation 2.29 together with Equation 2.28 gives the non linear eigenvalue problem:
([M ]λ2 + [C]λ+ [K]) {η} = {0} (2.30)
For underdamped systems, latent root λj is a complex number that satisfies Equation
2.30. By considering the j-th mode λj and {ηj} must satisfy:
([M ]λ2j + [C]λj + [K]) {ηj} = {0} (2.31)
Solving the non linear eigenvalue problem with respect to λj yields the following result:
λj,j+1 = −ξjωj ± iωj
√
1− ξ2 (2.32)
where i =
√−1, ξj and ωj are the imaginary unit, modal damping ratio and natural
frequency, respectively. The natural frequency and the damping ratio for mode j can be
expressed by a real and and a imaginary part:
λj = <(λj) + =(λj) (2.33)
where the undamped natural frequency ωj and damping ratio ξj can be expressed by the
real and imaginary part of λj:
ωj =
√
<(λj)2 + =(λj)2 and ξj = −<(λj)√<(λj)2 + =(λj)2 (2.34)
A generalized eigenvalue problem may be obtain from Equation 2.30, by defining {y1} =
{η} and {y2} = λ {η}. This gives:
λ[M ] {y1}+ [C] {y2}+ [K] {y1} = {0} (2.35)
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With the relation:
λ[K] {y1} = [K] {y2} (2.36)
and Equation 2.35, the following matrix equation can be defined:
λ
[
K 0
0 −M
]{
y1
y2
}
=
[
0 K
K C
]{
y1
y2
}
(2.37)
where K and M are N ×Nmatrices and y1 and y2 are N × 1 vectors. By defining {y}, a
2N × 1 vector, the relation describing the latent vectors {η}, becomes:
{y} =
{
y1
y2
}
=
{
η
λη
}
(2.38)
Renaming the 2N × 2N matrices from Equation 2.37 to:
A =
[
K 0
0 −M
]
and
[
0 K
K C
]
(2.39)
leads to the generalized eigenvalue problem for each j-th mode:
λjAyj = Byj (2.40)
From Equation 2.40 the latent roots may be obtained. Natural frequency and damping
ratios can be extracted from Equations 2.34 [11].
The complex eigenvalue problem may determine the modal parameters for a propor-
tionally or non-proportionally damped system. Generally the non proportional solution
results in complex mode shapes while proportionally damped systems can be represented
with real modes. The natural frequencies of a system may vary dependent on the non
proportionality of the system [11].
To determine if the dynamic system is proportionally damped the following matrix prod-
uct must be symmetric:
[C][M ]−1[K] (2.41)
If the criteria in Equation 2.41 is non symmetric the equation of motion is non-proportionally
damped, and the modal equations of motion can not decouple [11].
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2.3.1 Example: Complex eigenvalue problem
This example aims to implement the theory of the complex eigenvalue problem to estimate
mode shapes, natural frequencies and damping ratios. It is of interest to compare the
modal parameters for a proportionally and non proportionally damped system. The
dynamic system represents a 2 story shear frame from example 10.12 in Chopra [6]. The
mass, damping and stiffness matrices of the system are:
[M ] =
[
2 0
0 1
]
, [C] =
[
0.4243 −0.1414
−0.1414 0.1414
]
, [K] =
[
3 −1
−1 1
]
(2.42)
The matrix multiplication from Equation 2.41 indicates that the system is proportionally
damped and uncoupled, due to symmetry of the matrix product.
[C][M ]−1[K] =
[
0.7778 −0.3536
−0.3536 0.2121
]
(2.43)
Calculations of the complex eigenvalue problem stated in Chapter 2.3 results in complex
latent roots and complex latent vectors. The undamped natural frequency and corre-
sponding damping ratios are calculated using Equation 2.34.
{
ωn1
ωn2
}
=
{
0.7071
1.4142
}
rad
s
and
{
ξ1
ξ2
}
=
{
0.05
0.10
}
(2.44)
Values for the natural frequencies and damping ratio corresponds to the analytical solution
stated in example 10.12 in Chopra [6]. The complex mode shapes are plotted in polar
coordinates, illustraded in Figure 2.2.
Both the first and second complex mode shape indicate parallel latent vectors. In the
first mode shape the latent vectors are in phase and for the second mode shape the latent
vectors are 180 deg out of phase. The real values of the complex mode shapes corresponds
to the analytical solution of the eigenvalue problem stated in Section 2.1.1.
To establish a non proportionally damped system the factor ψ is introduced to the damp-
ing matrix, generating a new damping matrix indicated by Equation 2.45:
[Cψ] =
[
0.4243 −0.1414
−0.1414 0.1414
]
+ ψ
[
0 1
1 0
]
(2.45)
For values ψ 6= 0, the matrix product of Equation 2.41 becomes unsymmetrical and the
equation of motion becomes coupled. Calculation of the complex eigenvalue problem for
the dynamic system with damping matrix [Cψ], are compared with the uncoupled case
(ψ = 0). Results from the complex eigenvalue problem is presented in Table 2.1.
As the scale factor ψ increases the natural frequency and damping ratio changes. The
natural frequencies for mode 1 increases and the natural frequency for mode 2 decreases.
11
2.4. RANDOM DATA CHAPTER 2. THEORY
Figure 2.2: Complex latent vectors for a proportional damped system.
Table 2.1: Natural frequencies [rad/s] and damping ratio with increasing non-proportionality.
Zero damping ψ = 0.0 ψ = 0.1 ψ = 0.2 ψ = 0.3
ωn1 = 0.7071 ωn1 = 0.7071 ωn1 = 0.7072 ωn1 = 0.7076 ωn1 = 0.7082
ωn2 = 1.4142 ωn2 = 1.4142 ωn2 = 1.4140 ωn2 = 1.4132 ωn2 = 1.4119
- ξ1 = 0.05 ξ1 = 0.0764 ξ1 = 0.0528 ξ1 = 0.0290
- ξ2 = 0.10 ξ2 = 0.0972 ξ2 = 0.1444 ξ2 = 0.1919
Damping ratio for mode 1 and mode 2 has the opposite trend as the corresponding natural
frequencies. The rate of change for the damping ratio is large compared to the natural
frequency.
Polar plot of the complex mode shapes for ψ 6= 0 shows that the phase angle between the
two latent vectors changes with values of ψ. The change in phase angles alters the real
valued mode shape compared to the solution for zero damping and ψ = 0. Figure 2.3
shows the two complex mode shapes plotted for ψ = 0.3.
To determine if the modes of a structure are non proportionally damped, the polar plots
of the modes shapes can be inspected. If the structure is non proportionally damped the
mode shape components (latent vectors) are out of phase. If the system is proportionally
damped the mode shape components are parallel [17].
2.4 Random data
A random process can describe a natural phenomenon like wind or wave forces, and may
not be described by an explicit mathematical expression [1]. To describe these processes,
statistical concepts are used to preserve the randomness of the natural phenomenon. This
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Figure 2.3: Complex latent vectors for a non-proportional damped system.
section provides the reader with important definitions and statistical concepts from the
theory of random data. More detailed information about basic statistical concepts can be
found in Bendat and Piersol [1] and Næss [14].
2.4.1 Stationary processes
A random process X(t), contains N number of realizations xN(t). Each realization rep-
resent an individual time series. The collection of realizations from a random process is
defined as an ensemble [1]. Figure 2.4 from Næss [14], shows an ensemble of N realizations
varying with time t.
For a random process to be called stationary the stochastic properties of the process do
not change with time [14]. To determine if a process X(t) is stationary, the mean value
and autocorrelation function of the random process, with N realizations, needs to be
calculated. The mean value of X(t) can be determined by taking the mean value over N
realizations:
µX = E[X(t)] = lim
N→∞
1
N
N∑
j=1
xj(t) (2.46)
The autocorrelation function for N realizations is determined by taking the product of
different time instances t and t+ τ :
RX(τ) = E[X(t)X(t+ τ)] = lim
N→∞
1
N
N∑
j=1
xj(t)xj(t+ τ) (2.47)
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Figure 2.4: Ensemble of N realizations from a random process varying with time t. The time
lag between two points in time is represented by τ .
If the mean value and autocorrelation of Equation 2.46 and 2.47 varies with time t, the
process i said to be non-stationary [1]. For a constant mean value and an autocorrelation
function only dependent on the time lag τ , the process is said to be weakly stationary [1].
The autocovariance function for a stationary process X(t), can be expressed by the mean
value and autocorrelation function:
CX(τ) = E[(X(t)− µX)(X(t+ τ)− µX)]
= E[X(t)X(t+ τ)]− µ2X
= RX(τ)− µ2X (2.48)
where the autocovariance function only depends on the time lag τ and the constant mean
value µX . It is important to note that for a stationary process the variance at a given
point in time is constant, i.e. σ2X(t) = σ2X . The variance of the process X(t), can be
determined at τ = 0, from the autocovariance function:
CX(0) = σ2X (2.49)
If an infinite number of realizations (N → ∞) yields a constant mean value and an
autocorrelation function only dependent on the time lag τ , for any given time instance t,
the process is said to be strongly stationary. In many practical applications verification
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of weak stationary processes will be justified as an assumption for a strong stationary
process [1].
If X(t) and Y (t) are two stationary processes, the cross-covariance of the two processes
is define by:
CXY = E[X(t)Y (t+ τ)] = E[(X(t)− µX)(Y (t+ τ)− µY )] (2.50)
If the covariance is independent of time t, the two processes are called jointly stationary,
meaning that X(t) and Y (t) are both stationary processes [1].
2.4.2 Ergodic process
Realizations produced by natural phenomenons, like wind forces and wave elevation, will
never be repeated exactly by nature. For many practical applications the number of
measurements available is a finite number of recordings, with a finite length. To use one
single realization to estimate the statistical properties of a stochastic process, the process
must be defined ergodic. For an ergodic process, every ensemble mean can be replaced by
a time average over a single realization [14]. For an ergodic process X(t), one realization
is examined by calculating the mean value and the autocorrelation by a time average over
the period T :
E[X(t)] = lim
T→∞
1
T
∫ T
0
x(s)ds (2.51)
and
E[X(t)X(t+ τ)] = lim
T→∞
1
T
∫ T
0
x(s)x(s+ τ)ds (2.52)
If Equation 2.51 becomes constant and Equation 2.52 becomes independent of time t, the
process is said to be ergodic [1].
Ergodic processes are important for engineering applications, because the statistical de-
scription of a random process can be described by a single realization [1]. For engineering
applications, most of the natural phenomena can be described as a stationary process
with corresponding ensembles, where ensemble means can be replaced by time averages
over a single realization [14].
2.4.3 Power spectral density
The power spectral density (PSD) function is the frequency domain counter part of the
correlation function [19]. Via the correlation function, for a stationary processes X(t)
with zero mean, the auto PSD can be described by Fourier transform of the correlation:
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SX(f) =
∫ ∞
−∞
RX(τ)e−i2pifτdτ (2.53)
(2.54)
For the zero mean processes X(t), the correlation and auto PSD function are Fourier
transform pairs, often called the Wiener-Khinchine relation. The Wiener-Khinchine rela-
tion gives the two sided spectrum, defined over the interval (−∞,∞). The one sided auto
PSD functions can be determine from the two sided spectrum [1]:
GX(f) = 2SX(f) (2.55)
(2.56)
where the one sided spectrum is defined over the interval (0,∞) [1]. A figure from Bendat,
Julius and Piersol [1], illustrates one and two sided PSD, see Figure 2.5.
Figure 2.5: S(f) and G(f) represent a one-sided and two-sided power spectral density for a
stationary stochastic process, respectively.
The auto PSD function, also known as the variance spectrum, contains the distribution
of variance along the frequency axis. Using the Wiener-Khinchine relation the correlation
can be expressed by the auto PSD function:
CX(τ) =
∫ ∞
−∞
SX(f)ei2piτdf (2.57)
The variance of the stationary process X(t) with zero mean, can be determined by inverse
Fourier transform at τ = 0 [14]:
σ2X = CX(0) =
∫ ∞
−∞
SX(f)df (2.58)
For two jointly stationary processes X(t) and Y (t), the cross PSD can be determine from
the cross-covariance:
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SXY (f) =
∫ ∞
−∞
CXY (τ)e−i2pifτdτ (2.59)
The cross PSD function is normally a complex function. Equation 2.59 can then be
written as:
SXY (f) = CoXY (f)− iQuXY (f) (2.60)
where CoXY (f) is the co-spectrum and QuXY (f) is the quadrature-spectrum [14]. By
introducing e−i2pifτ = cos(2pifτ)− i sin(2pifτ) to Equation 2.60 it can be shown that:
CoXY (f) =
∫ ∞
−∞
CXY (τ) cos(2pifτ)dτ (2.61)
QuXY (f) =
∫ ∞
−∞
CXY (τ) sin(2pifτ)dτ (2.62)
(2.63)
Since CXY (τ) and SXY (f) are Fourier transform pairs, the cross-covariance can be deter-
mine by the area of SXY (f) at τ = 0:
CXY (0) =
∫ ∞
−∞
SXY (f)df =
∫ ∞
−∞
CoXY (f)df (2.64)
The one sided cross PSD may be expressed in polar coordinates:
GXY (f) = |GXY (f)|θXY (f) (2.65)
described by the absolute value of the of the magnitude:
|GXY (f)| =
√
Co2XY (f) +Qu2XY (f) (2.66)
and the phase angle:
θXY (f) = arctan(
QXY (f)
CoXY (f)
) (2.67)
The phase angle is called the phase-spectrum and contains the information about the
phase shift of the two processes X(t) and Y (t) [14].
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2.4.4 Welsh procedure
In data analysis discrete time signals of a finite length are common, and a discrete rep-
resentation of the PSD is needed. The PSD can be obtained by Fourier transform of the
correlation function, called the Blackman-Turke procedure [17]. Another possibility is a
direct fast Fourier transform (FFT) of the time signal, called the Welsh procedure [1].
Assume a realization x(t), with a total period Ttot. The time signal is divided in to nd
segments, where the segment length is T = N∆t. The estimate for the two sided PSD
can be obtained by:
SˆXX(fk) =
1
ndN∆t
nd∑
j=1
|Xj(fk)|2 where k = 0, 1, ..., N − 1 (2.68)
Xj(fk) represents the Fourier transform components of x(t), at each discrete frequency
fk [1]. From Equation 2.55 and 2.68 the one sided spectrum can be estimated:
GˆXX(fk) =

2
ndN∆t
nd∑
j=1
|Xj(fk)|2 where k = 1, ..., N2 − 1
1
ndN∆t
nd∑
j=1
|Xj(fk)|2 where k = 0, N2
(2.69)
The values represented at k = 0 and k = N2 are often neglected due to their vulnerability
to errors and frequencies that are well above the cut of frequency, respectively [1].
The Welsh procedure has less computational operations than the Blackman-Turkey pro-
cedure, but requires some operations to improve the result and reduces the errors of the
estimated PSD [17].The interested reader can find more information on this subject in
Bendat and Piersol [1].
2.4.5 Leakage and windowing
A limited recorded time series x(t) can be interpreted like an unlimited time series u(t)
multiplied with a time window v(t), where
v(t) =
1 0 ≤ t ≤ T0 otherwise (2.70)
The recorded sample x(t) can be described as the product [1]:
x(t) = u(t)v(t) (2.71)
Figure 2.6 illustrates the product from Equation 2.71. The Fourier transform of x(t) is
given by the convolution of the Fourier transforms of u(t) and v(t) [17]. Fourier transform
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of the rectangle window v(t), gives a function with several lobes with decreasing ampli-
tudes, see Figure 2.7. The largest lobe (centered at f = 0 Hz) has the largest amplitude.
The first side lobe is about 13 dB less than the main lobe. From the first side lobe the
lobes fall off with a rate of 6 dB
octavae
[1]. As a consequence, the large side lobes allow
leakage to frequencies separated from the main lobe and can introduce amplitude errors
in the estimated PSD of x(t) [1].
Figure 2.6: Top: unlimited time series multiplied with a rectangular time window. Bottom: time
windowed signal.
Leakage in the PSD will not occur if the signal is periodic with period Tp, and is equal to
the window period T , i.e if T = kTp. The Fourier components from the window at discrete
frequencies f = k
Tp
will coincide with zeros with exception of the main lobe. Resulting in
an exact representation of the PSD [17]. For a non periodic time series, leakage will occur
using a rectangle window [17]. To reduce the error caused by leakage, a time window
that reduces the discontinuities at the beginning and end of the time windowed signal is
added. The discontinuities can be observed at the end of the time windowed signal in
Figure 2.6.
Different types of windows exist. A commonly used time window is the cosine squared or
the Hanning window [1]. The Hanning window is described by Equation 2.72.
vh(t) =
1− cos2(
pit
T
) 0 ≤ t ≤ T
0 otherwise
(2.72)
Fourier transform of the Hanning window reduces leakage to the side lobes. The largest
side lobe becomes 32 dB lower than the main lobe. From the largest side lobe there
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is a reduction of 18 dB
octave
, yielding a significant reduction of the amplitude error of the
estimated PSD [17]. Time series tapering, using a Hanning window, also gives an increase
in the half-power bandwidth of about 60 %, see Figure 2.7. For many applications this is
a reasonable penalty to reduce leakage. For damping estimates the half-power bandwidth
is of importance, and a significant change may effect the damping estimates [17]. To
minimize the main lobe bandwidth, for a given number of averages nd, the record length
T can be increased to provided the same half-power bandwidth that would have occurred
with no tapering. If the total record length is limited, the number of averages must be
reduced, increasing the variability of the PSD. To counteract the increasing variability
one may partially overlap the segments [1]. Hanning windows with and without overlap
is illustrated in Figure 2.8.
Figure 2.7: Fast Fourier transform of rectangular window and Hanning window indicated in blue
and orange, respectively.
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Figure 2.8: Top: 4 Hanning windows. Bottom: 7 Hanning windows with 50 % overlap.
2.5 Operational Modal Analysis
Operation modal analysis (OMA) is an output-only modal identification method, based on
response measurements only. The method enables identification of structural parameters
for large civil engineering structures like bridges, towers, ships, offshore platforms and
rotating machinery [17]. This section presents the fundamental assumptions of OMA and
a more detailed description of FDD and EFDD. Data validation and pretreatment is also
an important component of OMA, and will be presented in Section 2.6. Most of the
literature is based on Rainieri and Fabbrocino [17], where several methods of OMA and
its applications is presented.
2.5.1 Assumptions for OMA
For a structure excited by white noise (PSD has a constant amplitude), all the modes
are excited equally. In reality the environmental or operational loading has a PSD not
corresponding to a constant amplitude, exiting the modes unequally. The signal of the
response will also be corrupted by noise from the measuring equipment [17].
OMA assumes a combined system, see Figure 2.9. The combined system is loaded by
stationary, zero mean, Gaussian white noise, indicated by by the load spectrum SN(w).
The combined system exists of an excitation system Hf (w), excitation response SF (w) and
the structure system Hs(w). The structural output is indicated by SY (w). The combined
system is assumed linear and in series. The response of the system can be describe by its
PSD and transfer functions:
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SY (w) = Hs(w)SF (w) (2.73)
= Hs(w)Hf (w)SN(w) (2.74)
The measured response of the structure contains information about the excitation sys-
tem and the structure. Assuming that the excitation system is a broad banded process
with either time varying or time invariant properties, and the structure to be a narrow
banded process with time invariant properties, enables discrimination between the struc-
tural modes and properties of the excitation system. This is due to the assumption that
the broad banded system excites all the modes in the frequency range of interest, and
modal parameters can be extracted [17].
SN(w) Hf (w) SF (w) Hs(w) SY (w)
Figure 2.9: Illustration of the combined system in an operational modal analysis procedure.
SN (w), SF (w) and SY (w) are the white noise input, excitation system output and structure
output, respectively. Hf (w) and Hs(w) are the frequency response function of the excitation
system and the structure, respectively. The combined system is indicated within the stapled
rectangle
2.5.2 Frequency domain decomposition
FDD can determine modal parameters in the frequency domain, using output measure-
ments only. The method has overcome the challenges by determining closely spaced
modes, or even coincident modes, compared to the the basic frequency (peak-picking)
method. The EFDD method is a further development of FDD to determine the modal
damping ratios and damped natural frequencies from correlation functions [17].
FDD/EFDD is based on a modal expansion of the structural response:
{y(t)} = [Φ] {η(t)} (2.75)
Where [Φ] is the modal matrix and {η(t)} is the modal coordinates of the structures
response {y(t)}. To determine the modal parameters, the structures response must be
defined in the frequency domain. The response can be described by the PSD function,
obtain through the correlation function, or by a direct method like the Welsh procedure.
The correlation matrix for a stationary process {y(t)} can be defined as:
[Ry(τ)] = E[{y(t+ τ)} {y(t)}T ] = [Φ][Rη(τ)][Φ]T (2.76)
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The PSD matrix can be obtained by Fourier transform of the correlation:
[Gy(ω)] = [Φ][Gη(ω)][Φ]T (2.77)
[Gy(ω)] is then factorized using singular value decomposition (SVD). Giving the following
expression for the PSD matrix:
[Gy(ω)] = [U ][Σ][V ]H (2.78)
where [Σ] is the singular values arranged in a descending order. [U ] and [V ] are the
unitary matrices that hold the left and right singular vectors. If the PSD matrix is a
Hermitian and positive definite matrix, it follows that [V ] = [U ], and the PSD can be
written as:
[Gy(ω)] = [U ][Σ][U ]H (2.79)
The motivation is to determine a one to one relationship between the mode shapes [Φ]
and the singular vectors [U ]. The number of dominant singular values in [Σ] determines
the number of governing modes at that certain frequency, ωk. The number of dominant
values at a certain frequency is coherent with the number of modes contributing to the
response. By evaluating the singular values at a resonance frequency, closely space modes
or even coincident modes can be determined [17].
If we assume that there is only one dominant mode present at the specific frequency ωk,
the PSD matrix approximates to a matrix with rank equal to one, i.e. rank([Gy(ωk)]) ≈ 1.
This leads to one dominant singular value and corresponding singular vector:
[Gy(ω)] = σ1 {u1} {u1}H when ω → ωk (2.80)
This assumptions lead to the estimated mode shape:
{φk} = {u1(ωk)} (2.81)
where {φk} is the estimated mode shape at frequency wk [17].
The EFDD estimates PSD function for equivalent SDOF system by evaluating the sin-
gular vectors around the peaks of resonance. The singular vectors are selected trough
correlation with the estimated mode shape, {φk}. This correlation is determine by the
Modal assurance criterion (MAC):
MAC({uj} , {φk}) = | {uj}
H {φk} |2
({uj}H {uj})({φk}H {φk})
(2.82)
where {uj} is a singular vector in the vicinity of the peak that corresponds to φk.
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The analyst has to determine an appropriate threshold for the MAC, the so called MAC
rejection level. The MAC value is defined in the interval [0, 1], where 1 corresponds to
a difference only by a scaling factor, and 0 corresponds to orthogonality between the
two vectors {uj} and {φk}. The singular values, corresponding to the PSD function for
the SDOF system, is determined by the singular vectors that has the MAC rejection
level prescribed by the analyst. The search for the singular vectors around the peak of
the frequency wk is terminated when the MAC value is lower than the pre described
value [17].
To determine the damping ratio and natural frequency, the correlation function for the
corresponding PSD function is determined by inverse Fourier transform. The damping
ratio is measured by linear regression on the logarithmic decrement of the correlation
function. In the same manner, the damped natural frequency is estimated by linear
regression on the zero-crossing. The undamped natural frequency can be determine using
Equation 2.83 [17].
fn,k =
fd,k√
1− ξ2k
(2.83)
where fn,k, fd,k and ξk is the undamped natural frequency, damped natural frequency and
modal damping ratio, respectively.
An important factor to emphasize is that some mode shapes estimates can be biased.
This is due to the fact that SVD forces the singular vectors to be orthogonal. If the
experimental mode shapes are orthogonal the estimated mode shapes are unbiased. If the
mode shapes are not orthogonal, the mode shape estimates for the closely spaced modes
are biased. The bias manly affects the weak modes, and the estimate of the dominant
modes are still acceptable [17].
2.6 Signal processing
Since OMA is an output-only dependent method, high quality measurement and correct
data treatment is important factors to ensure reliable determination of the modal param-
eters [17]. The setup of the measuring equipment is not discussed in this thesis, but the
interested reader can acquire more information from Rainieri and Fabbricino [17].
2.6.1 Sampling and Aliasing
When sampling a harmonic signal, the value of the sampling frequency fs is one of the
most important factors to ensure good quality measurement. The sampling frequency
determines the number of points sampled in a time series and the quality of the signal.
The choice of sampling frequency does not only influence the data space required, but
can also introduce a phenomenon called aliasing [17].
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Figure 2.10 show a signal that is aliased due to insufficient sampling frequency. Assuming
that the signal is sampled at 1/∆t Hz, the true signal is not sampled correct and recorded
as the aliased signal, i.e. a signal with lower frequency. To capture the true signal, at lest
two samples pr. cycle is required. The highest frequency to be captured by a sampling
rate of 1/∆t Hz is 1/2∆t Hz. The frequencies larger than 1/2∆t Hz will be aliased, and
perceived as a signal with lower frequency. The aliasing signals can cause large amplitude
errors in the PSD spectrum, and can not be distinguished from the true signals by PSD
analysis [17]. The frequency limit for the aliased signal is called the Nyquist frequency:
fN =
1
2∆t =
1
2fs (2.84)
where fN represents the Nyquist frequency [17].
Figure 2.10: Aliasing of true signal. The sampling frequency is to low to capture the frequency
of the true signal. The recorded signal is indicated by the Aliased signal
2.6.2 Butterworth filter
A low-pass filter is applied in the frequency domain to remove (filter out) unwanted high
frequency content [17]. A commonly used filter is the Butterworth filter. A low-pass
Butterworth filter is described in frequency domain by Equation 2.85 [13]:
|H(iω)|2 = 11 + ( ω
ωc
)2N (2.85)
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where H(iω) is the transfer function of the filter, i =
√−1 is the complex constant, ω is
the angular frequency, ωc is the angular cut-off frequency and N is the order of the filter.
Figure 2.11, illustrates three filters plotted with the amplitude spectrum of a sinusoidal
with noise. The ideal low-pass filter removes all frequencies larger than the angular cut-off
frequency ωc. The Butterworth low-pass filters will have a roll-off (transition band) where
the amplitude is reduced. The slope of the transition band is dependent of the order of
the Butterworth filter. The amplitude reduction at 0.3pirps is reduced by 1√2 (−3dB) [18].
Figure 2.11: Amplitude spectrum of sinusoidal with noise and three applied low-pass filters.
2.6.3 Decimation
Recorded time series used for modal identification are often decimated (resampled). Dec-
imation of a signal may cause aliasing for frequency content above the Nyquist frequency.
For a new sample frequency there exists a new Nyquist frequency:
fN,new =
1
2fs,new (2.86)
For a decimated signal the frequencies between fN,new and fN can cause aliasing, influ-
encing amplitude errors in the PSD spectrum. The frequencies between fN,new and fN
must be removed before decimation, using a low-pass filter [17].
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2.6.4 Data validation and pretreatment
Before the modal parameters are determined it is recommended that the recorded data
is analyzed for anomalies. Anomalies can be detected by visual inspection of the time
series and their probability density function (PDF). The different types of anomalies have
different characteristic that can be detected by comparing the estimated and theoretical
PDF [17].
Trends are often detected by visual inspection of the time series, see Figure 2.12. Trends
are often spurious, often caused by temperature. Trends lead to a magnification of the
low-frequencies below 1/Ttot, where Ttot is the total length of the signal. Spurious trends
may be removed by fitting the data to a low order polynomial, subtracting the values
from the recorded signal [17]. Bendat and Piersol [1] recommend not using a polynomial
larger than 3.
Figure 2.13, illustrates the time series and PDF of three cases of a signal with spikes,
clipping and dropouts. Spikes can represent noise malfunctioning in the measurement
chain or represent a physical event. The spikes effects the PDF of the recorded signal,
making the tails of the PDF longer due to large peak values in the time series. Clipping
usually occurs when the signal saturates the analogue digital converter. Clipping is usually
easy to detect by a visual inspection of the time series, where the signals are cut-off at a
certain amplitude, either on one or both sides. Clipping can also be detected in the PDF
by large values at the end of the tails. Signal dropout may occur from malfunctioning in
the transmission of loss of power, causing a permanent or temporarily ”dropout” of the
signal. By inspection of the time series the amplitude of the signal diminishes for a period
of time. Dropouts can also be detected by peaks in the PDF [17].
Figure 2.12: Time series with linear trend.
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Figure 2.13: Time series and corresponding probability density functions indicating anomalies.
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Chapter 3
Previous research
There have been several studies regarding OMA in frequency domain. This chapter
presents previous research regarding the FDD and EFDD methods, where statements
and observations are elaborated. FDD/EFDD methods has been used on theoretical and
existing civil engineering structures. The two methods can be used to determine the
modal parameters, and demand influence and interpretation by the analyst. To minimize
the risk of biased results, especially regarding damping ratio estimates, the analyst must
be aware of important factors that influence the results [17].
3.1 Loading and data quality
As previously mentioned in Section 2.5, FDD/EFDD is output-only methods that rely
on response measurements from the structure under investigation. The excitation sources
are usually operational loads, like traffic or wind loads [17]. There are two fundamental
rules in output-only identification methods: The structure must be exposed to multiple
input and the recorded data must be of good quality [5].
3.1.1 Loading
For a large civil engineering structure multiple sensors are applied at discrete locations
to capture the fundamental modes of the structure. In output-only methods, multiple
sensors require multiple input. Some loads that create multiple input are moving cars
crossing a bridge or wind forces. Moving cars load the bridge at infinitely many points.
The cars triggers modes that are sensitive to vertical loading, thus, ensuring excitation
of vertical modes. Wind loading triggers the structure multidirectional. Wind loading
is random in time and space, with a correlation time and correlation length. To ensure
that the wind loading is a multiple input, the correlation length of the wind must be
significantly smaller than the structure [5].
Inspecting the singular value decomposition plot can reveal if the structure is subjected
to multiple input or single input. For multiple input loading all singular value curves
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contribute to some extent. In the case of single input only one singular value curve is
dominating, while the other singular value curves describes the noise in the data [5].
Figure 3.1 shows a system loaded by multiple input and single input loading. For single
input, only one singular value curve dominates the response of the structure. Many
civil engineering structures have closely spaced or coincident modes. To determine these
modes several singular value curves must contribute in value, meaning the loading must
be multiple input [5].
Figure 3.1: Singular value decomposition plot for a 4 DOF system. Left: Single input loading.
Zero mean, Gaussian white noise applied to one DOF. Right: Multiple input loading. All DOFs
are excited with zero mean, Gaussian white noise.
Single input loading. Zero mean, Gaussian white noise applied to one DOF.
3.1.2 Data quality and record length
The second rule indicates that the data used in OMA must be of good quality. This im-
plies good signal-to-noise ratio, removal of outliers (distant observation points), dropouts,
clipping and noise spikes. How to detect and treat these events is elaborated in more
detail in Section 2.6.4.
The total length of the recorded data is also an important factor. Brincker, Ventura and
Andersen [5], present a ”rule of thumb” regarding the total record length to ensure a
reliable estimate of the PSD:
Ttot = max
(
nd
ξkωk
)
(3.1)
where Ttot, ξk, ωk and nd is the total record length, modal damping ratio, modal angular
frequency and number of averages, respectively. For a fixed record length the number
of averages influences the variation of the estimated PSD and corresponding singular
value plot. The number of averages can be determined, using Equation 3.1, to ensure
minimal variation in the estimated PSD for a fixed record length. This factor is important
regarding damping ratio estimation, due to the variation of the half-power bandwidth for
a variation of number of averages [5].
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3.2 Damping ratio estimation
In OMA, mode shapes and natural frequencies is usually estimated with high accuracy.
The accuracy of damping ratios is still an open problem and the results are often bi-
ased [17]. This section presents important factors to take into account when estimating
damping ratios for civil engineering structures, using the EFDD method.
3.2.1 Record length
Mangalhaes, Brincker and Cunha [3] used free decays and ambient vibration tests, esti-
mating damping ratios for a 2 DOF system. The 2 DOF system had six different char-
acterization; combinations of separated modes, closely spaced modes, proportional and
non-proportional damping. The damping ratios where estimated using different record
lengths and compared with theoretical values. The error for the first mode decreased
from 25 % to 3 % with increasing record length. The error in the damping ratio was also
dependent on the modal complexity. Closely space modes with non-proportional damping
gave the largest error. Mangalhaes, Brincker and Cunha [3] state that the achievement
of good results are dependent on the length of the record. They recommend a record
length of at least 1 hour for a civil engineering structure with first fundamental natural
frequency and damping ratio of 1 Hz and 1 %, respectively [3].
3.2.2 PSD estimation
Estimation of damping ratios are highly dependent on the singular value plot, obtained
by SVD from the estimated PSD. Windowing and frequency resolution can cause large
errors and variability in the estimated PSD. The errors and variability in the PSD highly
influences the results of the estimated modal damping ratios [17].
The use of windows reduces leakage in PSD but yields an error on the true damping ratio
estimates due to the change in the half-power bandwidth. To minimize this effect a high
frequency resolution must be adopted [15]. The length of the Fourier transform (NFFT)
determines the frequency resolution of the estimated PSD. Lower values of NFFT will
provide a smoother PSD and identification of peaks becomes less cumbersome. On the
other hand, higher values of NFFT will increase the frequency resolution and increase the
precision of the estimated PSD [22]. The effect on frequency resolution is extensively in-
vestigated. The damping ratios decrease with encreasing frequency resolution, converging
at 0.01 Hz [17].
3.2.3 Correlation function
The estimated PSD around the peaks of resonance are often partially estimated or con-
tains noise or added harmonic components, especially regarding closely spaced modes.
This results in correlation functions with anomalies and possible errors in the estimated
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damping ratios [17]. To minimize the risk of biased damping ratios some previous expe-
rience relating correlation functions with anomalies are presented. The aim is to better
understand the consequences of added harmonics and how to reduce the bias using the
correlation interval.
Beating phenomenon
Jacobsen, Andersen and Brincker [12] added harmonic components to a PSD function.
The normalized correlation function in the upper part of Figure 3.2 shows a exponential
decay, corresponding to the PSD without added harmonic components. The lower part
of Figure 3.2 shows a correlation function with an added harmonic component. The
harmonic component introduces forced vibration with very low damping, causing beating
phenomenon in the correlation function. The estimated natural frequency and damping
ratio will be biased due to the introduction of the harmonic component [12].
Figure 3.2: Top: normalized correlation function without harmonic component. Bottom: nor-
malized correlation function with harmonic component.
Correlation function with delayed amplitude decay
Gade, Møller, Herlufsen and Konstantin-Hansen [9] estimated modal parameters for a
scale wind turbine wing. The correlation function (see Figure 3.3) represents a resonating
system with amplitude decay obtained from a fully estimated PSD. The first section of
the correlation function displayed a horizontal slope. Linear regression was preformed on
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the first cycles of the amplitude decay. This proved to reduce the error in the damping
ratio estimate [9].
Linear regression over a few cycles is also recommended by Rainier and Fabbrocio [17].
The use of short correlation interval over a few cycles reduces the bias in the estimated
damping ratio. This consideration is particularly important regarding closely spaced
modes that often lead to partially estimated PSD functions [17].
Figure 3.3: Top: normalized correlation function. Bottom: linear regression on the logarithmic
decrement.
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Chapter 4
Case: Shear frame
This case study aims to check the accuracy and reliability of the implemented FDD/EFDD
method, on a 4 DOF shear frame. Mode shapes, natural frequencies and damping ratios
will be estimated and compared to a complex eigenvalue analysis.
4.1 Dynamic system
The dynamic system, see Figure 4.1, has massless columns with total stiffness k = 1 N/m,
for each individual floor. Each floor has a total mass Mf = 1 Kg, and the floor stiffness
is assumed significantly larger than the stiffness of the columns, i.e EI ≈ ∞.
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Figure 4.1: 4 degree of freedom shear frame with proportional Rayleigh damping.
34
4.2. MODAL ANALYSIS CHAPTER 4. CASE: SHEAR FRAME
The damping of the system is described by mass and stiffness proportional Rayleigh
damping:
[C] = [Cm] + [Ck] = a0[M ] + a1[K] (4.1)
where [Cm], [Ck], [M ] and [K] are the mass proportional damping, stiffness proportional
damping, mass and stiffness matrix, respectively. a0 and a1 are the coefficient describing
the mass and stiffness proportional damping.
A complex eigenvalue analysis is carried out on the 4 DOF shear frame. The prescribed
modal damping ratios, to determine the coefficients a0 and a1, are set to ξk = ξj =
0.01. The modal parameters and mode shapes are presented in Table 4.1 and Table 4.2,
respectively.
Table 4.1: Natural frequencies and damping ratios from complex eigenvalue analysis.
Mode no. Natural frequency ( rad
s
) Natural frequency (1
s
) Damping ratio (%)
1 0.3473 0.0553 2.53
2 1.0000 0.1592 1.41
3 1.5321 0.2438 1.45
4 1.8794 0.2991 1.56
Table 4.2: Mode shapes from complex eigenvalue analysis.
DOF no. Mode no. 1 Mode no. 2 Mode no. 3 Mode no. 4
1 1.0000 1.0000 1.0000 1.0000
2 0.8794 0.0000 -1.3473 -2.5321
3 0.6527 -1.0000 -0.5321 2.8794
4 0.3473 -1.0000 1.5321 -1.8794
4.1.1 Loading and response
To ensure that the system is loaded with multiple input, all 4 DOF is loaded with zero
mean, Gaussian white noise. The white noise has a constant PSD and ensures a broad
banded input [17]. The white noise input also simulates the assumption of the excitation
system, described in Section 2.5.1.
The response of the system is simulated using Newmark’s method with constant average
acceleration (i.e γ = 12 and β =
1
4) [6].
4.2 Modal analysis
The modal parameters for the 4 DOF shear frame is determined using an implemented
MATLAB routine of the FDD/EFDD method. A preliminary test was conducted to
35
4.2. MODAL ANALYSIS CHAPTER 4. CASE: SHEAR FRAME
ensure convergence of the damping ratios, see Appendix A.1. The test gives an indication
of sufficient convergence for a time series longer than 2 hours. In this case study, the time
series are executed for a period of 2 hours with a sampling frequency of 10 Hz.
4.2.1 Singular value plot
To obtain the singular values and the singular vectors, the PSD matrix is determined using
the Welsh procedure. To ensure a low increase in the half-power bandwidth and accurate
representation of the estimated PSD, 10 averages and 60 % overlap is used. Hanning
windows are used to reduce the bias introduced by leakage. A NFFT value of 216 (65536)
ensures a frequency spacing of ≈ 0.0004 Hz, reducing the risk of bias introduced from an
increase in the half-power bandwidth [15].
SVD determines the singular values and corresponding singular vectors at discrete fre-
quencies. The singular value indicates the contribution from the corresponding singular
vector. The singular value plot indicates to what extent the singular vectors contribute
to the response at discrete frequencies [17].
The singular values for the 4 DOF shear frame is plotted in Figure 4.2. All singular value
curves contribute to some extent. This confirms that the system is loaded with multiple
input. The plot has 4 dominant peaks, indicated by the the first most dominant singular
value curve. The other singular value curves have no significant peak value, and the shear
frame display 4 separate modes.
Figure 4.2: Singular values for the 4 DOF shear frame, subjected to zero mean, Gaussian white
noise.
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4.2.2 Mode shapes
Evaluation of the singular values at the k-th dominant peak (where k = 1, 2, 3, 4) gives
an indication of the contribution from the different modes at a certain frequency. The
singular values for k = 1 is presented in Equation 4.2:
[Σ]k=1 =

475.7570 0 0 0
0 0.2630 0 0
0 0 0.0291 0
0 0 0 0.0137
 (4.2)
The singular values corresponds to the frequency line at the first peak in Figure 4.2.
For the first dominant peak (k = 1) there is one dominating mode contributing to the
response, indicated by the dominant singular value in Equation 4.2. If two or more
modes had a significant contribution at that frequency, multiple singular values would be
dominant. This would indicate that closely spaced or coincident modes where present [17].
In appendix A.2, the singular values for all k peaks are calculated to determine the number
of dominant modes. The singular values indicate that only one dominant mode is present
at each frequency line fk.
The dominant singular vectors, corresponding to the four peaks, are ”peak-peaked”. These
singular vectors represent the mode shape estimates φk, where k = 1, 2, 3, 4. Using the
MAC, the correlation between the analytical mode shapes and the estimated mode shapes
can be analyzed. Equation 4.3 shows the MAC between the first analytical mode shape
and the mode estimation for k = 1.
MAC({φ1} , {φ1a}) = | {φ1}
H {φ1a} |2
({φ1}H {φ1})({φ1a}H {φ1a})
= 0.9999 (4.3)
where {φ1} is the singular vector corresponding to the dominant singular value at peak
k = 1, and {φ1a} is the analytical solution for mode no. 1 from Table 4.2. MAC = 0.9999
indicates that the two vectors are highly correlated, only differing by a scale factor.
Th four estimated mode shapes can be compared with the analytical mode shapes cal-
culating the MAC matrix, see Figure 4.3. The MAC matrix gives an indication of the
accuracy of the mode shape estimation. Figure 4.3 indicates that the mode shape es-
timates has a high correlation with the analytical mode shapes from Table 4.2. The
cross-correlation is low and indicates that the modes are orthogonal [17].
4.2.3 Natural frequencies and damping ratio
The EFDD method is based on determining the equivalent SDOF PSD functions around
the peaks of resonance, and estimates the damped natural frequencies and damping ratios
from the corresponding correlation functions. The equivalent PSD functions are identified
around the peaks of resonance with a prescribed MAC limit value, Ω. The singular vectors
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Figure 4.3: MAC matrix for analytical and estimated mode shapes.
are compared with the mode shape estimate {φk}. The procedure is terminated when the
MAC is less than the prescribed MAC limit value [4].
In this case study the MAC limit value is fixed at the recommended value, Ω = 0.8 [17].
This MAC limit value ensures a high correlation criteria for the estimated mode shapes
{φk} and singular vectors {uj} [17]. By using inverse Fourier transform on the PSD
functions the correlation functions can be determined for the equivalent SDOF systems.
The damped natural frequencies and modal damping ratios are estimated from the cor-
relation functions, using zero-crossings as a function of time, and linear regression of the
logarithmic decrements, respectively [12].
Figure 4.4 shows the PSD functions determined from the singular value plot in Figure
4.2, with Ω = 0.8. The estimated PSD functions have the typical bell shape with peaks
corresponding to the peak of resonance. Note that the PSD for SDOF 4 is partially
determined on the left hand side.
The normalized correlation functions is determined using inverse Fourier transform of
the equivalent PSD functions, see Figure 4.6. To estimate the modal damping ratios
the logarithmic decrements is determined, taking into account the absolute value of the
extremes. The j-th logarithmic decrement is given by:
δj =
2
j
ln
(
r0
|rj|
)
(4.4)
where r0 is the initial value of the correlation function and |rj| is the absolute value of the
j-th extreme. The estimate of the logarithmic decrement δˆ, is determined by the slope of
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Figure 4.4: Power spectral density for equivalent SDOF systems.
the linear regression on δˆj + 2 ln (|rk|), for a prescribed number of j-th extremes. [4]. The
damping ratio can be calculated using Equation 4.5 [6].
ξˆ = δˆ√
δˆ2 + (2pi)2
(4.5)
The damped natural frequency is determined by linear regression on the zero-crossing
frequency of the correlation function. The undamped natural frequency is determined
using Equation 4.6.
fˆn =
fˆd√
1− ξˆ2
(4.6)
To estimate the damping ratios and natural frequencies, a reasonable correlation interval
must be selected. The correlation function for SDOF 1 shows a typical exponential decay.
The correlation functions for SDOF 2, 3 and 4 shows some harmonic oscillation of the
amplitude, known as beating phenomenon. The beating phenomenon may influence the
damping and natural frequency estimates, by introducing added harmonics and damping
[12]. Rainieri and Fabbrocino [17] recommend linear regression only on the few first
cycles for bias correlation functions. All four correlation function display low amount of
anomalies.
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Figure 4.7 shows the linear regression on the logarithmic decrements. By investigating
the logarithmic decrements, the beating phenomenon is observed. The highest rate of
oscillation occurs for the partially estimated PSD for SDOF 4. The damping estimation
is preformed by a linear fit to the part of the curve being close to a straight line. This
corresponds to the correlation intervals of the first 100 and 50 seconds for SDOF 1,2 and
SDOF 3,4, respectively. The linear regression on the zero-crossings is reformed using the
identical correlation interval for the estimated damping ratios, see Appendix A.3.
4.3 Results and conclusion
In this chapter, modal parameter estimation has been introduced using the FDD/EFDD
output-only method. The procedure has been illustrated on a 4 DOF shear frame with
proportional Rayleigh damping.
Mode shapes are determine by ”peak-picking” in the singular value plot. The peaks where
separated and no closely spaced or coincident modes where present. The four peaks
indicates the resonant frequency of the structure at hand. All modes where strongly
excited. Equation 4.7 presents the estimated mode shapes:
[Φˆ] = [
{
Φˆ1
}{
Φˆ2
}{
Φˆ3
}{
Φˆ4
}
] =

1.0000 1.0000 1.0000 1.0000
0.8789 0.0018 −1.3422 −2.4626
0.6527 −1.0029 −0.5267 2.8043
0.3468 −1.0107 1.5456 −1.8042
 (4.7)
SVD forces the singular vectors to be orthogonal [17]. The MAC matrix in Figure 4.5
indicates that the analytical modes of the structure are orthogonal. This ensures that the
estimated orthogonal mode shapes are unbiased due to the forced orthogonality of SVD.
For this theoretical 4 DOF shear frame, induced by multiple input, zero mean, Gaussian
white noise, the FDD method proves to give good estimation of all mode shapes.
Figure 4.5: MAC matrix for analytical and estimated mode shapes.
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The estimated PSD for the equivalent SDOF system shows the typical bell-shape. The
PSD for SDOF 4 is partially estimated, lacking some of the left hand side of the spectrum.
The PSD functions are not completely smooth, some local peaks are observed. Beating
phenomenon is observed in the correlation functions for SDOF 2,3 and 4. The beating
phenomenon is also confirmed through the linear regression plot, being most prominent
for SDOF 4.
The natural damped frequencies are estimated by zero-crossing on the correlation func-
tions. The natural undamped frequencies are calculated using the estimated damping
ratios and damped natural frequencies. The analytical and estimated undamped natural
frequencies and modal damping ratios is presented in Table 4.3.
Table 4.3: Analytical and estimated damping ratios and natural frequencies.
Analytical parameters: Estimated parameters:
Mode no. ξ (%) fn (Hz) ξˆ (%) fˆn (Hz)
1 2.53 0.0553 2.59 0.0554
2 1.41 0.1592 1.38 0.1590
3 1.45 0.2438 1.27 0.2429
4 1.56 0.2991 1.45 0.2982
The damping ratios are estimated with an error of 12.4 % to 2.12 %. All modal damping
ratios, except mode number 1, is underestimated. The underestimation can be associated
with truncation of the Fourier series [4]. The damping ratio results also depends on
the estimated singular value plot. Number of averages affects the half-power bandwidth
and directly influences the estimated damping ratios [17]. The beating phenomenon
can be caused by the presence of harmonic components in the PSD functions. This
phenomenon can introduce error in the damping estimation [12]. There are many factors
that directly and indirectly influence the estimation of damping ratios. The damping
ratios are estimated with good precision for this ”ideal” theoretical case.
The natural frequencies are estimated with good precision. This result is supported by
the linear regression fit of the zero-crossing, see Appendix A.3. The natural frequencies
are both under- and overestimated. Due to low damping in the system, the error in the
estimated damping ratios do not effect the estimated natural frequencies to a large extent.
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Figure 4.6: Normalized correlation functions of the equivalent SDOF PSD functions.
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Figure 4.7: Linear regression on the logarithmic decrement.
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Chapter 5
Case: Hardanger Bridge
This case study aims to estimate the modal parameters for the Hardanger Bridge, using
FDD and EFDD, implemented in MATLAB. Three mean wind velocities are selected
by a thorough investigation of the recorded data. Due to several uncertainties in modal
estimation for civil engineering structures, especially damping ratios, the steps in the
method are analyzed and elaborated.
5.1 Data analysis
This section gives a description of the measurement equipment, validation and selection
of data used in the FDD/EFDD analysis. The collected data was recorded in March 2015.
The individual segment lengths were ≈ 31 min. The number of recorded segments pr.
day varied from 4 to 36, with a total number of 219.
As stated in Chapter 3, long record lengths are required to ensure reliable damping es-
timations. Magalhaes, Brincker and Cunha [3], recommends 1 hour for civil engineering
structures with natural frequency of about 1 Hz. Øiseth [23] preformed an eigenvalue
analysis of the Hardanger Bridge, where the first natural frequency was estimated to 0.05
Hz. This implies that the segments used in the analysis must be larger than 1 hour to
ensure reliable damping ratio estimates.
5.1.1 Accelerometer and anemometer positioning
The Hardanger Bridge is mounted with accelerometers and anemometers to measure ac-
celerations, wind velocities and wind direction. Figure 5.1 indicates the positioning of the
sensors in the x-z plane.
All accelerometers measure acceleration in x-, y- and z-direction. The anemometers
measure the wind direction from 0 to 360 degrees, in the x-y-plane. The wind velocities
are measured in the horizontal and vertical direction, corresponding to the x-y plane and
z-direction, respectively.
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Figure 5.1: Positioning of accelerometers and anemometers. Accelerometer pair. Accelerom-
eter. Anemometer.
5.1.2 Wind direction and wind velocities
The response of the structure is the foundation for modal estimation. To estimate the
modal parameters, the corresponding modes must be excited in the measured response [5].
Slender bridge structures, like the Hardanger Bridge, will oscillate when subjected to a
fluctuating wind field. The passing of wind flow will generate fluctuation drag, moments
and lift, causing the structure to oscillate [19]. To ensure significant response of the
structure, an orthogonal wind field with respect to the x-axis of the bridge is desired.
The criteria for the incoming wind flow was limited by two intervals, indicated in Figure
5.2. The angles (measured from the x-axis of the bridge) were selected accordingly, see
Table 5.1. The incoming wind flow interval is define by ∆θ2,1 and ∆θ4,3.
∆θ2,1
∆θ4,3
x
y
z
θ1 θ2
θ4 θ3
-South- -North-
-East-
-West-
Figure 5.2: Illustration of incoming wind flow interval.
Table 5.1: Angles for incoming wind flow.
θ1 θ2 θ3 θ4 ∆θ2,1 ∆θ4,3
70 deg 110 deg 250 deg 290 deg 40 deg 40 deg
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Before calculating the mean wind direction and mean wind velocity, the recorded segments
were visually analyzed and checked for anomalies. At certain points in time, large peaks
occurred, both for the wind direction and wind velocity, see left hand side of Figure
5.3. The peak values in the wind direction can be caused by rotating equipment due
to turbulence wind field. These peak values are removed from the measurement to get
a more accurate representation of the wind direction. The noise spikes, observed in the
wind velocity plot, is assumed to not represent a physical event due to extreme values. A
built in MATLAB function, medfilt [21], is used to remove the noise spike in both the wind
direction and wind velocity. The right hand side of Figure 5.3 shows the wind direction
and wind velocity with the added medfilt function. The mean wind direction and mean
wind velocities are calculated over 10 min averages over each individual segment.
Figure 5.3: Top: wind direction (raw data/with median filter). Bottom: wind velocity (raw
data/with median filter).
5.1.3 Acceleration
Before selecting the data segments used in the FDD/EFDD analysis, a visual inspection of
the acceleration and corresponding PDF is preformed. No linear trend is visually observed
in the acceleration data. A built in MATLAB function, detrend [21], is applied to remove
the mean value and any possible non-visual detected linear trends in the acceleration
recordings.
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Deviations from the theoretical PDF can detect anomalies in the acceleration response
[17]. The inspection of the acceleration is preformed for different mean wind velocities,
ranging from 2 m/s to 20 m/s. The wind direction is kept within the prescribed interval
from Section 5.1.2.
Figure 5.4 shows a plot of acceleration and the corresponding PDF for high wind velocity
at 15.26 m/s. The estimated PDF shows similarities with the theoretical PDF. The tail of
the PDF are somewhat broader than the theoretical. This indicates that there are some
spikes in the measured response. The spikes can be a result of noise in the measurement
chain, but can also represent a physical event [17].
Figure 5.4: Plot of acceleration and corresponding probability density function (red line indicates
theoretical PDF). Mean wind velocity 15.26 m/s and mean wind direction 88 deg.
Figure 5.5 shows acceleration and the corresponding PDF for low wind velocity at 2.33
m/s. The spikes in the plot are more prominent than for higher wind velocities. The PDF
is not close to the theoretical PDF. The tails of the PDF are large, indicating large peaks
in the response. Large peaks can also be observed in the corresponding acceleration plot.
This confirms the indication of spikes detected by the PDF.
Figure 5.5: Plot of acceleration and corresponding probability density function (red line indicates
theoretical PDF). Mean wind velocity 2.33 m/s and mean wind direction 287 deg.
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High wind velocities show a closer similarity between the estimated and theoretical PDF.
Thus, the response at high wind velocities indicate a more stationary, Gaussian distribu-
tion than the lower wind velocities. Before removing the spikes, the cause of the spikes
must be determined. Spikes can be caused by noise in the measurement chain, but may
also be caused by a physical event [17]. The response of the Hardanger Bridge is not
only induced by the wind field. Traffic induced loads are also present. Traffic induced
loads can cause transient that can lead to spikes in the acceleration response. Physical
interpretation of the acceleration can be a challenge, since there is no information about
passing traffic. Visual investigation of the displacement, integrated from the acceleration,
may indicated if the spikes can be caused by traffic.
To determine the cause of the acceleration peaks, the influence from the wind field must be
minimized. The recorded data was scanned to determine acceleration peaks with low wind
velocity. The acceleration is integrated using a 5th order low-pass and 2nd order high-pass
filter with cut-off frequencies of 10 Hz and 0.02 Hz, receptively. Figure 5.6, shows a plot
of the vertical acceleration and displacement at the mid span of the bridge. The dominant
peaks in the acceleration generate six large peaks in the integrated displacement. The
maximum displacement peaks at an amplitude of −116 mm. A calculation was preformed
using a finite element model of the Hardanger Bridge in ABAQUS. A vertical displacement
in the mid span of 300 mm is equivalent to a symmetric, static vertical load of 800 kN ,
placed in the mid-span of the bridge. This indicates that the peaks in the acceleration
may be induced by passing traffic
Figure 5.6: Plot of acceleration and integrated displacement. Mean wind velocity 0.64 m/s and
mean wind direction 261 deg.
The acceleration at low wind velocities shows influence of transient response, indicated by
the peaks and deviation from the theoretical PDF, see Figure 5.5. It is assumed that the
peaks in the acceleration is created by a physical phenomenon, i.e. passing traffic. The
peaks are not removed using a median filter. Noise and high frequency content is later
filtered out when the added segments are decimated from 200 Hz to 4 Hz.
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5.1.4 Adding recorded segments
Individual segments were added, creating records with a duration of 2-4 hours. The mean
wind direction was kept within the interval described in Section 5.1.2. The mean wind
velocity was kept within an interval of ±2 m/s between the individual segments. The aim
is to ensure that the added segments represent the mean wind direction and mean wind
velocity with minimum fluctuation of the mean wind velocity.
The individual segments have a duration of ≈ 31 min. Between some of the records, there
exists a 1 to 2 min gap. This gap can cause some errors in the added segments. Due to a
limited amount of data, the gaps of 1-2 min are neglected. The focus is to ensure a good
representation of the mean wind velocities and mean wind direction.
The added segments, for low and high wind velocities show the same characteristics as in
Section 5.1.3. The assumption of traffic induced transients still applies. Acceleration plot
with corresponding PDF is found in Appendix B.1.
5.1.5 Decimation and filtering
It is desired to estimate the modal parameters up to the 2nd torsional mode of the
Hardanger Bridge. Øiseth [23] determined the natural frequency of the 2nd torsional
mode to be fn = 0.54 Hz, using an eigenvalue analysis applying the computer program
ALVSAT [23]. Original sampling frequency of the Hardanger Bridge data is 200 Hz. To
increase the computational efficiency and remove high frequency content, the data is re-
sampled to 4 Hz. To prevent aliasing, a low-pass filter is applied prior to the decimation.
Aliasing can occur for the frequencies between the Nyquist frequency for the re-sampled
and original data. This interval is described by Equation 5.1.
∆fN = [fN,new fN,orig] = [2 100]Hz (5.1)
where fN,new and fN,orig is the Nyquist frequency corresponding to a sampling frequency
of 4 Hz and 200 Hz, respectively.
A low-pass filter reduces the amplitude at the cut-off frequency with 3 dB [18]. FDD/EFDD
relies on identifying the the peaks in the singular value plot derived from SVD of the PSD.
To avoid reducing the amplitudes up to the 2nd torsional mode, the cut-off frequency is
set to 0.8 Hz. The added data segments are filtered using a Butterworth 6th order filter.
To avoid phase distortion a built in MATLAB function, filtfilt is used [21]. Figure 5.7
shows the applied filter on the PSD of the vertical acceleration at the mid span of the
Hardagner Bridge. The 6th order Butterworth filter successfully removes the frequency
content larger than fN,new. By removing the frequencies larger that fN,new, aliasing is
prevented prior to re-sampling of the added acceleration data. Figure 5.7 shows the fil-
tered and unfiltered acceleration in frequency and time domain. The amplitude of the
signal is reduced. The low-pass filter has eliminated the high frequency content, but still
preserved the frequency content of interest for the modal analysis.
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Figure 5.7: Unfiltered and filtered signal, represented in frequency and time domain. Applied
filter is a 6th order Butterworth filter with cut-off frequency at 0.8 Hz.
5.2 Modal analysis
This section will focus on FDD/EFDD analysis for three selected wind velocities. Mode
shapes, natural frequencies and damping ratios are estimated up to the 2nd torsional
mode. A detailed description of the modal estimation is presented, with emphasis on how
to determine mode shapes from the singular value plot and estimate damping ratios.
5.2.1 Singular value plot
A singular value plot is dependent on the estimated PSD. To determine the modal pa-
rameters, the corresponding modes must be excited and clear peaks must be indicated in
the singular value plot. The mean wind velocities are selected on the basis of clear distin-
guishable peaks in the singular value plot, where a special consideration has been taken
to be able to distinguish closely spaced modes. The PSD is estimated using the Welsh
procedure. The number of averages effects the damping ratio estimates due to change in
the half-power bandwidth. To ensure low variation of the estimated PSD, Equation 3.1
can be rewritten. The number of averages, depending on the record length, can then be
determined by Equation 5.2 [5].
nd = min(ξkωk)Ttot (5.2)
where ξk and ωk is the damping ratio and natural frequency for the k-th mode, respectively.
Ttot is the total record length and nd is the number of averages. ξk and ωk is assumed to be
0.5 % and 0.32 rad/s, corresponding to the first mode shape, calculated by an eigenvalue
analysis of the Hardanger Bridge by Øiseth [23]. To obtain a high frequency resolution
and increase the precision of the singular value plot a NFFT value of 215 (32768) is used.
This NFFT value ensures a low frequency spacing at ≈ 0.00018. To further decrease the
variability of the PSD, the overlap is set to 60 % [1].
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Figure 5.8 shows two singular value plots obtained from two separate recordings. Both
singular value plots show clear peaks for the well separated modes. The second singular
value curve, indicated in orange, reveals the presence of closely spaced modes, indicated
by peak values. The figure on the left hand side displays distinct peaks for closely spaced
modes. The figure on the right hand side shows only distinct peaks for the separate modes.
Some closely spaced modes are indistinguishable, and is only represented by one peak and
the corresponding second singular value curve. To get a reliable damping estimate for
the closely spaced modes, both peaks must be identified [17]. The wind velocities are
selected on the basis of clear peaks to ensure reliable damping estimation for all modes.
Three mean wind velocities are selected; 2.98 m/s, 7.41 m/s and 15.75 m/s, with a record
length of 2.58, 3.1 and 3.1 hours, respectively.
Figure 5.8: Left: singular vale plot showing distinct peaks for closely spaced modes. Right:
singular value plot showing distinct peaks only for separate modes.
5.2.2 Mode shapes and operational deflection shapes
The singular value plot gives an indication of the structural response at discrete frequen-
cies. The singular vectors contain mode shapes and operational deflection shapes (ODS),
where ODS are combinations of several mode shapes. By establishing the MAC matrix
between the peaks in the singular value plot, the correlation between the singular vectors
can be determined. The cross-correlation between the singular vectors can indicate if a
singular vector is a combination of several mode shapes [17].
All peaks in the singular value plot up to the 2nd torsional mode is analysed. Figure 5.9
shows the MAC matrix for 18 identified peaks, where diag[MAC] = 1. The MAC matrix
indicate some off-diagonal terms with a high MAC value. The singular vectors 8, 9 and
15 is illustrated in Figure 5.10. Singular vectors 9 and 15 show a high cross correlation
with the first horizontal mode and first torsional mode. Singular vector 8 shows high cross
correlation with the second horizontal mode. This indicates that singular vector 8, 9 and
15 are a combination several of modes.
Under the assumption that singular vectors 8, 9 and 15 are ODS, 15 mode shapes are
determined. Figure 5.11 indicates the inspected peaks in the singular value plot for a
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mean wind velocity of 2.98 m/s. The circle and cross indicate mode shapes and ODS,
respectively. Figure 5.12 shows a plot of the MAC matrix for the 15 mode shapes, where
all modes shows low cross-correlation.
Analysis of the MAC matrix and singular values up to the 2nd torsional mode is preformed
on all three mean velocity cases; 2.98 m/s, 7.41 m/s and 15.75 m/s. The singular values,
MAC matrices and ODS for 7.41 m/s and 15.75 m/s, can be found in Appendix B.2, B.3
and B.4, respectively.
Figure 5.9: MAC matrix for singular vectors. Mean wind velocity 2.98 m/s
Singular vector no. 8 Singular vector no. 9 Singular vector no. 15
Figure 5.10: Operational deflection shapes. Mean wind velocity 2.98 m/s
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Figure 5.11: Identification of mode shapes and operational deflection shapes, indicated by circle
and cross, respectively. Mean wind velocity 2.98 m/s
Figure 5.12: MAC matrix for mode shapes. Mean wind velocity 2.98 m/s.
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5.2.3 Damping ratios and natural frequencies
The PSD for the equivalent SDOF systems are determined by the MAC around the peaks
of resonance. The selected peaks are indicated by circles in the singular value plot, see
Appendix B.2. The MAC limit value is fixed at the recommended value of Ω = 0.8 [17].
The damping ratios are estimated by evaluating the PSD function, the correlation function
and the logarithmic decrements [17]. The linear regression is fitted on basis of recommen-
dations and experience from Rainieri and Fabbrocino [17] and Gade, Møller, Herlufsen,
Konstantin-Hansen [9]. This section aims to illustrate different scenarios of damping es-
timation, and to display the challenges due to closely space modes and well separated
modes. The singular value plot for the three scenarios is obtained from a mean velocity
of 2.98 m/s.
Damping ratios
The first case is a well separated mode, see Figure 5.13. The peak of the PSD is strongly
excited and estimated on both sides of the peak. The correlation function is obtained
by IFFT. The correlation function is damped out for maximum time lag. With close
inspection, a minor beating of the amplitude for every second peak is observed. Minor
peaks are also observed at the extremity of the estimated PSD, and may introduce the
added harmonics to the correlation function [12].
Figure 5.13: Case 1: Estimated PSD and corresponding correlation function.
To estimate the damping ratio, linear regression is preformed on the logarithmic decre-
ments, see Figure 5.14. The logarithmic decrements shows that the correlation function
has an exponential decay for the first 500 sec. Gade, Møller, Herlufsen and Konstantin-
Hansen [9] achieves reliable damping estimates using an interval from the start of the
amplitude decay in the correlation function. To ensure a reliable damping ratio esti-
mates, the linear function is fitted to the beginning of the amplitude decay [9]. The
damping ratio is estimated over the 6th to 100th cycle, providing the damping envelope
in Figure 5.14.
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The PSD is estimated on both sides and has a significant amplitude. This indicates that
the equivalent SDOF has an acceptable representation in the frequency domain [4]. The
linear regression and estimated damping envelope indicate an acceptable fit. The minor
beating phenomenon may introduce some added harmonics and damping, causing biased
results [12].
Figure 5.14: Case 1: Linear regression on the logarithmic decrements and estimated damping
envelope.
Figure 5.15: Case 2: Estimated PSD and corresponding correlation function.
The second case is a closely space mode that is strongly exited, see Figure 5.15. Due to
the closely spaced modes the PSD is partially identified on the right hand side. The
corresponding correlation function has a horizontal slope before the amplitude decay
is initiated. Beating phenomenon is observed for time lag larger than 1000 sec. The
amplitude is not completely damped out for maximum time lag.
On the basis of previous research from Gade, Møller, Herlufsen, Konstantin-Hansen [9],
the horizontal slope of the correlation function is neglected for the linear regression. The
linear regression is preformed over the 30th to 100th cycle, indicated by the stapled lines in
Figure 5.16. The estimated damping envelope indicates exponential decay for the chosen
interval, and proves an acceptable fit. The estimated damping ratio may be biased due
to the partially estimated PSD spectrum and observed beating phenomenon, introducing
forced harmonics and damping [17].
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Figure 5.16: Case 2: Linear regression on the logarithmic decrements and estimated damping
envelope.
Figure 5.17: Case 3: Estimated PSD and corresponding correlation function.
The third case is a closely spaced mode that is weakly excited, see Figure 5.17. The
estimated PSD is partially estimated on the right hand side. The correlation function
does not exhibit a natural exponential decay with time. Extensive beating phenomenon
is observed and the amplitude does not vanish for maximum time lag.
Rainieri and Fabbrocino [17] stated that the error in damping ratio estimates are reduced
by curve fitting the data over a few cycles. A change in the interval position over few
cycles, for case 3, gives a large variation in the damping ratio estimate. Extensive beating
phenomenon and added harmonic components may also introduce forced vibration and
damping [12]. Due to the large variations in the damping ratio, the estimation becomes
cumbersome. The data is estimated over an early interval as the previous cases, see Figure
5.18. The corresponding SDOF system has a deficient representation in frequency and
time domain. Many parameters, like partially estimated PSD and beating phenomenon
may result in highly inaccurate estimates of the damping ratio [17].
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Figure 5.18: Case 3: Linear regression on the logarithmic decrements and estimated damping
envelope.
Natural frequencies
The number of zero-crossings is calculated as a function of time for the three above
cases, see Figure 5.19. All three cases show a linear trend for the zero-crossing with
increasing time. An acceptable linear fit for the estimated damped natural frequencies
are obtained. The undamped natural frequencies is calculated using Equation 4.6. It is
important to note that possible added harmonic components in the correlation functions
can significantly bias the natural frequency, even for a zero-crossing following a straight
line [12].
Figure 5.19: Linear regression on zero-crossings.
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5.3 Results and discussion
This section presents the modal parameters of the Hardagner bridge determined by FDD
and EFDD. The validity of the data is discussed and put in perspective of previous
research and results. The modal parameters is determined for low, medium and high
wind velocities, to investigate the change in dynamic behavior of the Hardanger Bridge.
5.3.1 Mode shapes
The mode shapes were determined by peak-picking the singular value plot. Mode shapes
and ODS where depict using the MAC matrix. 15 mode shapes up to the 2nd torsional
mode were determined, a total of 9 vertical, 4 horizontal and 2 torsional modes. All mode
shapes are complexed valued. The estimated mode shapes and polar plots for all three
wind velocities can be found in Appendix B.5.
All the estimated mode shapes seem reasonable. It is important to note that the singular
vectors in the singular value plot represents the ODS at discrete frequencies. The mode
shape estimates are influenced by the resonating ODS. For white noise input all modes
are exited [17]. Since the input is unknown the spectrum of the input is also unknown.
The input may lead to strong excitation of ODS effecting the resonant frequencies of the
singular value plot, leading to inaccurate mode shape estimates.
SVD forces the singular vectors to be orthogonal. If the real mode shapes are non-
orthogonal the estimated mode shapes may be biased [17]. The largest bias due to non-
orthogonality occurs for closely spaced modes with low excitation [2]. Inspection of the
closely spaced modes from the singular value plots indicates that mode 4, 10 and 14 is
most dominating. The largest error due to the possibility of non-orthogonal modes accrues
for mode 2, 3, 6, 7, 9 and 15.
Identical mode shapes are determined for all three mean wind velocities. For the highest
mean wind velocity the 2nd torsional mode was not determined. The 14th and 15th mode
is closely spaced. With an increasing wind velocity, an increase in bandwidth may occur.
The second singular value curve indicated that several modes were present. A thorough
search of singular vectors was conducted to determine both modes around the single peak
of resonance, only the 14th mode was detected.
The polar plots of the mode shapes is presented and discussed in Section 5.3.4.
5.3.2 Damping ratios
The damping ratios were determined from individual PSD functions around the peaks of
resonance for each individual mode shape. Linear regression on the logarithmic decre-
ments determined the damping ratio. The estimated damping ratios is presented in Table
5.2.
An evaluation of the results is of great importance. The validity of the damping ra-
tio estimates can be controlled by evaluating the PSD function, logarithmic decrements
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and correlation function [17]. Appendix B.6 and B.7 show the correlation functions with
estimated damping envelope and linear regression on the logarithmic decrements, respec-
tively. The correlation functions show a large variation in the characteristic regarding
amplitude decay. Beating phenomenon is observed to a larger extent for closely space
modes. The beating phenomenon is most profound to the weakly exited modes. These
modes are indicated with * in Table 5.2, the corresponding damping ratios are considered
highly uncertain. The beating phenomenon may be introduced by leakage from the adja-
cent mode, causing added harmonics in the PSD. The damping ratio will be biased due
to added frequency and damping [12]. Estimation of these damping ratio is also highly
dependent one the correlation interval length due to the large variability in amplitude
decay, leading to large variations influenced by the analyst.
Strongly exited modes enables a more consistent damping ratio estimation. The corre-
lation function display a more exponential decay, and variation of the linear regression
interval results in a more consistent damping ratio estimate. Some of the strongly ex-
ited, closely spaced mode show minor beating phenomenon and partially estimated PSD,
leading to biased damping ratios [15].
Damping estimation is an open problem, often leading to biased estimates [17]. In this
analysis, long records, high frequency resolution and a number of averages are used to
minimize the variability of the PSD. The use of windowing reduces leakage but effects the
half-power bandwidth influencing all damping ratios [1].
The change in damping ratio due to mean wind velocity is elaborated in Section 5.3.4.
Table 5.2: Estimated damping ratios for mean wind (MW) velocities; 2.98 m/s, 7.41 m/s and
15.75 m/s. * indicates highly uncertain damping ratios.
MW: 2.98 m/s MW: 7.41 m/s MW: 15.75 m/s
Mode no. Damping ratio: Damping ratio: Damping ratio:
ξˆ (%) ξˆ (%) ξˆ (%)
1 1.30 1.24 1.35
2 0.45* 0.82* 1.15*
3 0.84 1.22 2.05
4 0.43 0.96 1.57
5 0.41 0.40* 0.60*
6 0.36 0.47 0.70
7 0.34 0.56 0.67
8 0.28 0.36 0.70
9 0.28* 0.12* 0.19*
10 0.37 0.31 0.48
11 0.24 0.29 0.53
12 0.17 0.24 0.47
13 0.16 0.18 0.42
14 0.21 0.32 0.45*
15 0.23 0.25 -
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5.3.3 Natural frequencies
The natural frequency is calculated from the estimated damped natural frequency and
damping ratio, using Equation 4.6. The damped natural frequency is estimated by lin-
ear regression on the zero-crossings of the correlation function. The estimated natural
frequencies for low, medium and high mean wind velocity is presented in Table 5.3.
The linear regression on zero-crossings is presented in Appendix B.8. The linear regression
indicates an acceptable estimation of the damped natural frequencies of the corresponding
correlation functions.
Correlation functions that displays beating phenomenon is affected by forced frequencies,
resulting in biased damped natural frequencies. This bias is not detected in the linear
regression [12]. Bias in the estimated damping ratio also affect the natural frequencies.
The Hardanger bridge is a underdamped structure, whereas the low damping ratios values
affect the natural frequency to a small extent. The natural frequencies, influence by large
beating phenomenon and biased damping ratios, is indicated by * in Table 5.3. Note that
these frequencies corresponds to the damping ratios indicated by * in Table 5.2.
The change in natural frequency due to the change in wind velocity in presented in Section
5.3.4.
Table 5.3: Estimated natural frequencies for mean wind (MW) velocities; 2.98 m/s, 7.41 m/s
and 15.75 m/s. * indicates uncertain natural frequencies.
MW: 2.98 m/s MW: 7.41 m/s MW: 15.75 m/s
Mode no. Natural frequency: Natural frequency: Natural frequency:
ωˆn (rad/s) ωˆn (rad/s) ωˆn (rad/s)
1 0.3273 0.3234 0.3222
2 0.6719* 0.6570 * 0.6668*
3 0.7709 0.7493 0.7307
4 0.8862 0.8921 0.8977
5 1.1681 1.1645* 1.1615*
6 1.2906 1.2989 1.2957
7 1.3333 1.3305 1.3309
8 1.7348 1.7330 1.7499
9 2.0225 * 2.0147* 2.0235*
10 2.0944 2.0944 2.0944
11 2.3444 2.3424 2.3125
12 2.5133 2.5182 2.5133
13 2.9597 2.9488 2.9574
14 3.4404 3.4358 3.4198*
15 3.4757 3.4901 -
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5.3.4 Dynamic response
To get a deeper understanding of the dynamic response of the Hardanger Bridge the
modal parameters is put in perspective due to the change in mean wind velocity.
Mode shapes
Section 2.3, determine the mode shapes for a proportional and non-proportional damped
system. The mode shapes were plotted in polar coordinates showing that proportional
damped systems display paralleled vectors with a phase angle relation of 0 deg or 180
deg. If the system was non-proportionally damped the vectors had arbitrary phase angles
with increasing complexity for a higher degree of non-proportionality.
The mode shapes determined for the Hardanger bridge are complex vectors, displaying
low, medium and high complexity, see Appendix B.5. For some modes, an increase in
complexity is observed for an increase in mean wind velocity. Figure 5.20 display two
vertical modes. Mode no. 4 show low complexity and low rate of change for increasing
mean wind velocity. Mode no. 14 show an increasing rate of complexity with increas-
ing mean wind velocity. A physical interpretation of the motion is; modes that display
proportional damping act like a standing wave, non-proportional modes act like a propa-
gating wave [9]. All mode shapes represent different rate of change in modal complexity,
see Appendix B.5.
Mode no. 4. 2.98 m/s. Mode no. 4. 7.41 m/s. Mode no. 4. 15.75 m/s.
Mode no. 14. 2.98 m/s. Mode no. 14. 7.41 m/s. Mode no. 14. 15.75 m/s.
Figure 5.20: Variation in modal complexity due to change in mean wind velocity.
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Damping ratios and natural frequencies
Figure 5.21 shows a plot of natural frequency and the corresponding damping ratio, ob-
tained from Table 5.2 and Table 5.3. Figure 5.21 illustrates how damping ratio changes
with the corresponding natural frequency for low, medium and high mean wind velocity.
The estimated damping ratios shows a tendency to increase with increasing mean wind
velocity. There are several types of damping that are dependent of the surrounding
wind field and structural amplitude. The Hardanger Bridge is subjected to drag and lift
forces caused by the fluctuating wind field. This introduces aerodynamic damping that
is proportional to the square of the velocity [17]. Damping ratios may also be dependent
on hysteretic and friction damping. These two damping mechanisms are proportional to
the amplitude of the structure [16]. A combination of these damping mechanisms may
explain the reason for an increase in damping ratio, and may cause variability between
the estimated damping ratios for different mean wind velocities.
Figure 5.21 gives a good illustration of the modal behaviour to different mean wind
velocities. It is important to note that damping ratio estimates may be inaccurate. Earlier
studies has proven reliable estimations of mode shapes and natural frequencies, but with
large discrepancies in the estimated modal damping ratios, especially regarding closely
spaced modes [9].
Figure 5.21: Damping ratio and frequency for three mean wind velocities.
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Chapter 6
Concluding remarks
In this thesis, operational modal analysis has been used on acceleration measurements
from the Hardanger Bridge. The aim has been to investigate how the modal parameters
changes with increasing mean wind velocity, and estimate the validity of the modal param-
eters. The modal parameters has been extracted using FDD and EFDD, both methods
where implemented in MATLAB. The modal analysis has been investigated in detail, to
determine the validity of the resulting modal parameters. A preliminary test was con-
ducted on a 4 story shear frame. The implemented methods proved to estimate the modal
parameters of the shear frame with high accuracy, using 2 hour response simulations.
Acceleration records from three mean wind velocities of 2.98 m/s, 7.41 m/s and 15.75
m/s were used to determine the modal parameters of the Hardagner Bridge, the records
had a duration of about 3 hours. The mode shapes were determine using FDD. The
singular value plot proved to give a good representation of the structures ODS at discrete
frequencies. The mode shape estimates where easily determined from the resonating
peaks. The MAC matrix proved to be a good tool investigating cross-correlation between
modes to establish ODS and mode shape estimates.
EFDD was used to determine PSD functions for equivalent SDOF systems around the
peaks of resonance. The estimation of the PSD was controlled using the MAC limit value.
The Hardanger Bridge has many closely spaced mode, resulting in partially estimated PSD
functions. Damping estimation from the partially estimated PSD functions resulted in
correlation functions with a beating amplitude, especially for the weakly exited PSD.
Damping estimation for these cases proved to yield large variations of the chosen interval
used in the linear regression on the logarithmic decrements. Strongly exited modes showed
none or minor observed beating of the correlation amplitude, resulting in a more consistent
damping ratio value.
The natural frequencies were determined by linear regression on zero-crossings of the
correlation functions, using the identical correlation interval as for the estimated damping
ratios. All estimated damped natural frequencies showed an excellent fit with the linear
regression on zero-crossings. Extensive beating phenomenon in the correlation functions
indicated presence of added harmonics, resulting in biased damping ratios not detected
in the linear regression on zero-crossings.
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Polar plots of the estimated mode shapes indicated that the dynamic system is non-
proportionally damped. There was a large variation in modal complexity and certain
modes shapes displayed increasing complexity with increasing mean wind velocity. The
estimated damping ratio shows an increase with increasing mean wind velocity. The modal
complexity and increasing damping ratio indicated a reasonable and expected trend in
the dynamic behaviour.
There is a large uncertainty regarding the estimated damping ratios, especially for the
closely spaced modes. The concern is due to partially estimated PSD function followed by
extensive beating phenomenon in the correlation functions. The difficulties of damping
ratio estimates regarding closely spaced modes confirms previous issues regarding damping
ratio estimation with EFDD.
6.1 Further research
The dynamic behavior of the Hardanger Bridge is of great interest to further develop-
ment of slender suspension bridge concepts. The following bulletpoints summarize some
recommendations for further research regarding the Hardanger Bridge:
• Determine the modal parameters with an alternative method to confirm/de-confirm
the estimated modal parameters of this thesis. SSI methods prove to give a more
accurate result regarding closely spaced modes, crucial for flexible structures [17].
• Use a larger data set for the selected mean wind velocities. Mode shapes esti-
mates can be improved by weighted averages using the corresponding singular val-
ues. Mean values and standard deviations of the estimated damping ratios and
natural frequencies will determine the variability of the modal estimates [12].
• Investigate converges of damping ratios for longer record lengths.
• Create a database for several high mean wind velocities from the Hardanger Bridge
measurements. Investigate the change in modal parameters in the high wind velocity
range.
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Appendix A
Case: Shear frame
A.1 Damping ratio convergence test
Table A.1: Damping ratio estimation for different time series length. Ω = 0.8.
t (hours) ξ1 (%) ξ2 (%) ξ3 (%) ξ4 (%)
Analytical 2.53 1.41 1.45 1.56
0.5 5.92 1.87 2.07 2.00
1.0 2.52 1.74 1.46 1.86
2.0 1.85 1.54 1.21 1.65
3.0 2.34 1.74 1.74 1.42
4.0 2.97 1.48 1.56 1.34
5.0 2.31 1.67 1.43 1.42
6.0 2.98 1.41 1.44 1.66
20.0 2.62 1.53 1.56 1.52
40.0 2.49 1.45 1.55 1.54
100.0 2.59 1.42 1.47 1.53
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A.2 Singular values
Singular value matrices for the k-th peak.
[Σ]k=1 =

475.7570 0 0 0
0 0.2630 0 0
0 0 0.0291 0
0 0 0 0.0137

[Σ]k=2 =

278.3268 0 0 0
0 0.3015 0 0
0 0 0.1728 0
0 0 0 0.0191

[Σ]k=3 =

73.3355 0 0 0
0 0.2237 0 0
0 0 0.0780 0
0 0 0 0.0229

[Σ]k=4 =

33.2750 0 0 0
0 0.2010 0 0
0 0 0.0335 0
0 0 0 0.0082

A.3 Linear regression frequency estimation
Figure A.1: Linear regression on zero-crossings.
Appendix B
Case: Hardanger Bridge
B.1 Acceleration and probability density function
Mean wind velocity: 2.98 m/s
Figure B.1: Acceleration and probability density function. Mean wind velocity: 2.98 m/s.
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Mean wind velocity: 7.41 m/s
Figure B.2: Acceleration and probability density function. Mean wind velocity: 7.41 m/s.
Mean wind velocity: 15.75 m/s
Figure B.3: Acceleration and probability density function. Mean wind velocity: 15.75 m/s.
B.2 Singular value plots
Mean wind velocity: 2.98 m/s
Figure B.4: Identification of mode shapes and operational deflection shapes, indicated by circle
and cross, respectively. Mean wind velocity: 2.98 m/s.
Mean wind velocity: 7.41 m/s
Figure B.5: Identification of mode shapes and operational deflection shapes, indicated by circle
and cross, respectively. Mean wind velocity: 7.41 m/s.
Mean wind velocity: 15.75 m/s
Figure B.6: Identification of mode shapes and operational deflection shapes, indicated by circle
and cross, respectively. Mean wind velocity: 15.75 m/s.
B.3 MAC matrices
Mean wind velocity: 2.98 m/s
Figure B.7: Modal assurance criterion matrix for singular vectors and mode shapes. Mean wind
velocity: 2.98 m/s.
Mean wind velocity: 7.41 m/s
Figure B.8: Modal assurance criterion matrix for singular vectors and mode shapes. Mean wind
velocity: 7.41 m/s.
Mean wind velocity: 15.75 m/s
Figure B.9: Modal assurance criterion matrix for singular vectors and mode shapes. Mean wind
velocity: 15.75 m/s.
B.4 Operational deflection shapes
Mean wind velocity: 2.98 m/s
Singular vector no. 8 Singular vector no. 9 Singular vector no. 15
Figure B.10: Operational deflection shapes. Mean wind velocity: 2.98 m/s.
Mean wind velocity: 7.41 m/s
Singular vector no. 13 Singular vector no. 15 Singular vector no. 16
Figure B.11: Operational deflection shapes. Mean wind velocity: 7.41 m/s.
Mean wind velocity: 15.75 m/s
Singular vector no. 8 Singular vector no. 14 Singular vector no. 16
Singular vector no. 17 Singular vector no. 18
Figure B.12: Operational deflection shapes. Mean wind velocity: 15.75 m/s.
B.5 Mode shapes
Mean wind velocity: 2.98 m/s
Mode no. 1 Mode no. 2 Mode no. 3
Mode no. 1 Mode no. 2 Mode no. 3
Mode no. 4 Mode no. 5 Mode no. 6
Mode no. 4 Mode no. 5 Mode no. 6
Figure B.13: Estimated mode shapes and polar plot. Mean wind velocity of 2.98 m/s.
Mode no. 7 Mode no. 8 Mode no. 9
Mode no. 7 Mode no. 8 Mode no. 9
Mode no. 10 Mode no. 11 Mode no. 12
Mode no. 10 Mode no. 11 Mode no. 12
Figure B.14: Estimated mode shapes and polar plot. Mean wind velocity of 2.98 m/s.
Mode no. 13 Mode no. 14 Mode no. 15
Mode no. 13 Mode no. 14 Mode no. 15
Figure B.15: Estimated mode shapes and polar plot. Mean wind velocity of 2.98 m/s.
Mean wind velocity: 7.41 m/s
Mode no. 1 Mode no. 2 Mode no. 3
Mode no. 1 Mode no. 2 Mode no. 3
Mode no. 4 Mode no. 5 Mode no. 6
Mode no. 4 Mode no. 5 Mode no. 6
Figure B.16: Estimated mode shapes and polar plot. Mean wind velocity of 7.41 m/s.
Mode no. 7 Mode no. 8 Mode no. 9
Mode no. 7 Mode no. 8 Mode no. 9
Mode no. 10 Mode no. 11 Mode no. 12
Mode no. 10 Mode no. 11 Mode no. 12
Figure B.17: Estimated mode shapes and polar plot. Mean wind velocity of 7.41 m/s.
Mode no. 13 Mode no. 14 Mode no. 15
Mode no. 13 Mode no. 14 Mode no. 15
Figure B.18: Estimated mode shapes and polar plot. Mean wind velocity of 7.41 m/s.
Mean wind velocity: 15.75 m/s
Mode no. 1 Mode no. 2 Mode no. 3
Mode no. 1 Mode no. 2 Mode no. 3
Mode no. 4 Mode no. 5 Mode no. 6
Mode no. 4 Mode no. 5 Mode no. 6
Figure B.19: Estimated mode shapes and polar plot. Mean wind velocity of 15.75 m/s.
Mode no. 7 Mode no. 8 Mode no. 9
Mode no. 7 Mode no. 8 Mode no. 9
Mode no. 10 Mode no. 11 Mode no. 12
Mode no. 10 Mode no. 11 Mode no. 12
Figure B.20: Estimated mode shapes and polar plot. Mean wind velocity of 15.75 m/s.
Mode no. 13 Mode no. 14
Mode no. 13 Mode no. 14
Figure B.21: Estimated mode shapes and polar plot. Mean wind velocity of 15.75 m/s.
B.6 Correlation function
Mean wind velocity: 2.98 m/s
Mode no. 1 Mode no. 2 Mode no. 3
Mode no. 4 Mode no. 5 Mode no. 6
Mode no. 7 Mode no. 8 Mode no. 9
Mode no. 10 Mode no. 11 Mode no. 12
Figure B.22: Correlation function with damping envelope. Mean wind velocity 2.98 m/s.
Mode no. 13 Mode no. 14 Mode no. 15
Figure B.23: Correlation function with damping envelope. Mean wind velocity 2.98 m/s.
Mean wind velocity: 7.41 m/s
Mode no. 1 Mode no. 2 Mode no. 3
Mode no. 4 Mode no. 5 Mode no. 6
Mode no. 7 Mode no. 8 Mode no. 9
Figure B.24: Correlation function with damping envelope. Mean wind velocity 7.41 m/s.
Mode no. 10 Mode no. 11 Mode no. 12
Mode no. 13 Mode no. 14 Mode no. 15
Figure B.25: Correlation function with damping envelope. Mean wind velocity 7.41 m/s.
Mean wind velocity: 15.75 m/s
Mode no. 1 Mode no. 2 Mode no. 3
Mode no. 4 Mode no. 5 Mode no. 6
Figure B.26: Correlation function with damping envelope. Mean wind velocity 15.75 m/s.
Mode no. 7 Mode no. 8 Mode no. 9
Mode no. 10 Mode no. 11 Mode no. 12
Mode no. 13 Mode no. 14
Figure B.27: Correlation function with damping envelope. Mean wind velocity 15.75 m/s.
B.7 Logarithmic decrement
Mean wind velocity: 2.98 m/s
Mode no. 1 Mode no. 2 Mode no. 3
Mode no. 4 Mode no. 5 Mode no. 6
Mode no. 7 Mode no. 8 Mode no. 9
Mode no. 10 Mode no. 11 Mode no. 12
Figure B.28: Linear regression on logarithmic decrements. Mean wind velocity 2.98 m/s.
Mode no. 13 Mode no. 14 Mode no. 15
Figure B.29: Linear regression on logarithmic decrements. Mean wind velocity 2.98 m/s.
Mean wind velocity: 7.41 m/s
Mode no. 1 Mode no. 2 Mode no. 3
Mode no. 4 Mode no. 5 Mode no. 6
Mode no. 7 Mode no. 8 Mode no. 9
Figure B.30: Linear regression on logarithmic decrements. Mean wind velocity 7.41 m/s.
Mode no. 10 Mode no. 11 Mode no. 12
Mode no. 13 Mode no. 14 Mode no. 15
Figure B.31: Linear regression on logarithmic decrements. Mean wind velocity 7.41 m/s.
Mean wind velocity: 15.75 m/s
Mode no. 1 Mode no. 2 Mode no. 3
Mode no. 4 Mode no. 5 Mode no. 6
Figure B.32: Linear regression on logarithmic decrements. Mean wind velocity 15.75 m/s.
Mode no. 7 Mode no. 8 Mode no. 9
Mode no. 10 Mode no. 11 Mode no. 12
Mode no. 13 Mode no. 14
Figure B.33: Linear regression on logarithmic decrements. Mean wind velocity 15.75 m/s.
B.8 Zero-crossing
Mean wind velocity: 2.98 m/s
Mode no. 1 Mode no. 2 Mode no. 3
Mode no. 4 Mode no. 5 Mode no. 6
Mode no. 7 Mode no. 8 Mode no. 9
Mode no. 10 Mode no. 11 Mode no. 12
Figure B.34: Linear regression on zero-crossings. Mean wind velocity 2.98 m/s.
Mode no. 13 Mode no. 14 Mode no. 15
Figure B.35: Linear regression on zero-crossings. Mean wind velocity 2.98 m/s.
Mean wind velocity: 7.41 m/s
Mode no. 1 Mode no. 2 Mode no. 3
Mode no. 4 Mode no. 5 Mode no. 6
Mode no. 7 Mode no. 8 Mode no. 9
Figure B.36: Linear regression on zero-crossings. Mean wind velocity 7.41 m/s.
Mode no. 10 Mode no. 11 Mode no. 12
Mode no. 13 Mode no. 14 Mode no. 15
Figure B.37: Linear regression on zero-crossings. Mean wind velocity 7.41 m/s.
Mean wind velocity: 15.75 m/s
Mode no. 1 Mode no. 2 Mode no. 3
Mode no. 4 Mode no. 5 Mode no. 6
Figure B.38: Linear regression on zero-crossings. Mean wind velocity 15.75 m/s.
Mode no. 7 Mode no. 8 Mode no. 9
Mode no. 10 Mode no. 11 Mode no. 12
Mode no. 13 Mode no. 14
Figure B.39: Linear regression on zero-crossings. Mean wind velocity 15.75 m/s.
