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A. SECOND EXPERIMENT ON TEMPORALLY SEGMENTED SPEECH
1. Introduction
When a continuous speech message is switched alternately to the left and right ear
of a listener, or is periodically interrupted, its intelligibility passes through a minimum
when the bursts of speech reaching the listener last approximately 150 ms. 1, 2 A similar
effect occurs with "temporally segmented" speech, 3 which is made by splicing silent
intervals into a recording of continuous speech, and hence dividing it into "speech inter-
vals" separated from each other by "silent intervals." The advantage of using material
segmented in this way is that the durations of speech and silent intervals can be inde-
pendently varied, without discarding any of the speech.
In an earlier experiment 3 use was made of this advantage. Speech interval duration
was varied between 30 ms and 500 ms, and silent intervals were varied independently,
by making each silent interval a constant multiple of the preceding speech interval.
Three experimental tapes were made, identical in all respects except that silent inter-
vals were 40% as long, the same length, and 80% longer than the speech intervals,
respectively. The intelligibility of the speech was measured as a function of speech
segment duration for each tape. Each of the three functions showed a v-shaped minimum
of intelligibility. Furthermore, when intelligibility was plotted against the duration of
the speech intervals, the "longer duration" side of the three minima fell on a single
function. When the same data were plotted against the duration of the silent intervals,
the "shorter duration" side of the three minima fell on a (different) single function.
This suggests that the dip in intelligibility is actually caused by two separate effects:
(a) the probability that a speech interval will be recognized in isolation decreases as its
duration decreases, and (b) the probability that signal parameters can be followed from
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one speech interval to the next increases as the duration of the intervening silent inter-
val decreases. The experiment reported here tested the foregoing hypothesis, using
temporally segmented speech.
2. Method
Two sets of nine 100-word passages were each temporally segmented in two ways.
In the first, speech interval duration was varied in 9 logarithmic steps from 31 ms to
500 ms, with silent interval duration held constant at 200 ms (that is, long enough to
prevent the listener from following the speech parameters across the silent interval). In
the second set of passages, speech intervals were held constant at 63 ms (that is, short
enough to be unintelligible in isolation), and silent interval duration was increased from
31 ms to 500 ms. The durations of the constant silent intervals for the first tape, and
of the constant speech intervals for the second tape, were chosen by extrapolation from
the results of the previous experiment. 3 Eight subjects shadowed one set of passages
that was temporally segmented with constant silent intervals, and the other set tempo-
rally segmented with constant speech intervals. The order of presentation and the two
sets of passages were appropriately counterbalanced.
3. Results
The pooled shadowing scores are shown in Fig. X-1, and are in close agreement
with the predictions of the hypothesis that is being tested. When the duration of the silent
500 200 100
DURATION OF SPEECH INTERVALS (A),
63 ms
63 ms
I I I I I I
50
SILENT INTERVALS (B)
Fig. X-1. A. Mean shadowing score plotted against speech interval
duration, with silent intervals held constant at 200 ms.
B. Mean shadowing score plotted against silent interval
duration, with speech intervals held constant at 63 ms.
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interval is held constant at 200 ms (curve A), speech intelligibility falls off from close
to 100%, when speech segments last 200 ms, to ~10% when the speech segments last
31 ms. When speech segment duration is held constant at 63 ms (curve B), silent inter-
vals shorter than 60 ms do not significantly affect intelligibility. But as silent interval
duration is increased from 60 ms to 125 ms, intelligibility decreases to an asymptote at
approximately 55% - which is exactly the value that would be predicted from the other
function (A) for 63-ms speech intervals presented "in isolation." This provides an
unexpected but striking confirmation of the hypothesis that is being tested. Note also
that the 200-ms duration selected as the constant silent interval, when the effect of
varying the duration of the speech intervals was being measured, is long enough to be
on the asymptotic part of curve B, so that the speech segments can be considered to
have been presented in isolation.
4. Discussion
Clearly, the intelligibility of temporally segmented speech depends upon the durations
of both the speech and the silent intervals. The following conclusions can be drawn:
(a) When the speech intervals are separated by more than approximately 120 ms of
silence, their intelligibility is not greatly affected by the duration of the silent interval.
That is, the listener can extract no more information from the sequence of speech inter-
vals than he could by combining the information obtainable from each speech segment in
isolation.
(b) When silent intervals are shortened to less than 120 ms, the ability of the listener
to extract information from the sequence of speech intervals rapidly improves, until
the inserted silent intervals have little effect when their duration is less than -60 ms.
(c) When silent intervals are long enough so that each speech interval is effectively
presented in isolation, intelligibility decreases continuously as the speech interval dura-
tion is decreased below -200 ms.
As a test of the adequacy of the proposed explanation of the intelligibility function
for temporally segmented speech, an attempt was made to predict the results of the
previously reported experiment 3 from the results of the present experiment. The model
proposes that the probability that a particular speech interval will be recognized (p(S))
is the sum of the probability that it can be recognized in isolation (p(Sii)) and the proba-
bility that it can be combined with an adjacent speech interval despite the intervening
silence (p(B)) if it was not identified in isolation. That is to say,
p(S) = p(Sii) + (1-p(Sii)) . p(B).
Appropriate values for the probabilities were read directly from Fig. X-1, for the
speech and silent interval durations used in the earlier experiment, when silent
intervals were made equal to, and 80% longer than, the preceding speech intervals,
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respectively. The results predicted from the foregoing simple model can be compared
with the observed results in Fig. X-2. As can be seen, the agreement is very good,
in part because the same speech passages, segmented in the same places, were used
(wherever possible) in the two experiments.
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Fig. X-2. Comparison of the observed mean shadowing scores
with scores predicted by the model for the intelligi-
bility of temporally segmented speech in which the
silent interval durations are a constant multiple of
the speech interval durations. Shadowing scores
are plotted against the duration of the speech inter-
vals.
The close similarity between results with temporally segmented speech and with
alternated speech ' , 2 suggests that the explanation proposed for temporally segmented
speech probably covers alternated speech as well. It might be possible to extend the
model to explain interrupted speech also, but here a third variable is involved, the
"discard" interval. It would be possible to design temporally segmented speech experi-
ments to measure the effect of varying only the discard interval, while holding speech
intervals and silent intervals constant. If these experiments were successful, it might
then be possible to predict the intelligibility of speech produced by various schemes for
time-compression of speech.
A. W. F. Huggins
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B. SOME CONSIDERATIONS IN THE USE OF LINEAR
PREDICTION FOR SPEECH ANALYSIS
1. Introduction
Recently, the analysis of speech by means of a technique referred to as linear pre-
diction, predictive coding, or least-squares inverse filtering has received considerable
1-5
attention. This technique is directed toward modeling a sequence as the output
of an all-pole digital filter. When the sequence to be modeled is specified over the
domain of all integers n, there is a well-defined formulation of the technique. When
only a segment of the sequence is available, however, which is always the case in prac-
tice, there are several formulations of the technique that are closely related but have
important differences. One objective of this report is to summarize these differ-
ences and their implications.
When the sequence of data to be modeled is of finite length and, over the interval for
which it is specified, corresponds exactly to the unit-sample response of an all-pole
filter, the parameters of the model obtained by using linear prediction may be nonunique.
If the data correspond closely, but not exactly, to the unit-sample response of an all-
pole filter, then the solution will be unique, but the unit-sample response of the resulting
filter may be considerably different from the data and small changes in the data will
result in large changes in the parameters of the model and its unit-sample response.
A second objective of this report is to discuss this property of the technique.
2. Formulation of the Linear-Prediction Problem
We shall consider the formulation of the technique for two problems. In problem A
the data are specified for all n, and in problem B only a finite segment of the data is
available.
a. Problem A
Consider a sequence s(n) defined for all n and for which s(n) = 0 for n < 0. We seek
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an all-pole filter with transfer function S() = such that its unit-sample
-k1 - I ak,
k=l
A A A
response s(n) approximates s(n). From the form of S(Y), s(n) for n > 0 is given by
p
Aepos V~)apoiae ~)
s(n) =
k=l
aks(n-k).
In the linear-prediction technique we define a predicted value of s(n), denoted by s(n), as
p
s(n) = j
k= 1
aks(n-k)
and choose the parameters ak to minimize the error 6 defined as
0o
= s(n)-s(n) 2
n=l
s(n) -
p
k= 1
2
aks(n-k)
We note that the sum on n excludes the origin because s(o) depends only on a and can-
not affect the result of the minimization.
By setting ag/aa. to zero for j = , 2 ... p,
equations:
p
k=1
s(n-j) s(n-k)
n=1
we arrive at the following set of linear
s(n) s(n-j) j = 1,2 .... p.
In matrix notation,
a= 4,
where
ij =  s(n-i) s(n-j).
n=l
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j = 4oj"
It can be shown that the matrix is symmetric and Toeplitz; that is,
ij = ji
and
i+l, j+l = ij*
Therefore the solution of Eq. 5 is computationally straightforward and efficient.6
We shall examine some of the properties of this solution. q
i. If s(n) is indeed the unit-sample response of an all-pole filter s(n) = E bks(n-k),
k=1
then with q <- p the procedure leads to the unique solution ak = b k for k = 1,2 ... ,q,
and a k = 0 for k > q.
ii. It can be shown that the solution S(y ) corresponds to a stable filter.
iii. It can be shown that the error d is monotonic with p.
iv. Let us define the autocorrelation function of s(n) as
oo
= s(n) (n-j) (7)
n=0
and the autocorrelation function of s(n) as
oo
Rj =  . s(n) s(n-j). (8)
n=0
A A A
It can be shown that R. and R. are related by R. = [R /R ]R. for j = 1, . p.
v. Minimizing Eq. 3 is equivalent to minimizing
2
Sr  S(eJ~ ) 2
= T A ) - 1 dco, (9)
Tr S(e ')
where
A a0S(Y) = p
-k
1 - I ak k
k=l 1
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Therefore, the error criterion can be interpreted in a slightly different manner. Let
u(n) denote the output of the filter S-l () when it is excited by s(n). The linear-
prediction technique then corresponds to determining the {ak} such that u(n) is best
approximated by a unit sample at n = 0.
From Eq. 9, we see that the error is dependent on the ratio of S(e*) vs S(e). It
is also clear that the minimization depends on both the magnitude and phase of S(e W).
Since S(e 3 ) can be shown to have minimum phase (that is, all poles and zeros are
inside the unit circle), this procedure will work best when S(e W ) is also minimum-
phase. Heuristically, we can argue this in the following way: Since S( ) is stable, we
shall concern ourselves only with the zeros of S(Y). If S( A) has zeros inside the
unit circle, each of these zeros (excluding those at the origin) can be approximated
by multiple poles by Taylor series expansion, and the approximation will improve as we
increase p, the order of S(y). This suggests that if s(n) is minimum-phase, the error
asymptotically goes to zero as p increases. This is no longer true, however, if S(Y )
is not minimum-phase. Consequently it would be expected that if S( y) is not minimum-
phase, the error will not asymptotically approach zero as p increases.
b. Problem B
In this case we consider a finite segment of data of length N which we wish to model
as the output of an all-pole filter. Typically, this problem has been formulated in two
ways.
Formulation I
The data are multiplied by a window w(n) and the N data points are numbered from
n= 0 to n= (N-1). The window is of duration N so that multiplication of the data by the
window results in a sequence s'(n) which is zero for n<0 and n>(N-l). The sequence s(n)
in problem A is then taken as the sequence s'(n). In this case most of the results of
problem A remain unchanged, although the sum over n is now finite. The matrix is
again Toeplitz and the set of equations can be solved efficiently.
This formulation is sometimes referred to as the autocorrelation method, since the
matrix ' is an autocorrelation matrix of s(n), as in problem A. Empirically, it has
been found that for small N it is necessary to multiply s(n) by a smooth window rather
than simply to truncate it, in order to minimize the end effects.3,
Formulation II
No assumption is made about the data outside the interval on which they are given.
Specifically, the first p values of the data are taken as initial conditions and it is
assumed that with n = 0 denoting the beginning of the interval on which the data are given,
the input to the all-pole filter is zero for p < n < N. The error ' is defined as
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N-i P
J= s(n) - aks(n-k)
n=p k=i
where s(n) denotes the data. To minimize the error, we set a. 0 for j = 1,2...,p
and arrive at the set of equations
N-1 N-1
ak s(n-k) s(n-j) = s(n) s(n-j) j = 1,2 p
k=l n=p n=p
or, in matrix notation, D a = 4, where
N-1
ij= s(n-i) s(n-j) i = 0, 1, ... , p
n=p
and
S= 1, .. p.
This formulation is sometimes referred to as the covariance method. The resulting
matrix I is still symmetric but no longer Toeplitz. In fact,
N-1 N-2
i+, j+ = s(n-i-1) s(n-j-1) = s(n-i) s(n-j)
n=p 
n=p-1
= ij - s(N-1-i) s(N-l-j) + s(p-l-i) s(p-1-j). (10)
The last terms in Eq. 10 can be considered an end-effect correction.
Both formulations have been used by researchers, hence it is appropriate to com-
pare their efficiency. This is shown in Table X-1. Formulation I has the following
advantages. Theoretically, the stability of the resulting filter S(y) is guaranteed,
(although this is not true for implementation with finite word-length computation).
Increasing p from po to po + 1 involves only one additional iteration; therefore, it is
easy to set an error threshold to select the appropriate value of p. On the other hand,
Formulation II has the advantages that scaling is relatively simple for fixed-point imple-
mentation, and the computation can be carried out in-place. It has also been pointed
out that the square-root method of solving the resulting set of linear equations is
numerically very stable. 9
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Table X-1. Computational efficiency of Formulations I and II.
Formulation I Formulation II
Matrix Toeplitz Symmetric
(Can Be Solved by (Can Be Solved by
Levinson's Method 6 )  Square-Root Methods)
Storage (data) N N
matrix equation 4p+4 (p2+3p)/2
window 2N 0
Computation
multiplies (windowing) N 0
(compute ij) pN- p2  pN + p
(solve matrix equation) 2p 2 +5p- 6  (p3 +9p 2+2p)/6
divides (or inverse) 2p p
square-roots 0 p
3. Application to Sequences Closely Approximating the Response
of an All-Pole Filter
The linear-prediction method is most suitable for sequences that can be closely
approximated as the response of an all-pole filter. Typically, the linear-prediction
technique is used to determine the parameters of the all-pole filter, and spectral anal-
ysis or resynthesis is carried out by using these parameters to generate an approx-
A
imation, s(n), to the data.
For problem A we assumed, by virtue of Eq. I and the fact that the data are zero
for n < 0, that the input was a unit sample at n = 0. Thus, to generate s(n) from the
parameters, we excite the all-pole filter with a unit sample. For problem B, the auto-
correlation method outlined in Formulation I suggests the same procedure, since the
product of the data and the window is treated as in problem A. For Formulation II in
problem B, we made the assumption that for p < n < N the filter input is zero. It is use-
ful to consider the result of applying linear prediction to data that do correspond exactly
to the output of an all-pole filter so that the data s(n) satisfy the relationship
q
s(n) = bks(n-k) (11)
k=l
on a specified interval, and we choose to estimate s(n) by
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p
s(n) aks(n-k) (12)
k=l
A
on that interval. For problem A the interval is 1 < n < oo and if q < p, s(n) = s(n), and the
coefficients ak will be equal to bk for 1 < k < q and zero for k > q. For problem B, the
A
autocorrelation formulation (Formulation I) will not in general give s(n) = s(n), and the
ak will not equal the bk because the infinite duration sequence corresponding to the data
multiplied by the window no longer satisfies the relationship of Eq. 11. With q < p the
A
covariance method will always give s(n) = s(n) over the interval. When p = q the ak are
A
uniquely determined and specify a system whose unit-sample response is s(n) = s(n). For
p > q, if the data satisfy Eq. 11 for p -< n < N but not for 0 < n < p, then we conjecture
that the ak are uniquely determined. Moreover, the unit-sample response of the all-pole
A
filter, s(n), will equal s(n) only if s(n) corresponds to the unit-sample response of an
all-pole filter. The fact that the specified data s(n) satisfy the relationship of Eq. 11
does not require it to be the unit-sample response of an all-pole filter but only that it
be the response to an input which is zero for p < n < N. Now let us consider the case
for which the data satisfy - . 11 for 0 < n < N; that is, all of the specified data including
the initial conditions satisfy Eq. 11. With q < p the covariance method will always give
A
s(n) = s(n) over the interval. When p = q the ak are uniquely determined and specify
a system whose unit-sample response is s(n) = s(n). When p > q, however, the (pXp)
matrix D is of rank q, which gives a p - q parameter family of solutions for the a k . For
A
each solution vector a in the family of solutions, s(n) = s(n), but one and only one
of these solutions specifies a system whose unit-sample response is s(n) = s(n). This
solution is, of course, the one for which all of the ak vanish when k > q.
Consider the following simple example. Let s(n) be exactly the unit-sample
response of the filter
1S(Y) =
1 -aY
nThus s(n) = a u_ (n). Suppose s(n) is estimated by the second-order linear predictor
s(n) = als(n-1) + a 2 s(n-2).
We choose to minimize the mean-square error on the interval [n o , n +l], using s(n o-l1)
and s(no-2) as starting values (Formulation II). If no > i1, then the equation D a = _ is
a a aL a
2 -
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Clearly, the matrix _ is singular and the general solution for a can be expressed
as any particular solution a added to any linear combination of vectors spanning the
null space of . We choose a = Lo] which is the particular solution for which s(n) is
the unit-sample response of the filter
1
Ho( = -11 -aA
The general solution is given by
a2 = [ + 2 '
2
where c is an arbitrary constant. The solution a thus lies along the line a 2 = -aa 1 +a
in the a l a2 plane. To illustrate a different solution in the solution space, suppose c= 1.
2 AThen a = 0, a = a, and s(n) = s(n) is generated by the filter
1 1
H1() 2 -2 -1 -1 '1 - a (-a )(1+a )
excited not by a unit sample, but by the sequence
x(n) = u (n) + au (n-i).
We see that the pole of H1 (y) at y = -a is canceled by the zero at y = -a of the input
sequence.
That the predictor coefficients are not, in general, unique is not surprising. The
linear-prediction problem as formulated seeks to determine a difference equation, whose
solution approximates a given sequence on some interval. If this difference equation
is associated with a linear system, we see that there is nothing "built into" the for-
mulation of the problem that specifies the initial conditions of the system, that is, exactly
how the system was excited. All that is required by the present formulation of the prob-
lem is that the input to the system vanish over the interval on which s(n) is being pre-
dicted. Hence the multiplicity of solutions may be interpreted as resulting from the
fact that different systems with different inputs can produce identical outputs.
In practice, we are not generally interested in applying linear prediction to a sequence
that is exactly the output of an all-pole filter of unknown order. Thus we do not expect the
covariance matrix to be singular (when it is singular it can be dealt with by choosing
p = rank b). We are interested, however, in applying linear prediction to sequences
which may be modeled approximately as the output of an all-pole filter. If the sequence
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s(n) closely approximates the output of an all-pole filter (as speech often does) the
covariance matrix - will be ill-conditioned, that is, almost singular. Although a unique
solution does exist, it appears to be very sensitive to small perturbations in the data.
In particular, if a small amount of noise is added to the data which, according to the
previous discussion, results in a family of solutions, the resulting solution may be close
to any one of the solutions in the family, and as small perturbations are introduced into
the data, the resulting solution may change radically. A consequence is that if the order
of the predictor is too large, and the data are close to the unit-sample response of an
all-pole filter, as is often assumed to be the case in speech analysis, the unit-sample
response of the all-pole filter specified by the linear-prediction parameters and its
Fourier transform, may not approximate the data very closely, although the output of
the filter resulting from another unspecified input will.
4. Summary and Conclusion
We have attempted to point out the major differences between the various formula-
tions of the linear-prediction problem and discuss a set of important issues related
to linear prediction. We have seen that there are generally two different methods
of formulating this problem; one requires s(n) to be zero outside the domain of mini-
mization, and the other does not. The autocorrelation method provides a good match to
the spectrum, but this is by no means an indication of its superiority over the covari-
ance method.
The uniqueness of the linear-prediction solution is a very important issue. Our
experience indicates that with additive noise injected, the system does not always con-
verge to a desirable answer. What perceptual effect this has on speech synthesis is
still unclear. We hope to answer this question better after experimental speech syn-
thesis.
M. R. Portnoff, V. W. Zue, A. V. Oppenheim
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