ABSTRACT To explore the essential law of fuzziness of interval-valued intuitionistic fuzzy sets (IVIFSs), the entropy brought by interval values is studied. Moreover, together with classical score and accuracy functions, a series of novel parameterized generalized score functions on IVIFSs are proposed. First, the information that IVIFSs load is divided into three parts, where one part is the normalized score value, the second one is the classical accuracy value, and the third one is the newly proposed entropy value which originate from interval values. Second, by using the proposed entropy function and the other two parameter functions, a series of novel generalized score functions for IVIFSs are introduced. Furthermore, some properties on these proposed functions are explored. The main technological innovation of this paper is to express the relationship between the generalized score function and the three parameters introduced by using trigonometric functions. The main characteristic of this paper is that smaller the entropy value of IVIFN, the bigger is the generalized score function value. Finally, an example illustrates that the newly proposed generalized parameterized score functions deal with decision-making information in more detail, where a variety of decision-making plans can be provided for the decision makers. Therefore, the decisionmaking results obtained by the proposed generalized score functions are more expected.
I. INTRODUCTION
Atanassov [1] proposed the concept of intuitionistic fuzzy sets (IFSs), where the relationship between an element and a set is depicted from positive and negative perspectives simultaneously, that is to say, the membership degree and non-membership degree. Three years later, Antanassov and Gargov [2] proposed a notion as intervalvalued intuitionistic fuzzy sets (IVIFSs). In IVIFSs, the membership degree and non-membership degree are expressed as interval numbers. To compare the elements on a given set, Chen and Tan [3] proposed the classical score function of IFNs. However, there are some situations where part of IFNs produce same score values. Later, Hong and Choi [4] proposed the accuracy function of IFNs. Thereafter, Xu and Yager [5] and Xu [6] proposed methods for ranking IFNs utilizing both score function and accuracy function successively.
At present, there are two main research directions on IVIFSs. One direction is aggregating the information of different IVIFNs. For example, Xu [7] proposed an arithmetic averaging operator and a weighted arithmetic averaging operator to unite intuitionistic preference information, and he also utilized the score and accuracy functions to evaluate decision-making alternatives. Thereafter, Xu [8] proposed an intuitionistic fuzzy weighted averaging operator, an intuitionistic fuzzy ordered weighted averaging operator and an intuitionistic fuzzy hybrid aggregation operator to deal with intuitionistic fuzzy information. And then, a series of models accompanied by the classical score and accuracy functions are proposed to rank IVIFNs and other intuitionistic fuzzy numbers. Garg [9] introduced an interval-valued Pythagorean fuzzy set along with their two aggregation operators. For intuitionistic trapezoidal fuzzy sets, Zhao et al. [10] proposed sometrapezoidal fuzzy aggregation operators by using Einstein operations. Subsequently,Peng et al. [11] proposed a novel score function of q-rung orthopair fuzzy number to solve the failure problems when comparing two q-ROFNs. Harish and Kumal [12] presented a series of novel possibility degree measures to compare and rank linguistic intuitionistic fuzzy numbers.
The other direction is using generalized score or accuracy function solely to compare IFNs or IVIFNs. For example, Ye [13] presented a generalized accuracy function for IVIFSs by taking hesitancy degree of IVIFNs into account. The main characteristic of this proposed score function is that it focuses on hesitation attribute of IVIFSs. Garg [14] introduced a novel generalized score function on IVIFSs by using weighted average method to deal with the degree of hesitation between membership functions. Garg [15] presented an improved score function to compare single as well as interval-valued neutrosophic sets by using the idea of hesitation degree. Besides, Garg [16] introduced a generalized accuracy function to rank interval-valued Pythagorean fuzzy numbers. Joshi and Kumar [17] proposed a novel accuracy function for comparing all comparable IVIFSs. Garg [18] proposed an improved score function to compare interval-valued Pythagorean fuzzy numbers by using similarity to ideal solution. Garg [19] introduced a novel score function for solving multi-criteria decision-making problem with partially known weight information. Garg and Kumar [20] proposed a novel possibility degree method for comparing IFNs. Garg and Kumar [21] proposed some novel similarity measures to measure the relative strength of different IFSs.
These studies have provided references for research on generalized score functions on IVIFSs. Besides, in the process of aggregating the information of different IVIFNs and proposing generalized score functions, the entropy of IVIFSs has been paid more and more attention. For example, Ye [22] proposed two entropy measures on IVIFSs and established a model to determine weight on alternatives by using the proposed entropy measures. Wei et al. [23] proposed an entropy measure for IVIFSs, which generalizes three entropy measures for intuitionistic fuzzy sets. Zhang et al. [24] introduced a new axiomatic definition of entropy for IVIFS by using distance concept.
The motivation of this study is to rank IVIFNs using generalized score function solely, which belongs to the second direction. Meanwhile, this study focuses on the role of entropy in describing the fuzziness of IVIFSs. Generally, there is a problem that deserves scholars' attention on the way of this research. That is, the comparison between two IFNs or IVIFNs needs to consider more than one factor. Especially, this study notices that the interval length of IVIFN is also a factor that impacts the generalized score function on IVIFSs. Starting from this point of understanding, this study tries to give decision-makers the opportunity to express their attitudes in generalized score functions. Concretely, this study has investigated the inner regulations of IVIFSs, and proposed three parameters describing the relationship between elements and fuzzy set. Thereafter, by using trigonometric function as a mathematical tool, this study proposes a series of novel parameterized generalized score functions on IVIFSs with three fuzziness measure parameters. It is noteworthy that the three parameters are hubs which can combine subjective and objective decision making information.
Meanwhile, the properties of these proposed generalized parameterized score functions are also explored. For convenience, the rest parts of this study are arranged as follows. Sect. 2 introduces the definitions of IFSs and IVIFSs and some score functions as well as accuracy functions on IVIFSs. Sect. 3 explores three parameters to describe the feature of IVIFSs, and then, proposes a series of generalized parameterized score functions on IVIFSs. Thereafter, some important properties on these generalized score functions are introduced. Sect. 4 introduces an example to illustrate the effectiveness of the newly introduced score functions. Finally, Sect. 5 concludes the innovation points in this study.
II. PRELIMINARIES
In this section, some classical concepts on IFSs and IVIFSs, some classical score functions and accuracy functions on IVIFSs are introduced.
Definition 1 [1] :
Then, the two values µ A (x) and ν A (x) represent the membership degree and the non-membership degree of the element x to the set A, respectively. Definition 2 [2] : Let X ( = ) be a given set. For
Then, the intervals µ A (x) and ν A (x) represent respectively the membership degree and the non-membership degree of the element x to the setÃ.
Most recently, some scholars tried to describe IVIFSs by using score and accuracy functions (See, [8] , [13] ). Therefore, it is noteworthy to introduce these two kinds of functions. Details are as follows.
Definition 3 [8] : 
It is noteworthy that the essence of the relationship between IVIFS and IVIFN is the relationship between set and element. Up to nowadays, some studies tried to compare different IVIFNs by using a sole equation [13] - [17] . Usually, the comparison between different IFNs or IVIFNs needs to consider more than one factor. From the point of probability theory, the existing generalized score functions are all sample point functions of the relation space of considered factors. Therefore, a given equation can only be utilized in certain applicable environment. That is to say, the introduced generalized score functions are effective in some cases, while they will be invalid in some other cases. Furthermore, to better integrate decision makers' preferences into decision-making process, a series of parameterized score functions on interval-valued intuitionistic fuzzy sets are proposed. Detailed contents are introduced in the following section.
III. MAIN RESULTS

A. COMPARISON ON IVIFNs WITH ENTROPY INDEX
Let X be a given non-empty set, and 
is a kind of entropy and also the core content of this study. Obviously, the smaller is the value (b i − a i ) + (d i − c i ), the clearer the overall affiliation ofÃ i to X is. Therefore, to compareÃ 1 andÃ 2 , the aforementioned three parametric variables should be integrated. Investigations tells us that the integration function should be sensitive to the studied parametric variables when the variable values are relative small, while the integration function should be robust to the studied parametric variables when the variable values are relative large. The root of this rule is to attach more importance to germination. On considering this fact, trigonometric function is chosen as a mathematical tool to propose generalized score functions on IVIFSs. More details on trigonometric function, please see, [25] and [26] .
B. GENERALIZED SCORE FUNCTIONS ON IVIFSs
To propose the generalize score function on IVIFNs, this study firstly normalize S (·), and proposes a new parameters formally, the details are as follows.
be an IVIFN on fuzzy set X , then, a normalized score function onÃ is defined as
A normalized entropy function onÃ is defined as
It is noteworthy that S * Ã is a revised edition of the classical score function proposed in [27] .
There is a boundary feature on Eqs. (1) and (2) as follows.
Proof: By definition, it gets
Theorem 1 shows S * Ã and E Ã are normative, which is conducive to information integration. Besides, for any
, the bigger is the value S * Ã , the stronger the overall affiliation ofÃ to X is; the bigger is the value H Ã , the clearer the overall affiliation ofÃ to X is; the smaller is the value E Ã , the clearer the overall affiliation ofÃ to X is. To compare different IVIFNs on X , S * Ã , H Ã , and E Ã should be integrated. In the following, by using these three key parameters, a series of generalized parameterized score function are proposed.
be an IVIFN. A generalized score function on A is defined as
When the weights of S * Ã , H Ã , and E Ã are taken into account, a weighted utility function is proposed as follows. To illustrate Defs. 5 and 6 clearly, an numerical case is introduced as follows. (1) By using Definition 5, the generalized score function values ofÃ 1 andÃ 2 are obtained as G *
be an IVIFN. A weighted parameterized score function on A is defined as
Ã 1 on X . In this situation, the weights of the three introduced parameters, i.e., the normalized score value, the classical accuracy value, and the newly proposed entropy value are weighted equally.
(2) By using Definition 6, the weighted parameterized score function values ofÃ 1 andÃ 2 are obtained as
w i = 1. By using Python program, the Figure 1 ; the volumes Figure 2 ; the volumes (w 1 ,
are obtained as Figure 3 . Figure 2 shows the change rule of the generalized score values varying with w 1 and w 2 ; Figure 3 shows the change rule of the generalized score values varying with w 1 and w 2 . Specifically, when the normalized score function values gets more attention, it getsÃ 1 Ã 2 . When the the classical accuracy function values or the normalized entropy function values gets more attention, it gets A 1 ≺Ã 2 . Therefore, the decision making result is combined with the attitude of decision-makers. By determining weight vector, subjective and objective decision making information is integrated.
Theoretically, there are infinite possibilities to depict the relation between S * Ã , H Ã , and E Ã . When the probability factor is taken into account, a probability-based utility function is proposed as follows. Since the theorem is relatively simple, no proof is given here. Theorem 2 illustrates that in classical fuzzy environments, it holds that H Ã = 1 and E Ã = 0. In other words, it is worthy to explore the properties of H Ã and E Ã only in intuitionistic fuzzy environments. In classical intuitionistic fuzzy setting, Eqs. 
respectively.
Since the theorem is relatively simple, no proof is given here. Theorem 3 illustrates that in classical fuzzy and intuitionistic fuzzy environments, it holds that E (A) = 0. In other words, it is worthy to explore the properties of E (A) only in interval intuitionistic fuzzy environments.
C. SUPPLEMENT EXPLANATIONS
(1) From the perspective of derivation function of trigonometric function, two properties on G 1 , G 2 and G 3 are obtained as follows.
Property 1: In Eqs. (3), (4) and (5), it holds that
Therefore, G 1 , G 2 and G 3 are more sensitive to H Ã or S * Ã when H Ã or S * Ã is relative small, while G 1 , G 2 and G 3 are more robust to H Ã or S * Ã when H Ã or S * Ã is relative large. It means that the higher is the fuzziness degree, the classical score function and accuracy function get more attention.
Property 2: In Eq. (3), (4) and (5), it holds that 3 are more robust to E Ã when E Ã is relative small, while G 1 and G 2 are more sensitive to E Ã when E Ã is relative large. It means that the higher is the fuzziness degree, the entropy function get more attention.
Properties 1 and 2 illustrate that the proposed generalized score functions (3), (4) and (5) are more suitable to deal with relatively ambiguous decision making environment.
(2) From the perspective of trigonometric function, one property on G 1 , G 2 and G 3 is obtained as follows.
Property 3: In Eq. (3), (4) and (5), G 1 , G 2 and G 3 are all product function of S * Ã , H Ã and E Ã . Therefore, relative to summation function, the complementarity of S * Ã , H Ã and E Ã is weak.
Property 3 illustrates that the generalized score functions (3), (4) and (5) have ability to avoid absolute control by a single variable, which ensures the newly proposed score functions objective.
In the next section, an application example is given to show the feasibility and practicability of the proposed generalized parameterized score functions.
IV. NUMERICAL EXAMPLE A. EXAMPLE
Here, an example discussed in [13] and [28] is adapted to illustrate the effectiveness of the newly proposed parameterized score functions. In the referred example, there is a company with four candidate investing alternatives, which are denoted asÃ = Ã 1 ,Ã 2 ,Ã 3 ,Ã 4 , whereÃ 1 is denoted as a car company;Ã 2 is denoted as a food company;Ã 3 is denoted as a computer company;Ã 4 is denoted as an arms company. Three evaluated criteria are considered, which are denoted as C = {C 1 , C 2 , C 3 }, where C 1 is denoted as the risk; C 2 is denoted as the growth; C 3 is denoted as the environmental impact. Suppose that the weight vector for these three attributes is W = (0.35, 0.25, 0.40). The four candidate alternatives are to be evaluated as using IVIFSs provided by the decision maker under the above three attributes. The evaluation results are shown in Y , as shown in the equation at the bottom of the next page.
In the following, the newly proposed parameterized score functions are used to select the optimal alternative. Thirdly, by using weighted sum method, the comprehensive generalized score values for A 1 , A 2 , A 3 , and A 4 are obtained as 2 is the best optimal alternative.
By comparing the values in
Fourthly, by using weighted sum method, the comprehensive generalized weighted score values forÃ 1 ,Ã 2 ,Ã 3 , andÃ 4 are obtained in G 2 Ã 1 , G 2 Ã 2 , G 2 Ã 3 , and G 2 Ã 4 , as shown at the bottom of the next page.
To describe
and G 2 Ã 4 more clearly, the maps for them are provided as Figures 1 and 2 .
In Figure 4 , the optimal alternative varies as the change of weight vector of the three parameters. In the optimal alternative; meanwhile, when (w 1 , w 2 ) ∈ D 2 ,Ã 4 is the optimal alternative.
Fifthly, by using weighted sum method, the comprehensive generalized probability-based score values forÃ 1 ,Ã 2 ,Ã 3 , andÃ 4 are obtained as 2 is the best optimal alternative.
G 3 Ã 1 ,Ã 2 ,Ã 3 ,Ã 4 , it is obtained thatÃ 2 Ã 4 Ã 3 Ã 1 , andÃ
B. COMPARATIVE ANALYSIS
In this subsection, the aforementioned decision-making results with ones obtained by Ye [13] and Herrera and Herrera-Viedma [28] are compared, and the comparing results are listed in Table 1 . Table 1 shows that by using the generalized accuracy function proposed in [13] , the optimal alternative isÃ 2 .
By adopting four attributes and a new weight vector, and using aggregation operators of numerical and linguistic information proposed in [28] , the optimal alternative isÃ 4 Table 1 also shows that the newly proposed generalized parameterized score functions can deal with decision-making problem more detailed. Specifically speaking, Ye [13] pays more attention on the normalized score function and the classical accuracy function values on IVIFNs, and it gets A 2 as its best alternative. Meanwhile, Herrera and HerreraViedma [28] pay more attention on the entropy function values, and it getsÃ 4 as its best alternative. Table 1 shows the above mentioned decision making results are all parts of the the one obtained by using the newly proposed generalized score functions. Therefore, the advantage of this study is that it provides a variety of decision plans for decision makers which helps to combine the subjective and objective decision making information. Consequently, by using the newly proposed generalized parameterized score functions, the decision-making process is more transparent, and the decision results are more expected.
V. CONCLUSIONS AND PROSPECTS
A. MAIN RESEARCH CONCLUSIONS
In this study, the entropy of IVIFNs has been focused studied. By using the entropy parameter and the other two parameters, a series of parameterized score functions on IVIFSs are proposed. The main innovations of this study are as follows: (i) A parameter is introduced which is utilized to describe the entropy of the interval feature of IVIFNs. By using the newly proposed entropy function, the normalized score function, and classical accuracy function, and a series of generalized parameterized score functions on IVIFNs are proposed. Especially, one of the proposed functions is structured based on integral.
(ii) In the introduced parameterized score functions, trigonometric functions are used as mathematical tools, which makes the proposed functions suitable for dealing with relatively ambiguous decision making environment.
(iii) From the perspective of product function of trigonometric function, the functions (3), (4) and (5) ensure that the proposed functions can avoid the absolute control with a single parametric variable, which makes the proposed generalized score functions objective.
(iv) The advantage of this study is that it provides a variety of decision plans for decision makers which helps to combine the subjective and objective decision making information.
B. RESEARCH OUTLOOK
On proposing the series of generalized score functions, the inner structure of IVIFSs are revealed more deeply. In the future, there will be three research directions.
(i) The newly proposed generalized score functions will be utilized to study the other kinds of fuzzy sets. Especially, the popular Pythagorean fuzzy sets would be studied. Mode details on Pythagorean fuzzy sets, please see [29] and [30] .
(ii) The newly proposed generalized score functions will be studied combining with information aggregating techniques. Especially, the aggregating functions proposed in [31] - [34] will be referred.
Besides, the regulations on the relationship between the entropy and the generalized score functions of IVIFSs just get a preliminary research, and more laws will be studied in the future.
