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Résumé
Dans cet article, nous étudions l’équation des fluides anisotropes tournants qui évoluent dans
un tore tridimensionnel. L’anisotropie du fluide porte sur la viscosité verticale qui peut être
considérée comme nulle. On va démontrer que l’équation est bien posée sur des intervalles de temps
arbitrairement grands, lorsque le nombre de Rossby est assez petit, et aussi que la suite des solutions
« filtrées » tend vers la solution du système limite. Ces résultats sont démontrés pour tous les tores
(sans imposer de condition de non-résonance sur le domaine), dans un cadre fonctionnel très proche
du niveau critique de régularité. Lorsque la donnée initiale est de moyenne horizontale nulle, dans le
cas de tores non-résonants ainsi que pour certains tores résonants, on obtient l’existence globale et
l’unicité de la solution.
 2003 Elsevier SAS. Tous droits réservés.
Abstract
In this paper we study the equation of an anisotropic rotating fluid evolving in a three-dimensional
torus. The anisotropy of the fluid concerns the vertical viscosity which can be considered to be null.
We prove that the equation is well posed on arbitrarily long time intervals, if the Rossby number is
small enough. We also prove that the “filtered” solutions converge to the solution of the limit system.
Those results hold for all tori (without imposing the non-resonant condition on the domain), in a
functional frame very close to the critical regularity level. When the initial data is of null horizontal
average, in the case of non-resonant tori as well as for certain resonant tori, we obtain the global
existence and uniqueness of the solution.
 2003 Elsevier SAS. Tous droits réservés.
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IntroductionDans cet article, on étudie les fluides en rotation rapide dans le cas de conditions aux
limites périodiques dans toutes les directions de l’espace. Plus précisément on s’intéresse
au comportement à la limite lorsque ε tend vers zéro, des solutions du système suivant :
(RFε)
 ∂tv
ε + vε · ∇vε − νh	hvε − νv∂23vε + (1/ε)vε × e3 =−∇pε dans R+ × T 3,
divvε = 0 dans R+ × T 3,
vε|t=0 = v0,
où T 3 = ∏3i=1R/2πaiZ avec ai > 0, 1  i  3 est le tore dans R3, e3 est le vecteur
vertical (0,0,1), vε désigne la vitesse du fluide, pε est un scalaire qui représente la
pression et νh, νv sont les viscosités horizontale et verticale du fluide. Pour un vecteur
v = (v1, v2, v3) on notera toujours vh = (v1, v2). De même, si x = (x1, x2, x3) est un
système cartésien de coordonnées dans T 3, on définit la variable horizontale xh = (x1, x2)
et on pose 	h = ∂2x1 + ∂2x2 , ∇h = (∂x1, ∂x2) et divh v = ∂x1v1 + ∂x2v2.
On considère ici le cas d’une viscosité anisotrope, c’est-à-dire le cas où la viscosité
verticale, dépendant de ε, est évanescente ou peut même s’annuler et où la viscosité
horizontale νh est une constante strictement positive. Notre but est de démontrer, dans ce
cas, l’existence globale et l’unicité de la solution du système (RFε), lorsque ε est assez
petit. Néanmoins, en l’absence de toute condition sur les ai et sur la donnée initiale,
nous n’obtiendrons que l’existence et l’unicité de la solution du système (RFε), sur des
intervalles de temps de taille arbitraire, lorsque ε est suffisamment petit. Sous différentes
conditions sur les ai et sur la donnée initiale, nous obtiendrons l’existence et l’unicité
globale de la solution.
La motivation physique de ce problème est la suivante. Dans une première approxima-
tion, l’évolution d’un fluide est régie par les équations de Navier–Stokes incompressibles.
Le modèle avec « viscosité turbulente », représenté par le système (RFε), apparaît dans les
contextes physiques, lorsque l’on étudie les mouvements océaniques ou atmosphériques.
En effet, les fluides géophysiques peuvent être considérés comme étant incompressibles
d’après l’hypothèse dite hydrostatique. En outre, vu que les échelles de temps et d’espace
envisagées sont petites par rapport à la vitesse de rotation de la Terre, on est amené à rajou-
ter aux équations de Navier–Stokes tridimensionnelles, la force de Coriolis (1/ε)v × e3,
qui va jouer un rôle majeur. Ici, le nombre ε > 0 est le nombre de Rossby qui est un petit
paramètre (c’est essentiellement l’inverse de la vitesse de rotation de la Terre). En géné-
ral, sous l’effet de rotations rapides, le fluide tridimensionnel tend à se comporter comme
un fluide bidimensionnel : c’est le théorème bien connu de Taylor Proudman (voir [24]).
Cependant, pour les fluides tournants entre deux plans horizontaux, les conditions de Di-
richlet aux bords sont incompatibles avec la tendance du fluide à devenir invariant dans
la variable verticale. À cause de ce phénomène, il apparaît des couches limites minces
d’épaisseur ε autour des bords, couches qui sont régies par des lois dites lois d’Ekman.
Ces lois, montrent qu’il est pertinent de considérer une diffusion forte dans les variables
horizontales et extrêmement faible dans la variable verticale (voir [9] et [15]). Plus pré-
cisément, la viscosité doit être de la forme (−νh	hvε − βε∂23vε), sinon le fluide tend à
s’arrêter immédiatement après le temps initial (voir l’article [15] pour le cas d’une donnée
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initiale « bien préparée » et l’article [8], pour le cas d’une donnée initiale « mal préparée »).
2Le cas où le domaine est Th × [0,1] a été étudié dans [22].
Le problème posé pour le système (RFε) s’inscrit dans le cadre des études concernant
les perturbations oscillantes des équations d’évolution (voir les travaux de A. Babin,
A. Mahalov et B. Nicolaenko dans [1] et [2] ; J.-Y. Chemin dans [5] ; I. Gallagher dans [12]
et [13] ; E. Grenier dans [14] ; J.-L. Joly, G. Métivier et J. Rauch dans [18] ; S. Klainerman
et A. Majda dans [19] ; A. Majda dans [21] ; et S. Schochet dans [26]). Les oscillations
rapides en temps sont générées dans (RFε) par pénalisation antisymétrique. En effet, la
partie de la donnée initiale qui dépend de la variable verticale, va engendrer des ondes,
appelées ondes inertielles, qui se propagent à une très grande vitesse. Comme on s’y attend
d’habitude, ces oscillations contribueront à la stabilisation du système, dans le sens où l’on
va obtenir l’existence de la solution sur des intervalles de temps de taille arbitraire, fait qui
n’est pas valable pour l’équation de Navier–Stokes tridimensionnelle. Notons qu’une autre
idée pour obtenir des solutions globales pour l’équation de Navier–Stokes classique a été
obtenue dans [25].
Pour les fluides tournants, lorsque νv > 0 et νh > 0, une telle étude a été faite dans
[1] et [13], où il est démontré que le système est globalement bien posé et que la suite des
solutions « filtrées » tend vers la solution du système limite. Ces résultats ont été démontrés
dans un premier temps, dans le cas générique des tores non-résonants (ce qui correspond au
fait d’obtenir à la limite, quand ε tend vers zéro, un système linéaire sur la partie oscillante).
Dans [13], le premier terme d’un développement asymptotique en ε est obtenu pour des
données initiales assez régulières, en utilisant une hypothèse de type « petits diviseurs »,
valable pour presque tous les tores. Plus récemment, l’existence globale de la solution
pour les fluides tournants dans des tores résonants a été démontrée dans [2], lorsque les
viscosités sont strictement positives. Dans le cas des tores résonants, le système limite sur
la partie oscillante est une équation non-linéaire de type Navier–Stokes tridimensionel,
donc a priori, la solution existe seulement localement en temps. L’idée nouvelle introduite
dans [2], consiste dans le fait que les termes non-linéaires du système limite contiennent
« très peu » d’interférences entre les ondes purement tridimensionnelles.
Le cas de la viscosité verticale nulle a été étudié pour la première fois dans [7] (voir
aussi [6]). D’abord, dans le cadre de l’équation de Navier–Stokes sans viscosité dans la
direction verticale et sans terme de rotation, les auteurs dans [7] ont démontré des résul-
tats d’existence locale et d’unicité, puis l’existence globale lorsque la donnée initiale est
petite par rapport à la viscosité horizontale. Ensuite dans [7], ils ont mis en évidence des
estimations dispersives anisotropes de type Strichartz pour les fluides tournants dans tout
l’espace, estimations qui leur servent à démontrer l’existence globale et l’unicité pour les
fluides en rotation rapide. Le phénomène de dispersion des ondes inertielles est caractéris-
tique du cas de l’espace entier.
Le cas périodique est différent du cas de l’espace entier parce qu’il n’y a pas d’effet
dispersif. Les ondes ne dissipent plus à l’infini mais elles interfèrent entre elles en formant
de nouvelles ondes. L’existence locale en temps de la solution, uniformément en ε, est une
conséquence des estimations d’énergie anisotropes sur le terme convectif données dans [7]
et du fait que la partie pénalisée, étant antisymétrique, n’interfère pas avec les estimations
d’énergie. D’autre part, les démonstrations de la convergence vers la solution du système
limite, s’appuient sur la méthode de S. Schochet [26] et de E. Grenier (voir [14]) et sur
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les méthodes développées dans [1] et [13]. Les résultats d’existence sur de grands inter-
valles de temps, sont démontrés pour tous les tores (sans condition de non-résonance sur
le domaine). L’idée donnée dans [2], concernant du fait d’interférences tridimensionnelles
très faibles, s’est avérée appropriée aussi dans le cas où la viscosité verticale est nulle. Elle
nous a permis de déduire, pour le système limite, l’existence globale de solutions faibles
lorsque la donnée initiale est seulement dans l’espace d’énergie L2(T 3), fait qui n’est pas
valable pour l’équation tridimensionnelle de Navier–Stokes anisotrope. Pour l’équation
de Navier–Stokes classique, l’existence globale de solutions faibles est donnée par le théo-
rème de Leray [20]. Nous obtenons des résultats optimaux d’existence globale de solutions
pour (RFε), soit dans le cas des domaines non-résonants, soit dans le cas où les tores sont
résonants avec (ai/aj )2 nombres rationnels et où le champ initial est de moyenne hori-
zontale nulle. Dans tous les autres cas, nous obtenons que l’équation (RFε) est bien posée
sur des intervalles de temps arbitrairement grands lorsque ε est suffisamment petit (c’est-
à-dire le temps de vie T ∗ε de la solution vε de l’équation (RFε) tend vers l’infini, lorsque
ε tend vers zéro). Dans [11], une majoration du temps de vie de la solution de l’équation
isotrope de Navier–Stokes, dans le cas où ce temps de vie est fini, a été donnée, ce qui per-
met de conclure, dès qu’on a dépassé un certain temps de vie, qu’on a l’existence globale.
Remarquons que de telles majorations n’apparaissent pas dans le cas de la viscosité verti-
cale nulle. En ce qui concerne le cadre fonctionnel, nous allons travailler avec la donnée
initiale dans un espace de Sobolev anisotrope, espace de fonctions de carré intégrable dans
la variable horizontale à valeurs dans l’espace de Sobolev classique Hs dans la variable
verticale. Il s’agit de l’espace H 0,s avec s > 1/2, utilisé dans [7]. Cet espace est « proche »
de l’espace critique qui est ici H 0,1/2, dans le sens où H 0,1/2 est invariant par le change-
ment d’échelle de l’équation de Navier–Stokes. En effet, notons la propriété d’invariance
suivante : si v est une solution de l’équation (RFε) avec la donnée initiale v0, alors vλ
définie par vλ(t, x) := λv(λ2t, λx) est solution pour l’équation RFε/λ2 avec la donnée ini-
tiale v0,λ := λv0(λx). Cette approche a été initiée par Fujita et Kato dans [10] pour l’équa-
tion tridimensionnelle de Navier–Stokes avec viscosités positives dans toutes les directions.
1. Notations et énoncés des résultats
Dans cet article, on s’intéresse à des résultats d’existence et d’unicité sur de grands
intervalles de temps pour la solution du système (RFε) et à des résultats de convergence de
la suite des solutions lorsque le nombre Rossby tend vers zéro. Les résultats obtenus seront
uniformes par rapport à la viscosité verticale, au sens où elle ne jouera aucun rôle dans les
démonstrations et elle peut être considérée dans toute la suite comme étant nulle.
Avant d’énoncer les résultats, définissons les espaces dans lesquels on travaille. Tous les
champs de vecteurs v sont à valeurs réelles, périodiques dans les directions xi (i = 1,2,3),
de période 2πai et sont supposés de moyenne nulle, c’est-à-dire
∫
T 3 v(x)dx = 0, ce qui
est équivalent au fait que le coefficient de Fourier v(0,0,0) = 0, si v(n1,n2,n3) désignent les
coefficients de Fourier associés à v. Remarquons que cette proprieté est propagée aussi
bien par l’équation de Navier–Stokes que par l’équation des fluides tournants. De plus,
dans toute la suite on va travailler seulement sur des champs de vecteurs à divergence
nulle.
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À cause de l’anisotropie du problème, on utilise des espaces de Sobolev anisotropes
0,s s,s ′H . Rappellons que, dans le cas périodique, les espaces de Sobolev anisotropes H
sont définis par la norme :
‖v‖2
Hs,s
′
(T 3) =
∑
n=(n′,n3)∈Z3
(
1+ |nˇ′|2)s(1+ |nˇ3|2)s ′ |vn|2 <+∞,
où nous avons noté nˇi = ni/ai, n′ = (n1, n2), et où les coefficients de Fourier vn sont
donnés par v =∑n∈Z3 vneinˇ·x . Dans tout ce texte, on note F la transformation de Fourier
et Fv la transformation de Fourier dans la variable verticale.
Rappelons aussi la définition des espaces de Lebesgue anisotropes. On note par Lph(L
q
v )
l’espace Lp(Tx1 × Tx2;Lq(Tx3)) défini par la norme :
‖f ‖Lph(Lqv ) :=
∥∥∥∥f (xh, ·)∥∥Lq(Tx3 )∥∥Lp(Tx1×Tx2 )
=
( ∫
Tx1×Tx2
( ∫
Tx3
∣∣f (xh, x3)∣∣q dx3)p/q dxh)1/p.
De la même manière, on désigne par Lqv (Lph) l’espace Lq(Tx3;Lp(Tx1 × Tx2)), muni de la
norme :
‖f ‖Lqv (Lph) :=
∥∥∥∥f (·, x3)∥∥Lp(Tx1×Tx2 )∥∥Lq(Tx3 ).
Il est bien connu que l’ordre d’intégration est important dans le sens décrit par le lemme
ci-après :
Lemme 1.1. Soit 1  p  q et f :X1 × X2 → R une fonction appartenant à
Lp(X1;Lq(X2)) où (X1;dµ1) et (X2;dµ2) sont des espaces mesurables. Alors,
f ∈Lq(X2;Lp(X1)) et on a l’inégalité,
‖f ‖Lq(X2;Lp(X1))  ‖f ‖Lp(X1;Lq(X2)).
Dans le cadre des espaces de Lebesgue anisotropes, l’inégalité de Cauchy–Schwarz
devient :
‖fg‖Lpv Lqh  ‖f ‖Lp′v Lq′h ‖g‖Lp′′v Lq′h ,
où on a les relations 1/p = 1/p′ + 1/p′′ et 1/q = 1/q ′ + 1/q ′′. Dans le même esprit,
l’inégalité de convolution de Young, s’écrit :
‖f # g‖Lpv Lqh  ‖f ‖Lp′v Lq′h ‖g‖Lp′′v Lq′h
avec les relations 1+ 1/p= 1/p′ + 1/p′′ et 1+ 1/q = 1/q ′ + 1/q ′′.
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Notons que, dans toute la suite, C désigne une constante strictement positive générique,
qui ne peut dépendre que des raports des paramètres du tore et des indices de régularité.
Précisons que les constantes C ne dépendent pas de ε.
1.1. Existence locale pour (RFε)
On rappelle d’abord le résultat d’existence et d’unicité de la solution de l’équation
de Navier–Stokes avec viscosité verticale nulle et conditions aux limites périodiques,
résultat démontré dans l’article [23] pour des données initiales de régularité critique.
Comme la démonstration n’utilise que des estimations d’énergie, et donc la partie pénalisée
n’apparaît pas dans de telles estimations, ce théorème entraîne immédiatement l’existence
locale de la solution, uniformément en ε, pour l’équation des fluides tournants avec la
viscosité verticale nulle. Nous allons directement énoncer le théorème pour le système
(RFε) périodique.
Pour un champ de vecteurs v défini sur T 3, on introduit sa moyenne verticale v¯(xh) et
sa partie de moyenne verticale nulle vosc(x) par
v¯(xh)= 12πa3
2πa3∫
0
v(xh, x3)dx3 et vosc(x)= v(x)− v¯(xh). (1)
Théorème 1. Soient s > 1/2 et v0 ∈H 0,s(T 3) un champ de vecteurs de divergence nulle.
Alors, il existe T > 0 indépendant de ε et une unique solution vε pour le système (RFε)
qui appartient à l’espace :
vε ∈C([0, T ],H 0,s) avec ∇hvε ∈L2([0, T ],H 0,s).
En outre, la quantité ‖vε‖2
L∞T (H 0,s )
+ νh‖∇hvε‖2
L2T (H
0,s )
est bornée uniformément en ε.
De plus, si la donnée initiale v0 = v¯0 + v0,osc, où v¯0 est la moyenne verticale de v0, est
telle que la condition
‖v0,osc‖H 0,s exp
(‖v¯0‖2L2
Cνh
)
 Cνh,
soit vérifiée, alors, il existe une unique solution globale en temps,
vε ∈Cb
(
R+,H 0,s
)
avec ∇hvε ∈L2
(
R+,H 0,s
)
.
Remarque 1.1. Notons qu’on a énoncé ce théorème dans le cas d’une régularité d’indice
sur-critique ; dans la suite de l’article, on travaille seulement dans cette situation. Cela
est dû à des interpolations qu’on va faire entre des quantités bornées dans l’espace H 0,s
avec s > 1/2 et des quantités petites dans l’espace H 0,−1/2 afin de récupérer des quantités
petites dans un espace d’indice sur-critique H 0,s0 (s > s0 > 1/2). Ceci va apparaître
clairement dans le plan de démonstration donné au début de la Section 5.
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Remarque 1.2. Il est important parfois de contrôler le temps de vie de la solution.
Signalons que le temps de vie ne dépend pas de la régularité de la donnée initiale. En effet,
dans le cas périodique, on obtient facilement l’estimation suivante. Si vε est une solution
de (RFε) (ou de l’équation de Navier–Stokes sans viscosité dans la direction verticale),
alors on a :
∥∥vε(t)∥∥2
H 0,s + νh
t∫
0
∥∥∇hvε(t ′)∥∥2H 0,s dt ′
 ‖v0‖2H 0,s exp
(
Ct
t∫
0
(
1+ ∥∥vε(t ′)∥∥2
H 0,s0
)∥∥∇hvε(t ′)∥∥2H 0,s0 dt ′). (2)
Il est bien de remarquer aussi que, dans le cas de l’espace entier, l’estimation ci-dessus ne
dépend pas du temps. En effet, dans le cas de R3, on peut écrire :
∥∥vε(t)∥∥2
H 0,s + νh
t∫
0
∥∥∇hvε(t ′)∥∥2H 0,s dt ′
 ‖v0‖2H 0,s exp
(
C
t∫
0
(
1+ ∥∥vε(t ′)∥∥2
H 0,s0
)∥∥∇hvε(t ′)∥∥2H 0,s0 dt ′
)
. (3)
1.2. Existence globale pour le système limite
Afin d’énoncer le résultat de convergence de la suite des solutions de (RFε), et les
résultats d’existence globale pour le système limite, introduisons brièvement l’opérateur
de « filtrage » et le système limite. Soit ainsi L(t) le groupe des opérateurs engendrés par
−PL où P est la projection de Leray sur les champs de divergence nulle, et L est la matrice( 0 1 0
−1 0 0
0 0 0
)
(observons qu’on a Lv = v× e3).
Alors, L(t)v0 est définie comme étant l’unique solution globale de :{
∂tv + PLv = 0,
v|t=0 = v0.
Soit uε = L(−t/ε)vε . On va appeller uε la suite des solutions « filtrées ». On pose :
Qε(u, v)= 1
2
L
(
− t
ε
)
P
((
L
(
t
ε
)
u
)
· ∇
(
L
(
t
ε
)
v
)
+
(
L
(
t
ε
)
v
)
· ∇
(
L
(
t
ε
)
u
))
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et l’on considère sa limite dans D′ (on va voir que cette limite existe) :Q(u, v)= lim
ε→0Q
ε(u, v) dans D′.
On introduit alors le système suivant, que l’on appellera le système limite :
(S)
{
∂tu+Q(u,u)− νh	hu= 0,
divu= 0,
u|t=0 = u0.
Comme dans la relation (1), on note par u¯0(xh) := 1/(2πa3)
∫
u0(xh, x3)dx3 la moyenne
verticale de u0 et par u0,osc := u0 − u¯0.
On peut maintenant énoncer les théorèmes d’existence globale pour le système
limite (S).
Théorème 2. Soit T 3 un tore quelconque. Alors, pour tout champ u0 ∈ H 0,1/2(T 3) à
divergence nulle, le système limite (S) admet une unique solution globale en temps dans
l’espace,
u ∈ L∞loc
(
R+;H 0,1/2
)
avec ∇hu ∈L2loc
(
R+;H 0,1/2
)
.
Cette solution vérifie l’estimation suivante, pour tout t  0,
∥∥u(t)∥∥2
H 0,1/2 + νh
t∫
0
∥∥∇hu(t ′)∥∥2H 0,1/2 dt ′  ‖u0‖2H 0,1/2 exp(Ct‖u0‖2L2(1+ a−13 ‖u0‖2L2)a33νh
)
.
De plus, il existe une constante c qui dépend seulement de a1/a2, telle que, si la donnée
initiale u0 = u¯0 + u0,osc vérifie ‖u0,osc‖L2(T 3)  c√a3νh, on a l’existence globale et
l’unicité de la solution du système limite (S) dans l’espace,
u ∈ L∞(R+;H 0,1/2) avec ∇hu ∈ L2(R+;H 0,1/2).
Remarque 1.3. Notons que le système limite est un système de type Navier–Stokes
tridimensionel, mais on obtient toutefois l’existence globale et l’unicité de la solution.
De plus, l’espace de régularité sur la donnée initiale est exactement l’espace invariant par
le changement d’échelle H 0,1/2. Comme on a déjà remarqué dans l’enoncé ci-avant, les
normes de la solution peuvent être exponentiellement croissantes en temps.
Pour des raisons qui seront claires par la suite, introduisons les définitions suivantes.
Définition 1.1. On appelle ensemble de résonances, l’ensemble :
K =
{
(k,m,n) ∈ Z9
∣∣∣ kˇ3|kˇ| ± mˇ3|mˇ| ± nˇ3|nˇ| = 0 avec k +m= n
}
.
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Le tore T 3 =∏3i=1[0,2πai) s’appelle domaine non-résonant si l’ensemble de résonances
3corespondant à T vérifie :
K ⊂ {(k,m,n) ∈ Z9 | k +m= n et k3m3n3 = 0}.
Remarque 1.4. Cette définition a été introduite dans [1]. Elle se justifie par l’observation
suivante. Les ondes oscillatoires ont une loi de dispersion ω(k)±i = ±ikˇ3/|kˇ|, donc les
ondes tridimensionnelles interfèrent entre elles d’après la loi k + m = n et ω±i (k) +
ω±i (m) = ω±i (n), ce qui nous donne exactement l’ensemble de résonances K . Le
fait que le tore soit non-résonant signifie qu’on n’a pas d’interférences purement
tridimensionnelles. Soulignons qu’il est démontré dans [1] et [13] que presque tous les
tores sont des domaines non-résonants.
Après cette définition, on introduit la condition sur le domaine qui va nous permettre
d’obtenir des résultats optimaux.
Définition 1.2. On dit que le tore T 3 =∏3i=1[0,2πai) vérifie la condition (P) si soit T 3
est un domaine non-résonant, soit T 3 est résonant avec (ai/aj )2 ∈Q pour tous i = j .
Remarque 1.5. Notons que ces conditions sont imposées afin de démontrer la conservation
de la moyenne horizontale pour la solution du système limite, ce qui nous permet d’obtenir
l’existence globale de la solution du système limite, avec des normes bornées en temps. La
condition (ai/aj )2 ∈Q vient naturellement de la méthode de démonstration, qui consiste
à résoudre une équation diophantienne provenant de la structure algébrique de la forme
quadratique limiteQ. Signalons à présent que tous les tores avec (a3/a1) ∈Q ou (a3/a2) ∈
Q sont des tores résonants. En effet, par exemple si (a3/a1)= p/q , avec p ∈ N et q ∈ Z,
on peut prendre k = (6q,0,3p) ; m = (4q,0,−8p) et n = (10q,0,−5p) et on obtient
(k,m,n) ∈ K , K étant l’ensemble des résonances donné par la Définition 1.1. Notons
aussi que tous les tores avec (a3/a1) ∈
√
3Q ou (a3/a2) ∈
√
3Q, sont des tores résonants.
En effet, si on prend par exemple a3/a2 =
√
3p/q , avec p ∈ N et q ∈ Z, alors on peut
choisir k = (0, q,p) ; m= (0,−q,p) et n= (0,0,2p) pour avoir ainsi (k,m,n) ∈K .
Le résultat du Théorème 2 est précisé par le théorème ci-dessous (dans la Section 4.1
on donne un résultat plus détaillé).
Théorème 3 (existence globale et unicité pour le système limite). Soient T 3 un tore qui
vérifie la condition (P). Alors, pour tout champ u0 ∈ H 0,1/2(T 3) à divergence nulle, il
existe une unique solution globale u du système limite (S),
u ∈ L∞(R+;H 0,1/2) avec ∇hu ∈ L2(R+;H 0,1/2).
Bien que le système limite soit hyperbolique dans la variable verticale (νv = 0), nous
obtenons encore l’existence globale des « solutions faibles » dans l’espace L2. Le théorème
ci-dessous est vrai pour tous les tores.
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Théorème 4 (existence globale dans l’espace d’énergie). Soit T 3 un tore quelconque.
2 3Pour tout champ de vecteurs u0 ∈ L (T ) à divergence nulle, le système limite (S), admet
une solution globale
u ∈L∞(R+;L2(T 3)) avec ∇hu ∈L2(R+;L2(T 3)),
qui vérifie l’estimation d’énergie suivante :
∥∥u(t)∥∥2
L2 + 2νh
t∫
0
∥∥∇hu(τ )∥∥2L2 dτ  ‖u0‖2L2 .
1.3. Questions d’existence globale ou « presque globale » pour (RFε)
Les résultats d’existence globale de solutions du système limite (S) nous permettent
de démontrer de résultats d’existence globale ou « presque globale » pour le système
(RFε), pour ε assez petit. Dans le cas des tores vérifiant la condition (P), le théorème
suivant donne la résolubilité globale pour (RFε) lorsque ε est suffisamment petit, pour
des conditions initiales à moyenne horizontale nulle. Dans tous les autres cas, on ne peut
obtenir l’existence des solutions de (RFε) que sur des intervalles de temps arbitrairement
grands. Nous expliquons cette différence de phénomènes dans les sections suivantes.
Théorème 5 (existence globale et unicité pour les fluides tournants). Soient s > 1/2, T 3
un tore qui vérifie la condition (P) et v0 ∈H 0,s(T 3) un champ de vecteurs de divergence
et de moyenne horizontale nulles. Alors, il existe ε0 > 0, ne dépendant que de (ai)1i3,
de v0, de la viscosité horizontale νh et de s, tel que, si 0 < ε < ε0, il existe une unique
famille bornée uniformement en ε de solutions, globales en temps,
vε ∈L∞(R+,H 0,s(T 3)) avec ∇hvε ∈ L2(R+,H 0,s(T 3)),
de l’équation (RFε).
Remarque 1.6. Notons qu’il est montré dans [2] que par un changement de fonction,
U(t, x) := e(tL/2ε)v(t, e(−tL/2ε)x)+ x × e3
2ε
,
le système (RFε) est équivalent au système de Navier–Stokes anisotrope, avec le tourbillon
de la donnée initiale, grand dans la direction e3. Pourtant, on va obtenir l’existence globale
de la solution.
On peut maintenant énoncer le théorème de convergence de la suite des solutions de
(RFε) vers la solution du système limite :
Théorème 6. On suppose que le tore T 3 vérifie la condition (P). Soient v0 ∈ H 0,s avec
s > 1/2, un champ de vecteurs de divergence et de moyenne horizontale nulles et vε une
solution globale de (RFε). Alors on a les convergences :
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lim
ε→0
(
vε −L
(
t
ε
)
u
)
= 0 dans L∞(R+,H 0,σ (T 3))et
lim
ε→0∇h
(
vε −L
(
t
ε
)
u
)
= 0 dans L2(R+,H 0,σ (T 3)),
où σ < s et u est l’unique solution globale du système limite (S) dans l’espace
L∞(R+,H 0,s(T 3)) avec ∇hu ∈ L2(R+,H 0,s(T 3)).
En outre, la solution u du système limite (S) s’écrit u = u¯+ uosc avec u¯ solution de
l’équation de Navier–Stokes bidimensionnelle avec trois composantes :
(NS 2D 3C)

∂t u¯+ u¯ · ∇hu¯− νh	hu¯=−∇p¯,
div u¯= 0,
∂3u¯= 0,
u¯|t=0 = v¯0 := 12πa3
∫
v0 dx3
et uosc est solution globale du système couplé :
(Sosc)

∂tuosc +Q(2u¯+ uosc, uosc)− νh	huosc = 0,
divuosc = 0,
uosc|t=0 = v0,osc := v0 − 12πa3
∫
v0 dx3.
De plus, si le couple (a1, a2) ∈ (R∗+)2 est fixé, alors, pour presque tout a3 ∈ R∗+ (dans
le sens de la mesure Lebesgue), le système (Sosc) est linéaire, et s’écrit :
(SLosc)

∂tuosc + 2Q(u¯, uosc)− νh	huosc = 0,
divuosc = 0,
uosc|t=0 = v0,osc.
Dans le cas général, nous ne pouvons énoncer que le résultat plus faible suivant :
Théorème 7 (existence et convergence pour (RFε) sur des intervalles de temps arbitraire-
ment grands). On suppose que le tore T 3 =∏3i=1[0,2πai) avec (a1, a2, a3) ∈ (R+ \{0})3,
le champ de vecteurs à divergence nulle v0 ∈ H 0,s(T 3), s > 1/2 sont quelconques.
Alors, pour tout temps T > 0 fini, il existe ε0 dépendant de (ai)1i3, νh, v0, s et T , et
pour 0 < ε < ε0 une unique solution vε de (RFε) telle que
vε ∈L∞([0, T ],H 0,s(T 3)) avec ∇hvε ∈L2([0, T ],H 0,s(T 3)).
Nous avons aussi les convergences :
lim
ε→0
(
vε −L
(
t
ε
)
u
)
= 0 dans L∞([0, T ],H 0,σ (T 3))
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etlim
ε→0∇h
(
vε −L
(
t
ε
)
u
)
= 0 dans L2([0, T ],H 0,σ (T 3)),
avec σ < s et u l’unique solution globale du système limite donnée par le Théorème 6.
Le plan de l’article est le suivant :
• Dans la deuxième section, nous allons présenter en détail l’opérateur de filtrage, le
système filtré, la diagonalisation du système filtré, et le système limite.
• Dans la troisième section, nous énonçons les estimations d’énergie nécessaires aux
démonstrations des théorèmes énoncés. Pour obtenir l’existence globale pour le
système limite, nous utilisons une estimation sur le terme quadratique, tenant compte
de sa forme particulière. Soit, dans le cadre des espaces de Sobolev :
∣∣(Q(u,u)|u)
H 0,s |
C√
a3
(‖∇hu‖L2‖u‖H 0,s ‖∇hu‖H 0,s
+ ‖u‖1/2
L2
‖∇hu‖1/2L2 ‖u‖
1/2
H 0,s
‖∇hu‖3/2H 0,s
)
,
pour u de divergence nulle et de moyenne horizontale nulle. On en déduit l’existence
globale de solutions, vu que la norme L∞(R+;L2) de u et la norme L2(R+;L2) de
∇hu sont bornées.
• Dans la quatrième section, nous donnons une étude détaillée du système limite. En par-
ticulier, on démontre les Théorèmes 2 et 3. On va démontrer aussi l’existence des so-
lutions faibles globales, lorsque la donnée initiale est dans l’espace d’énergie L2(T 3)
(le Théorème 4). La théorie de Leray des solutions faibles pour l’équation de Navier–
Stokes classique ne s’applique pas dans le cas où la viscosité verticale est nulle. Les
estimations d’énergie dans L2 restent valables, mais ne permettent pas le passage à la
limite dans les termes non-linéaires pour obtenir une solution faible. Toutefois, pour le
système limite (S), le passage à la limite dans le terme non-linéaire est possible, grâce
aux propriétés particulières de la forme quadratiqueQ.
• Dans la cinquième section, nous démontrons les Théorèmes 5, 6 et 7. Le théorème
d’existence globale pour le système limite et le théorème de convergence des
solutions filtrées vers la solution du système limite, entraînent l’existence globale pour
l’équation des fluides tournants.
• La sixième section donne les démonstrations des estimations d’énergie énoncées dans
la troisième section.
• Dans la section finale on étudie les propriétés particulières de la forme quadratique
limite Q.
• Dans l’annexe, nous étudions une équation diophantienne qui a permis de démontrer
l’existence globale avec des normes bornées en temps pour le système limite, dans les
cas résonants avec (ai/aj )2 ∈Q.
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2. Préliminaires2.1. Éléments de théorie de Littlewood–Paley anisotrope
L’outil de base dans les démonstrations sera la théorie de Littlewood–Paley anisotrope
qui consiste à faire un découpage dyadique dans les fréquences verticales. On va ainsi
obtenir les estimations d’énergie sur chaque bloc dyadique et ensuite on va sommer les
estimations obtenues.
Définissons les opérateurs de troncature en fréquences verticales, comme suit :
vqu=
∑
n∈Z3
unϕ
( |nˇ3|
2q
)
einˇ·x pour q  0,
v−1u=
∑
n∈Z3
unχ
(|nˇ3|)einˇ·x,
vqu= 0 pour q −2,
où u ∈D′(T 3) et où un sont les coefficients de Fourier de u. Les fonctions positives ϕ et
χ représentent une partition de l’unité dans R, c’est-à-dire, sont des fonctions régulières à
support compact
suppχ ⊂ B(0,4/3), suppϕ ⊂ C(3/4,8/3),
telles que pour tout t ∈R,
χ(t)+
∑
q0
ϕ
(
2−q t
)= 1.
Définissons aussi l’opérateur :
Svqu=
∑
q ′q−1
vq ′u.
2.1.1. Quelques estimations de base
L’intérêt de la décomposition dyadique consiste dans le fait que la dérivée dans la
variable verticale d’une fonction localisée en fréquences verticales de taille 2q , va agir
comme la multiplication avec 2q . Nous avons ainsi les inégalités de type Bernstein
suivantes. La démonstration du lemme ci-dessous est facile, elle est donnée dans [23].
Dans la suite, on note par T 2h le tore bidimensionnel horizontal R/2πa1Z×R/2πa2Z et
par C un couronne dyadique.
Lemme 2.1. Soit u une fonction avec suppFvu ⊂ T 2h × 2qC , où l’on a noté Fv la
transformation de Fourier dans la variable verticale. Pour tout k entier, on a les relations
suivantes :
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2qkC−k‖u‖Lph (Lrv) 
∥∥∂kx3u∥∥Lph(Lrv)  2qkCk‖u‖Lph(Lrv),2qkC−k‖u‖Lrv(Lph ) 
∥∥∂kx3u∥∥Lrv(Lph ) 2qkCk‖u‖Lrv(Lph).
Soient r  r ′  1 nombres réels. Alors, on a :
‖u‖Lph (Lrv)  C2
q(1/r ′−1/r)‖u‖
L
p
h(L
r′
v )
,
respectivement,
‖u‖Lrv(Lph)  C2
q(1/r ′−1/r)‖u‖Lr′v (Lph ).
Le lemme suivant est une inégalité de type Gagliardo–Nirenberg dans des conditions
propres au cas périodique. L’énoncé ci-dessous est valable sans condition de localisation
en fréquences.
Lemme 2.2. Il existe une constante C telle que, pour tout u champ de vecteurs sur T 3 de
moyenne horizontale nulle (
∫
T 2h u(xh, x3)dxh = 0), on ait :
‖u‖L2(Tx3 ;L4(Tx1×Tx2 ))  C‖u‖
1/2
L2(T 3)‖∇hu‖
1/2
L2(T 3). (4)
Démonstration. Puisque l’injection de H 1/2(T 2h ) dans L4(T 2h ) est continue et que
l’espace H 1/2(T 2h ) est un espace d’interpolation entre L2(T 2h ) et H 1(T 2h ), on a :∥∥u(·, x3)∥∥L4(Tx1×Tx2 )  C∥∥u(·, x3)∥∥H 1/2(Tx1×Tx2 )
 C
∥∥u(·, x3)∥∥1/2L2(Tx1×Tx2 )∥∥u(·, x3)∥∥1/2H 1(Tx1×Tx2 ). (5)
Si le champ u est de moyenne horizontale nulle, il est aisé de vérifier que la norme
‖u(·, x3)‖H 1(T 2h ) est équivalente à la quantité ‖∇hu(·, x3)‖L2(T 2h ). Vu l’inégalité (5), on
obtient ainsi,∥∥u(·, x3)∥∥L4(Tx1×Tx2 )  C∥∥u(·, x3)∥∥1/2L2(Tx1×Tx2 )∥∥∇hu(·, x3)∥∥1/2L2(Tx1×Tx2 ).
En prenant ensuite la norme L2 en x3 on obtient l’estimation (4), pour les champs u de
moyenne horizontale nulle. ✷
En corollaire, nous avons :
Corollaire 2.1. Soit u un champ périodique de vecteurs de moyenne horizontale nulle, tel
que suppFvu⊂ T 2h × 2qC . Alors
‖u‖L4(Tx1×Tx2 ;L∞(Tx3 ))  C2
q/2‖u‖1/2
L2(T 3)‖∇hu‖
1/2
L2(T 3).
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Démonstration. On tient compte du fait que u est localisé en fréquences verticales de
qtaille 2 et on obtient :
‖u‖L4h(L∞v ) C2
q/2‖u‖L4h(L2v)  C2
q/2‖u‖L2v(L4h)  C2
q/2‖u‖1/2
L2
‖∇hu‖1/2L2 . ✷
Afin d’alléger certaines démonstrations données dans la Section 6, il est parfois
nécessaire d’utiliser le lemme suivant. Pour une fonction f :T 3 →R, on pose :
‖f ‖4
L4h(H
s
v )
:=
∫ ∥∥f (xh, ·)∥∥4Hsv dxh =
∫ (∑
n3∈Z
(
1+ |nˇ3|2
)s ∣∣Fvf (xh,n3)∣∣2)2 dxh.
Lemme 2.3. Soient s un nombre réel et T 3 un tore tridimenionnel. Il existe une constante
C telle que, pour tout champ de vecteurs u de moyenne horizontale nulle, défini sur T 3,
on a l’inégalité
‖u‖2
L4h(H
s
v )
 C‖u‖H 0,s ‖∇hu‖H 0,s . (6)
Démonstration. On commence par écrire
‖u‖L4h(Hsv ) =
∥∥∥∥(∑
q
22qs
∥∥vqu(xh, ·)∥∥2L2v
)1/2∥∥∥∥
L4h
.
En tenant compte du Lemme 1.1, on a :
‖u‖L4h(Hsv ) C
(∑
q
22qs
∥∥∥∥vqu(xh, ·)∥∥L2v∥∥2L4h
)1/2
.
D’autre part, en utilisant le Lemme 2.2 appliqué au champ de moyenne horizontale nulle
vqu, on obtient :∥∥∥∥vqu(xh, ·)∥∥L2v∥∥L4h  ∥∥vqu∥∥L2v(L4h) C∥∥vqu∥∥1/2L2 ∥∥∇hvqu∥∥1/2L2 .
On a obtenu ainsi,
‖u‖2
L4h(H
s
v )
C
∑
q
22qs
∥∥vqu∥∥L2∥∥∇hvqu∥∥L2

(∑
q
22qs
∥∥vqu∥∥2L2)1/2(∑
q
22qs
∥∥∇hvqu∥∥2L2)1/2.
Comme ‖u‖2
H 0,s
=∑q 22qs‖vqu‖2L2 , respectivement ‖∇hu‖2H 0,s =∑q 22qs‖∇hvqu‖2L2 ,
on obtient l’estimation (6). ✷
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Nous donnons maintenant un corollaire des résultats énoncés :Corollaire 2.2. Soit s > 1/2. Il existe une constante C telle qu’on ait l’inégalité :
‖u‖L2h(L∞v )  C‖u‖H 0,s .
Si u est de moyenne horizontale nulle, on a :
‖u‖L4h(L∞v )  C‖u‖
1/2
H 0,s
‖∇hu‖1/2H 0,s .
Démonstration. En effet, pour démontrer le premier point, nous écrivons :
‖u‖L2h(L∞v ) 
∑
q∈Z
∥∥vqu∥∥L2h(L∞v )
 C
∑
q−1
2q/2
∥∥vqu∥∥L2 C‖u‖H 0,s pour tout s > 1/2.
Pour le deuxième point, nous utilisons d’abord que, d’après le Lemme 2.1, on a :
‖u‖L4h(L∞v ) 
∑
q−1
∥∥vqu∥∥L4h(L∞v )

∑
q−1
2q/2
∥∥vqu∥∥L4h(L2v)  ∑
q−1
2q/2
∥∥vqu∥∥L2v(L4h).
Le Lemme 2.2 appliqué au champ de vecteurs à moyenne horizontale nulle vqu, nous
donne :
‖u‖L4h(L∞v )  C
∑
q∈Z
2q/2
∥∥vqu∥∥1/2L2 ∥∥∇hvqu∥∥1/2L2 .
En utilisant maintenant l’inégalité de Cauchy–Schwarz, on obtient :
‖u‖L4h(L∞v )  C
(∑
q∈Z
2q/2
∥∥vqu∥∥L2)1/2(∑
q∈Z
2q/2
∥∥∇hvqu∥∥L2)1/2
 C‖u‖1/2
H 0,s
‖∇hu‖1/2H 0,s . ✷
Finalement, on donne un lemme qui montre que le commutateur avec l’opérateur de
localisation en fréquences verticales est un opérateur régularisant. La démonstration de ce
lemme se trouve dans [23].
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Lemme 2.4. Soient T 3 un tore tridimensionel et p, r, s des nombres réels positifs tels que
p  1, r  1 et s  1 et 1/p = 1/r + 1/s. Il existe une constante C telle que pour tous
champs de vecteurs u et v sur T 3, on ait l’inégalité :∥∥[vq, u]v∥∥L2v(Lph)  C2−q‖∂3u‖L∞v (Lrh)‖v‖L2v(Lsh). (7)
2.1.2. Calcul paradifférentiel anisotrope
La décomposition dyadique est aussi utile dans l’étude du produit de deux distributions.
Formellement, on peut écrire pour deux distributions u et v,
u=
∑
q∈Z
vq u ; v =
∑
q∈Z
vqv et u · v =
∑
q∈Z
∑
q ′∈Z
vqu · vq ′v. (8)
On va faire une décomposition de Bony dans la variable verticale (voir [3] et [4]
respectivement [7] et [16] pour le cas anisotrope), c’est-à-dire qu’on va écrire (8) sous
la forme de deux sommes, l’une où les fréquences verticales de u sont petites devant les
fréquences verticales de v, et l’autre où les fréquences verticales de u sont comparables à
celles de v ou bien grandes devant celles de v. La première somme est un paraproduit et la
dernière est le reste :
uv =
∑
q ′
Svq ′−1u · vq ′v +
∑
q ′
Svq ′+1v · vq ′u.
Compte tenu que le support deF(Sv
q ′−1uvq ′v) est inclus dans une couronne dyadique 2q
′C
et que le support de F(Sv
q ′+1vvq ′u) est inclus dans une boule 2q
′
B , on a les propriétés de
quasi-orthogonalité suivantes :
vq
(
Svq ′−1uvq ′v
)= 0 pour |q − q ′| 5 et aussi
vq
(
Svq ′+1uvq ′v
)= 0 pour q  q ′ + 4.
On va utiliser souvent la relation :
vq (uv)=
∑
|q−q ′|4
vq
(
Svq ′−1u · vq ′v
)+ ∑
q ′>q−4
vq
(
Svq ′+1v · vq ′u
)
. (9)
Dans toute la suite, on note par bq une suite sommable qui peut dépendre de différents
paramètres telle que
∑
q bq  1. De la même manière, cq va désigner une suite de carré
sommable dépendant éventuellement de différents paramètres, qui vérifie
∑
q c
2
q  1.
Remarquons que la régularité d’une fonction peut se traduire de la manière suivante. On a
u ∈H 0,s si et seulement si, il existe une suite cq , telle que∥∥vqu∥∥L2  C2−qscq‖u‖H 0,s .
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2.2. L’opérateur de « filtrage »Le Théorème 1 nous assure qu’on a pour le système (RFε) une suite de solutions locales,
uniformément en temps, lorsque la donnée initiale v0 est dans l’espace H 0,s avec s > 1/2.
Notre but est de démontrer que la solution est globale en temps lorsque ε est assez petit.
L’idée est de mettre en évidence le système limite, de démontrer que le système limite
est globalement bien posé et de d’en déduire que le système (RFε) admet une solution
qui existe globalement en temps lorsque ε est suffisamment petit. Même si vε est une suite
bornée dans l’espace H 0,s , ∂t vε n’est bornée dans aucun des espaces LpT (H−N) et donc on
ne pourra pas utiliser les méthodes classiques de compacité (le théorème d’Arzela–Ascoli)
pour obtenir une limite de la suite vε . C’est pour cela qu’on va « filtrer » la suite vε comme
dans [13,14,26]. Observons que le système (RFε) est équivalent à (Sε) :
(Sε)
{
∂tv
ε + P (vε · ∇vε)− νh	hvε + (1/ε)PLvε = 0 dans R+ × T 3,
vε|t=0 = v0 ∈H 0,s
(T 3) (divv0 = 0),
où P est la projection de Leray sur les champs incompressibles dans L2(T 3). Les
coefficients de Fourier de P sont donnés par :
Pn = Id − 1|nˇ|2
 nˇ21 nˇ1nˇ2 nˇ1nˇ3nˇ1nˇ2 nˇ22 nˇ1nˇ3
nˇ1nˇ3 nˇ2nˇ3 nˇ23
 .
Donc, nous allons considérer ainsi, comme partie pénalisée l’opérateur PL. L’opérateur
PnL a comme valeurs propres 0,±inˇ3/|nˇ|. La valeur propre 0 correspond aux champs
de vecteurs ne dépendant pas de la variable verticale. Les deux autres valeurs propres
correspondent aux champs de vecteurs tridimensionnels de divergence nulle. Observons
qu’on ne travaille que sur des vecteurs de divergence nulle, donc on regarde PnL défini
dans R3 ∩ {e ∈ R3 | nˇ · e = 0}. Il a ainsi seulement les valeurs propres ±inˇ3/|nˇ| et les
vecteurs propres associés e±i (n) sont de « divergence nulle », dans le sens où nˇ ·e±i (n)= 0.
On considère le groupe engendré par PL qui est défini de la sorte, pour tout champ de
vecteurs v de divergence nulle,
L(t)v :=F−1
( ∑
a∈{±i}
eitω
a(n) · (vˆ(n)|ea(n))ea(n)),
où ω±i (n)=±inˇ3/|nˇ| sont les valeurs propres de PL, ea(n) est la base orthonormale dans
laquelle PL est diagonale.
Comme dans [14] et [13], L(t)v0 est l’unique solution globale de « l’équation d’ondes
libres » associée : {
∂t v +PLv = 0,
v|t=0 = v0 ∈H 0,1/2
(T 3),
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où v0 est à divergence nulle, et a la propriété :∥∥L(t)v0∥∥Hs,s′ (T 3) = ∥∥tL(t)v0∥∥Hs,s′ (T 3) = ‖v0‖Hs,s′ (T 3),
pour tous nombres réels s et s′.
Soit uε = L(−t/ε)vε . On va appeller uε la suite des solutions « filtrées » qui vérifie
évidemment l’équation :
(RFFε)
∂tu
ε +Qε(uε, uε)− νh	huε = 0 dans R+ × T 3,
divuε = 0,
uε|t=0 = v0,
où la forme quadratiqueQε est donnée par :
Qε(v,w)= 1
2
L
(
− t
ε
)
P
((
L
(
t
ε
)
v
)
· ∇
(
L
(
t
ε
)
w
)
+
(
L
(
t
ε
)
w
)
· ∇
(
L
(
t
ε
)
v
))
.
En variables de Fourier, Qε(v,w) devient :
Qε(v,w)= 1
2
F−1
( ∑
a,b,c∈{±i}
∑
k+m=n
e
−i t
ε
ω
a,b,c
k,m,nP (n)
(
va(k) ·mwb(m)|ec(n))ec(n)
+
∑
a,b,c∈{±i}
∑
k+m=n
e
−i t
ε
ω
a,b,c
k,m,nP (n)
(
wa(k) ·mvb(m)|ec(n))ec(n)),
où ωa,b,ck,m,n :=ωa(k)+ωb(m)−ωc(n) et où l’on a noté ua(k) := (uˆ(k)|ea(k)) ea(k).
2.3. Le système limite
Comme L(·) est une isométrie de H 0,s , la famille uε est bornée dans L∞([0, T ];H 0,s)
avec ∇huε borné dans l’espace L2([0, T ];H 0,s). En utilisant l’équation vérifiée par uε ,
nous avons que ∂tuε est bornée dans L∞([0, T ];H−N) pour un certain N , assez grand. Le
théorème d’Arzela–Ascoli entraîne que uε → u fortement dans C([0, T ];H−N(T 3)). En
conséquence, on a par interpolation :
uε → u dans CT
(
Hτ,s
′(T 3)) pour tout τ < 0 et s′ < s.
Par passage à la limite dans l’équation vérifiée par uε , on trouve que le système vérifié par
u est :
(S)
∂tu+Q(u,u)− νh	hu= 0 dans R+ × T
3,
divu= 0,
u|t=0 = v0.
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En effet, il est facile de vérifier que Qε(uε − u,uε + u) converge vers zéro dans l’espace∞ −σL ([0, T ];H ) pour σ assez grand, et par conséquent que
lim
ε→0Q
ε(uε, uε)= lim
ε→0Q
ε(u,u).
Par le théorème de la phase non-stationnaire on a :
lim
ε→0Q
ε(u,u)=Q(u,u) :=F−1
∑
ω
a,b,c
k,m,n=0
(
Pj,j ′ (n)u
a,j (k)mju
b,j ′ |ec(n))ec(n), (10)
où Pj,j ′ (n) sont les éléments de la matrice P(n) et ua,j sont les composantes du
vecteurs ua .
Soulignons que dans l’expression de la forme quadratiqueQ en variables de Fourier, la
sommation se fait exactement sur l’ensemble de résonance introduit dans la Définition 1.1
(voir aussi [1,2,13]).
Donc, (S) a une unique solution locale en temps dans l’espace :
u ∈L∞([0, T ];H 0,1/2) avec ∇hu ∈L2([0, T ];H 0,1/2).
Pour démontrer le fait que le système limite est globalement bien posé, on décompose le
système (RFFε) en deux systèmes couplés, où on va tenir compte du fait que les vecteurs
qui sont dans KerPL ne donnent pas d’oscillations. Puisque ImP ∩KerPL est composé
de vecteurs bidimensionnels de divergence nulle on écrit uε = u¯ε + uεosc, où
(RFFε)

∂t u¯
ε + Qε(uε,uε)− νh	hu¯ε = 0,
div u¯ε = 0,
∂3u¯ε = 0,
u¯ε|t=0 = u¯0 := 12πa3
∫
Tv
v0 dx3
et où uεosc satisfait à :
(RFFεosc)
∂tu
ε
osc +Qεosc
(
uε,uε
)− νh	huεosc = 0,
divuεosc = 0,
uεosc|t=0 = u0,osc := v0 − u¯0
avec Qε(a, b) := 1/(2πa3)
∫
Tv Qε(a, b)dx3 et Qεosc(a, b) :=Qε(a, b)− Qε(a, b).
Il est démontré dans [1] et [13] que la limite de (RFFε) est toujours l’équation de
Navier–Stokes bidimensionnelle avec trois composantes :
(NS 2D 3C)

∂t u¯+ u¯ · ∇u¯− νh	hu¯=−∇p¯,
div u¯= 0,
∂3u¯= 0,
u¯|t=0 = u¯0
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et dans des domaines résonants, la limite de RFFεosc est :(Sosc)

∂tuosc +Q(2u¯+ uosc, uosc)− νh	huosc = 0,
divuosc = 0,
uosc|t=0 = u0,osc,
tandis que dans les domaines non-résonants, la limite est le système linéaire :
(SLosc)

∂tuosc + 2Q(u¯, uosc)− νh	huosc = 0,
divuosc = 0,
uosc|t=0 = u0,osc.
2.4. Propriétés élémentaires de la forme quadratique limite Q
La forme quadratique Q est antisymétrique, dans le sens où pour a et b champs de
vecteurs réguliers de divergence nulle, on a :(Q(a, b)|b)
L2 =−
(
a|Q(b, b))
L2 . (11)
En effet, par définition de Q on peut écrire, en tenant compte du fait que L(t/ε) commute
avec les opérateurs ∂i ,(Q(a, b)|b)
L2 = limε→0
(Qε(a, b)|b)
L2 = limε→0
(
aε · ∇bε|bε)
L2 +
(
bε · ∇aε|bε)
L2,
où aε = L(t/ε)a et bε = L(t/ε)b.
D’autre part, puisque aε est aussi de divergence nulle, on a :(
aε · ∇bε|bε)
L2 = 0.
Puisque bε est de divergence nulle, on peut écrire :
(
bε · ∇aε|bε)
L2 =
∑
i,j
(
∂i
(
bεi a
ε
j
)|bεj)L2 =−∑
i,j
(
aεj |bεi ∂ibεj
)
L2 =−
(
aε|bε∇bε)
L2 .
En passant à la limite en ε, on obtient la relation (11). En particulier, pour a champ régulier
de divergence nulle, on a : (Q(a, a)|a)
L2 = 0. (12)
Rappelons aussi le résultat suivant bien connu (voir [1] ou [13]).
Lemme 2.5. Soit T 3 =∏3i=1[0,2πai) avec (a1, a2, a3) ∈ (R∗+)3 quelconque. Soit a¯ un
champ de vecteurs réguliers défini sur T 3, qui ne dépend pas de la variable verticale, et b
champ régulier sur T 3 de divergence nulle et de moyenne verticale nulle. Alors, on a :
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2πa3∫
0
Q(b, b)dx3 = 0 (13)
et (Q(a¯, b)|b)
L2 = 0. (14)
En outre, on obtient le :
Corollaire 2.3. Soit T 3 un tore tridimensionel quelconque. Considérons uosc la solution
du système (Sosc) avec la donnée initiale u0,osc qui est de moyenne verticale nulle. Alors,
uosc(t) reste de moyenne verticale nulle pour tous les temps t  0.
En effet, par intégration en la variable x3 de la solution du système (Sosc) et en utilisant
compte de la relation (13), on obtient ∂t
∫
uosc(t, x)dx3 = 0. D’autre part, u0,osc est de
moyenne verticale nulle par construction, d’où le Corollaire 2.3.
3. Estimations d’énergie
Précisons que toutes les assertions énoncées dans cette section seront démontrées dans
la Section 6.
Pour un champ de vecteurs v défini sur T 3, on introduit sa moyenne horizontale v(x3)
et sa partie de moyenne horizontale nulle v˜(x) par :
v(x3)= 14π2a1a2
2πa1∫
0
2πa2∫
0
v(x1, x2, x3)dx1 dx2 et v˜(x)= v(x)− v(x3). (15)
3.1. Estimations d’énergie pour une équation de type Navier–Stokes anisotrope
Un point important dans la démonstration du Théorème 5 sera de contrôler précisément
l’évolution en temps de la norme ‖uε(t)‖H 0,s et le temps de vie de uε(t). Dans le cas
périodique on dispose de la relation (2) qui nous donne des normes exponentiellement
croissantes en temps sur uε(t) ce qui évidemment n’est pas très efficace. Afin d’obtenir
une estimation du type (3) qui est caractéristique du cas de l’espace entier, il est nécessaire
de contrôler la moyenne horizontale du champ de vecteurs uε . Puisqu’à l’instant initial
le champ est de moyenne horizontale nulle, la moyenne horizontale de uε(t) reste petite
pendant un certain temps. L’équation vérifiée par uε est une équation du type Navier–
Stokes tridimensionnelle sans viscosité verticale. Ceci nous amène à commencer par
donner une estimation pour les solutions à moyenne horizontale petite de l’équation
anisotrope de Navier–Stokes tridimensionnelle :
(NSh)
{
∂tv + v · ∇v − νh	hv =−∇p dans R+ × T 3,
divv = 0.
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Proposition 3.1. Soient s  s0 > 1/2 et v une solution de l’équation (NSh) appartenant à
0,s 2 0,sl’espace C([0, t];H ) avec ∇hv ∈ L ([0, t];H ). On suppose que v = v + v˜, où v˜ est
la partie de moyenne horizontale nulle de v, et v , la moyenne horizontale de v, est telle
que pour tout temps 0 t ′  t , on a ‖v(t ′)‖
H
s0
v
 ca−13 νh. Alors, l’estimation suivante est
vraie, pour tout 0 t ′  t ,
∥∥v(t ′)∥∥2
H 0,s + νh
t ′∫
0
∥∥∇hv(τ )∥∥2H 0,s dτ

∥∥v(0)∥∥2
H 0,s exp
(
C
t ′∫
0
∥∥∇hv(τ )∥∥2H 0,s0 dτ +C
t ′∫
0
∥∥v(τ )∥∥2
H 0,s0
∥∥∇hv(τ )∥∥2H 0,s0 dτ
)
.
3.2. Estimations d’énergie pour la convergence
La démonstration de l’existence globale des solutions de (RFε) passe par la démonstra-
tion de la convergence vers la solution du système limite. Pour cette raison, on donne avant
tout, les estimations nécessaires pour démontrer la convergence. Vu que l’équation vérifiée
par la différence entre la solution de (RFε) et la solution du système limite est parabolique
en la variable horizonale et hyperbolique en la variable verticale, on va faire les estimations
dans l’espace H 0,−1/2 sur la différence entre les solutions. En effet, si on note w = uε−u,
alors w vérifie une équation du type :
∂tw+w · ∇w+ u · ∇w+w · ∇u− νh	hw =−∇p+ f.
La présence du terme w3∂3u explique la perte d’une dérivée dans la variable verticale
pour les estimations sur w. En effet, puisque ce terme est le produit d’un élément de
H 0,1/2+η et d’un élément deH 0,−1/2+η avec η > 0, il ne peut avoir une régularité meilleure
que H−1/2+ηv dans la variable verticale. C’est pour cette raison qu’on va estimer w dans
l’espace H 0,−1/2 bien que w appartienne en fait à l’espace H 0,1/2+η où η > 0. Cette
méthode a été utilisée aussi dans [17].
Nous avons la proposition suivante :
Proposition 3.2. Soient T 3 un tore arbitraire, s > 1/2 réel et w ∈ C([0, t];H 0,s(T 3))
avec ∇hw appartenant à l’espace L2([0, t];H 0,s(T 3)), une solution du problème :{
∂tw+w · ∇w+ u · ∇w+w · ∇u− νh	hw =−∇p+ f,
divw = 0, (16)
où u ∈ C([0, t];H 0,s), avec ∇hu appartenant à l’espace L2([0, t];H 0,s), est un champ
de divergence nulle tel que sa moyenne horizontale vérifie ‖u(t ′)‖Hsv  ca−13 νh pour
tout t ′, 0  t ′  t , et f est telle que sa moyenne horizontale f appartient à l’espace
L1([0, t];H−1/2v ) et sa partie de moyenne horizontale nulle f˜ est dansL2([0, t];H−1,−1/2).
Alors, il existe une constante C > 0 telle qu’on ait, pour tout 0 t ′  t ,
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∥∥ ′ ∥∥2 t ′∫ ∥∥ ∥∥2w(t )
H 0,−1/2 + νh
0
∇hw(τ) H 0,−1/2 dτ
 C
(∥∥w(0)∥∥2
H 0,−1/2 +
t ′∫
0
∥∥f˜ (τ )∥∥2
H−1,−1/2 dτ +
t ′∫
0
∥∥f (τ)∥∥
H
−1/2
v
dτ
)
× exp
( t∫
0
∥∥f (τ)∥∥
H
−1/2
v
dτ
)
exp
( t ′∫
0
(
1+ ∥∥w(τ)∥∥2
H 0,s
)∥∥∇hw(τ)∥∥2H 0,s dτ
+
t ′∫
0
(
1+ ∥∥u(τ)∥∥2
H 0,s
)∥∥∇hu(τ )∥∥2H 0,s dτ
)
.
Remarque 3.1. Notons qu’on impose deux régularités distinctes en temps sur le terme de
force exterieure. Afin d’obtenir des résultats globaux en temps, on va appliquer ce lemme
pour des termes de forces qui sont f ∈L1(R+,H−1,−1/2)∩L2(R+,H−1,−1/2).
Remarque 3.2. Notons que cette proposition s’applique aussi pour une équation de la
forme :
∂tw+Qε(w,w)+Qε(u,w)− νh	hw = f, divw= 0.
3.3. Estimations d’énergie pour le système limite
Pour démontrer l’existence globale de la solution du système limite (voir Théorème 3),
avec des normes uniformément bornées en temps, on a besoin de l’estimation suivante :
Lemme 3.1. Soient T 3 un tore arbitraire, s un réel strictement positif et u un
champ de vecteurs de divergence nulle et de moyenne horizontale et verticale nulles
(
∫
udxh = 0 et
∫
udx3 = 0). Alors, on a :
∣∣(Q(u,u)|u)
H 0,s
∣∣ C√
a3
(‖∇hu‖L2‖u‖H 0,s ‖∇hu‖H 0,s
+ ‖u‖1/2
L2
‖∇hu‖1/2L2 ‖u‖
1/2
H 0,s
‖∇hu‖3/2H 0,s
)
.
Remarque 3.3. Dans cette estimation, on a un gain d’une demi-derivée dans la variable
verticale par rapport à l’estimation d’énergie sur v · ∇v (voir l’article [23]). Ceci vient des
propriétés particulières de la forme quadratique Q. Plus précisément ce résultat est dû au
fait que la forme quadratiqueQ ne contient qu’un nombre fini de fréquences en la variable
verticale.
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L’estimation suivante nous est nécessaire pour démontrer l’existence globale de la
solution du système limite, avec des normes bornées en temps, lorsque la donnée initiale a
sa partie tridimensionnelle petite dans L2(T 3) (voir la première partie du Théorème 2).
Lemme 3.2. Soient s > 0 et T 3 un tore tridimensionnel arbitraire. Il existe une constante
C positive telle que, pour tout champ u de vecteurs périodiques à divergence nulle, on a
l’inégalité
∣∣(Q(u,u)|u)
H 0,s
∣∣ C√
a3
(‖∇hu‖L2‖u‖H 0,s ‖∇hu‖H 0,s
+ ‖u‖1/2
L2
‖∇hu‖1/2L2 ‖u‖
1/2
H 0,s
‖∇hu‖3/2H 0,s + ‖u‖L2‖∇hu‖2H 0,s
)
.
On utilisera aussi le lemme ci-dessous, qui nous donnera l’existence globale de la
solution du système limite avec des normes L∞t (H 0,s) et L2t (H 0,s) de la solution u
dépendant du temps, dans le cas général où la donnée initiale n’est pas forcément de partie
tridimensionnelle petite dans L2(T 3) (voir la deuxième partie du Théorème 2).
Lemme 3.3. Soient T 3 un tore quelconque et u champ périodique de vecteurs à divergence
nulle. Il existe une constante C > 0 telle que
∣∣(Q(u,u)|u)
H 0,s
∣∣ C√
a3
(‖∇hu‖L2‖u‖H 0,s ‖∇hu‖H 0,s
+ ‖u‖1/2
L2
‖∇hu‖1/2L2 ‖u‖
1/2
H 0,s
‖∇hu‖3/2H 0,s
+Ca−13 ‖u‖L2‖u‖H 0,s ‖∇hu‖H 0,s
)
.
4. Démonstrations des théorèmes concernant le système limite
4.1. Étude détaillée de l’existence globale et l’unicité pour le système limite
Nous allons démontrer dans cette partie la résolubilité globale pour le système limite,
lorsque la donnée initiale est dans l’espace H 0,1/2. Les Théorèmes 2 et 3 sont en fait
complétés par le théorème d’existence suivant, dans l’espace H 0,s pour 0 < s < 1/2. On
rappelle qu’on a l’unicité de la solution du problème limite dans H 0,1/2(T 3).
Théorème 8. Existence : Soit s > 0 et u0 ∈H 0,s(T 3), un champ de vecteurs de divergence
nulle. Si le tore T 3 ne vérifie pas la condition (P), le système limite (Sosc) admet une
solution uosc, dans l’espace
uosc ∈ L∞loc
(
R+;H 0,s
)
avec ∇huosc ∈L2loc
(
R+;H 0,s
)
,
qui vérifie l’estimation suivante :
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∥∥u (t)∥∥2 + ν t∫ ∥∥∇ u (t ′)∥∥2 dt ′osc H 0,s h
0
h osc H 0,s
 C‖u0,osc‖2H 0,s exp
(
Ct‖u0,osc‖2L2(1+ a−13 ‖u0,osc‖2L2)
a33νh
)
. (17)
De plus, il existe une constante positive c qui ne dépend que de a1/a2 et de s, telle que, si
‖u0,osc‖L2  c
√
a3νh,
il existe une solution globale dans l’espace,
uosc ∈L∞
(
R+;H 0,s
)
avec ∇huosc ∈L2
(
R+;H 0,s
)
.
Si le tore T 3 vérifie la condition (P), alors le système limite (S) a une solution u globale en
temps. Cette solution u s’écrit u= u¯+ uosc, où u¯ est l’unique solution globale du système
(NS 2D 3C) telle que u¯(0)= u¯0 := 1/(2πa3)
∫
u0 dx3 et que
u¯ ∈L∞(R+;L2(T 2h ))∩L2(R+;H 1(T 2h )),
et où uosc est une solution globale en temps pour le système (Sosc) telle que u0,osc =
u0 − u¯0, et que
uosc ∈L∞
(
R+;H 0,s
)
et ∇huosc ∈L2
(
R+;H 0,s
)
.
En outre, uosc vérifie l’estimation, pour tout t  0,
∥∥uosc(t)∥∥2H 0,s + νh
t∫
0
∥∥∇huosc(t ′)∥∥2H 0,s dt ′
 C‖u0,osc‖2H 0,s exp
(
C‖u0,osc‖2L2(1+ a−13 ‖u0,osc‖2L2)
a3νh
)
. (18)
Unicité : Soient T 3 un tore arbitraire et u0 ∈H 0,1/2(T 3) champ de divergence nulle, alors
il existe une unique solution uosc pour le système (Sosc) associée à la donnée initiale u0,osc,
dans l’espace,
uosc ∈ L∞loc
(
R+;H 0,1/2
)
avec ∇huosc ∈ L2loc
(
R+;H 0,1/2
)
.
Démonstration. Comme nous avons vu dans l’introduction, le système limite (S)
est équivalent à l’équation de Navier–Stokes bidimensionnelle avec trois composantes
(NS 2D 3C), couplée au système (Sosc) :
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(S )
∂tuosc +Q(2u¯+ uosc, uosc)− νh	huosc = 0 dans R+ × T 3,
divu = 0,osc  osc
uosc|t=0 = u0,osc ∈H 0,s
(T 3).
L’équation de Navier–Stokes bidimensionnelle est globalement bien posée lorsque
u¯0 ∈ L2(T 2h ) par le théorème de Leray. Le fait qu’on a trois composantes ne joue aucun
rôle dans la démonstration. Notons seulement que u¯3 vérifie une équation de transport par
le champ u¯h, avec terme de diffusion :
∂t u¯
3 + u¯h · ∇hu¯3 − νh	hu¯3 = 0.
Nous obtenons donc pour le système (NS 2D 3C) une solution globale unique dans
l’espace
u¯ ∈L∞(R+;L2(Th))∩L2(R+;H 1(Th)).
Donc, le problème est de démontrer que le système (Sosc) admet une solution globale.
On va étudier d’abord le cas où le tore T 3 vérifie la condition (P).
Le cas où le tore T 3 vérifie la condition (P).
Dans la démonstration de l’existence globale en temps avec des normes uniformes en
temps pour (Sosc) la conservation de la moyenne horizontale de la solution du système
limite (S) joue un grand rôle. Pour cela nous utilisons le lemme suivant :
Lemme 4.1. Si le tore T 3 vérifie la condition (P), alors la solution u du système limite S
vérifie
∀t  0,
∫
u(t, x)dxh=
∫
u0(x)dxh.
En particulier, si u0 est un champ de vecteurs de moyenne horizontale nulle, alors u(t)
reste de moyenne horizontale nulle pour tout temps t  0.
Démonstration. Il est évident que la solution u¯(t) du système (NS 2D 3C) est de
moyenne horizontale nulle. D’autre part, les relations (97) de la Proposition 7.1 et (99)
du Lemme 7.1 nous permettent de dire que si le tore T 3 vérifie la condition (P), on a :∫
T 2h
Q(u¯, uosc)dxh = 0 et
∫
T 2h
Q(uosc, uosc)dxh = 0. (19)
Donc, par intégration en la variable horizontale de la solution du système limite (Sosc),
on obtient ∂t
∫
uosc(t, x)dxh= 0, ce qui nous donne le Lemme 4.1. ✷
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On va décomposer le champ de vecteurs uosc en sa moyenne horizontale et sa partie de
moyenne horizontale nulle. Soit ainsi
uosc = uosc + u˜osc,
où
uosc =
1
4π2a1a2
∫
T 2h
uosc dxh.
L’équation vérifiée par uosc(t, x3) est la suivante :
∂tuosc(t)+
1
2π2a1a2
∫
T 2h
Q(u¯, uosc)dxh+ 14π2a1a2
∫
T 2h
Q(uosc, uosc)dxh = 0.
Si le tore vérifie la condition (P), la propriété (19) entraîne que l’équation vérifiée
par uosc(t, x3) est la suivante : {
∂tuosc(t, x3)= 0,
uosc|t=0 = u0,osc.
D’autre part, u˜osc vérifie l’équation :
(S˜osc)

∂t u˜osc + 2Q(u¯, u˜osc)+ 2Q(uosc, u˜osc)+Q(u˜osc, u˜osc)− νh	hu˜osc = 0,
div u˜osc = 0,
u˜osc|t=0 = u˜0,osc,
car le Lemme 7.1 nous assure que Q(uosc, uosc)= 0 et que Q(u¯, uosc)= 0.
Pour le système (S˜osc), on fait les estimations d’énergie sur u˜osc dans l’espace H 0,s avec
s > 0. Par multiplication de l’équation (S˜osc) avec (1+ (∂3)2s)u˜osc et après intégration en x
sur le tore T 3, on obtient :
1
2
d
dt
∥∥u˜osc(t)∥∥2H 0,s + νh∥∥∇hu˜osc(t)∥∥2H 0,s
 2
∣∣(Q(u¯, u˜osc)∣∣u˜osc)H 0,s ∣∣+ 2∣∣(Q( uosc, u˜osc)|u˜osc)H 0,s ∣∣
+ ∣∣(Q(u˜osc, u˜osc)|u˜osc)H 0,s ∣∣. (20)
Rappelons que la relation (98) de la Proposition 7.1, valable pour les tores qui vérifient la
condition (P), nous donne : (Q( uosc, u˜osc)|∂2s3 u˜osc)L2 = 0.
En particulier, on obtient :
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(Q( uosc, u˜osc)|u˜osc)H 0,s = 0. (21)
D’autre part, vu que u¯ ne dépend pas de la variable verticale et que u˜osc est de moyenne
verticale nulle, la relation (14) du Lemme 2.5 implique que
(Q(u¯, u˜osc)|u˜osc)H 0,s = 0. (22)
Comme u˜osc est de moyennes horizontale et verticale nulles, on peut utiliser l’estimation
d’énergie du Lemme 3.1 pour la forme quadratiqueQ, et on obtient :
∣∣(Q(u˜osc, u˜osc)|u˜osc)H 0,s ∣∣
 C√
a3
(‖∇hu˜osc‖L2‖∇hu˜osc‖H 0,s ‖u˜osc‖H 0,s
+ ‖u˜osc‖1/2L2 ‖∇hu˜osc‖
1/2
L2
‖u˜osc‖1/2H 0,s ‖∇hu˜osc‖
3/2
H 0,s
)
. (23)
En utilisant les relations (21)–(23) dans l’estimation (20), il vient :
d
dt
∥∥u˜osc(t)∥∥2H 0,s + 2νh∥∥∇hu˜osc(t)∥∥2H 0,s
 C√
a3
(∥∥∇hu˜osc(t)∥∥L2∥∥∇hu˜osc(t)∥∥H 0,s∥∥u˜osc(t)∥∥H 0,s
+ ∥∥u˜osc(t)∥∥1/2L2 ∥∥∇hu˜osc(t)∥∥1/2L2 ∥∥u˜osc(t)∥∥1/2H 0,s∥∥∇hu˜osc(t)∥∥3/2H 0,s ). (24)
En tenant compte des inégalités 2ab a2 + b2 et ab (1/4)a4 + (3/4)b4/3, on obtient :
C√
a3
‖∇hu˜osc‖L2‖∇hu˜osc‖H 0,s‖u˜osc‖H 0,s
 C
a3νh
‖∇hu˜osc‖2L2‖u˜osc‖2H 0,s +
νh
10
‖∇hu˜osc‖2H 0,s (25)
respectivement,
C√
a3
‖u˜osc‖1/2L2 ‖∇hu˜osc‖
1/2
L2
‖u˜osc‖1/2H 0,s ‖∇hu˜osc‖
3/2
H 0,s
 C
a23ν
3
h
‖u˜osc‖2L2‖∇hu˜osc‖2L2‖u˜osc‖2H 0,s +
νh
10
‖∇hu˜osc‖2H 0,s . (26)
Finalement, les relations (24)–(26) et le lemme de Gronwall nous permettent de déduire
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∥∥u˜ (t)∥∥2 + ν t∫ ∥∥∇ u˜ (t ′)∥∥2 dt ′osc H 0,s h
0
h osc H 0,s

∥∥u˜osc(0)∥∥2H 0,s exp
(
C
a3νh
t∫
0
(
1+ a−13
∥∥u˜osc(t ′)∥∥2L2)∥∥∇hu˜osc(t ′)∥∥2L2 dt ′
)
.
D’autre part, l’estimation d’énergie L2, faite directement sur l’équation (S˜osc), donne :
∥∥u˜osc(t)∥∥2L2 + 2νh
t∫
0
∥∥∇hu˜osc(τ )∥∥2L2 dτ  ∥∥u˜osc(0)∥∥2L2 .
Les deux dernières relations impliquent :
∥∥u˜osc(t)∥∥2H 0,s + νh
t∫
0
∥∥∇hu˜osc(τ )∥∥2H 0,s dτ

∥∥u˜osc(0)∥∥2H 0,s exp(C(1+ a−13 ‖u0,osc‖2L2)‖u˜0,osc‖2L2a3νh
)
.
Pour démontrer l’existence d’une solution, on utilise la méthode de Galerkin, c’est-
à-dire on considère une suite unosc de solutions approchées de l’équation (S˜osc), qui sont
obtenues par la régularisation de la donnée initiale (unosc|t=0 = Snu0,osc), et on montre
que unosc est une suite bornée dans l’espace L∞(R+;H 0,s) et ∇hunosc est une suite bornée
dans L2(R+;H 0,s).
D’autre part, vu l’équation vérifiée par unosc, on obtient facilement que ∂tunosc(t, x)
est une suite bornée dans un espace LpT (H−N) avec N assez grand. Comme l’inclusion
de H 0,s(T 3) dans l’espace H−ε(T 3) (ε > 0) est compacte, on obtient par le théorème
d’Arzela–Ascoli qu’il existe une sous-suite de unosc que l’on continuera à noter unosc, telle
que unosc tend vers une limite uosc dans l’espace CT (H−ε) avec ε > 0. Puisque la suite unosc
est bornée dans l’espace L2loc(H
σ ) pour tout σ < 1/2 et que un → u dans L∞loc(H−ε) pour
tout ε > 0, on en déduit par les lois de produit dans les espaces de Sobolev classiques, la
convergence suivante
unosc ⊗ unosc → u⊗ u dans l’espace L2loc
(
Hσ−ε−3/2
)
,
avec 0 < ε < σ . Par passage à la limite dans l’équation vérifiée par unosc, on obtient une
solution globale en temps pour le système (Sosc) telle que
u ∈L∞(R+;H 0,s) avec ∇hu ∈ L2(R+;H 0,s)
et que l’estimation (18) est satisfaite.
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Le cas d’un tore géneral.
2Existence globale pour une donnée initiale petite en norme L . Considérons mainte-
nant le cas où le tore T 3 ne vérifie pas la condition (P). On commence par traiter le cas où
la donnée initiale est petite en norme L2. Par estimation d’énergie en H 0,s sur le système
(Sosc), et en tenant compte du Lemme 3.2 on obtient :
1
2
d
dt
∥∥uosc(t)∥∥2H 0,s + νh∥∥∇huosc(t)∥∥2H 0,s
 C√
a3
(‖∇huosc‖L2‖uosc‖H 0,s‖∇huosc‖H 0,s
+ ‖uosc‖1/2L2 ‖∇huosc‖
1/2
L2
‖uosc‖1/2H 0,s ‖∇huosc‖
3/2
H 0,s
+ ‖uosc‖L2‖∇huosc‖2H 0,s
)
. (27)
Notons au passage qu’on a tenu compte du fait que (Q(u¯, uosc)|uosc)H 0,s = 0 ce qui
est valable pour n’importe quel tore (voir le Lemme 2.5). Le seul terme nouveau par
rapport à l’estimation (24) qui intervient dans cette estimation est l’apparition du terme
‖uosc‖L2‖∇huosc‖2H 0,s dans la partie majorante. Lorsque la donnée initiale est petite en
L2 on peut simplifier ce terme de la manière suivante. Par estimation d’énergie en L2 sur
l’équation (Sosc), et en tenant compte de l’hypothèse de petitesse en L2 sur la donnée
initiale, on obtient :
∥∥uosc(t)∥∥2L2 + 2νh
t∫
0
∥∥∇huosc(τ )∥∥2L2 dτ  ∥∥uosc(0)∥∥2L2  (c√a3νh)2.
En particulier, lorsque c est assez petit, on a :∥∥uosc(t)∥∥L2∥∥∇huosc(t)∥∥2H 0,s  c√a3νh∥∥∇huosc(t)∥∥2H 0,s < νh10∥∥∇huosc(t)∥∥2H 0,s .
D’ici, en utilisant l’estimation (27) on obtient finalement exactement l’estimation (24) et
donc la démonstration se déroule comme auparavant.
Existence globale dans le cas général. Pour une donnée initiale quelconque, nous
avons des estimations qui dépendent du temps, donc on obtient toujours l’existence
globale en temps de la solution, mais avec des normes qui explosent quand le temps tend
vers l’infini. Par estimation d’énergie dans H 0,s sur l’équation (Sosc) et en utilisant le
Lemme 3.3, on obtient :
1
2
d
dt
∥∥uosc(t)∥∥2H 0,s + νh∥∥∇huosc(t)∥∥2H 0,s
 C√
a3
(∥∥∇huosc(t)∥∥L2∥∥uosc(t)∥∥H 0,s∥∥∇huosc(t)∥∥H 0,s
+ ∥∥uosc(t)∥∥1/2L2 ∥∥∇huosc(t)∥∥1/2L2 ∥∥uosc(t)∥∥1/2H 0,s∥∥∇huosc(t)∥∥3/2H 0,s
+ C
a3
∥∥uosc(t)∥∥L2∥∥uosc(t)∥∥H 0,s∥∥∇huosc(t)∥∥H 0,s).
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Compte tenu des inégalités du typeC√
a33
∥∥uosc(t)∥∥L2∥∥uosc(t)∥∥H 0,s∥∥∇huosc(t)∥∥H 0,s
 C
a33νh
∥∥uosc(t)∥∥2L2∥∥uosc(t)∥∥2H 0,s + νh10∥∥∇huosc(t)∥∥2H 0,s
 C
a33νh
‖u0,osc‖2L2
∥∥uosc(t)∥∥2H 0,s + νh10∥∥∇huosc(t)∥∥2H 0,s
et après des calculs évidents on obtient l’estimation :
∥∥uosc(t)∥∥2H 0,s + νh
t∫
0
∥∥∇huosc(τ )∥∥2H 0,s dτ

∥∥uosc(0)∥∥2H 0,s exp(Ct‖u0,osc‖2L2(1+ a−13 ‖u0,osc‖2L2)a33νh
)
.
Comme dans la première partie de la démonstration on obtient l’existence globale de la
solution par passage à la limite localement en temps et en espace, dans des suites des
solutions approchées.
Unicité.
L’unicité de la solution lorsque la donnée initiale est dans H 0,1/2 est une conséquence
directe du théorème d’unicité démontré dans l’article [23]. Lorsque la donnée initiale est
dans H 0,s avec s > 1/2, on peut déduire l’unicité plus simplement, comme conséquence
du Théorème 7 de convergence des suites des solutions « filtrées » du système (RFε) vers
la solution du système limite et du fait que la limite d’une suite est unique.
4.2. Existence globale pour le système limite dans l’espace d’énergie
Le but de cette section est de démontrer le Théorème 4 de l’article. Comme dans
le théorème de Leray, on va construire une suite de solutions approchées, bornée dans
L∞(R+;L2(T 3)) et dont le gradient dans les variables horizontales est borné dans
L2(R+;L2(T 3)). Ensuite, on passe à la limite ; le problème sera bien-sûr de passer à la
limite dans le terme non-linéaire. Définissons l’opérateur de troncature en fréquences :
Jnu=
∑
{k∈Z3||k|n}
eik·xuˆk,
où on a noté par uˆk les coefficients de Fourier de u ∈ D′(T 3). Considérons le système
approché du système limite (S) donné ci-dessous :
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(Sn)
{
∂tun + JnQ(un,un)− νh	hun = 0,
divun = 0,
un|t=0 = Jnu0.
Le fait principal est que (Sn) est une équation différentielle ordinaire dans l’espace
L2n
(T 3)= {u ∈L2(T 3) | uˆk = 0 si |k|> n}.
En effet, puisque le support de la transformation de Fourier de un ∈L2n(T 3) est inclus dans
la boule de centre 0 et de rayon n et le support de F(un ⊗ un) est inclus dans la boule de
centre 0 et rayon 2n, on obtient facilement que l’opérateur bilinéaire est continu de L2n×L2n
à valeurs dans L2n. Le théorème de Cauchy–Lipschitz nous donne l’existence d’une unique
solution un ∈ L2n définie sur un intervalle maximal de temps [0, Tn) à valeurs dans L2(T 3).
En tenant compte de l’antisymétrie de la forme quadratiqueQ (voir la relation (11)) on peut
dire que (JnQ(un,un)|un)L2 = (Q(un,un)|un)L2 = 0. Alors, par estimation d’énergie sur
le système (Sn), on obtient :
1
2
d
dt
∥∥un(t)∥∥2L2 + νh∥∥∇hun(t)∥∥2L2  0.
D’où, pour tout t dans [0, Tn), on a ‖un(t)‖2L2  ‖Jnu0‖2L2  ‖u0‖2L2 . On en déduit que
Tn =+∞ et que pour tout t > 0, un(t) vérifie :
∥∥un(t)∥∥2L2 + 2νh
t∫
0
∥∥∇hun(τ )∥∥2L2 dτ  ‖u0‖2L2 . (28)
Vu la relation ‖un‖L2((0,t );L2)  t1/2‖un‖L∞t (L2)  t1/2‖u0‖L2 , on peut dire que la suite
un est bornée dans L∞(R+;L2) ∩ L2loc(R+;H 1,0). On obtient facilement que ∂tun est
bornée dans un espace Lploc(H−N) pour un N assez grand, donc que (un) est une suite
de fonctions équicontinues dans Cloc(H−N). Puisque l’inclusion de l’espace Ht(T 3)
dans Ht ′(T 3) avec t > t ′ est compacte, un(t) converge vers u(t) dans H−ε pour ε > 0.
Vu que un est équicontinue en temps à valeurs dans H−ε(T 3), nous obtenons par le
théorème de Arzela–Ascoli que un converge vers u dans l’espace Cloc(R+;H−ε). Si on
écrit un(x) = u¯n(xh) + uosc,n(x) avec les notations évidentes, on peut passer à la limite
facilement dans le terme Q(u¯n, uosc,n) ainsi que dans le terme Q(u¯n, u¯n)= P(u¯n · ∇hu¯n).
Le problème qui se pose maintenant est de passer à la limite dans le terme
Q(uosc,n, uosc,n). Pour alléger l’écriture, on omet l’indice « osc ». La difficulté provient
du fait suivant. Tant qu’on ne prend pas en compte les propriétés particulières de la forme
quadratique Q, il faut passer à la limite dans le produit un ⊗ un. La suite un est bornée
dans des espaces qui sont seulement L2(Tv) dans la variable verticale. D’autre part, dans
la variable verticale on a la convergence de la suite un vers u dans des espaces H−ε(Tv)
avec ε > 0. Or, on ne peut pas définir, le produit entre des éléments appartenant à L2 et des
éléments appartenant aux espaces de Sobolev H−ε d’indice négatif et donc, on ne peut pas
passer à la limite dans ces produits. Toutefois, on va voir dans la suite que le passage à la
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limite dans la forme quadratiqueQ est possible. L’idée essentielle est que dans la variable
horizontale on a suffisamment de régularité pour passer à la limite et dans la variable
verticale où on manque de régularité, on peut utiliser la Remarque 6.3 ci-dessous. Cette
remarque dit que si la fréquence n avec n3 = 0 respectivement la fréquence horizontale k′
sont fixés, alors l’ensemble de sommation de FQ˜ contient seulement un nombre fini de
termes dans la fibre verticale k3.
Afin de passer à la limite dans le terme non-linéaire, on définit aussi l’opérateur de
localisation en fréquences horizontales. Introduisons ainsi l’opérateur :
hj u=
∑
{k∈Z3||k′|j}
eik·xuˆk,
où on a noté k′ = (k1, k2). Comme un est une suite bornée dansL∞t (L2) et qu’elle converge
vers u dans l’espace L∞loc(H−ε), il est facile de remarquer que pour j et q fixés, on a la
convergence de Q(hjvqun,hjvqun) vers Q(hjvqu,hjvqu) dans l’espace L∞loc(L2).
Le point principal est le lemme suivant :
Lemme 4.2. Soient j ∈N et q ∈N fixés. Alors on a la convergence
vqQ
(hj un,hj un)→vqQ(hj u,hj u) dans D′(T 3).
Démonstration. Il est évident que la forme quadratiqueQ peut s’écrire :
Q(u, v)= div Q˜(u, v) avec
FQ˜(u, v)(n)=
∑
{k∈Z3|(k,n−k,n)∈K}
(
P(n)ua(k)⊗ ub(n− k))c(n). (29)
L’ensemble de sommation en variables de Fourier de Q˜ est l’ensemble de résonance donné
dans la Définition 1.1. Donc, il suffit de démontrer que vqQ˜(hj (un − u),hj (un + u))
converge vers zéro dans D′(T 3) lorsque n tend vers l’infini. En utilisant la décomposition
de Bony dans la variable verticale (voir (9)), on peut écrire l’égalité suivante :
vqQ˜
(hj (un − u),hj (un + u))= I 1j,q + I 2j,q ,
où
I 1j,q =vq
∑
|q ′−q|4
Q˜(hj Svq ′−1(un − u),hjvq ′(un + u)),
respectivement :
I 2j,q =vq
∑
q ′>q−4
Q˜(hjvq ′(un − u),hj Svq ′+1(un + u)).
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Pour le terme I 1j,q le passage à la limite est simple parce que c’est une somme finie
d’éléments convergeant fortement vers zéro dans l’espace L∞loc(L2).
Pour le terme I 2j,q il est moins évident, mais c’est encore vrai, la somme en q ′ contient
seulement un nombre fini de termes. En effet, chaque élément de I 2j,q a le support de sa
transformée de Fourier inclus dans 2jCh × 2qCv , donc on ne peut avoir qu’un nombre fini
de fréquences n ∈ Z3 (à savoir au plus 22j+q fréquences) telle que le terme
hjvqFQ˜
(
Shj ′−1vq ′(un − u),hj ′Svq ′+1(un + u)
)
(n)
ne soit pas nul. D’autre part, si on écrit ce terme comme dans la relation (29), la fréquence
horizontale k′ est localisée dans la boule 2j ′Bh avec |j − j ′|  4 donc on n’a qu’un
nombre C22j de fréquences k′, pour lesquels le terme corespondant est non nul. La
Remarque 6.3 nous assure que, pour k′ et n fixés, il existe au maximum huit k3 tel que
(k, n− k,n) ∈ K , donc on a au total, un nombre de C24j+q de k3 admissibles. Mais, la
fréquence k3 se trouve dans la couronne 2q
′Cv, d’où on en déduit que, dans la somme
donnée par I 2j,q , on a un nombre fini de termes indexés en q ′. Puisque chaque élément
hjvqQ˜(Shj ′−1vq ′(un − u),hj ′Svq ′+1(un + u)) converge vers zéro dans l’espace L∞loc(L2)
lorsque n tend vers l’infini et j ′ et q ′ sont fixés, on déduit que I 2j,q tend vers zéro dans
L∞loc(L2). On a ainsi la convergence du terme I 2j,q vers zéro. ✷
Lemme 4.3. Soient j ∈N et q ∈N fixés. Alors on a la convergence
hjvqQ(un,un)→hjvqQ(u,u) dans D′
(T 3).
Démonstration. On écrit la décomposition de Bony dans la variable horizontale pour le
terme hjvqQ(un − u,un + u). On obtient :
hjvqQ(un − u,un + u)=
∑
|j−j ′|4
vqQ
(
Shj ′−1(un − u),hj ′(un + u)
)
+
∑
j ′>j−4
vqQ
(hj ′(un − u),Shj ′+1(un + u)). (30)
La première somme converge vers zéro dans L∞loc(L2) comme conséquence immédiate du
Lemme 4.2. La deuxième somme de la relation (30), est une série de termes convergeant
vers zéro. Notons en outre qu’on a la majoration suivante qui nous assure la sommabilité
en j ′ :
∥∥vqQ˜(hj ′(un − u),Shj ′+1(un + u))∥∥H−1/2,0
C2q/2
∥∥hj ′(un − u)∥∥L2‖un + u‖H 1/2,0
C2q/22−j ′/2‖un − u‖H 1/2,0‖un + u‖H 1/2,0 .
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En particulier, on a :∥∥vqQ˜(hj ′(un − u),Shj ′+1(un + u))∥∥L2T (H−1/2,0)
 C2q/22−j ′/2‖un − u‖L4T (H 1/2,0)‖un + u‖L4T (H 1/2,0)
 C(q)T 1/22−j ′/2‖u0‖2L2  C2−j
′/2.
Par conséquent, pour j et q fixés, on a :∥∥Inj ′∥∥L2T (L2) := ∥∥hjvqQ˜(hj ′(un − u),Shj ′+1(un + u))∥∥L2T (L2)  C2−j ′/2. (31)
On a démontré ainsi que In
j ′ tend vers zéro dans L
2
loc(L
2) et puisqu’on a ‖In
j ′ ‖L2T (L2) 
C2−j ′/2 on en déduit qu’on peut passer à la limite dans la somme
∑
j ′>j−4 Inj ′ . On obtient
donc que la deuxième somme de la relation (30) converge vers zéro dans L2loc(L2), ce qui
permet de conclure le Lemme 4.3. ✷
Une fois ce lemme démontré on obtient facilement la convergence de Q(un,un) vers
Q(u,u) dans D′. Le passage à la limite dans l’équation (Sn) permet maintenant de
construire une solution du système limite (S) lorsque la donnée initiale u0 appartient à
L2(T 3) et le Théorème 4 est démontré.
5. Convergence vers la solution du système limite et existence globale ou « presque
globale » pour les fluides tournants
Dans cette section, nous démontrons les Théorèmes 5, 6 et 7. La démonstration de la
convergence de la suite des solutions « filtrées » vers la solution du système limite et la
démonstration du théorème d’existence globale (ou « presque globale ») de la solution du
(RFε), lorsque ε est suffisamment petit, sont obtenues simultanément. Si le tore T 3 vérifie
la condition (P) et si la donnée initiale est de moyenne horizontale nulle on va démontrer
l’existence globale de la solution de (RFε). On va donner la démonstration complète pour
ce cas. Cette situation est décrite dans les Théorèmes 5 et 6. Par contre, dans toutes les
autres situations on ne peut démontrer l’existence de la solution que sur des intervalles de
temps arbitrairement grands, ceci est dû au fait que dans ces cas, les estimations dépendent
malheureusement du temps, ce qui donne directement le Théorème 7.
Avant de commencer les démonstrations des Théorèmes 5 et 6, faisons d’abord quelques
commentaires sur les méthodes utilisées. On suppose dorénavant que le tore satisfait la
condition (P) et que la donnée initiale u0 est de moyenne horizontale nulle. Soit s > 1/2
un nombre réel fixé. Rappellons que uε est solution du système :
(RFFε)
∂tu
ε +Qε(uε, uε)− νh	huε = 0 dans R+ × T 3,
divuε = 0,
uε|t=0 = u0 ∈H 0,s
(T 3)
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et u est l’unique solution globale en temps du système limite (S), donnée par le
Théorème 3,
(S)

∂tu+Q(u,u)− νh	hu= 0,
divu= 0,
u|t=0 = u0 ∈H 0,s
(T 3).
Rappellons aussi que u ∈ Cb(R+,H 0,s) avec ∇hu ∈ L2(R+,H 0,s). Notons que le
Lemme 4.1 nous assure que u(t) est de moyenne horizontale nulle pour tout t  0.
Vu que L est une isométrie dans H 0,s(T 3), on va démontrer que (uε − u) existe
globalement et tend vers zéro dans l’espace L∞(R+;H 0,−1/2(T 3)), avec ∇h(uε − u)
convergeant vers zéro dans l’espace L2(R+;H 0,−1/2(T 3)). Le fait que la solution du
système limite u existe globalement, nous permet de contrôler le temps de vie de uε et
de conclure que uε existe globalement, lorsque ε est suffisamment petit.
Puisque wε := uε − u vérifie l’équation :
∂tw
ε +Qε(wε,wε + 2u)− νh	hwε =−(Qε(u,u)−Q(u,u)).
Cette équation est réellement hyperbolique en la variable verticale, on peut faire des
estimations d’énergie dans H 0,−1/2 afin de démontrer que wε tend vers zéro. En effet,
le terme (vqQε(wε,wε)|vqwε)L2 qui va apparaître dans ces estimations, peut être traité
par les estimations d’énergie sur le terme convectif données dans [7] et rappelées dans le
Lemme 6.3, mais pour le terme (vqQε(wε,u)|vqwε)L2 , ou plus précisément, pour(
vq
((
L
(
t
ε
)
wε
)3
· ∂3
(
L
(
t
ε
)
u
))∣∣∣vqL( tε
)
wε
)
L2
,
on ne pourra pas utiliser les mêmes méthodes. C’est ce terme qui nous oblige à perdre une
dérivée en la variable verticale dans les estimations sur wε .
Soulignons que les estimations dans H 0,−1/2 ne nous permettent pas de déduire
l’existence globale de wε même si la donnée initiale wε(0) est petite. Toutefois, sur
l’intervalle d’existence de wε et sous la condition que wε est bornée dans H 0,s avec
s > 1/2, on peut obtenir que wε = uε − u reste petit dans l’espace H 0,s0 pour tout
s > s0 > 1/2. En particulier, on en déduit que les quantités qui contrôlent le temps de
vie de uε sont « proches » des quantités qui contrôlent le temps de vie de u. Puisque u
existe globalement, on va conclure que uε existe globalement.
L’équation vérifiée par wε donne comme terme de forces extérieures −(Qε(u,u) −
Q(u,u)). Le terme −(Qε(u,u)−Q(u,u)) tend faiblement vers zéro, ce qui ne permet pas
de conclure directement par les estimations d’énergie. C’est pour ceci qu’on va décomposer
ce terme, en une partie « hautes fréquences » et une partie « basses fréquences ». La partie
« hautes fréquences » tend fortement vers zéro, uniformément en ε. Pour les « basses
fréquences », on utilise la méthode de Schochet (voir [26]) qui consiste à faire un
changement de fonction, caractéristique pour des termes de forces qui sont fortement
oscillatoires en temps (voir aussi [13]). Plus précisément on peut donner un exemple de
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la méthode introduite par Schochet pour l’équation différentielle ordinaire suivante. On
considère :
∂tϕ(t)− F(ϕ)= cos t
ε
,
et on définit la fonction :
ψ = ϕ − ε sin t
ε
.
Alors, ψ vérifie l’équation :
∂tψ = F
(
ψ + ε sin t
ε
)
,
où le terme de force oscillant a disparu. La même methode sera exploitée dans la suite. On
définit :
ψε =wε + εR˜εosc,N (u),
où la partie ε∂tR˜εosc,N (u) va obsorber le terme oscillant dans le terme de force extérieures.
On obtient finalement l’équation modèle suivante :
∂tψ
ε +ψε · ∇ψε + (u+ εR˜εosc,N) · ∇ψε +ψε · ∇(u+ εR˜εosc,N)− νh	hψε = Fε,N ,
où le terme Fε,N converge vers zéro dans un sens qui sera précisé. Expliquons sur un
modèle simplifié la stratégie que nous allons suivre : puisque ψε et wε sont de la même
taille à ε près. Considérons par exemple l’équation suivante :
∂tw
ε +wε · ∇wε + v · ∇wε +wε · ∇v − νh	hwε = F,
où F est un terme petit, v = v + v˜ et où la moyenne horizontale de v est petite. Ceci va
permettre de faire des estimations dans H 0,−1/2 sur wε sous l’hypothèse qu’en fait wε
appartient à l’espace L∞T (H 0,s) et ∇hwε appartient à l’espace L2T (H 0,s). Notons aussi que
wε(0) est petit dansH 0,s et que wε est un champ à divergence nulle. Alors, pour en déduire
l’existence globale de uε on va procéder comme suit. On considère le temps maximal pour
lequel on a
fε,s0(t)=
∥∥wε(t)∥∥2
H 0,s0 + νh
t∫
0
(
1+ ∥∥wε(t ′)∥∥2
H 0,s0
)∥∥∇hwε(t ′)∥∥2H 0,s0 dt ′  1.
Alors, sur cet intervalle, on peut démontrer que ‖ψε‖H 0,−1/2 = o(1) et donc ‖wε‖H 0,−1/2 =
o(1). En particulier, par interpolation, pour tout s0 > σ > 1/2 on a que fε,σ  η où η est
assez petit. Cela implique de toute évidence, puisque uε = wε + u avec u de moyenne
horizontale nulle, que les normes sur la moyenne horizontale uε du champ uε sont plus
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petites que le normes de wε . Donc, on a l’estimation ‖uε‖Hσv  ‖wε‖H 0,σ  η. D’où on a
ε 0,svia la Proposition 3.1 que l’on peut contrôler les normes de u dans H avec s > s0 si
elles ont des normes bornées dans l’espace H 0,s0 . En effet, on a :
∥∥uε(t)∥∥2
H 0,s + νh
t∫
0
∥∥∇huε(t ′)∥∥2H 0,s dt ′
 ‖u0‖H 0,s exp
( t∫
0
(
1+ ∥∥uε(t ′)∥∥2
H 0,s0
)∥∥∇huε(t ′)∥∥2H 0,s0 dt ′
)
.
Mais, si on a un contrôle sur les normes de uε dans H 0,s , on a un contrôle sur les normes
de wε dans H 0,s , avec s > s0 ; et donc, par interpolation entre H 0,s et H 0,−1/2 on peut
déduire que fε,s0  η < 1. On obtient ainsi que fε,s0 reste bornée sur le temps de vie de
uε . En particulier, la norme de uε dans H 0,s reste bornée sur l’intervalle maximal de vie
de uε donc on peut prolonger uε dans l’espace H 0,s , au dela de T ∗ε , d’où on conclut que
T ∗ε =+∞.
Démontrons maintenant les Théorèmes 5 et 6.
Notons par T ∗ε le temps maximal de vie de uε dans l’espace H 0,s(T 3) avec s > 1/2. On
sait par le Théorème 1 qu’il existe un temps T > 0 indépendant de ε tel que T ∗ε  T > 0
et que uε ∈ C([0, T ∗ε ),H 0,s(T 3)) avec ∇huε ∈ L2((0, T ∗ε ),H 0,s(T 3)). Soit wε(t, x) =
uε(t, x)−u(t, x) définie sur l’intervalle [0, T ∗ε ) à valeurs dansH 0,s . On a que wε(t) vérifie
l’équation suivante :∂tw
ε +Qε(wε,wε)+ 2Qε(wε,u)− νh	hwε =−
(Qε(u,u)−Q(u,u)),
divwε = 0,
wε|t=0 = 0.
Soit le terme quadratique Rεosc(u) :=Qε(u,u)−Q(u,u). Puisque Qε(α,β)→ Q(α,β)
dans D′ alors évidemment Rεosc converge seulement faiblement vers zéro lorsque ε tend
vers zéro. Cependant, il s’agit d’une fonction particulière, fortement oscillante en temps,
donnée par :
Rεosc(u) :=F−1
( ∑
ω
a,b,c
k,n−k,n =0
e
i t
ε
ω
a,b,c
k,n−k,n
(
P(n)ua,j (k)(nj − kj )ub(n− k)|ec(n)
)
ec(n)
)
,
où on a utilisé les notations ωa,b,ck,n−k,n = ωa(k) + ωb(n − k) − ωc(n) avec a ∈ {±i},
respectivement ω±i (k)= ikˇ3/|kˇ| et ua(k)= (uˆ(k)|ea(k))ea(k).
On décompose ce terme en « basses » et « hautes » fréquences. Soit :
Rεosc,N(u)=F−1
(
1{|n|N}
∑
ω
a,b,c
k,m,n =0
e
i tε ω
a,b,c
k,m,n1{|k|N}
(
P(n)ua,j (k)mju
b(m)|ec(n))ec(n))
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etRε,Nosc (u) :=Rεosc −Rεosc,N .
Concernant le terme Rε,Nosc (u) on a le lemme suivant, dont la démonstration sera donnée à
la fin de cette section.
Lemme 5.1. Lorsque N tend vers l’infini, le terme Rε,Nosc (u) tend vers zéro uniformément
en ε dans l’espace Lp(R+;H−1,−1/2), pour tout 1 p  2.
Le terme de forces extérieuresRεosc,N (u) converge seulement faiblement vers zéro. Afin
de l’absorber dans les termes de forces extérieurs, on introduit la notation :
R˜εosc,N (u)
=F−1
(
1{|n|M}
∑
ω
a,b,c
k,m (n) =0
e
i tε ω
a,b,c
k,m (n)
iω
a,b,c
k,m (n)
1{|k|M}
((
P(n)ua,j (k)mju
b(m)|ec(n))ec(n))).
Le choix de R˜εosc,N (u) se justifie par l’observation que ε∂tR˜εosc,N (u) nous permet
d’enlever Rεosc,N (u) parmi les termes de forces extérieures. On fait ainsi le changement
d’inconnue
ψεN :=wε + εR˜εosc,N (u). (32)
Considérons l’équation vérifiée par ψεN :
∂tψ
ε
N +Qε
(
ψεN ;ψεN − 2εR˜εosc,N (u)+ 2u
)− νh	hψεN = Fε,N , (33)
où on a utilisé les notations :
Fε,N =Rε,Nosc (u)+ εF εN
et
FεN = νh	hR˜εosc,N(u)+ εR˜ε,tosc,N(u)+ εQε
(R˜εosc,N(u),2εR˜εosc,N (u)− 2u), (34)
respectivement :
R˜ε,tosc,N (u) :=F−1
(
1{|n|N}
∑
ω
a,b,c
k,m (n) =0
e
i tε ω
a,b,c
k,m (n)
ω
a,b,c
k,m (n)
1{|k|N}
× ∂t
(
P(n) · ua,j (t, k)mjub(t,m)|ec(n)
)
ec(n)
)
.
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Lemme 5.2. Le terme FεN donné par la relation (34) est borné uniformément en ε par une
p −1,−1/2constante C(N) qui dépend de N dans les espaces L (R+;H ) où 1 p  2.
Démonstration du Lemme 5.2. Le résultat est simplement dû au fait qu’on est sur de
basses fréquences, donc on a toute la régularité voulue, quitte à perdre des puissances de
N . Notons aussi que pour tous k ∈ Z3, n ∈ Z3 tels que |k| 2N , |n| 2N , respectivement
|n − k|  2N il existe une constante C(N) > 0 qui dépend de N et des rapports des
paramètres du tore, telle que
si ωa,b,ck,n−k,n = 0 alors
1
|ωa,b,ck,n−k,n|
 C(N).
On obtient ainsi facilement que FεN appartient à l’espace Lp(R+,H−1,−1/2) et qu’il est
borné uniformément en ε par une constante C(N).
Soient des réels s > s0 > σ > 1/2 fixés. Les constantes qui suivent dépendent de
ces indices. Achevons maintenant la démonstration de notre théorème en faisant les
estimations d’énergie dans H 0,−1/2 sur l’Éq. (33). Notons d’abord que ψεN est un champ
de divergence nulle, puisque ea(n) sont des vecteurs de divergence nulle dans le sens où
nˇ · ea(n) = 0. De plus, (ψεN)3 est une fonction de moyenne horizontale nulle parce que
chaque terme qui le compose est de la forme ∂3w3 avec w de divergence nulle, or ∂3w3
est toujours de moyenne horizontale nulle par la condition de divergence nulle. D’autre
part, le champ u− εR˜εosc,N (u) qui apparaît dans le terme Qε(ψεN ,u− εR˜εosc,N (u)), est de
moyenne horizontale petite dans la norme de l’espace Hs0v devant la viscosité horizontale,
lorsque 0 < ε < ε0 = ε0(νh,‖u0‖H 0,s0 ).
Alors, pour tout 0 < ε < ε0 on peut appliquer la Proposition 3.2 (voir aussi la
Remarque 3.2), avec w := ψεN , u := 2u− 2εR˜εosc,N et f := Fε,N ∈ L1(R+,H−1,−1/2) ∩
L2(R+,H−1,−1/2), pour obtenir pour tout temps t dans l’intervalle [0, T ∗ε ), la majoration :
∥∥ψεN(t)∥∥2H 0,−1/2 + νh
t∫
0
∥∥∇hψεN (t ′)∥∥2H 0,−1/2 dt ′  C(‖u0‖H 0,s0 )
×
(∥∥ψεN(0)∥∥2H 0,−1/2 +
t∫
0
∥∥Fε,N(t ′)∥∥2
H−1,−1/2 dt
′ +
t∫
0
∥∥Fε,N (t ′)∥∥
H−1,−1/2 dt
′
)
× exp
( t∫
0
∥∥Fε,N(t ′)∥∥
H−1,−1/2 dt
′ +
t∫
0
∥∥∇hψεN (t ′)∥∥2H 0,s0 (1+ ∥∥ψεN (t ′)∥∥2H 0,s0 )dt ′
)
.
Puisqu’on s’intéresse à une estimation globale en temps, il est important d’avoir que le
terme de forces Fε,N appartient à l’espace L1(R+,H−1,−1/2) et en même temps à l’espace
L2(R+,H−1,−1/2). Remarquons au passage qu’on a utilisé la majoration :
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t∫ (
1+ ∥∥u(t ′)∥∥2 )∥∥∇ u(t ′)∥∥2 dτ  C∥∥u(0)∥∥2 (1+ ∥∥u(0)∥∥2 )0
H 0,s0 h H 0,s0 H 0,s0 H 0,s0
et on a noté C(‖u0‖H 0,s0 ) := exp(C‖u(0)‖2H 0,s0 (1+‖u(0)‖2H 0,s0 )). D’autre part, d’après le
Lemme 5.1 on a que pour tout réel η > 0 il existe N tel que∥∥Rε,Nosc (u)∥∥L1(R+,H−1,−1/2)∩L2(R+,H−1,−1/2)  η/2.
D’après le Lemme 5.2, il existe ε1 < ε0 tel que pour tout 0 < ε < ε1 on ait :∥∥FεN∥∥L1(R+,H−1,−1/2)∩L2(R+,H−1,−1/2)  εC(N) η/2.
Notons aussi que par la définition (32) de ψεN , on a pour tout η > 0, il existe ε1 > 0 tel que
pour tout 0< ε < ε1 on ait :
∥∥ψεN (t)−wε(t)∥∥2H 0,−1/2 + 2νh
t∫
0
∥∥∇hψεN (t ′)−wε(t ′)∥∥2H 0,−1/2 dt ′  εC(N) η/2.
De même, on peut écrire :∥∥ψεN(0)∥∥H 0,−1/2 = ε∥∥R˜εosc,N(u0)∥∥H 0,−1/2  εC(N)‖u0‖2H 0,s  η/2.
Donc, pour tout 0 < ε < ε1 et pour tout t ∈ [0, T ∗ε ) on a :
∥∥ψεN(t)∥∥2H 0,−1/2 + νh
t∫
0
∥∥∇hψεN (t ′)∥∥2H 0,−1/2 dt ′
Cη
(
1+ exp
( t∫
0
∥∥∇hψεN(t ′)∥∥2H 0,s0 (1+ ∥∥ψεN(t ′)∥∥2H 0,s0 )dt ′
))
. (35)
Puisque ψεN (t) et w
ε(t) ont des normes de la même taille à ε près à N fixé
(‖ψεN‖ = ‖wε‖+ON(ε)), l’estimation (35) implique l’affirmation suivante : pour tout réel
η > 0 il existe ε1 > 0 tel que pour tout 0 < ε < ε1 et pour tout t ∈ [0, T ∗ε ) on ait l’inégalité :
∥∥wε(t)∥∥2
H 0,−1/2 + νh
t∫
0
∥∥∇hwε(t ′)∥∥2H 0,−1/2 dt ′
 Cη
(
1+ exp
( t∫
0
∥∥∇hwε(t ′)∥∥2H 0,s0 (1+ ∥∥wε(t ′)∥∥2H 0,s0 )dt ′
))
. (36)
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Pour un réel s  s′  1/2, introduisons la fonction continue suivante :fε,s ′(t) :=
∥∥wε(t)∥∥2
H 0,s′ +
t∫
0
(
1+ ∥∥wε(t ′)∥∥2
H 0,s′
)∥∥∇hwε(t ′)∥∥2H 0,s′ dt ′.
La fonction fε,s ′(t) est définie sur l’intervalle [0, T ∗ε ). En utilisant la relation (36) on
obtient que
fε,−1/2(t) η
(
1+ exp(fε,s0(t))). (37)
Considérons maintenant le temps maximal T s0ε  T ∗ε pour lequel, pour tout 0  t < T
s0
ε ,
on ait :
fε,s0(t)=
∥∥wε(t)∥∥2
H 0,s0 +
t∫
0
(
1+ ∥∥wε(τ)∥∥2
H 0,s0
)∥∥∇hwε(τ )∥∥2H 0,s0 dτ  1.
Puisque sur l’intervalle [0, T s0ε ) on a fε,s0(t)  1 on obtient, à l’aide de la relation (37),
la majoration fε,−1/2(t)  η pour tout 0 < ε < ε1 et t ∈ [0, T s0ε ). En particulier, par
interpolation entre la norme de l’espace H 0,s0 et la norme de H 0,−1/2, on a fε,σ (t)  η
pour tout 1/2 < σ < s0, tout temps t ∈ [0, T s0ε ) et 0 < ε < ε2 = ε2(s0, σ, ε1). Puisque
uε = wε + u et que u est de moyenne horizontale nulle, on en déduit que la moyenne
horizontale de uε vérifie ‖uε(t)‖Hσv  cνh lorsque 0 < ε < ε3 avec ε3 assez petit. On peut
alors utiliser la Proposition 3.1 pour obtenir que
∥∥uε(t)∥∥2
H 0,s + νh
t∫
0
∥∥∇huε(t ′)∥∥2H 0,s dt ′
 C exp
( t∫
0
(
1+ ∥∥uε(t ′)∥∥2
H 0,σ
)∥∥∇huε(t ′)∥∥2H 0,σ dt ′
)
, (38)
pour tout t ∈ [0, T s0ε ) et 0 < ε < ε3 avec ε3 suffisamment petit. D’autre part, pour tout
temps t ∈ [0, T s0ε ) on a :
t∫
0
(
1+ ∥∥uε(t ′)∥∥2
H 0,σ
)∥∥∇huε(t ′)∥∥2H 0,σ dt ′
 fε,σ (t)+
t∫
0
(
1+ ∥∥u(t ′)∥∥2
H 0,σ
)∥∥∇hu(t ′)∥∥2H 0,σ dt ′  C.
En particulier, on peut écrire :
206 M. Paicu / J. Math. Pures Appl. 83 (2004) 163–242
∥∥uε(t)∥∥2 + ν t∫ ∥∥∇ uε(t ′)∥∥2 dt ′  C pour tout temps t ∈ [0, T s0) (39)
H 0,s h
0
h H 0,s ε
et donc fε,s  C + 1 pour tout temps t ∈ [0, T s0ε ) et 0 < ε < ε3. Par interpolation entre
H 0,−1/2 et H 0,s on obtient pour 1/2 < s0 < s, pour 0 < ε < ε4 et pour tout t ∈ [0, T s0ε ) la
majoration
fε,s0(t) 1/2.
On en déduit alors que T s0ε = T ∗ε lorsque 0 < ε < ε4 avec ε4 assez petit. De plus, on a
maintenant que fε,s0  1 sur tout intervalle d’existence [0, T ∗ε ). La relation (39) implique
que
∥∥uε(t)∥∥2
H 0,s + νh
t∫
0
∥∥uε(t ′)∥∥2
H 0,s dt
′  C,
pour ε suffisamment petit et pour tout temps t ∈ [0, T ∗ε ). On peut ainsi conclure que uε(t)
peut être prolongée dans H 0,s au delà de T ∗ε et donc on obtient que T ∗ε = +∞ lorsque ε
est assez petit. En nous rappelant qu’on avait T s0ε = T ∗ε (et sur l’intervalle [0, T s0ε ) on avait
‖wε‖ = o(1)), on en déduit que la convergence de uε vers la solution du système limite est
globale en temps dans les espaces H 0,σ pour tout σ < s.
Pour conclure, démontrons le Lemme 5.1.
Démonstration du Lemme 5.1. Puisque u(t) est de moyenne horizontale nulle pour
tout temps t  0 et que ∇hu ∈ L2(R+,H 0,s), on obtient que u appartient à l’es-
pace L2(R+,H 0,s). En effet, lorsqu’on a
∫
u(x)dxh = 0, on peut dire qu’il existe une
constante C telle que∥∥u(t)∥∥
L2(T 3)  Cmax{a1, a2}
∥∥∇hu(t)∥∥L2(T 3).
Par conséquent, le champ u appartient à l’espace L∞(R+,H 0,s)∩L2(R+,H 0,s), d’où par
interpolation, on obtient u ∈Lp′(R+,H 0,s) pour tout 2 p′ +∞.
Observons maintenant que le terme Rε,Nosc (u) peut être décomposé comme suit :
Rε,Nosc (u)=Rε,Nosc,I(u)+Rε,Nosc,II(u)
où on a noté
Rε,Nosc,I(u) :=F−1
(
1{|n|N}Rεosc(u)
)
,
respectivement :
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Rε,Nosc,II(u) :=F−1
(
1{|n|N}
∑
e
i t
ε
ω
a,b,c
k,m (n)1{|k|N}
(
P(n)ua,jmju
b, ec(n)
)
ec(n)
)
.ω
a,b,c
k,m (n) =0
Pour le premier termeRε,Nosc,I(u), on utilise qu’on est sur les hautes fréquences d’un élément
de Lp(R+,H−1,−1/2) qui tend uniformément en ε vers zéro lorsque N tend vers l’infini,
par le théorème de Lebesgue. En effet, par les lois de produit classiques, on a :
∥∥Rεosc(u)∥∥H−1,−1/2 C∥∥∥∥F−1( ∑
k+m=n
(
P(n)
(
ua(k)⊗ ub(m))|ec(n))ec(n))∥∥∥∥
H 0,1/2
C‖u‖2
L4h(H
s
v )
 C‖u‖H 0,s ‖∇hu‖H 0,s .
Soit 1 p  2. Compte tenu du fait que ∇hu ∈ L2(R+,H 0,s) et u ∈L2p/(2−p)(R+,H 0,s)
on obtient facilement que Rε,Nosc,I(u) ∈ Lp(R+,H−1,−1/2) et qu’il tend vers zéro dans cet
espace, lorsque N tend vers l’infini.
Pour le deuxième terme Rε,Nosc,II, on utilise qu’on est sur les grandes fréquences dans la
sommation et donc on peut utiliser à nouveau le théorème de Lebesgue pour en déduire
que Rε,Nosc,II tend vers zéro lorsque N tend vers l’infini, dans l’espace Lp(R+,H−1,−1/2),
1 p  2. Plus précisément on peut écrire :
∥∥Rε,Nosc,II(u)∥∥H−1,−1/2  ∥∥∥∥F−1( ∑
k+m=n
1{|k|N}
(
P(n)
(
ua(k)⊗ ub(m))|ec(n))ec(n))∥∥∥∥
H 0,1/2

∥∥∥∥F−1( ∑
k+m=n
1{|k|N}
(
uˆ(k)|ea(k))ea(k))∥∥∥∥
L4h(H
s
v )
‖u‖L4h(Hsv ).
En utilisant le Lemme 2.3 on obtient la majoration :
∥∥Rε,Nosc,II(u)∥∥H−1,−1/2  ∥∥F−1(1{|k|N}ua(k))∥∥1/2H 0,s∥∥F−1(1{|k|N}(∇hu)a(k))∥∥1/2H 0,s
×‖u‖1/2
H 0,s
‖∇hu‖1/2H 0,s ,
ce qui tend évidemment vers zéro par le théorème de Lebesgue. ✷
6. Démonstrations d’estimations d’énergie
Donnons d’abord quelques notations qui seront constamment utilisées dans cette
section. Pour un champ de vecteurs w défini sur T 3 on introduit la décomposition en sa
moyenne horizontale et sa partie de moyenne horizontale nulle. Notons ainsi par w(x3) le
champ :
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1
2πa1∫ 2πa2∫w(x3) := 4π2a1a2
0 0
w(x1, x2, x3)dx1 dx2
et par w˜ le champ de moyenne horizontale nulle donné par :
w˜ :=w(x)−w(x3).
Les champs w et w˜ sont orthogonaux dans L2(T 3). Il est facile de vérifier que
‖w‖L2v 
1
2π√a1a2 ‖w‖L2(T 3)
et
‖w˜‖L2(T 3)  C‖w‖L2(T 3).
De plus, comme w˜ est de moyenne horizontale nulle, on fait l’observation suivante qui sera
utilisée souvent dans les démonstrations qui vont suivre :
‖w˜‖L2(T 3)  Cmax{a1, a2}‖∇hw˜‖L2(T 3). (40)
Évidemment, pour tout s réel on a aussi l’estimation ‖w˜‖H 0,s  Cmax{a1, a2}‖∇hw˜‖H 0,s .
Remarquons aussi que le produit scalaire de l’espace H 0,s peut s’écrire :
(f, g)H 0,s =
∫
T 2h
(
f (xh, ·)|g(xh, ·)
)
Hsv
dxh.
En effet, on a :∫
T 2h
(
f (xh, ·)|g(xh, ·)
)
Hsv
dxh =
∑
n3∈Z
(
1+ |n3|2
)s ∫
T 2h
Fvf (xh,n3)Fvg(xh,n3)dxh
=
∑
n3∈Z
(
1+ |n3|2
)s ∑
n′∈Z2
Ff (n′, n3)Fg(n′, n3)= (f, g)H 0,s .
6.1. Estimation pour l’équation de Navier–Stokes anisotrope
On commence par démontrer la Proposition 3.1. Préalablement, on donne une
estimation utile.
Lemme 6.1. Soient s  s0 > 1/2 deux nombres réels. Soit v champ de vecteurs de
divergence nulle et notons par v sa moyenne horizontale. Il existe C une constante qui
dépend de s0, s et des paramètres du tore, telle qu’on ait l’estimation suivante :
M. Paicu / J. Math. Pures Appl. 83 (2004) 163–242 209∣∣(v∇v|v)H 0,s ∣∣ C(‖v‖1/2H 0,s0 ‖∇hv‖1/2H 0,s0 ‖v‖1/2H 0,s ‖∇hv‖3/2H 0,s )+ ‖∇hv‖H 0,s0 ‖v‖H 0,s ‖∇hv‖H 0,s +Ca3‖v‖Hs0v ‖∇hv‖2H 0,s . (41)
On ne va pas donner la démonstration de ce lemme, elle est en fait une réécriture des
estimations d’énergie données dans [23]. En effet, si on écrit v = v+ v˜, on a la décomposi-
tion de (v ·∇v|v)H 0,s en des termes de la forme (v˜ ·∇v|v)H 0,s respectivement ( v∇v|v)H 0,s .
Le premier terme peut être estimé de manière classique (voir la démonstration donnée dans
[23]). La seule observation qu’il faut faire est que les majorations des termes trilinéaires
qui apparaissent, suite à la décompostion de Bony, peuvent être faites de la manière sui-
vante. On va estimer un terme et on renvoie à l’article [23] pour les autres. Par exemple,
on considère le terme ci-dessous :
I (t) :=
∫
T 3
Svq−1v˜
h(t, x)∇hvq v˜(t, x)vqv˜(t, x)dx,
on a la majoration suivante :
I (t)
∥∥Svq−1v˜h(t)∥∥L∞v L4h∥∥vq∇hv˜(t)∥∥L2∥∥vq v˜(t)∥∥L2vL4h
 C2−2qscq(t)
∥∥v˜(t)∥∥1/2
H 0,s0
∥∥∇hv˜(t)∥∥1/2H 0,s0∥∥v˜(t)∥∥1/2H 0,s∥∥∇hv˜(t)∥∥3/2H 0,s .
Notons aussi que le terme ‖v‖
H
s0
v
‖∇hv‖2H 0,s dans la partie majorante de l’inégalité (41)
provient de l’estimation suivante. Dans la décomposition de ( v∇v|v)H 0,s on a le terme
( v3∇v|v)H 0,s qui est nul puisque v3 est une constante en x3, et on a aussi le terme
( vh∇hv˜|v˜)H 0,s . On utilise la décomposition de Bony et on estime les termes de paraproduit
et le reste. On donne, à titre d’exemple, l’estimation pour un seul terme de paraproduit. Soit
J (t) :=
∑
|q−q ′|4
22qs
∫
T 3
Svq ′−1v(t, x3)∇hvq v˜(t, x)vqv˜(t, x)dx.
Pour les champs de moyenne horizontale nulle, on a :∥∥vq v˜∥∥L2  Ca3∥∥∇hvq v˜∥∥L2,
et en tenant compte du fait que v ne dépend pas de la variable horizontale, on a la
majoration suivante :
J (t)
∑
|q−q ′|4
22qs
∥∥v(t)∥∥
L∞v
∥∥vq ′∇hv˜(t)∥∥L2∥∥vq v˜(t)∥∥L2  Ca3‖v‖Hs0 ‖∇hv‖2H 0,s .
Une fois ce lemme donné, la démonstration de la Proposition 3.1 est facile. En effet, par
multiplication en H 0,s de l’équation de Navier–Stokes sans viscosité verticale
∂tv + v∇v − νh	hv =−∇p
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avec v, on obtient à l’aide du Lemme 6.1,1
2
d
dt
∥∥v(t)∥∥2
H 0,s + νh
∥∥∇hv(t)∥∥2H 0,s
 C
(∥∥v(t)∥∥1/2
H 0,s0
∥∥∇hv(t)∥∥1/2H 0,s0 ∥∥v(t)∥∥1/2H 0,s∥∥∇hv(t)∥∥3/2H 0,s
+ ∥∥∇hv(t)∥∥H 0,s0∥∥v(t)∥∥H 0,s∥∥∇hv(t)∥∥H 0,s +Ca3∥∥v(t)∥∥Hs0v ∥∥∇hv(t)∥∥2H 0,s ).
D’après l’hypothèse : ∥∥v(t)∥∥
H
s0
v
 ca−13 νh pour tout temps t,
où c est assez petit (cC < 1/10), on obtient :
1
2
d
dt
∥∥v(t)∥∥2
H 0,s + νh
∥∥∇hv(t)∥∥2H 0,s  C(∥∥v(t)∥∥1/2H 0,s0∥∥∇hv(t)∥∥1/2H 0,s0∥∥v(t)∥∥1/2H 0,s∥∥∇hv(t)∥∥3/2H 0,s
+ ∥∥∇hv(t)∥∥H 0,s0∥∥v(t)∥∥H 0,s∥∥∇hv(t)∥∥H 0,s ). (42)
En tenant compte des inégalités ab (1/4)a4+(3/4)b4/3, et 2ab a2+b2, on peut écrire
les majorations :∥∥v(t)∥∥1/2
H 0,s0
∥∥∇hv(t)∥∥1/2H 0,s0 ∥∥v(t)∥∥1/2H 0,s∥∥∇hv(t)∥∥3/2H 0,s
 C
νh
∥∥v(t)∥∥2
H 0,s0
∥∥∇hv(t)∥∥2H 0,s0∥∥v(t)∥∥2H 0,s + νh10∥∥∇hv(t)∥∥2H 0,s , (43)
respectivement, ∥∥∇hv(t)∥∥H 0,s0∥∥v(t)∥∥H 0,s∥∥∇hv(t)∥∥H 0,s
 C
νh
∥∥∇hv(t)∥∥2H 0,s0∥∥v(t)∥∥2H 0,s + νh10∥∥∇hv(t)∥∥2H 0,s . (44)
En utilisant (43) et (44) dans l’estimation (42), il vient :
1
2
d
dt
∥∥v(t)∥∥2
H 0,s + νh
∥∥∇hv(t)∥∥2H 0,s  Cνh (1+ ∥∥v(t)∥∥2H 0,s0 )∥∥∇hv(t)∥∥2H 0,s0∥∥v(t)∥∥2H 0,s ,
ce qui nous implique, par le lemme de Gronwall,
∥∥v(t)∥∥2
H 0,s + νh
t∫
0
∥∥∇hv(t ′)∥∥2H 0,s dt ′
 l‖v0‖2H 0,s exp
(
C
νh
t∫
0
(
1+ ∥∥v(τ )∥∥2
H 0,s0
)∥∥∇hv(τ )∥∥2H 0,s0 dτ
)
.
M. Paicu / J. Math. Pures Appl. 83 (2004) 163–242 211
La Proposition 3.1 est démontrée.6.2. L’estimation pour la convergence
Le lemme suivant est classique, il se démontre en utilisant les techniques de calcul
paradifférentiel.
Lemme 6.2. Soient u fonction appartenant à Hs(Tv), avec s > 1/2 et v dans l’espace
H−1/2(Tv). Alors, uv appartient à l’espace H−1/2(Tv) et on a l’inégalité suivante :
‖uv‖
H
−1/2
v
 C‖u‖Hsv ‖v‖H−1/2v . (45)
Soit u ∈H 1/2v et v ∈H−1/2+ηv avec η > 0. Alors uv appartient à l’espace H−1/2v et on a
l’inégalité :
‖uv‖
H
−1/2
v
C‖u‖
H
1/2
v
‖v‖
H
−1/2+η
v
. (46)
Nous allons donner maintenant le lemme utilisé pour démontrer la Proposition 3.2.
Lemme 6.3 (l’estimation pour la convergence). Soient s > 1/2 et u un champ de
divergence nulle et de moyenne horizontale notée par u. Alors, il existe une constante
C, telle que pour tout champ de vecteurs w de divergence nulle, on ait :∣∣(u∇w|w)H 0,−1/2 ∣∣ C(‖u‖1/2H 0,s ‖∇hu‖1/2H 0,s‖w‖1/2H 0,−1/2‖∇hw‖3/2H 0,−1/2
+ ‖∇hu‖H 0,s ‖w‖H 0,−1/2‖∇hw‖H 0,−1/2 +Ca3‖u‖Hsv ‖∇hw‖2H 0−1/2
)
. (47)
Si la composante w3 est de moyenne horizontale nulle, alors on dispose aussi de
l’estimation :∣∣(w∇u|w)H 0,−1/2 ∣∣ C(‖∇hu‖H 0,s‖w‖H 0,−1/2‖∇hw‖H 0,−1/2
+‖u‖1/2
H 0,s
‖∇hu‖1/2H 0,s ‖w‖
1/2
H 0,−1/2‖∇hw‖
3/2
H 0,−1/2 +Ca3‖u‖Hsv ‖∇hw‖2H 0,−1/2
)
. (48)
Soient s > 1/2 et w un champ périodique de divergence nulle qui appartient à l’espace de
Sobolev H 0,s(T 3). Alors, il existe une constante C qui ne dépend que des paramètres du
tore et de l’indice de régularité s, telle qu’on ait l’estimation :∣∣(w∇w|w)H 0,−1/2 ∣∣ C(‖w‖1/2H 0,s ‖∇hw‖1/2H 0,s ‖w‖1/2H 0,−1/2‖∇hw‖3/2H 0,−1/2
+ ‖w‖H 0,−1/2‖∇hw‖H 0,−1/2‖∇hw‖H 0,s
)
.
Remarque 6.1. Notons que dans le dernier point de ce lemme on n’impose rien sur la
moyenne horizontale du champ des vecteurs w.
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Démonstration de l’estimation sur le terme trilinéaire symétrique.
Décomposons les champs de vecteurs u et w dans leur moyennes horizontales et leurs
parties de moyennes horizontales nulles. Notons ainsi u= u+ u˜ et w = w + w˜. On peut
alors écrire le terme (u∇w|w)H 0,−1/2 comme somme (u˜∇w|w)H 0,−1/2 + (u∇w|w)H 0,−1/2 .
Estimation sur le terme contenant la moyenne horizontale de u. Estimons d’abord
le terme (u∇w|w)H 0,−1/2 . Observons que la partie (u3∂3w|w)H 0,−1/2 est nulle, vu que la
condition de divergence nulle sur le champ u implique que u3 ne dépend pas de la variable
verticale. Il nous reste à majorer le terme ( uh∇hw|w)H 0,−1/2 . Puisque ( uh∇hw|w )H 0,−1/2
vaut zéro, on estime seulement la partie ( uh∇hw˜|w˜)H 0,−1/2 . Nous avons la majoration :(
uh∇hw˜|w˜
)
H 0,−1/2  C‖u∇hw˜‖H 0,−1/2‖w˜‖H 0,−1/2  Ca3‖u∇hw˜‖H 0,−1/2‖∇hw˜‖H 0,−1/2 .
En tenant compte du fait que u ∈Hsv avec s > 1/2 et∇hw˜ ∈H 0,−1/2, par les lois de produit
données dans le Lemme 6.2, on obtient :∥∥u(t)∇hw˜(t, xh)∥∥H−1/2v  C∥∥u(t)∥∥Hsv ∥∥∇hw˜(t, xh)∥∥H−1/2v .
En prenant maintenant la norme L2h, on obtient :
‖u∇hw˜‖H 0,−1/2 Ca3‖u‖Hsv ‖∇hw˜‖H 0,−1/2 .
Par conséquent, on peut écrire :∣∣( u∇w|w)H 0,−1/2 ∣∣Ca3‖u‖Hsv ‖∇hw˜‖2H 0,−1/2 . (49)
Estimation sur le terme de moyenne horizontale nulle. Il nous reste à estimer le terme
(u˜∇w|w)H 0,−1/2 . On va étudier d’abord les termes qui contiennent seulement des dérivées
dans les variables horizontales.
Les termes horizontaux. Le terme horizontal Ih := (u˜h∇hw|w)H 0,−1/2 , peut s’écrire
comme somme Ih = I 1h + I 2h , où l’on a noté :
I 1h := (u˜h∇hw˜|w )H 0,−1/2 et I 2h := (u˜h∇hw˜|w˜)H 0,−1/2 .
Estimons le terme I 1h . Vu que w ne dépend pas de la variable horizontale, on peut écrire la
majoration :
I 1h =
∫ (
u˜h(xh, ·)∇hw˜(xh, ·)|w(·)
)
H
−1/2
v
dxh

∫ ∥∥u˜h(xh, ·)∇hw˜(xh, ·)∥∥H−1/2v dxh‖w‖H−1/2v .
En tenant compte du fait que u˜h(xh, ·) appartient à l’espace Hsv avec s > 1/2 et comme on
a ∇hw˜(xh, ·) ∈H−1/2v , on peut utiliser le Lemme 6.2 pour obtenir :∥∥u˜h(xh, ·)∇hw˜(xh, ·)∥∥H−1/2v  C∥∥u˜h(xh, ·)∥∥Hsv ∥∥∇hw˜(xh, ·)∥∥H−1/2v . (50)
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En prenant l’intégrale dans la variable horizontale dans la relation (50), et en utilisant
l’inégalité de Cauchy–Schwarz on obtient :
∫ ∥∥u˜h(xh, ·)∇hw˜(xh, ·)∥∥H−1/2v dxh  C‖u˜h‖H 0,s ‖∇hw˜‖H 0,−1/2 .
En particulier, on obtient finalement :
I 1h  C‖u˜h‖H 0,s ‖∇hw˜‖H 0,−1/2‖w‖H−1/2v  C‖u‖H 0,s ‖w‖H 0,−1/2‖∇hw‖H 0,−1/2 . (51)
Estimons maintenant le terme I 2h . On commence par écrire,
(
u˜h∇hw˜|w˜
)
H 0,−1/2 =
∫
T 2h
(
u˜h(xh, ·)∇hw˜(xh, ·)|w˜(xh, ·)
)
H
−1/2
v
dxh

∫
T 2h
∥∥u˜h(xh, ·)∇hw˜(xh, ·)∥∥H−1/2v ∥∥w˜(xh, ·)∥∥H−1/2v dxh. (52)
En utilisant la majoration (50) dans l’inégalité (52), on obtient :
(
u˜h∇hw˜|w˜
)
H 0,−1/2 
∫
T 2h
∥∥u˜h(xh, ·)∥∥Hsv ∥∥∇hw˜(xh, ·)∥∥H−1/2v ∥∥w˜(xh, ·)∥∥H−1/2v dxh

∥∥u˜h∥∥
L4h(H
s
v )
‖∇hw˜‖H 0,−1/2‖w˜‖L4h(H−1/2v ). (53)
Par le Lemme 2.3 on a :
∥∥u˜h∥∥
L4h(H
s
v )
 C
∥∥u˜h∥∥1/2
H 0,s
∥∥∇hu˜h∥∥1/2H 0,s ,
respectivement,
‖w˜‖
L4h(H
−1/2
v )
 C‖w˜‖1/2
H 0,−1/2‖∇hw˜‖
1/2
H 0,−1/2 .
On obtient finalement :
(
u˜h∇hw˜|w˜
)
H 0,−1/2 
∥∥u˜h∥∥1/2
H 0,s‖∇hu˜h‖
1/2
H 0,s
‖w˜‖1/2
H 0,−1/2‖∇hw˜‖
3/2
H 0,−1/2 . (54)
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Le terme vertical. Estimons maintenant le terme qui contient la dérivée dans la variable
v 3 v 3verticale, il s’agit du terme |(q(u˜ ∂3w)|qw)L2 |. On rappelle que u est une constante
en x3 et par conséquent (vq(u3∂3w)|vqw)L2 = 0. Nous allons utiliser maintenant la
décomposition donnée dans [7]. On écrit,(vq(u˜3 · ∂3w)|vqw)L2 = (Svq−1u˜3∂3vqw|vqw)L2
+
∑
|q ′−q|4
([vq ;Svq ′−1u˜3]∂3vq ′w|vqw)L2
+
∑
|q ′−q|4
(((
Svq−1u˜3 − Svq ′−1w˜3
)
∂3vqvq ′w
)|vqw)L2
+
∑
|q−q ′|4
(vq(Svq ′−1(∂3w)vq ′ u˜3)|vqw)L2 .
Par intégration par parties et en tenant compte du fait que ∂3u3 =−divh uh, on obtient :
I1 :=
(
Svq−1u3∂3vqw|vqw
)
L2 =
1
2
(
Svq−1
(
divh uh
)vqw|vqw)L2 .
En décomposant maintenant le champ w en sa moyenne horizontale w et en sa partie
de moyenne nulle w˜, et en tenant compte de l’égalité,(
Svq−1
(
divh uh
)vqw|vqw)L2 = 0,
on obtient :
I1 := 12
(
Svq−1
(
divh uh
)vqw˜|vqw)L2 + 12 (Svq−1(divh uh)vqw˜|vqw˜)L2 .
Nous avons∣∣(Svq−1(divh uh)vqw˜|vqw˜)L2∣∣ C2qbq∥∥∇huh∥∥H 0,s‖w‖H 0,−1/2‖∇hw‖H 0,−1/2 .
On a aussi l’estimation suivante :∣∣(Svq−1(divh uh)vq w˜|vqw)L2∣∣ ∥∥vqw∥∥L2(Tv)∥∥Svq−1(divh vh)∥∥L∞v L2h∥∥vqw˜∥∥L2(T 3).
Comme w˜ est de moyenne horizontale nulle, on a :∥∥vq w˜∥∥L2  C∥∥vq∇hw˜∥∥L2  2q/2cqC‖∇hw˜‖H 0,−1/2 ,
d’où : ∣∣(Svq−1(divh uh)vqw˜|vqw)∣∣ 2qbqC∥∥∇huh∥∥H 0,s ‖w˜‖H 0,−1/2‖∇hw˜‖2H 0,−1/2 .
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Les autres termes s’estiment de la même manière et en suivant les articles [7] et [23]. La
v v vseule chose qu’il faut remarquer est le fait que ([q, Sq ′−1u3]∂3q ′w|qw )L2 = 0. En
effet, on peut exprimer le commutateur :
I := [vq, Svq ′−1u3]∂3vq ′w
=
∫
Tv
hq(x3 − y3)
(
Sq ′−1u3(xh, y3)− Sq ′−1u3(xh, x3)
)
∂3q ′w(y3)dy3.
La formule de Taylor nous permette d’écrire
I =
∫
Tv
1∫
0
hq(x3 − y3)Svq ′−1∂3u3
(
xh, x3 + τ (y3 − x3)
) · ∂3q ′w(y3)dτ dy3.
On utilise la condition de divergence nulle sur le champ de vecteurs u :
Svq ′−1∂3u3
(
xh, x3 + τ (y3 − x3)
)=−Svq ′−1 divh uh(xh, x3 + τ (y3 − x3)) ;
on obtient donc([vq, Svq ′−1u3]∂3vq ′w|vqw)L2
=−
∫
T 3
∫
Tv
1∫
0
hq(x3 − y3)Svq ′−1 divh uh
(
xh, x3 + τ (y3 − x3)
)
× ∂3q ′w(y3)vqw(x3)dxh dx3 dτ dy3. (55)
Dans la relation (55) on observe facilement que ce terme est nul. Nous obtenons à la fin :∣∣(vq (u∇w)|vqw)L2∣∣ 2qbqC‖∇hu‖2H 0,s ‖w‖H 0,−1/2‖∇hw‖H 0,−1/2 , (56)
ce qui, après multiplication avec 2−q et sommation en q , donne l’estimation (47).
Démonstration de l’estimation sur le terme trilinéaire non-symétrique.
On va démontrer maintenant la deuxième partie du Lemme 6.3. Il s’agit d’établir
l’estimation (48). La partie « horizontale » (wh∇hu|w)H 0,−1/2 (qui ne contient que
des dérivées dans les variables horizontales), s’écrit comme la somme de T1 :=
(w˜h∇hu˜|w )H 0,−1/2 , T2 := (wh∇hu˜|w˜)H 0,−1/2 respectivement T3 := (w˜h∇hu˜|w˜)H 0,−1/2 (on
a tenu compte du fait que le terme (wh∇hu˜|w )L2 est nul).
Estimons pour commencer, le terme T 1. En tenant compte du fait que w ne dépend pas
de la variable horizontale et en utilisant le Lemme 6.2, on va avoir la majoration :(
w˜h∇hu˜|w
)
H 0,−1/2  C
∥∥w˜h∥∥
H 0,−1/2‖∇hu˜‖H 0,s‖w‖H−1/2v .
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Vu que w˜h est un champ de moyenne horizontale nulle, l’observation (40) nous permet
d’écrire : ∥∥w˜h∥∥
H 0,−1/2  C
∥∥∇hw˜h∥∥H 0,−1/2 .
On obtient alors l’estimation :
T1 =
(
w˜h∇hu˜|w
)
H 0,−1/2  C‖∇hu‖H 0,s ‖w‖H 0,−1/2‖∇hw‖H 0,−1/2 . (57)
Pour le terme T2 = (wh∇hu˜|w˜)H 0,−1/2 on a la majoration suivante :
(
wh∇hu˜|w˜
)
H 0,−1/2 =
∫ (
wh(·)∇hu˜(xh, ·)|w˜(xh, ·)
)
H
−1/2
v
dxh

∫ ∥∥wh(·)∇hu˜(xh, ·)∥∥H−1/2v ∥∥w˜(xh, ·)∥∥H−1/2v dxh.
En utilisant le Lemme 6.2 on peut dire :∥∥wh(·)∇hu˜(xh, ·)∥∥H−1/2v  C∥∥wh∥∥H−1/2v ∥∥∇hu˜(xh, ·)∥∥Hsv  C‖w‖H 0,−1/2∥∥∇hu(xh, ·)∥∥Hsv .
Il en résulte :
(
wh∇hu˜|w˜
)
H 0,−1/2  C‖w‖H 0,−1/2
∫ ∥∥∇hu(xh, ·)∥∥Hsv ∥∥w˜(xh, ·)∥∥H−1/2v dxh
 C‖w‖H 0,−1/2‖∇hu‖H 0,s ‖w˜‖H 0,−1/2 .
Si on tient compte maintenant du fait que w˜ est de moyenne horizontale nulle, et donc
‖w˜‖H 0,s  C‖∇hw˜‖H 0,−1/2 C‖∇hw‖H 0,−1/2 ,
on obtient à la fin
T2 =
∣∣(wh∇hu˜|w˜)H 0,−1/2 ∣∣ C‖∇hu‖H 0,s ‖w‖H 0,−1/2‖∇hw‖H 0,−1/2 . (58)
Pour le terme T3, on peut écrire la majoration suivante :
(
w˜h∇hu˜|w˜
)
H 0,−1/2 =
∫ (
w˜h(xh)∇hu˜(xh)|w˜(xh)
)
H
−1/2
v
dxh

∫ ∥∥w˜h(xh)∇hu˜(xh)∥∥H−1/2v ∥∥w˜(xh)∥∥H−1/2v dxh. (59)
Comme ∇hu˜ ∈H 0,s avec s > 1/2, on peut appliquer le Lemme 6.2 pour obtenir∥∥w˜h(xh)∇hu˜(xh)∥∥H−1/2v  C∥∥w˜h(xh)∥∥H−1/2v ∥∥∇hu˜(xh)∥∥Hsv . (60)
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En reportant l’estimation (60) dans la majoration (59) on obtient :
(
w˜h∇hu˜|w˜
)
H 0,−1/2  C
∫ ∥∥w˜h(xh)∥∥H−1/2v ∥∥∇hu˜(xh)∥∥Hsv∥∥w˜(xh)∥∥H−1/2v dxh
 ‖∇hu˜‖L2h(Hsv )‖w˜‖
2
L4h(H
−1/2
v )
.
Le champ w˜ est de moyenne horizontale nulle, on peut utiliser le Lemme 2.3 pour écrire
‖w˜‖2
L4h(H
−1/2
v )
 C‖w˜‖
L2h(H
−1/2
v )
‖∇hw˜‖L2h(H−1/2v ) = C‖w˜‖H 0,−1/2‖∇hw˜‖H 0,−1/2 .
On obtient alors :
T3 =
(
w˜h∇hu˜|w˜
)
H 0,−1/2  C‖∇hu˜‖H 0,s ‖w˜‖H 0,−1/2‖∇hw˜‖H 0,−1/2 . (61)
En sommant les estimations (57), (58) et (61) on obtient :∣∣(wh∇hu|w)∣∣ C‖∇hu‖H 0,s ‖w‖H 0,−1/2‖∇hw‖H 0,−1/2 .
Pour la partie (w3∂3u|w)H 0,−1/2 on tient compte du fait que w3 est de moyenne horizontale
nulle, ce qui nous permet de décomposer ce terme en la somme suivante :(
w3∂3u|w
)
H 0,−1/2 =
(
w˜3∂3u˜|w
)
H 0,−1/2 +
(
w˜3∂3u˜|w˜
)
H 0,−1/2 +
(
w˜3∂3u|w˜
)
H 0,−1/2 .
On a tenu compte du fait que le terme (w˜3∂3u|w )H 0,−1/2 est nul.
Les estimations sont faciles à obtenir, si on tient compte de l’observation suivante.
Puisque le champ w˜ est à divergence nulle, la relation ∂3w3 = −divh w˜h conjointement
au fait que ∇hw˜ appartient à l’espace H 0,−1/2, nous permet de déduire que w˜3 est plus
régulière que prévue dans la direction verticale. Notamment, on a la remarque suivante :
Remarque 6.2. Si w˜ est un champ de divergence et de moyenne horizontale nulles,
appartenant à H 0,−1/2, avec ∇hw˜ appartenant à H 0,−1/2, alors w˜3 appartient à l’espace
H 0,1/2 et on a l’inégalité : ∥∥w˜3∥∥
H 0,1/2  C‖∇hw˜‖H 0,−1/2 . (62)
En effet, pour q  0, on utilise le Lemme 2.1 pour écrire,∥∥vqw˜3∥∥L2  C2−q∥∥vq∂3w˜3∥∥L2 .
D’après la condition de divergence nulle sur w˜, on a ∂3w˜3 =−divh w˜h et par conséquent,∥∥vqw˜3∥∥L2  C2−q∥∥vq∇hw˜∥∥L2  C2−q/2cq‖∇hw˜‖H 0,−1/2 .
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Pour q =−1, comme w˜ est de moyenne horizontale nulle, on a la majoration évidente :∥∥Sv0 w˜3∥∥L2  C∥∥Sv0 w˜3∥∥H 0,−1/2  C‖w˜‖H 0,−1/2  C‖∇hw˜‖H 0,−1/2 .
D’où le résultat.
On peut maintenant finaliser les estimations avec facilité. Estimons tout d’abord
(w˜3∂3u˜|w˜)H 0,−1/2 . On commence par écrire,
(
w˜3∂3u˜|w˜
)
H 0,−1/2 =
∫
T 2h
(
w˜3(xh, ·)∂3u˜(xh, ·)|w˜(xh, ·)
)
H
−1/2
v
dxh

∫
T 2h
∥∥w˜3(xh, ·)∂3u˜(xh, ·)∥∥H−1/2v ∥∥w˜(xh, ·)∥∥H−1/2v dxh.
Comme conséquence de la majoration (46) du Lemme 6.2 on a :∥∥w˜3(xh, ·)∂3u˜(xh, ·)∥∥H−1/2v C∥∥w˜3(xh, ·)∥∥H 1/2v ∥∥∂3u˜(xh, ·)∥∥Hs−1v . (63)
En utilisant l’inégalité de Cauchy–Schwarz, on obtient :
(
w˜3∂3u˜|w˜
)
H 0,−1/2 
∫
T 2h
∥∥w˜3(xh, ·)∥∥H 1/2v ∥∥∂3u˜(xh, ·)∥∥Hs−1v ∥∥w˜(xh, ·)∥∥H−1/2v dxh (64)

∥∥w˜3∥∥
L2h(H
−1/2
v )
‖∂3u˜‖L4h(Hs−1v )‖w˜‖L4h(H−1/2v ). (65)
En utilisant maintenant le Lemme 2.3, on obtient :
‖∂3u˜‖L4h(Hs−1v )  C‖∂3u˜‖
1/2
H 0,s−1‖∂3∇hu˜‖
1/2
H 0,s−1 C‖u˜‖
1/2
H 0,s
‖∇hu˜‖1/2H 0,s ,
respectivement,
‖w˜‖
L4h(H
−1/2
v )
 C‖w˜‖1/2
H 0,−1/2‖∇hw˜‖
1/2
H 0,−1/2 .
Comme ∥∥w˜3∥∥
L2h(H
1/2
v )
= ∥∥w˜3∥∥
H 0,1/2  C‖∇hw˜‖H 0,−1/2 ,
on obtient finalement :(
w˜3∂3u˜|w˜
)
H 0,−1/2 C‖u‖1/2H 0,s ‖∇hu‖
1/2
H 0,s
‖w‖1/2
H 0,−1/2‖∇hw‖
3/2
H 0,−1/2 . (66)
Le terme (w˜3∂3u|w˜)H 0,−1/2 peut être estimé de la même manière. Nous avons :
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(
w˜3∂3u|w˜
)
H 0,−1/2 =
∫ (
w˜3(xh, ·)∂3u(·)|w˜(xh, ·)
)
H
−1/2
v
dxh
T 2h

∫
T 2h
∥∥w˜3(xh, ·)∂3u(·)∥∥H−1/2v ∥∥w˜(xh, ·)∥∥H−1/2v dxh.
Comme∥∥w˜3(xh, ·)∂3u(·)∥∥H−1/2v  C∥∥w˜3(xh, ·)∥∥H 1/2v ‖∂3u‖Hs−1v  C∥∥w˜3(xh, ·)∥∥H 1/2v ‖u‖Hsv ,
on obtient :
(
w˜3∂3u|w˜
)
H 0,−1/2  C‖u‖Hsv
∫
T 2h
∥∥w˜3(xh, ·)∥∥H 1/2v ∥∥w˜(xh, ·)∥∥H−1/2v dxh
 C‖u‖Hsv
∥∥w˜3∥∥
H 0,1/2‖w˜‖H 0,−1/2 .
Puisqu’on a w˜ de moyenne horizontale nulle, ‖w˜‖H 0,−1/2  C‖∇hw˜‖H 0,−1/2 . D’autre part,
on a ‖w˜3‖H 0,1/2  C‖∇hw˜‖H 0,−1/2 , donc, on obtient :(
w˜3∂3u|w˜
)
H 0,−1/2 C‖u‖Hsv ‖∇hw‖2H 0,−1/2 . (67)
Le dernier terme à estimer est (w˜3∂3u˜|w )H 0,−1/2 . Nous avons :
(
w˜3∂3u˜|w
)
H 0,−1/2 =
∫
T 2h
(
w˜3(xh, ·)∂3u˜(xh, ·)|w(·)
)
H
−1/2
v
dxh

∫
T 2h
∥∥w˜3(xh, ·)∂3u˜(xh, ·)∥∥H−1/2v ‖w‖H−1/2v dxh.
La relation (63) nous implique la majoration :
(
w˜3∂3u˜|w
)
H 0,−1/2  C‖w‖H−1/2v
∫
T 2h
∥∥w˜3(xh, ·)∥∥H 1/2v ∥∥∂3u˜(xh, ·)∥∥Hs−1v dxh
 C‖w‖H 0,−1/2
∥∥w˜3∥∥
H 0,1/2‖u˜‖H 0,s .
Vu qu’on a ‖w˜3‖H 0,1/2  C‖∇hw˜‖H 0,−1/2 , on obtient finalement :(
w˜3∂3u˜|w
)
H 0,−1/2  C‖u‖H 0,s ‖w‖H 0,−1/2‖∇hw‖H 0,−1/2 . (68)
En sommant les relations (66)–(68), on a le résultat.
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La démonstration de la Proposition 3.2 est maintenant immédiate. En effet, en formant
le produit scalaire de l’équation
∂tw+w∇w+ u∇w+w∇u− νh	hw =−∇p+ f,
avec w dans H 0,−1/2 et en tenant compte du Lemme 6.3, on obtient :
1
2
∥∥w(t)∥∥2
H 0,−1/2 + νh
∥∥∇hw(t)∥∥2H 0,−1/2
 C
(∥∥u(t)∥∥1/2
H 0,s
∥∥∇hu(t)∥∥1/2H 0,s∥∥w(t)∥∥1/2H 0,−1/2∥∥∇hw(t)∥∥3/2H 0,−1/2
+ ∥∥∇hu(t)∥∥H 0,s∥∥w(t)∥∥H 0,−1/2∥∥∇hw(t)∥∥H 0,−1/2 + ∣∣(f (t)|w(t))H 0,−1/2 ∣∣).
Puisque f˜ est de moyenne horizontale nulle, on peut écrire (f˜ (t)|w(t))H 0,−1/2 =
(f˜ (t)|w˜(t))H 0,−1/2 . Comme w˜ est de moyenne horizontale nulle, on obtient alors la
majoration :
∣∣(f˜ (t)|w˜(t))
H 0,−1/2
∣∣ ‖f˜ ‖H−1,−1/2∥∥w˜(t)∥∥H 1,1/2 C∥∥f˜ (t)∥∥H−1,−1/2∥∥∇hw˜(t)∥∥H 0,−1/2
 C
νh
∥∥f˜ (t)∥∥2
H−1,−1/2 +
νh
10
∥∥∇hw(t)∥∥2H 0,−1/2 .
D’autre part, on a (f (t)|w(t))H 0,−1/2 = 4π2a1a2(f (t)|w(t))H−1/2v et∣∣(f (t)|w(t))
H 0,−1/2
∣∣ ∥∥f (t)∥∥
H
−1/2
v
∥∥w(t)∥∥
H
−1/2
v

∥∥f (t)∥∥
H
−1/2
v
∥∥w(t)∥∥2
H 0,−1/2 +
∥∥f (t)∥∥
H
−1/2
v
.
En utilisant les inégalités de convexité,
∥∥u(t)∥∥1/2
H 0,s
∥∥∇hu(t)∥∥1/2H 0,s∥∥w(t)∥∥1/2H 0,−1/2∥∥∇hw(t)∥∥3/2H 0,−1/2
 C
νh
∥∥u(t)∥∥2
H 0,s
∥∥∇hu(t)∥∥2H 0,s∥∥w(t)∥∥2H 0,−1/2 + νh10∥∥∇hw(t)∥∥2H 0,−1/2 ,
respectivement,
∥∥∇hu(t)∥∥H 0,s∥∥w(t)∥∥H 0,−1/2∥∥∇hw(t)∥∥H 0,−1/2
 C
νh
∥∥∇hu(t)∥∥2H 0,s∥∥w(t)∥∥2H 0,−1/2 + νh10∥∥∇hw(t)∥∥2H 0,−1/2 ,
d’où à l’aide du lemme de Gronwall,
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∥∥w(t)∥∥2 + ν t∫ ∥∥∇ w(τ)∥∥2 dτ
H 0,−1/2 h
0
h H 0,−1/2
 C
(∥∥w(0)∥∥2
H 0,−1/2 +
t∫
0
∥∥f˜ (τ )∥∥2
H−1,−1/2 dτ +
t∫
0
∥∥f (τ)‖H 0,−1/2 dτ
)
× exp
( t∫
0
(
1+ ∥∥u(τ)∥∥2
H 0,s
)∥∥∇hu(τ )∥∥2H 0,s dτ +
t∫
0
∥∥f (τ)∥∥
H 0,−1/2 dτ
)
.
La Proposition 3.2 est démontrée.
6.3. L’estimation pour la partie résonante
Les propriétés particulières de la forme quadratique Q sont dues à son domaine de
sommation dans l’espace de Fourier, l’ensemble de résonances K . Il s’agit du fait suivant :
Remarque 6.3. Soient (k′, n) fixés dans Z2 ×Z3 avec n3 = 0. Alors, il existe tout au plus
huit k3 tel que (k, n− k,n) ∈K , où k := (k′, k3).
En effet, si (k, n− k,n) ∈K alors (k, n) vérifie la relation :(
kˇ23 |nˇ|2
∣∣nˇ− kˇ∣∣2 + (nˇ3 − kˇ3)2∣∣kˇ∣∣2|nˇ|2 − nˇ3∣∣kˇ∣∣2∣∣nˇ− kˇ∣∣2)2 = 4kˇ23(nˇ3 − kˇ3)2∣∣nˇ− kˇ∣∣2|nˇ|4∣∣kˇ∣∣2.
Donc, kˇ3 est racine d’un polynôme de degré 8 dont les coefficients dépendent de kˇ′ et nˇ.
Le coefficient dominant de ce polynôme est −nˇ23(3nˇ23 + 4|nˇ′|2) non nul pour n3 = 0.
La Remarque 6.3, sera utilisée fréquemment dans les démonstrations. Une étude dé-
taillée de la géométrie de l’ensemble de résonances est faite dans [2]. La Remarque 6.3 a
été utilisée dans [2] pour montrer que les lois de produit entre les fonctions tridimension-
nelles avec les variables de Fourier restreintes à l’ensemble de résonances K ∩ {n3 = 0}
sont semblables à des lois de produit de type bidimensionnelles.
On peut ainsi envisager d’utiliser le fait général suivant : considérons A et B deux
ensembles dans Zd avec la propriété que pour x ∈ Zd fixé,
#{y ∈ B | x − y ∈A}N0.
Alors, pour toute fonction f et g appartenant à L2(T d) telle que
supp fˆ ⊂A et supp gˆ ⊂ B,
on a fg ∈L2(T d) et
‖fg‖L2(T d ) N1/20
∣∣T d ∣∣−1/2‖f ‖L2(T d )‖g‖L2(T d ). (69)
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L’estimation (69), nous donne une amelioration de plus de d/2 dérivées par rapport à
l’estimation classique,
‖fg‖H−d/2−η(T d )  C‖fg‖L1(T d )  C‖f ‖L2(T d )‖g‖L2(T d ).
La démonstration de l’inégalité (69) est simple. Nous allons obtenir à partir de ces faits,
des propriétés meilleures pour le système limite (S) que pour l’équation de Navier–Stokes
tridimensionnelle.
Le but de cette section est de démontrer l’estimation donnée dans le Lemme 3.1, que
l’on rappelle ci-dessous sous une forme équivalente.
Pour tout s > 0, il existe une constante C et une suite sommable bq(t) qui vérifie
que
∑
q bq(t) 1, telle qu’on ait :
∣∣(vqQ(u,u)(t)|vqu(t))L2∣∣ 2−2qsbq(t) C√a3 (∥∥∇hu(t)∥∥L2∥∥u(t)∥∥H 0,s∥∥∇hu(t)∥∥H 0,s
+ ∥∥u(t)∥∥1/2
L2
∥∥∇hu(t)∥∥1/2L2 ∥∥u(t)∥∥1/2H 0,s∥∥∇hu(t)∥∥3/2H 0,s ), (70)
où u est un champ de moyennes horizontale et verticale nulle. Ensuite, nous montrons
les modifications à faire pour obtenir les Lemmes 3.2 et 3.3. La démonstration de
l’inégalité (70) s’appuie sur le lemme suivant :
Lemme 6.4. Soient a ∈ H 1/2,0(T 3), b ∈ H 1/2,0(T 3) et c ∈ L2(T 3) champs de vecteurs
de moyenne nulle sur le tore. Alors, il existe une constante C qui ne dépend que de a1/a2
telle qu’on ait :∣∣∣∣ ∑
(k,n)∈K∗
aˆkbˆn−kcˆn
∣∣∣∣ C√a3 ‖a‖H 1/2,0(T 3)‖b‖H 1/2,0(T 3)‖c‖L2(T 3), (71)
où K∗ est l’ensemble K ∩ {n3 = 0}.
Remarque 6.4. Dans ce lemme, un rôle essentiel est joué par les propriétés particulières du
domaine de sommation K∗ =K ∩ {(k, n) ∈ Z6 | n3 = 0}. En effet, si on fait la sommation
sur (k, n) ∈ Z3 ×Z3 on a :∣∣∣∣ ∑
(k,n)∈Z6
aˆkbˆn−kcˆn
∣∣∣∣= (ab|c)L2(T 3)  ‖ab‖L2(T 3)‖c‖L2(T 3).
D’autre part, en utilisant les lois de produit dans les espaces de Sobolev sur la variable
horizontale, on obtient :
‖ab‖L2  C
∥∥∥∥a(·, x3)∥∥H 1/2h ∥∥b(·, x3)∥∥H 1/2h ∥∥L2v  C‖a‖L∞v (H 1/2h )‖b‖L2v(H 1/2h ).
En tenant aussi compte de l’injection de Sobolev H 1/2,s(T 3) ↪→ L∞v (H 1/2h ) lorsque
s > 1/2 on peut écrire :
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(k,n)∈Z6
Donc, dans l’énoncé de ce lemme, on gagne plus d’une demi-dérivée sur la variable
verticale, et rien d’autre que les lois de produit classique dans la variable horizontale.
Démonstration du Lemme 6.4. Pour faciliter la démonstration, on suppose initialement
qu’on opère sur le tore [0,2π)3. Nous avons :
IK∗ :=
∣∣∣∣ ∑
(k,n)∈K∗
aˆkbˆn−kcˆn
∣∣∣∣ ∑
(k′,n)∈Z2×Z3
∑
k3 tel que
(k,n)∈K∗
|aˆkbˆn−kcˆn|

∑
(k′,n)
|cˆn|
∑
k3 tel que
(k,n)∈K∗
|aˆk||bˆn−k|. (72)
Par l’inégalité de Cauchy–Schwarz, on a :
∑
k3 tel que
(k,n)∈K∗
|aˆk||bˆn−k|
( ∑
k3 tel que
(k,n)∈K∗
|aˆk|2|bˆn−k|2
)1/2( ∑
k3 tel que
(k,n)∈K∗
1
)1/2
.
En tenant compte que pour k′ et n fixés, avec n3 = 0, on a moins de huit k3 tels
que (k, n) ∈K∗, on obtient :
∑
k3 tel que
(k,n)∈K∗
|aˆk||bˆn−k|
√
8
( ∑
k3 tel que
(k,n)∈K∗
|aˆk|2|bˆn−k|2
)1/2
. (73)
En utilisant la majoration (73) dans l’estimation (72) on obtient l’inégalité :
IK∗ 
√
8
∑
k′,n′
∑
n3
|cˆn| ·
(∑
k3
|aˆk|2|bˆn−k|2
)1/2
.
On utilise à nouveau l’inégalité de Cauchy–Schwarz pour dire que
∑
n3
|cˆn|
(∑
k3
|aˆk|2|bˆn−k|2
)1/2

(∑
n3
|cˆn|2
)1/2(∑
n3
∑
k3
|aˆk|2|bˆn−k|2
)1/2
.
On a obtenu ainsi
IK∗ 
√
8
∑
(k′,n′)∈Z2×Z2
(∑
n3
|cˆn|2
)1/2(∑
p3
|bˆn′−k′,p3 |2
)1/2(∑
k3
|aˆk|2
)1/2
. (74)
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On note para˜n′ =
(∑
n3
|aˆn|2
)1/2
, b˜n′ =
(∑
n3
|bˆn|2
)1/2
, c˜n′ =
(∑
n3
|cˆn|2
)1/2
,
et on considère les distributions définies sur [0,2π)2 :
a˜(x ′)=
∑
n′∈Z2
a˜n′e
in′·x ′, b˜(x ′)=
∑
n′∈Z2
b˜n′e
in′·x ′, c˜(x ′)=
∑
n′∈Z2
c˜n′e
in′·x ′ .
L’inégalité (74) et les lois de produit classiques dans les espaces de Sobolev sur la variable
horizontale nous donnent :
IK∗ 
∑
(k′,n′)∈Z2×Z2
|a˜k′ · b˜n′−k′ · c˜n′ | = (a˜b˜|c˜)L2(T 2h )  ‖a˜ · b˜‖L2(T 2h )‖c˜‖L2(T 2h )
 C‖a˜‖H 1/2(T 2h )‖b˜‖H 1/2(T 2h )‖c˜‖L2(T 2h ).
Puisque ‖a˜‖H 1/2(T 2h ) = ‖a‖H 1/2,0(T 3), ‖b˜‖H 1/2(T 2h ) = ‖b‖H 1/2,0(T 3) et ‖c˜‖H 1/2(T 2h ) =‖c‖H 1/2,0(T 3) on peut conclure la démonstration du Lemme 6.4 dans le cas où le
tore est [0,2π)3. Pour le cas d’un tore quelconque T 3 = ∏3i=1[0,2πai) on utilise la
transformation :
v˜(x1, x2, x3) := v(a1x1, a2x2, a3x3).
Évidemment, si v ∈L2(∏3i=1[0,2πai)) alors on a v˜ ∈ L2([0,2π)3), avec
‖v˜‖L2([0,2π)3) =
1√
a1a2a3
‖v‖
L2(
∏3
i=1[0,2πai)).
On obtient ainsi la constante de la forme C/√a3 avec C = max{a2/a1, a1/a2} ; ce qui
achève la démonstration du Lemme 6.4. ✷
Passons maintenant à la démonstration de l’inégalité (70). Notons d’abord uε(t) =
L(t/ε)u. Par définition de Q nous avons :
(vqQ(u,u)|vqu)L2 = limε→0(vqQε(u,u)|vqu)L2,
= lim
ε→0
(vq(uε∇uε)|vquε)L2 = Ih(u)+ I v(u),
où on a noté :
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Ih(u)= lim
ε→0
(vq(uεh · ∇huε)|vquε)L2,
I v(u)= lim
ε→0
(vq(uε3 · ∂3uε)|vquε)L2 .
Estimons d’abord Ih(u). Ce terme est égal à
Ih(u)= Ih1 (u)+ Ih2 (u),
avec les notations :
Ih1 (u)= lim
ε→0
∑
|q−q ′|4
((
Svq ′−1u
ε
h
) · vq ′(∇huε)|vquε)L2 et
Ih2 (u)= lim
ε→0
∑
q ′q−4
((
Svq ′+1∇huε
) · vq ′uε|vquε)L2 .
Par passage à la limite en ε et en utilisant le théorème de la phase non-stationaire, les
termes I 1h (u) et I
h
2 (u) deviennent :
Ih1 (u)=
∑
|q−q ′|4
∑
(k,n)∈K∗
(
Ŝv
q ′−1u(k)
)a · ( ̂v
q ′(∇hu)(n− k)
)b,c · (̂vqu(n))c
et
Ih2 (u)=
∑
q ′q−4
∑
(k,n)∈K∗
(
̂Sv
q ′+1∇hu(k)
)a · (̂v
q ′u(n− k)
)b,c · (̂vqu(n))c.
Notons au passage que le champ u est supposé de moyenne verticale nulle, ce qui nous
dit en particulier que n3 = 0 dans la sommation. En utilisant maintenant le Lemme 6.4, on
peut déduire les estimations :
Ih1 (u)
∑
|q−q ′|4
C√
a3
∥∥Svq ′−1u(t)∥∥H 1/2,0∥∥∇hvq ′u(t)∥∥L2∥∥vqu(t)∥∥H 1/2,0
 2−2qscq(t)
C√
a3
∥∥u(t)∥∥
H 1/2,0
∥∥∇hu(t)∥∥H 0,s∥∥u(t)∥∥H 1/2,s , (75)
respectivement :
Ih2 (u)
C√
a3
∑
q ′q−4
∥∥Svq ′+1∇hu(t)∥∥L2∥∥vq ′u(t)∥∥H 1/2,0∥∥vqu(t)∥∥H 1/2,0
 C√
a3
∥∥∇hu(t)∥∥L2 ∑
q ′q−4
∥∥vq ′u(t)∥∥H 1/2,0∥∥vqu(t)∥∥H 1/2,0 . (76)
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Puisque u(t) est un champ de moyenne horizontale nulle, la démonstration du Lemme 2.2
.nous donne : ∥∥vqu(t)∥∥H 1/2,0 C∥∥vqu(t)∥∥1/2L2 ∥∥vq∇hu(t)∥∥1/2L2 . (77)
En particulier, si u(t) est de moyenne horizontale nulle, on a :
∥∥u(t)∥∥
H 1/2,0  C
∥∥u(t)∥∥1/2
L2
∥∥∇hu(t)∥∥1/2L2 . (78)
Comme u(t) appartient à l’espace H 0,s et ∇hu(t) ∈H 0,s , on a :∥∥vqu(t)∥∥L2(T 3)  C2−qscq(t)∥∥u(t)∥∥H 0,s (T 3),
respectivement : ∥∥vq∇hu(t)∥∥L2(T 3)  C2−qscq(t)∥∥∇hu(t)∥∥H 0,s (T 3).
En particulier, d’après (77) on a :
∥∥vqu(t)∥∥H 1/2,0  C2−qscq(t)∥∥u(t)∥∥1/2H 0,s∥∥∇hu(t)∥∥1/2H 0,s . (79)
D’où, si u(t) est de moyenne horizontale nulle, alors on a :
∥∥u(t)∥∥
H 1/2,s C
∥∥u(t)∥∥1/2
H 0,s
∥∥∇hu(t)∥∥1/2H 0,s . (80)
Par conséquent, lorsque s > 0 on obtient :∑
q ′>q−4
∥∥vq ′u(t)∥∥H 1/2,0  C2−qs c¯q(t)∥∥u(t)∥∥1/2H 0,s∥∥∇hu(t)∥∥1/2H 0,s , (81)
où on a noté par c¯q(t) la suite de carré sommable donnée par c¯q (t)=∑q ′>q−4 2s(q−q ′)cq ′(t)
En utilisant les inégalités (79) et (81) dans l’estimation (77) on obtient :
Ih2 (u)
C√
a3
2−2qsbq(t)
∥∥∇hu(t)∥∥L2∥∥u(t)∥∥H 0,s∥∥∇hu(t)∥∥H 0,s . (82)
D’autre part, les relations (78) et (80) utilisées dans l’inégalité (75) nous donnent
l’estimation :
Ih1 (u)
C√
a3
2−2qsbq(t)
∥∥u(t)∥∥1/2
L2
∥∥∇hu(t)∥∥1/2L2 ∥∥u(t)∥∥1/2H 0,s∥∥∇hu(t)∥∥3/2H 0,s . (83)
On a obtenu finalement la majoration :
M. Paicu / J. Math. Pures Appl. 83 (2004) 163–242 227
Ih(u) C√
a
2−2qsbq(t)
(∥∥∇hu(t)∥∥L2∥∥u(t)∥∥H 0,s∥∥∇hu(t)∥∥H 0,s3
+ ∥∥u(t)∥∥1/2
L2
∥∥∇hu(t)∥∥1/2L2 ∥∥u(t)∥∥1/2H 0,s∥∥∇hu(t)∥∥3/2H 0,s ). (84)
Pour estimer le terme I v(u) on fait appel aux méthodes données dans [7] qui ont permis
d’estimer des termes du type (a3∂3b|b)H 0,s avec a de divergence nulle. Nous avons ainsi
la décomposition dans la somme suivante I v(u)=∑4i=1 I vi (u), avec
I v1 (u)= lim
ε→0
(
Svq−1u
ε
3∂3vquε|vquε
)
L2,
I v2 (u)= lim
ε→0
∑
|q ′−q|4
([vq;Svq ′−1uε3]∂3vq ′uε|vquε)L2,
I v3 (u)= lim
ε→0
∑
|q ′−q|4
((
Svq−1u
ε
3 − Svq ′−1uε3
)
∂3vqvq ′uε|vquε
)
L2,
I v4 (u)= lim
ε→0
∑
q ′q−4
(vq(Svq ′+1(∂3uε)vq ′uε3)|vquε)L2 .
Soulignons qu’on va commuter d’abord la dérivée ∂3 avec la composante uε3, ensuite on
va passer à la limite en ε puis on utilise le Lemme 6.4 pour obtenir les estimations. Pour
le premier terme, on fait une intégration par parties dans la variable verticale et on tient
compte du fait que ∂3uε3 =−divuεh. On obtient ainsi :
I v1 (u)=
1
2
(
Svq−1
(
divh uεh
)vquε|vquε)L2 .
Par passage à la limite en ε ce terme est égal à
I v1 (u)=
∑
(k,n)∈K∗
1
2
(
̂Svq−1 divh u
)a
(k) · (̂vqu)b,c(n− k) · (̂vqu)c(n).
À l’aide du Lemme 6.4 et puisque u(t) est de moyenne horizontale nulle, on obtient
facilement la majoration :
I v1 (u)
C√
a3
‖∇hu‖L2
∥∥vqu∥∥2H 1/2,0  C√a3 ‖∇hu‖L2∥∥vqu∥∥L2∥∥∇hvqu∥∥L2
 C√
a3
2−2qsbq‖∇hu‖L2‖u‖H 0,s ‖∇hu‖H 0,s . (85)
Pour le deuxième terme I v2 (u), on exprime le commutateur comme suit,
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I v2 (u)= lim
ε→0
∑ ∫ ∫
h˜(2qy3)
(
Svq ′−1∂3u
ε
3
)(
xh;x3 + τ (x3 − y3)
)
|q−q ′|4T 3 Tv×[0,1]
× ∂3vq ′uε(xh;x3 − y3) · vquε(x)dy3 dτ dxh dx3
avec h˜(z)= zh(z) et h=F−1ϕ. En passant à la limite en ε, ce terme devient :
I v2 (u)=
∑
|q−q ′|4
∫
Tv×[0,1]
∑
(k,n)∈K∗
h˜
(
2qy3
)F(Svq ′−1∂3u3(xh;x3 + τ (x3 − y3)))(k)
×F(∂3vq ′u(xh;x3 − y3))(n− k) · ̂vqu(n)dy3 dτ.
En appliquant le Lemme 6.4 on obtient l’estimation :
I v2 (u)
C√
a3
∑
|q−q ′|4
∫
Tv×[0,1]
h˜
(
2qy3
)∥∥Svq ′−1∂3u3(xh;x3 + τ (x3 − y3))∥∥L2
× ∥∥∂3vq ′u(xh;x3 − y3)∥∥H 1/2,0∥∥vqu∥∥H 1/2,0 dy3 dτ.
Par des calculs évidents et en utilisant compte du fait que ∂3u3 =−divh uh on obtient :
I v2 (u)
C√
a3
∑
|q−q ′|4
2−q‖∇hu‖L2
∥∥∂3vq ′u∥∥H 1/2,0∥∥vqu∥∥H 1/2,0
 C√
a3
2−2qsbq‖∇hu‖L2‖u‖2H 1/2,s .
Puisque u est champ de moyenne horizontale nulle, on a :
‖u‖2
H 1/2,s  C‖u‖H 0,s ‖∇hu‖H 0,s .
On obtient finalement
I v2 (u)
C√
a3
2−2qsbq‖∇hu‖L2‖u‖H 0,s ‖∇hu‖H 0,s . (86)
Pour le terme I v3 (u) on passe directement à la limite en ε et on applique le Lemme 6.4 pour
obtenir :
I v3 (u)=
∑
|q−q ′|4
∑
(k,n)∈K∗
(
Ŝvq−1u3(k)− Ŝvq ′−1u3(k)
) · ̂∂3vqvq ′u(n− k) · ̂vqu(n)
 C√
a3
∥∥(Svq−1u3 − Svq ′−1u3)∥∥L2∥∥∂3vqvq ′u∥∥H 1/2,0∥∥vqu∥∥H 1/2,0 . (87)
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Puisque (Svq−1u3 − Svq ′−1u3) avec |q − q ′| 1 a le support de la transformation de Fourier
qinclus dans une couronne de taille 2 , on a :∥∥Svq−1u3 − Svq ′−1u3∥∥L2  C2−q∥∥∂3(Svq−1u3 − Svq ′−1u3)∥∥L2 .
La condition de divergence nulle sur u nous donne ∂3u3 =−divh uh et donc on obtient :∥∥Svq−1u3 − Svq ′−1u3∥∥L2  C2−q‖∇hu‖L2 . (88)
Il est facile de montrer la majoration∥∥∂3vqvq ′u∥∥H 1/2,0  C2q∥∥vqu∥∥H 1/2,0 .
Puisque u est de moyenne horizontale nulle, on a :∥∥vqu∥∥H 1/2,0  C∥∥vqu∥∥1/2L2 ∥∥vq∇hu∥∥1/2L2  C2−qscq‖u‖1/2H 0,s ‖∇hu‖1/2H 0,s .
On obtient alors :∥∥∂3vqvq ′u∥∥H 1/2,0∥∥vqu∥∥H 1/2,0 C2q2−2qsbq‖u‖H 0,s ‖∇hu‖H 0,s . (89)
En utilisant les estimations (88) et (89), on obtient :
I v3 (u) C2−2qsbq‖∇hu‖L2‖u‖H 0,s ‖∇hu‖H 0,s . (90)
Pour le dernier terme I v4 (u) on peut écrire :
I v4 (u)=
∑
q ′q−4
∑
(k,n)∈K∗
̂Sv
q ′+1(∂3u)(k) · ̂vq ′u3(n− k) · ̂vqu(n).
On applique le Lemme 6.4 pour obtenir
I v4 (u)
C√
a3
∑
q ′>q−4
∥∥Svq ′+1(∂3u)∥∥H 1/2,0∥∥vqu3∥∥L2∥∥vqu∥∥H 1/2,0 .
On a les inégalités :∥∥vqu∥∥H 1/2,0  C∥∥vqu∥∥1/2L2 ∥∥vq∇hu∥∥L2  2−qscq‖u‖1/2H 0,s ‖∇hu‖1/2H 0,s ,∥∥Svq ′+1∂3u∥∥H 1/2,0  C2q ′‖u‖H 1/2,0  C2q ′ ‖u‖1/2L2 ‖∇hu‖1/2L2 ,
respectivement, pour tout q  0,∥∥vq ′u3∥∥L2  C2−q ′∥∥vq ′∂3u3∥∥L2  C2−q2−q ′scq ′‖∇hu‖H 0,s .
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On obtient ainsi la majoration :I v4 (u)
C√
a3
2−2qsbq‖u‖1/2L2 ‖∇hu‖
1/2
L2
‖u‖1/2
H 0,s
‖∇hu‖3/2H 0,s . (91)
En sommant les estimations (85), (86), (90) et (91) on obtient finalement :
I v(u) C√
a3
(‖∇hu‖L2‖u‖H 0,s ‖∇hu‖H 0,s + ‖u‖1/2L2 ‖u‖1/2L2 ‖u‖1/2H 0,s ‖∇hu‖3/2H 0,s ). (92)
En sommant les estimations (84) et (92) on achève la démonstration du Lemme 3.1. Pour
démontrer les Lemmes 3.2 et 3.3 on décompose le champ u dans u = u + u˜. En tenant
compte du fait que Q( u,u ) = 0, on estime les termes (Q(u˜, u˜)|u˜)H 0,s , (Q( u, u˜)|u˜)H 0,s
et le terme (Q(u˜, u˜)|u )H 0,s . On va expliquer sur un seul terme comment on arrive à avoir
le Lemme 3.2. Dans la décomposition de Bony du terme (vqQ( u, u˜)|vq u˜)L2 , on estime
entre autres la quantité
Iq,q ′(t) :=
∫
vqQ
(
Svq ′−1u(t, x3),vq ′ u˜(t, x)
) · vq u˜(x)dx.
Des inégalités évidentes et le Lemme 6.4 nous conduisent à la majoration :
Iq,q ′(t)
C√
a3
∥∥u(t)∥∥
L2v
∥∥vq ′∇hu˜(t)∥∥L2(T 3)∥∥vq u˜(t)∥∥L2(T 3). (93)
Comme u˜(t, x) est un champ de moyenne horizontale nulle, on a :∥∥u˜(t)∥∥
L2(T 3) max{a1, a2}
∥∥∇hu˜(t)∥∥L2(T 3).
On utilise aussi la majoration :
∥∥u(t)∥∥
L2v
 C√
a1a2
∥∥u(t)∥∥
L2(T 3).
L’estimation (93) nous donne alors,
Iq,q ′(t)
C√
a3
max{a1, a2}√
a1a2
∥∥u(t)∥∥
L2v
∥∥vq ′∇hu˜(t)∥∥L2(T 3)∥∥vq∇hu˜(t)∥∥L2(T 3)
 C√
a3
2−q ′s2−qsbq(t)
∥∥u(t)∥∥
L2
∥∥∇hu(t)∥∥2H 0,s . (94)
En utilisant l’estimation (94) on obtient finalement le Lemme 3.2. Par ailleurs, si on utilise
directement l’estimation (93) et on tient compte du fait que
∥∥u(t)∥∥
L2(T 3) 
C√
a1a2
∥∥u(t)∥∥
L2(T 3),
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on obtient,Iq,q ′(t)
C
a3
√
a3
2−q ′s2−qsbq(t)
∥∥u(t)∥∥
L2v
∥∥∇hu(t)∥∥H 0,s (T 3)∥∥u(t)∥∥H 0,s (T 3). (95)
En faisant les estimations dans la manière de la relation (95) on obtient finalement le
Lemme 3.3.
7. Démonstrations sur la forme quadratique limite
Pour décrire en détail la forme quadratique limite, introduisons l’ensemble des
résonances, domaine de sommation de Q en variable de Fourier. On utilise dans la suite
les notations introduites dans [1] et [2] :
K =
{
(k,m,n)
∣∣∣ kˇ3|kˇ| ± mˇ3|mˇ| ± nˇ3|nˇ| = 0 avec k +m= n
}
.
Nous avons K =K1 ∪K2 ∪K3 ∪K4, où
K1 =
{
(k,m,n)
∣∣∣ kˇ3|kˇ| + mˇ3|mˇ| = nˇ3|nˇ| avec k +m= n
}
,
K2 =
{
(k,m,n)
∣∣∣ kˇ3|kˇ| − mˇ3|mˇ| = nˇ3|nˇ| avec k +m= n
}
,
K3 =
{
(k,m,n)
∣∣∣− kˇ3|kˇ| + mˇ3|mˇ| = nˇ3|nˇ| avec k +m= n
}
,
K4 =
{
(k,m,n)
∣∣∣− kˇ3|kˇ| − mˇ3|mˇ| = nˇ3|nˇ| avec k +m= n
}
.
La structure algébrique de la forme quadratique est donnée ci-dessous (voir [2]) :
FQ(u,u)(n)= iPn
∑
(k,m,n)∈K
(
αk,m,nuˆk × (mˇ× uˆm)− βk,m,n |mˇ||kˇ|
(
kˇ× uˆk
)× uˆm
+ γk,m,n |mˇ||nˇ| nˇ× (uˆk × uˆm)− δk,m,n
1
|nˇ||kˇ| nˇ×
((
kˇ× uˆk
)× (mˇ× uˆm))),
(96)
où les uˆk sont les coefficients de Fourier de u, et αk,m,n, βk,m,n, γk,m,n, δk,m,n sont donnés
dans [2].
Nous donnons ci-après, d’autres propriétés particulières de Q. Puisqu’un problème
important dans notre étude est la propagation de la moyenne horizontale pour le système
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limite (propriété qui n’est pas valable pour l’équation de Navier–Stokes ou pour les fluides
tournants), nous allons démontrer le résultat suivant :
Proposition 7.1. Soit T 3 =∏3i=1[0,2πai) vérifiant la condition (P).
Soit a champ qui ne dépend pas de la variable horizontale et b champ de divergence et
de moyenne verticale nulle. Alors,
2πa1∫
0
2πa2∫
0
Q(b, b)dx1 dx2 = 0 (97)
et pour tout s réel on a :
(Q(a, b)|∂s3b)L2 = 0. (98)
Remarque 7.1. Ces propriétés (97) et (98) sont très importantes dans la démonstration
de l’existence globale de la solution du système limite, avec des normes bornées en
temps, lorsque le tore vérifie la condition (P). La relation (97) nous implique directement
l’existence globale avec des régularités globales en temps, lorsque la donnée initiale est de
moyenne horizontale nulle. Afin de n’imposer aucune condition sur le champ de vecteurs
initial, on a besoin aussi de la relation (98).
Remarque 7.2. Si ai/aj ∈Q, nous obtenons des résultats meilleurs. Nous avons :∫
Q(a, b)dxh= 0 pour a et b champs de moyenne verticale nulle
et
Q( a, b)= 0 pour a champ qui ne dépend pas de la variable
horizontale, et b champ de moyenne verticale nulle.
Démontrons d’abord cette remarque. Il suffit d’observer que
2πa1∫
0
2πa2∫
0
Q(a, b)dxh=
∑
n3
FQ(a, b)(0, n3)ein3x3 .
Nous avons FQ(a, b)(0, n3)=∑k∈K∗
(0,n3)
|k+m=(0,n3) n3aˆ(k)bˆ(m), où
K∗n =
{
k
∣∣∣ kˇ3|kˇ| ± mˇ3|mˇ| ± nˇ3|nˇ| = 0, m+ k = n
}
.
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On va démontrer que pour n′ = (0,0) et n3 = 0 l’ensemble K∗n est vide, donc
FQ(a, b)(0, n3)= 0. En effet, il suffit de démontrer que l’équation,
kˇ3
|kˇ| ±
mˇ3
|mˇ| ± 1 = 0 avec k +m= (0,0, n3),
n’a pas de solutions. Par l’absurde, si on note λ = kˇ21 + kˇ22 , on a que λ, k3,m3 vérifie
l’équation : (
λ2 − k23m23
)2 = 4k23m23(λ+ k23)(λ+m23).
On a λ ∈ Q, k3 ∈ Z et m3 ∈ Z. Puisque les racines d’un polynôme unitaire de Z[X] sont
soit irrationnelles, soit entières, on en déduit que λ ∈ N. Comme nous allons le démontrer
dans l’appendice, cette équation admet comme solutions (0,0,p), (0,p,0) et (3p2,p,p)
avec p ∈ N. Observons que λ= 3n2 = k21(a3/a1)2 + k22(a3/a2)2 n’admet pas de solutions
non-triviales, lorsque (ai/aj ) ∈Q. Donc la seule possibilité est k =m= n= 0 alors, on a
seulement un terme qui contient par exemple aˆ(0)= 0 qui est nul. Aussi pour les solutions
(0,0,p) et (0,p,0), on a λ = 0 et donc k1 = m1 = k2 = m2 = 0 et m3 = 0 ou k3 = 0.
Donc, soit k = 0, soit m= 0.
On a aussi la proprieté suivante : si a est champ de vecteurs régulier qui ne dépend pas
de la variable horizontale, et b champ de vecteurs régulier, alors Q(a, b)= 0.
Pour voir cela, remarquons d’abord que Fa(n)= 0 pour |n′| = 0. Nous avons ainsi :
FQ(a, b)(n)=
∑
k∈K∗n
n
(
aˆ(k)bˆ(n− k))= ∑
(0,0,k3)∈K∗n
naˆ(0,0, k3)bˆ(n− k).
Nous allons voir qu’il n’existe pas k3 = 0 tel que (0,0, k3) ∈K∗n . En effet, il faudrait avoir
±1± mˇ3/|mˇ| ± nˇ3/|nˇ| = 0 avec m′ = n′, or cette équation n’a pas de solution comme on
va le voir plus bas et dans l’Annexe A. Il nous reste donc dans la somme les termes qui
contiennent aˆ(0) nul, car
∫
a = 0.
Démonstration de la Proposition 7.1. Pour le premier point, écrivons :∫
Q(b, b)dxh=
∑
n3∈Z
FQ(b, b)(0,0, n3)einˇ3x3 .
Soit d’abord (k,m,n) ∈K , avec n= (0,0, n3), n3 = 0. Comme b est de moyenne verticale
nulle, on peut supposer k3 = 0 et m3 = 0. Alors, on a :
kˇ3
|kˇ| ±
mˇ3
|mˇ| ± 1= 0.
Comme k′ +m′ = 0, notons λ= k21/(a1/a3)2 + k22/(a2/a3)2, solution de l’équation :(
λ2 − k23m23
)2 = 4k23m23(λ+ k23)(λ+m23).
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On va démontrer dans l’annexe la proposition suivante (voir la Proposition 7.2) :Proposition. Soient λ, k et m trois nombres entiers naturels solutions de l’équation
diophantienne (100). Alors, les seules solutions possibles de cette équation sont (0, n,0) ;
(0,0, n) et (3n2, n,n) avec n ∈N.
Comme (ai/aj )2 ∈Q, on a λ ∈Q, et comme λ est solution de l’équation de ci-dessus,
on a λ ∈ Z, on a donc comme solutions dans N de cette équation la famille (3p2,p,p)
avec p ∈N. Remarquons aussi qu’il faut avoir k3 =m3, si non, k3 =−m3 et donc n3 = 0,
ce qui n’est pas possible. Comme k′ +m′ = 0, on a |kˇ| = |mˇ| et kˇ3/|kˇ| = mˇ3/|mˇ|, donc,
dans le domaine de sommation de Q en variable de Fourier, K =K1 ∪K2 ∪K3 ∪K4, on
a que les ensembles K2 et K3 sont vides. Nous obtenons ainsi (voir l’article [2]) :
FQ(u,u)(n)= iPn
∑
(k,m,n)∈K1∪K4
(
αk,m,nuˆk × (mˇ× uˆm)− βk,m,n |mˇ||kˇ|
(
kˇ× uˆk
)× uˆm
+ γk,m,n |mˇ||nˇ| nˇ× (uˆk × uˆm)− δk,m,n
1
|nˇ||kˇ| nˇ×
((
kˇ× uˆk
)× (mˇ× uˆm))).
Remarquons que K1 et K4 sont invariants si l’on échange k et m. En utilisant cette
symétrie du domaine de sommation et les valeurs des coefficients αk,m,n, βk,m,n et γk,m,n,
on obtient :
FQ(u,u)(n)= i
2
Pn
∑
(k,m,n)∈K1∪K4
(
αk,m,n
(
1− |kˇ||mˇ|
)
uˆk × (mˇ× uˆm)
− βk,m,n
(
1− |mˇ||kˇ|
)(
kˇ× uˆk
)× uˆm + γk,m,n (|mˇ| − |kˇ|)|nˇ| nˇ× (uˆk × uˆm)
− δk,m,n 1|nˇ|
(
1
|kˇ| −
1
|mˇ|
)
nˇ× ((kˇ× uˆk)× (mˇ× uˆm))),
égal à zéro car |kˇ| = |mˇ|.
Pour la deuxième partie de la proposition, nous utilisons l’antisymétrie de Q. Nous
avons :(Q( a, b)|b)
L2 =−
(
a|Q(b, b))
L2 =−
∫
a(x3)
(∫
Q(b(xh, x3), b(xh, x3))dxh)dx3 = 0,
car
∫ Q(b, b)dxh= 0.
Démontrons à présent la relation (98) de la Proposition 7.1. Commençons par la
rappeller ici : pour tout s réel, on a(Q( a, b)|∂2s3 b)L2 = 0.
En effet, en variable de Fourier, ce terme s’écrit :
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I := (Q(a, b)|∂2s3 b)L2 = ∑ nˇ2s3 FQ( a, b)(n)bˆ(n).
n∈Z3
D’autre part, vu le domaine de sommation de la forme quadratiqueQ, on a :
I =
∑
n∈Z3
∑
(k,m,n)∈K
nˇ2s3
(
aˆ(k) ·mbˆ(m))(n)bˆ(n).
Puisque aˆ(k) = 0 lorsque k3 = 0 ou k′ = 0, on obtient que le domaine de sommation en
variable de Fourier pour le terme I est formé par K ∩ {((0, k3),m,n) | k3 = 0}. Si on
note alors λ = mˇ21 + m22 on obtient que λ, k3,m3 vérifient l’Éq. (100). Puisque le tore
satisfait la condition (P) on a soit le tore est non-résonant ce qui en particulier nous dit
directement que l’ensemble K ∩ {(k,m,n) | k3 = 0} est vide, soit on a (ai/aj )2 ∈Q pour
tous i = j . Dans la situation où (a1/a2)2 ∈Q et (a2/a3)2 ∈ Q on a λ ∈ Q et λ est racine
d’un pôlynome unitaire de Z[X], donc λ ∈ Z. Or, on sait par la résolution de l’Éq. (100)
qu’on a la solution k23 =m23. Donc, soit k3 =−m3, ce qui est nous implique n3 nul, donc
ce terme est nul dans la somme I , soit k3 =m3 et donc n3 = 2m3. Par conséquent,
I =
∑
n∈Z3
∑
(k,m,n)∈K
nˇ2s3
(
aˆ(k) ·mbˆ(m))(n)bˆ(n)
= 2s
∑
n∈Z3
∑
(k,m,n)∈K
(
aˆ(k) ·mms3bˆ(m)
)
(n)ns3bˆ(n)
= 2s(Q( a, ∂s3b)|∂s3b)L2 = 0.
Ce qui achève la démonstration de la Proposition 7.1. ✷
Lemme 7.1. Soit T 3 =∏3i=1[0,2πai), avec (a1, a2, a3) ∈R∗+.
Si a et b sont des champs qui ne dépendent pas de la variable horizontale, avec la
moyenne verticale nulle, alors on a,
Q( a, b )= 0.
En outre, si u¯ est un champ qui ne dépend que de la variable horizontale et qui est de
moyenne horizontale nulle et v est un champ qui dépend que de la variable verticale et qui
est de moyenne verticale nulle, alors on a,
Q(u¯, v )= 0.
Si u¯ ne dépend pas de la variable verticale, et v est un champ de moyenne verticale nulle,
alors, ∫
Q(u¯, v)dxh = 0. (99)
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Démonstration. La démonstration est facile, en effet, pour le premier point, écrivonsFQ( a, b )(n)=
∑
(k,m,n)∈K
n
(
aˆ(k)bˆ(m)
)
.
Puisqu’on a aˆ(k) = 0, pour |k′| = 0, et bˆ(m) = 0 pour |m′| = 0, alors FQ(n) = 0 pour
|n′| = 0. Nous avons :
FQ( a, b )(0, n3)=
∑
(0,k3),(0,m3),(0,n3)∈K
n
(
aˆ(0, k3)bˆ(0,m3)
)
.
Remarquons que FQ(0)= 0 et donc on peut considérer n3 = 0 et aussi k3 = 0 et m3 = 0,
parce qu’autrement on a dans la somme un terme qui contient aˆ(0) = ∫ a(x3)dx3 = 0.
Mais, alors, il faut qu’on ait kˇ3/|kˇ3| ± mˇ3/|mˇ3| ± nˇ3/|nˇ3| = 0, ou de manière équivalente
1± 1± 1 = 0, ce qui n’est évidemment pas possible.
Pour le deuxième point, on écrit de la même manière :∫
Q(u¯, v)dxh =
∑
n3∈Z
FQ(0,0, n3)einˇ3x3 .
On a
FQ(u¯, v)(0,0, n3)=
∑
(k,m,(0,0,n3))∈K
n
( ˆ¯u(k)vˆ(m))
avec n = (0,0, n3). Remarquons que ˆ¯u(k)= 0 pour k3 = 0. Donc, dans la somme il nous
reste les termes où ((k′,0),m, (0,0, n3)) ∈K , ce qui s’écrit :
mˇ3
|mˇ| ± 1 = 0.
Nous obtenons m′ = 0, donc k′ = 0 parce que k′ +m′ = n′ = 0. Nous avons ainsi dans la
somme seulement le terme qui contient ˆ¯u(0) qui est nul (tous les champs sont considérés
de moyenne nulle). ✷
Annexe A
Dans cette annexe, nous allons étudier l’équation diophantienne :
(
λ2 − k2m2)2 = 4k2m2(λ+ k2)(λ+m2), avec (λ, k,m) ∈N3. (100)
La résolution de cette équation dans Z qui s’inspire de [R. Todor, Communication
personnelle] est donnée dans la proposition suivante.
M. Paicu / J. Math. Pures Appl. 83 (2004) 163–242 237
Proposition 7.2. Soient λ, k et m trois nombres entiers naturels qui vérifient l’équation
diophantienne (100). Alors, les seules solutions possibles de cette équation sont (0, n,0) ;
(0,0, n) et (3n2, n,n) avec n ∈N.
Quelques observations élémentaires.
Tout d’abord, remarquons que la forme de l’Éq. (100) implique qu’il est nécessaire
d’avoir (λ + k2)(λ + m2) = a2 avec a ∈ N. La seule solution positive de cette équation
est :
λ= −k
2 −m2 +√(k2 −m2)2 + 4a2
2
. (101)
Puisque λ, k et m sont des nombres entiers, le discriminant de cette équation doit être un
carré parfait. Donc on a la relation
(
k2 −m2)2 + 4a2 = b2 avec b ∈N. (102)
Les solutions de cette équation pythagorienne sont bien connues. En effet, notons par d , le
plus grand diviseur commun de b et k2−m2 (on peut évidemment supposer k m). Alors,
les solutions de l’Éq. (102) sont données par :
{
a = dxy,
k2 −m2 = d(x2 − y2),
b= d(x2 + y2),
(103)
où x  y sont des nombres entiers naturels premiers entre eux. En utilisant (101) et les
relations (103) on obtient λ = dx2 − k2 = dy2 −m2. D’autre part, l’Éq. (100) implique
que λ vérifie λ2 − k2m2 =±2kmdxy . On retient finalement les relations suivantes :
λ= dx
2 − k2 = dy2 −m2,
λ2 + d2x2y2 = (km± dxy)2,
k2 −m2 = d(x2 − y2).
(104)
Première étape : Réduction du système (104).
En utilisant la relation k2 −m2 = d(x2 − y2) et en notant α = x − y , β = x + y ,
γ = k −m, δ = k +m, on obtient :
γ δ = dαβ
où α, β,γ, δ et d sont des entiers. Vu la relation λ= dx2 − k2 on en déduit que
λ= d(α + β)
2 − (δ+ γ )2
4
λ= d(α
2 + β2)− (δ2 + γ 2)
4
. (105)
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En remplaçant dans l’équation λ2 + d2x2y2 = (km± dxy)2, les valeurs k = (δ+ γ )/2,
m = (δ − γ )/2, x = (α + β)/2, y = (β − α)/2 et la valeur de λ donnée par (105), on
obtient les deux équations suivantes :(
d
(
α2 + β2)− δ2 − γ 2)2 + d2(β2 − α2)2 = (δ2 − γ 2 ± d(β2 − dα2))2.
Par des calculs évidents, ces deux équations sont équivalents aux deux équations
corespondants :
d2
(
β2 − α2)2 = 4(δ2 − dα2)(dβ2 − γ 2),
respectivement,
d2
(
β2 − α2)2 = 4(δ2 − dβ2)(dα2 − γ 2).
On va étudier seulement la première équation, puisque la deuxième est obtenue à partir de
la première équation en échangeant δ et γ .
La première équation devient :
d2(β2 − α2)2 = 4(dδ2β2 − d2α2β2 − δ2γ 2 + dα2γ 2). (106)
Comme γ δ = dαβ , on peut écrire γ 2δ2 + d2α2β2 = 2dαβγ δ. Par conséquent, la relation
(106) devient, après division par d ,
d(β2 − α2)2 = 4(δβ − αγ )2.
On en déduit que d est un carré parfait noté d = 	2 avec 	 ∈ N. Nous avons donc les
relations : {
	(β2 − α2)= 2(δβ − αγ ),
γ δ =	2αβ. (107)
Si on considère le cas limite β = α ou δ = γ , on obtient les solutions (λ, k,m)= (0, n,0)
respectivement (λ, k,m) = (0,0, n) avec n nombre entier naturel. D’autre part, si on
considère α = 0 ou γ = 0, on trouve aisément la solution (λ, k,m) = (3n2, n,n) avec
n ∈N .
On peut donc supposer dorénavant que β > α > 0 et δ > γ > 0. On obtient alors
qu’il n’était pas possible d’avoir 	(β2 − α2)= 2(αγ − βδ). Comme conclusion, on doit
démontrer que l’équation suivante,	(β
2 − α2)= 2(δβ − αγ ),
γ δ =	2αβ,
β > α > 0 et δ > γ > 0,
(108)
n’admet pas de solutions entières.
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Deuxième étape : Réduction du système (108).
On a : {
(	β)2 − (	α)2 = 2(δ(	β)− γ (	α)),
γ δ = (	α)(	β). (109)
À cause de la relation γ δ = (	α)(	β), on peut écrire de manière unique :
	α =mnr,
	β = pqr,
γ =mpr,
δ = nqr,
avec (m,q)= 1 respectivement (n,p)= 1. En remplaçant ces valeurs dans l’Éq. (109), on
obtient :
p2q2 −m2n2 = 2np(q2 −m2). (110)
Étude de l’équation simplifiée :
Nous avons le résultat suivant :
Lemme 7.2. L’équation diophantienne suivante
p2q2 −m2n2 = 2np(q2 −m2), avec (p,n)= 1, (m,q)= 1,
n’admet pas de solutions entières non-nulles.
Démonstration. De l’Éq. (110), on déduit que n|p2q2 et puisque n et p sont premiers
entre eux, on obtient que n|q2, c’est-à-dire q2/n ∈N .
D’autre part, q2 divise (m2n2 − 2npm2), donc q2 divise m2n(n− 2p). Puisque q et m
sont premiers entre eux, on en déduit que q2 divise n(2p−n) et donc que (q2/n)|(2p−n).
Soit H le plus grand commun diviseur entre q2/n et n. Puisque H|2p et H|n avec n et p
premiers entre eux, on obtient H= 1 ou H= 2. Par conséquent, n est de la forme n= N2
ou n= 2N2. Le même raisonnement dit que p est de la forme p = P 2 et p = 2P 2. Nous
avons ainsi obtenu quatre cas possibles :
(I)
{
n=N2,
p = P 2,
(II)
{
n= 2N2,
p= P 2,
(III)
{
n=N2,
p = 2P 2,
(IV)
{
n= 2N2,
p = 2P 2.
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D’abord, remarquons que le cas (IV) est impossible, car (n,p) = 1. Puisque l’Éq. (110)
est symétrique en p et n, on obtient que les cas (II) et (III) sont équivalents.
Dans le premier cas, on a n = N2 et puisque q2/n ∈ N , on a q2 = N2Q2. De la
même manière la relation p = P 2 implique m2 =M2P 2. Si on remplace ces valeurs dans
l’Éq. (110), on obtient :
P 2Q2 −M2N2 = 2(N2Q2 −M2P 2),
ou,
P 2
(
Q2 + 2M2)=N2(2Q2 +M2). (111)
Puisque (m2, q2)= (M2P 2,N2Q2)= 1, il en résulte que
(N,P )= (N,M)= (Q,M)= (Q,P )= 1.
D’autre part, la relation (111) peut s’écrire sous la forme :
P 2
N2
= 2Q
2 +M2
2M2 +Q2 .
La première fraction est irréductible. Dans la deuxième fraction, ou bien le numérateur et
le dénominatèur sont premiers entre eux, ou bien tous deux sont divisibles par 3. Donc, on
a deux cas. Dans le premier cas,{
P 2 = 2Q2 +M2 $⇒ Q est pair,
N2 =Q2 + 2M2 $⇒ M est pair,
ce qui est impossible parce que M et Q sont premiers entre eux. Dans le second cas :{
3P 2 = 2Q2 +M2,
3N2 =Q2 + 2M2,
ce qui implique que les entiers naturels Q2, P 2, N2, M2 sont en progression arithmétique,
chose impossible si P,Q,M,N sont différents (voir le Lemme 7.3). Donc, il est nécessaire
d’avoirM =N = P =Q et commeM et Q sont premiers entre eux, il faut avoir M =N =
P =Q= 1. On obtient alors m= n= p = q = 1, ce qui implique 	α =	β = γ = δ = 1,
qui n’est pas une solution du système (108).
Dans le deuxième cas (II), on a n = 2N2 et p = P 2 ce qui implique q = 2NQ et
m = MP (on a tenu compte du fait que q2/n ∈ N respectivement m2/p ∈ N ). Donc,
l’Éq. (110) s’écrit,
P 2
(
Q2 +M2)=N2(M2 + 4Q2)
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et donc, on a :P 2
N2
= M
2 + 4Q2
Q2 +M2 .
La première fraction est irréductible et la deuxième fraction est aussi irréductible parce que
3 ne divise pas Q2 +M2 (étant une somme des deux carrés parfaits premiers entre eux).
Donc, on obtient les relations :
{
P 2 =M2 + 4Q2,
N2 =Q2 +M2.
Puisque P et Q sont premiers entre eux et P est impair, on a :
P = U
2 + V 2
2
; Q= U
2 − V 2
4
; M =UV.
De la même manière, on trouve :
N = S
2 + T 2
2
; Q= S
2 − T 2
2
; M = ST
avec (S,T )= (U,V )= 1. Donc, on a :
{
ST =UV,
2(S2 − T 2)=U2 − V 2.
On obtient ainsi :

S = α˜β˜,
T = γ˜ δ˜,
U = α˜γ˜ ,
V = β˜δ˜.
On a obtenu finalement l’équation 2(α˜2β˜2 − γ˜ 2δ˜2) = α˜2γ˜ 2 − β˜2δ˜2 et donc, on a
γ˜ 2(α˜2 + 2δ˜2)= β˜2(2α˜2 + δ˜2) et cela est analogue à l’Éq. (111) du cas (I).
On termine la démonstration en rappelant le lemme suivant qui est bien connu
(voir [27]) :
Lemme 7.3. Il n’existe pas quatre carrés parfaits distincts en progression arithmé-
tique. ✷
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