We study perturbation theory and uniform ergodicity for discrete-time Markov chains on general state spaces in terms of the uniform moments of the first hitting times on some set. The methods we adopt are different from previous ones. For reversible and non-negative definite Markov chains, we first investigate the geometrically ergodic convergence rates. Based on the estimates, together with a first passage formula, we then get the convergence rates in uniform ergodicity. If the transition kernel P is only reversible, we transfer to study the two-skeleton chain with the transition kernel P 2 . At a technical level, the crucial point is to connect the geometric moments of the first return times between P and P 2 . MSC(2010): 60J05; 60J35; 34D10; 34D20
Introduction
Markov chain Monte Carlo algorithms are important tools in computational statistics. The purpose of the algorithm is to draw from a probability measure π by simulating a Markov chain with transition kernel P such that π is invariant for P . However, it is sometimes impossible to draw from the transition kernel P . To deal with the difficulty, one may replace P by an approximation P . This leads to a natural question of how small differences in the transition kernels affect the differences between their stationary distributions. Perturbation theory is a common method to study the problem. It is well-known that there exists an extensive literature on perturbation bounds for Markov chains. One group of the results concerns the sensitivity of uniformly ergodic Markov chains, see for instance [8-11, 25, 29] . The reason is that some practically important chains are uniformly ergodic, such as the Metropolis algorithm [37] , some special cases of the Gibbs sampler [30, 31] and the independent Hastings algorithm [20] .
In the paper, we will study perturbation theory and uniform ergodicity for discretetime general Markov chains. Before moving on, let us introduce the basic setup, the readers are urged to refer [4, 21] . Let Φ = {Φ n : n ∈ Z + } be a discrete-time homogeneous Markov chain on a general state space X, endowed with a countably generated σ-field B(X). Denote by P x and E x the probability and expectation conditional on Φ 0 = x respectively. Let P n (x, A) = P x {Φ n ∈ A}, n ∈ Z + , x ∈ X, A ∈ B(X) be the n-step transition kernel of the chain, and it acts on non-negative measurable functions f via P n f (x) = X f (y)P n (x, dy), n ∈ Z + , x ∈ X.
We assume throughout the paper that the chain Φ is π-irreducible for the (unique) invariant probability measure π. That is, if π(A) > 0, there exists n ∈ N such that P n (x, A) > 0 for all x ∈ X. Write p n (x, y) for the density of P n with respect to π, and B + (X) = {A ∈ B(X) : π(A) > 0} for the sets of positive π-measure.
For the π-irreducible chain, it is known (cf. [21, Chapter 5] ) that there always exists some set A ∈ B + (X) satisfying, for some constants k, δ > 0 and some probability measure ν on B(X),
In what follows, for simplicity of exposition we will consider the case where k = 1 in (1.1). That is, ∃δ > 0 such that ∀x ∈ X, B ∈ B(X), P (x, B) ≥ δ1 A (x)ν(B). Moreover, if the atom A ∈ B + (X), then A is called an accessible atom. For A ∈ B(X), let τ A = inf {n ≥ 1 : Φ n ∈ A} and σ A = inf {n ≥ 0 : Φ n ∈ A} be the first return and first hitting times on A respectively. Denote by F n (x, A) = P x {τ A = n} the distribution of τ A , and to study convergence rates. One method is to use the renewal theory, as initiated by Meyn and Tweedie [22] . It requires information about the regeneration time, which can be obtained by the drift condition. The other main method, introduced by Rosenthal [33] , is the coupling theory, and relies on estimates of the coupling time. The methods we adopt in the paper are different from previous ones. For reversible and non-negative definite Markov chains (see Section 3), we first investigate the geometrically ergodic convergence rates. Our method is in the same spirit of [36] , where the geometric convergence rates for Markov chains on countable state spaces were obtained via the geometric moments of the first hitting times. Based on the estimates, together with a first passage formula, we then get quantitative estimates on the convergence rates in uniform ergodicity in terms of the uniform moments of the first hitting times. When the state space contains an atom, our results are satisfactory, see Section 3.1. For non-atomic case, we use the Nummelin splitting technique to construct a new Markov chain which admits an atom. By applying the results in Section 3.1 to the split chain, we obtain the convergence rates for the original chain, see Section 3.2.
Unlike the continuous-time Markov processes, the discrete-time Markov chains may not be non-negative definite. For a reversible Markov chain, we first investigate the two-skeleton chain with the transition kernel P 2 , which is also reversible and always nonnegative definite, and then transfer to P , see Section 4. At a technical level, the crucial point is to connect the geometric moments of the first return times between P and P 2 .
Finally, in Section 5, we study perturbation bound for general (non-reversible) Markov chains by using a result of Aïssani and Kartashov [1] .
General results for perturbation bounds
In the section, general results for perturbation bounds are obtained. Recall that the Markov chain Φ is uniformly ergodic if
and for a signed measure µ on B(X),
and µ(f ) = X f dµ. For more details of uniform ergodicity, see for example [4, 5, 13, 15, 16, 21] . Let P be a perturbation of P with invariant probability measure π. For bounded measurable functions f ,
This is a discrete-time version of Phillips' formula in [28] . In the following, we will study the perturbation bounds || P n − P n || and || π − π|| Var via the convergence rates for P n by the Phillips' formula (2.1) and the coupling technique.
Theorem 2.1. Let {γ n : n ∈ Z + } be a positive sequence such that Γ n := n−1 m=0 γ m with
3)
and
Proof. By the contractivity of P n and (2.2), for all 0 ≤ m ≤ n − 1 and |f | ≤ 1,
This, together with (2.1), implies that for all |f | ≤ 1 and x ∈ X,
5)
from which we get (2.3).
To pass from (2.3) towards (2.4), we use the coupling method. Since πP n = π and π P n = π, we have
Combining this with (2.5) and noting that for all |f | ≤ 1 and x, y ∈ X,
Hence
which is the desired assertion. Note that we can not get (2.4) from (2.3) directly, because we only assume P is uniformly ergodic and the convergence of P is unknown. Theorem 2.1 is rather extensively applicable once the uniformly ergodic convergence rates are obtained. Corollary 2.1. Suppose that the Markov chain Φ is uniformly ergodic. That is, there exist constants ρ < 1 and C < ∞ such that
Then for n ≥ 2 + log ρ (2/C) ,
Proof. Since the Markov chain is uniformly ergodic and ||P n − π|| ≤ 2, we can choose γ n to be γ n = min{2, Cρ n }, so that for n ≥ 2 + log ρ (2/C) ,
Thus,
Then the desired assertions follow from Theorem 2.1. For discrete-time Markov chains, it is usually convenient to derive the convergence rate by the Dobrushin's ergodic coefficient. It is well-known that the chain is uniformly ergodic if and only if there exists N ∈ N such that
Actually, it follows that ||P n − π|| ≤ 2δ [n/N ] , see e.g. [12, 25, 34, 35] . The following result gives perturbation bounds via the Dobrushin's ergodic coefficient, which extends the previous results for finite and countable Markov chains in [25, 35] .
Uniform ergodicity and perturbation bounds for reversible and non-negative definite Markov chains
Recall that the chain is reversible with respect to π if π(dx)P (x, dy) = π(dy)P (y, dx), x, y ∈ X.
Since P n (x, ·) ≪ π, we have p n (x, y) = p n (y, x) for π × π-a.s. (x, y) for reversible Markov chains. Obviously, all Hastings-Metropolis algorithms are by construction reversible. If for all f ∈ L 2 (π, X), 
In the section, we aim to get quantitative estimates on the convergence rates in uniform ergodicity and perturbation bounds in terms of the uniform moments of the first hitting times M. The method goes as follows. First, we investigate the geometrically ergodic convergence rates via the geometric moments of the first return times. This type of convergence rate has been extensively studied, see for instance [3-5, 14, 22, 32, 36] and references therein. Then, combining the geometric convergence rates with a first passage formula, we get the convergence rates in uniform ergodicity. Based on the results, together with Theorem 2.1, perturbation bounds are finally obtained. Our study is divided into atomic and non-atomic cases.
Atomic case
It is well-known that the chain Φ being geometrically ergodic is equivalent to
for some petite set A ∈ B(X) and some constant κ > 1, cf. [21, Theorem 15.0.1]. By the minimal non-negative solution theory (see e.g. [4, 7] ), if there exist some function V ≥ 1 and some constant b < ∞ satisfying
then the Foster-Lyapunov drift condition yields a bound of the form
In [36] , Sokal and Thomas have studied the geometric convergence rates by the condition (3.2) for the countable space case. Since much Markov chain theory on a general state space can be developed in complete analogy with the countable state situation if X contains an atom, we aim to extend part of results in [36] to general chains which admits an atom. Let A P be a transition kernel from P by restricting on the state space A c . Denote by || A P || L 2 (π,A c ) the operator norm of A P in L 2 (π, A c ), and r 0 (P ) the spectral radium of P in the Hilbert space H = {f ∈ L 2 (π, X) : π(f ) = 0}. Note that A P is symmetric and non-negative definite. Thus,
Lemma 3.1. If a reversible and non-negative definite Markov chain admits an accessible atom, then r 0 (P ) ≤ || A P || L 2 (π,A c ) .
Proof. Let f ∈ H and set c = A f (x)π(dx)/π(A). For the accessible atom A, we obtain from the symmetry and (1.
3) that
Thus, for the non-negative definite Markov chain,
which finishes the proof. 
and there exists a constant C(x) < ∞ such that
Proof. Note that for all x ∈ A c ,
By this and a generalized form of Kac's formula (cf. [6, Lemma 3.4]):
Since such functions f are dense in L 2 (π, A c ), it follows from Lemma 3.1 and [36, Proposition 2.5] that
Then the spectral mapping theorem yields that
In particular, from the proof of [4, Theorem 9.15], for all probability measure µ ≪ π,
On one hand, set µ(dx) = 1 A (x)π(dx)/π(A) in (3.3). Since for the atom A,
On the other hand, applying (3.3) to µ(dy) = P m (x, dy) for m ≤ n, we get by the reversibility that for π-a.s. x ∈ X,
This finishes the proof.
In order to study the convergence rates in uniform ergodicity, we still need two lemmas. The next one connects the uniform geometric moment of the first return time with the uniform moment of the first hitting time. 
Proof. According to [7, Theorem 6.3.4] 
By this and the Taylor expansion of the exponential function, for all x ∈ X and 1 < λ < e 1/M ,
Thus, we get the desired result.
By using the following first passage formula, Proposition 3.1 can be applied to get the convergence rate in uniform ergodicity.
Proof. For all x ∈ X and B ∈ B(X), the following decomposition formula holds by using the taboo probability (cf. (1.4)):
It follows that
Therefore,
where the last inequality holds since A P m (x, A) = F m (x, A). Theorem 3.1. For a reversible and non-negative definite Markov chain, assume that there exists some accessible atom A such that (3.1) holds. Then for all 1 < λ < e 1/M , According to Lemma 3.3 and (3.7), we have for all x ∈ X,
Let a n = P x {τ A ≥ n} and b n = e −n/M for n ≥ 0. It follows from Abel's theorem that
(3.9)
Combining (3.8) with (3.9), we obtain from Lemma 3.2 that for all 1 < λ < e 1/M ,
which finishes the proof. Combining Theorems 2.1 with 3.1, we obtain the following perturbation results directly. 
where D 1 and E 1 are defined in (3.6).
Non-atomic case
On general state spaces, however, accessible atoms are less frequent. Fortunately, by suitably extending the probabilistic structure of the π-irreducible chain, we can artificially construct a new Markov chain which contains an atom, and this allows much of the critical analysis to follow the form of atom case. For more details, one can refer to Athreya and Ney [2] and Nummelin [26, 27] . In the section, we will focus on the Nummelin splitting. Suppose that the minorization condition (1.2) holds for some set A ∈ B + (X). Then the construction can be carried out by splitting the state space X, the measure on B(X) and the transition kernel P separately. First, we split the state space X by writinǧ X = X × {0, 1}, where X 0 = X × {0} and X 1 = X × {1} are equipped with σ-field B(X 0 ) and B(X 1 ) respectively. Let B(X) be the σ-field of the subsets ofX generated by B(X 0 ) and B(X 1 ). Write x 0 ∈ X 0 and x 1 ∈ X 1 for the two "copies of x" and B 0 ⊆ X 0 and B 1 ⊆ X 1 for the "copies of B" for B ∈ B(X). Let µ be any measure on B(X). We next split the measure µ into two measures by defining the measure µ * on B(X) through
where δ and A are the constant and the set respectively in (1.2). The important point to notice is µ is the marginal measure of µ * in the sense that
Finally, define the split transition kernelP (x i , ·) for x i ∈X by
where δ, A and ν are the constant, the set and the measure respectively in (1.2). The minorization condition ensures that the transition kernelP is meaningful. According to the above three steps, we get a split chainΦ on X , B(X) with transition kernelP , which admits an atom X 1 . SinceP n (x i , X 1 \ A 1 ) = 0 for all n ≥ 1 and x i ∈X, A 1 is the set which is reached with positive probability. Hence, we denote by A 1 the atom of the split chainΦ. It is clear from (3.10) that π * (A 1 ) = δπ(A). The splitting technique is important because of the various properties thatΦ inherits from, or passes on to, Φ. From [21, Theorem 5.1.3 and Proposition 10.4.1], we get the following proposition. 
(iii) If the measure π is invariant for Φ, then π * is invariant forΦ; and if the measurě π is invariant forΦ, then the measure π on B(X) defined by
is invariant for Φ, andπ = π * . LetP x i andĚ x i be the probability and expectation for the split chain started witȟ Φ 0 = x i respectively. Since A 1 is the atom ofΦ, we write for simplicityP 
According to the above lemma, we estimate the geometric moment ofτ A 1 . we have sup
Proof. (i) From Lemma 3.4, we need to estimate sup x∈AĚ x 0 [λ τ A ] andĚ A 1 [λ τ A ] separately. By Jensen's inequality and (3.12), we get for all 1 < λ < κ, Noting thatĚ
so similarly, for all 1 < λ < κ, 
Thus, by Lemma 3.4 and noting that sup
we get the desired result. Applying the techniques used in Proposition 3.1 to the split chainΦ, we get the following result, which is part of counterparts to Proposition 3.1, and is also important out scope of the paper. 
Remark 3.2. Noting that lim δ→1 (1 − δ) −1/α = κ, so K = κ for atomic case. That is, the convergence rate in Proposition 3.3 is consistent with that in Proposition 3.1 when the set A is an accessible atom.
Proof. According to Proposition 3.2, the split chainΦ possessing an accessible atom A 1 is reversible with respect to π * and non-negative definite. Thus, from Lemma 3.5(i) and a similar proof as that of Proposition 3.1, we have for µ * ≪ π * , ||µ * P n − π * || Var ≤ dµ * dπ * − 1 L 2 (π * ,X)
In the following, we transfer the above result to the original chain Φ. By Proposition 3.2(i) and (3.11) ,
= ||µ * P n − π * || Var , (3.18) and by (3.10) ,
Combining (3.17) with (3.18) and (3.19) , we get
Applying the above inequality to µ(dy) = P m (x, dy) for m ≤ n, we have by the reversibility that for π-a.s. x ∈ X,
Thus, the proof is finished.
We can now move from the geometric ergodicity result to uniform ergodicity and perturbation bounds for non-atomic case. Theorem 3.3. For a reversible and non-negative definite Markov chain, assume that there exists a set A ∈ B + (X) such that (1.2) and (3.1) hold. Then for all 1 < λ < e 1/M satisfying (3.14) ,
(3.20)
Proof. By Lemma 3.5(ii) and the same approach used in Proposition 3.1, for all 1 < λ < e 1/M satisfying (3.14) ,
Applying the first passage formula (3.5) to the split chainΦ, we obtain from (3.21) and Lemma 3.5(ii) that for all x i ∈X,
By this inequality and noting that ||P n (x, ·) − π|| Var ≤ ||P n (x i , ·) − π * || Var , the desired assertion holds. 
where D 2 and E 2 are defined in (3.20) .
Uniform ergodicity and perturbation bounds for reversible Markov chains
Unlike continuous-time Markov processes, discrete-time Markov chains may not be nonnegative definite, this can cause troubles in our study. For the description of this problem, see e.g. [3, 17, 18, 36] . So more efforts need to be made to deal with general reversible Markov chains. The method used here is to first investigate the two-skeleton chain with the transition kernel P 2 , and then transfer to P . Let Φ = {Φ n : n ∈ Z} be the Markov chain with transition kernel P = P 2 . It is obvious that Φ is also reversible with respect to π and always non-negative definite. If A is an atom for P , then for x ∈ A and B ∈ B(X),
i.e. A is also an atom for P with the probability measure ν(·) := ν(A)ν(·)+ A c P (y, ·)ν(dy). If the set A satisfies the minorization condition (1.2), then
That is, A also satisfies the minorization condition for P with the constant δ := δ 2 ν(A) and the same probability measure ν.
Let τ A = inf{n ≥ 1 : Φ ∈ A} be the first return time to A for Φ, and denoted by 
The next result shows the relationship for the geometric moments of the first return times τ A and τ A , which will be crucial for our method. 
(4.2)
Proof. Let the events A n,1 , · · · , A n,n be A n,ℓ = {Φ m 1 ∈ A, · · · , Φ m ℓ ∈ A for {m 1 , · · · , m ℓ } ⊂ {1, 3, · · · , 2n − 1} odd times} .
By the Markov property, we have
A P (x, dy 1 ) A P 2 (y 1 , dy 2 ) · · · A P 2 (y n−1 , dy n ) A P (y n , A). Noting that the summands in the right-hand side of (4.3) are multiple convolution, it follows that
where we use the fact A P 2m−1 (x, A) = F 2m−1 (x, A). Similarly, ∞ n=1 s 2n
Multiplying both sides of (4.3) by s 2n and making summation in n, we get
where for s ≤ 1,
This finishes the proof. 
Then r 0 (P ) ≤ ρ −1 . Moreover,
Proof. For the accessible atom A, it is obvious that
Notice that although (4.2) is proved only for 0 ≤ s ≤ 1, (4.2) is true for any s such that
It follows from Lemma 4.1 that for all s < ρ, sup x∈A E x [s 2τ A ] < ∞. Then a similar proof of Proposition 3.1 implies that r 0 (P ) ≤ s −2 for all s < ρ, so that r 0 (P ) ≤ ρ −2 . Thus, r 0 (P ) ≤ ρ −1 and the desired results hold. 
Then for all 1 < λ < e 1/M ,
where 
Then the desired result holds by the above inequality and simple calculations.
For non-atomic case, through the same splitting techniques of Section 3.2, we can split the Markov chain Φ to produce a new chain Φ on ( X, B( X)) with transition kernel P and invariant probability measure π * * , which contains an accessible atom A 1 . It is obvious from (3.10) and (4.1) that π * * (A 1 ) = δ 2 ν(A)π(A). Let E x i be the expectation for Φ started with Φ 0 = x i , and denote by τ A 1 = inf{n ≥ 1 : Φ n ∈ A 1 } the first return time to A 1 for Φ. 
Proof. Under (3.2) and (4.5), we get by Lemma 4.1 that
Applying the techniques used in Lemma 3.5(i) to the chain Φ, we obtain from (4.1) and the above inequality that for all 1 < λ < κ ∧ (1 − δ 2 ν(A)) −1/γ ,
Thus, a similar proof as that of Proposition 3.3 yields that
From this and noting that and Proof. According to Lemma 3.2 and Lemma 4.1, for all 1 < λ < e 1/M satisfying (4.7),
(4.10)
Applying the techniques used in Lemma 3.5(ii) to the chain Φ, we get from (4.1) and (4.10) that for all 1 < λ < e 1/M satisfying (4.7) and (4.8),
Then by a similar proof as that of Theorem 3.3,
Thus, the desired result holds by the above inequality and (4.6).
Combining Theorems 2.1 with 4.1 or 4.2, we obtain immediately the following perturbation bounds. 
where D 3 and E 3 are defined in (4.9).
Perturbation bounds for general Markov chains
In the section, by using a result in [1] , we present a different bound for || π − π|| Var via the uniform moments of the first hitting times. The advantage of the estimate is that it works for general (non-reversible) Markov chains. Let V ≥ 1 be a measurable function. Recall that the V -norm distance between two transition kernels P and P is defined as Clearly, (A1) can be seen as a more general minorization condition, for more details the interested readers should consult [10, 27] . Under (A1) and (A2), we have the next lemma by [1] or [10, Theorem 3.8 and Remark 2.5].
Lemma 5.1. For a general Markov chain, assume that (A1) and (A2) hold. Then for ||| P − P ||| V < (1 − ρ)/c, we have
Lemma 5.1 enables one to derive the following perturbation bound. That is, condition (A2) is fulfilled with V (x) = E x [λ σ A ] and ρ = λ −1 . Next, to apply Lemma 5.1, we shall compute ||π|| V and c. Since 1 ≤ V ≤ M 0 , we have ||π|| V ≤ M 0 and c ≤ 1 + M 0 . Hence for || P − P || < (1 − λ −1 )/(M 0 + M 2 0 ),
which is the desired assertion.
