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Abstract
For a sequence of independent events An the sum of the associated zero-one
random variables 1An is almost surely finite or almost surely infinite according as
the sum of the probabilities converges or diverges. In this paper the events are
contaminated. What can one say about
∑
1Bn when Bn = An \ En for a sequence
of events En with vanishing probability? It will be shown that
∑
1Bn is infinite
almost surely if
∑
PAn =∞ and En is independent of An.
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1 Borel-Cantelli lemmas for contaminated events
Assume the events An are independent and En is independent of An. If PEn → 0 the
probability of the events An and Bn = An \ En are asymptotically equal. The sequence
∑
PBn diverges if and only if
∑
PAn diverges. Divergence of
∑
PAn implies almost sure
divergence of
∑
1An by the second Lemma of Borel-Cantelli. It will be shown that this
also implies almost sure divergence of
∑
1Bn .
1
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Theorem 1.1 Let An be independent events and let the event En be independent of An
for each index n. Assume PEn → 0. Set Bn = An \ En.
1) If
∑
PBn <∞ then
∑
1An <∞ almost surely.
2) If
∑
PAn =∞ then
∑
1Bn =∞ almost surely.
Proof The first statement is obvious by asymptotic equality. It is included for the sake
of symmetry. The second statement follows from the proposition below. ¶
Remark 1 The second statement is sharp: Suppose E is independent of the sequence
(An) and has positive probability. Take En = E for all n. Then
∑
1Bn vanishes on E.
Hence the condition PEn → 0 is necessary. Independence of the events En and An cannot
be dropped either. If E has positive probability and we assume that PAn → 0 the events
En = E ∩ An have vanishing probability but the conclusion in 2) is invalid since
∑
1Bn
vanishes on E. ♦
Remark 2 The proposition below allows us to relax the condition
P(En ∩An) = PAnPEn n ≥ 1 (1.1)
in Theorem 1.1 to
P(En ∩ An) = O(PAnPEn) n→∞. (1.2)
Remark 3 In the application below there is a filtration F0ßF1ß . . . such that An ∈ Fn is
independent of Fn−1 (the past) for n ≥ 1, and En ∈ Fn−1. This suggests a proof based
on Paul Le´vy’s powerful extension of the second Borel-Cantelli Lemma. A proof which
uses Serfling’s Theorem, see [1], along these lines is possible, but does not do justice to
the triviality of the result. ♦
Proposition 1.2 Let An be independent events. Let En be events and write
P(En ∩An) = enPAn. (1.3)
If
∑
PAn =∞ and en → 0 the events Bn = An \ En occur infinitely often almost surely.
2 AN APPLICATION 3
Proof Set pn = PAn and Dn = En ∩An. If
∑
PDn <∞ then
∑
1An =∞ almost surely
and
∑
1Dn <∞ almost surely implies
∑
1Bn =∞ almost surely, as desired. So introduce
a sequence of independent variables Un uniformly distributed on (0, 1), and independent
of the σ-algebra generated by the events An, En, n ≥ 1. (Replace the probability space
Ω by Ω × (0, 1)∞ if need be.) By the lemma below one may choose qn ∈ [0, 1] such that
∑
qnpn =∞ and
∑
qnpnen <∞. The events A′n = An ∩{Un ≤ qn} are independent with
probability p′n = qnpn. Hence
∑
1A′
n
= ∞ almost surely. The events Dn ∩ {Un ≤ qn}
have probability qnpnen with finite sum. It follows that the events Bn∩{Un ≤ qn} almost
surely occur infinitely often, and hence so do the events Bn. ¶
Lemma 1.3 Let pn and an be non-negative,
∑
pn = ∞ and an → 0. There exist p′n ∈
[0, pn] such that
∑
p′n =∞
∑
p′nan <∞.
Proof We may and shall assume that
∑
pnan = ∞. There are only finitely many
terms an > 1. Replace these by a
′
n = 1. This has no effect on the convergence of
∑
p′nan. Similarly we replace an ∈ [1/2k, 2/2k) for k = 1, 2, . . . by a′n = 1/2k. Then
∑
p′nan converges if and only if
∑
p′na
′
n converges. Let Ik be the set of indices n for which
a′n = 1/2
k, and Pk the sum of pn over n ∈ Ik. Then
∑
Pk/2
k =
∑
pna
′
n = ∞. Hence
there are infinitely many terms Pk > 1. Set p
′
n = pn/Pk for n ∈ Ik if Pk > 1. Then
P ′k = min(1, Pk) and
∑
P ′k =∞. Also
∑
p′na
′
n =
∑
P ′k/2
k ≤∑ 1/2k = 2. ¶
2 An application
A classic result of Gnedenko states that the partial maxima of an iid sequence of positive
random variables may be scaled to converge to 1 in probability, Mn/a(n)
P→ 1, if the
tail of the df varies rapidly, see [2]. Resnick and Tomkins in [4] show that for any c > 1
there exist dfs such that lim supMn/a(n) = c almost surely. In [3] it is shown that
lim supMn/a(n) =∞ a.s. is also possible.
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Theorem 2.1 Let G be a continuous strictly increasing df on (0,∞). One may choose
G such that the partial maxima Mn satisfy Mn/a(n)
P→ 1 with 1 − G(a(n)) = 1/n, and
lim infMn/a(n) = 0 almost surely.
Proof Let mn = e
sn be indices which increase so fast that σn = sn − sn−1 → ∞. Let
Mn denote the partial maxima from the sequence of independent observations Un from
G. Set m′n = [
√
mnmn−1] and xn = a(m
′
n). Define the events Bn, En, An by: Bn occurs if
no observation Uk, k ≤ mn, exceeds xn, En if Uk > xn holds for some k ≤ mn−1 and An if
Uk ≤ xn for mn−1 < k ≤ mn. Then Bn = An \En and if one can show that
∑
PBn =∞,
PEn → 0 and xn/a(mn)→ 0 then almost surely Mmn/a(mn) < xn/a(mn) infinitely often
and hence lim infMn/a(n) = 0 almost surely.
First observe PEn ≤ mn−1P{U > xn} = mn−1/m′n ∼ e−σn/2 → 0. Now observe PBn =
G(xn)
mn = e−pin where pin ∼ mn(1 − G(xn)) since mn(1 − G(xn))2 → 0. If pin ∼ log
√
n
then
∑
PBn = ∞. Hence we choose sn = 2n log log
√
n. Then σn = 2 log log
√
n + o(1)
and pin ∼ mn/m′n = eσn/2 ∼ log
√
n. We still have to choose G such that xn/a(mn) → 0.
Let θ ∈ (0, 1) and for s > 10 write
t = T0(s) = s/(log log s)
θ 1−G(et) = e−s; tn = T0(sn) xn = et′n . (2.4)
Then t′n = T0(sn − σn/2 + o(1)) and tn − t′n →∞. Hence xn/a(mn) = et′n−tn → 0. ¶
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