In this work we adapt a prediction-correction algorithm for continuous time-varying convex optimization problems to solve dynamic programs arising from Model Predictive Control. In particular, the prediction step tracks the evolution of the optimal solution of the problem which depends on the current state of the system. The cost of said step is that of inverting one Hessian and it guarantees, under some conditions, that the iterate remains in the quadratic convergence region of the optimization problem at the next time step. These conditions imply (i) that the variation of the state in a control interval cannot be too large and that (ii) the solution computed in the previous time step needs to be sufficiently accurate. The latter can be guaranteed by running classic Newton iterations, which we term correction steps. Since this method exhibits quadratic convergence the number of iterations to achieve a desired accuracy η is of order log 2 log 2 1/η, where the cost of each iteration is approximately that of inverting a Hessian. This grants the prediction-correction control law low computational complexity. In addition, the solution achieved by the algorithm is such that the closed loop system remains stable, which allows extending the applicability of Model Predictive Control to systems with faster dynamics and less computational power. Numerical examples where we consider nonlinear systems support the theoretical conclusions.
I. INTRODUCTION
Model Predictive Control (MPC) is an optimal control technique that utilizes a process model to predict the future response of a plant and attempts to optimize its future behavior at each control interval. This technique has found acceptance in industrial applications due to its several advantages [1] , [2] . Among these advantages, perhaps the most remarkable is the capability of imposing constraints to the state variables and the control inputs of the plant [3] by solving a dynamic program to decide the control action at each time step. Dynamic programs with infinite time horizon are intractable unless we are able to compute a closed form solution. This is the case, for instance, when the objective function is quadratic in the state and the control inputs, the dynamics of the system are linear and there are no design constraints imposed on the system. These conditions however limit the range of applications in which these techniques can be used. To overcome this limitation, one can alternatively solve the receding horizon problem, where instead of minimizing an infinite sum, the focus is on the cumulative cost from the current time until a finite time horizon. This problem can be solved -at least locallywith classic optimization methods, e.g. Newton's method. The main drawback of this alternative is that at each control interval the controller needs to solve a different constrained optimization problem in order to select the optimal action. The latter prevents us from applying such techniques to systems with small time constants -thus requiring small control intervals and short computation time -or systems with small computation power. It is not surprising then, that MPC found traction first in the control of chemical processes where the previous conditions are typically met [4] - [6] . Improvements in computation algorithms for Model Predictive Control can allow expanding its range of applications to systems with faster dynamics and limited computing power such as small unmanned aerial vehicles [7] .
Several efforts have been made to solve on-line and efficiently the MPC constrained optimization problem, see [8] for a detailed comparison. These approaches are based on Newton-type methods that aim to solve exactly the receding horizon problem [9] , [10] . However, if the time for feedback is short, approximations are required. Some algorithms consider a one step horizon. Thus, reducing the number of optimization variables [11] , [12] . Another common alternative is to linearize the system. This allows to solve the problem efficiently, because quadratic optimization problems with linear constraints can be solved with only one Newton step. Among these methods there are different approaches. Some linearize the system along a fixed optimal trajectory over the whole time horizon [13] , [14] . Other approximation techniques perform successive linearizations along approximately optimal trajectories [15] - [17] and linearization of the dynamics of the system [18] , [19] . These solutions perform well as long as the system is not largely disturbed.
Instead of using approximations to reduce the complexity in the solution we propose to reduce the computation by tracking the solution to the receding horizon problem as it evolves with the state of the system. Specifically, we draw inspiration from a recent series of works, where unconstrained [20] , [21] and constrained [22] , [23] time-varying convex optimization problems have been considered. The general idea is to combine a prediction step that takes into account the temporal evolution of the optimization problem so that the predicted iterate does not drift away from the quadratic convergence neighborhood of the optimum. The latter makes possible to take advantage of the quadratic convergence of Newton's method -or correction steps -to obtain accurate solutions in a number of iterations that is of order log 2 log 2 (1/η), where η is the desired accuracy.
The abovementioned prediction steps can be derived from the implicit function theorem, which has been used also in Model Predictive Control in [24] . In the latter the future state is predicted based on the model of the plant and a solution of the problem is computed. Once the state is observed the solution is corrected using a sensibility analysis based on the implicit function theorem. The main difficulty of this approach is that the computation of the predicted problem might be expensive since the seed of the optimization problem is not guaranteed to be in the quadratic convergence region. In [25] , [26] a semi-smooth predictor-corrector method is proposed to solve the Optimal control problem by tracking the roots of a parameterized non smooth root finding problem and sufficient conditions for asymptotic stability and constraint satisfaction are provided.
Drawing inspiration from these algorithms, we consider the prediction-correction method proposed in [27] to efficiently solve on-line the time-varying problem that arises in MPC (Section (III)). The main differences with respect to the setting described in [20] - [23] are twofold. The first one is than in [20] - [23] the temporal evolution of the system-and thus of the optimal solution-is independent of the iterates that the prediction-correction method outputs. In the MPC setting, however, the solutions of the optimization problem are applied to the system as control inputs, and thus, future states -hence the upcoming optimization problems -depend on the output of the prediction-correction algorithm. The second difference is that the receding horizon optimization problem is not convex since the equality constraints describing the dynamics of the system that we are interested in controlling are generally non-linear. Despite these differences in the problem setting, the same theoretical guarantees in terms of the error of the solution can be established locally (Section IV). That is, (i) if the solution at a given control instant is sufficiently accurate then the error of the predicted iterate is at most of the order of the square of the sampling time (Propositions 1 and 2) and therefore (ii) if this variation is not too large it is possible to ensure that the predicted iterate lies inside the quadratic convergence region (Proposition 3). Building on these results we show that (iii) the prediction correction algorithm converges quadratically to a local solution of the receding horizon problem (Theorem 2). In addition, we establish a bound on the maximum state variation in a control interval that allows controller to use only two Hessian inversions (Corollary 1).The conditions uner which (i) and (ii) hold are iimproved as compared to [27] . In addition, Section V establishes that the error that results from solving the problem approximately is such that the system remains stable. Besides some conclusive remarks, the paper closes with numerical examples that support the theoretical results (Section VI).
II. MODEL PREDICTIVE CONTROL
In this work we are interested in reducing the computational effort of Model Predictive Control so we can apply it more easily in real time. Formally, let x ∈ R n denote the state of the system and u ∈ R p be its input. Then, the system of interest is described by a function f : R n × R p → R n that relates the state and inputs at time k to the state at time k + 1
Model predictive control selects the input of the system by solving an optimization problem that depends on the current state. The optimization problem predicts the model behavior of the system based on the dynamics (1) over a given horizon H and it attempts to minimize the cumulative cost
where : R n × R p → R and H : R n → R are functions representing the performance metric of interest. The optimization variables representing the states and the input in future states are coupled through the dynamics of the system. Hence, in every control interval one is required to solve a constrained optimization problem. Formally, let us consider the optimization variablesx l ∈ R n for l = 1, . . . , H + 1 andū l ∈ R p for l = 1, . . . , H and their concatenation x ∈ R n(H+1) andū ∈ R pH as
Then, the MPC control law selects as input of the system the vector (ū 1 ) k that arises from solving
Thus, the MPC law is κ M P C (x(k)) := (ū 1 ) k and it yields the following closed loop dynamical system
The origin of the previous system is guaranteed to be globally asymptotically stable under the typical assumptions. Assumption 2. There exist compact sets X ⊂ R n(H+1) , U ⊂ R pH such that for all k ≥ 0 the solution (x ,ū ) k to the problem (4) satisfies (x ,ū ) k ∈ X × U.
Assumption 3. The stage (·) and terminal cost H (·) satisfy
in which α 1 (·) and α 2 (·) are K ∞ functions and
Theorem 1. Suppose that Assumptions 1, 2 and 3 are satisfied. Then the origin is globally asymptotically stable for the system (5).
Proof. See e.g. [28, Theorem 2.24] .
The main difficulty when applying Model Predictive Control is the computation of an accurate solution in the control interval. Note that at each time-step k, one needs to solve a new optimization problem of the form (4) that depends on the current state of the system. In general, the algorithms used to do so are based on Newton's method whose cost per iteration is approximately that of inverting a Hessian. Unless the dynamics of the system are linear the computation of each control action requires several steps of the algorithm and thus, it might be the case that at the time of actuation a sufficiently accurate solution to (4) has not been computed yet. The latter is the case especially when the systems have low computational power or small time constants.
To reduce the computational cost of solving the MPC problem (4) we propose to exploit the quadratic convergence rate that Newton's method exhibit in the neighborhood of the solutions (see e.g. [29, Section 9.5.3] ). In particular we propose to use a prediction-step, whose computational cost is also that of inverting a Hessian, so to guarantee that the seed used to solve the problem at every time step lies in the quadratic convergence region. Hence reducing the computational cost of the overall algorithm as compared to classic Newton's method which might operate in the damped phase before reaching the quadratic convergence region. Despite the low complexity of the prediction-correction algorithm proposed, the solutions are such that the closed loop system remains stable.
III. PREDICTION-CORRECTION PC-MPC
Optimization algorithms based on Newton's method are guaranteed to find local solutions to receding horizon problem (4). To characterize these solutions, we start by writing the Lagrangian associated with it
where λ ∈ R n(H+1) is a vector containing the multipliers corresponding to the H + 1 constraints. To simplify the notation, we define the following vector containing all the optimization variables z = x ,ū , λ ∈ R H(2n+p)+2n and we write compactly L(x(k), z). The first order condition for optimality of problem (4) is given by the gradient of the Lagrangian with respect to z being equal to zero and these are the solutions that Newton based methods are guaranteed to find. Hence, we also settle for local solutions of the abovementioned form, i.e.,
Let us denote by z 0 k+1 the seed used to solve problem (4) at time k + 1, and let us write a first order Taylor expansion of ∇ z L(x(k + 1), z 0 k+1 ) around the pair (x(k), z k ). Since this pair satisfies (9) , it follows that
Recall that Newton's method exhibits quadratic convergence in the neighborhood of the critical points (see e.g. [29, Section 9.5.3]) defined as
The importance of this fact, is that to achieve a desired accuracy ε on the solution of (9), we require only N = O(log log(1/ε)) Newton iterations. Thus, to achieve good accuracy of the solution in few iterations it is of interest that the selected seed lies in said region. This means that the seed needs to be such that the norm of the gradient in (10) is close to zero. The latter is achieved -to a first order approximation -using a predicted seed of the form
where the notation L (k), introduced for simplicity, denotes the evaluation of L(·, ·) at (x(k), z k ). The latter equation suggests that a similar update could be applied to z k -the approximation of the solution to (4) available at time k -to track the local solution. We term this update the prediction step and it selects the seed z 0 k+1 as
Since the predicted iterated is based on the first order Taylor expansion (cf., (12) ) it is expected that the smaller the variation of the system's state and the closer z k is to z k -the solution to problem (4)-the closer the prediction z 0 k+1 is to z k+1 . We formalize this intuition in Proposition 2. Under some assumptions on the variation of the state in a control interval we can use said result to guarantee that the predicted iterate z 0 k+1 lies in the quadratic convergence region of the problem (4) at time k + 1 (Proposition 3). That being the case we can run Newton's method with step size one. We term this update, the correction step
where we have defined ∇ zz L j (k) := ∇ zz L(x(k), z j k ) and ∇ zx L j (k) := ∇ zx L(x(k), z j k ). As previously mentioned the fact that the seed lies in the quadratic convergence region depends on a bound on the state variation between consecutive time steps and the accuracy of the solution computed in the previous time step. Hence, by allowing multiple correction steps -which allows for a more accurate solution -we are trading-off computational cost for the ability of controlling systems that vary more. We formalize this trade-off in Theorem 2 where we bound the number of correction steps required to ensure that the seed lies in the quadratic convergence region for all k. The prediction-correction scheme (13)-(14) defines the Prediction-Correction MPC (PC-MPC) law (15) where ū N 1 represents the iterate after N corrections of the form (14) to solve the problem (4) at time k, when the seed has been selecting using the prediction step (13) . This control law defines the following closed loop dynamical system when applied as the input of system (1)
We summarize the feedback loop with the prediction correction algorithm under Algorithm 1. Note that the initial control input u(0) can be computed by solving (4) with classic Newton steps. Since this computation can be done off line before the system starts evolving, the complexity required to ensure an accurate solution of (4) is affordable.
Algorithm 1 predictionCorrectionMPC
Input:
Apply input u(k) = (u 1 ) k to the system and observe
Compute prediction step z 0 k+1 according to (13) 
Compute Correction (or Newton) step as in (14) z 9: end while 10:
Update variable z k+1 = z j k+1
11: end for
Recall that the prediction step relies on a first order approximation and thus for it to efficiently track the optimal solution we require that the system does not evolve arbitrarily fast. In the next assumption we impose a bound on the norm of the difference between states on two consecutive times. Assumption 4. Let z 0 be an approximate solution of (4) at time k = 0. Denote by k the time index, x(0) the initial condition of the system and φ κ (k, x(0), z 0 ) the solution of the dynamical system (16) . Then, for all k ∈ N and for all x(0) ∈ R n there exists a constant B > 0 such that
where T s is the sampling time of the system.
The previous assumption imposes a bound on the variation of the state in consecutive times. This can be interpreted as if the continuous time counterpart of the dynamical system had derivatives bounded by B, then the variation of the solution in a control interval would have to be smaller than BT s .
In addition to the bound in the variation of the states we are required to guarantee that ∇ 2 zz L(x(k), ·) is invertible for all times k ≥ 0 since both the prediction (13) and the correction step (14) rely on its inverse. The later can be ensured by the Sufficient Second Order Conditions and the Linear Independence Constraint Qualifications, i.e., the Hessian of the Lagrangian evaluated at (x, z (x)) is positive definite in any feasible direction and that the gradients of the constraints evaluated at any feasible point are linearly independent [30] . In this work, however, we make a stronger requirement, a uniform bound on the absolute value of the eigenvalues. These requirements are standard in Newton type analysis [29, Section 9.5.3] and they allow to establish convergence rates. In convex optimization, this bound is enforced by the strong convexity assumption necessary to have quadratic convergence of Newton's method. We require as well other smoothness conditions on the functions standard in the prediction-correction literature [21] , [23] . We formally state these assumptions next.
For all x ∈ R n , denote by λ i ∇ 2 zz L(x, z (x)) , with i = 1, . . . , (n + p + 2)H, the eigenvalues of the second derivative of the Lagrangian with respect to z at the point (x, z (x)). We assume that there exists a uniform bound m > 0 such that for all x we have
Assumption 6. The function L(x, z) is sufficiently smooth both in x ∈ R n and z ∈ R H(n+p+2) . In particular the second partial derivative with respect to z and x is bounded
In addition we assume that the derivative of
In particular, the Lipschitz assumption implies also that
Note that, since we assume that the Lagrangian is differentiable, the dynamics of the system and the objective functions need to be so as well. Hence, Assumption 6 implies the continuity in Assumption 1. In the next section we establish the accuracy with which the optimization problem needs to be solved at time k for the predicted iterate z 0 k+1 to be in the quadratic convergence region of problem (4) at time k + 1 (Proposition 3). In addition, we establish a bound on the maximum number of correction steps that are required to achieve the aforementioned accuracy (Theorem 2).
IV. COMPUTATIONAL COMPLEXITY OF PC-MPC
We start the analysis of the computational complexity of the proposed algorithm by formalizing the bound on the norm of the difference of the predicted seed z 0 k+1 and z k+1 , the solution of the optimization problem (4) at time k + 1. To do so, we require an intermediate result that bounds the error of the predicted seed starting at the solution to the optimization problem at time k. To be precise, let {z k , k ≥ 0} be the sequence of solutions to problem (4) when the control law applied to the system (1) is (15) . Based on the expression (12) define the predicted optimal sequence z k+1|k , k ≥ 0
To simplify the notation in the previous expression, we have defined
Because z k+1|k is a first order approximation of the dependence of the optimal solution with the state, it is expected that the difference between z k+1|k and the optimal solution z k+1 of problem (4) at time k + 1 is bounded by O(B 2 T 2 s ) as we formally state in the next proposition. Proposition 1. Let φ k (k, x(0), z 0 ) be the solution of the dynamical system (16) with initial conditions x(0), z 0 , let {z k , k ≥ 0} be the sequence of solutions to the problem (4) for the trajectory φ k (k, x(0), z 0 ), and let z k+1|k , k ≥ 0 be the sequence defined in (23) . Under Assumptions 4-6, for all k ≥ 0 we have that
where B is the constant defined in Assumption 4, T s is the sampling time of the system and
with m, C and L being the constants defined in assumptions 5 and 6.
Proof. See Appendix B.
The previous result establishes a bound on the error that the prediction step introduces. Since the prediction step is a first order approximation of the function z (x) is not surprising that the error is of the order of the square of the variation of the state in a control interval. The previous result also establishes a bound on the maximum variation allowable for the predicted iterate to lie in quadratic convergence region. Since the quadratic convergence region is given by the points satisfying z − z k ≤ m/L (cf., (11)) we require that B 2 T 2 s ≤ m 2 L 2 δ 1 −1 to ensure that z k+1|k is in the region.
The next result uses the tracking error established to bound the error of the prediction step when z k ∈ QCR(z k ) instead of being the exact solution.
Proposition 2. Consider φ k (k, x(0), z 0 ), the solution of the dynamical system (16) with initial conditions x(0) and z 0 . Let Assumptions 4-6 hold and let {z k , k ≥ 0} be the sequence of solutions to problem (4) for the trajectory φ k (k, x(0), z 0 ). Let m, C and L be the constants defined in Assumption 5 and 6, δ 1 be the constant in (25) and define the following constant
If z k − z k < m/L, for some k ≥ 0, then we have that
Proof. See Appendix C.
The bound of the error of the predicted step is a function that depends on BT s which is measure of how much the system is allowed to change and z k − z k , which is how good is our solution for the problem at time k. The slower the system is, and the more accurate the solution at time k is, the smaller the tracking error. And thus, the easier it is to guarantee that the predicted step z 0 k+1 is in the quadratic convergence region of the solution of (4) at time k. These two quantities define a trade-off that relates the speed of the system of interest and the computational effort that is required to control it. In particular, the next proposition establishes a bound on the accuracy required in the solution of (4) in order to guarantee that z 0 k+1 is indeed in the quadratic convergence region depending on the state's variation in a control interval. Proposition 3. Let Assumptions 4-6 hold. Further let δ 1 , δ 2 be the constants defined in (25) , (26) and let L and m be the constants in assumptions 5 and 6. If the variation between consecutive states satisfy B 2 T 2 s < m 2 (L 2 δ 1 ) −1 , then, z 0 k+1 , computed as in (13) , is in the quadratic convergence region of problem (4) at time k + 1, if the problem at time k has been solved with accuracy, at least ηm/L, where η satisfies
Proof. Using the result of Proposition 2 and the assumption that z k − z k ≤ ηm/L, it follows that
Recall that the quadratic convergence region is given by all the points that are at a distance smaller than m/L (cf., (11) ), this is
Which implies that the seed z 0 k+1 is in the quadratic convergence region if
Solving for η yields (28) . This completes the proof.
The previous proposition establishes a trade-off between how fast the system is allowed to vary and how accurate the solution of the problem at time k needs to be for the predicted iterate z 0 k+1 to be in the quadratic convergence region. If one were to solve the problem exactly, i.e. with η = 0, the previous bound reduces to BT s ≤ m/(L √ δ 1 ) as discussed after Proposition 1. On the other hand if one were to solve the problem with the minimum allowed accuracy, i.e., η = 1 we would require the system to satisfy BT s = 0, i.e., not change over time. In summary, slower variations of the systems allow for less accuracy in the solution.
Using the fact that the predicted iterate can be placed inside the quadratic convergence region by finding a solution at time k that is sufficiently accurate -under the hypothesis of Proposition 3 -we set focus in deriving a bound on the number of iterations required to do so. This bound is a function of order log(log(η)), where η satisfies (28) . Thus, suggesting the low computational cost of the overall scheme. This result follows from the analysis of the Newton step in the quadratic convergence region as we formalize next. of solutions to problem (4) for the trajectory φ k (k, x(0), z 0 ). Let δ 1 and δ 2 be the constants defined in (25) and (26) and assume that the difference between states of the system in two consecutive time steps is such that B 2 T 2 s < m 2 (L 2 δ 1 ) −1 . Then, if z 0 − z 0 ≤ ηm/L, the prediction step (13) along with N correction steps (14) , with N satisfying
ensures that z k − z k ≤ ηm/L for all k ≥ 0.
Proof. The proof is inspired by that in [21] . Let us show the result by induction. The statement holds for k = 0 by hypothesis. Hence, we are left to show that if z k − z k ≤ ηm/L, the same holds for k + 1. In Proposition (3) we have established that the predicted seed is such that z 0 k+1 ∈ QCR(z k+1 ) under the assumption that z k − z k ≤ ηm/L. Thus, we just need to show that N correction steps with N bounded as in (32) yield a solution with accuracy ηm/L. Hence, we proceed to analyze the correction steps (14) . Let us write the difference z j+1 k+1 − z k+1 as
where we have dropped the state of the system φ κ (k+1, x(0)) in order to simplify the notation. For the same reasons, define ∆z = z k+1 − z j k+1 . Then, using the Fundamental Theorem of Calculus along with the fact that ∇ z L(z k+1 ) = 0 it follows that
Then, we can write (33) as
Using the Lipschitz continuity of ∇ zz L(x, z) (cf., Assumption 6) and the fact that its minimum eigenvalue is larger than m for any z ∈ QCR(z k+1 ) (cf., Lemma 2), we can upper bound the norm z j+1 k+1 − z k+1 as
Substituting ∆z by its definition and integrating θ between 0 and 1 yields the following bound establishing quadratic convergence of the Newton step
Applying the recursion it is possible to bound the norm of the N − th correction step at the iterate k + 1 by
.
(38) Since we have that the prediction step is in the quadratic convergence region it follows that L/m z 0 k+1 − z k+1 ≤ 1.
Thus, if one requires to solve the problem with accuracy η, the number of iterations required is
To complete the proof of the Theorem, use the result in Proposition 3 that establishes the accuracy required in the solution at time k for the predicted step to be in the quadratic convergence region of the problem at time k + 1.
The implication of the previous result is that the predictioncorrection schemes yield a control law whose input is not very different from solving exactly the receding horizon problem (4). However, the main benefit is that the complexity of the algorithm proposed is of order log 2 log 2 (1/η), where η is the accuracy of the solution. In particular, -as long as the variation of the system is not close to the limiting value assumed in Proposition 3 -the complexity of the algorithm is of order O(log 2 (log 2 (BT s )). Conversely, we can establish a bound on the maximum variation allowed so that the total cost of the algorithm is that of two Hessian inversions. This is the subject of the following corollary Corollary 1. Under the hypotheses of Theorem 2 in order to require at most one correction step we require the variation of the system to be bounded by
Proof. Notice that in order to be able to use only one prediction step, we require the bound in (32) to be less than one. This translates in the following condition
Which in turn can be rewritten as
Finding the roots of the second order polynomial on BT s completes the proof of the result.
The previous result establishes a bound on the maximum allowable variation of the states of the system that makes the control possible with only one correction step, or equivalently with a computational cost that is equivalent to performing two Newton steps per control action computed.
The fact that the optimization problem (4) can be solved with accuracy η, can be interpreted as if the control law designed is a perturbed version of MPC. Building on this fact -and similar to [31]-we can establish that the closed loop system (16) is Input to State Stable. This is the subject of the next section.
V. INPUT TO STATE STABILITY
We work next towards establishing input to state stability of the system (16) with respect to the approximation errors. In the previous section we showed that the error in solving the receding horizon problem (4) by using the prediction-correction approach (13)- (14) is bounded by ηm/L (cf., Theorem 2). Define then, the sequence of disturbances {d(k), k ≥ 0} as
and write the dynamical system (16) as d(k) ) is such that
We define input to state stability of the closed loop system (16) where the input is the sequence of disturbances. These distrubances are the errors in solving (4) using the predictioncorrection scheme (13)- (14) .
Definition 1 (Input to State Stability). Letg : R n × R w → R n and consider the following discrete time dynamical system
with solution denoted by φ κ (k, x(0)). System (46) is input to state stable if there exists a KL-function β and a K-function γ such that for all initial state x(0) and sequence of disturbances
We say that (46) is locally input to state stable if there exists constants c 1 and c 2 such that (47) holds for any initial state
From Theorem 2 one has that d(k) < ηm/L for all k ≥ 0. The bounds on the disturbances along with the following results in [32] allows us to establish local input to state stability and input to state stability with stronger assumptions.
Theorem 3 (Theorem 2 [32] ). Letg(x, d) in (46) be absolutely continuous in d for all x ∈ R n and for all d ∈ D ⊂ R w , where D is a compact set. If the nominal dynamical system g(x(k)) =g(x(k), 0) is asymptotically stable, the perturbed system (46) is Input to state stable if one of the following conditions holds • Function g(x) is absolutely continuous in x ∈ R n • There exists a absolutely continuous Lyapunov function V (x) for the system x(k + 1) = g(x(k)).
Corollary 2 (Corollary 1 [32] ). Letg(x, d) in (46) be continuous in a neighborhood of x = 0 and d = 0. If the nominal dynamical system g(x(k)) =g(x(k), 0) is asymptotically stable, the perturbed system (46) is locally Input to state stable if one of the following conditions holds
is continuous in a neighborhood of x = 0 • There exists a Lyapunov function V (x) for the system x(k + 1) = g(x(k)) which is continuous in a neighborhood of x = 0.
Notice that the assumptions on the continuity of the closed loop system are not trivially satisfied by all systems since the continuity of the optimizer in (4) is not generally guaranteed for multi-parametric optimization problems. For instance some necessary conditions are linear equality constraints, continuous objective function and the solution of (4) being unique and compact, see e.g. [33, Chapter 6] . In the case here considered equality constraints are not linear, hence we need to assume these to establish input to state stability of the system (16) with respect to the disturbances. Proof. Theorem 1 establishes that the nominal system f κ M P C (x) is asymptotically stable. Then, the proof follows from the fact that the disturbances d(k) are bounded (Theorem 2) and the results from Theorem 3 and Corollary 2.
VI. NUMERICAL EXPERIMENTS
In this section we illustrate the theoretical results presented in the previous section by studying the problem of controlling the position of a point mass subject to nonlinear friction and the Hick's reactor [34] .
A. Nonlinear Friction
In this section we consider the problem of controlling the position of a point mass subject to nonlinear friction. Let us denote by M the mass and let x be its position, g the gravitational constant and F a (ẋ) the dynamic friction depending on the velocity of the mass and u the control input force. With these definitions, consider the following dynamics
We discretize the dynamics using Euler's forward method to obtain a system of the form (1) . To be precise, define the state vector x ∈ R 2 where its first and second components correspond to position and velocity respectively. Then, for sampling time T s the discretization yields
We consider a quadratic cost (x, u) = x Qx + u 2 R /2, with R > 0 and Q ∈ M 2×2 . The specific values selected for 
We compare the behavior of the closed loop system when we use the Prediction-Correction Algorithm (13)-(14) and when we use a Newton solver (Algorithm 3). Observe that the only constraints that problem (4) considers are the equality constraints that describe the evolution of the system. Thus, Algorithm 3 is equivalent to run a Sequential Quadratic Programming algorithm. Although not necessary, we add a shift to initialize the Newton solver (N-MPC) at the beginning of each control interval. This is done to propagate the solution computed at time k to the next time step. Specifically, we set (ū i ) k+1 = (ū i+1 ) k for all i = 1, . . . , H − 1 and
This shift can be implemented using matrix multiplications as
Algorithm 2 shift
Input: z ∈ R H(2np)+2n 1: Define a shift matrix for the states and the multipliers
Define a shift matrix for the inputs Input: x(0), N, ε 1: Compute z 0 = z * (x(0)) 2: for k = 0, 1, . . . do
3:
Apply input u(k) = (ū 1 ) k to the system and observe
Re initialize seed z 0 k+1 = shift(z k )
5:
Set j = 0 6:
Compute Correction (or Newton) step as in (14) z j k+1 = z j−1 k+1 − ∇ 2 zz L j−1 (k + 1) −1 ∇ z L j−1 (k + 1), 9: end while 10:
Update variable z k+1 = z j k+1 11: end for summarized under Algorithm 2.
In Figure 2 we observe the control input, position and velocity resulting from solving the MPC problem (4) using Algorithm 3-in blue-and PC-MPC (Algorithm 1)-in red. In this example we set the accuracy ε = 0.01 and we bound the maximum number of Newton steps (correction steps) in both algorithms by N = 50. As it can be observed in Figure 2 the parameters selected are not sufficient to achieve successful control since the inputs computed by Algorithm 3 -depicted in blue -fail to drive the system to the origin. It is important to point out that in all control intervals the solutions satisfy the required accuracy ε = 0.01 and that none of the computations of the control actions involves more than 25 Newton steps. Hence we conclude that the accuracy required is not enough to achieve a good performance of the system. Based on this observation, we modify the desired accuracy of the solution to ε = 0.0001. As it can be observed in Figure  4 the two trajectories are now indistinguishable but from a computational point of view PC-MPC outperforms the classic Newton algorithm (Algorithm 3). This claim is supported by the histogram in Figure 3 where we can observe that the 
B. Hicks Reactor
In this subsection we consider the CSTR system [34] , which has been used as a benchmark in the control literature [35] , [36] . In this problem we are interested in controlling the concentration z c and the temperature z T of a chemical process. The control input available is the cooling water flow u. The dimensionless temperature and concentration are subject to the following dynamical systeṁ
where z cw T = 2.9, z f T = 3, Ea = 25.2, ν = 1.95 × 10 −4 , k 0 = 300, U 1sf = 600 and θ = 10. Define the state vector x = [z c , z T ] then the goal is to stabilize the system at the steady state x ss = [0.408, 3.29763] with steady state control input is u ss = 0.6167 [34] . We propose to control the system by minimizing the following cost
where Q = diag( [10, 2] ) with control intervals of T s = 30 seconds. We implement an Euler discretization of the dynamics (51) to write an optimization problem of the form in (4) . We run 100 simulations for 1200 seconds using both the Newton method (Algorithm 3) and the Prediction-Correction method proposed (Algorithm 1) for different initial conditions selected as x 0 = x ss (1 + 0.2ξ), where ξ ∼ N (0, 1). In Figure 5 we plot the control input, concentration and temperature of one of the simulations using both algorithms. As it can be observed there is no difference in the trajectories of both methods which means that the solution to the receding horizon problem that (4) . The sampling time is Ts = 30s, the horizon is H = 10 and we run both controllers for 40 time steps. The accuracy for both algorithms is set to ε = 10 −3 and the maximum number of iterations per step is bounded by N = 100. As it can be observed there is not a difference in the trajectories of both methods which means that the solution of the receding horizon problem that is being computed is the same.
is being computed is the same. However, there is a significant gain in terms of the computation cost as it can be observed in Figure 6 were we present a box-plot with the number of iterations required per simulation using the two different schemes. Notice that in particular the maximum number of Hessian inversions required by Prediction-Correction MPC is smaller than the minimum number of Hessian inversions required by the Newton method. Likewise the average reduction in computation is around 57%.
VII. CONCLUSION
We considered a prediction-correction algorithm to solve approximately a time varying multiparameter optimization problem in the context of Model Predictive Control. In particular the algorithm is such that the prediction step guarantees that the seed for the correction steps is in the quadratic convergence region as long as the variation of the states of the system is not too fast and the solution in the previous step has been computed with sufficient accuracy. Moreover, we show that the cost of achieving the sufficient accuracy is of order log 2 log 2 (BT s ), where BT s is a bound on the variation of the state in a control interval. Based on these bounds, we further establish that the closed loop system with the control defined by the solution of the proposed algorithm is input to state stable with respect to the approximation error. We illustrated the computational advantages of the proposed method as compared to regular MPC in the example of the control of a point mass under a non-linear dynamic friction and in the Hicks reactor.
APPENDIX

A. Auxiliary Lemmas
Lemma 1. Let Assumptions 5 and 6 hold and let m and L be the constants defined in said assumptions. Likewise, let δ 1 be the constant defined in (25) . Under these conditions, it follows that ∇ x z (x) is Lipschitz with constant 2Lδ 1 /m. This is, for any x 1 , x 2 ∈ R n it holds that
Proof. Recall that the local solutions of the optimization problem (4) satisfy
Assumption 5 and the Implicit Function Theorem guarantee that we can write the derivative of z (x) as
Then write the difference of ∇ x z (x) evaluated at two different states x 1 , x 2 ∈ R n as
where we defined for simplicity ∇ 2 zz L i := ∇ 2 zz L(x i , z (x i )) and ∇ 2 zx L i := ∇ 2 zx L(x i , z (x i )). Adding and subtracting
Using the triangle inequality, the Cauchy-Schwartz inequality and the bounds of Assumption 5 and Assumption 6 it follows that the norm of the previous expression can be upper bounded by
Notice that the second norm can be written as
Thus using the bound on the minimum eigenvalue of ∇ 2 zz L(x, z (x) in Assumption 5 it follows that
Combining the bounds established in (58) and (60) it follows that
Since the derivatives of ∇ z L(x, z) are Lipschitz (cf., Assumption 6) the previous bound reduces to
where we have used the notation y i := (x i , z (x i )). To complete the proof it suffices to show that y 1 − y 2 ≤ 1 + C 2 /(4m 2 ) 1/2 x 1 − x 2 . We turn our focus into showing the latter. Notice that y 1 − y 2 can be written as
(63) Thus, it suffices to show that
To see why this is the case write
with ∆x = x 2 − x 1 . Using the expression arising from the Implicit Function Theorem (cf., (55)) and considering Assumption 5 and Assumption 6, the norm of ∇ z z (x) can be bounded by
Taking the norm in (65) and substituting the previous bound in it reduces to
The latter completes the proof of the result.
Lemma 2. Let L(x, z) satisfy Assumptions 5 and 6, then for any z such that z − z(x) < m/L the following lower bound for the norm of the gradient of L(·, ·) with respect to its second argument holds
In addition it holds that 
where the expression of ∇ x z (x(k)x) is that derived in (55) and ∆x := φ(k + 1, x(0), z 0 ) − φ(k, x(0), z 0 ). Thus, using the definition of z k+1|k (cf., (23) ) it follows that z k+1|k − z k+1 = ∇ x z (x(k))∆x
Notice that the previous expression can be also written as Using that the function ∇ x z (x) is Lipschitz with constant 2Lδ 1 /m (see Lemma 1), the previous expression can be further upper bounded by
The latter along with the assumption that ∆x ≤ BT s completes the proof of the result.
C. Proof of Proposition 2
Since z k − z k ≤ m/L, Lemma 2 guarantees that the matrix ∇ 2 zz L(x(k), z k ) is invertible, which guarantees that the prediction step is well defined. Then, consider the difference between the predicted iterate z 0 k+1 and z k+1 , the solution of the problem (4) at time k + 1. Adding and subtracting z k+1|k to this difference yields
and use the definition of the prediction step (13) and that of z k+1|k [cf., (23) ] to write the difference z 0 k+1 − z k+1 as
By virtue of the triangle inequality we can upper bound the norm of z 0 k+1 − z k+1 by
We focus next in bounding the norm of 
Take the norm in both sides of the previous equality. By virtue of the triangle inequality and the bounds in Assumptions 5 and 6 we can write
Observe that it is possible to write the first norm in the right hand side of the previous equation as
where we have used that the minimum eigenvalues of ∇ 2 zz L (k) and ∇ 2 zz L(k) are 2m and m respectively. We can further upper bound the previous norm difference using the Lipschitz assumption of the second derivatives in Assumption 6 by
Likewise, we can upper bound the norm of the difference ∇ 2 zx L(k) − ∇ 2 zx L (k) can be upper bounded by
Combining the bounds (79), (81) and (82) yields
Substituting in (77) the bound derived in (83) yields the following upper bound for z 0 k+1 − z k+1
The result of Proposition 1 completes the proof.
