This paper is concerned with the subduction problem of type A quantum Iwahori-Hecke algebras CH(S f , q 2 ) with a real deformation parameter q, i.e. the problem of decomposing irreducible representations of such algebras as direct sum of irreducible representations of the subalgebras CH(S f 1 , q 2 ) × CH(S f 2 , q 2 ), with f 1 + f 2 = f . After giving a suitable combinatorial description for the subduction issue, we provide a selection rule, based on the Richardson-Littlewood criterion, which allows to determine the vanishing coupling coefficients between standard basis vectors for such representations, and we also present an equivariance condition for the subduction coefficients. Such results extend those ones corresponding to the subduction problem in symmetric group algebras CS f ↓ CS f 1 × CS f 2 which are obtained by q approaching the value 1.
Introduction
formulas has not been achieved. Only some special cases have been solved [20, 21, 22] . There are numerical methods [23, 24, 25] which are used to approach the issue, but no insight into the structure of the trasformation coefficients can be obtained. Another key outstanding problem is to resolve multiplicity separations [26] in a systematic manner, indicating a consistent choice of the indipendent phases and free factors. In [27, 28] a breakthrough was made about this; however, the authors abandon the aim to obtain an algebraic solution and prefer a combinatorial recipe.
In [29] , we came back to a general and algebraic approach to the subduction problem in symmetric groups and we analyzed in detail the linear equation method, an efficient tool for the determination of the subduction coefficients as solution of a linear system. We showed that such a system, which is constituted by a complicated primal structure of dependent linear equations, can be simplified by choosing a minimal set of sufficient equations related to the combinatorial concept of subduction graph. Thus we could outline an improved and general algorithm to solve the subduction problem in symmetric groups by a graph searching process. Furthermore, we proposed a general form for the subduction coefficients resulting from the only requirement of orthonormality and we saw that the multiplicity separation can be described in terms of the Sylvester matrix of a suitable positive defined quadratic form describing the scalar product in the subduction space. Then, we was able to link the freedom in fixing the multiplicity separation to the freedom deriving from the choice of such a Sylvester matrix. This paper represents a natural continuation and one of the possible generalizations of [29] . Here, we focus on the subduction problem involving semisimple representations of type A quantum Iwahori-Hecke algebras and we analize the combinatorial structure of the reduction system arisen in the changing from standard to non-standard bases. So, we get a more insight into the structure of the solution for such a system, providing a selection rule and an identity rule for the subduction coefficients which allow further on reducing the number of unknowns equations. Consequently, we can drastically increment the dimension for the involved irreducible representations and find solutions for higher multiplicity cases.
2
Type A Iwahori-Hecke algebras and their irreducible representations
The Iwahori-Hecke algebra of type A [30] , denoted here by CH(S f , q 2 ), is the algebra over C(q), the field of rational functions over C, generated by 1, g 1 , . . ., g f −1 subject to the relations
Therefore, CH(S f , q 2 ) can be considered as a quantum deformation of the symmetric group algebra CS f which is defined from the previous relations by setting q = 1 in equation (1c). In that case, each generator g i represents the elementary transposition which exchanges i and i + 1.
It is known [31] that CH(S f , q 2 ) is not semisimple only for q being a primitive k th root of unity, with k = 2, 3, . . . , f . In this paper, we choose q to be a real parameter. Therefore CH(S f , q 2 ) is always supposed to be semisimple. Whenever CH(S f , q 2 ) is semisimple, each irreducible representation [λ], up to conjugacy, is labelled by a Young diagram λ with f boxes [32] . Given an irreducible representation [λ], the standard basis vactors are defined by the multiplicity-free Gelfand-Tzetlin chain
2 ) and, as in the case of the symmetric group algebras, they are orthonormal vectors labelled by standard Young tableaux with diagram λ. Following a conventional notation, we denote by |λ; m q the standard basis vector associated to the standard Young tableau m.
The irreducible representation [λ] , in the standard basis (sometimes called Yamanouchi basis), is given by [32] 
where, for a fixed real number x, the quantum number [x] q is defined by 2 ) × CH(S f 2 , q 2 ), with 
2 ) appears in the decomposition of [λ] . The entries of the matrix transforming between split and standard basis are called subduction coefficients (SDCs).
Let 
The explicit action of the generators
) on the elements of the split basis directly follows from (2) . In fact we have
Then, from (2) Following Pan and Chen [33] , we can now construct a matrix in such a way that the SDCs are the components of its kernel basis vectors. From (4), for 1 ≤ i < f 1 , we get (for semplicity, we omit the multiplicity label η) λ; m|g i |λ 1 , λ 2 ; m 1 , m 2 q = λ; m|(g i |λ 1 ; m 1 q ) ⊗ |λ 2 ; m 2 q and, writing |λ 1 , λ 2 ; m 1 , m 2 q and g i |λ 1 ; m 1 q in the bases of CH(S f 1 , q 2 ) and
2 ) respectively, the previous relation becomes
In an analogous way, for f 1 < i < f , we get
Then, once we know the explicit action of the generators of
2 ) on the standard basis, (5) and (6) (written for l ∈ {1, . . . , n 1 − 1, n 1 + 1, . . . , n − 1} and all standard Young tableaux m, m 1 , m 2 with Young diagrams λ, λ 1 and λ 2 respectively) define a linear equation system of the form:
where Ω(λ; λ 1 , λ 2 ) is the subduction matrix and χ is a vector with components given by the SDCs of 
matrix. Using the explicit action of g i given by (2), we see that all equations of (7) have the form
where
In the next section, it will be useful the following 
equations (8a), written for such tableaux, become 
We call separation for (m, m ′ ) the minimum i where one of the previous cases occurs. Definition 2. We say that (m, m ′ ) is a bridge pair of standard Young tableaux if it is not a crossing pair, i.e. for all i ∈ {1, . . . , f − 1} one of the following cases is verified:
Then, the following lemma holds 
Then, by iteratively applying (9), we always obtain a crossing pair.
Proof. We first observe that, after one application of gī on (m, m ′ ), we have the following situation
thus g¯i(m, m ′ ) has cut inī − 1 because obviously d¯i(g¯i(m ′ )) = 0. Then, at each step of the iteration of (9), two cases may occur:
1. gī(m, m ′ ) is a crossing pair and we have the assertion.
2. gī(m, m ′ ) is a bridge pair with cut inī − 1.
If case (i) never occurs, afterī − 1 iterations we should reach a bridge pair (m,m ′ ) with cut i = 1. But (m,m ′ ) always is a crossing pair because g 1 (m) = m and g 1 (m ′ ) =m ′ for each standard Young tableauxm andm ′ . 
A selection rule
vanishes for all multiplicity labels η.
Proof. Let i ∈ {1, . . . , f 1 − 1} be the separation of (m (f 1 ) , m 1 ). From definition 1, we need to destinguish the following situations:
The action of the generator g i on the standard base vector |λ; m q,η is given by equation (2), for a fixed multiplicity label η. The action on the split base vector |λ 1 , λ 2 ; m 1 , m 2 q,η is defined in an analogous way. Therefore, by using the equation (1c) and the fact that g i = g i † , we get the following relation for the SDCs:
The previous equation, also written for the other subduction coefficients, i.e. λ; m|λ 1 , λ 2 ;
, provides the homogeneous linear system described by the matrix S = I − M, where I is the 4 × 4 identity matrix and
So, the SDCs under consideration belong to the kernel space of the matrix S (i.e. the eigenspace relative to the eigenvalue 0) which has dimension 2 (note that the eigenvalues of S are 0, with multiplicity 2, 1+q 2 and 1+q −2 ). By remembering the remark in the previous section, we need to choose the vectors in the kernel of S which are formed by symmetric functions of d i (m) and d i (m 1 ).
If
it is easy to see that they are of the form
) is a symmetric function. Thus
From (10) and (12), we get λ; m|λ 1 , λ 2 ; m 1 , m 2 q,η = 0.
the set of our symmetric SDCs is given by the vectors of the form
and
• g i (m) = m and g i (m 1 ) = m 1 . The action of the generator g i on the standard base vector |λ; m q,η is given by g i |λ; m q,η = ±q ±1 |λ; m q,η and the action on the split base vector |λ 1 , λ 2 ; m 1 , m 2 q,η is
Thus, from relation (1c) and by g i = g i † ,
(q ±2 + 1) λ; m|λ 1 , λ 2 ; m 1 , m 2 q,η = 0 and then λ; m|λ 1 , λ 2 ; m 1 , m 2 q,η = 0.
Remark 2.
It is important to point out that, in the previous proof, the fact that q ∈ R is crucial because we need the Hermitianity of the g i action:
On the other hand, such a condition guarantees the inequality
is a bridge pair of standard Young tableaux, then the subduction coefficient
Proof. Let i ∈ {1, . . . , f 1 − 1} be the cut of (m (f 1 ) , m 1 ). For semplicity, let us suppose g i (m) = m and g i (m 1 ) = m 1 . The action of the generator g i on the standard base vector |λ; m is given by g i |λ; m q,η = ±q ±1 |λ; m and the action on the split base vector |λ 1 , λ 2 ; m 1 , m 2 q,η is
Because |d i (m 1 )| = 1, the previous actions imply It is now possible to give the following
is a crossing or bridge pair of standard Young tableaux. Thus, the proof follows from lemma 2 and lemma 3.
An equivariance relation
We now show another simple proposition that goes further on reducing the number of unknown SDCs in the subduction problem of type A IwahoriHecke algebras. With the same notation of the previous subsection, it is possible to give the following
Again, we distinguish two cases:
It is straightforward that the matrix S, written in the previous subsection, has the kernel space which is generated by the vectors
and •
This is a trivial case because g i (m) = m and g i (m 1 ) = m 1 . Thus, of course,
Remark 3. From theorems 1 and 2, the general structure of the SDCs follows:
. Table 1 : Some examples of subduction with the relative multiplicity, the primal number of involved SDCs and the final number of not vanishing SDCs which really need to be evaluated.
In other words, each SDC is not dependent on the standard Young tableau m 1 and it vanishes if
m (f 1 ) = m 1 . [λ] ↓ [λ 1 ] ⊗ [λ 2 ] {λ; λ 1 , λ 2 } f λ f λ 1 f λ 2 f λ/λ 1 f λ 2 [4, 2] ↓ [2, 1] ⊗ [2,
Discussion
From the previous theorems, we get that only a smaller number of the f λ f λ 1 f λ 2 unknowns for the primal subduction problem really needs to be evaluated. In fact, if f λ\λ 1 represents the number of skew-tableaux with diagram λ\λ 1 (which is equal to the number of tableaux m with Young diagram λ such that m (f 1 ) = m 1 , where m 1 is a standard Young tableau with diagram λ 1 ), the number of not vanishing SDCs is given by In table 1 we deal with some subduction cases, the relative multiplicity, the number of unknowns involved in the primal linear equation system and the effective number of needed SDCs, after the application of the selection and identity rules. It is evident the drastic reduction of the number of unknowns for the subduction problem.
Following [29] , we obtain that a reduced version of the subduction graph is sufficient to provide the required transformation coefficients. Such a graph is obtained by the action of the g i transformations, with i ∈ {f 1 + 1, . . . , f − 1}, on the tableaux corresponding to the not vanishing SDCs. On the other hand, the g i transformations with i ∈ {1, . . . , f 1 − 1}, by the identity rule, can be not considered.
As an example of computation thanks to the results of this paper, we could study the first multiplicity-three case for the subduction problem in type A Iwahori-Hecke algebras which accours in [4, 3, [34] to fix the phase freedom by choosing the first non-zero SDC to be positive. From subduction graph [29] and by, for example, a suitable Mathematica program, we may then generate the homogeneous linear sistem required to obtain the SDCs and evaluate the kernel of the subduction matrix. The solution space has dimension 3 (multiplicity) and the SDCs are orthonormalized in such a way that the conditions (3a) and (3b) hold.
