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We study the time evolution of quantum entanglement for a specific class of quantum dynamics,
namely the locally scrambled quantum dynamics, where each step of the unitary evolution is drawn
from a random ensemble that is invariant under local (on-site) basis transformations. In this case, the
average entanglement entropy follows a Markovian dynamics, such that the entanglement property
of the future state can be inferred from the entanglement property of the unitary operator of the
underlying quantum dynamics. We introduce the entanglement feature formulation to concisely
organize the entanglement entropies over all subsystems into a many-body wave function, which
allows us to describe the entanglement dynamics using an imaginary-time Schro¨dinger equation,
such that various tools developed in quantum many-body physics can be applied. The framework
enables us to investigate a variety of random quantum dynamics beyond Haar random circuits and
Brownian circuits. We perform numerical simulations for these models and demonstrate the validity
and prediction power of the entanglement feature approach.
I. INTRODUCTION
Quantum entanglement dynamics[1–5] is an emerging
field that ties several interesting topics together, includ-
ing non-equilibrium and driven quantum systems[6–8],
many-body localization and thermalization[9–14], quan-
tum chaos and holography[15–19]. The central theme is
to understand the production and propagation of quan-
tum entanglement in quantum many-body systems. For
pure states, the amount of quantum entanglement be-
tween a subsystem A and its environment A¯ can be
quantified by the (Re´nyi) entanglement entropy (EE)
S(n)(A) = 11−n log TrA ρ
n
A where ρA = TrA¯ |Ψ〉〈Ψ| is the
reduced density matrix of subsystem A. Various quan-
tum information measures (such as mutual and tripartite
information) can be constructed from the EE over differ-
ent regions. Here, we would like to focus on the 2nd Re´nyi
entropies S(2)(A) and establish their dynamic equations
under quantum evolution.
As a quantum state |Ψ〉 evolves in time, its EE’s
S(2)(A) over different regions A will also change with re-
spect to time in general. It is desired to understand how
the unitary evolution of the quantum state induces the
dynamics of quantum entanglement. There have been
several works on the entanglement growth in quantum
many-body systems[5, 17, 20–30]. The main focus has
been on the half-system (or a single region) EE. To gain
more resolution of the many-body entanglement struc-
ture, we extend our scope to all possible bipartitions
of the system (including multiple disconnected entangle-
ment regions). The question we would like to address is
that given S(2)(A) at initial time over all possible subsys-
tems A, what will be the equation of motion governing
the evolution for all of them jointly in later time?
However, EE’s over all regions contain a large amount
of data, because the number of possible bipartitions 2L
grows exponentially in system size L. We need a con-
ceptually concise way to organize these entropy data, in
order to make progress in describing their dynamics. In
Ref. [31], it was proposed that all these EE’s can be or-
ganized into “entanglement features”, which admit com-
pact representations in terms of Boltzmann weights of
Ising models. The key idea is to label each entanglement
region A by a set of Ising variables σ = (σ1, σ2, · · · ), such
that σi =↓ (or ↑) corresponds to i ∈ A (or i ∈ A¯) for each
site i. Then the EE S(2)(A) ≡ S(2)[σ] can be treated
as a free energy associated to the Ising configuration σ,
and the entanglement feature (EF) refers to the corre-
sponding Boltzmann weight W [σ] = e−S
(2)[σ] = Tr ρ2A,
which is simply the purity for the 2nd Re´nyi case. Its
time evolution can be related to the Loschmidt echo
on the duplicated system,[5] which could be of experi-
mental relevance. In this work, we further develop the
Ising formulation by encoding the EF as a fictitious spin
state |W 〉 = ∑σW [σ]|σ〉, which we called the EF state.
This rewriting packs the exponentially many entangle-
ment data into a single EF state (as a many-body wave
function). This conceptual simplification enables us to
formulate the entanglement dynamics in a concise form
of imaginary-time Hamiltonian evolution of the EF state
∂t|W 〉 = −HˆEF|W 〉, (1)
which can be further analyzed using powerful tools that
have been developed in quantum many-body physics.
Our development is along the line of mapping entan-
glement dynamics to statistical mechanical problems, as
discussed in a few recent works [21, 23, 25, 26, 32–35].
Given the equivalence between statistical mechanics and
imaginary-time quantum mechanics, it is not surprising
that the entanglement dynamics could admit a quantum
mechanical formulation as Eq. (1).
Treating the EF W [σ] as an (unnormalized) probabil-
ity distribution of entanglement regions σ, the proposed
dynamic equation in Eq. (1) could be interpreted as a
Markov equation. The assumption behind this equation
is that the future EF of a many-body state can be en-
tirely determined based on the current EF without the
need to know about the past EF or about other informa-
tion beyond the EF. Unfortunately, this assumption does
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2not hold in general! In fact, the entanglement dynam-
ics is generally non-Markovian, meaning that knowing
the present EE’s even for all possible regions is still in-
sufficient to determine their evolution in the future,[36]
so we should not expect Eq. (1) to work in general. In
this work, we point out a specific yet rich enough class
of quantum dynamics, called the locally scrambled quan-
tum dynamics, whose entanglement dynamics can be de-
scribed by Eq. (1) (or some discrete version of it). Quan-
tum dynamics can always be formulated as a unitary evo-
lution U =
∏
t Ut that can be chopped up into products
of simpler unitaries Ut at each time slice t following a
time ordering. A quantum dynamics is said to be locally
scrambled, if for every time step, the unitary Ut is drawn
from a random unitary ensemble that is invariant under
local (on-site) basis transformations, and Ut at different
time t are sampled independently. Such dynamics can
be constructed by inserting local scramblers (product of
on-site Haar random unitaries) between every time step,
as if the system constantly forget about the choice of lo-
cal basis from one time step to another. It can be used
to model those quantum many-body systems with fast
and random dynamics on each site, such that the quan-
tum information is scrambled on each site quickly and
sufficiently during each step of the time evolution. One
famous example in this class is the Haar random unitary
circuit[21, 24, 25, 33]. We will provide more examples of
locally scrambled quantum dynamics in this work.
The reason that the future EE can be uniquely de-
termined by the present EE under the locally scrambled
quantum dynamics is related to the fact that the EE is a
local-basis-independent quantity. As the local scramblers
constantly remove the local-basis-dependent information
in the quantum many-body state, only the local-basis-
independent information can survive in time to govern
the future evolution. Such local-basis-independent in-
formation can be captured by EE’s over all possible en-
tanglement regions, which are summarized as the EF of
the quantum many-body state. In this work, we develop
the theoretical framework to derive the dynamic equation
governing the evolution of the EF under locally scram-
bled quantum dynamics. We establish a systematic ap-
proach to construct the EF Hamiltonian HˆEF based on
the entanglement properties of the physical Hamiltonian
or unitary operators that describe the quantum dynam-
ics. We also carry out numerical simulations to justify the
assumptions made in the theoretical development, and
demonstrate the prediction power of the EF approach.
The paper is organized as follows. In Sec. II, we first
develop the theoretical framework for the EF and its
application to the locally scrambled quantum dynam-
ics. We start with the definition of EF for both quan-
tum many-body state and quantum unitary circuits in
Sec. II A. We then promote these notions to their quan-
tum mechanical versions, introducing the EF states and
EF operators in Sec. II B. With this setup, in Sec. II C,
we prove an important relation between the the state and
the unitary EF’s, thereby mapping the unitary evolution
of the quantum state to the dissipative evolution of the
EF state under the corresponding entanglement dynam-
ics in Sec. II D. Taking the continuum limit, we obtain the
Schro¨dinger equation for EF state and derived the most
generic form of the EF Hamiltonian in Sec. II E. We an-
alyze the spectral properties of the EF Hamiltonian and
their consequences on the universal behavior of entangle-
ment dynamics in Sec. II F. We investigate the excitation
spectrum of the EF Hamiltonian and obtain the quasi-
particle dispersion in Sec. II G, which allows us to predict
the long-time saturation behavior of the entanglement.
We will provide numerical evidences in Sec. III to demon-
strate the validity of the EF approach. We first introduce
two models of locally scrambled quantum dynamics in
Sec. III A, namely the locally scrambled quantum circuit
and the locally scrambled Hamiltonian dynamics, which
are further discussed in details in Sec. III B and Sec. III C
separately. We sum up in Sec. IV making connections to
related topics and potential future development.
II. THEORETICAL FRAMEWORK
A. Definition of Entanglement Features
Let us consider a quantum many-body system consist-
ing of L qudits, where each qudit (d-dimensional quan-
tum system) has a d-dimensional physical Hilbert space,
such that the total Hilbert space dimension is dL. To
define the 2nd Re´nyi entropy, we will need to dupli-
cate the system and evaluate the expectation value of
swap operators within a subsystem A of interest. There
are altogether 2L possible choices of a subsystem A, as
each qudit can independent decide to be included in A
or not. To label the 2L different bipartitions of the
system, we introduce a set of classical Ising variables
σ = (σ1, σ2, · · · , σL), such that the Ising variable σi de-
termines if the ith qudit belongs to region A or its com-
plement A¯, following
σi =
{ ↑ i ∈ A¯,
↓ i ∈ A. (2)
These Ising variables do not correspond to any degrees
of freedom of the underlying quantum many-body sys-
tem. Instead, they represent the identity or swap opera-
tor supported on the duplicated system, which are used
to define the 2nd Re´nyi entropy. To be more specific, we
define a permutation operator Xσi acting on the dupli-
cated Hilbert space of the ith qudit,
Xσi =
{
i
≡∑dα,β=1 |αβ〉i〈αβ|i if σi =↑,
i
≡∑dα,β=1 |αβ〉i〈βα|i if σi =↓, (3)
which is assigned to the identity operator i or the swap
operator i depending on the Ising variable σi. Assem-
bling these permutation operators together, we define
Xσ =
⊗L
i=1 Xσi for the duplicated L-qudit system, which
3implements swap operations in the region A specified by
the Ising configuration σ .
σ1 σ2 σ3 σL
〈Ψ⊗2
Ψ〉⊗2
…
(a) σ1
τ1
σ2
τ2
σ3
τ3
σL
τLU
⊗2
U†⊗2
…
…
Tr
(b)
FIG. 1. Diagrammatic representation of (a) the state EF
W|Ψ〉[σ] and (b) the unitary EF WU [σ, τ ]. The Tr operator
contracts the dangling bottom legs with the corresponding
dangling top legs.
With these notation setup, we can define the entan-
glement feature (EF) of quantum many-body states and
time-evolution unitary circuits[31, 37]. The EF of a
many-body pure state |Ψ〉 is defined as
W|Ψ〉[σ] ≡ e−S
(2)[σ] = Tr
(Xσ(|Ψ〉〈Ψ|)⊗2), (4)
which resembles Boltzmann weights for Ising configura-
tions σ labeling different entanglement regions. In terms
of the tensor network representation, the state EF can
be depicted as Fig. 1(a). Not only for quantum states,
the EF can also be defined for unitary circuits under the
state-operator correspondence.[16, 38, 39] The EF of a
unitary circuit U is defined as
WU [σ, τ ] = Tr
(XσU⊗2XτU†⊗2), (5)
which depends on two sets of Ising configurations σ and τ
that separately specifies the entanglement regions on the
past (input) and the future (output) sides of the unitary
circuit, as illustrated in Fig. 1(b). The state EF W|Ψ〉[σ]
provides a comprehensive description of the entangle-
ment properties of the pure state |Ψ〉, which contains
the information about EE, mutual information and mul-
tipartite information among different subsystems. Simi-
larly, the unitary EF WU [σ, τ ] characterizes the entan-
glement properties of the unitary circuit U , including
the EE and mutual information between past and fu-
ture degrees of freedoms, which are also closely related
to the operator-averaged out-of-time ordered correlator
(OTOC)[16, 40, 41] under the quantum dynamics U .
It worth mention that entanglement features are in-
variant under local basis transformations. A generic local
basis transformation takes the form of V =
⊗L
i=1 Vi with
Vi being a unitary operator acting on the ith qudit. It is
easy to see that both the state EF and the unitary EF
are independent of the choice of local basis, i.e.
WV |Ψ〉 = W|Ψ〉, WV †UV = WU . (6)
In this way, the EF forgets about the local basis depen-
dent information in quantum states or unitary circuits,
and only captures the entanglement properties that are
universal to local basis choices.
B. Operator Formalism of Entanglement Features
To make our notation more concise, let us introduce
a set of Ising basis |σ〉, then we can pack W|Ψ〉 to an
entanglement feature state (EF state) |WΨ〉 as
|WΨ〉 =
∑
σ
W|Ψ〉[σ]|σ〉, (7)
and WU to an entanglement feature operator (EF opera-
tor) WˆU as
WˆU =
∑
σ,τ
|σ〉WU [σ, τ ]〈τ |. (8)
The Ising basis |σ〉 span a 2L-dimensional Hilbert space
of L qubits, called the entanglement feature Hilbert space
(EF Hilbert space). It should not be confused with the
dL-dimensional physical Hilbert space of the underlying
quantum many-body system. Each Ising basis state |σ〉
in the EF Hilbert space simply corresponds to a biparti-
tion of the L physical qudits following Eq. (2).
Given the EF state |WΨ〉, the EE S(2)[σ] over all re-
gions can be retrieved from the inner product of |WΨ〉
with the corresponding Ising basis state
e−S
(2)[σ] = W|Ψ〉[σ] = 〈σ|WΨ〉. (9)
In particular, a product state |Ψprod〉 =
⊗
i |ψi〉 has zero
EE in any region (∀σ : S(2)[σ] = 0), so its EF state is
therefore a equal weight superposition of all Ising config-
urations,
|Wprod〉 =
∑
σ
|σ〉 (product state), (10)
which corresponds to the (ideal) paramagnetic state of
Ising spins. On the other hand, a Page state[42] |ΨPage〉
exhibits the maximal volume-law EE, whose EF state is
given by
|WPage〉 =
∑
σ
cosh(η
∑L
i=1 σi)
cosh(ηL)
|σ〉 (Page state), (11)
where η = 12 log d and we have adopted σi = ±1 in the
formula to represent ↑, ↓ spins. This result follows from
the definition. Its detailed derivation can be found in
Appendix A. The state |WPage〉 contains extensive ferro-
magnetic correlations among Ising spins. In this picture,
the process of quantum state thermalization corresponds
to the process of building up ferromagnetic correlations
in the EF state (until saturation to the Page state).
4Let us also provide some examples for the EF of unitary
gates which will be useful later. The EF of a single-qudit
identity operator is straight forward to calculate based
on the definition in Eq. (5),
Wˆ1 = d
2(| ↑〉〈↑ |+ | ↓〉〈↓ |) + d(| ↑〉〈↓ |+ | ↓〉〈↑ |),
= d(d+X),
(12)
where X denotes the Pauli-X operator acting on the qu-
dit site (acting in the EF Hilbert space, not in the qudit
Hilbert space), and d is the qudit dimension. A more
non-trivial example is the EF of a two-qudit Haar ran-
dom unitary gate Uij (averaged over Haar ensemble) that
acts on qudits i and j,
WˆHaar =d
2(d+Xi)(d+Xj)
− d
2(d2 − 1)
d2 + 1
1− ZiZj
2
(d2 −XiXj),
(13)
where Xi and Zi are Pauli-X and Z operators acting on
site i. The derivation can be found in Appendix B.
Ux Ux′
U
Physical Hilbert space
W
  W Ux W Ux′ W 
W

U
EF Hilbert space
FIG. 2. The mapping from the unitary operator in the phys-
ical Hilbert space to the corresponding EF operator in the
EF Hilbert space. Locality is preserved under the mapping,
enabling us to factorize the operators in the same manner on
both sides.
Unitary gates are the building blocks to construct more
complicated unitary circuits. One nice property of the
EF operator is that it preserves the locality in space,
meaning that if a unitary U operator can be factorized
to smaller unitaries Ux over the space x, its corresponding
EF operator WˆU is also factorized in the same manner
U =
⊗
x
Ux ⇒ WˆU =
⊗
x
WˆUx , (14)
as examplified in Fig. 2. This property allows us to as-
semble the local EF operators together. For example,
the EF operator Wˆ1 of the identity operator for a L qu-
dit system be obtained by assembling the single-qudit
result in Eq. (12) together
Wˆ1 =
L∏
i=1
d(d+Xi) = (coth δ csch δ)
L
L∏
i=1
eδXi , (15)
where we have introduced the constant δ
δ ≡ arccoth d = 1
2
log
d+ 1
d− 1 (16)
to exponentiate the operator. The exponential form al-
lows us to take the operator inverse easily, such that
Wˆ−11 =
L∏
i=1
1− d−1Xi
d2 − 1 = (tanh δ sinh δ)
L
L∏
i=1
e−δXi .
(17)
These results will be useful in later discussions. In the
following, we will show how the evolution of the EF state
can be inferred from the EF operator of the unitary cir-
cuit.
C. Relation between State and Unitary
Entanglement Features
Suppose U describes a unitary circuit that evolves an
initial quantum many-body state |Ψ〉 to the final state
U |Ψ〉. This quantum dynamics will induce a correspond-
ing entanglement dynamics, under which the EF of the
initial state W|Ψ〉 evolves to that of the final state WU |Ψ〉.
Can we predict the final state EF WU |Ψ〉 based on our
knowledge about the initial state EF W|Ψ〉 and the EF
WU of the unitary evolution?
In general, this problem is not tractable. Because U
and |Ψ〉 contain many “non-universal” features that are
specific to the choice of local basis, such features may
affect the final state entanglement, but they are not cap-
tured by the EF, as the EF is invariant under local basis
transformations. Therefore, the finial state EF can not
be inferred from the initial state EF and the unitary EF
in general. However, instead of dealing with a specific
unitary circuit U , we consider an ensemble of unitary
circuits U ′ = V †UV related to U by local basis transfor-
mations V , denoted by
EU =
{
V †UV
∣∣∣V = L⊗
i=1
Vi, Vi ∈ Haar
}
, (18)
where each Vi is independently drawn from the Haar ran-
dom unitary ensemble defined on the ith qudit. We will
call EU the locally scrambled unitary ensemble associated
with U . According to Eq. (6), one immediately see that
all unitary operators U ′ ∈ EU in the ensemble share the
same entanglement feature as that of U , i.e. WU ′ = WU .
Rather than asking about the EF of a specific final state
U |Ψ〉, if we are allowed to consider the ensemble average
of the EF over all final states U ′|Ψ〉 with U ′ ∈ EU , the
final state EF WU ′|Ψ〉 will indeed be constructable from
the initial state EF W|Ψ〉 and the unitary EF WU ′ = WU
on the average level. Using the operator formalism, the
relation can be written in a concise form as
E
U ′∈EU
|WU ′Ψ〉 = WˆUWˆ−11 |WΨ〉, (19)
where Wˆ1 is the EF operator for the identity evolution
1 and Wˆ−11 is its inverse, which was given in Eq. (17)
explicitly. One can derive Eq. (19) using tensor network
5diagrams, see Appendix C for details. To simplify the
notation, we may suppress spelling out the ensemble av-
erage EU ′∈EU explicitly in later discussions, with the un-
derstanding that in this work any unitary operator ap-
peared in the subscript of the EF operator will be implic-
itly averaged over local basis transformations. Eq. (19)
establishes an important relation between the state and
the unitary EF’s, which enables us to compute the evolu-
tion of the state EF induced by the underlying quantum
dynamics, given the EF of the corresponding unitary evo-
lution U . A special case of Eq. (19) has been discussed
in Ref. [31, 41], where the initial state is restricted to
product states.
As a side remark, we would like to provide some jus-
tifications for the use of locally scrambled unitary en-
sembles EU . Technically speaking, working with these
ensembles enables us to predict the future evolution of
EE’s purely based on their current data, because the
local-basis-dependent features of a quantum state are
removed by local scrambling and the remaining local-
basis-independent features are captured by the EF[43].
This setup allows us to make progress in understand-
ing the entanglement dynamics with a tractable theoret-
ical limit. Physically speaking, we can imagine systems
with separating time scales between the on-site and the
inter-site quantum dynamics. Suppose the on-site dy-
namics is fast and random, then the quantum informa-
tion would be sufficiently scrambled on every site, before
it can spread out to other sites at a longer time scale.
So the overall unitary evolution will constantly be inter-
rupted by the insertion of local scramblers Vi ∈ Haar,
making the evolution effectively local-basis-independent.
In fact, many well explored random unitary ensembles
in the field of entanglement dynamics are local-basis-
independent (or “locally scrambled” in our language),
including random unitary dynamics[21, 44, 45], random
Hamiltonian dynamics[31, 46–48] and random Floquet
dynamics[49, 50]. This strategy has also been adopted in
the discussion of operator dynamics[23–25, 28, 29] and
random tensor networks[32, 35, 37, 51]. Historically, the
study of these models has advanced our understanding
about the universal behavior of entanglement dynamics,
so we would like to carry on this line of research.
D. Markovian Entanglement Dynamics
As long as we know how to construct the EF opera-
tor WˆU for any unitary evolution U of interest, we can
apply the operator formalism in Eq. (19) to compute the
entanglement dynamics. However, calculating the EF for
a large and deep unitary circuit is a difficult many-body
problem, hence the relation Eq. (19) is still hard to apply.
But if all unitary gates in the unitary circuit are indepen-
dently drawn from locally scrambled unitary ensembles,
they will be decoupled in time, such that we can apply
the EF operator iteratively to drive the evolution of the
EF state.
⋮ ⋮ ⋮ ⋮ ⋮
Ψ0〉U0
U1
Ut-1
Ut
Ψt+1〉 =
Quantum
dynamics
⋮ ⋮ ⋮ ⋮ ⋮
WΨ0 〉T

0
T

1
T

t-1
T

t
WΨt+1 〉 =
Entanglement
dynamics
T

t =W Ut W -1 time
FIG. 3. Quantum dynamics induces entanglement dynamics,
assuming each unitary Ut is drawn from local basis invariant
ensemble independently. The operator entanglement prop-
erty of Ut determines the transfer matrix Tˆt that evolves the
EF state via Eq. (25), and the EF state |WΨt〉 encodes the
entanglement properties of the quantum state |Ψt〉.
To be more concrete, let us consider the case where the
full unitary evolution can be broken up into discrete time
steps (or layers), and each single-step unitary evolution
at time t is described by Ut, as illustrated on the left of
Fig. 3. Then the quantum many-body state |Ψt〉 evolves
from step to step following
|Ψt+1〉 = Ut|Ψt〉. (20)
Suppose Ut at different time t are independently drawn
from random unitary ensembles (not necessary Haar ran-
dom) which are invariant under local basis transforma-
tion, the full unitary evolution
U =
∏
t
Ut = UtUt−1 · · ·U1U0 (21)
will form a random unitary circuit that defines a locally
scrambled quantum dynamics. If we spell out the local
basis transformations Vt that has been made at each time
step, i.e. Ut = V
†
t U
′
tVt,
U = V †t U
′
t VtV
†
t−1 U
′
t−1 Vt−1 · · · , (22)
we can see that the neighboring transformations VtV
†
t−1
can merge into a single layer of local scramblers. There-
fore a locally scrambled quantum dynamics can also be
viewed as repeatedly applying the on-site scrambling
VtV
†
t−1 followed by the inter-site unitary U
′
t . In this
way, the quantum many-body state is always sufficiently
scrambled on each qudit and the scrambling is uncorre-
lated in time, such that the information about local basis
choice does not pass on from step to step. Separating
each step of the unitary evolution by local scramblers is
our key assumption about the quantum dynamics, which
enables us to proceed.
6The entanglement dynamics induced by the locally
scrambled quantum dynamics is Markovian, and admits a
simple transfer matrix description. To see this, we evalu-
ate the final state EF averaging over all locally scrambled
unitary ensembles at different steps
|WΨt+1〉 = E
Ut
E
Ut−1
· · · |WUtUt−1···Ψ0〉. (23)
Applying Eq. (19), we arrive at the recurrent equation for
the ensemble averaged EF state
|WΨt+1〉 = Tˆt|WΨt〉, (24)
where we have introduced the transfer matrix
Tˆt = WˆUtWˆ
−1
1 (25)
to evolve the EF state |WΨt〉 according to the EF of the
single-step unitary Ut. As summarized in Fig. 3, Eq. (25)
is the key equation that bridges the quantum dynamics
and entanglement dynamics, allowing us to predict the
evolution of entanglement properties of a quantum state
based on the entanglement properties of the unitary op-
erator applied at each time step. If we further assume lo-
cality of the quantum dynamics such that Ut =
⊗
x Ut,x
can be decomposed into products of non-overlapping lo-
cal unitary gates Ut,x (each gate only acts on a few qudits
and its spatial position is labeled by x), the EF opera-
tor WˆU can be factorized in the same manner following
Eq. (14)
WˆUt =
⊗
x
WˆUt,x , (26)
where WˆUt,x is the EF operator for each local unitary
gate, which can be easily computed (as it only involves a
few qudits). Along this line, the transfer matrix Tˆt can be
constructed purely based on our knowledge about the EF
of each unitary gate involved in the quantum dynamics.
Using Eq. (24), we can evolve the EF of any initial
quantum state in time, given the locally scrambled quan-
tum dynamics. The time evolution of the (2nd Re´nyi) EE
can be read out from the EF by
S(2)[σ](t) = − log 〈σ|WΨt〉, (27)
following Eq. (9). Strictly speaking, there is a subtle is-
sue about exchanging the order of the logarithm with
all the ensemble average in Eq. (23). We are typically
more interested in the ensemble average of the EE other
than the EF. So the correct average for the EF should be
the geometric mean exp(E logW [σ]), but we are replac-
ing it by the algebraic mean EW [σ] in Eq. (23), which
always over estimates the EF and hence underestimates
the EE. So the EE obtained in Eq. (27) only serves as
a lower bound of the ensemble averaged EE. We may
treat this lower bound as an approximation, but we can
not claim that it is always a good approximation, be-
cause there are known scenarios where this approxima-
tion is problematic. For example, near the entangle-
ment transition[35, 52, 53] where critical fluctuation is
important, this approximate treatment gives wrong an-
swers about the universality class and critical exponents.
There have been more rigorous treatments developed in
Ref. [35, 54] using replica tricks, but we will not pursuit
that direction in this paper. For thermalizing dynamics
and volume-law states, we believe that the lower bound
estimation in Eq. (27) will provide a decent approxima-
tion, because the EF of thermalizing state contains strong
ferromagnetic correlation to suppress the spin fluctua-
tion, which allows us to replace the geometric mean by
the algebraic mean as the fluctuation is small. We will
rely on numerical simulations in Sec. III to justify this
assumption.
To conclude, the EF formalism provides a concise de-
scription for the entanglement dynamics, when the un-
derlying quantum dynamics is locally scrambled. How-
ever, there are also several limitations of locally scram-
bled quantum dynamics. First of all, the dynamics is not
translation invariant in time, because the local scram-
bles at each step must be sampled independently. As a
result, energy is not conserved under such dynamics. Sec-
ondly, global symmetry[28, 55] can not be implemented
in the current scheme, because symmetry representations
on each site will all be scrambled together, such that the
symmetry can not be preserved. Finally, in lack of the
local-basis-specific information, we can not discuss the
operator dynamics for specific local operators[56] (but
we can discuss operator averaged behaviors). To go be-
yond the local scrambling assumption, one idea could be
to gradually introduce the correlation of unitary gates in
time. But we will leave that for future study. We believe
that our discussion of the locally scrambled quantum dy-
namics will set a cornerstone for future developments.
E. Entanglement Feature Hamiltonian
In the previous section, we have derived the dynamic
equation Eq. (24) for EF states under discrete time dy-
namics. We can also consider the continuum limit of the
dynamics, where we refine the time step and take Ut to
be close to identity (up to local basis transformation).
For example, we can consider generating Ut by a local
Hamiltonian for a short amount of “time”  1 with the
local basis scrambled
Ut = V
†
t e
−iHVt, (28)
where Vt =
⊗L
i=1 Vt,i is a layer of local scramblers and
each scrambler Vt,i is an on-site unitary operator inde-
pendently drawn from Haar random ensemble. The full
unitary evolution U =
∏
t Ut is given by the time-order
product. The onsite scrambling does not generate en-
tanglement (among different sites). The entanglement
generation and propagation all depend on the inter-site
couplings in the Hamiltonian H. As  is small, the en-
tanglement dynamics will be slow (smooth) enough that
admits a continuum time description. We will study this
model in more details later, but the goal here is to first
7establish a Hamiltonian formulation for the evolution of
EF state in the continuum limit.
When Ut is close to an identity operator (up to lo-
cal basis transformations), its EF operator WˆUt will ap-
proach Wˆ1, hence the transfer matrix Tˆt = WˆUtWˆ
−1
1 will
also be close to the identity operator 1ˆ (in the EF Hilbert
space). It turns out that the difference between Tˆt and
1ˆ is of the order 2 (not  as one may expect). A gen-
eral argument for this property is as follows. Given Ut in
Eq. (28), its EF is described by
WUt [σ, τ ] = Tr(Xσe−iHXτ eiH), (29)
with H = H⊗1+1⊗H. It can be shown that WUt [σ, τ ]
must be even in , because it is real by definition but
 comes with the imaginary unit in Eq. (29), thus the
odd-power expansions of WUt [σ, τ ] in  could only be
imaginary, and must therefore vanish altogether. So the
operators WˆUt and Tˆt are even in , hence the leading
order deviation of Tˆt from 1ˆ is of the order 
2.
Given this, we expand Tˆt around the identity operator
1ˆ and define the entanglement feature Hamiltonian (EF
Hamiltonian)
HˆEF =
1
2
(1ˆ− Tˆt) = 1
2
(1ˆ− WˆUtWˆ−11 ), (30)
such that the recurrent equation Eq. (24) transforms to
an imaginary-time Schro¨dinger equation in the contin-
uum limit of  1,
∂t|WΨt〉 = −HˆEF|WΨt〉. (31)
The differentiation ∂t|WΨt〉 should be considered as the
limit of (|WΨt+2 〉 − |WΨt〉)/2, where 2 serves as the
infinitesimal time step. In general, HˆEF can be time-
dependent, but let us omit the explicit time dependence
for simplicity. The locality of the EF operator WˆUt as
discussed in Eq. (26) translates to the locality of the EF
Hamiltonian HˆEF, which allow us to write HˆEF =
∑
x Hˆx
as sum of local terms. In principle, the specific form of
these local terms Hˆx can be derived from the terms in
the quantum many-body Hamiltonian H that drives the
quantum dynamics, which we will demonstrate later in
Sec. III C. However, even if we have no specific knowledge
about H, we can already learn a lot about HˆEF based on
the general properties of entanglement dynamics. In the
following, we will show how the physical constraint of
entanglement dynamics can pin down the general form
of the EF Hamiltonian.
Let us consider the two-local EF Hamiltonian, mean-
ing that the local terms Hˆx span over two sites at most.
We find that the most general two-local EF Hamiltonian
should take the following form
HˆEF =
∑
i,j
gij
1− ZiZj
2
e−βijXiXj−δ(Xi+Xj), (32)
where gij ≥ 0 and βij ∈ R are model parameters and
the constant δ is fixed by the qudit dimension d via
coth δ = d. Here Xi, Zi are Pauli operators acting on
the ith Ising spin (that labels the entanglement region).
Each local term in the Hamiltonian consists of a term
e−βijXiXj−δ(Xi+Xj) that fluctuates Ising spins, followed
by a ferromagnetic projection operator (1−ZiZj)/2. Al-
though we call HˆEF a Hamiltonian, it is not a Hermitian
operator as expected in conventional quantum mechan-
ics, because fluctuation term and the projection term
do not commute. As a result, the left- and the right-
eigenstates of HˆEF could be different. The coupling
strength gij describes the entangling power of the quan-
tum dynamics, i.e. the velocity that the entanglement
builds up between sites i and j if initialized from a prod-
uct state.
The postulated form of HˆEF in Eq. (32) is constrained
by the following physical requirements (or assumptions).
• Pure state remains pure under quantum dynamics
(i.e. a Z2 Ising symmetry),
[HˆEF,
∏
i
Xi] = 0. (33)
An important entanglement property of pure states
is that the EE of a region A should be the same
as that of its complement A¯, therefore the pure
state EF must be invariant under Ising symmetry,
i.e. W|Ψ〉[σ] = W|Ψ〉[−σ], which can be equivalently
written as |WΨ〉 =
∏
iXi|WΨ〉. Since any quantum
dynamics (described by a unitary evolution) will
preserve the purity of the quantum state, the en-
tanglement dynamics should also respect this Ising
symmetry, such that the EF Hamiltonian HˆEF must
commute with the symmetry operator
∏
iXi as as-
serted in Eq. (33).
• EE must vanish for empty entanglement regions,
〈↑↑↑ · · · |HˆEF = 0. (34)
By empty entanglement region, we mean A = ∅ is
an empty set, which correspond to the Ising config-
uration σ = ↑↑↑ · · · ≡ ⇑ (i.e. ∀i : σi = +1). Here-
inafter we use the symbol ⇑ to denote the all-up
configuration to simplify the notation. When the
entanglement region is empty, the EE must be zero,
i.e. S(2)[⇑] = 0. This requires 〈⇑ |WΨ〉 = W|Ψ〉[⇑] =
e−S
(2)[⇑] = 1 to remain at constant under any en-
tanglement dynamics. Now suppose |WΨt〉 is time
dependent under the entanglement dynamics. Tak-
ing the time derivative on both sides of 〈⇑ |WΨt〉 =
1 and apply the dynamic equation Eq. (31), we can
see that 〈⇑ |∂t|WΨt〉 = −〈⇑ |HˆEF|WΨt〉 = 0 must
hold for any EF state |WΨt〉, therefore we must re-
quire 〈⇑ |HˆEF = 0 as claimed in Eq. (34).
• Statistical time-reversal symmetry of random uni-
tary ensembles,
Wˆ1Hˆ
ᵀ
EF = HˆEFWˆ1. (35)
8We assume that the random unitary gates in
the circuit are statistically invariant under time-
reversal, meaning that Ut and U
†
t will appear with
equal probability in the unitary ensemble. Then ac-
cording to the definition of unitary EF in Eq. (5),
the time-reversal symmetry implies to WU [σ, τ ] =
WU [τ ,σ], i.e. Wˆ
ᵀ
U = WˆU . As a special case, we
also have Wˆ ᵀ1 = Wˆ1 by definition. Transposing
both sides of WˆUWˆ
−1
1 = 1ˆ − 2HˆEF, we obtain
Wˆ−11 WˆU = 1ˆ − 2HˆᵀEF. Therefore HˆᵀEF and HˆEF
must be related by Wˆ1Hˆ
ᵀ
EF = HˆEFWˆ1 as stated in
Eq. (35). One known scenario that the statistical
time-reversal symmetry is broken is that the uni-
tary operators cyclically permute the qudit along
one direction, which describes a quantum dynam-
ics that has dynamic anomaly.[57, 58] We conjec-
ture that the statistical time-reversal symmetry
effectively restricts the quantum dynamics to be
anomaly free.
With these conditions, we can start from a generic
two-local Hamiltonian HˆEF =
∑
i,j Hˆij and derive the
generic form of Eq. (32). First of all, the Ising symmetry
in Eq. (33) restricts Hˆij to be a linear combination of the
following operators Hˆij = x1 +x2Xj +x3Xi +x4XiXj +
x5YiYj + x6YiZj + x7ZiYj + x8ZiZj , which contains all
the two-local operators that commute with XiXj . Then
the left-null-state requirement in Eq. (34) further requires
x1 = −x8, x2 = ix7, x3 = ix6, x4 = x5, which reduce Hˆij
to (1−ZiZj)(x1 + x2Xj + x3Xi + x4XiXj). Finally, the
statistical time-reversal symmetry in Eq. (35) requires
x2 = x3 = −d(x1 + x4)
d2 + 1
, (36)
leaving only two independent parameters x1 and x4. This
relation can be resolved by introducing another two pa-
rameters g and β to parametrize x1 + x2Xj + x3Xi +
x4XiXj =
g
2e
−βXiXj−δ(Xi+Xj) with coth δ = d fixed,
such that
x1 =
g(d2 coshβ − sinhβ)
2(d2 − 1) ,
x2 = x3 = − gde
−β
2(d2 − 1) ,
x4 =
g(coshβ − d2 sinhβ)
2(d2 − 1) ,
(37)
automatically satisfies Eq. (36). The resulting local term
reads Hˆij = g
1−ZiZj
2 e
−βXiXj−δ(Xi+Xj), which matches
the form of Eq. (32).
F. Universal Behaviors of Entanglement Dynamics
The generic form of the EF Hamiltonian HˆEF in
Eq. (32) is already useful to illustrate several universal
behaviors about the entanglement dynamics. Suppose
the EF Hamiltonian admits the following spectral de-
composition
HˆEF =
∑
a
|Ra〉λa〈La|, (38)
where |Ra〉 and 〈La| are respectively the right- and left-
eigenstate of the eigenvalue λa. The right-eigenstate is
related to the corresponding left-eigenstate by |Ra〉 ∝
(〈La|Wˆ1)ᵀ, which follows from Eq. (35). Then the
Schro¨dinger equation for EF state Eq. (31) can be for-
mally solved as
|WΨt〉 =
∑
a
e−λat|Ra〉〈La|WΨ0〉. (39)
The dynamics of the EE can be inferred from Eq. (27) as
S(2)[σ](t) = − log 〈σ|WΨt〉
= − log
∑
a
e−λat〈σ|Ra〉〈La|WΨ0〉. (40)
Independent of the choice of model parameters gij , βij ,
the EF Hamiltonian HˆEF has the following spectral prop-
erties:
• HˆEF is positive semi-definite (all its eigenvalues
λa ≥ 0 are real and non-negative),
• HˆEF always has (at least) a zero eigenvalue λ0 = 0
in the Z2 (Ising parity) even sector, whose left- and
right-eigenstates are
〈L0| = 〈⇑ |+ 〈⇓ |
2
,
|R0〉 = |WPage〉.
(41)
The left zero mode 〈L0| is the Ising symmetric su-
perposition of the all-up and the all-down states.
The right zero mode |R0〉 is the Page EF state given
in Eq. (11).
The proof can be found in Appendix D. With these re-
sults, we can obtain several universal behaviors of entan-
glement dynamics with local scrambling in the short-time
and long-time limit.
In the short-time limit (t→ 0), expanding the solution
of EF state in Eq. (40) to first order in t, we can show
that the EE grows linearly in time,
S(2)[σ](t) = S(2)[σ](0) + v
(2)
E [σ]× t+O(t2), (42)
where the linear-time coefficient v
(2)
E [σ] is the entangle-
ment growth rate, which is related to the entanglement
velocity introduced in Ref.59 and 60
v
(2)
E [σ] = ∂tS
(2)[σ](0) =
〈σ|HˆEF|WΨ0〉
〈σ|WΨ0〉
. (43)
9The entanglement velocity v
(2)
E [σ] characterizes how fast
the EE grows in a given entanglement region specified by
σ. It is proportional to the matrix element of the EF
Hamiltonian HˆEF, as can be seen in Eq. (43), because
HˆEF is the time-evolution generator that drives the en-
tanglement dynamics. In particular, if the initial state is
a generic product state, i.e. |WΨ0〉 = |Wprod〉 =
∑
σ |σ〉
as given in Eq. (10), the entanglement velocity v
(2)
E [σ]
admits an explicit formula
v
(2)
E [σ] =
∑
〈ij〉
g˜ij
1− σiσj
2
, (44)
where g˜ij = gije
−βij−2δ ≥ 0 is the effective coupling.
Eq. (44) describes how the entanglement velocity v
(2)
E de-
pends on the choice of the entanglement region σ. It is
obvious that the entanglement velocity v
(2)
E [σ] ≥ 0 is non-
negative for all choices of entanglement regions, because
the EE can only grow from an unentangled product state.
If g˜ij = g˜ is uniform through out the system, v
(2)
E [σ] will
simply be proportional to the number of domain walls in
the Ising configuration σ, which is also the area |∂A| of
the entanglement region A. Therefore the entanglement
velocity follows the area-law scaling,
v
(2)
E = g˜|∂A|, (45)
which can be expected from the locality of the entangle-
ment dynamics in our setup.
In the long-time limit (t → ∞), the EF state is dom-
inated by the zero mode (assuming the zero mode is
unique) and all the other modes decays exponentially
with time. The positive semi-definite property of the
EF Hamiltonian, i.e. λa ≥ 0, ensures that all modes (ex-
cept the zero mode) will decay exponentially in time. As
t→∞, Eq. (39) reduces to
|WΨ∞〉 = |R0〉〈L0|WΨ0〉, (46)
with the left and right zero modes given by Eq. (41).
Given that the EE vanishes in trivial regions, 〈⇑ |WΨ〉 =
〈⇓ |WΨ〉 = 1, so 〈L0|WΨ〉 = 1 for any EF state |WΨ〉.
Then Eq. (46) results in
|WΨ∞〉 = |R0〉 = |WPage〉, (47)
meaning that the EF always converge to that of the
Page state in the long-time limit regardless what the ini-
tial state is. All states are doomed to thermalize under
the quantum dynamics with local scrambling. The Page
state will be their final destiny, whose EE reads
S(2)[σ] = − log cosh(η
∑L
i=1 σi)
cosh(ηL)
, (48)
which follows from Eq. (11). For |A|  L, the EE ex-
hibits the volume-law scaling
S(2)(A) = 2η|A|, (49)
with the volume law coefficient given by 2η = log d. It
worth mention that the above conclusion is based on the
assumption that the zero mode is unique. If there are
other degenerated zero modes (other than |WPage〉), the
final state may not converge to the Page state and the
system can evade thermalization. We will discuss such a
possibility later with a more concrete model in Sec. III B.
G. Excitation Spectrum of the Entanglement
Feature Hamiltonian
Having discussed the ground state property of the EF
Hamiltonian HˆEF, let us turn to the low-lying excited
states of HˆEF. According to Eq. (39), every eigenmode
with finite eigenenergy λa will decay exponentially in
time as e−λat. Eventually, only the ground state with
zero eigenenergy (λ0 = 0) would survive, and the system
thermalizes to Page states. Hence the low-energy excita-
tion spectrum determines how the EE approaches to its
thermal limit in the late-time regime. Here we will focus
on the spectrum of two kinds of excitations, namely the
two-domain-wall excitation and the single spin-flip exci-
tation, which dominate the low-energy excitations. We
obtain the analytical expression of their dispersion rela-
tions, from which we can estimate the excitation gap and
determine the relaxation time. In Sec. III C, we further
compare the analytically estimated relaxation time with
the numerical fitted one, and find good consistency.
For simplicity, we assume the parameters gij , βij in
the EF Hamiltonian HˆEF are spatially homogeneous (i.e
gij = g, βij = β). For the parameter β, any unitary
evolution generated from Hamiltonian e−iH would have
nonzero β only at the order of O(2) in small  limit (see
Appendix G for details). Hence, we will take β = 0 in
the following. More general results for β 6= 0 can be
found in Appendix E and Appendix F. To first gain some
intuitions about the excitation spectrum, we start with
the exact diagonalization (ED) of EF Hamiltonian. The
result is shown in Fig. 4. Apart from the eigenenergy λa,
every state |Ra〉 is also label by its crystal momentum
ka, which is defined through its translation eigenvalue as
T|Ra〉 = eika |Ra〉, where the translation operator T is
defined by its action on the Ising basis T|σ1σ2 · · ·σL〉 =
|σLσ1 · · ·σL−1〉. One can see that above the ground state
at λ0 = 0 and k0 = 0, there is a continuum of excited
states.
To better understand these excited states, we look into
their wave function. We realize that the excitation can
be classified based on the number of domain walls in
the left-eigenstate. For instance, 〈↑ · · · ↑↓ · · · ↓↑ · · · ↑ |
is an example of two-domain-wall states. As mentioned
in Eq. (41), the left ground state 〈L0| = (〈⇑ | + 〈⇓ |)/2
contains no domain wall and hence no excitation. Other
excited left-eigenstate will be a superposition of states
of different domain-wall number. Note that the corre-
sponding right eigenstate can be obtained from |R〉 =
(〈L|Wˆ1)ᵀ. Fig. 5 shows the weights of different domain-
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FIG. 4. We perform exact diagonalization for the EF Hamil-
tonian HˆEF with β = 0, L = 10. Each small circle represents
an eigenstate label by its eigenenergy λ and its crystal mo-
mentum k. The blue curve is the analytical result of two-
domain-wall ansatz Eq. (52). The red curve is the analytical
result of single spin-flip ansatz Eq. (54).
wall states in the lowest-energy excited state of various
momenta. The ED result indicates that the lowest-energy
excited state mainly consists of two-domain-wall states,
so we will focus on them in the following.
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FIG. 5. We perform exact diagonalization for the EF Hamil-
tonian HˆEF with g = 1, β = 0, L = 6. The weight is defined
as follows: the left excited state 〈L| can be expressed as the
linear combination of two-, four- and six-domain-wall states
with the coefficient (c2, c4, c6). The weight of individual type
is equal to |cn|2. For k = 0, zero-domain wall states take half
of the weight in the lowest-energy excited state. However,
they have no contribution in dispersion relation since their
eigenenergy is zero.
Based on the numerical observation, we approximate
low energy excitation by the two-domain-wall (2DW)
ansatz state as follows,
〈k| ∝
∑
i1,i2
eik
i1+i2
2 φ∗i2−i1〈i1, i2|, (50)
where 〈i1, i2| = 〈⇑ |
∏i2−1
i=i1
Xi is a two-domain-wall state
with domain walls located at i1 and i2. k labels the center
of mass momentum of the pair of domain walls. φ∆i is
a variational wave function that describes the relative
motion between the domain walls. We can then evaluate
the energy expectation value λ(k) on the ansatz state 〈k|,
λ2DW(k) =
〈k|HˆEFWˆ1|k〉
〈k|Wˆ1|k〉
, (51)
where Wˆ1|k〉 is understood as the corresponding right-
state of the ansatz left-state 〈k|. Two assumptions are
made to derive the analytical expression of the disper-
sion relation. The first assumption is that these domain
walls have no interaction with each other and thus φ∆i
can be approximated by plane waves. The second as-
sumption is the thermodynamic limit L → ∞, which
would simplify the calculation but suppress the contribu-
tion from short two-domain-wall states (see Appendix E
for details). Based on these assumptions, the dispersion
relation for β = 0 can be derived as,
λ2DW(k) = 2g
(
1 +
1
d2
)
− 4g
d
cos
k
2
+O(d−3). (52)
The band minimum is at k = 0, which defines the exci-
tation gap
∆ = min
k
λ(k) = 2g
(
1− 1
d
)2
+O(d−3). (53)
It turns out that the gap remains open (i.e. ∆ > 0) for
any finite g > 0.
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FIG. 6. Comparison of the excitation gap between the finite-
size ED result and the analytical result of two-domain-wall
ansatz in the thermodynamic limit for the qudit dimension
d = 2. The analytical result ∆ = g/2 is given by Eq. (53).
The comparison between ED result (black circles) and
our analytical expression (blue curve) is shown in Fig. 4.
The lower-edge of the excitation spectrum is pretty well
captured by the two-domain-wall ansatz. The compar-
ison also reveals a finite-size-effect in the spectrum. In
Fig. 6, we show how the gap at k = 0 (from ED) ap-
proaches to the analytic result of Eq. (53) with increasing
system size L. We also observe a systematic deviation of
our analytical result from the excitation edge near k = pi.
The reason is that the eigenstate around k = pi is domi-
nated by single-site excitations, where the domain-walls
are next to each other such that their interaction can not
be ignored. To capture the interaction effect, we switch
to another ansatz state, which describes the motion of a
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tightly-bound domain-wall pair, or equivalently a single
spin-flip (SSF) excitation (see Appendix F for details).
The dispersion of the SSF excitation reads
λSSF(k) = 2g, (54)
which turns out to be independent of the qudit dimension
d and the momentum k. This dispersion relation basi-
cally passes a series of points in Fig. 4 and only becomes
the lowest excited state around k = pi.
III. APPLICATIONS AND NUMERICS
A. Models of Locally Scrambled Quantum
Dynamics
In the following, we will apply the entanglement fea-
ture formalism to several scenarios of locally scram-
bled quantum dynamics. We will consider two types
of models: random circuit models with discrete time as
in Fig. 7(a), and Hamiltonian generated evolutions with
local scramblers in the limit of continuous time as in
Fig. 7(b). For the discrete time models, namely locally
scrambled random circuits, we will adopt the transfer ma-
trix method to study the entanglement dynamics. For
the continuous time models, namely locally scrambled
Hamiltonian dynamics, we will apply the EF Hamilto-
nian approach.
(a) (b)
FIG. 7. (a) Locally scrambled random circuit. The gates are
drawn independently in both space and time (as indicated by
different colors). (b) Locally scrambled Hamiltonian dynam-
ics. The unitary operators generated by the local Hamiltonian
are overlapping gray ovals in each layer. The on-site scram-
blers are uncorrelated in both space and time (as indicated
by different colors).
The random circuit we consider will be of the “brick
wall” structure as shown in Fig. 7(a). The entire unitary
circuit U =
∏
t Ut is constructed by stacking layers of
unitary gates. Each layer Ut is described by
Ut =
{ ⊗
x Ut;2x−1,2x t ∈ odd,⊗
x Ut;2x,2x+1 t ∈ even, (55)
where Ut;ij denotes the two-qudit unitary gate acting
on sites i and j at time t. Each gate Ut;ij is indepen-
dently sampled from a locally scrambled unitary ensem-
ble, so the quantum circuit U will be dubbed as a lo-
cally scrambled random circuit. In fact, any gate can
be made locally scrambled by symmetrizing over local
basis transformations as constructed in Eq. (18). The
construction here is more general than the Haar random
unitary circuit[21], as the unitary gate here does not need
to be Haar random. As the quantum state evolves by
|Ψt+1〉 = Ut|Ψt〉, the corresponding EF state evolves by
|WΨt+1〉 = Tˆt|WΨt〉. The transfer matrix Tˆt follows the
same structure as Ut,
Tˆt =
{ ⊗
x Tˆ2x−1,2x t ∈ odd,⊗
x Tˆ2x,2x+1 t ∈ even.
(56)
According to Eq. (25), Tˆij is fully determined by the EF
of Ut;ij via
Tˆij = WˆUt;ijWˆ
−1
1ij
. (57)
Here we have assumed that Ut;ij are drawn from identical
unitary ensembles, such that Tˆij is time-independent (de-
spite of the time-dependence in Ut;ij). In the following,
we will provide examples of the locally scrambled two-
qudit unitary ensemble. We will use the transfer matrix
approach to calculate the entanglement dynamics. The
result will be compared with exact numerics by explic-
itly constructing the random circuit and average the final
state EE over random realizations.
Another type of locally scrambled quantum dynamics
that we will consider is generated by a local Hamiltonian
H =
∑
〈ij〉Hij , which is a sum of local terms Hij defined
on nearest neighboring bonds 〈ij〉 along a 1D chain. Each
step of the unitary evolution Ut is independently drawn
from the locally scrambled unitary ensemble Ee−iH gen-
erated by the Hamiltonian H,
Ee−iH = {V †e−iHV |V =
L⊗
i=1
Vi, Vi ∈ Haar}, (58)
which may be simply denoted by Ut = V
†
t e
−iHVt, as in
Eq. (28). Combining the adjacent local scramblers follow-
ing Eq. (22), the unitary evolution can be considered as
repeatedly applying a short-time unitary evolution e−iH
followed by a layer of local scramblers, as illustrated in
Fig. 7(b). Such dynamics will be called the locally scram-
bled Hamiltonian dynamics. It is similar to the Brownian
random circuit model[61] in that each step of the evolu-
tion is driven by a different random Hamiltonian, but our
construction is more general in that the random Hamil-
tonian ensemble only needs to be invariant under local
basis transformations other than the full basis transfor-
mation of the many-body Hilbert space. For small ,
we can take the continuous time approach to calculate
the entanglement dynamics by solving the imaginary-
time Schro¨dinger equation ∂t|WΨt〉 = −HˆEF|WΨt〉 in
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Eq. (31). It worth mentioning that the locally scram-
bled quantum dynamics we considered here should be
distinguished from Trotterizing a Hamiltonian dynamics.
Here, the short-time evolutions e−iH are interrupted by
local scramblers, such that they do not combine to a co-
herent long-time evolution generated by the same Hamil-
tonian H. The local scramblers destroy the original no-
tion of time. In the quantum dynamics, e−iH advances
the quantum state by  in time, but after the insertion
of layers of local scramblers, the entanglement dynamics
only progress by 2, which is much slower. This phe-
nomenon is analogous to the quantum Zeno effect due
to the insertion of measurement. We conjecture that the
local scramblers play a similar role as random local mea-
surement in implementing random local basis transfor-
mations, such that the quantum dynamics is no longer
coherent.
B. Locally Scrambled Random Circuits
Let us first consider the locally scrambled random cir-
cuit as in Fig. 7(a). The building blocks of the random
circuit are two-qudit unitary gates. Each gate is inde-
pendently drawn from local basis independent random
ensembles. The EF of a two-qudit unitary operator Uij
is completely characterized by two parameters: the cross
channel mutual information I×ij and the tripartite infor-
mation IOij . Let us label the input and output channels of
the two-qudit unitary by A,B,C,D as shown in Fig. 8(a),
then I×ij and I
O
ij are defined as follows
I×ij = I
(2)(A : D) = I(2)(B : C),
IOij = I
(2)(A : C) + I(2)(A : D)− I(2)(A : CD).
(59)
The mutual information, such as I(2)(A : D) = S
(2)
A +
S
(2)
D −S(2)AD, is understood by treating the unitary gate as
a quantum state by bending the input and output legs to
the same side, and calculating the operator EE following
the definition in Ref. [16, 38].
In terms of these information measures I×ij and I
O
ij of
the unitary gate Uij , the EF operator WˆUij is given by
WˆUij = d
2(d+Xi)(d+Xj)
− 1− ZiZj
2
(Aij −BijXiXj),
Aij = d
4(1− eIOij−I×ij ),
Bij = d
2(eI
×
ij − 1).
(60)
The cross channel mutual information I×ij ≥ 0 is non-
negative by the subadditivity[62] of entropy. It describes
the entanglement propagation, as it measures the amount
of information transferred between site i and j. The
tripartite information IOij must be negative for unitary
gates[16], and therefore I×ij − IOij ≥ 0 holds. The nega-
tive tripartite information (−IOij) is proposed[16] to be a
A B
C D
Ui j
τi τj
σi σjinput(past)
output(future) (a)
Identity
(b)
Swap
(c)
Haar
random
(d)
+ local scrambling
FIG. 8. (a) A generic two-qudit gate acting on qudits i and j.
The input channels are labeled by A and B, and the output
channels are labeled by C and D. The EF of the gate will be
labeled by the Ising configuration σ = (σi, σj) on the input
side and τ = (τi, τj) on the output side. (b-d) Examples
of local basis independent ensembles of two-qudit gates: (b)
identity gate with local scrambling, (c) swap gate with local
scrambling, (d) Haar random unitary gate acting on both
qudit (local basis automatically scrambled).
description of information scrambling, since it measures
the amount of information about A that is encoded in C
and D jointly but can not be told by local measurements
exclusively performed on C or D.
To gain more intuition about I×ij and I
O
ij , let us provide
a few examples of local basis independent ensembles of
two-qudit gates, as pictured in Fig. 8(b-d).
• Identity gate with local scrambling, i.e. two on-site
Haar random unitary gates direct product together,
as Fig. 8(b). In this rather trivial case, we have
I×ij = I
O
ij = 0, (61)
such that the EF operator in Eq. (60) reduces to
Wˆ1 = d
2(d+Xi)(d+Xj), consistent with the pre-
vious result in Eq. (15) by direct evaluation.
• Swap gate with local scrambling, i.e. two on-site
Haar random unitary gates followed by an inter-
site swap operator, as Fig. 8(c). In this case,
I×ij = 2 log d, I
O
ij = 0, (62)
such that the EF operator in Eq. (60) reduces to
Wˆswap = d
2(d+Xi)(d+Xj)
− d2(d2 − 1)1− ZiZj
2
(1−XiXj).
(63)
The swap gate can generate and propagate quan-
tum entanglement due to the non-vanishing cross
channel information I×ij . But there is no informa-
tion scrambling happening between the qudits (de-
spite of the sufficient on-site scrambling), because
the qubits are simply interchanged by the swap
gate, such that local operators do not spread out
other than being moved around in the space. The
zero scrambling power of the swap gate is reflected
in the zero tripartite information IOij .
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• Haar random unitary gate acting on the two qudits,
as Fig. 8(d). In this case,
I×ij = log
2d2
d2 + 1
, IOij = log
4d2
(d2 + 1)2
, (64)
such that the EF operator in Eq. (60) reduces to
WˆHaar given in Eq. (13), see Appendix B for deriva-
tion. The Haar random unitary gate not only prop-
agates quantum entanglement, but also scrambles
the quantum information efficiently, as it has a neg-
ative tripartite information IOij (as long as d > 1).
The above are examples of locally scrambled random
unitary ensembles. Unitary gates drawn from such en-
sembles serve as the building block of locally scrambled
random circuits. The entanglement dynamics of locally
scrambled random circuits can be universally described
by the transfer matrix approach as has been discussed in
Sec. III A. On the level of EF, the formulation is exact:
the evolution of the average state EF can be precisely
calculated from |WΨt+1〉 = WˆUtWˆ−11 |WΨt〉 given the EF
of the unitary. However, when applying the result to pre-
dict the EE, we rely on the assumption that the average
EE can be approximated by the negative log of average
EF following Eq. (27), where we effectively switch the
order between the ensemble average and the logarithm.
One major goal of the following is to provide numerical
evidences to check this assumption in various different
cases. It turns out that the negative log of EF gener-
ally provides a good estimate of the averaged EE, which
makes our EF formulation useful in describing the entan-
glement dynamics for a broad class of random unitary
circuits.
Our first example is the standard Haar random unitary
circuit, where each two-qudit gate is drawn from Haar
random unitary ensemble independently. The model has
be extensively studied in the literature,[21, 24, 25, 28]
and the statistical mechanical model description has been
developed by Zhou and Nahum in their pioneering work
Ref. [33]. We revisit this model to show that our formal-
ism is equivalent to the Zhou-Nahum approach and can
reproduce the known behaviors. Let us first calculate
the transfer matrix Tˆij of a single Haar random unitary
gate Uij from its EF. Based on Eq. (13) and Eq. (17), we
obtain
Tˆij = WˆHaarWˆ
−1
1 =
(
1 +
d(Xi +Xj)
d2 + 1
)1 + ZiZj
2
. (65)
Using the Ising basis |σiσj〉, Eq. (65) can be expressed as
Tˆij = | ↑↑ 〉〈 ↑↑ |+ d
d2 + 1
(| ↑↓ 〉〈 ↑↑ |+ | ↓↑ 〉〈 ↑↑ |)
+ | ↓↓ 〉〈 ↓↓ |+ d
d2 + 1
(| ↓↑ 〉〈 ↓↓ |+ | ↑↓ 〉〈 ↓↓ |),
(66)
which is equivalent to the triangle weights = 1 and
= = d/(d2 + 1) that defines the Ising model
σ = ↓↑↑↑↑↑↑↑↑↑
Numerics
EF approach
(a)
0
1
2
3
4
5
6
S(2) [σ
](t)/
bi
t
σ = ↓↓↓↓↓↑↑↑↑↑(b)
0
1
2
3
4
5
6
S(2) [σ
](t)/
bi
t
σ = ↓↑↓↑↓↑↓↑↓↑
t
(c)
0 5 10 15 20
0
1
2
3
4
5
6
S(2) [σ
](t)/
bi
t
FIG. 9. The finial state EE of the Haar random circuit on
a 10-site system for different choices of the entanglement re-
gions: (a) single site, (b) half-system, (c) alternating[63]. The
qudit dimension is d = 2 and the entropy is measured in unit
of bit (= log 2).
in Ref. [33]. An equivalent form of the transfer matrix
Eq. (65) was previously obtained in Ref. [64]. Plugging
Eq. (65) to Eq. (56), we obtain the transfer matrix Tˆt
that describes the EF state evolution under the quan-
tum dynamics of the Haar random circuit. We assume
the initial state is a product state, s.t. |W0〉 = |Wprod〉.
We evolve the EF state by Eq. (24). We can then com-
pute the EE following Eq. (27) and compare the result
with the numerical simulation. In the simulation, we ap-
plied randomly sampled unitary gates to an initial prod-
uct state and measure the final state EE, then perform
the ensemble average of the EE. As shown in Fig. 9, the
EF approach provides pretty good prediction of the EE
that matches the numerical result.
Now let us turn to a new example of locally scram-
bled random circuits, namely the swap gate circuit,
which is designed to mimic the entanglement dynam-
ics in integrable conformal field theories (CFT) where
entanglement spreads with the propagation of quasi-
particles.[1, 38, 39] The circuit takes the architecture of
the brick wall circuit in Fig. 7(a) with gates drawn from
the locally scrambled swap gate ensemble in Fig. 8(c), the
resulting circuit is equivalent to an interweaving network
as shown in Fig. 10(a). The local scramblers in different
layers can commute through the swap gates and combine
to a single scrambling layer acting on the initial state,
which can further be dropped as long as the initial state
ensemble is already local basis invariant. For this model,
we use a different initial state other than the product
state. As illustrated in Fig. 10(a), the initial state is cho-
sen to be a product of Einstein-Podolsky-Rosen (EPR)
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FIG. 10. (a) Swap gate circuit. Gray blocks mark out the
swap gates. (b) Locally scrambled fractional swap gate cir-
cuit. Each swap gate is powered by the fraction 0 < α < 1.
pairs arranged along a one-dimensional chain, whose EF
can be described by
|W0〉 =
∏
x
(
1+
1
d
X2x−1 +
1
d
X2x+X2x−1X2x
)
| ⇑〉. (67)
For each EPR pair, the qudit labeled by L (or R) will
travel to the left (or right) in the swap gate circuit, which
mimics the behaviors of left (or right) moving quasi-
particles in an integrable CFT. In this way, entangle-
ment spread out along the chain as EPR pairs stretch
out, following the steps depicted in Fig. 11. On a finite-
sized chain with periodic boundary condition, we expect
to observe the half-system entanglement entropy to first
grow and then decrease in time, and continue to oscillate
like this. This recurrent behavior can be perfectly pro-
duced by the EF formulation, because, based on Eq. (63),
the transfer matrix for a single swap gate turns out to be
Tˆij = WˆswapWˆ
−1
1 =
1
2
(1 +XiXj + YiYj + ZiZj), (68)
which is precisely the swap operator for Ising spins. In
this way, the permutation of entangled qudits under the
quantum dynamics is equivalently modeled by the per-
mutation of correlated Ising spins in the EF formulation.
→ → →
→ →
FIG. 11. Evolution of EPR pairs under the swap gate circuit
on a 12-site chain with periodic boundary condition. The
entanglement entropy between the left- and right-half system
is proportional to the EPR pairs across the cut (indicated by
dotted vertical line).
The recurrent (periodically oscillating) behavior of the
half-system EE is demonstrated in Fig. 12(a), where the
EF approach matches the numerical simulation perfectly.
The periodic recurrence of the low-entanglement state in
the swap gate circuit seems to contradict with our pre-
vious conclusion in Sec. II F that locally scrambled quan-
tum dynamics generally thermalize. The swap gate cir-
cuit evades thermalization because its corresponding EF
transfer matrix admits more than one leading eigenstate.
Let Tˆ =
⊗
x Tˆ2x−1,2x
⊗
x Tˆ2x,2x+1 be two steps (one pe-
riod) of the transfer matrix that translates the L (or R)
sublattice to the left (or right) by one unit-cell. On a
chain of 2n sites, the operator Tˆ has n−1
∑
d|n ϕ(d)4
n/d
fold degenerated eigenstates of eigenvalue 1, with ϕ(d)
being the Euler totient function and d running over all
divisors of n. These eigenstates can be constructed by
taking any Ising basis state and symmetrizing over the
cyclic group generated by Tˆ . Their degeneracy can be
counted by mapping the problem to the number of n-
bead necklaces with four colors,[65] where the four colors
correspond to the four choices of ↑↑, ↑↓, ↓↑, ↓↓ configura-
tions in each unit-cell. Therefore the Page state is not
the unique state that can survive in the long-time limit,
and thermalization is not the ultimate fate.
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FIG. 12. Half-system entanglement entropy of the locally
scrambled fractional swap gate circuit on a 12-site system
with different fraction α: (a) α = 1, (b) α = 3/4, (c) α =
1/2, (d) α = 1/4. The model is realized on a 12-site chain
with periodic boundary condition. The entanglement region
is chosen to be the first 6 sites. The qudit dimension is d = 2
and the entropy is measured in unit of bit (= log 2).
The swap gate circuit model can be generalized by in-
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troducing the fractional swap gate that interpolates be-
tween the identity gate and the swap gate. The fractional
swap gate can be written as a fractional power α of the
swap gate with 0 < α < 1
SWAPα =
1 + eiαpi
2
+
1− eiαpi
2
. (69)
The fractional swap gate reduces to the identity gate (or
the swap gate) at α = 0 (or α = 1). But unlike both
identity and swap gates which do not scramble quan-
tum information between the two qudits, the fractional
swap gate does has finite scrambling power. We can con-
struct a locally scrambled fractional swap gate circuit
by starting from the architecture of the random circuit
in Fig. 7(a) and sampling every gate independently from
local basis invariant fractional swap gate ensemble, as il-
lustrated in Fig. 10(b). The EF operator of the fractional
swap gate follows the general form of Eq. (60) with pa-
rameters Aij and Bij given by
Aij = d
2(d2 − 1)3 + cosαpi
2
sin2
αpi
2
,
Bij = d
2(d2 − 1) sin4 αpi
2
.
(70)
Based on this result, the corresponding transfer matrix
Tˆij can be constructed by Eq. (57) and the evolution of
the EF state can be calculated following the transfer ma-
trix approach described in Eq. (56). In Fig. 12(b-d), we
compare the EE calculated based on the EF approach
with the ensemble averaged EE from numerical simu-
lation. They match perfectly for different values of α.
Because the fractional swap gate has finite scrambling
power, the recurrence behavior no longer persist and the
system can now thermalize. The entanglement dynamics
is somewhat between that of the swap gate circuit and
the Haar random circuit, in that the EE grows mostly lin-
early in time with small oscillations, until the EE eventu-
ally saturates to the thermal limit. As α becomes small,
the system will take longer time (more steps) to ther-
malize. As shown in Fig. 12(d), the oscillation of EE is
suppressed and its growth curve is more smooth. In the
α→ 0 limit, the entanglement dynamics approaches the
continuum limit that can be described by the EF Hamil-
tonian, which is the topic of the following discussion.
C. Locally Scrambled Hamiltonian Dynamics
Now we turn to the locally scrambled Hamiltonian dy-
namics as illustrated in Fig. 7(b). We consider the local
Hamiltonian H =
∑
〈ij〉Hij and assume that Hij on ev-
ery bond is drawn from a local-basis-independent ensem-
ble of two-qudit Hermitian operators. Equivalently, we
can choose H to be a fixed Hamiltonian and construct
a locally scrambled unitary ensemble Ee−iH by applying
local basis transformations following Eq. (58). The quan-
tum dynamics is described by the unitary
U =
∏
t
(
Vte
−iH), (71)
where Vt describe the layer of local scramblers at time
t, as illustrated in Fig. 7(b). The corresponding entan-
glement dynamics is described by the imaginary-time
Schro¨dinger equation Eq. (31), where the EF Hamilto-
nian takes the form of
HˆEF =
∑
〈ij〉
gij
1− ZiZj
2
e−βijXiXj−δ(Xi+Xj). (72)
It turns out that the parameters βij ∼ O(2) always van-
ish in the  → 0 limit. The parameters gij are the only
non-trivial parameters to the leading order of , which are
determined by the local terms Hij in the Hamiltonian
gij =
2
d2(d2 − 1)
(
(TrHij)
2 + d2 Tr(H2ij)
− dTrj(TriHij)2 − dTri(Trj Hij)2
)
.
(73)
The detailed derivation of these results can be found in
Appendix G.
One well-studied example of the locally scram-
bled Hamiltonian dynamics is the Brownian random
circuit,[61] where each step of the time evolution is gener-
ated by a random Hamiltonian drawn from the Gaussian
unitary ensemble (GUE). The Hamiltonian can be writ-
ten as a random U(d) spin model,
Ht =
∑
〈ij〉
Jabt,ijT
a
i T
b
j , (74)
where T ai (for a = 1, 2, · · · , d2) are U(d) generators on
site i with TrT a†i T
b
i = δ
ab. The coupling Jabt,ij are in-
dependently drawn for each time t and indices i, j, a, b
from the Gaussian distribution with zero mean and d−2
variance. The quantum dynamics is described by U =∏
t e
−iHt . The operator growth dynamics and the spec-
tral form factor of the Brownian random circuit has been
investigated in Ref. [66–69] recently, where differential
equations governing the evolution of operator weight dis-
tribution were derived. Our approach also applies to the
Brownian circuit model and results in similar differen-
tial equations for the evolution of EF state, whose EF
Hamiltonian reads (see Appendix G for derivation)
HˆEF =
2(d2 − 1)
d2
∑
〈ij〉
1− ZiZj
2
e−δ(Xi+Xj). (75)
We will not discuss this model in further details, given
the extensive study of Brownian circuits in the literature.
Instead, we will consider a new type of locally scrambled
Hamiltonian dynamics.
We start with a fixed Hamiltonian on the one dimen-
sional chain of qudits
H = −
∑
〈ij〉
TiTj , (76)
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where Ti is one particular traceless Hermitian operator on
site i that squares to identity (i.e. TrTi = 0 and T
2
i = 1).
For the qubit case (d = 2), Eq. (76) reduces to an Ising
model. Note that there is no randomness in the Hamil-
tonian H. The randomness will be introduced by the
local scramblers, when we use H to generate the locally
scrambled Hamiltonian dynamics following Eq. (71). The
entanglement dynamics will be described by the following
EF Hamiltonian
HˆEF =
2d2
d2 − 1
∑
〈ij〉
1− ZiZj
2
e−δ(Xi+Xj), (77)
which takes the same form as Eq. (75) but with a different
parameter g. We can test the EF approach with numer-
ical simulation on a 12-qubit system with the choice of
 = 0.01. We start with a product state |WΨ0〉 = |Wprod〉,
evolve the EF state by Eq. (31) and calculate the EE from
Eq. (27). The result is shown in Fig. 13. We can see that
the averaged EE obtained from numerics matches well
with the result of the EF approach over difference choices
of the entanglement regions. These numerical evidences
suggest that exchanging the order between taking en-
semble average and taking logarithm does not seems to
matter much, so the evolution equation we established
for the EF in this work can provide reliable descriptions
for the entanglement dynamics under locally scrambled
quantum dynamics. Comparing Fig. 13 with Fig. 9, one
can see that the entanglement dynamics of the locally
scrambled Hamiltonian dynamics closely resembles that
of the Haar random unitary circuit. Thus the former can
be considered as a continuum limit of the later.
We also notice that, in agreement with the imaginary
time EF Schro¨dinger equation, the EE always approaches
to its final thermalized value exponentially with the same
relaxation time τ independent of the choice of the entan-
glement region,
S(2)[σ](t)→ S(2)[σ](∞)−A[σ]e−t/τ . (78)
The relaxation time τ is intrinsically related to the exci-
tation gap ∆ of the EF Hamiltonian HˆEF, which can be
estimated by Eq. (53) in the thermodynamic limit,
τ−1 = ∆ = 2g
(
1− 1
d
)2
=
4
3
, (79)
where the coupling g, according to Eq. (77), is given by
g = 2d2/(d2 − 1) = 8/3 for qubits (d = 2). To check this
prediction, we fit the numerical simulation data using
Eq. (78) in the late-time regime to extract the excitation
gap ∆. As shown in Fig. 14, the EE approaches to the
thermal value with the same rate (within error bars) re-
gardless of the different choice of entanglement regions.
The numerically fitted gap is around ∆ = 1.48, which
is close to the thermodynamic-limit analytic prediction
∆ = 4/3 = 1.33. The small discrepancy mainly arises
from the finite-size effect. If we use the finite-size gap
formula ∆ = 0.56g based on the ED result in Fig. 6 at
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FIG. 13. The finial state EE of the locally scrambled Hamil-
tonian dynamics on a 12-site system for different choices of
the entanglement regions: (a) single site, (b) half-system, (c)
alternating[63]. The qudit dimension is d = 2 and the entropy
is measured in unit of bit (= log 2).
the system size L = 12, we will obtain a better prediction
of the gap ∆ = 1.49, which matches the simulation result
perfectly.
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FIG. 14. The difference between the EE and its final satura-
tion value, i.e. A[σ]e−t/τ , plot in the logarithmic scale vs time
t. Different colors correspond to different choices of entangle-
ment region (labeled by σ). The shaded region indicates the
error interval. The excitation gap ∆ = τ−1 is extracted by
fitting the decay rate.
IV. SUMMARY AND DISCUSSIONS
In this work, we introduced the concept of locally
scrambled quantum dynamics, where each step of the
unitary evolution is randomized by local scramblers (on-
site Haar random unitary gates). Surrounding each uni-
tary gate in a quantum circuit by local scramblers effec-
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tively blocks the local-basis-specific quantum information
from propagating in the circuit and decouples the gates
from each other under ensemble average. In this way,
the average EF of the entire circuit can be constructed
piece-by-piece from the EF of each gate, which makes
the entanglement dynamics Markovian and enables us to
write down the evolution equation for the EF of quan-
tum states. The framework provides us the freedom to
design the EF for each gate, such that we can go be-
yond the conventional Haar random gates and build the
random circuit with more general random gates as long
as their ensemble is local-basis-independent. This en-
ables us to define and explore the continuum limit of
locally scrambled quantum dynamics, under which the
evolution of the EF state will be governed by an EF
Hamiltonian. We obtained the general form of the EF
Hamiltonian on symmetry ground and discussed the im-
plication of its spectral properties on the entanglement
dynamics. When the EF Hamiltonian is gapped, the exci-
tation modes in the EF state will decay exponentially in
time W|Ψ〉 = e−S ∼ e−t/τ , which corresponds to a linear
growth of EE in time, i.e. S ∼ t/τ , as the system thermal-
izes. What has not been much discussed previously is the
possibility that the EF Hamiltonian can become gapless
under fine-tuning, then the EF will decay in a power-law
manner W|Ψ〉 = e−S ∼ t−α, which corresponds to a log-
arithmic growth of EE, i.e. S ∼ α log t. Such scenario
could happen at entanglement transitions,[35, 52, 53]
where the entanglement scaling of the long-time final
state switches from volume-law to area-law. The tran-
sition can be interpreted as an order to disorder phase
transition of the EF Hamiltonian. One interesting future
direction is to explore different models of the EF Hamilto-
nian and to map out the phase diagram using analytical
and numerical tools developed in quantum many-body
physics.
Although we focused on the entanglement dynamics of
pure states in this work, the EF formulation can be easily
generalized to describe mixed state or operator entangle-
ment. Following Eq. (4), it is straight forward to define
the EF WO[σ] for any many-body operator O (including
the density matrix ρ as a special case),
WO[σ] = Tr(XσO⊗2), (80)
and quantize the EF to a state |WO〉 =
∑
[σ]WO[σ]|σ〉.
Suppose the operator evolves in time under a locally
scrambled quantum dynamics O′ = UOU†, the average
EF will still be described by the same set of equation
|WO′〉 = WˆUWˆ−11 |WO〉 as Eq. (19). Based on this, all
the dynamic equation that we developed in this work ap-
plies directly, such that we do not need to derive a new
set of equations for operator dynamics. The EF state
|WO〉 encodes the operator EE[22] over all possible re-
gions, which can be used to construct various quantities
characterizing the operator size. To name a few, let us
first assume O to be a traceless Hermitian operator nor-
malized to TrO2 = dL. We can decompose the operator
O =
∑
[a]O[a]T
[a] in the operator basis T [a] =
∏
i T
ai
i
(where T ai denotes the SU(d) generator on the ith qudit),
and define the operator weight p[a] = O
2
[a].[25, 28, 66, 68]
The fraction of the operator in a subsystem A then reads
pA =
∑
[a]∈A p[a],[70] which can be extracted from the
EF state |WO〉 by taking its inner product with a state
|PA〉 that labels the subsystem A:
pA = 〈PA|WO〉, |PA〉 = 1
d2L
∏
i∈A
(dXi − 1)| ⇑〉. (81)
The fraction pA can be further used to characterize the
average operator size `O =
∑
A pA|A|. The evolution
equation for pA under Brownian dynamics is recently dis-
cussed in Ref. [66, 68]. Another way to probe |WO〉 is to
consider the variance of the expectation value of O on
random mixed states ρ, i.e. varρ〈O〉ρ = Eρ(Tr ρO)2. Sup-
pose ρ is drawn from a local-basis-independent ensemble
characterized by its EF state |Wρ〉, then the variance of
operator expectation value is given by
varρ〈O〉ρ = 〈Wρ|Wˆ−11 |WO〉. (82)
It was recently pointed out by Ref. [71] that varρ〈O〉ρ =∑
A pA(d + 1)
−|A| can be expressed in terms of pA, if ρ
is uniformly sampled from the ensemble of pure product
states. The fact that varρ〈O〉ρ and pA are related to each
other is less surprising in the EF formulation, because
they are simply two different ways to probe the same EF
state |WO〉. The evolution equation of |WO〉 under locally
scrambled quantum dynamics is identical to that of |WΨ〉,
from which the evolution equations of pA, `O or varρ〈O〉ρ
follow automatically. In this way, the EF formulation
developed in our work provides a unified framework to
discuss various aspects of the operator dynamics.
Another immediate generalization of the framework is
to extend the unitary evolution to generic quantum chan-
nels allowing measurements to take place. The recent
observation of measurement-induced entanglement tran-
sition in random unitary circuits [54, 72, 73] has attracted
much research interest.[52, 53, 74–77] In these models,
the quantum circuit is doped with local measurements
(which can be either weak measurements or projective
measurements happened with probability), and the final
state EE is studied conditioned on the measurement out-
come. If each measurements basis is randomly chosen
each time, or if the local measurement take place only
after the local basis has been sufficiently scrambled by
the unitary evolution, the whole quantum channel still
falls in the scope of locally scrambled quantum dynamics,
which can be described by the EF approach developed in
this work. In this case, each measurement, described by
the Kraus operator M , is also a local-basis-independent
component in the quantum circuit, and has its own EF
similar to Eq. (5)
WM [σ, τ ] = Tr
(XσM⊗2XτM†⊗2), (83)
from which the EF operator
WˆM =
∑
σ,τ
|σ〉WM [σ, τ ]〈τ | (84)
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can be constructed. The EF state will evolve under mea-
surement by |WΨ′〉 = WˆMWˆ−11 |WΨ〉, such that the ap-
proaches developed in this work seamlessly apply. The
EF provides a finer resolution of the entanglement struc-
ture of a quantum many-body state beyond the single
region scaling of EE, which turns out to be useful in di-
agnosing the error correction capacity[76] in the volume-
law states prepared by the measurement-doped quantum
circuits. We will leave this topic to future works[78].
More generally, the EF formulation can be further gen-
eralized to locally scrambled tensor networks, which does
not even need to have a preferential time direction. As
long as each tensor in the tensor network is independently
drawn from local-basis-independent ensembles, the en-
tanglement structured of the random tensor network can
be described by the EF approach. The freedom to design
the EF for each separate tensor in the tensor networks
opens up a large space of models to explore in the future.
There are also a few more challenging future directions
that worth further investigation. The first direction is to
generalize the 2nd Re´nyi EF to arbitrary Re´nyi index.
As a consequence, the Ising variable on each site will be
promoted to a permutation group element σi ∈ Sn. Such
generalization will also allow us to access other measures
of entanglement, such as Re´nyi negativity[39, 79, 80],
as the moment of the partial transposed density matrix
ρᵀA [81–86] can be expressed in terms of the nth Re´nyi
EF,
Tr(ρᵀA)n = Wρ[g], gi =
{
(n · · · 21) i ∈ A,
(12 · · ·n) i ∈ A¯. (85)
The nth Re´nyi generalization of EF states |WΨ〉 and EF
operators WˆU can still be defined, but it will be more dif-
ficult to perform explicit calculations given that the num-
ber of group elements n! grows quickly with n. Perhaps
the most subtle issue is how to take the n → 1 replica
limit systematically, which has been identified[35, 52, 53]
as an important step to understand the nature of entan-
glement transitions. The second direction is to include
global symmetries and conservation laws[28, 55] into the
discussion. This amounts to refining the generic lo-
cal scramblers to symmetry-preserving local scramblers,
which only performs basis transformations within each
irreducible representations of the symmetry group. The
formulation to describe the interference between the en-
tanglement dynamics and the flow of symmetry represen-
tations in the quantum circuits still need to be developed.
The third direction is to go beyond the locally scrambled
quantum dynamics and to gradually introduce correla-
tions among random gates in the spacetime. Can the
current EF formulation serves as a good starting point
to construct phenomenological descriptions for weakly
correlated random gates? Can we eventually approach
the limit of coherent quantum evolution for Hamiltonian
or Floquet dynamics? There are many interesting open
question awaiting us to explore.
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Appendix A: Entanglement Feature of Page State
The Page state can be considered as a single random tensor. According to Ref. [32], the 2nd Re´nyi entanglement
feature of a random tensor network can be calculated as the partition function of an Ising model,
WRTN[σ] =
1
Z
∑
τ
e−ERTN[σ,τ ], (A1)
where each random tensor is mapped to an Ising spin τi coupled together via the network, and the boundary condition
pinned by external Zeeman field along the direction specified by σ. Applying this result to the Page state,
WPage[σ] =
1
Z
∑
τ
eη
∑L
i=1 σiτ , (A2)
where there is only one Ising spin τ because the Page state is only a single random tensor. The τ spin couples to
the boundary condition σ via uniform field strength η = 12 log d, which is determined by the qudit Hilbert space
dimension d (see Ref. [32] for derivation). Complete the summation over Ising spin τ , we obtain
WPage[σ] =
2
Z
cosh
(
η
L∑
i=1
σi
)
. (A3)
The normalization constant Z is determined by the condition that WPage[⇑] ≡ 1, such that Z = 2 cosh(ηL), hence
WPage[σ] =
cosh(η
∑L
i=1 σi)
cosh(ηL)
, (A4)
which can be rewritten as the EF state |WPage〉 in Eq. (11).
Appendix B: Entanglement Feature of Two-Qudit Haar Random Unitary
Here we derive the ensemble averaged EF operator for two-qudit Haar random unitary gate. We start with the
definition
WUij [σ, τ ] = Tr(XσU⊗2ij XτU†⊗2ij ). (B1)
Uij is a two-qudit gate acting on qudits labeled by i and j. Focusing on these two qudits, the Ising variables σ = (σi, σj)
and τ = (τi, τj) both contain only two components. Consider averaging the EF WUij over unitary gates Uij in the
Haar random unitary ensemble,
EUij∈HaarWUij [σ, τ ] = EUij∈Haar Tr(XσU⊗2ij XτU†⊗2ij )
=
∑
g,h∈S2
Wg(g−1h, d2) Tr(XgXσ1) Tr(XgXσ2) Tr(XhXτ1) Tr(XhXτ2), (B2)
where Wg is the Weingarten function[89, 90] and g, h are S2 group elements
Wg(g−1h, d2) =
{
1
d4−1 g
−1h =
− 1d2(d4−1) g−1h =
. (B3)
The cycle counting function Tr(XgXh) follows
Tr(XgXh) =
{
d2 gh =
d gh =
. (B4)
Substitute Eq. (B3) and Eq. (B4) into Eq. (B2), we can evaluate EUij∈HaarWUij [σ, τ ] for all configurations of σ, τ . In
terms of Ising variables (following the identification ⇔↑ and ⇔↓), we can summarize the result as the following
matrix in the Ising basis σ, τ =↑↑, ↑↓, ↓↑, ↓↓
EUij∈HaarWˆUij =

d4 d3 d3 d2
d3 2d
4
d2+1
2d4
d2+1 d
3
d3 2d
4
d2+1
2d4
d2+1 d
3
d2 d3 d3 d4
 , (B5)
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which is also the matrix representation of the (ensemble averaged) EF operator WˆUij . The matrix can as well be
written in terms of Pauli operators as
EUij∈HaarWˆUij = d2(d+Xi)(d+Xj)−
d2(d2 − 1)
2(d2 + 1)
(1− ZiZj)(d2 −XiXj), (B6)
as claimed in Eq. (13). For simplicity, we have omitted EUij∈Haar notation in Eq. (13), with the understanding that
the EF for an ensemble of unitaries is implicitly averaged.
Appendix C: Relation Between State and Unitary Entanglement Features
Here we prove Eq. (19). Consider a many-body state (multi-qudit) state |Ψ〉 and an unitary operator Ut supported
in the same Hilbert space. Suppose that |Ψ′〉 = Ut|Ψ〉, our goal is to derive the time evolution of the corresponding
EF state. In general, this is not tractable since the unitary operator Ut contains many non-universal features that are
specific to the choice of local basis. Such features may affect the entanglement of the final state but such features are
not captured in EF formalism. By this property, we instead consider an ensemble of unitary operator U ,
EU =
{
V †UV
∣∣∣V = L⊗
i=1
Vi, Vi ∈ Haar
}
, (C1)
where each Vi independently follows Haar random unitary distribution on the ith qudit. Our goal is to compute
EU ′∈EU WU ′|Ψ〉[σ],
E
U ′∈EU
WU ′|Ψ〉[σ] = E
U ′∈EU
Tr[Xσ(U ′|Ψ〉〈Ψ|U ′†)⊗2]
= E
V ∈Haar
Tr[Xσ(V †UV |Ψ〉〈Ψ|V †U†V )⊗2]
= E
V ∈Haar
〈Ψ|⊗2V †⊗2U†⊗2V ⊗2XσV †⊗2U⊗2V ⊗2|Ψ〉⊗2
= E
V ∈Haar
〈Ψ|⊗2V †⊗2U†⊗2XσU⊗2V ⊗2|Ψ〉⊗2
=
∑
τ ,τ ′
Tr(Xτ |Ψ〉〈Ψ|⊗2) Tr(Xτ ′U†(t)⊗2XσU⊗2t )
∏
i
Wg(τ ′−1i τi, d)
=
∑
τ ,τ ′
W|Ψ〉[τ ]WU [σ, τ ′]
∏
i
Wg(τ ′−1i τi, d),
(C2)
where Wg denotes the Weingarten function[89, 90] originated from the Haar ensemble average of V †⊗2V ⊗2, and τ , τ ′
are new set of Ising variables. The derivation in Eq. (C2) can also be diagrammatically represented as Fig. 15.
By definition, the Weingarten function, when viewed as a matrix indexed by τ and τ ′, is the inverse of the Gram
matrix TrXτXτ ′ = 〈τ ′|Wˆ1|τ 〉, which is simply the matrix representation of the EF operator Wˆ1 of the identity
operator. So the Weingarten function is given by the matrix element of Wˆ−11 as∏
i
Wg(τ ′−1i τi, d) = 〈τ ′|Wˆ−11 |τ 〉. (C3)
Therefore, in operator form, we have
EU ′∈EU |WU ′Ψ〉 =
∑
σ
WU ′|Ψ〉[σ]|σ〉
=
∑
σ,τ ′,τ
(|σ〉WU [σ, τ ′]〈τ ′|)Wˆ−11 (W|Ψ〉[τ ]|τ 〉)
= WˆUWˆ
−1
1 |WΨ〉,
(C4)
as stated in Eq. (19).
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
V∈Haar σ1
V1†⊗2
V1⊗2
V1†⊗2
V1⊗2
σ2
V2†⊗2
V2⊗2
V2†⊗2
V2⊗2
σ3
V3†⊗2
V3⊗2
V3†⊗2
V3⊗2
σL
VL
†⊗2
VL⊗2
VL
†⊗2
VL⊗2
〈Ψ⊗2
U†⊗2
U⊗2
Ψ〉⊗2
…
……
…
…
= 
V∈Haar σ1
V1†⊗2
V1⊗2
σ2
V2†⊗2
V2⊗2
σ3
V3†⊗2
V3⊗2
σL
VL
†⊗2
VL⊗2
〈Ψ⊗2
U†⊗2
U⊗2
Ψ〉⊗2
… =τ,τ′ τ1 τ2 τ3 τL
〈Ψ⊗2
Ψ〉⊗2
… Tr
σ1
τ1′
σ2
τ2′
σ3
τ3′
σL
τL′U
⊗2
U†⊗2
…
…

i
��τi′-1 τi
FIG. 15. Diagrammatic proof of Eq. (19)
Appendix D: Spectral Properties of Entanglement Hamiltonian
Let us start with the most general form of the EF Hamiltonian HˆEF given in Eq. (32) and investigate its spectral
properties.
HˆEF =
∑
i,j
Hˆij , Hˆij = gij
1− ZiZj
2
e−βijXiXj−δ(Xi+Xj), (D1)
with coth δ = d. Our first goal is to show that HˆEF is positive semi-definite. The trick is to first deform HˆEF to a
Hermitian version Hˆ ′EF, given by
Hˆ ′EF = Wˆ
−1/2
1 HˆEFWˆ
1/2
1 . (D2)
Because HˆEF and Hˆ
′
EF are related by similar transformation, they share the same set of eigenvalues. So the positivity
of the original EF Hamiltonian HˆEF is equivalent to the positivity of the transformed Hermitian version Hˆ
′
EF. The
later turns out to be easier to prove. By the way, to see that Hˆ ′EF is Hermitian (or real symmetric to be more precise),
we use Wˆ ᵀ1 = Wˆ1 and Eq. (35) that Wˆ1Hˆ
ᵀ
EF = HˆEFWˆ1, then
Hˆ ′ᵀEF = Wˆ
1/2
1 Hˆ
ᵀ
EFWˆ
−1/2
1 = Wˆ
−1/2
1 (Wˆ1Hˆ
ᵀ
EF)Wˆ
−1/2
1 = Wˆ
−1/2
1 (HˆEFWˆ1)Wˆ
−1/2
1 = Wˆ
−1/2
1 HˆEFWˆ
1/2
1 = Hˆ
′
EF, (D3)
meaning that Hˆ ′EF is transpose symmetric. Moreover Hˆ
′
EF is real by definition, so Hˆ
′
EF is real and symmetric and
therefore Hermitian. As a real symmetric operator, Hˆ ′EF admits the following spectral decomposition
Hˆ ′EF =
∑
a
|Va〉λa〈Va|, (D4)
with |Va〉 = 〈Va|ᵀ being the eigenvector corresponding to the eigenvalue λa. If we can show that the expectation value
〈V |Hˆ ′EF|V 〉 ≥ 0 is non-negative on any state |V 〉 in the EF Hilbert space (including the eigenstates |Va〉), we will be
able to prove that all eigenvalues λa = 〈Va|Hˆ ′EF|Va〉 ≥ 0 are non-negative, hence Hˆ ′EF will be positive semi-definite.
We can show 〈V |Hˆ ′EF|V 〉 ≥ 0 by finding the Cholesky decomposition for each terms in Hˆ ′EF. A useful trick is to
note that d(d+Xi) = e
δXi/(tanh δ sinh δ) given d = coth δ, so Wˆ1 can be rewritten as
Wˆ1 =
L∏
i=1
d(d+Xi) =
L∏
i=1
eδXi
tanh δ sinh δ
=
1
(tanh δ sinh δ)L
L∏
i=1
eδXi , (D5)
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such that any Wˆα1 can be simply calculated,
Wˆα1 = (tanh δ sinh δ)
−αL
L∏
i=1
eαδXi . (D6)
With this, and substitute Eq. (D1) in Eq. (D2), we can show that
Hˆ ′EF =
∑
i,j
Hˆ ′ij ,
Hˆ ′ij = Wˆ
−1/2
1 HˆijWˆ
1/2
1
=
L∏
i=1
e−
δ
2XiHˆij
L∏
i=1
e
δ
2Xi
= e−
δ
2 (Xi+Xj)Hˆije
δ
2 (Xi+Xj)
= gije
− δ2 (Xi+Xj) 1− ZiZj
2
e−βijXiXje−
δ
2 (Xi+Xj)
= gije
− δ2 (Xi+Xj) 1− ZiZj
2
e−βijXiXj
1− ZiZj
2
e−
δ
2 (Xi+Xj).
(D7)
In the last step, we use the fact that
1−ZiZj
2 is a projection operator, so (
1−ZiZj
2 )
2 =
1−ZiZj
2 . Also
1−ZiZj
2 and
e−βijXiXj commute with each other, so we are free to move e−βijXiXj through 1−ZiZj2 . The final form of Hˆ
′
ij admits
the following Cholesky decomposition explicitly
Hˆ ′ij = Aˆ
ᵀ
ijAˆij , Aˆij = g
1/2
ij e
− βij2 XiXj 1− ZiZj
2
e−
δ
2 (Xi+Xj). (D8)
For any state |V 〉 in EF Hilbert space, the expectation value 〈V |Hˆ ′ij |V 〉 = 〈V |AˆᵀijAˆij |V 〉 ≥ 0 is non-negative, therefore
Hˆ ′ij is positive semi-definite. In consequence, the transformed EF Hamiltonian Hˆ
′
EF =
∑
i,j Hˆ
′
ij is also positive semi-
definite, as it is the sum of positive semi-definite terms Hˆ ′ij . Recall that the similar transformation does not affect
the eigenvalues, so HˆEF = Wˆ
1/2
1 Hˆ
′
EFWˆ
−1/2
1 is also positive semi-definite.
We can further show that HˆEF always has two zero modes: one is even under Z2 Ising symmetry, and the other is
odd. Using the left-null-state property 〈⇑ |HˆEF = 0 given in Eq. (34), it is ensured that 〈⇑ | is an left-eigenstate of
HˆEF with zero eigenvalue. Since HˆEF is Z2 symmetric, the Z2 related state 〈⇓ | = 〈⇑ |
∏
iXi is also a left zero mode.
So by explicit construction, we have shown that HˆEF has at least two zero eigenvalues. The left zero mode subspace is
spanned by 〈⇑ | and 〈⇓ |. Using the relation between left- and right-eigenstate |Ra〉 ∝ (〈La|Wˆ1)ᵀ, the corresponding
right zero mode subspace is spanned by Wˆ1| ⇑〉 and Wˆ1| ⇓〉.
Since we are most interested about the EF of pure states, we should focus on the Z2 even state in the zero mode
subspace. In that regard, the left and right zero modes in the Z2 even sector are given by
〈L0| = 〈⇑ |+ 〈⇓ |
2
,
|R0〉 ∝ Wˆ1 | ⇑〉+ | ⇓〉
2
=
1
2
( L∏
i=1
d(d+Xi)
)
(| ⇑〉+ | ⇓〉)
=
1
2
d3L/2
( L∏
i=1
(eη + e−ηXi)
)
(| ⇑〉+ | ⇓〉) (η ≡ 12 log d)
=
1
2
d3L/2
∑
σ
( L∏
i=1
eησi |σ〉+
L∏
i=1
e−ησi |σ〉
)
= d3L/2
∑
σ
cosh
(
η
L∑
i=1
σi
)
|σ〉.
(D9)
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The normalization of |R0〉 is determined by the condition 〈L0|R0〉 = 1, such that
|R0〉 =
∑
σ
cosh
(
η
∑L
i=1 σi
)
cosh(ηL)
|σ〉 = |WPage〉. (D10)
In summary, we have shown that in the Z2 even sector, the EF Hamiltonian HˆEF has at least one zero eigenvalue
λ0 = 0, whose left- and right-eigenstates are given by
〈L0| = 〈⇑ |+ 〈⇓ |
2
, |R0〉 = |WPage〉, (D11)
as claimed in Eq. (41).
Appendix E: Derivation of the Dispersion Relation for two-domain-wall Ansatz
Here, we show the derivation of Eq. (52). Our goal here is to obtain the analytical expression of excited state
energy, namely dispersion relation, ω(k). Note that the left and right eigenstates are not simply each other’s conjugate
transpose due to the non-hermitian nature of EF Hamiltonian (Eq. (32)). For simplicity, we focus on the excitation of
left eigenstates and construct the corresponding right eigenstate with |R〉 = (〈L|Wˆ1)ᵀ. From the discussion in Sec. II F,
the universal left ground state for any parameters gij , β is the linear combination of all spin-up and spin-down state,
〈L0| = 〈⇑ |+ 〈⇓ |
2
. (E1)
Based on our ED result in Fig. 5, the low energy left excited state mainly consists of two-domain-wall states. The
generic form of two-domain-wall state can be expressed as
〈k| ≡ Ck
∑
n,a
〈kn, a| ≡ Ck
∑
n,a
eiknφ∗(a)〈⇑ |
n+a∏
i=n
Xi (E2)
where Ck is the normalization constant and 〈kn, a| represents the two-domain-wall state ranging from n to n+ a.
First, we start from deriving the normalization constant.
〈k|k〉 = |Ck|2
∑
n,m,a,b
eik(n−m)φ∗(a)φ(b)〈⇑ |
n+a∏
i=n
XiWˆ1
m+b∏
i=m
Xi| ⇑〉 = 1. (E3)
Next step is to evaluate 〈⇑ |∏n+ai=n XiWˆ1∏m+bj=mXj | ⇑〉. The physical meaning is the transition amplitude between two
Bethe string states with evolution as Wˆ1. There are two possibilities for each site. When both Bethe strings have/do
not have excitation at site i, the answer would be 〈⇑ |(Wˆ1)i| ⇑〉 = d2. When either Bethe string has excitation on
site i, the result becomes 〈⇑ |Xi(Wˆ1)i| ⇑〉 = d. To evaluate this quantity, we perform perturbative expansion as 1/d
series. To obtain analytical expression of |Ck|2, we also approximate φ(a) as plane wave ∼ e−ika/2. Physical intuition
is that we assume these domain walls have little interaction with each other and thus they can move through each
other almost freely. Consequently, plane wave solution is assumed and a/2 represents the center location of domain
wall. Let’s start evaluating the normalization constant up to the order of 1/d2,
〈⇑ |
n+a∏
i=n
XiWˆ1
m+b∏
j=m
Xj | ⇑〉 = δn,mδa,bd2N + (δn,mδa,b+1 + δn,mδa,b−1 + δn,m+1δa,b−1 + δn,m−1δa,b+1)d2N−1
+ (δn,mδa,b+2 + δn,mδa,b−2 + δn,m−2δa,b+2 + δn,m+2δa,b−2 + δn,m+1δa,b + δn,m+1δa,b−2 + δn,m−1δa,b + δn,m−1δa,b+2)d2N−2
+O(d2N−3)
(E4)
For b = 0, 1, we would have different terms,
〈⇑ |
n+a∏
i=n
XiWˆ1Xm| ⇑〉 = δn,mδa,0d2N + (δn,mδa,1 + δn,m−1δa,1)d2N−1
+ (δn,mδa,2 + δn,m−2δa,2 + δn,m+1δa,0 + δn,m−1δa,0 + δn,m−1δa,2)d2N−2 +O(d2N−3)
(E5)
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〈⇑ |
n+a∏
i=n
XiWˆ1XmXm+1| ⇑〉 = δn,mδa,1d2N + (δn,mδa,2 + δn,mδa,0 + δn,m+1δa,0 + δn,m−1δa,2)d2N−1
+ (δn,mδa,3 + δn,m−2δa,3 + δn,m+1δa,1 + δn,m−1δa,1 + δn,m−1δa,3)d2N−2 +O(d2N−3)
(E6)
Put them back to Eq. (E3) and we can obtain
|Ck|2d2NN2{N − 2
N
[1 +
4
d
cos
k
2
+
1
d2
(2 + 6 cos k)] +
1
N
[1 +
2
d
cos
k
2
+
1
d2
(1 + 4 cos k)]
+
1
N
[1 +
4
d
cos
k
2
+
1
d2
(1 + 4 cos k)] +O(d−3)} = 1
(E7)
To simplify the whole calculation, the thermodynamics limit is taken N →∞. The main effect of thermodynamics
limit is that the contribution from short two domain wall states (e.g. single-site or two-site excitations) is fully
suppressed. Thus, up to O( 1d2 ), we have
|Ck|2d2NN2[1 + 4
d
cos
k
2
+
1
d2
(2 + 6 cos k)] = 1 (E8)
Now, we are ready to evaluate the energy expectation value of our two-domain-wall state, 〈k|HEF |k〉. For simplicity,
we assume gij = 1, βij = β and reorganize the EF Hamiltonian
HˆEF =
∑
i,j
1− ZiZj
2
e−βXiXj−δ(Xi+Xj)
=
∑
i,j
1− ZiZj
2
d2
d2 − 1 [coshβ − sinhβXiXj ][1−
1
d
(Xi +Xj) +
1
d2
XiXj ]
=
∑
i,j
1− ZiZj
2
d2
d2 − 1 [coshβ −
sinhβ
d2
− 1
d
(coshβ − sinhβ)(Xi +Xj) + (coshβ
d2
− sinhβ)XiXj ]
≡
∑
i
1− ZiZi+1
2
[
a(β, d) + b(β, d)(Xi +Xi+1) + c(β, d)XiXi+1
]
(E9)
where
a(β, d) =
d2
d2 − 1(coshβ −
sinhβ
d2
) = coshβ +
coshβ − sinhβ
d2
+O( 1
d4
)
b(β, d) = − d
d2 − 1(coshβ − sinhβ) = −
1
d
(coshβ − sinhβ) +O( 1
d3
)
c(β, d) =
d2
d2 − 1(
coshβ
d2
− sinhβ) = coshβ − sinhβ
d2
− sinhβ +O( 1
d4
).
(E10)
The first term in 〈k|HEF |k〉 is
|Ck|2a(β, d)
∑
n,m,a,b
eik(n−m)eik(a−b)/2〈⇑ |
n+a∏
i=n
Xi
∑
l
1− ZlZl+1
2
Wˆ1
m+b∏
j=m
Xj | ⇑〉
= 2a(β, d)|Ck|2
∑
n,m,a,b
eik(n−m)eik(a−b)/2〈⇑ |
n+a∏
i=n
XiWˆ1
m+b∏
j=m
Xj | ⇑〉 = 2a(β, d)
(E11)
As for the second term, since b(β, d) already contains 1/d power, we just compute the terms up to 1/d order and the
result is
|Ck|2b(β, d)
∑
n,m,a,b
eik(n−m)eik(a−b)/2〈⇑ |
n+a∏
i=n
Xi
∑
l
1− ZlZl+1
2
(Xl +Xl+1)Wˆ1
m+b∏
j=m
Xj | ⇑〉
= |Ck|2b(β, d)
∑
n,m,a,b
eik(n−m)eik(a−b)/2
× [h(n− 1,m, a+ 1, b) + h(n+ 1,m, a− 1, b) + h(n,m, a+ 1, b) + h(n,m, a− 1, b)]
(E12)
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where
h(n,m, a, b) = 〈⇑ |
n+a∏
i=n
XiWˆ1
m+b∏
j=m
Xj | ⇑〉. (E13)
For each h(n,m, a, b), the boundary terms would have different result. For example, the results of h(n− 1,m, a+ 1, b)
are as follows
h(n− 1,m, a+ 1, 0) = (δn,m+1δa,0 + δn,mδa,0)d2N−1 +O(d2N−2)
h(n− 1,m, a+ 1, 1) = δn,m+1δa,0d2N + (δn,m+1δa,1 + δn,mδa,1)d2N−1 +O(d2N−2)
h(n− 1,m, a+ 1, 2) = δn,m+1δa,1d2N + (δn,m+1δa,2 + δn,m+1δa,0 + δn,m+2δa,0 + δn,mδa,2)d2N−1 +O(d2N−2)
h(n− 1,m, a+ 1, b 6= 0, 1, 2) = δn,m+1δa,b−1d2N + (δn,m+1δa,b + δn,m+1δa,b−2 + δn,m+2δa,b−2 + δn,mδa,b)d2N−1 +O(d2N−2).
(E14)
Since the thermodynamics limit would be taken (N →∞), the ”boundary effect” from short two-domain-wall states
would be suppressed. Consequently, we only keep the last term in our calculation. Combine these four terms and
compute the sum with thermodynamic limit,
|Ck|2b(β, d)d2NN2[4 cos k
2
+
8
d
(1 + cos k)] +O( 1
d2
) = b(β, d)[4 cos
k
2
− 16
d
cos2
k
2
+
4
d
(2 + 2 cos k)] +O( 1
d2
) (E15)
For the third term, the following quantity is computed
|Ck|2c(β, d)
∑
n,m,a,b
eik(n−m)eik(a−b)/2〈⇑ |
n+a∏
i=n
Xi
∑
l
1− ZlZl+1
2
XlXl+1WˆI
m+b∏
j=m
Xj | ⇑〉. (E16)
The EF Hamiltonian would give extra XiXi+1 term. In most two-domain-wall states (length > 1), the two-domain-
wall structure would destroyed. However, for single site excitation, this XiXi+1 term would only shift the position of
excitation with one site. Due to the suppression of thermodynamic limit, we would also drop this term. Eventually,
we can have
c(β, d)
[4
d
cos
k
2
+
1
d2
(8 + 8 cos k)
]
(1− 4
d
cos
k
2
) +O( 1
d3
) = c(β, d)
[4
d
cos
k
2
+
1
d2
(8 + 8 cos k)− 16
d2
cos2
k
2
]
+O( 1
d3
).
(E17)
Combining Eq. (E11), Eq. (E15) and Eq. (E17) and keeping terms up to O( 1d3 ), 〈k|HEF |k〉 would be
〈k|HEF |k〉 = 2[coshβ + coshβ − sinhβ
d2
]− 1
d
(coshβ − sinhβ)[4 cos k
2
− 16
d
cos2
k
2
+
4
d
(2 + 2 cos k)]
− sinhβ[4
d
cos
k
2
+
1
d2
(8 + 8 cos k)− 16
d2
cos2
k
2
]
+O( 1
d3
)
(E18)
Appendix F: Derivation of the Dispersion Relation for Single-Site Excitation ansatz
This appendix is similar with the calculation in Appendix E. The only difference is the ansatz state we use. The
single-site excitation ansatz is defined as
〈k| = Ck〈⇑ |
∑
n
Xne
ikn, |k〉 = Wˆ1
∑
n
Xne
−ikn| ⇑〉. (F1)
First, we start from the normalization condition 〈k|k〉 = 1,
〈k|k〉 = 1 = Ck〈⇑ |
∑
n,m
eik(n−m)XnWˆ1Xm| ⇑〉 = Ck[Nd2(N−1)(d2 − 1) +N2δk,0d2(N−1)]. (F2)
Following the expression in Eq. (F3),
HˆEF =
∑
i
1− ZiZi+1
2
[
a(β, d) + b(β, d)(Xi +Xi+1) + c(β, d)XiXi+1
]
(F3)
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where
a(β, d) =
d2
d2 − 1(coshβ −
sinhβ
d2
), b(β, d) = − d
d2 − 1(coshβ − sinhβ), c(β, d) =
d2
d2 − 1(
coshβ
d2
− sinhβ). (F4)
The first term is
a(β, d)〈k|
∑
l
1− ZlZl+1
2
WI |k〉 = a(β, d)Ck
∑
m,n
eik(n−m)〈n|
∑
l
1− ZlZl+1
2
Wˆ1|m〉
= a(β, d)Ck
∑
m,n
eik(n−m)〈n|
∑
l
(δl,n−1 + δl,n)Wˆ1|m〉
= 2a(β, d)Ck
∑
m,n
eik(n−m)〈n|Wˆ1|m〉
= 2a(β, d)Ck
∑
m,n
eik(n−m)[δn,md2N + (1− δn,m)d2(N−1)]
= 2a(β, d)Ck[Nd
2(N−1)(d2 − 1) +N2δk,0d2(N−1)] = 2a(β, d).
(F5)
The second term is
b(β, d)〈k|
∑
l
1− ZlZl+1
2
(Xl +Xl+1)WI |k〉 = b(β, d)Ck
∑
m,n
eik(n−m)〈n|
∑
l
1− ZlZl+1(Xl +Xl+1)
2
Wˆ1|m〉
= b(β, d)Ck
∑
m,n
eik(n−m)〈n|(Xn−1 + 2Xn +Xn+1)Wˆ1|m〉
= b(β, d)Ck
∑
m,n
eik(n−m)(〈n, n− 1|WI |m〉+ 〈n, n+ 1|Wˆ1|m〉+ 2〈⇑ |Wˆ1|m〉)
= b(β, d)Ck
∑
m,n
eik(n−m)[d2N−3(1− δm,n)(1− δm,n−1) + d2N−3(1− δm,n)(1− δm,n+1)
+ d2N−1(δm,n + δm,n−1) + d2N−1(δm,n + δm,n+1) + 2d2N−1]
= b(β, d)Ck
∑
m,n
eik(n−m)[2d2N−3 + 2d2N−1 + (d2N−1 − d2N−3)(δm,n−1 + 2δm,n + δm,n+1)]
= b(β, d)Ck[N
2δk,02d
2N−3(d2 + 1) + 2d2N−3(d2 − 1)N(1 + cos k)].
(F6)
For single-site excitation, we focus on the region which k 6= 0. The result would be
2b(β, d)
1 + cos k
d
× Ck[Nd2(N−2)(d2 − 1)] = 2b(β, d)
d
(1 + cos k). (F7)
The third term is
c(β, d)〈k|
∑
l
1− ZlZl+1
2
XlXl+1Wˆ1|k〉 = c(β, d)Ck
∑
m,n
eik(n−m)〈n|
∑
l
(1− ZlZl+1)XlXl+1
2
Wˆ1|m〉
= c(β, d)Ck
∑
m,n
eik(n−m)〈n|
∑
l
(δl,n−1 + δl,n)XlXl+1Wˆ1|m〉
= c(β, d)Ck
∑
m,n
eik(n−m)(〈n− 1|Wˆ1|m〉+ 〈n+ 1|Wˆ1|m〉)
= c(β, d)Ck
∑
m,n
eik(n−m)(2d2(N−1) + (δm,n−1 + δm,n+1)(d2N − d2(N−1))
= 2c(β, d)Ck[Nd
2(N−1)(d2 − 1) cos k +N2d2(N−1)δk,0] = 2c(β, d) cos k
(F8)
The overall result would be
〈k|HˆEF |k〉 = 2a(β, d) + 2b(β, d)
d
(1 + cos k) + 2c(β, d) cos k = 2a(β, d) +
2b(β, d)
d
+ cos k[2c(β, d) +
2b(β, d)
d
]
=
2d2
d2 − 1(coshβ −
sinhβ
d2
)− 2
d2 − 1(coshβ − sinhβ) + cos k[
2d2
d2 − 1(
coshβ
d2
− sinhβ)− 2
d2 − 1(coshβ − sinhβ)]
(F9)
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Appendix G: Diagrammatic Expansion of Entanglement Feature Hamiltonian
In this appendix, we derive the EF Hamiltonian for the locally scrambled Hamiltonian dynamics. We start from
the definition of the EF for e−iH following Eq. (5),
We−iH [σ, τ ] = Tr
(Xσ(e−iH)⊗2Xτ (eiH)⊗2) = Tr (Xσe−iHXτ eiH), (G1)
where we have introduced H = H ⊗ 1+ 1⊗H to denote the double Hamiltonian. Given the locality of H = ∑xHx,
the double Hamiltonian H is also a sum of local terms H =
∑
xHx with Hx = Hx ⊗ 1 + 1 ⊗Hx being the doubled
version of Hx. Expand around → 0 to the order of 2, we obtain
We−iH [σ, τ ] = Tr(XσXτ )− 2 Tr(XσXτH2 −XσHXτH) +O(4),
= W1[σ, τ ]− 2
∑
x,x′
Tr(XσXτHxHx′ −XσHxXτHx′) +O(4),
= W1[σ, τ ]− 2
∑
x
Tr(XσXτH2x −XσHxXτHx) +O(4)
(G2)
where the first order term in  vanishes by the cyclic identity of trace, confirming the argument in Sec. II E that WU()
will be even in . The last equality in Eq. (G2) relies on the fact that Tr(XσXτHxHx′ −XσHxXτHx′) = 0 as long as
x 6= x′. To prove this, we first consider the case when x = 〈ij〉 and x′ = 〈kl〉 do not overlap,
TrXσH〈ij〉XτH〈kl〉 = TrXσH〈ij〉
(
XτiXτjXτkXτl
⊗
m6=i,j,k,l
Xτm
)
H〈kl〉
= TrXσ
(
XτkXτl
⊗
m 6=i,j,k,l
Xτm
)
H〈ij〉H〈kl〉(XτiXτj )
= Tr(XτiXτj )Xσ
(
XτkXτl
⊗
m 6=i,j,k,l
Xτm
)
H〈ij〉H〈kl〉
= TrXσ
(
XτiXτjXτkXτl
⊗
m 6=i,j,k,l
Xτm
)
H〈ij〉H〈kl〉
= TrXσXτH〈ij〉H〈kl〉,
(G3)
where we have used the fact that [H〈ij〉,XτkXτl ] = 0 for i, j 6= k, l, and [Xσi ,Xτj ] = 0 for any i, j as the S2 group is
Abelian. We then consider the case when x = 〈ij〉 and x′ = 〈jk〉 overlaps on a single site j,
TrXσH〈ij〉XτH〈jk〉 = TrXσH〈ij〉
(
XτiXτjXτk
⊗
m6=i,j,k
Xτm
)
H〈jk〉
= TrXσ
(
Xτk
⊗
m 6=i,j,k
Xτm
)
H〈ij〉XτjH〈jk〉Xτi .
(G4)
At this point, it seems that Xτj is caught between H〈ij〉 and H〈jk〉. The solution is to make use of the property that
H〈jk〉 = X−1αj X−1αk H〈jk〉XαkXαj for any αj = αk ∈ S2, due to the permutation symmetry to exchange the two replicas
of the double Hamiltonian. Now we choose αj = αk = τj , such that XτjX−1αj = 1, then
TrXσH〈ij〉XτH〈jk〉 = TrXσ
(
Xτk
⊗
m 6=i,j,k
Xτm
)
H〈ij〉XτjX−1αj X−1αk H〈jk〉XαkXαjXτi
= TrXσ
(
Xτk
⊗
m 6=i,j,k
Xτm
)
H〈ij〉X−1αk H〈jk〉XαkXαjXτi
= TrXσ
(
XτiXαjXαkXτkX−1αk
⊗
m6=i,j,k
Xτm
)
H〈ij〉H〈jk〉
= TrXσ
(
XτiXτjXτk
⊗
m 6=i,j,k
Xτm
)
H〈ij〉H〈jk〉
= TrXσXτH〈ij〉H〈jk〉.
(G5)
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Hence we have shown that TrXσH〈ij〉XτH〈kl〉 = TrXσXτH〈ij〉H〈kl〉 as long as 〈ij〉 6= 〈kl〉, meaning that
Tr(XσXτHxHx′ −XσHxXτHx′) = δxx′ Tr(XσXτH2x −XσHxXτHx). Thus the derivation of Eq. (G2) is justified.
If we consider the difference between We−iH and W1, denoted as δW ,
δW [σ, τ ] ≡We−iH [σ, τ ]−W1[σ, τ ] = −2
∑
x
Tr(XσXτH2x −XσHxXτHx) +O(4). (G6)
δW [σ, τ ] =
∑
x δWx[σ, τ ]W1x¯ [σ, τ ] can be expressed as a sum of terms on each bond x (at least to the order of 
2).
To carry out the  expansion more systematically, we choose to focus on a single bond, and define the EF difference
δWx[σ, τ ] ≡We−iHx [σ, τ ]−W1x [σ, τ ] = Tr
(Xσe−iHxXτ eiHx)− Tr (XσXτ ), (G7)
where σ = (σi, σj) is restricted to the two sites i, j connected by the bond x and similarly for τ . δWx[σ, τ ] = 0
vanishes as long as σi = σj or τi = τj , because in that case, Xσ or Xτ will commute with Hx and hence the two traces
will cancel with each other. Therefore there are only two independent non-trivial components of δW [σ, τ ], which we
denote as u and v:
u = δW [ i j , i j ] = δW [ i j , i j ],
v = δW [ i j , i j ] = δW [ i j , i j ].
(G8)
So we only need to focus on these terms and perform the  expansion following the definition
δWx[σ, τ ] = Tr
(Xσe−iHx ⊗ e−iHxXτ eiHx ⊗ eiHx)− Tr (XσXτ )
=
∞∑
k=1
2k
∑
n1+n2+n3+n4=2k
i−n1−n2+n3+n4
n1!n2!n3!n4!
Tr
(XσHn1x ⊗Hn2x XτHn3x ⊗Hn4x ). (G9)
The  odd power terms must vanish because δWx[σ, τ ] must be real. To the 
4 order, we found
u = 2
(
− 2 + (2d + 2d )− 12!(4d2 ))
+ 4
(
+ 12!
(
4 − 4 − 4
)
+ 1(2!)2
(
2 + 2d + 2d
)
+ 13!
(
4 − 4d − 4d
)
+ 14!
(
4d2
))
+O(6)
= −2(2R(1)(2)(1)(2) − 2d
(
R(12)(1)(2) +R
(1)(2)
(12)
)
+ 2d2R(12)(12))
+ 4(R(13)(24)(12)(34) + 2
(
R(124)(3)(123)(4) −R(12)(34)(123)(4) −R(123)(4)(12)(34)
)
+ 12
(
R(12)(34)(12)(34) + dR
(1234)
(12)(34) + dR
(12)(34)
(1234)
)
+ 23
(
R(123)(4)(123)(4) − dR(1234)(123)(4) − dR(123)(4)(1234)
)
+ 16d
2R(1234)(1234)) +O(6),
v = 4
(
+ 4−82! +
(
6
(2!)2 +
4−8
3! +
4
4!
) )
+O(6)
= 4
(
R(1432)(1234) − 2R(1243)(1234) +R(1234)(1234)
)
+O(6).
(G10)
In the diagrams, each small red block represents a copy of the bond Hamiltonian Hx. Their legs are contracted
according to the assignment of the permutations σ and τ . The result can be expressed in terms of the generalized
spectral form factor R
gj
gi , labeled by two permutations gi, gj ∈ Sn acting separately on sites i and j,
Rgjgi = Tr(H
⊗n
ij Xgigj ). (G11)
where Xgigj = XgiXgj is the representation of gi and gj in the n-replicated Hilbert space. For example, R(1)(2)(1)(2) =
(TrHij)
2, R(12)(1)(2) = Trj(TriHij)
2 (where Tri denotes the partial trace over site i), and R
(12)
(12) = Tr(H
2
ij).
Given the components u and v, we can rewrite δWx[σ, τ ] in the operator form
δWˆx =
1− ZiZj
2
(u+ vXiXj)
1− ZiZj
2
, (G12)
therefore the EF operator reads
Wˆe−iH = Wˆ1 +
∑
x
δWˆx ⊗ Wˆ1x¯ = Wˆ1 +
∑
ij
1− ZiZj
2
(u+ vXiXj)
1− ZiZj
2
⊗ Wˆ1i¯j . (G13)
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The EF Hamiltonian is therefore given by
HˆEF =
1
2
(1− Wˆe−iHWˆ−11 )
= − 1
2
∑
ij
1− ZiZj
2
(u+ vXiXj)
1− ZiZj
2
Wˆ−11ij
= − 1
2
∑
ij
1− ZiZj
2
(u+ vXiXj)
1− ZiZj
2
1
d2(d2 − 1)e
−δ(Xi+Xj)
= −
∑
ij
1− ZiZj
2
u+ vXiXj
2d2(d2 − 1)e
−δ(Xi+Xj)
(G14)
Therefore the EF Hamiltonian generally take the form of
HˆEF =
∑
ij
g
1− ZiZj
2
e−βXiXj−δ(Xi+Xj), (G15)
consistent with the general form in Eq. (32). Comparing Eq. (G14) with Eq. (G15), we should identify
ge−βXiXj = − u+ vXiXj
2d2(d2 − 1) , (G16)
which indicates
g coshβ = − u
2d2(d2 − 1) =
1
d2(d2 − 1)(u2 − u4
2 +O(4))
g sinhβ =
v
2d2(d2 − 1) =
1
d2(d2 − 1)(v4
2 +O(4)),
(G17)
where the coefficients u2, u4, v4 are defined in terms of generalized spectral form factors R
gj
gi as
u2 = 2R
(1)(2)
(1)(2) − 2d
(
R(12)(1)(2) +R
(1)(2)
(12)
)
+ 2d2R(12)(12),
u4 = R
(13)(24)
(12)(34) + 2
(
R(124)(3)(123)(4) −R(12)(34)(123)(4) −R(123)(4)(12)(34)
)
+ 12
(
R(12)(34)(12)(34) + dR
(1234)
(12)(34) + dR
(12)(34)
(1234)
)
+ 23
(
R(123)(4)(123)(4) − dR(1234)(123)(4) − dR(123)(4)(1234)
)
+ 16d
2R(1234)(1234),
v4 = R
(1432)
(1234) − 2R(1243)(1234) +R(1234)(1234).
(G18)
For specific model of Hij , we can evaluate the generalized spectral form factors, then we can determined the parameters
g and β as well as the EF Hamiltonian. In the following, we will perform the calculation for random U(d) spin model
and the locally scrambled Ising model.
For two-qudit GUE Hamiltonians, the generalized spectral form factors, defined in Eq. (G11), can be evaluated
under the GUE average using the basic property that
E
GUE
H⊗2ij ≡ E
GUE
Hi j⊗2
=
1
d2
hi hj ≡ 1
d2
X(12)i(12)j ,
(G19)
the GUE average of n-replicated Hamiltonian Hij can be obtained by summing over Wick contractions
E
GUE
H⊗nij =
{
d−n
∑
hi=hj∈Pn Xhihj n ∈ even,
0 n ∈ odd, (G20)
where Pn denotes all possible pair-wise exchange of n replicas. Then the generalized spectral form factor reads
E
GUE
Rgjgi =
1
dn
∑
h∈Pn
Tr(XgiXh) Tr(XgjXh), (G21)
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whose results are enumerated in Tab. I. Substitute these results to Eq. (G18), we find u2 = 2(d
2−1)2, u4 = 116 (d2−1)2,
and v4 = 2(d
2 − 1)2/d2. By solving Eq. (G17), we can determine the parameters g and β to the order of 2,
g = 2(1− d−2)(1− 11122 +O(4)),
β = 2/d2 +O(4). (G22)
In conclusion, as we consider the locally scrambled quantum dynamics by alternatively applying the small unitary
e−iH and the local scramblers, the evolution of the corresponding EF state will be governed by ∂t|WΨt〉 = −HˆEF|WΨt〉,
with the EF Hamiltonian HˆEF given by Eq. (G15). The random U(d) spin model H in Eq. (74) corresponds to the
set of parameters in Eq. (G22) for HˆEF.
TABLE I. Spectral form factor of two-qudit GUE Hamiltonian
R
(1)(2)
(1)(2) 1 R
(12)
(1)(2) d R
(1)(2)
(12) d R
(12)
(12) d
2
R
(123)(4)
(123)(4) 3 R
(124)(3)
(123)(4) 3 R
(1234)
(123)(4) 2d+
1
d
R
(123)(4)
(1234) 2d+
1
d
R
(12)(34)
(123)(4) d
2 + 2 R
(1243)
(1234) d
2 + 2 R
(123)(4)
(12)(34) d
2 + 2 R
(13)(24)
(12)(34) 2d
2 + 1
R
(1234)
(1234) 2d
2 + 1
d2
R
(1432)
(1234) 2d
2 + 1
d2
R
(12)(34)
(1234) d
3 + d+ 1
d
R
(1234)
(12)(34) d
3 + d+ 1
d
R
(12)(34)
(12)(34) d
4 + 2
