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LEGENDRE SYMBOL OF
∏
f(i, j) OVER
0 < i < j < p/2, p ∤ f(i, j)
CHAO HUANG
Abstract. Let p > 3 be a prime. We investigate Legendre Sym-
bol of
∏
0<i<j<p/2
p∤f(i,j)
f(i, j) , where i, j ∈ Z, f(i,j) is a linear or quadratic
form with integer coefficients. When f = ai2 + bij + cj2 and p ∤
c(a + b + c) , we prove that to evaluate the product is equivalent to
determine
p−1∑
y=1
(
y(y + 1)(y + k)
p
)
(mod 16) , where 4c(a + b + c)k ≡
(4ac−b2) (mod p). Parallel results are given for
(p−1)/2∏
i,j=1
p∤f(i,j)
(
f(i, j)
p
)
. Then
we show that
p−1∑
y=1
(
y(y + 1)(y + k)
p
)
(mod 16) can be evaluated explic-
itly when k=2,4,5,9,10 or k is a square. And for several classes of f(i,j)
these two kinds of products can be evaluated explicitly. Finally when f
is a linear form we give unified identities for these products. Thus we
prove these kind of problems problems raised in [5].
1. Introduction
Let p be an odd prime and a, b, c ∈ Z. Zhi-Wei Sun has given evaluations
and identities of
∏
1≤i<j≤p−1
p∤ai2+bij+cj2
ai2 + bij + cj2 ,
(p−1)/2∏
i,j=1
p∤ai2+bij+cj2
ai2 + bij + cj2 ,
∏
1≤i<j≤p−1
p∤i2+j2
sin π
a(j2 + k2)
p
and many others in studying permutations related
to quadratic residues.[4] [5]
Sun also raised the problem concerning product of Legendre symbols∏
0<i<j<p/2
p∤f(i,j)
(
f(i, j)
p
)
, where f(i,j) is linear or quadratic integral forms.[5] He
gave evaluations and identities of this kind of products for many specific
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f(i,j) as conjectures. In this paper we study this kind of products of Le-
gendre symbols. Note that this product takes only ±1 since we always
ignore those (i, j) with p | f(i, j).
Our Theorem 2.3 show that when f = ai2 + bij + cj2 and p ∤ c(a + b +
c), to evaluate
∏
0<i<j<p/2
p∤f(i,j)
(
f(i, j)
p
)
is equivalent to determine the residue
p−1∑
y=1
(
y(y + 1)(y + k)
p
)
(mod 16), where k ∈ Z with 4c(a+b+c)k ≡ (4ac−
b2) (mod p). In Theorem 2.4 there are parallel results for
(p−1)/2∏
i,j=1
p∤f(i,j)
(
f(i, j)
p
)
,
with 4ack ≡ b2 (mod p).
As a result, we can classify these two kinds of products according to k and
give many general results. In Section 3 we show that when k = 2, 4, 5, 9, 10
or k is a square number, viewed as a function of p for fixed irreducible f(i,j),
both
p−1∑
y=1
(
y(y + 1)(y + k)
p
)
(mod 16) and all the products equivalent to
it, are periodic and can be evaluated explicitly. Moreover, when f(i,j) is re-
ducible in Z, the products will always be periodic of p and can be evaluated
explicitly. Thus we solve Sun’s Conjectures 7.1, 7.2, 7.3 and 7.5. [5]
Next we consider products for linear forms. Let #Np(s) denotes the num-
ber of non-residues in intervals
⌊s/2⌋∪
k=1
((2k − 1)p
2s
,
(2k)p
2s
)
. In Theorem 4.2 we
give identities involving #Np(s) for
(p−1)/2∏
i,j=1
p∤si+ǫj
(
si+ ǫj
p
)
, where ǫ = ±1. Par-
allel results can be obtained for
∏
0<i<j<p/2
p∤si+ǫj
(
si+ ǫj
p
)
.
Finally we show our identities for s = 3, 4, 5, 6, 8 are equivalent to those
in Conjectures 7,6-7.10 [5], using results concerning symmetries for sums of
the Legendre symbol.
2. Main Theorems
Theorem 2.1. Let p > 3 be a prime. We use symbol {}p to denote least
residue modulo p and the cardinal of any set A will be denoted |A| . For
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j ∈ {2, 3, . . . p− 1} , let
Mp(j) := {i ∈ { 1, 2, . . . p− 1
2
}| i < { ij}p < p
2
}.
Then we have
|Mp(j)| ≡
(
1−j
p
)− 1
2
+
p2 − 1
8
(mod 2),
which amounts to{(
j−1
p
)
= (−1)|Mp(j)| when p ≡ 1, 3 (mod 8),(
j−1
p
)
= (−1)|Mp(j)|+1 when p ≡ 5, 7 (mod 8).
.
Proof. As i < p
2
, if i < { ij}p < p2 , then { i(j − 1)}p < p2 . So clearly we
have
|Mp(j)| = |{i ∈ { 1, 2, . . . p− 1
2
}| { i(j − 1)}p < p
2
}|
− |{i ∈ { 1, 2, . . . p− 1
2
}|{ i(j − 1)}p < p
2
< { i}p}|
On the right the first term’s parity is the same as
(
j−1
p
)
−1
2
+ p−1
2
by Gauss’
lemma, while the second is treated in the next lemma. 
Lemma 2.2. Let p > 3 be a prime. For j ∈ {2, 3, . . . p− 1} , let
Lp(j) := {i ∈ { 1, 2, . . . p− 1
2
} | { i(j − 1)}p < p
2
< { ij}p}.
Then we have
|Lp(j)| ≡ p
2 − 1
8
(mod 2).
Proof. For fixed j, and i ∈ { 1, 2, . . . p−1
2
}, let ai = i(j − 1) and bi = ij. As
i < p
2
, we have { ai}p < { bi}p. And there are four cases for i:
1© { ai}p < { bi}p < p2 , 2© { ai}p < p2 < { bi}p, 3© p2 < { ai}p < { bi}p,
4© { bi}p < p2 < { ai}p, in which 2© is Lp(j) stands for.
Now we turn to consider smallest residue in absolute value modulo p.
For any x ∈ Z, we use symbol < x > to denote the unique integer with
x ≡< x > (mod p) and < x >∈ (−p/2, p/2). It’s easily checked that in
other three cases ai− < ai >= bi− < bi >, whereas in 2©, ai− < ai >=
bi− < bi > −p. So
p−1
2∑
i=1
(
ai− < ai >
)
=
p−1
2∑
i=1
(
bi− < bi >
)− p|Lp(j)|.
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For each i, either < ai > or − < ai > is in { 1, 2, . . . p−12 }. And for i1 6= i2,
we have < ai1 > 6≡ ± < ai2 > (mod p). Thus
p−1
2∑
i=1
< ai > ≡
p−1
2∑
i=1
i ≡
p−1
2∑
i=1
< bi > (mod 2).
And by definition of ai, bi, we have
p−1
2∑
i=1
bi −
p−1
2∑
i=1
ai =
p−1
2∑
i=1
i =
p2 − 1
8
(mod 2).
Therefore p|Lp(j)| ≡ p2−18 (mod 2), and the lemma follows as p is odd. 
Remark 2.1. Theorem 2.1 deals with the upper-right triangle of (0, p/2)×
(0, p/2) .We can also consider it in upper-left triangle of (0, p/2)× (0, p/2)
|{i ∈ { 1, 2, . . . p− 1
2
}| { ij}p < { ij}p + i < p
2
}|
and in upper-right of (0, p/2)× (0, p)
|{i ∈ { 1, 2, . . . p− 1
2
}| 2i < { ij}p}|.
For fixed j, their parities depend on
(
j
p
)
and
( j(j−2)
p
)
respectively.
Moreover there are several similar results in [5] and our Lemma 2.2 is
actually amounts to (1.4) there.

To formulate our main theorem it’s convenient to make some convention.
Let g(p) be a function whose domain is a subset of the set of all primes.
We call g(p) periodic if there is a m ∈ Z+ such that for p1 ≡ p2 (mod m) in
the domain we have g(p1) = g(p2). In that case we can list its values under
ϕ(m) residue classes and g(p) can be evaluated explicitly.
In this paper we call two functions g(n) and h(n) of integers equivalent
if there is a m ∈ Z+ and for each i with 1 ≤ i < m, (i,m) = 1 we have a
polynomial fi of degree one with rational coefficients, such that for any n
in their common domain with n ≡ i (mod m), we have g(n) = fi(h(n)).
Clearly g and h can be evaluated explicitly by each other.
Let p be a prime and u,v are integers with p ∤ u, we will write v/u for
w, where w is the least positive integer with wu ≡ v (mod p). For fixed
v/u and let p varies with p ∤ b, then we see v/u and
( v/u
p
)
are well-defined
functions of p.
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Theorem 2.3. (Main theorem) Let p > 3 be an odd prime and
(
p
)
denotes Legendre symbol. Let f(i, j) = ai2+ bij+ cj2 with a, b, c ∈ Z. Write
∆ = b2 − 4ac and σ = a+ b+ c.
(i) Let f(i,j) fixed and p varies with p ∤ cσ. Set k = −∆/4cσ. Then∏
0<i<j<p/2
p∤f(i,j)
(
ai2 + bij + cj2
p
)
and
p−1∑
y=1
(
y(y + 1)(y + k)
p
)
(mod 16) are
equivalent as functions of p .
(ii)When f(i, j) = (mi+nj)(ui+vj) withm,n, u, v ∈ Z, then
∏
0<i<j<p/2
p∤f(i,j)
(
f(i, j)
p
)
a periodic function of p and can be evaluated explicitly.
Remark 2.2. To illustrate case (ii) ,we cite Conjecture 7.1 [5],
∏
0<i<j<p/2
p∤2i2±5ij+2j2
(
2i2 ± 5ij + 2j2
p
)
≡ 1
2
(±1
p
)[(−1
p
)
+
(
2
p
)
+
(
6
p
)
+
(
p
3
)
]
Clearly this can be written alternatively by residue of p modulo 24.
In Theorem 2.4, we give explicit formulae for
(p−1)/2∏
i,j=1
p∤(i+j)(si+j)
(
(i+ j)(si+ j)
p
)
and
(p−1)/2∏
i,j=1
p∤(i+j)(si−j)
(
(i+ j)(si− j)
p
)
, because they will be used in Section 4. 
Proof. For fixed 2 ≤ x ≤ p − 1 , by Theorem 2.1 we can determine by(
x−1
p
)
that there are odd or even number of terms of the form
( f(i,j)
p
)
with
j ≡ ix (mod p) in the product. Each of these is equal to ( f(1,x)
p
)
if exists.
And when x = 0, 1, no (i, ix) enter into the product. Without of loss of
generality we assume
(
x−1
p
)
= −1 implies odd terms, then we only need to
count those x ∈ { 2, . . . p− 1}, for which (x−1
p
)
=
(f(1,x)
p
)
= −1. It suffices
to determine the parity of
p−1∑
x=2
p∤f(1,x)
1− (x−1
p
)
2
1− ( f(1,x)
p
)
2
.
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In case (ii), we have f(i, j) = (mi+ nj)(ui+ vj). We can assume p ∤ nv
since otherwise it’s easy. Write r = −m/n, s = −u/v. It suffices to deter-
mine the residue
p−1∑
x=0
(
(x− 1)(x− r)(x− s)
p
)
(mod 8) since other terms in
expansion of numerator have explicit formulae. We claim that this residue
as a function of p can always be evaluated explicitly. Let’s consider
p−1∑
x=0
x 6=1,r,s
1 +
(
x−1
p
)
2
1 +
(
x−r
p
)
2
1 +
(
x−s
p
)
2
.
This is a integer by definition, and except
( (x−1)(x−r)(x−s)
p
)
, the value of
other terms in expansion of numerator are known. So we can determine
the residue
p−1∑
x=0
(
(x− 1)(x− r)(x− s)
p
)
(mod 8) by Legendre symbols of
2,−1, r − 1, s − 1, r − s to p respectively. (See the remark before) By the
law of reciprocity,
p−1∑
x=0
(
(x− 1)(x− r)(x− s)
p
)
(mod 8) and consequently
∏
0<i<j<p/2
p∤f(i,j)
(f(i, j)
p
)
are periodic of p and can be evaluated explicitly.
In case (i), when p ∤ cσ, let y = f(1, x) = a+bx+cx2. We turn to count y
instead of x. If y is really in the range of f, it must be
( (cx+b)2
p
)
=
(
cy+∆
p
)
= 1.
And if y has two roots, we count y only if
(
x1−1
p
)
and
(
x2−1
p
)
has opposite
signs, which implies
( c(σ−y)
p
)
= −1. Finally we only count those y which are
non-residues. As a result, it’s enough to determine the parity of
p−1∑
y=1
y 6=σ,−∆c
1 +
(
y
p
)
2
1− ( cy+∆
p
)
2
1− ( c(σ−y)
p
)
2
.
In the expansion of numerator , all other terms except the product of three
Legendre symbols have explicit formulae. Simplify the result ,then it is suf-
ficient to determine
p−1∑
y=1
(
y(y + 1)(y + k)
p
)
(mod 16) with k = −∆/4cσ.
The conclusion follows.

Theorem 2.4. Let p > 3 be an odd prime and
(
p
)
denotes Legendre sym-
bol. Let f(i, j) = ai2 + bij + cj2, a, b, c ∈ Z.
LEGENDRE SYMBOL OF
∏
f(i, j) OVER 0 < i < j < p/2, p ∤ f(i, j) 7
(i)Let f(i,j) fixed and p varies with p ∤ ac. Set k′ = b2/4ac. Then
(p−1)/2∏
i,j=1
p∤ai2+bij+cj2
(
ai2 + bij + cj2
p
)
and
p−1∑
y=1
(
y(y + 1)(y + k′)
p
)
(mod 16) are
equivalent as functions of p.
(ii)When f(i, j) = (mi+nj)(ui+vj) withm,n, u, v ∈ Z, then
(p−1)/2∏
i,j=1
p∤f(i,j)
(
f(i, j)
p
)
is a periodic function of p and can be evaluated explicitly.
Moreover, for s ∈ Z, s 6≡ 0,±1 (mod p), we have
(p−1)/2∏
i,j=1
p∤(i+j)(si+j)
(
(i+ j)(si+ j)
p
)
=
(
s
p
)[3+( s−1
p
)]/2
(p−1)/2∏
i,j=1
p∤(i+j)(si−j)
(
(i+ j)(si− j)
p
)
=
(−1
p
)(−s
p
)[1+(−s−1
p
)]/2
(iii) When f(i, j) = ai2 + cj2, then
(p−1)/2∏
i,j=1
p∤ai2+cj2
(
ai2 + cj2
p
)
is a periodic
function of p and can be evaluated explicitly.
Proof. (iii) follows immediately from (i). To prove (i) we use Gauss’ lemma
instead of Theorem 2.1 and argue in the same way as Theorem 2.3.
When f(i, j) = (i+j)(si−j), by expanding
p−1∑
x=1
x 6=−1,s
1− (x
p
)
2
1− (1+x
p
)
2
1 +
(
s−x
p
)
2
,
we have
p−1∑
x=1
x 6=−1,s
(
(x− 1)(x− r)(x− s)
p
)
≡
{
−(p+ 1− (1− ( s
p
))((1− ( s+1
p
))
)
(mod 8) p ≡ 1 (mod 4);
−(p− 7 + (1 + ( s
p
))(1− ( s+1
p
))
)
(mod 8) p ≡ 3 (mod 4).
Then we can determine the parity of
p−1∑
x=1
x 6=−1,s
1± (x
p
)
2
1− ( (1+x)(s−x)
p
)
2
.
8 CHAO HUANG
And finally we have
(p−1)/2∏
i,j=1
p∤(i+j)(si−j)
(
(i+ j)(si− j)
p
)
≡
{
[1− ( s
p
)][1 + ( s+1
p
)]/4 (mod 2) p ≡ 1 (mod 4);
1 + [1 + ( s
p
)][1− ( s+1
p
]/4 (mod 2) p ≡ 3 (mod 4).
The case si+j can be proved in the same way. 
3. Products for quadratic forms
In this section we always assume f(i,j) to be a quadratic forms with ra-
tional coefficients.
Let p be an odd prime and assume that a1, . . . , ar are pairwise incongruent
integers modulo p. We will use the notation
Fp(a1, . . . , ar) :=
p∑
y=1
(
(y + a1) . . . (y + ar)
p
)
.
And we collect some simple properties from exercises in [1], where they use
notation Fr(a1, . . . , ar).
Lemma 3.1. [1, p. 208] (i) For p ∤ m, we have
Fp(0, 1, m) =
(
m
p
)
Fp(0, 1,
1
m
) =
(−1
p
)
Fp(0, 1, 1−m).
(ii)For p ∤ m, we have
Fp(0, 1, m
2) =
(
m
p
)
Fp(0, 1,
(m+ 1)2
4m
).
(iii) For p ∤ mn, we have
p−1∑
y=0
(
y2 + n
p
)(
y2 + nm
2
)
= −1 +
(−1
p
)
Fp(0, 1, m).
Let k ∈ Z+ and p ∤ k. The above lemma tell us if Fp(0, 1, k) (mod 16) is
equivalent to
∏
0<i<j<p/2
p∤f(i,j)
(
ai2 + bij + cj2
p
)
, so are Fp(0, 1, 1/k) (mod 16) and
Fp(0, 1, 1− k) (mod 16).
Conversely, for any k ∈ Z+ there are various f(i, j) for which the products
are equivalent to Fp(0, 1, k) (mod 16). If for any f0(i, j) of them we can show
that the product
∏
0<i<j<p/2
p∤f0(i,j)
(
f0(i, j)
p
)
is periodic, so are Fp(0, 1, k) (mod 16)
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and all products equivalent to it.
Corollary 3.2. Fp(0, 1, 2)
Let p > 3 be a prime. Then
∏
0<i<j<p/2
p∤i2+j2
(
i2 + j2
p
)
is equivalent to Fp(0, 1, 2) (mod 16).
Both of them are periodic functions of p and can be evaluated explicitly.
Proof. Obviously Fp(0, 1, 2) is the classical Jacobsthal sums and its residue
(mod 16) can be evaluated explicitly. (cf. [1, p. 195] ) Moreover we have
(cf. [4, p. 3] )
∏
0<i<j<p/2
p∤i2+j2
i2 + j2 =
{
(−1)⌊(p−5)/8⌋ (mod p) when p ≡ 1 (mod 4);
(−1)⌊(p+1)/8⌋ (mod p) when p ≡ 3 (mod 4).
.

Theorem 3.3. (i) Let p > 3 be a prime, t = v/u ∈ Q and p ∤ u. We have
∏
0<i<j<p/2
p∤i2−ij+tj2
(
i2 − ij + tj2
p
)
=
{
−1 when p ≡ 5, 7 (mod 8) and (1−4t
p
)
= −1;
1 otherwise.
.
(ii)For fixed nonzero s ∈ Z, let p varies with p ∤ s. Both Fp(0, 1, s2) (mod 16)
and
∏
0<i<j<p/2
p∤s2i2−j2
(
s2i2 − j2
p
)
are periodic functions of p and can be evaluated
explicitly.
Proof. For fixed j, we have i2 − ij + tj2 = (i − j/2)2 + 4t−1
4
. So f(i, j) are
symmetric about the line j = 2i in the area 0 < i < j < p/2. Consequently
it’s enough to consider the product of
( f(1,2)
p
)
,
(f(2,4)
p
)
and so on. There are
⌊p−1
4
⌋ terms, each equals to ( f(1,2)
p
)
=
(
1−4t
p
)
, where ⌊x⌋ denotes the largest
integer not more than x. By some easy computation we obtain the formula
in (i). Moreover , this product is equivalent to Fp(0, 1, (4t− 1)2)/pmod16.
For fixed s , set t = (s + 1)/4. Then Fp(0, 1, s
2) (mod 16) is periodic. And
by Theorem 2.3 and Lemma 3.1 it’s easy to show
∏
0<i<j<p/2
p∤s2i2−j2
(
s2i2 − j2
p
)
is
equivalent to Fp(0, 1, s
2) (mod 16). The proof is complete. 
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Theorem 3.4. Fp(0, 1, 4) and Fp(0, 1, 9) Let prime p > 3 varies.
(i) For n = 4,−3, 9,−8, 1
4
, 3
4
, 4
3
,−1
3
, functions Fp(0, 1, n) (mod 16) are
equivalent.
(ii)As functions of p, Fp(0, 1, 4) (mod 16) is equivalent to
∏
0<i<j<p/2
p∤f(i,j)
(
f(i, j)
p
)
for f(i,j) in the list:
1©i2 ± ij + j2 2©2i2 ± 5ij + 2j2 3©4i2 − j2, 9i2 − j2 4©3i2 + j2, 8i2 + j2.
(iii)Moreover Fp(0, 1, 4) (mod 16) and all equivalent products for various
f(i,j) are periodic functions of p and can be evaluated explicitly.
Proof. By lemma 3.1, we have
Fp(0, 1, 9) =
(3
p
)
Fp(0, 1,
4
3
) = Fp(0, 1,
3
4
) =
(−1
p
)
Fp(0, 1,
1
4
) =
(−1
p
)
Fp(0, 1, 4).
Hence Fp(0, 1, 9) (mod 16) is equivalent to Fp(0, 1, 4) (mod 16). All the oth-
ers are obtained by easy computation. We have shown that
∏
0<i<j<p/2
p∤i2−ij+tj2
(
i2−ij+tj2
p
)
is periodic, so the same holds for Fp(0, 1, 4) (mod 16) and others.

Lemma 3.5. [5, Theorem 1.5].Let p be an odd prime, we have
∏
0<i<j<p/2
p∤i2−ij−j2
i2 − ij − j2
p
≡


−5(p−1)/4 (mod p) when p ≡ 1, 9 (mod 20),
(−5)(p−1)/4 (mod p) when p ≡ 13, 17 (mod 20),
−1⌊ p−1020 ⌋ (mod p) when p ≡ 3, 7 (mod 20),
−1⌊ p−510 ⌋ (mod p) when p ≡ 11, 19 (mod 20).
.
Remark 3.5. This result is not easy and utilizes knowledge of values of Lucas
sequences modulo primes.
Hence we have
(p−1)/2∏
i,j=1
p∤i2−ij−j2
(
i2 − ij − j2
p
)
=
{
−1 when p ≡ 13, 31, 37, 39 (mod 40)
1 otherwise.
Theorem 3.6. Fp(0, 1, 5) Let prime p > 3 varies.
(i)For n = 5,−4, 1
5
, 4
5
, 5
4
,−1
4
, functions Fp(0, 1, n) (mod 16) are equiva-
lent.
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(ii)As functions of p, Fp(0, 1, 5) (mod 16) is equivalent to
∏
0<i<j<p/2
p∤f(i,j)
(
f(i, j)
p
)
for f(i,j) in the list:
1©i2 + ij − j2 2©i2 ± 3ij + j2 3©4i2 + j2, i2 + 4j2 4©5i2 − j2, i2 − 5j2.
(iii)And Fp(0, 1, 5) (mod 16) is also equivalent to
(p−1)/2∏
i,j=1
p∤i2−ij−j2
(
i2 − ij − j2
p
)
.
(iv)Moreover Fp(0, 1, 5) (mod 16) and all equivalent products for various
f(i,j) are periodic functions of p and can be evaluated explicitly.
Proof. In (iii) we use Theorem 2.4 and we have give the explicit formula of
that product. All other results are obtained by easy computation. 
At last we give a example that
∏
0<i<j<p/2
p∤f(i,j)
(
f(i, j)
p
)
is not periodic. By the
Theorem 2.3, product for f(i, j) = i2+4ij+j2 is equivalent to Fp(0, 1, 3) (mod 16).
We can prove that when p ≡ 17 (mod 24), the product equals 1 if and only
if 2 is a biquadratic residue modulo p. This is part of Conjecture 7.4 [5].
We shall investigate periodicity of Fp(0, 1, k) (mod 16) for other k’s in the
future.
4. Products for linear forms
Now we turn to linear forms. Let s ∈ Z and p be an odd prime. We focus
on
(p−1)/2∏
i,j=1
p∤si+j
(
si+ j
p
)
and
(p−1)/2∏
i,j=1
p∤si−j
(
si− j
p
)
. Cases s = 1, 2 will be given in 4.2
and 4.7. Sun has given various identities for s = 3, 4, 5, 6, 8 respectively as
conjectures.[5] And we shall prove all of them.
We shall give identities for general s in Theorem 4.2. The idea is to com-
pare
(p−1)/2∏
i,j=1
p∤si±j
(
si± j
p
) (p−1)/2∏
i,j=1
(
i+ j
p
)
with
(p−1)/2∏
i,j=1
p∤(i+j)(si±j)
(
(i+ j)(si± j)
p
)
.
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Then it’s easy to obtain identities for
(p−1)/2∏
i,j=1
p∤ai+bj
(
ai+ bj
p
)
, where a, b ∈ Z.
And similar results can also be obtained in the same way for
∏
0<i<j<p/2
p∤ai+bj
(
ai+ bj
p
)
.
However we shall not pursue them since they will not be used in this paper.
If p ∤ s, let Ep(s) = {i ∈ Z|0 < i < p2 , {is}p > p2}. For example, Ep(4)
includes those i in (p/8, p/4) ∪ (3p/8, p/2). By Gauss’ lemma, we know
(−1)|Ep(s)| = ( s
p
)
. In general, we can write Ep(s) shortly as
⌊s/2⌋∪
k=1
((2k − 1)p
2s
,
(2k)p
2s
)
,
where ⌊ ⌋ is the floor function. And clearly {1, 2, . . . p−1
2
} is the disjoint union
of Ep(s) and Ep(−s).
Let #Np(s) denotes the number of non-residues in Ep(s). In other words
, (−1)#Np(s) ≡
∏
x∈Ep(s)
(
x
p
)
. The relation of #Np(s) with class number has
been studied before. (For example,[6, Lemma 12 ] ).
To prove Sun’s conjectures we give many alternative identities for (−1)#Np(s).
Most of them are deduced form symmetries of Legendre symbols investi-
gated in [2], where they give useful tables about for which class of primes
the sum of Legendre symbols over certain intervals is zero. Then it’s easy
to check that our identities are equivalent to those in [5]. Thus we have
proved all the conjectures there related to linear forms.
Lemma 4.1. Let p > 3 be prime.
(i)
(p−1)/2∏
i,j=1
(
i+ j
p
)
=
{(
2
p
)
p ≡ 1 (mod 4),(
2
p
)
(−1)(h(−p)+1)/2 p ≡ 3 (mod 4).
(ii)
(p−1)/2∏
i,j=1
i6=j
(
i− j
p
)
=
{
1 p ≡ 5 (mod 8),
−1 otherwise.
Proof. (i)By symmetry, it is enough to count the product alone the diagonal
lines, that is
(p−1)/2∏
i=1
(
2i
p
)
. When p ≡ 1 (mod 4), there are (p− 1)/4 non-
residues in (0, p/2). When p ≡ 3 (mod 4), Mordell [3] noticed |{0 < k <
p/2 :
(
k
p
)
= 1|} ≡ (−1)(h(−p)+1)/2 (mod 2), where h is the class number
of Q(
√−p). (ii) By symmetry again,we need only to count the product of∏
1≤i<j≤(p−1)/2
(−1
p
)
. 
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Theorem 4.2. Let p > 3 be prime. s 6≡ 0,±1 (mod p) is a integer. And
let #Np(s) be the number of non-residues in
⌊s/2⌋∪
k=1
((2k − 1)p
2s
,
(2k)p
2s
)
. Then
(p−1)/2∏
i,j=1
p∤si+j
(
si+ j
p
)
=
{(
2
p
)
(−1)#Np(s) p ≡ 1 (mod 4),(
2s
p
)
(−1)#Np(s)+(h(−p)+1)/2 p ≡ 3 (mod 4).
(p−1)/2∏
i,j=1
p∤si−j
(
si− j
p
)
=
{(
s
p
)
(−1)#Np(s) p ≡ 1 (mod 4),
−(2
p
)
(−1)#Np(s) p ≡ 3 (mod 4).
Proof. It suffices to prove the case (si−j). The idea is to multiply (si−j) by
(i+ j) to obtain an quadratic forms.
(p−1)/2∏
i,j=1
p∤si−j
(
si− j
p
) (p−1)/2∏
i,j=1
(
i+ j
p
)
differs
from
(p−1)/2∏
i,j=1
p∤(i+j)(si−j)
(
(i+ j)(si− j)
p
)
in that those
(
i+j
p
)
with si ≡ j (mod p)
are counted in the former but not the latter. So we have
(p−1)/2∏
i,j=1
p∤si−j
(
si− j
p
) (p−1)/2∏
i,j=1
(
i+ j
p
)
=
(p−1)/2∏
i,j=1
p∤(i+j)(si−j)
(
(i+ j)(si− j)
p
) (p−1)/2∏
i,j=1
si≡j (mod p)
(
i+ j
p
)
The first product on the right is given by Theorem 2.4 , and
(p−1)/2∏
i,j=1
si≡j (mod p)
(
i+ j
p
)
=
∏
i∈Ep(−s)
(
(s+ 1)i
p
)
=
(
s+ 1
p
)|Ep(−s)| ∏
i∈Ep(−s)
(
i
p
)
.
We know that (−1)|Ep(−s)| = ( s
p
)
, as given by Gauss’ lemma. Substitute
and simplify, the proof is complete 
As a result, we have
(p−1)/2∏
i,j=1
p∤4i−j
(
4i− j
p
)
=
{
(−1)#Np(4) p ≡ 1 (mod 4),(
−2
p
)
(−1)#Np(4) p ≡ 3 (mod 4).
However conjecture 7.7 in [5] takes another form.
(p−1)/2∏
i,j=1
p∤4i−j
(
4i− j
p
)
=
{
(−1) p−14 p ≡ 1 (mod 4),
(−1)⌊p/8⌋ p ≡ 3 (mod 4).
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Next theorem tell us they are the same. And we are going to give all that
are needed to show that our identities for si ± j, s = 3, 4, 5, 6, 8 actually
equivalent to those in [5].
Let’s make some convention. In the following p is always an prime and p >
10 . For any finite set A = {a1, a2, . . . , an} ⊂ Z ,we will denote
(∏
p
)
A :=
n∏
i=1
(
ai
p
)
. We will also write (p/n, p/m) for {i ∈ Z|p/n < i < p/m}. For
example, by Mordell’s result [3] mentioned above when p ≡ 3 (mod 4), then(∏
p
)
(0, p/2) = (−1)h(−p)+12 .
By definition (−1)#Np(4) = (∏
p
)
(p/8, p/4) ∪ (3p/8, p/2).
Theorem 4.3.
(−1)#Np(4) =


1 when p = 1 + 8k,
−1 when p = 5 + 8k.
(−1)k when p = 3 + 8k.
(−1)k+1 when p = 7 + 8k.
Proof. Consider
(∏
p
)
(p/8, 3p/8). Take the case p = 3+8k as example, then
(p/8, 3p/8) = {k + 1, k + 2, . . . , 3k + 1}. Since
(
2
p
)
= −1 ,so we have
(∏
p
)
(p/8, 3p/8) = (−1)2k+1(∏
p
){2k + 2, 2k + 4, . . . , 6k + 2}
.
Next since
(
−1
p
)
= −1 we have
(∏
p
)
{2k+2, 2k+4, . . . , 6k+2} =
(∏
p
)
{2k+2, 2k+4, . . . , 4k}∪{4k+2, . . . , 6k+2}
= (−1)k+1
(∏
p
)
{2k + 2, 2k + 4, . . . , 4k} ∪ {2k + 1, 2k + 3, . . . , 4k + 1}
= (−1)k+1
(∏
p
)
{2k + 1, 2k + 2, . . . , 4k} = (−1)k+1
(∏
p
)
(p/4, p/2).
So finally we arrive at the relation
(−1)#Np(4) =
(∏
p
)
(p/3, 3p/8)
(∏
p
)
(p/4, p/2) = (−1)3k+2 = (−1)k
The other cases are proved in exactly the same way.

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The idea of this proof will be repeatedly used in the following theorems.
First we choose some union of subintervals symmetric about p/4 , multiply
every integer inside by 2, then substitute those x > p/2 with p− x.
Next we turn to (−1)#Np(2) = (∏
p
)
(p/4, p/2).
Lemma 4.4. [1, p. 972(1.3)(1.4)] Let p ≡ 1 (mod 4) be a prime. Then
(∏
p
)
(0, p/4) =
{
(−1)(p−1)/8+h(−4p)/4 p ≡ 1 (mod 8),
(−1)(p−5)/8+(h(−4p)−2)/4 p ≡ 5 (mod 8).
Lemma 4.5. [2] Let p ≡ 3 (mod 4) be a prime. Define Snr :=
∑
a∈( (r−1)p
n
, rp
n
)
(
a
p
)
.
Then
{
S41 = 0 p ≡ 3 (mod 8),
S42 = 0 p ≡ 7 (mod 8).
Corollary 4.6. (i) When p ≡ 1 (mod 4), (−1)#Np(2) = (2
p
)(∏
p
)
(0, p/4).
(ii) When p = 3 + 8k,


(∏
p
)
(0, p/4) = (−1)k,
(−1)#Np(2) = (−1)k+h(−p)+12 ,(∏
p
)
(0, p/8) ∩ (3p/8, p/2) = 1.
(iii) When p = 7 + 8k,


(∏
p
)
(0, p/4) = (−1)k+1+h(−p)+12 ,
(−1)#Np(2) = (−1)k+1,(∏
p
)
(p/8, 3p/8) = 1.
Proof. (i) When p ≡ 1 (mod 4) , there are (p−1)/4 non-residues in (0,p/2).
(ii) When p = 3 + 8k, (0, p/4) = {1, 2, . . . , 2k}. So by the lemma there
are k = (p − 3)/8 non-residues in it. And (∏
p
)
(0, p/8) ∩ (3p/8, p/2) =
(−1)#Np(4)(∏
p
)
(0, p/4),since (−1)#Np(4) = (∏
p
)
(p/8, p/4) ∪ (3p/8, p/2). (iii)
are proved similarly.

Corollary 4.7. Let p be an odd prime.
(p−1)/2∏
i,j=1
p∤2i+j
(
2i+ j
p
)
=
(∏
p
)
(0, p/4) =


(−1)k+h(−4p)/4 when p = 1 + 8k,
(−1)k+(h(−4p)−2)/4 when p = 5 + 8k,
(−1)k when p = 3 + 8k,
(−1)k+1+h(−p)+12 when p = 7 + 8k.
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(p−1)/2∏
i,j=1
p∤2i−j
(
2i− j
p
)
=
(−2
p
)
(−1)#Np(s) =


(−1)k+h(−4p)/4 when p = 1 + 8k,
(−1)k+(h(−4p)−2)/4 when p = 5 + 8k,
(−1)k+h(−p)+12 when p = 3 + 8k,
(−1)k when p = 7 + 8k.
Remark 4.7. In fact, congruences involving class number and p−1
2
!! for
(p−1)/2∏
i,j=1
p∤2i+ǫj
2i + ǫj (where ǫ = ±1) has been obtained by Sun and proved by
Fedor Petrov , see Question 314331 in mathoverflow.net. 
Now turn to s = 8. By definition (−1)#Np(8) = (∏
p
)
(p/16, p/8)∪(3p/16, p/4)∪
(5p/16, 3p/8) ∪ (7p/16, p/2).
Theorem 4.7.
(−1)#Np(8) =
{
1 when p ≡ 7 (mod 8),(∏
p
)
(p/4, p/2) otherwise .
Proof. Consider (0, p/16) ∪ (p/8, 3p/16) ∪ (5p/16, 3p/8) ∪ (7p/16, p/2) and
proceed as the proof of Theorem 4.3. Then we arrive at the relation between
(−1)#Np(8)(∏
p
)
(p/4, p/2) and (−1)#Np(4) 
Now it’s easy to check that our identities by Theorem 4.2 equivalent to
those conjectures for 4i ± j, 8i ± j in [5]. Corollary 4.6 is use in 4i+j for
p ≡ 7 (mod 8) and in proving theorem 4.7 for 8i± j.
Then we turn to s = 5.
Lemma 4.8. [2] Define Snr :=
∑
a∈( (r−1)p
n
, rp
n
)
(
a
p
)
. Then we have
(i) S101 = 0 for p ≡ 3, 27 (mod 40).
(ii) S101 + S
10
3 + S
10
5 = 0 for p ≡ 7, 23 (mod 40).
Theorem 4.9. By definition (−1)#Np(5) = (∏
p
)
(p/10, p/5) ∪ (3p/10, 4p/5).
(i) When p ≡ 1 (mod 4)
(−1)#Np(5) =
{(∏
p
)
(0, p/10) p ≡ 9, 13 (mod 20),(
2
p
)(∏
p
)
(0, p/10) p ≡ 1, 17 (mod 20).
(ii) When p ≡ 3 (mod 4)
(−1)#Np(5) =
{(
5
p
)(∏
p
)
(p/10, p/2) p ≡ 3, 19 (mod 20),(
10
p
)(∏
p
)
(p/10, p/2) p ≡ 7, 11 (mod 20).
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(iii) (∏
p
)
(0, p/10) =
{
1 p ≡ 3 (mod 20),(
2
p
)
p ≡ 7 (mod 20).
Proof. Consider (p/5, 3p/10) and proceed as the proof of Theorem 4.3. (iii)
is the corollary of the lemma. 
Finally we deal with s=3,6.
Lemma 4.10. [2] Define Snr :=
∑
a∈(
(r−1)p
n
, rp
n
)
(
a
p
)
. Then we have
(i) S62 = 0 for p ≡ 11 (mod 12).
(ii) S61 + S
6
3 = 0 for p ≡ 7 (mod 12).
Theorem 4.10.
(−1)#Np(3) =
(∏
p
)
(p/6, p/3) =


(
2
p
)(∏
p
)
(0, p/3) p ≡ 1 (mod 12),(∏
p
)
(0, p/3) p ≡ 5 (mod 12).
−(∏
p
)
(p/3, p/2) p ≡ 7 (mod 12),(
2
p
)(∏
p
)
(p/3, p/2) p ≡ 11 (mod 12),
Lemma 4.11. [2]
(i) S122 = S
12
4 = S
12
6 , S
12
3 = S
12
5 for p ≡ 1 (mod 24).
(ii) S122 + S
12
4 + S
12
6 = 0 for p ≡ 19 (mod 24).
(iii)S122 + S
12
6 = S
12
4 = 0 for p ≡ 23 (mod 24).
(iv) S121 + S
12
3 + S
12
5 = 0 for p ≡ 7 (mod 24).
(v) S122 = S
12
5 , S
4
2 = S
12
4 + S
12
5 + S
12
6 = 0 for p ≡ 11 (mod 24).
Theorem 4.12. By definition (−1)#Np(6) = (∏
p
)
(p/12, p/6) ∪ (p/4, p/3) ∪
(5p/12, p/2). Then we have
(i)
(−1)#Np(6) =
{(∏
p
)
(p/4, 3/p) p ≡ 1 (mod 4),(
3
p
)(∏
p
)
(p/4, 3/p) p ≡ 3 (mod 4).
(ii)
(−1)#Np(6) =


(∏
p
)
(0, 12/p) when p = 1 + 24k,
(−1)k+1 when p = 19 + 24k,
(−1)k+1 when p = 23 + 24k,
(−1)k(∏
p
)
(0, 2/p) when p = 7 + 24k,
(−1)k+1(∏
p
)
(0, 2/p) when p = 11 + 24k.
Proof. Consider (0, p/12)∩ (5p/12, p/2) and proceed as in the proof of The-
orem 4.3. (ii) are all corollary of lemma 4.11. When p=1+24k, every
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interval ((t − 1)p/12, tp/12), 1 ≤ t ≤ 12 have same number of integers.
By lemma we have S123 = S
12
5 , so these two intervals have same number
of nonresidues.Therefore
(∏
p
)
(p/6, p/4) =
(∏
p
)
(p/3, 5p/12). Other cases are
proved similarly as before.

Given these results it’s trivial to check that we actually proved conjecture
7.6 - 7.10[5]. And since we’ve actually done so case by case, we will stop
here.
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