Abstract-The sequential pattern in the human movement is one of the most important aspects for location recommendations in geosocial networks. Existing location recommenders have to access users' raw check-in data to mine their sequential patterns that raises serious location privacy breaches. In this paper, we propose a new Privacy-preserving LOcation REcommendation framework (PLORE) to address this privacy challenge. First, we employ the nth-order additive Markov chain to exploit users' sequential patterns for location recommendations. Further, we contrive the probabilistic differential privacy mechanism to reach a good trade-off between high recommendation accuracy and strict location privacy protection. Finally, we conduct extensive experiments to evaluate the performance of PLORE using three large-scale real-world data sets. Extensive experimental results show that PLORE provides efficient and highly accurate location recommendations, and guarantees strict privacy protection for user check-in data in geosocial networks.
INTRODUCTION
L ATEST-generation mobile devices allow users to participate in geosocial networks such as Foursquare, Gowalla and Brightkite. Geosocial networks enable users to share their experiences in visiting specific locations of interest, e.g., restaurants, museums, and stores. Upon physically visiting a location, a user performs a virtual check-in operation in geosocial networks via her handheld device to share her current location with friends. To help users explore new places and shape life, geosocial networks also recommend users with interesting locations based on their preferences learned from their check-in histories. Based on the fact that the human movement exhibits sequential patterns [1] , such sequential patterns become increasingly important in location recommendations. For example, the recent studies [2] , [3] , [4] , [5] , [6] , [7] , [8] achieve location recommendations through Markov chain models. A Markov chain first extracts sequential patterns from check-in location sequences of users and then exploits them to derive the transition probability from one location or sequence to a target location, i.e., the probability of a user visiting a target location given her historical check-in location sequence.
The functionality of location recommendations requires a large amount of user check-in locations. However, disclosing visited locations of users to untrusted recommender systems raises serious location privacy breaches, since the history of visited locations can reveal sensitive details about an individual's health status, political views, or lifestyle [9] . To provide formal location privacy guarantees against adversaries with background knowledge, the two pioneer works [8] , [10] leverage ε-differential privacy [11] to inject carefully chosen random noise into aggregate statistics of check-in locations from users and only release these noisy aggregate statistics to location recommender systems. The privacy budget ε is inversely proportional to the strength of privacy protection and the magnitude of the injected noise is directly
• J.-D. Zhang proportional to the sensitivity of the underlying aggregate algorithm, i.e., the maximum variety of the aggregate statistics resulting from the addition or removal of a single user's check-in record that includes her all check-in locations. The ε-differential privacy protects each user by guaranteeing that a single user's check-in record cannot significantly affect the released noisy aggregate statistics; in other words, an adversary cannot learn with significant probability whether a certain user is included into the released information or not. Specifically, the study [10] adds noise into the aggregate counts of check-ins for each location from all users and simply recommends users with the same popular locations having large noisy counts. Nonetheless, it does not consider personalization that is one of the most essential requirements of recommender systems. More sophistically, our previous research [8] injects noise into the aggregate counts of each subsequence occurring in checkin location sequences of all users. Then, it utilizes the classical higher-order Markov chain with noisy counts of subsequences to predict the personalized probability of a user visiting a target location given her historical check-in location sequence. However, due to the prohibitively expensive computational cost of the classical higher-order Markov chain, the work [8] performs location recommendations at a coarse level of granularity, i.e., recommending users with coarse-grained areas, e.g., city blocks or zipcode regions, instead of a specific location of interest, e.g., restaurants or museums that would be more attractive to users. This paper aims to study the personalized and fine-grained location recommendations using sequential patterns with differential privacy protection. There are mainly two interdependent key challenges: high recommendation accuracy and strict location privacy. (1) High recommendation accuracy. On the one hand, the recommendation accuracy of the non-personalized method [10] is very low, since it returns the same locations to all users. On the other hand, the coarse-grained method [8] also generates inaccurate recommendations for users, because it returns large areas instead of specific locations. Thus, most current works [2] , [3] , [4] , [5] , [6] employ the first-order Markov chain by assuming that a newly possible visiting location of a user only relies on her latest visited location. Nevertheless, in reality the new location depends on not only the latest visited location but also the earlier visited locations in her check-in history. As a result, the first-order Markov chain often suffers from low recommendation accuracy. (2) Strict location privacy. The bigger challenge is to rigorously preserve the location privacy of users without significantly decreasing the recommendation accuracy due to two facts. (a) As a single user may visit many locations, the sensitivity (i.e., the maximum variety of aggregate statistics caused by adding or removing a single user's record) is considerably high and hence large noise is required to inject into the aggregate statistics to provide differential privacy protection. (b) Since users only check in a very small fraction of total locations in a geosocial network, the check-in data of users to locations are highly sparse. Thus, the statistics (e.g., counts of subsequences used by the Markov chain) aggregated from the sparse check-in data consist of a lot of very small values. As a result, the large noise usually dominates the small true aggregate statistics, which severely deteriorates the recommendation accuracy. Although there are some methods [12] , [13] that can publish statistics (e.g., frequent itemsets) on highly sensitive data with differential privacy, they still require a relatively large amount of noise for the small (i.e., non-frequent) statistics from sparse check-in data. Thus, these methods are not appropriate in our settings.
In this paper, we propose a new probabilistic differential Privacy-preserving LOcation REcommendation framework for geosocial networks to address the two key challenges on high accuracy and strict privacy, called PLORE. (1) High recommendation accuracy. To improve the recommendation accuracy, PLORE applies the nth-order additive Markov chain proposed in our recent work [7] . With the aggregate counts of two-gram subsequences extracted from historical check-in location sequences of all users, the additive Markov chain considers all visited locations in the check-in history of a user to derive her visiting probability on new locations, instead of only using her latest visited location adopted by the first-order Markov chain. Therefore, our additive Markov chain can overcome the limitation of the first-order Markov chain and is a much more accurate location recommendation model using users' check-in sequences, as shown in our experiments. (2) Strict location privacy. Although we could apply the differential privacy in location recommendations at the high cost of accuracy, as in the non-personalized method [10] or coarsegrained method [8] , we use the probabilistic differential privacy approach to achieve the trade-off between high recommendation accuracy and strict location privacy for personalized fine-grained location recommendations. As aforementioned, the high sensitivity demands a prohibitive amount of noise compared to the true aggregate statistics with small values, which renders the published noisy statistics worthless for location recommendation models, e.g., the additive Markov chain. To strive for a good trade-off between privacy and accuracy, we relax ε-differential privacy into (ε, δ)-probabilistic differential privacy that achieves ε-differential privacy with at least 1 − δ probability, i.e., δ represents the maximum probability of a breach of ε-differential privacy. To accomplish (ε, δ)-probabilistic differential privacy with high probability, PLORE models a distribution on the variety of aggregate statistics caused by the addition or removal of a single user's all check-in locations, determines a lower bound that is larger than the variety with probability at least 1 − δ based on the estimated distribution, and exploits the lower bound of variety instead of the sensitivity (i.e., the maximum variety) to reduce the noise injected into aggregate statistics. We will show that PLORE guarantees (ε, δ)-probabilistic differential privacy with a low value of δ and a low magnitude of noise that indicates negligible loss of privacy and accuracy.
This study is a significant extension to our previous work [7] by embedding the privacy protection ability in the additive Markov chain developed in [7] . The main contributions of this study can be summarized as follows.
• We investigate the personalized and fine-grained location recommendations which are significantly distinct from and much more challenging than the non-personalized [10] or coarsegrained [8] location recommendations, so the mechanism for differential privacy protection in [8] , [10] , [12] , [13] is not applicable in this paper. Thus, we propose a new probabilistic differential privacy-preserving location recommendation framework.
To the best of our knowledge, this work is the first attempt to study the personalized fine-grained location recommendations with the differential privacy protection.
• We find a lower bound of the variety of aggregate statistics from adding or removing a single user's record to diminish the noise added into the aggregate statistics. Accordingly, we achieve strict (ε, δ)-probabilistic differential privacy with the negligible loss of accuracy. We also provide theoretical proofs for the privacy protection of our proposed probabilistic differential privacy approach. (Section 5) • We conduct extensive experiments to evaluate the performance of PLORE on accuracy, privacy and efficiency using three large-scale real-world data sets collected from Foursquare, Gowalla and Brightkite. Extensive experimental results show that PLORE achieves high recommendation efficiency and accuracy, and strict location privacy. (Sections 6 and 7)
The remainder of this paper is organized as follows. Section 2 highlights related work. Section 3 defines the research problems and introduces the overview of PLORE. We propose the additive Markov chain in Section 4 and the probabilistic differential privacy mechanism in Section 5. In Sections 6 and 7, we present our experiment settings and analyze the performance of PLORE, respectively. Finally, we conclude this paper in Section 8.
RELATED WORK
Collaborative filtering is often extended to recommend locations for users by integrating check-in data, social links between users, or geographical coordinates of locations.
Location recommendations. With the rapid growth of geosocial networks like Foursquare, Gowalla and Brightkite, location recommendations became an essential functionality. There are five main categories of location recommendation techniques: basic collaborative filtering techniques, social techniques, geographical techniques, sequential techniques and privacy-preserving techniques. (1) Basic collaborative filtering techniques. Most current studies provide location recommendations by using the basic collaborative filtering techniques on users' check-in data [14] . The collaborative filtering techniques also have been extensively extended to integrate with other information, e.g., social links between users and geographical coordinates of locations. (2) Social techniques. Because social friends are more likely to share common interests, social link information in geosocial networks has been widely utilized to measure the similarity between users for the use of collaborative filtering techniques [15] , [16] , [17] , [18] , [19] , [20] . (3) Geographical techniques. Since the geographical proximity between locations significantly affects the check-in behaviors of users on the locations, the studies [16] , [17] , [18] , [19] , [20] , [21] , [22] assume that if a location is closer to the locations visited by a user or the current location of a user, it is more likely to be visited by the same user. (4) Sequential techniques. Based on the fact that the human movement exhibits sequential patterns [1] , the sequential patterns are increasingly exploited in location recommendations. Most works extract sequential patterns from check-in location sequences as a transition probability matrix and generate location recommendations using the Markov chain on the transition probability matrix. For example, the works [2] , [3] , [4] , [5] , [6] apply the first-order Markov chain and suffer from inaccurate location recommendations due to the strong assumption that a newly possible visiting location of a user only relies on her latest visited location. The classical nth-order Markov chain is limited to the coarse-grained location recommendations due to its relatively high complexity [8] . Our recent papers [7] , [23] develop the valid and efficient nth-order additive Markov that considers the dependency of the newly possible visiting location of a user on her all visited locations. (5) Privacy-preserving techniques. The functionality of location recommendations needs to access a large amount of check-in histories of users to location that raises serious location privacy breaches, since the history of visited locations can reveal sensitive details about an individual's health status, political affiliations or alternative lifestyle [9] . To the best of our knowledge, when using the historical check-in data to make location recommendations, only two pioneer existing works [8] , [10] preserve location privacy of the users participating in the check-in data at the high cost of recommendation accuracy. Specifically, the study [10] simply recommends users with the same popular locations without personalization while our previous research [8] performs location recommendations at a coarse level of granularity, i.e., recommending users with coarse-grained areas, e.g., city blocks or zipcode regions. However, personalization is one of the most essential requirements of recommender systems and it may be more attractive to recommend users with a specific location of interest, e.g., restaurants or museums. To this end, this paper studies the personalized and fine-grained location recommendations using sequential patterns with location privacy protection.
Location privacy. Several existing techniques address location privacy threats. (1) Cryptography. The cryptographic approaches are appropriate when one needs to privately retrieve a specific item from a data set [24] . However, location recommendations require a broader set of operations to recommend top-k locations. Furthermore, cryptographic methods are very expensive computationally. (2) K-anonymity. The K-anonymity techniques ensure that each published location must be indistinguishable among other K − 1 locations [25] . Similarly, in a published trajectory database LK-privacy requires each sequence with a maximum length of L to be shared by at least K records. For example, the work [26] applies LK-privacy to anonymize trajectory data of passengers for flow analysis. This type of transformation is fast and simple, but it is vulnerable to background knowledge attacks [9] , [27] , [28] . This is particularly a problem in geosocial networks, since check-in histories can be used to derive the identities behind reported locations. (3) Differential privacy. Differential privacy [11] provides mathematically rigorous privacy guarantees against adversaries with background knowledge by only allowing aggregate queries on data and adding noise to each answer to achieve protection. An adversary cannot learn with significant probability whether a certain individual is included in the data set or not, but it is still possible to utilize the noisy aggregate statistics about the data to conduct data mining. Differential privacy has been used in publication on spatial data [28] or sequence data [27] , [29] , search log sanitization [30] , data partitioning [31] , frequent itemset mining on transaction data [32] , hierarchical histograms for answering range queries [33] , classification models [34] , social recommendations [35] , and recent location recommendations [8] , [10] , [36] . In these works, the real counts are usually large and the sensitivity is low. For example, the work [29] publishes the transit data of passengers from the Montreal transportation system. The system only includes 68 metro stations and 944 bus stations and passengers regularly transit among stations. Thus, the transit counts of passengers among stations are relatively large. The recent study [36] adds noise into the check-in counts of individual locations rather than the check-in transitions between locations; the individual counts are much larger than the check-in transition counts. However, these existing methods cannot be applied to the release of the user check-in transitions studied in this paper, since the transition counts are often small and the sensitivity is high. (4) Geo-indistinguishability. Some works [9] , [37] , [38] exploit ε-geo-indistinguishability or its variants to directly obfuscate geographical coordinates of locations instead of adding noise into aggregate statistics of locations. The ε-geo-indistinguishability transforms a real location into another location drawn at random from a geographical space based on the differential privacy. These methods are not suitable for location recommendations, in which the exact locations need to be returned for users.
that has a small amount of privacy loss due to a slight relaxation of the constraint on the output distributions of two neighboring data sets. The two researches [39] , [40] apply the (ε, δ)-differential privacy to mine frequent location patterns from trajectory data. (6) Probabilistic differential privacy. Although some studies [12] , [13] can deal with the problem of publishing large statistics on highly sensitive data, they still require too large noise for some applications with a lot of small statistics, e.g., the user check-in transition counts. Thus, differential privacy could be too strong to be practically achievable for the applications with high sensitivity and small counts. For this purpose, it is usually relaxed to probabilistic differential privacy that permits a low breach probability of differential privacy. Note that (ε, δ)-probabilistic differential privacy is not a variant of (ε, δ)-differential privacy; it has shown that (ε, δ)-probabilistic differential privacy is stronger than (ε, δ)-differential privacy or (ε, δ)-indistinguishability [41] . In our work, to deal with the high sensitivity and small count problems in the context of personalized and fine-grained location recommendations, we employ probabilistic differential privacy to preserve location privacy of users.
PROBLEM STATEMENT AND OVERVIEW
We introduce the preliminaries in Section 3.1, and present the research problems and overview of PLORE in Section 3.2. TABLE 1 lists the key symbols in this paper.
Preliminaries

Additive Markov Chain
Definition 1. Check-in location sequence and transition. A check-in location sequence of user u is denoted by S u = l n → Sequence of locations visited by user u: Su = ln → · · · → l 2 → l 1 , where l i is the ith-latest visited location l i → l j Two-gram subsequence or transition from l i to l j Pr(l|u) Transition probability of u visiting l after Su g(l, l i , i) Contribution of location l i ∈ Su to Pr(l|u) nmax Maximum constraint of transitions D Data set of historical check-in sequences from all users C Counts of each transition
Weighted sum of some entries in
Privacy budget (ε > 0); the smaller, the stricter.
Lower bound variety of Y meeting Equation (11) · · · → l 2 → l 1 such that user u visits locations from l n to l 1 orderly, in which each two-gram subsequence l i → l j is also called a transition representing u visiting l i directly before l j .
Note that l i in S u represents the ith-latest visited location by user u for the sake of presentation. The check-in sequence of a user can be easily obtained by ordering her all check-in locations based on check-in time.
Definition 2. General additive Markov chain. Given user u's check-in location sequence S u = l n → · · · → l 2 → l 1 , the nth-order additive Markov chain generally defines the transition probability of user u visiting a target location l after S u by
where g(l, l i , i) is the additive contribution of the location l i to the transition probability Pr(l|u).
In Definition 2, the essential task is to determine the additive contribution of each visited location to the transition probability for a specific application.
Probabilistic Differential Privacy
Definition 3. Check-in record or record for short. A checkin record means a single user's complete check-in history, i.e., including her all check-in locations. Definition 5. ε-differential privacy [11] . A randomized algorithm A over data sets satisfies ε-differential privacy, if for any neighboring data sets D 1 and D 2 and any output o ∈ Range(A)
where the probability is taken over A's randomness.
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Fig. 1. The overview of PLORE
Differential privacy formally guarantees that no individual record can significantly affect the output of A, i.e., the output distribution is nearly the same whether that record is present in the data set or not. Consequently, an adversary cannot significantly learn more information than her background knowledge using the released output of A. In other words, for a record owner any privacy breach will not be a result of participating in the data set.
Definition 6. (ε, δ)-probabilistic differential privacy [41] . A randomized algorithm A satisfies (ε, δ)-probabilistic differential privacy, if for all data sets D there exists the output space Ω ⊆ Range(A) such that
and for any neighboring data sets D 1 and
This definition guarantees that (ε, δ)-probabilistic differential privacy achieves ε-differential privacy with at least 1 − δ probability, namely, δ represents the maximum probability of a breach of ε-differential privacy. Note that (ε, δ)-probabilistic differential privacy is a stronger notion than (ε, δ)-indistinguishability [41] .
Problem Definitions and Overview
The two correlated problems are defined as follows.
Problem 1: Location recommendations. Given the data set D of check-in sequences from all users and a certain user u's checkin sequence S u = l n → · · · → l 2 → l 1 , the goal is to predict the transition probability Pr(l|u) of user u visiting any target location l ∈ L after S u , based on the aggregate statistics extracted from the check-in data set D, and then return the top-k new locations with the highest probability Pr(l|u) for u. (Section 4)
The essential differences between location predictions and location recommendations are that: (1) Location predictions aim to learn the regular moving patterns of users from trajectory data and then predict the next location of users given their current location; the predicted location may have been visited by the users before and may not be relevant to the personalized preference of users, e.g., home or office; (2) Location recommendations focus on learning the personalized preference of users from their checkin data and then recommending new locations for the users; the recommended location has never been visited by the users before and should be relevant to the user preference as much as possible.
Problem 2: Probabilistic differential privacy protection. To provide (ε, δ)-probabilistic differential privacy for users participating in the check-in data set D, we inject carefully chosen random noise into the aggregate statistics mined from the check-in data set D and only release the noisy aggregate statistics for the use in location recommendations. (Section 5)
2. An example of aggregating transition count matrix C from checkin data set D Overview of PLORE. Fig. 1 depicts the overview of PLORE for the correlations between the two modules of location recommendations and probabilistic differential privacy protection. The module of probabilistic differential privacy protection (residing with the owner of check-in data) extracts aggregate statistics from the check-in data set, injects random noise into the aggregate statistics based on the proposed differentially private method in Section 5, receives aggregate queries from the module of location recommendations, and answers it with the noisy aggregate statistics. The location recommendations module then collects the noisy aggregate statistics and makes recommendations for users based on the developed additive Markov chain in Section 4.
In PLORE, users are not allowed to directly send queries in order to save the privacy budget. The location recommendations module will send only one query to the differential privacy module for each user based on her own check-in sequence to generate the recommendations for the user.
LOCATION RECOMMENDATION MODEL
In this section, we assume the location recommendation module can directly access to the check-in data set in order to extract aggregate statistics. Section 4.1 prepares aggregate statistics for the additive Markov chain to predict transition probabilities in Section 4.2.
Aggregating Statistics from Check-in Data Set
Aggregating transition counts C. To prepare sequential patterns for the Markov chain model to derive the transition probability from one location or sequence to a target location, we model the sequential patterns as the aggregate counts of transitions that are extracted from a set of check-in location sequences of all users. Let C(l i → l j ) be the aggregate count of transition l i → l j . It is easy to acquire a transition count matrix C for each pair l i , l j ∈ L by scanning the data set D of check-in location sequences from all users.
Example. Fig. 2 depicts the process of aggregating transition count matrix C from check-in data set D. For example, since the two-gram subsequence l b → l c has occurred three times in D, the count of transition l b → l c is 3, i.e., C(l b → l c ) = 3.
It is worth emphasizing that: (1) The developed location recommendation model only uses these very basic aggregate statistics, i.e., counts of two-gram subsequences or transitions instead of the raw check-in data, which is the first requirement to protect personal location privacy. (2) The ε-differential privacy has been widely used to protect the standard aggregate counts that are extracted from dense data [12] , [13] , [27] , [28] . However, in the context of location recommendations, these transition counts are aggregated from highly sparse check-in data since users only check in a little fraction of locations in a geosocial network; they consist of a large amount of small values, e.g., 0 or 1 as shown in Fig. 2(b) . Thus, a little noise still dominates the true signal in the transition counts. (3) The n-gram (n > 2) models are not applicable in this work, because most counts of two-grams are zero, not to mention the counts of n-grams. We will deeply discuss how to protect these transition counts with small values from adversaries based on (ε, δ)-probabilistic differential privacy in Section 5.
Predicting Transition Probabilities
Given user u's check-in location sequence S u = l n → · · · → l 2 → l 1 , we aim to predict the transition probability Pr(l|u) of user u visiting any target location l ∈ L after S u . We will use the transition count matrix C that is aggregated from check-in data set D in Section 4.1.
First-order Markov chain as a baseline. The current works [2] , [3] , [4] , [5] , [6] derive the transition probability by employing the first-order Markov chain,
The first-order Markov chain assumes that the probability of user u visiting a target location l only relies on her latest visited location l 1 in S u . Nevertheless, in reality the transition probability may depend on all her visited locations l n , . . . , l 2 , l 1 in the sequence S u .
The proposed nth-order additive Markov chain. In our recent study [7] , we are inspired to utilize the nth-order Markov chain to improve accuracy. Unfortunately, it is prohibitively expensive to apply the classical nth-order Markov chain, because its number of states O(|L| n+1 ) increases exponentially with the order n, where |L| is the total number of locations in a geosocial network and is usually very large. To this end, we contrive an efficient nth-order additive Markov chain based on Definition 2. The developed additive Markov chain only exploits the transition count matrix C and significantly reduces the number of states from O(|L| n+1 ) to O(|L| 2 ). Determining additive contribution in additive Markov chain. To develop a concrete additive Markov chain based on Definition 2, the essential task is to determine the additive contribution g(l, l i , i) of the location l i to the transition probability Pr(l|u) for the specific location recommendation application. As done in the first-order Markov chain in Equation (3), the additive contribution g(l, l i , i) is also computed based on the transition count C(l i → l),
where 2 −αi represents the sequence decay weight with the decay rate parameter α ≥ 0 and the larger α is, the higher is the decay rate. In Equation (4), the transition count C(l i → l) is weighed by the sequence decay weight 2 −αi by leaning towards recently visited locations in S u (i.e., l i with small i), since the locations with recent check-in timestamps usually have stronger influence on a newly possible visiting location than the locations with old timestamps [1] .
Implementation of additive Markov chain. Eventually, given user u's check-in location sequence S u = l n → · · · → l 2 → l 1 , we can derive the transition probability of user u visiting any target location l ∈ L after S u , based on the general additive Markov chain defined in Equation (1) and the additive contribution given by Equation (4):
In terms of Equation (5)
PROBABILISTIC DIFFERENTIAL PRIVACY
To prevent aggregate transition counts C of the check-in data set D of users from adversaries, the probabilistic differential privacy protection module is placed between the check-in data set and the location recommendations module as depicted in Fig. 1 . We first describe how to incorporate the constrained maximum contribution of users into the aggregate transition counts C in Section 5.1, and then present the probabilistic differential privacypreserving location recommendation framework consisting of a set of compositions that use the modified transition counts C with noise in Section 5.2. Further, the noise injection mechanism is developed in Section 5.3. Finally, Section 5.4 deals with the issue caused by compositions (i.e., the outputs of compositions may be taken together for joint analysis).
Constrained Maximum Contribution of Users to Aggregate Statistics
As aforementioned in Section 4.1, most users only check in a little fraction of locations in a geosocial network and contribute a little to aggregate statistics, i.e., the transition counts C usually have small values. At the same time, there always exist some outlier users who contribute a large number of check-in locations to the transition counts C. As a result, it is required to inject large noise into the relatively small aggregate statistics so as to tackle the outlier or extreme cases at the cost of the utility of noisy outputs. Actually, the large contribution of the outlier users to aggregate statistics offers a little benefit for location recommendation accuracy when without privacy protection since the outlier users are not common; however, this little benefit is far from enough to compensate the loss of recommendation accuracy due to the added large noise when considering privacy protection. In sum, the large contribution of outlier users is trivial for location recommendations, but it causes a high magnitude of noise for privacy protection and finally degrades recommendation accuracy. Hence, we propose to constrain the maximum contribution of users to aggregate statistics in order to decrease required noise for the same strength of location privacy protection and then improve recommendation accuracy. Two constraints for computing aggregate statistics C from check-in data set D compared to Section 4.1. When aggregating the transition count matrix C from the check-in data set D in Section 4.1, it has the following two constraints. (1) One-time constraint of transitions. A user may check in the same location many times, but only the latest transition to the same location is considered. That is, a user cannot contribute two transitions from different sources to the same destination. This constraint is important to determine the lower bound of variety, as shown in Section 5.3.2. (2) Maximum constraint n max of transitions. For each user's check-in sequence, only the n max differently latest transitions are taken into account. For example, in the works [8] , [27] , the maximum constraint is set to n max = 20.
Facts regarding the two constraints. To validate the reality of the two constraints, we analyze the check-in behaviors of users on three publicly available large-scale real data sets collected from Foursquare for 7 months [15] , Gowalla for 21 months and Brightkite for 19 months [1] . Fig. 3 depicts the distributions of check-in frequency and length on the three real-world data sets. (1) Check-in frequency. According to Fig. 3(a) , users check in the same location only once with the probability of around 0.7, 0.8 and 0.6 in Foursquare, Gowalla and Brightkite, respectively.
(2) Check-in length. In terms of Fig. 3(b) , the length of check-in sequences is less than 100 with the probability of around 0.9 on the three data sets. In sum, the two constraints are in accordance with objective reality and most check-ins meet the two constraints when the maximum constraint of transitions is n max = 100. Accordingly, the two constrains will not significantly affect the resulting in aggregate statistics.
PLORE Framework
True aggregate statistics. To recommend the top-k new locations with the highest probability Pr(l|u) for user u, the proposed location recommendation model given by Equation (5) in Section 4.2 needs to compute a true aggregate statistic from check-in data set D for each new location l ∈ L, i.e.,
where C is a transition count matrix for each pair of locations in L and is aggregated from D as discussed in Section 4.1, with the two constraints defined in Section 5.1. Thus, it is essential to keep the true aggregate statistics B l (D) (not to mention the checkin location sequence S u ) from adversaries residing in untrusted recommender systems so as to protect the users participating in the check-in data set D. Privacy protection for aggregate statistics. To protect the true aggregate statistics B l (D) from adversaries, we contrive a random algorithm A based on (ε, δ)-probabilistic differential privacy that provides mathematically rigorous privacy guarantees against adversaries with background knowledge and does not assume what kinds of background knowledge an adversary has. In general, our differentially private random algorithm A can be achieved through a noise adding mechanism to B l (D),
where (a) the distribution of the noise random variable X is carefully chosen according to the distribution of the variety of B l (D) caused by the addition or removal of a single user's checkin record from D, as presented in Section 5.3, and (b) the random algorithm A is decomposed into a set of compositions A l , ∀l ∈ L, as discussed in Section 5.4. Accordingly, rather than publishing the true aggregate statistics B l (D), the noisy outputs A l (D) of the random algorithm A over data set D are released to untrusted recommender systems for making location recommendations. In practice, we cannot directly inject the noise X into B l (D), because B l (D) is dynamic and computed for each individual user u. Instead, we add the noise X into each entry of transition count matrix C. Subsequently, we can rewrite Equation (5) into
It is worth emphasizing that: Only the output of A is available to untrusted recommender systems. Differential privacy formally ensures that the output of A is insensitive to the variety of any single user's record, i.e., the output distribution is nearly the same whether or not that record is present in the data set. Consequently, with the output of A, an adversary cannot significantly learn more information than her background knowledge. That is, for a record owner any privacy breach will not be a result of participating in the data set D.
Noise Injection
Mechanism for Probabilistic Differential Privacy
Why not using ε-differential privacy. In general, to accomplish ε-differential privacy, the noise X in Equation (7) or (8) can be drawn from a Laplace distribution with the probability density function f X (x|b) = Fig. 2(b) ). (2) Relatively high sensitivity. The sensitivity of B l (D) is still high compared to the aggregate statistics with small values, although we have constrained the maximum contribution of users to aggregate statistics to some extent in Section 5.1. As a result, the noise required by the high sensitivity will dominate the true aggregate statistics B l (D), which makes the published noisy statistics A l (D) worthless and severely deteriorates the recommendation accuracy.
Using (ε, δ)-probabilistic differential privacy. To this end, we strive for a good trade-off between privacy and accuracy by relaxing ε-differential privacy into (ε, δ)-probabilistic differential privacy that achieves ε-differential privacy with probability at least 1−δ, i.e., having a breach of ε-differential privacy with probability at most δ. At first, we devise a mechanism to implement (ε, δ)-probabilistic differential privacy as proved in Theorem 1. Theorem 1. Mechanism for (ε, δ)-probabilistic differential privacy. Let Y be the random variable on the variety of B l (D) in Equation (6) over two random neighboring data sets D 1 and D 2 , i.e.,
The proposed random algorithm A l (D) in Equation (7) satisfies (ε, δ)-probabilistic differential privacy, if the noise random variable X in Equation (7) has the following Laplace probability density function Noise random variable X Probability density f where ∆(δ) denotes a function of δ and
Proof: In terms of Equations (7) and (10), we have:
For the same reason,
Hence,
Thus, when Y ≤ ∆(δ), A l (D) satisfies ε-differential privacy according to Definition 5. Further, in terms of Equation (11), Y ≤ ∆(δ) holds with at least 1 − δ probability, i.e., A l (D) satisfies ε-differential privacy with at least 1 − δ probability. Therefore, A l (D) satisfies (ε, δ)-probabilistic differential privacy according to Definition 6 and Theorem 1 holds. The lower bound of variety ∆(δ) in Theorem 1. In terms of Theorem 1, the noise X in Equation (7) or (8) can be drawn from the distribution defined by Equation (10), as depicted in Fig. 4 . As ∆(δ) decreases, the drawn noise is close to 0 with a larger probability. Thus, here the key or goal is to determine the lower bound ∆(δ) of the variety random variable Y that meets Equation (11), referred to lower bound variety ∆(δ) hereafter.
Determining Lower Bound Variety ∆(δ)
To discover the boundary relation between δ and ∆ that satisfies Equation (11), we need to estimate the distribution of the variety random variable Y in Equation (9) . Y denotes the variety of B l (D) resulting from the addition or removal of a single user's check-in record from the check-in data set D.
Let Y i be the random variable on the variety of single C(l i → l) (i = 1, 2, . . . , |L|) caused by adding or removing a user's check-in record, i.e.,
where D 1 and D 2 are two random neighboring data sets differing in only one record. In terms of Equations (6) and (9), Y can be represented as
where n denotes the number of locations visited by a user. To facilitate the estimation of Y , we also define an auxiliary random variable Z as
where |L| denotes the total number of locations in a geosocial network and |L| ≫ n, and the order of the first n locations in Z is exactly the same with that in Y , i.e., Z = Y + |L| i=n+1 2 −αi · Y i . Thus, Y ≤ Z which is independent of the order of the remaining locations in Z. The relation between Y and Z is given in Theorem 2.
Theorem 2. Relation between Y and Z. Given two random variables Y and Z in Equations (13) and (14)
Distribution of Z. Based on Theorem 2, we can determine the lower bound variety ∆(δ) of Y through estimating the distribution of the larger random variable Z than Y . Due to the one-time transition constraint that only the latest transition of a user to the same location is taken into account when building the transition counts C in Section 5.1, a user cannot contribute more than one transition to the same location l ∈ L. That is, at most only one random variable in the set of Y i (i = 1, 2, . . . , |L|) can take value of 1 and the others are 0. Here we further enlarge Z a little to model its distribution through assuming that there always exists one random variable in the set of Y i (i = 1, 2, . . . , |L|) equaling to 1. Moreover, because the differential privacy does not assume any background knowledge on users, each random variable Y i equals 1 with the probability of |L| −1 , formalized by
If an adversary has background knowledge on users, the differential privacy ensures that the adversary cannot significantly learn more information than her background knowledge using the released noisy data. That is, any privacy breach will not be a result of participating in the data set. Then, the distribution of Z is shown in Theorem 3.
Theorem 3. Distribution of Z. The random variable Z defined in Equation (14) has the following probability mass function
Proof: According to Equations (14) and (15) (16), Equation (17) is sound.
Further, the lower bound of variety ∆(δ) is shown in Theorem 4.
Theorem 4. The lower bound of variety ∆(δ). Given random variable Y defined in Equation (9) or (13), the lower bound of (11)) is given by
Note that it is not meaningful for δ = 1, since it means no privacy protection and there is no need to add noise (i.e., ∆(δ) = 0); ⌊(·)⌋ denotes the largest integer that is less than or equal to (·).
Proof: At first, based on Theorem 2, we can turn to finding the lower bound of variety ∆(δ) that satisfies Pr[Z ≤ ∆(δ)] ≥ 1 − δ. Then, from Theorem 3, we have
Hence:
Thus, we can get the lower bound of variety ∆(0) = 2 −α that identifies with Equation (18) for the case δ = 0.
Since α −1 log 2 ∆(δ) is an integer (i.e., the largest integer less than or equal to α −1 log 2 ∆(δ)), it is further required:
Note that α −1 log 2 ∆(δ) ≥ α −1 log 2 ∆(δ) and α −1 log 2 ∆(δ) is monotonically increasing with respect to ∆(δ), so the lower bound of variety is given by
In sum, Theorem 4 is sound. According to Theorem 4, the lower bound of variety ∆(δ) is monotonically decreasing with respect to the increase of δ as depicted in Fig. 5 for three decay rates α (Note that |L| is the total number of locations in a geosocial network and is usually very large). This relation between δ and ∆ reflects the fact that stricter privacy (i.e., lower δ) needs larger noise (i.e., higher ∆). In sum, the noise X in Equation (7) or (8) can be drawn from the distribution defined by Equations (10) and (18).
Composition Analysis
As given by Equation (7) in Section 5.2, the proposed differentially private random algorithm A for protecting B l (D) has been decomposed into a set of compositions A l , ∀l ∈ L, and the noise X for each A l is independently drawn from the distribution defined by Equations (10) and (18) in Section 5.3. Thus, the random algorithm A must deal with the issue caused by compositions that several outputs of A may be taken together for joint analysis, and should still provide privacy guarantees even when it is subjected to joint analysis.
Compositions on the privacy budget ε. On the compositions of the privacy budget ε in differential privacy, the study [42] gives one important parallel composition property (Lemma 1). Lemma 1. Parallel composition property [42] . Let A i be a differentially private composition of the random algorithm A. If each A i provides ε i -differential privacy operating on the disjoint subset D i of the input data set D, then A achieves max i ε idifferential privacy.
In terms of Lemma 1, we can prove that our differentially private random algorithm A given by Equation (7) Proof: Based on Lemma 1, we only need to prove each composition A l operating on the disjoint subset of the check-in data set D. As shown in Fig. 6 , A l operates on disjoint transition counts C(l i → l)(i = 1, 2, . . . , |L|) aggregated from disjoint transition subsets l i → l to the same location l of the check-in data set D. Thus, Theorem 5 holds.
Therefore, the proposed differentially private random algorithm A for protecting each B l (D) in Equation (7) of Section 5.2 accomplishes the privacy budget ε with the same level as its compositions by operating on the disjoint subset of the input data set D, which is important to overcome the joint analysis. Otherwise, the privacy guarantee of A would degrade if the compositions of A operated on the joint subsets of the input data set D, i.e., the total privacy budget ε is the sum of ε i in each composition, ε = i ε i [42] .
Compositions on the breach probability δ. On the compositions of the breach probability δ in probabilistic differential privacy, we have the following result (Theorem 6).
Theorem 6. Independent compositions of A on the breach probability δ. If each composition A l , ∀l ∈ L provides (ε, δ ′ )-probabilistic differential privacy, then A achieves (ε, δ)-probabilistic differential privacy,
where n max is the maximum constraint of transitions when aggregating transition counts from the sequences in Section 5.1.
Proof:
The compositions on ε is given by Theorem 5, so we focus on the compositions on δ. Since only the n max latest transitions are considered when building the transition counts from Fig. 6 . Parallel compositions of A operating on disjoint statistics C aggregated from disjoint subsets of the check-in data set D a user's check-in sequence, any sequence can lead to the breach of ε-differential privacy over at most n max compositions A l . Further, because each of the n max compositions independently draws the noise X from the distribution of Equation (10) and has the breach at most δ ′ probability, A achieves ε-differential privacy with at least (1 − δ ′ ) nmax probability, i.e., the breach with at most δ = 1 − (1 − δ ′ ) nmax probability. Based on Theorem 6, the total breach probability δ becomes higher with the increase of n max . Thus, it is very important to constrain n max in Section 5.1.
EXPERIMENTAL SETTINGS
In this section, we describe our experiment settings for evaluating the performance of PLORE.
Three Real Data Sets
We use three publicly available large-scale real check-in data sets that were crawled from (i) Foursquare over the period from Jan. 2011 to Jul. 2011 [15] , (ii) Gowalla over the period from Feb. 2009 to Oct. 2010, and (iii) Brightkite over the period from Apr. 2008 to Oct. 2010 [1] , in which the locations are distributed all over the world. The statistics of the data sets are shown in TABLE 2. In the pre-processing, we split each data set into the training set and the testing set in terms of the check-in time rather than using a random partition method, because in practice we can only utilize the past check-in data to predict the future check-in events. A half of check-in data with earlier timestamps are used as the training set and the other half of check-in data are used as the testing set. In the experiments, the training set is used to learn the recommendation models of the evaluated techniques described in Section 6.2 to predict the testing data.
Evaluated Techniques
The evaluated state-of-the-art techniques are classified into two categories, as listed below.
(1) Location recommendation category without privacy protection:
• Non-Personalized Method (NPM): It recommends the same locations with the highest popularity to all users [10] .
• Coarse-Grained Method (CGM): It applies the classical higher-order Markov chain by utilizing the counts of ngrams [8] .
• First-order Markov Chain (FMC): It derives the transition probability of a user to a new location using only her latest visited location based on Equation (3) in Section 4 and is widely used in existing works [2] , [3] , [4] , [5] , [6] .
• Additive Markov Chain (AMC): Our AMC [7] deduces the transition probability of a user to a new location using all her visited locations based on Equation (5) in Section 4. (2) Differential privacy category for highly sensitive data:
• PLORE: Our PLORE provides (ε, δ)-probabilistic differential privacy for AMC based on Equations (8), (10) and (18) in Section 5.
• GS: It achieves ε-differential privacy for AMC through preprocessing counts by Grouping and Smoothing them via averaging [12] .
• DPSS: In the work [13] , it is also called DPSense-S that completes ε-differential privacy for AMC through sensitivity control by the normalization of counts.
Performance Metrics
Recommendation accuracy. In general, recommendation techniques compute a score for each candidate item (i.e., a location in this paper) regarding a target user and return locations with the top-k highest scores as a recommendation result to the user. To evaluate the quality of location recommendations, it is important to find out how many locations actually visited by the user in the testing data set are discovered by the recommendation techniques. For this purpose, we employ two standard metrics: Precision and Recall [7] . Another two metrics are Normalized Discounted Cumulative Gain (NDCG) and Mean Average Precision (MAP) that are used to measure the ranking quality of the top-k recommendations. The relevance values of recommendations are their the check-in counts made by the target user. Recommendation efficiency. We show the running time of PLORE with respect to various numbers of check-in locations of users. All algorithms were implemented in Matlab and run on a machine with 3.4GHz Intel Core i7 Processor and 16GB RAM. (1) The number of visited locations by a user in the training set (n). n is not tunable because it is specified by users. Unless otherwise specified, the performance of evaluated (2) The number of recommended locations for a user (k). The top-k is set to the large range from 2 to 50. By default, the average performance of all users is further averaged over all these k values.
Parameter Settings
(3) The decay rate (α). We set α to the range with small values from 0.0625 to 2 having the default value of 0.5, since the decay rate is exponential and fast.
(4) The maximum constraint of transitions for building transition count matrix (n max ). According to Fig. 3(b) in Section 5.1, n max is set to 100.
(5) The privacy budget (ε). We consider the range of ε from 10 −5 to 10 0 with the default value of 0.1 that is referred to a typical small value in the literature on differential privacy. A lower ε value signifies a stricter privacy protection.
(6) The breach probability (δ). Given the total breach probability δ, we can set each composition A l , ∀l ∈ L with δ ′ = 1 − nmax √ 1 − δ based on Equation (19) . We examine the range of δ from 10 −5 to 10 −1 with the default value of 0.01 that is referred to a high confidence level in statistics.
EXPERIMENTAL RESULTS
This section analyzes the experimental results: recommendation accuracy in Section 7.1, the trade-off between recommendation accuracy and location privacy in Section 7.2, and recommendation efficiency in Section 7.3.
Recommendation Accuracy
We compare the recommendation accuracy of all evaluated techniques on the three data sets in TABLES 4 and 5, and Fig. 7 and 8 . We have the following general and important findings.
The category without privacy protection.
(1) The nonpersonalized method NPM [10] suffers from very low recommendation accuracy, since it returns the same locations to all users and thus cannot satisfy the personal preference of different users. The coarse-grained method CGM [8] also generates inaccurate recommendations for users, because it severely depends on the counts of n-grams (n > 2) and almost all these counts are zero due to the highly sparse check-in data, as depicted in TABLE 2. These results show that the two methods are not applicable to the personalized and fine-grained location recommendations, even without considering the location privacy protection. (2) FMC [2] , [3] , [4] , [5] , [6] computes the transition probability of a user to a new location by utilizing only her latest visited location in the check-in sequence. As a result, it often cannot take full advantage of sequential patterns in location recommendations, since it ignores the impact of the earlier visited locations in the sequence on the new likely visiting locations. Thus, FMC returns inaccurate locations in terms of NDCG, MAP, precision and recall. (3) To overcome the limitation of FMC, AMC derives the transition probability of a user to new locations based on all her visited locations and leans the weight towards recently visited locations. Accordingly, AMC significantly increases the NDCG, MAP, precision and recall of FMC on the three data sets. These results verify the superiority of exploiting the impact of the whole location sequence for location recommendations proposed in our recent study [7] over only considering the latest visited location in the current works [2] , [3] , [4] , [5] , [6] .
The category with privacy protection. In this category, all evaluated privacy-preserving techniques are integrated with AMC to observe how each of them deteriorates the recommendation transition counts, our PLORE not only achieves the same level of recommendation accuracy as AMC, but also protects the location privacy of users rigorously, i.e., ensuring strict differential privacy (ε = 0.1, a typical low value) with high probability, at least 1 − δ = 0.99. (2) Although DPSS and GS guarantee stricter differential privacy by injecting much more noise, their accuracy is severely degraded into a low level, as depicted in TABLES 4 and 5, and Fig. 7 and 8 . As a result, their utility is very limited in location recommendations. We will discuss the trade-off between accuracy and privacy in details in Section 7.2.
Effect of visited and recommended location numbers on accuracy. (1) Using more check-in data of users (i.e., n with a larger value), most methods can learn users' preferences more accurately and then the accuracy inclines, as depicted in Fig. 7 . However, the accuracy of FMC is a little fluctuant since it only uses the latest visited location to predict the probability of a user visiting new locations, i.e., it is independent of the value of n. (2) By returning more locations to users (k with a larger value), they always can discover more preferred locations but the extra recommended locations are less possible to be liked by them, so the recall becomes higher and the precision gets lower, as shown in Fig. 8 .
Effect of data density on accuracy. It is important to note that the accuracy of location recommendation techniques for geosocial networks is usually not high, because the density of a user-location check-in matrix is pretty low. For example, the three data sets used in our experiments have very low densities, i.e., 2.3 × 10 −4 , 2.4 × 10 −5 and 1.9 × 10 −5 in the Foursquare, Gowalla and Brightkite data sets, respectively (TABLE 2) . Further, we have conducted experiments on another Foursquare data set with the higher density ; this data set contains 824 users, 38,336 locations and 227,428 check-ins [43] . Fig. 9 shows the accuracy regarding different top-k values, in which the NDCG@10 and MAP@10 (k = 10) of all evaluated recommendation techniques are much higher than that in TABLES 4 and 5, since the new check-in data set is at least one order-of-magnitude denser. More importantly, our PLORE not only significantly improves the recommendation accuracy compared to the state-of-the-art competitors, but also preserves the location privacy of users rigorously.
Effect of decay rate on accuracy. Fig. 10 depicts the effect of the decay rate α on the precision and recall. When α changes in a large range from 0.25 to 1, AMC and PLORE perform stably, which is an important feature for us to choose a default value of α instead of finding the optimal value that usually costs much more effort and suffers from over-fitting. In contrast, when α is out of the range between 0.25 and 1, the precision and recall of AMC and PLORE become lower. The reason is that a large value of α tends to overestimate the effect of the recently visited locations on the newly possible visiting locations (i.e., underestimating the effect of the anciently visited locations), whereas a small value of α is prone to weighing all visited locations equally. Importantly, the accuracy of PLORE always approaches that of AMC, although PLORE provides the strict location privacy protection for users. Again we have observed that DPSS and GS achieve stricter differential privacy at the expense of much lower accuracy.
Trade-off between Accuracy and Privacy
This section discusses the relation between recommendation accuracy and location privacy. Due to similar results and space limitations, we omit the result on NDCG and MAP. The results of AMC are also plotted to observe the accuracy loss of PLORE, DPSS and GS due to privacy protection.
Privacy budget vs. accuracy. Fig. 11 depicts the recommendation accuracy with respect to different privacy budgets (ε). In general, a lower privacy budget results in less accuracy since greater noise is required to inject into the aggregate statistics used by recommendation models, as observed in Fig. 11 on the three data sets. For example, when the privacy budget ε gets smaller, the accuracy of DPSS and GS quickly deteriorates. Moreover, DPSS and GS report much lower accuracy than PLORE because they inject a relatively large amount of noise for the small transition statistics from sparse check-in data, which is consistent with the results in TABLES 4 and 5, and Fig. 7, 8, and 9 . Promisingly, the decrement on the accuracy of PLORE is insensitive when lowering privacy budgets from 1 to a very small value 0.01. Our explanation is that the lower bound of variety in Equation (18) dominates the effect of the privacy budget ε on the distribution of noise in Equation (10) . Subsequently, without compromising the accuracy, PLORE can achieve considerably strict differential privacy (i.e., the very low ε) with some probability (i.e., 1 − δ). Under this case, the privacy strictness is mainly measured by the breach probability δ.
Breach probability vs. accuracy. Fig. 12 depicts the recommendation accuracy of PLORE with respect to different breach probabilities (δ). As expected, a lower breach probability of ε-differential privacy generally leads to lower accuracy, because it is required to add larger noise into the aggregate statistics for recommendation models based on Equations (10) and (18) . Importantly, PLORE is able to accomplish a low breach probability (i.e., δ = 0.01) of ε-differential privacy with negligible accuracy loss on the three data sets. These promising results benefit from the proposed probabilistic differential privacy mechanism based on the lower bound of varieties caused by removing or adding a single user's check-in sequence for any required breach level δ; the lower bound variety minimizes the required noise for a given breach level δ.
Recommendation Efficiency
Due to similar results and space limitations, Fig. 13 depicts the running time of the evaluated recommendation techniques respecting the number of visited locations (n) by a user on the Foursquare data set only. (1) FMC maintains constant running time because it only utilizes the latest visited location of a user to derive transition probabilities. That is, its running time is independent of the length of check-in sequence of the user. Unfortunately, this high efficiency is at the cost of low accuracy as shown in Section 7.1. (2) AMC takes linearly and slowly increasing running time as the given check-in sequence of users gets longer, which is much faster than the classical nth-order Markov chain that has the exponential complexity. (3) PLORE requires some extra time to inject noise for privacy protection in comparison to AMC. Fortunately, the increment of time also remains constant independent of the length of check-in sequences of users. Hence, PLORE is competitive to AMC and both have the same computational complexity O(n). Note that both DPSS and GS cost more time than PLORE to achieve ε-differential privacy, so it is not fair to compare them.
CONCLUSION AND FUTURE WORK
Location recommenders access the raw check-in data of users to mine their preferences and raise serious location privacy breaches. Most existing studies apply differential privacy to provide formal location privacy guarantees against adversaries with background knowledge at the cost of recommendation accuracy, i.e., recommending non-personalized or coarse-grained locations for users. To address the two key challenges on recommendation accuracy and location privacy caused by the high sensitivity and small count problems in the context of personalized and fine-grained location recommendations, this paper proposes a new probabilistic differential privacy-preserving location recommendation framework called PLORE for geosocial networks. PLORE improves recommendation accuracy using nth-order additive Markov chain and strives for a good trade-off between recommendation accuracy and location privacy through the developed probabilistic differential privacy mechanism. The proposed privacy mechanism exploits the lower bound of variety instead of the sensitivity (i.e., the maximum variety) to reduce the noise injected into aggregate statistics. Finally, extensive experimental results on three real-world data sets show that PLORE achieves high recommendation accuracy and strict location privacy.
In the future, we plan to study two directions: (1) how to recommend a trip of locations with differential privacy protection, and (2) how to devise differential privacy mechanisms for other recommendation methods, e.g., geographical techniques.
