Inspired by the process by which ants gradually optimize their foraging trails, this paper investigates the cooperative solution of a class of free final time, partially constrained final state optimal control problems by a group of dynamical systems. We propose an iterative, pursuit-based algorithm which generalizes previously proposed models and converges to an optimal solution by iteratively optimizing an initial feasible trajectory/control pair. The proposed algorithm requires only short-range, limited interactions between group members, avoids the need for a 'global map' of the environment in which the group evolves, and solves an optimal control problem in 'small' pieces, in a manner which will be made precise. The performance of the algorithm is illustrated in a series of simulations and laboratory experiments.
Introduction
In recent years, problems in cooperative control and optimization have been increasingly capturing the attention of researchers, fueled both by a rising interest in understanding what can be accomplished by cooperation vis-à-vis decision and control as well as by advances in technology that make it possible to experiment with 'collectives' of robots, unmanned air vehicles (UAVs) and other electromechanical systems. Central to that program of research is the idea that cooperation can transform a group into 'more than the sum of its parts', enabling its members to collectively perform tasks that are beyond their abilities as individuals, and reaping various other benefits with regard to cost, robustness and performance.
The difficulty in constructing effective cooperative control laws is often matched by the elegance of the results when those laws are put into action. This becomes most apparent when observing natural systems [1] . For example, schools of fish can move in tight formations and respond to predators almost as quickly as a single organism; worker honey bees can share information by 'dancing' and distribute themselves among nectar sources in accordance with the profitability of each 3 Present address: SAC Capital Advisor, LLC, 540 Madison Avenue, New York, NY 10022, USA.
source; ants can utilize pheromone secretions for recruiting nest-mates and for optimizing their foraging trails [2] .
Observations of these and other biological groups, combined with mathematical models that aim to link individual with group behavior, indicate that local interactions are apparently sufficient to produce an impressive array of complex behaviors, and that minor changes in the rules that govern individual decision-making can result in qualitative changes in group behavior. From a system's viewpoint this seems rather fortunate, and has given rise to efforts [2] [3] [4] aimed at describing or explaining the movement of animal groups, while seeding a variety of research in topics ranging from 'collective' motion control [5] [6] [7] to distributed covering and searching [8, 6] , remote exploration and information gathering by swarms of small autonomous robots [9] , cooperative estimation [10, 11] , robotic teams [12] [13] [14] and biologically inspired optimization [15, 16] .
Ant colonies and bio-inspired optimal control
This work is a continuation of recent efforts [17] [18] [19] to formulate cooperative optimal control strategies based on simple models of ant movement. Ants have made excellent test subjects for mathematical models that link local to collective behavior [20] and have inspired a significant amount of work on control and optimization [3, 16] , including the development of cooperative optimal control laws [17, 18] , robust adaptive algorithms for optimal traversal of unknown regions [8] and distributed search methodologies for the traveling salesman problem [15] .
The foraging activity of ant colonies offers a particularly interesting example of cooperation in animal aggregates. Ants are known to recruit their coworkers to convey newly discovered food back to the nest. Finding efficient (short) paths between the nest and a food source appears to be too complex for individuals to accomplish, given their limited cognition and small size relative to obstacles in their environment (see figure 1 ). Nonetheless, ant colonies exhibit a high degree of competence in such tasks.
Attempts to capture the organizing principle by which ants optimize their trails have included [2] , which advanced a model based on the use of pheromonal secretions that ants lay down to recruit nest-mates and to indicate the frequency of use for a particular path. Earlier work [3] introduced a particularly simple-but elegant-ant colony organizing rule which will be central to our approach; specifically, it was shown that if the ants 'pursue' one another on R 2 (each pointing its velocity vector toward its predecessor) then they produce progressively 'straighter' trails. This idea was initially used to solve cooperative path optimization problems involving simple kinematic vehicles in non-Euclidean environments [17] . Subsequent work [18] showed that the earlier results could also apply to collectives whose members had non-trivial dynamics, and proposed an algorithm termed 'local pursuit' (using the term coined in [3] ) which guided members of a group of autonomous systems toward the solution of an optimal control problem, starting from an initial feasible trajectory.
The contribution of this paper is to propose a general bio-inspired pursuit strategy of which the algorithms in [3, 17, 18] are special cases, and which addresses the larger and more useful class of optimal control problems with free final times and partially constrained final states. Our work shows that the optimizing effects of pursuit-based cooperation apply in a far broader setting than initially conceived, once the notion of pursuit is properly defined, and includes the first (to the authors' knowledge) laboratory demonstration of pursuit-based optimal control using systems with non-trivial dynamics. For engineering systems, the strategy described here could be a useful alternative in the cases where an optimal control problem simply cannot be solved by an individual system due to lack of information about its surroundings and the global geometry. In particular, we will consider groups of dynamical systems whose members are not assumed to know the geometry of their environment beyond their (limited) sensor range; members do not necessarily use the common coordinate system for their environment, so they may not be able to communicate meaningful instructions to one another; they may not even know the coordinates of their destination, but instead may rely on a set of directions (e.g., an open-loop control input, or landmark-based instructions) to get there. Under such severe restrictions, solving the optimal control problem under consideration is difficult, if not impossible, for an individual. Remote exploration (e.g., planetary surfaces) by teams of robotic vehicles is one example of the setting where those constraints would likely apply (e.g., small vehicles with limited sensing range, operating on unknown terrain with limited computing power). The algorithms presented here could also be useful as a way to enhance the power of existing numerical optimization techniques; we will have a little more to say about this in section 4.1.
As we shall see, pursuit-based cooperation can be effective in overcoming the difficulties mentioned above, especially in the case of trajectory optimization problems which-because of the members' computational or sensing limitations-are easier to solve when boundary conditions are 'close' to one another, with the term 'close' taken to include not only geographical separation but also distance on the manifold on which copies of a dynamical system evolve. In addition, the algorithm discussed here is interesting as a mathematical model for some of the complex patterns that are observed in the movement of ant colonies. Although we do not claim that the cooperation strategies proposed here are in fact used by ants during trail formation, we find it noteworthy that, phenomenologically at least, ant-trail optimization can be described by a few simple instructions that are effective in a rich variety of environments (geometry) and vehicles (equations of motion).
Compared to the existing literature, this work differs in two important ways. First, the algorithms proposed here generalize those in [18] and prior works, by including a new, second 'stage', which requires each team member to eventually 'ignore' its predecessor and attempt to finish the optimization problem on its own. Second, the two-stage algorithm makes it possible to address a class of problems that is significantly broader over what was possible up to now. To the authors' knowledge, the pursuit-based optimization strategies presented to date have been restricted to problems where a dynamical system is to be steered (optimally) to a fixed final state. The proposed approach can address problems where the final state, and the final time, are unknown or partly known and are to be optimized over. The latter category includes important applications which were outside the scope of [3, 17, 18] , such as the following: (i) satellite orbit transfer problems, where the goal is to attain a given altitude, but the precise longitude and latitude where the desired orbit is achieved are unimportant; (ii) optimal (e.g., minimum-fuel) intercept problems where the coordinates at which the target will be intercepted are not known a priori; (iii) remote exploration by teams of autonomous vehicles, e.g., 'find the shortest path from 'here' to the lake due East', where the 'target' is expansive and the final state on that target is something to be optimized jointly with the rest of the vehicles' trajectories. This enlargement of the domain of applicability and the use of our two-stage pursuit algorithm pose some technical difficulties which were not present in the previous works on pursuit-based cooperative control and which will be explained and dealt with in what follows.
The remainder of this paper is organized as follows. In the next section, we describe the optimal control problem to be addressed.
Section 3 describes a bioinspired iterative algorithm that is well suited to groups of cooperating dynamical systems operating with limited information. Section 4 contains the main results regarding the group's trajectories when its members evolve under the proposed strategy. Section 5 presents a series of simulations and laboratory experiments that illustrate our approach.
Problem statement and notation
We are interested in the solution of optimal control problems using a group of cooperating agents, where the term 'agent' refers to a copy of the control system,
for k = 0, 1, 2 . . . , where x k is the state of the kth agent. Here, u k is an exogenous input via which we can affect the evolution of the corresponding agent's state, and is a set that reflects any feasibility constraints that the control u k may be subject to. Physically, each instance of (1) could stand for a robot, unmanned air vehicle (UAV) or other autonomous system. Let x(t) denote the state of a particular agent of (1). The problem under consideration is as follows:
subject to
where it is assumed that g(
is an algebraic function of the state. As formulated, problem 1 captures a broad class of optimal control problems, including those with free or fixed final time, and free or fixed final state. Examples include optimal trajectory tracking, and minimum-time or minimumfuel intercept problems, to name a few (see, for example, [21, 22] ). The special case g(x,ẋ, u) = ẋ corresponds to the trail-length minimization problem. In the following, we will take g(·, ·, ·) to be continuously differentiable and will assume that the problem data (1), (2) are such that an optimal solution exists. For a fuller discussion regarding the existence of solutions to problem 1 we refer the reader to [23] .
Problem 1 is a difficult optimal control problem which, in some instances, cannot be solved by an individual system. For example, in the case of a team of autonomous vehicles exploring unknown terrain (to make an analogy with foraging ants), finding an optimal trajectory to a distant location of interest might be beyond the capabilities of an individual vehicle; the vehicle would need to have a sufficiently long sensing range as well as a 'global' map of the terrain in order to proceed with the necessary computations. On the other hand, it is more likely that the available vehicles will be able to sense and communicate locally, i.e., within a small area around them, and may lack knowledge of the terrain. In addition, finding optimal trajectories may require considerably more computation when boundary conditions are 'far' apart. We will elaborate on some of these issues in section 4.1.
We would like to know whether a pursuit-like strategy can be used effectively by a group of cooperating dynamical systems to solve instances of problem 1 where final times and states are unconstrained, and if so, what is the appropriate mathematical interpretation of the word 'pursuit' in that setting. In the remainder of this paper we will make use of the following notation.
Definition 1. Given the final state constraint Q(x) = 0, the constraint set of x is
We will assume that ∂Q/∂x has constant rank in the neighborhood of the set S Q . For simplicity, we take Q to be scalar, so that S Q defines an (n − 1)-dimensional manifold in R n . This assumption can easily be lifted and will not change the results that follow.
The function G(x) in (2) will be taken to be of the form
with F (x) 0, ∀x ∈ S Q . Problem 1 involves optimal control with free final time and partially constrained final state. Fixed final state problems, where S Q is a single point [18] , are special cases of what are considered here. For any pair of fixed states a, b ∈ D ⊂ R n , let x * (t) denote the optimal trajectory of (1) from a to b with free final time (minimizing J with respect to x and only). We will write * (a, b) for the corresponding optimal final time. The cost of following x * will be denoted by
where the minimum is taken subject to (1) with x(t 0 ) = a, x(t 0 + ) = b. Now, let x * (t) be the optimal trajectory from an initial state a to the constraint set S Q , and let * Q (a, S Q ) be the corresponding optimal final time from a to S Q . The cost of following x * will be denoted by
The cost of following a generic trajectory x(t) of (1) during [t 0 , t 0 + σ ) will be denoted by
The following facts can be derived easily from the properties of optimal trajectories and will be helpful in the development that follows: Fact 1. Let η, η Q and C be as defined in (3)- (5), and let x k (t) be a trajectory of (1) . Then, the following holds:
A bio-inspired algorithm for optimal control
For the group of agents (1), we will assume that there is an initial feasible (but suboptimal) control/trajectory pair (u 0 (t), x 0 (t)) available, obtained through a combination of a priori knowledge about the problem and/or random exploration. The optimization strategy to be considered shortly can be described intuitively as follows. If one agent is able to follow a feasible trajectory to the target set, a second agent can reach the target set more efficiently (i.e., with a lower cost, as defined by (2)) by always moving along a trajectory that is optimal from its current state to that of its predecessor. Following the idea in [3, 18] , the agents x k leave the initial state x S sequentially and pursue one another toward the set S Q , in a way which will be made precise shortly and which mimics a line of marching ants. The sequence is initiated with the first agent following the trajectory x 0 to reach a point in S Q . Each subsequent agent attempts to intercept its predecessor-along optimal trajectories defined by (3)-as long as the predecessor has not reached the constraint set S Q . If the predecessor has already reached S Q , then the pursuer is to ignore the preceding agent and instead evolve along the optimal trajectory defined by (4) . We will use the term generalized continuous local pursuit (GCLP) to describe the strategy outlined above, in order to distinguish it from the special case (CLP) in [18] . The precise rules that govern the movement of each agent are as follows:
Algorithm 1 (generalized continuous local pursuit). Let x S be a starting state in D and let S Q be the constraint set in which the final state must lie. Let x 0 (t)(t ∈ [0, T 0 ]) be an initial trajectory satisfying (1) 
Repeat from step (ii), until the kth agent reaches
We will refer to as the pursuit interval. When discussing pairs of agents during pursuit, the (k − 1)th agent will be designated as the leader and the kth agent as the follower. As step 2 of the algorithm indicates, there are two types of follower movement, which could be termed loosely as 'catching up' and 'free running', depending on whether the leader has reached the final constraint set S Q . The former lets agents 'learn' from their leaders, while the 'free running' stage enables them to find the optimal final state within S Q once they are close enough to that set. Both stages will be essential in order for the group to solve problem 1.
Note that the GCLP algorithm requires each follower to continuously re-plan its trajectory (by sensing x k (t) and computing the 1-parameter family of control inputs u * t (τ )) to catch up with its leader during the pursuit process. Continuous pursuit may imply a significant computational burden for each agent, especially in the cases where the optimal trajectories 'linking' the follower and leader cannot be written in the closed form. For instances of problem 1 where, for each follower, the optimal time to reach the leader is lower bounded for all times (as is the case for the examples in section 5), it is possible to alter the previous algorithm so that each agent performs only a finite number of measurements and trajectory updates as it evolves from x S to S Q . This can be accomplished by defining a sampled version of GCLP, termed generalized sampled local pursuit (GSLP), of which the algorithm in [18, 19] 
Repeat from step (ii) until the kth agent reaches
According to GSLP, each agent x k periodically samples the state x k−1 t i k of its predecessor and computes the control u * t i k (τ ) that will allow it to reach that state (or the target set S Q ) with minimum cost. The pursuing agent then applies that control until the sampling time.
We will refer to the δ i as the updating intervals. To simplify the discussion, we assume that the * i are lower bounded, so that we may choose δ to be a constant. Under GSLP, each agent executes a finite number of updates of its trajectory, once every δ < time units. The reduced computational demands of GSLP make it attractive in the cases where the complexity of the agents' dynamics (as well as that of the environment they evolve in) necessitate the use of numerical methods for finding optimal trajectories. We will have more to say about this in section 4.1
As defined above, the GCLP and GSLP algorithms assume that followers do not intercept their leaders. If an interception does occur, one can simply prescribe that the follower 'join' its leader by reproducing the leader's trajectory after the time of interception. Because the initial agent travels along its trajectory for T 0 units of time and the pursuit interval is finite, there will be a finite number of such events, whose existence will not affect the results discussed below.
Main results
In this section, we explore the behavior of the group (1) under GCLP. Similar results can be derived for GSLP, along the lines of the discussion below. We will begin by considering the sequence of trajectories {x k (t)} produced by GCLP. We will first investigate the convergence of the corresponding cost sequence, and then that of the trajectories themselves. On a technical level, the fact that the time to reach the target set S Q and the terminal point within that set are to be optimized (in contrast to [18] for example) has some non-trivial implications for establishing the desired results. In particular, when taking into account the pursuit algorithm's second stage, we will have to show that each agent improves over its predecessor overall even if it abandons the pursuit after some time (as our algorithm requires) and heads to the target set on its own. Because pursuer and leader are at different locations when they 'enter' the algorithm's second stage, and finish their trajectories at different points on the target area it is not obvious that the pursuer's path should be closer to optimal than the leader's.
In the discussion that follows, we will often cast matters in terms of trajectories (optimal or not) of (1), instead of the control inputs that produce them. Of course, it is the optimal input that we are ultimately seeking; the reference to trajectories is made only for the sake of convenience, as each of them is uniquely determined (after choosing an initial state x(0)) by a corresponding input u(t). • If λ < T k−1 − , the follower moves along the optimal trajectory (in the sense of (3)) joining x k (t k + λ) and
. During other times, the follower replicates the leader's trajectory, i.e.,
• If λ T k−1 − , the follower chooses to evolve along the optimal trajectory (in the sense of (4)) from x k (t k + λ) to the constraint set S Q . During other times
Then the cost along the follower's trajectory will be no greater than that along the trajectory of its leader.
Proof. First, consider the case λ < T k−1 − . For t ∈ [t k + λ, t k + λ + ], the follower moves on the locally optimal trajectory x k (t) (see figure 2) . The cost along x k satisfies
where
Therefore the cost along the follower's trajectory is no greater than the leader's. Now, the cost of the iterative trajectories can be shown to converge under GCLP:
Lemma 2 (convergence of cost). If the agents (1) evolve under GCLP, the cost of the iterated trajectories converges.
Proof. Let C k−1 be the cost along the leader's trajectory by performing only a single trajectory update, as described in lemma 1, with λ = (i − 1)δ, δ > 0 (see figure 4) .
From lemma 1, the cost of each follower's trajectory will be no greater than the leader's. Also, the sequence C 
is precisely what would be obtained by an agent that pursues its leader x k−1 , using GCLP. Hence, the follower's cost is C k = C ∞ k C k−1 . Because the sequence {C k } is non-increasing and bounded below (there exists a minimum for (2)), it has a limit.
To proceed to the main theorem, we will require that the optimal cost of (2) change 'little' for small changes to the endpoints of a trajectory: 
Under condition 1, the next lemma tells us that optimal trajectories of (1) that 'overlap' (to be made precise below) are locally optimal: Lemma 3. Let x * (t) be a trajectory of (1) such that
is optimal (in the sense of (3)) from
is optimal (in the sense of (4)) from x * (t 1 ) to the constraint set S Q . Assume also that condition 1 is satisfied, and 0 < t 1 
is not a local minimum. Then, there must exist < min(ε, ε 1 /2) (with ε as defined in condition 1) and another optimum
for any s ∈ S Q . Construct two trajectories y 1 (t), y 2 (t) (t ∈ [t 1 , t 1 + σ ]) that connect x(t) and x * (t) (see figure 5 ) and satisfy condition 1 (with x * or x playing the role of x 1 , and y 1 or y 2 standing for x 2 ). In particular, let y 1 , y 2 be such that
Because x * (t) (t ∈ [0, t 1 + σ ]) and x * (t) (t ∈ [t 1 , T * ]) are each locally optimal, the following holds, Figure 5 . Illustration of the proof of lemma 3: 'overlapping' optimal trajectories form a locally optimal trajectory. and
Combining (7) with (8), (9) leads to
We had assumed that C(
then (10) cannot hold. This is a contradiction, because σ could be chosen arbitrarily small. It follows that x * (t) (t ∈ [0, T * ]) must indeed be a local minimum.
Assume now that the locally optimal trajectory from the follower to the leader (or to S Q ) is unique at all times. This assumption is generally satisfied if pursuit is restricted to take place within a 'small' region (setting small), i.e., agents follow 'close' to one another. Then, convergence of the trajectories' cost also implies convergence of the trajectories themselves:
Lemma 4. If at all times during GCLP, the locally optimal trajectory from the follower to leader (or to S Q ) is unique, then GCLP converges to a limiting trajectory x ∞ (t).
Proof. Suppose that the trajectory costs converge but that there exists more than one limiting trajectory. Let x 1 (t) (t ∈ [0, T 1 ]) and x 2 (t) (t ∈ [0, T 2 ]) be two such possibilities. Let t 1 ∈ [0, T 1 ] be the earliest time that x 1 (t) differs from x 2 (t). From lemma 2, x 1 and x 2 must have the same cost, otherwise convergence of the cost is contradicted. Suppose that a leader x k−1 (t) travels along x 1 (t), while a follower x k (t) travels along x 2 (t). Choose h > 0 small, and suppose that the follower is to perform a series of discrete updates to its trajectory, at figure 6 indicates.
At t 1 (the follower's first measurement of x k ), the follower continues to evolve along x 2 (t), t ∈ [t 1 , t 1 + h). This means that the trajectory comprises the following: (i) x 2 (t), t ∈ [t 1 , t 1 + h) and (ii) the optimal trajectory from x 2 (t 1 + h) to x 1 (t 1 + ) (as indicated by the left dashed line in figure 6 ) either has a lower cost than x 1 (t), t ∈ [t 1 , t 1 + ), or it has the same cost as x 1 (t), t ∈ [t 1 , t 1 + ). The latter possibility Figure 6 . Illustration of the proof of lemma 4: pursuit between agents moving on two supposed 'limiting' equal-cost trajectories leads to the conclusion that the cost along the follower's trajectory is less than that along the leader's.
contradicts the assumption that the locally optimal trajectory from the follower to leader is unique. Therefore, the locally optimal trajectory by which the follower at t 1 plans to reach the leader has a cost of C(x 2 , t 1 , h)+η(x 2 (t 1 +h), x 1 (t 1 + ), t 1 +h), and
Similarly, consider the follower's trajectory updates at
Finally, at the last update the follower will choose to move along the locally optimal trajectory from its current state to S Q :
Note that the (strict) inequalities hold for arbitrarily small h > 0. Thus, from (11)- (14) we have that
If we take h → 0, the trajectory produced by the process described above will approach the trajectory of a follower that evolves under GCLP, while (15) indicates that the cost along x 2 (t) must be strictly less than that of x 1 (t), contradicting the convergence of the trajectory costs under GCLP.
In the subsequent discussion, it will be convenient to distinguish between the planned trajectory, denoted byx t (τ ), that a follower computes at time t in order to reach its leader's state, and the realized trajectory, denoted by x(t), along which the follower actually evolves. Figure 7 . Assumed differences between the planned and realized trajectories contradict the convergence of trajectories under GCLP.
Lemma 5. Letx k,t (τ ) be the family of planned trajectories that the follower x k computes via GCLP at time t, in order to reach x k−1 (t) optimally from x k (t). If during GCLP
(i) the locally optimal trajectory from follower to leader (or to S Q ) is unique, and Proof. Suppose that a leader x k−1 evolves along the limiting trajectory x ∞ (t). Then, lemma 4 implies that
Suppose also that at some time t 1 , the leader is at x k−1 (t 1 + (t 1 )), where (t 1 ) is optimal, and the follower is at x k (t 1 ). Assume that the follower's planned trajectoryx t1 (t) (t ∈ [t 1 , t 1 +ˆ (t 1 )) (where, for convenience, we have dropped the subscript k inx k,t1 ) differs from x k (t) (t ∈ [t 1 , t 1 + (t 1 )), starting at some time t 2 t 1 . Furthermore, letx t1 (t 1 +ˆ (t 1 )) = x(t 1 + (t 1 )). Because the planned trajectoryx t1 (t) is unique (by assumption) and optimal,
Now, construct the trajectorȳ
Clearly,x has lower cost than x k (t) (t ∈ [t 2 , t 2 + (t 2 )]) (see figure 7) . Thus, under GCLP, the follower would have chosen to evolve alongx (or another trajectory with even lower cost) instead of x k (t) (t ∈ [t 2 , t 2 + (t 2 )]). This contradicts the convergence to a limiting trajectory. The same argument can be applied at any other updating time, so that we may conclude
Finally, recall that x k (t) is smooth for t ∈ [t 1 , t 1 + (t 1 )], because the locally optimal trajectories linking the follower and leader are smooth by assumption. Similarly, x k (t) is smooth for t ∈ [t 2 , t 2 + (t 2 )] for any t 1 < t 2 < t 1 + (t 1 ). Therefore, x k (t) is smooth on [t 1 , t 2 + (t 2 )]. Repeated applications of this argument lead to the conclusion that the entire trajectory x k (t) (t ∈ [0, T k ]) is smooth. 
for all optimal final times of the planned trajectoriesx k generated during GCLP. The limiting trajectory x ∞ is piecewise smooth and locally optimal for t ∈ [t k + iδ 1 , t k + iδ 1 + δ 2 ], i = 0, 1, 2 . . . , because it coincides with the planned trajectoriesx k (t). From lemma 3-in this case S Q is a single point-we conclude that x k (t) (t ∈ [t k , t k + δ 1 + δ 2 ]) is optimal because it is the 'composition' of two overlapping locally optimal trajectories,
From successive applications of this argument (i = 2, 3, . . .), it follows that x ∞ (t) is locally optimal. Smoothness of x ∞ is proved in similar fashion, 'piece by piece'.
Some remarks on the GCLP/GSLP algorithms
Local pursuit is a cooperative, decentralized algorithm for learning optimal controls/trajectories, starting from a feasible solution. The pursuit strategies discussed here are appropriate for systems with short-range sensors, and optimal control problems which are computationally easier to solve over 'short' distances. In settings where the available data are not sufficient for an individual to operate successfully, the algorithm places the solution within reach of a group of agents whose cooperation overcomes the lack of information. More specifically, agents are given only a set of 'instructions' (the initial, feasible control u 0 (·)) to reach the target set, but no description of a trajectory to that set and no map that describes the terrain or manifold on which they evolve. Each agent is only required to calculate optimal trajectories from its own state to that of its nearby leader. Because agents are separated by time units as they leave x S , each agent relies on local information only in order to follow its predecessor, and requires no knowledge of the global geometry. Therefore, there is no need for agents to exchange or 'fuse' local maps that they obtain individually.
In GCSP/GSLP, agents do not need to communicate their choices of coordinate systems as they evolve, nor do they need to know the coordinates of the target state. While it is possible that a group of agents could disperse and construct a global map from local information (in an attempt to solve the optimal control problem 'all at once'), such an approach might require significantly more computation and communication than local pursuit.
The sampled version of our algorithm (GSLP) can be useful as a numerical method for computing optimal controls, in the following manner. Local pursuit allows a group to solve a large, difficult optimization problem in smaller, 'overlapping' pieces. This idea can be applied in numerical optimal control, where control/state trajectory pairs are typically sampled, and the location of the samples is then optimized using, for example, some type of a gradient method. For problems with long time horizons or dense sampling grids, Figure 8 . Continuous local pursuit in a complex environment. The initial trajectory (along the borders of the cones) is easily described but far away from optimal. The locally optimal trajectories were easier to compute than the global optimum because of the limited pursuit distance ( = 0.2T 0 ). The iterated trajectories converged to the optimum. the memory requirements can exceed the capacity of a typical PC. Local pursuit can circumvent this difficulty by solving many smaller (shorter time horizon) instances of the problem, which satisfy any storage constraints. There are also instances where numerical optimization methods may fail to converge because of singularities or numerical errors that arise when the problem is solved 'in one piece', but are well behaved when the problem is solved in smaller segments. A detailed discussion of GSLP's performance as a numerical optimization tool, together with examples, can be found in [24] .
The GCLP and GSLP algorithms assume a countable infinity of agents; of course, such a collection cannot be realized. However, for some classes of problems, it is possible to achieve the same results with a finite number of agents that employ local pursuit to reach the final constraint set S Q from x S , then return to x S by reversing course and exchanging the roles of S Q and x S . The required modifications are straightforward but will not be discussed here. An experiment that uses this technique is detailed in [18] . Finally, local pursuit is not guaranteed to converge to the global optimum. The choice of agent separation can affect whether the limiting trajectory is a local or a global optimum. Some interesting cases involving spaces with 'holes' or 'obstacles' are discussed in [18] .
Simulations and experiments
In this section, we describe a series of simulations and an experiment designed to illustrate the performance of GCLP.
Trail optimization with partially constrained final state
Consider the problem of finding shortest three-dimensional (3D) Euclidean paths in an environment consisting of a plane with two right cones, whose (partial) top view is shown in figure 8 . The radii of the cones were 700 and 900 units of length, respectively. Each object (the plane and each cone) was parametrized with its own set of coordinate functions. The agents were governed byẋ k = u k , u k = 1 and were required to travel from x S = (3500, 0, 0) to the second cone. Figure 8 shows the iterated trajectories generated when the agents implemented the GCLP policy with T 0 = 3499, = 0.2T 0 . The initial trajectory was restricted to the plane, following the boundary of the first cone. The trajectory of the eighth agent was effectively optimal. Starting from x S , each agent advanced by solving its own optimal control problem with boundary conditions given by the states of the agent and its follower (or the agent and the second cone). This was simpler than solving the 'global' problem, partly because of the fact that the globally optimal trajectory crosses multiple coordinate patches from the plane to the cone(s) and vice versa. When the leader and follower were both on the plane, or on the same cone, the computation of optimal trajectories was straightforward. In other cases, agents had to optimize trajectories that crossed at most two coordinate patches (planeto-cone or cone-to-plane), selecting from a 1-parameter family of curves joining the leader and follower. On the other hand, computing the globally optimal trajectory at once would have required searching over a 3-parameter family of curves (there are a total of three 'crossings' between coordinate patches).
Minimum-time control with speed and acceleration constraints
Consider the minimum-time control of the second-order systemẍ = u, s.t. |u| 30, |ẋ| 8 where we seek to minimize J (x,ẋ, 0) = T , with boundary conditionsẋ(0) =ẋ(T ) = x(0) = 0, and x(T ) fixed. Here, the constraint set S Q is a single point in the state space. The optimal policy for this problem is an instance of the wellknown 'bang-off-bang' control: u switches at most once between 30 and −30, with u = 0 when the maximum for |ẋ| has been reached. The initial, suboptimal input (agent 1 in figure 9 ), alternated between the maximum and minimum available acceleration. When using GCLP with = 1.3 s, the third agent's trajectory was optimal (see figure 9 ). Note that after t > 2.7 s the second agent intercepted the first and subsequently moved along the same trajectory, x 1 . It is also interesting to note that in this case, optimality was achieved after a finite number of iterations.
An experiment in minimum-time control
We implemented the example of section 5.2 using a collection of three motors, pictured in figure 10 . Each motor was equipped with position and rate sensors, which were sampled by a PC-based controller at the rate of 2000 Hz. The goal was to rotate the motors to a fixed final position in minimum time. Motor acceleration and speed were limited to 30 rad s the control necessary to reach that state in the minimum time.
The trajectories of the second and third motors with = 1.3 s are shown in figure 11 . The trajectory of the first motor was similar to that of the first simulated agent in figure 9 and has been omitted. The third motor evolved under essentially optimal control, and that the second motor 'intercepted' the first after t ≈ 2.3 s. We note that because of unmodeled friction, the final position θ(T ) was less than the nominal value (see x(T ) in the last simulation). The presence of friction also caused the motors to decelerate when a zero input was applied (once the motors had reached the maximum speed). That deceleration in turn caused the GCLP policy to try and 'catch up' by introducing a positive control input, resulting in the chatter observed in the velocity and acceleration curves of motors 2 and 3 in figure 11.
Conclusions and ongoing work
We discussed a biologically inspired cooperative strategy (termed 'generalized local pursuit') for solving a class of optimal control problems with free final time and partially constrained final state. The algorithm presented here generalizes the previously proposed models that mimic the foraging behavior of ant colonies and allow a collective to 'discover' optimal controls, starting from an initial suboptimal solution. Members of the collective are only required to obtain local information on their environment and to calculate optimal trajectories to their nearby neighbors. The local pursuit algorithm relies on cooperation to perform a task which would be difficult or impossible for a single system to perform, namely solving an optimal control problem with limited information (in terms of coordinate systems that describe the environment or the coordinates of the final state) and short-range interactions among agents. The algorithms' convergence rate and a rigorous description of the class of optimal control problems for which GCLP converges in a finite number of iterations are the subject of ongoing work.
