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Re´sume´ :
Le de´veloppement de la nume´risation syste´matique des formes 3D (conserva-
tion du patrimoine national, commerce e´lectronique, reverse engineering, inte´gra-
tion d’objets re´els dans des environnements de re´alite´ virtuelle) et le besoin toujours
croissant de ces objets ge´ome´triques dans de nombreuses applications (conception
assiste´e par ordinateur, calcul de simulations par e´le´ments ﬁnis, syste`me d’infor-
mations ge´ographiques, loisirs nume´riques) a entraˆıne´ une augmentation vertigi-
neuse du volume de donne´es a` traiter, avec l’e´mergence de nombreuses me´thodes
de compression de mode`les 3D. Ce volume de donne´es devient encore plus diﬃcile
a` maˆıtriser lorsque l’aspect temporel entre en jeu.
Les maillages correspondent au mode`le classiquement utilise´ pour mode´liser les
formes nume´rise´es et certaines approches de compression exploitent la proprie´te´
qu’une bonne estimation de la connectivite´ peut eˆtre de´duite de l’e´chantillonnage,
lorsque ce dernier s’ave`re suﬃsamment dense. La compression de la connectivite´
d’un maillage revient alors au codage de l’e´cart entre deux connectivite´s proches.
Dans ce me´moire, nous nous inte´ressons au codage compact de cette diﬀe´rence pour
des maillages surfaciques.
Nos travaux sont fonde´s sur l’utilisation de la bascule d’areˆte (edge ﬂip) et
l’e´tude de ses proprie´te´s. Nos contributions sont les suivantes :
- Etant donne´ deux triangulations connexes partageant le meˆme nombre de
sommets et un meˆme genre topologique, nous proposons un algorithme direct
et eﬃcace pour ge´ne´rer une se´quence de bascules d’areˆtes permettant de passer
d’un maillage a` un autre. Nous nous appuyons sur une correspondance entre
les sommets des deux maillages, qui, si elle est non fournie, peut eˆtre choisie de
manie`re totalement ale´atoire.
- Nous ge´ne´ralisons ensuite la bascule d’areˆte a` des triangulations dans lesquelles
nous donnons un indice diﬀe´rent a` chaque areˆte. Nous mettons en e´vidence le fait
qu’une se´quence de bascules d’areˆtes peut eˆtre utilise´e pour transposer des indices,
sous certaines conditions. Ce re´sultat ouvre la ge´ne´ralisation des bascules d’areˆtes a`
des maillages dont les faces ne sont pas force´ment triangulaires. Il nous a e´galement
permis de de´velopper un algorithme de re´duction de se´quences de bascules d’areˆtes.
- Nous pre´sentons enﬁn une approche de codage compact d’une se´quence de
bascules d’areˆtes entre deux triangulations surfaciques, et nous de´terminons dans
quelles conditions il est pre´fe´rable d’utiliser cette transformation compacte entre
deux connectivite´s au lieu de les coder inde´pendamment par un algorithme statique.




The development of scanning 3D shapes (national heritage conservation, e-
commerce, reverse engineering, virtual reality environments) and the growing need
for geometric objects in many applications (computer-aided design, simulations,
geographic information systems, digital entertainment) have led to a dramatic in-
crease in the volume of data to be processed, and the emergence of many methods
of compression of 3D models. This volume of data becomes even more diﬃcult to
control when the temporal aspect comes in.
Meshes correspond to the pattern typically used to model the scanned forms
and some approaches exploit a property of compression that a good estimation
of connectivity can be derived from sampling, when it appears suﬃciently dense.
Compressing the connectivity of a mesh is equivalent to coding the diﬀerence bet-
ween two close connectivities. In this thesis, we focus on the compact coding of this
diﬀerence for 2-dimensional meshes.
Our work is based on the use and study of the properties of the edge ﬂip. Our
contributions are the following :
- Given two connected triangulations that share the same number of vertices
and the same topological genus, we propose a direct and eﬃcient algorithm to
generate a sequence of edge ﬂips to change one mesh into the other. We rely on
a correspondence between the vertices of the two meshes, which, if not provided,
may be chosen randomly. The validity of the algorithm is based on the fact that
we intend to work in a triangulation of a diﬀerent class from those generally used.
- We then generalize the edge ﬂips to triangulations in which we identify each edge
with a label. We show that a sequence of edge ﬂips can be used to transpose two
labels, under certain conditions. From this result, the edge ﬂip can be generalized
to meshes whose faces are not necessarily triangular, which allowed us to develop
an algorithm for reducing sequences of edge ﬂips.
- Finally, we present a compact coding approach for a sequence of edge ﬂips, and
determine under what conditions it is better to use this compact transformation bet-
ween two connectivities instead of coding them independently by a static algorithm.




Je tiens tout d’abord a` remercier Raphe¨lle et Pierre-Marie pour m’avoir propose´
cette the`se et pour la conﬁance qu’ils m’ont accorde´ durant ces quatre anne´es de
recherche. Le temps passe´ avec Raphae¨lle m’a beaucoup apporte´e scientiﬁquement
et humainement. Pierre-Marie, quant a` lui, a su me soutenir tout au long de mes
recherches et me remotiver suite aux ale´as tels que des refus d’articles.
Je remercie e´galement Dominique Bechmann et Jean-Daniel Boissonnat pour
l’inte´reˆt qu’ils ont bien voulu me porter en acceptant d’eˆtre rapporteurs. Leurs
remarques constructives ont permis d’ame´liorer grandement la qualite´ de ce manus-
crit.
Je tiens aussi a` exprimer mes remerciements a` Georges-Pierre Bonneau, Ramsay
Dyer, Ce´line Hudelot et Se´bastien Valette pour leur participation a` mon jury de
soutenance.
Durant mon doctorat, j’ai fait de nombreuses rencontres tre`s enrichissantes.
Je tiens notamment a` remercier une nouvelle fois Se´bastien pour l’ensemble des
re´unions qui a toujours e´te´ une source d’ide´es nouvelles.
Je remercie e´galement les nombreux permanents du laboratoire LIRIS qui m’ont
accompagne´ : Samir, Eric et Eric, Julie, Elianne, Thierry, Gilles, Nicolas, Alexandre,
Said, Carole, Martine, Martial et Romuald. Merci aussi a` Catherine, Faty, He´le`ne,
Isabelle, Josiane, Rene´e, Sa¨ıda et Sylvie pour leur aide administrative.
Je tiens aussi a` remercier les tre`s nombreux doctorants et post-doctorants que
j’ai eu la chance de coˆtoyer : Maxime, Adrien, Cle´ment, Lucian, Baptiste, Miguel,
Aure´lien, Gilles, Jean-David, Houssam, Fabien, Mahmoud, Camille, Elsa, Franc¸ois,
Xavier, Petru, Ricardo, Jacques, Lucile, Samba, Vincent, Ho, Hichem, Nadim,
Mickae¨l, ainsi que les footeux de l’Institut Lumie`re et Matie`re.
Ces remerciements auraient un gouˆt d’inacheve´ si je ne remerciais pas l’ensemble
de ma famille qui compte beaucoup pour moi. En particulier, un grand merci a` ma
jolie Be´ne´dicte pour son soutien quotidien, ainsi qu’a` mes parents et ma soeur qui




1.1 Cadre et motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Transformation compacte par se´quence de bascules d’areˆtes entre
deux triangulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Contributions a` l’e´laboration d’une transformation compacte . . . . 6
2 Classes de triangulations et bascule d’areˆte associe´e 9
2.1 Classes de triangulations de type combinatoire . . . . . . . . . . . . 9
2.1.1 Classe ge´ne´rale . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.2 Triangulations oriente´es combinatoirement manifold . . . . . 10
2.1.3 Triangulations de Wagner . . . . . . . . . . . . . . . . . . . . 12
2.1.4 Triangulations combinatoires d’un polygone simple . . . . . . 13
2.2 Classes de triangulations dites ge´ome´triques . . . . . . . . . . . . . . 14
2.2.1 Triangulations ge´ome´triques oriente´es . . . . . . . . . . . . . 14
2.2.2 Triangulations d’un n-gone convexe . . . . . . . . . . . . . . 15
3 Ge´ne´ration de se´quences de bascules d’areˆtes 17
3.1 E´tat de l’art sur la de´termination de se´quences de bascules d’areˆtes . 18
3.1.1 Re´sultats sur les triangulations d’un n-gone convexe . . . . . 18
3.1.2 Re´sultats sur les triangulations ge´ome´triques oriente´es . . . . 20
3.1.3 Re´sultats sur les triangulations de Wagner . . . . . . . . . . . 23
3.2 Conditions ne´cessaires pour permettre le passage d’une connectivite´
a` une autre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3 Construire une areˆte au sein d’une triangulation . . . . . . . . . . . 29
3.3.1 De´termination d’un chemin de faces exploitable entre deux
sommets du maillage . . . . . . . . . . . . . . . . . . . . . . . 29
3.3.2 Construction d’une areˆte a` partir d’un chemin de faces ex-
ploitable . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3.3 Conﬁgurations ne permettant pas la construction d’une areˆte
souhaite´e . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4 Crite`res pour inse´rer la connectivite´ d’un maillage . . . . . . . . . . 37
3.4.1 Strate´gie pour inse´rer ite´rativement les areˆtes . . . . . . . . . 37
3.4.2 Algorithme ge´ne´rique d’insertion de connectivite´ . . . . . . . 39
3.4.3 Preuve de l’algorithme ge´ne´rique . . . . . . . . . . . . . . . . 40
3.5 Algorithme pratique d’insertion de connectivite´ . . . . . . . . . . . . 41
3.5.1 Strate´gie par croissance de re´gions . . . . . . . . . . . . . . . 42
3.5.2 Construire une face avec la bonne orientation . . . . . . . . . 44
3.5.3 Algorithme pratique . . . . . . . . . . . . . . . . . . . . . . . 44
3.5.4 Preuve de l’algorithme . . . . . . . . . . . . . . . . . . . . . . 45
3.5.5 Re´sultats expe´rimentaux . . . . . . . . . . . . . . . . . . . . . 47
viii Table des matie`res
3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4 Re´duction de se´quences de bascules d’areˆtes 53
4.1 Etat de l’art sur la recherche d’une se´quence minimale de bascules
d’areˆtes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.1.1 De´termination d’une se´quence minimale de bascules d’areˆtes 54
4.1.2 La distance de bascules d’areˆtes . . . . . . . . . . . . . . . . . 55
4.2 Bascules d’areˆtes et permutation d’indices . . . . . . . . . . . . . . . 56
4.2.1 Cadre de l’e´tude . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2.2 Ope´ration de transposition d’indices d’areˆtes . . . . . . . . . 57
4.2.3 Algorithme de permutation d’indices d’areˆtes . . . . . . . . . 60
4.3 Se´quences de bascules d’areˆtes e´quivalentes . . . . . . . . . . . . . . 62
4.3.1 Se´quences faiblement et fortement e´quivalentes . . . . . . . . 62
4.3.2 Outils de ge´ne´ration de se´quences e´quivalentes . . . . . . . . 62
4.3.3 Se´quences de bascules d’areˆtes directement re´ductibles . . . . 63
4.3.4 Se´quences e´quivalentes dans le cas d’un n-gone convexe . . . 64
4.3.5 Se´quences e´quivalentes dans le cas ge´ne´ral . . . . . . . . . . . 69
4.4 Re´duction de se´quences de bascules d’areˆtes . . . . . . . . . . . . . . 69
4.4.1 Algorithme de re´duction . . . . . . . . . . . . . . . . . . . . . 70
4.4.2 Re´sultats expe´rimentaux . . . . . . . . . . . . . . . . . . . . . 72
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5 Codage compact d’une se´quence de bascules d’areˆtes 77
5.1 E´tat de l’art sur le codage de la connectivite´ d’un maillage surfacique 78
5.1.1 Enume´ration et entropie de triangulations . . . . . . . . . . . 78
5.1.2 Compression de donne´es standard . . . . . . . . . . . . . . . 79
5.1.3 Codage direct de la connectivite´ . . . . . . . . . . . . . . . . 80
5.1.4 Codage optimal d’une triangulation 3-planaire . . . . . . . . 81
5.1.5 Codage par parcours canonique des faces et des areˆtes . . . . 81
5.1.6 Codage par valence des sommets . . . . . . . . . . . . . . . . 83
5.1.7 Codage dirige´ par la ge´ome´trie . . . . . . . . . . . . . . . . . 84
5.1.8 De´ﬁnition de la notion de compacite´ pour une transformation 85
5.2 Codage d’une se´quence de bascules d’areˆtes . . . . . . . . . . . . . . 85
5.2.1 Codage simple . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2.2 Codage par bascules simultane´es . . . . . . . . . . . . . . . . 85
5.2.3 Codage par re´duction de niveaux . . . . . . . . . . . . . . . . 87
5.2.4 Re´sultats expe´rimentaux de la transformation compacte . . . 89
5.3 Application a` un algorithme de compression multi-re´solution . . . . 90
5.4 Vers une transformation compacte plus ge´ne´rale . . . . . . . . . . . . 92
5.4.1 Ope´rations supple´mentaires . . . . . . . . . . . . . . . . . . . 92
5.4.2 Algorithme . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.4.3 Re´sultats expe´rimentaux . . . . . . . . . . . . . . . . . . . . . 97
5.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
Table des matie`res ix
6 Conclusion et perspectives 99
6.1 Re´sume´ des contributions . . . . . . . . . . . . . . . . . . . . . . . . 99
6.2 Ide´es a` explorer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
A Relation entre les rotations sur les arbres binaires et les bascules
d’areˆtes 101
A.1 Les arbres binaires . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
A.2 Correspondance entre les rotations sur les arbres binaires et les bas-
cules d’areˆtes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
B Quelques notions sur les graphes et les triangulations surfaciques105
B.1 Notions sur les graphes . . . . . . . . . . . . . . . . . . . . . . . . . . 105
B.2 Les invariants topologiques d’une triangulation surfacique . . . . . . 105
B.2.1 Orientabilite´ . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
B.2.2 Connexite´ et cycles homotopes . . . . . . . . . . . . . . . . . 106





1.1 Cadre et motivations
Quel sentiment pre´dominait a` la vue du colosse de Rhodes et comment ont
e´te´ construites les pyramides d’Egypte ? Ces questions avaient une re´ponse dans
le passe´, mais elles sont aujourd’hui oublie´es. Il reste peu d’informations de
l’antiquite´ car les hommes n’avaient pas la technologie ne´cessaire pour prote´ger,
stocker et diﬀuser son histoire et ses connaissances aux ge´ne´rations actuelles et
futures. Dans ce me´moire, nous travaillons a` notre e´chelle, a` l’e´laboration des outils
contemporains permettant de repre´senter un monument, un objet, une personne
ou meˆme une sce`ne complexe : l’infographie, la mode´lisation ge´ome´trique et la
visualisation 3D. Ces branches de l’informatique utilisent une description de type
ge´ome´trique base´e sur des primitives telles que des points, des polygones ou des
sphe`res, positionne´s dans un espace de dimension 3. Mais ces outils ne se limitent
pas a` la visualisation. Ils permettent aussi la cre´ation et la manipulation de
formes, et leurs applications sont nombreuses : conception assiste´e par ordinateur,
la mode´lisation de terrains, la simulation, le calcul par e´le´ments ﬁnis, la re´alite´
augmente´e, l’assistance a` l’homme pour des manipulations complexes ou encore les
loisirs nume´riques et le divertissement (cine´ma, jeux vide´o, etc.). L’informatique
graphique en ge´ne´ral et la mode´lisation ge´ome´trique en particulier occupent ainsi
une place centrale dans notre socie´te´.
La compression de donne´es, une ne´cessite´ !
Dans ce me´moire, nous nous inte´ressons a` la compression des formes pre´ala-
blement mode´lise´es, c’est-a`-dire a` l’ope´ration consistant a` re´duire la taille d’une
description, de sorte que l’ope´ration inverse, la de´compression, permette de restituer
la description originale. Meˆme si l’e´volution des technologies permet de stocker
des volumes d’information toujours plus grands et de les diﬀuser de plus en plus
vite, le besoin d’algorithmes eﬃcaces pour la compression reste entier. En eﬀet,
la quantite´ d’information a` stocker croˆıt ge´ne´ralement plus vite que la taille des
me´moires. Les raisons sont nombreuses :
– La taille des structures ge´ome´triques est en constante augmentation car
il existe une volonte´ de de´cupler la pre´cision des objets pour ame´liorer la
qualite´ du rendu ou la ﬁabilite´ des simulations ; par ailleurs, de plus en plus
d’informations annexes sont associe´es aux objets repre´sente´s.
2 Chapitre 1. Introduction
– L’informatique graphique en ge´ne´ral et la mode´lisation ge´ome´trique en parti-
culier sont utilise´es dans des domaines applicatifs toujours plus nombreux, en
science comme dans l’industrie, et l’on observe une augmentation permanente
de la quantite´ d’objets manipule´s.
De plus, au sein d’un ordinateur, toutes les me´moires ne sont pas e´quivalentes en
terme de capacite´ et d’eﬃcacite´. Certaines repre´sentations sont trop volumineuses
pour eˆtre exploite´es en me´moire vive. Par ailleurs, la mode´lisation ge´ome´trique
s’applique aussi sur des appareils posse´dant une capacite´ de calcul et d’aﬃchage
performante mais un espace me´moire beaucoup plus faible qu’un ordinateur, tels
qu’une tablette nume´rique ou un te´le´phone portable par exemple. Enﬁn, plus la
taille d’une information est compacte et plus sa transmission est rapide a` travers
les re´seaux de te´le´communication. La compression apparaˆıt donc comme un outil
permettant de re´organiser les donne´es de manie`re optimale aﬁn de proposer une
solution algorithmique eﬃcace aux proble`mes de stockage et de transmission.
De nombreuses approches diﬀe´rentes de la compression.
Il existe plusieurs types de compression ; on distingue tout d’abord la compres-
sion sans perte de la compression avec perte. Dans le premier cas, l’algorithme
restitue, apre`s les ope´rations successives de compression et de de´compression, une
information strictement identique a` l’originale. Ce type de compression est adapte´
en particulier aux ﬁchiers exe´cutables et aux donne´es sensibles comme les images
me´dicales. En ce qui concerne la compression avec perte, l’information restitue´e
n’est pas strictement identique a` l’information originale, mais elle en est voisine, et
les me´thodes permettent ge´ne´ralement de quantiﬁer et de borner l’erreur commise.
Ces algorithmes sont souvent utilise´s pour compresser des sons, des images et des
vide´os.
Dans le cas de la compression d’objets 3D, on distingue e´galement les algo-
rithmes dits mono-re´solution des algorithmes multi-re´solution. Dans le premier cas,
la forme globale du mode`le original est accessible uniquement a` la ﬁn de la de´com-
pression, alors qu’en multi-re´solution, l’objet apparaˆıtra avec un faible niveau de
de´tail de`s le de´but de la de´compression, puis sera progressivement raﬃne´ jusqu’a`
e´pouser la forme originale en ﬁn de de´compression. Les contraintes impose´es dans
la seconde famille de me´thodes rendent ge´ne´ralement l’algorithme moins eﬃcace en
terme de taux de compression.
Une bibliographie des principales approches de compression sera rappele´e en
de´but du chapitre 5 plus spe´ciﬁquement consacre´ a` ces aspects.
Dans ce me´moire, nous travaillons sur des repre´sentations de formes 3D corres-
pondant a` des triangulations surfaciques (cf ﬁgure 1.1). Ce sont des structures de
donne´es particulie`res et la conception d’algorithmes de compression adapte´s doit
tenir compte de leurs proprie´te´s ge´ome´triques.
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a. b. 
Figure 1.1 – En a) une forme repre´sente´e en 3D et en b), le maillage correspondant.
L’objet a e´te´ de´veloppe´ par CAO.
E´tude de la relation entre des connectivite´s diﬀe´rentes.
Dans ce qui suit, nous n’allons pas de´velopper de nouvelles approches comple`tes
pour compresser des surfaces triangule´es, mais apporter des contributions en
terme de transformation compacte de connectivite´ entre deux maillages a` un
meˆme jeu de sommets. Nous n’aborderons pas le de´placement des sommets dans
l’espace ambiant (ce proble`me a de´ja` e´te´ aborde´ par de nombreux auteurs) mais
nous nous focaliserons sur les modiﬁcations concernant le graphe sous-jacent des
triangulations, appele´ le plus souvent connectivite´, parfois topologie. Nous voyons
plusieurs applications a` une telle transformation :
– A` partir de proce´de´s utilise´s dans les algorithmes de compression avec perte,
il est possible de ge´ne´rer un maillage tre`s proche du maillage original avec un
couˆt bien infe´rieur aux algorithmes sans perte. Nous pouvons donc ge´ne´rer
de nouveaux algorithmes mono-re´solution et multi-re´solution, en de´terminant
une transformation compacte entre le maillage obtenu et celui souhaite´, et
combiner le re´sultat au ﬁchier compresse´. Cette me´thode est inte´ressante si le
maillage souhaite´ a une connectivite´ tre`s ”proches” du maillage obtenu. Elle
peut eˆtre interpre´te´e comme une manie`re de corriger un maillage a` faible couˆt.
– L’utilisation de transformations compactes est aussi inte´ressante pour
compresser un ensemble de maillages. En eﬀet, plutoˆt que de coder tous les
maillages de l’ensemble inde´pendamment, il peut eˆtre inte´ressant de coder
certains maillages “cle´s” par un algorithme de compression ge´ome´trique
mono-re´solution classique et les autres par des transformations a` partir des
maillages cle´s. Cela ne´cessite de mettre en relation des maillages en fonction
de leur distance relative (par rapport a` la transformation compacte envisa-
ge´e), puisque il ne sera inte´ressant d’utiliser une transformation compacte
que lorsque deux maillages sont assez ”proche”. Cette approche peut alors
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Figure 1.2 – Graphe oriente´ montrant les relations qui pourraient eˆtre implique´es
dans le codage d’un ensemble de maillages Mi. La distance entre deux sommets
sur la ﬁgure est proportionnelle au couˆt du codage de la transformation entre les
maillages correspondants. On en de´duit donc un ensemble de graphes oriente´s ou`
les sommets en bleu repre´sentent des maillages code´s par un algorithme classique
de compression ge´ome´trique et les sommets en orange repre´sentent des maillages
obtenus par transformation du maillage.
– Une transformation compacte prenant en compte des modiﬁcations de connec-
tivite´ peut ouvrir des perspectives dans la compression de se´quences de
maillages. C’est un cas particulier d’ensemble de maillages compose´ d’une
liste ordonne´e de maillages, principalement utilise´ pour mode´liser un objet
anime´. Cette se´quence peut eˆtre de deux types : contrainte (et appele´e aussi
maillage dynamique), ou non contrainte. Dans le premier cas, la connectivite´
est la meˆme tout au long de la se´quence et ne ne´cessite pas de codage de son
e´volution, alors que les se´quences non contraintes autorisent des changements
de connectivite´ entre deux maillages successifs (cf ﬁgure 1.3).
a. b. 
Figure 1.3 – Deux exemples de se´quences de maillages : une se´quence contrainte
en a) et une se´quence non contrainte en b).
De nombreux travaux ont e´te´ re´alise´s sur la compression de se´-
quences, car l’utilisation de la cohe´rence temporelle entre maillages
permet de pre´dire la position des sommets. Cependant, aucune me´-
thode codant eﬃcacement une modiﬁcation de connectivite´ n’a e´te´
porte´e a` notre connaissance et les auteurs se focalisent sur la compres-
sion d’une se´quence contrainte [Yang 2002, Ibarria 2003, Sattler 2005]
[Muller 2005, Payan 2005, Va´sˇa 2007, Va´sˇa 2009]. Un outil de modiﬁcation
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compacte de connectivite´ peut donc permettre de ge´ne´raliser les re´sultats
aux se´quences dans lesquelles deux maillages conse´cutifs peuvent eˆtre moins
”proches” et posse´der plusieurs perturbations au niveau de la connectivite´ (cf
ﬁgure 1.4).
M1 M2 M7 M4 M3 M5 M6 M8 M9 M10 M11 
Figure 1.4 – Repre´sentation sous forme de graphes oriente´s d’une se´quence de
maillages. La distance entre les sommets correspond au couˆt du codage d’une trans-
formation.
1.2 Transformation compacte par se´quence de bascules
d’areˆtes entre deux triangulations
Actuellement, nous n’avons pas connaissance de travaux abordant le concept
de transformation compacte de la connectivite´ entre deux triangulations. En toute
ge´ne´ralite´, la principale diﬃculte´ est de re´ussir a` proposer une me´thode de modiﬁ-
cation de connectivite´, avec un couˆt me´moire pouvant concurrencer un algorithme
de compression mono-re´solution. Autrement dit, e´tant donne´es deux triangulations
T1 et T2 posse´dant un meˆme jeu de sommets, une transformation de T1 vers T2 est
compacte, si le couˆt du codage de la connectivite´ de T2 a` partir de la connectivite´
de T1, est infe´rieur au codage de T2 par un algorithme mono-re´solution.
Pour re´pondre a` ce proble`me, nous avons choisi de privile´gier une ope´ration
locale de modiﬁcation de connectivite´ : la bascule d’areˆte (appele´e aussi edge ﬂip
ou edge swap). Ce choix est motive´ par le postulat que notre approche ne sera
utilise´e que pour coder des e´volutions tre`s locales de la connectivite´ entre deux
maillages.
E´tant donne´e (bc) une areˆte incidente a` deux triangles oriente´s (abc) et (cbd),
la bascule de l’areˆte (bc) supprime l’areˆte (bc) et la remplace par l’areˆte (ad). Les









Figure 1.5 – L’ope´ration de bascule de l’areˆte (bc).
La bascule d’areˆte est e´galement un outil adapte´ pour ge´ne´rer une transforma-
tion compacte a` d’autres titres. C’est une ope´ration qui peut se coder simplement en
de´signant une areˆte, et lorsque deux triangulations ont le meˆme nombre de sommets
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et le meˆme genre topologique, nous verrons qu’il n’est pas toujours ne´cessaire de
l’accompagner d’autres ope´rations de modiﬁcation de connectivite´. De plus, nous
montrerons qu’une se´quence compose´e uniquement de bascules d’areˆtes, posse`de
des proprie´te´s combinatoires permettant de la re´duire jusqu’a` une taille raisonnable.
A` titre de comparaison, nous aurions pu utiliser la me´thode d’insertion d’areˆte
au sein d’une triangulation pre´sente´e par Bern et al. [Bern 1993]. Dans ce cas, la
construction d’une areˆte (ab), ne´cessite le codage des sommets a et b et d’une zone
de la triangulation dans laquelle sera construite l’areˆte, ainsi qu’une heuristique de
re-triangulation de la re´gion perturbe´e (cf ﬁgure 1.6). Cependant, le codage d’une
insertion semble couteux, et la de´termination d’une se´quence d’insertions d’areˆte de
petite taille, paraˆıt diﬃcile a` concevoir.
b a b a b a
a. b. c. 
Figure 1.6 – Construction d’une areˆte (ab). En b), de´termination d’une zone
contenant l’areˆte (ab) (en jaune). En c), insertion de l’areˆte (ab) (en rouge) et re-
triangulation a` partir des areˆtes restantes de la zone se´lectionne´e (areˆtes en bleues).
Nous aurions aussi pu utiliser une me´thode ge´ne´rant des se´quences com-
pose´es a` la fois d’ajouts de sommets, de retraits de sommets et de bascules
d’areˆtes. Cependant, de´signer l’ope´ration a` choisir au sein d’une se´quence aura
un couˆt non ne´gligeable. Si l’on souhaite construire une transformation entre
deux triangulations, la meilleure solution semble eˆtre de se´parer la se´quence
contenant les ajouts ou retraits de sommets et celle contenant les bascules d’areˆtes.
Dans ce cas, la de´signation d’une ope´ration de modiﬁcation de connectivite´
devient beaucoup moins couˆteuse, et le proble`me se rame`ne la` encore a` la de´ter-
mination d’une se´quence de bascules d’areˆtes posse´dant la plus petite taille possible.
1.3 Contributions a` l’e´laboration d’une transformation
compacte
La construction d’une transformation compacte a` partir d’une se´quence de
bascules d’areˆtes, ne´cessite la re´solution de trois proble`mes correspondant aux trois
principales contributions de la the`se.
• La premie`re contribution concerne la de´termination d’une se´quence de
bascules d’areˆtes entre deux triangulations connexes, posse´dant un meˆme nombre
de sommets et un meˆme genre topologique. L’originalise´ de notre approche est de
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travailler avec des triangulations appartenant a` une classe assez large dans laquelle
les possibilite´s de passage d’une triangulation a` une autre seront plus grandes que
dans une classe plus restreinte. Il s’agit de la la classe des triangulations oriente´es
combinatoirement manifold, introduit dans le chapitre 2. Nous e´nonc¸ons alors les
conditions ne´cessaires et suﬃsantes assurant l’existence d’une se´quence de bascules
d’areˆtes entre deux triangulations donne´es. Nous pre´sentons aussi un algorithme
polynomial permettant de de´terminer une se´quence de bascules d’areˆtes sans avoir
a` connaˆıtre le genre topologique commun.
• L’utilisation des bascules d’areˆtes dans des algorithmes de compression,
ne´cessite de travailler avec des se´quences dont la longueur est la plus petite
possible. L’approche que nous proposons dans le chapitre 4 est fonde´e sur une
aﬀectation d’indice a` chaque areˆte, avec transfert de l’indice d’une areˆte de´truite
sur l’areˆte cre´e´e lors d’une bascule d’areˆte. Ceci donne un moyen d’identiﬁer et de
suivre une areˆte pendant une se´quence de bascules et permet le de´veloppement
d’outils simples capables d’augmenter ou de diminuer la longueur d’une se´quence.
Nous en de´duisons un algorithme polynomial de re´duction de se´quences de bascules
d’areˆte, qui, s’il ne garantit pas la minimisation optimale, garantit ne´anmoins une
optimisation locale de sa longueur.
• Notre dernie`re contribution concerne enﬁn l’e´laboration de me´thodes de
codage d’une se´quence de bascules d’areˆtes avec pour objectif de ge´ne´rer la plus
petite se´quence de bits possible. Le principe des diﬀe´rentes me´thodes de codage
introduites est base´e sur une re´organisation des bascules d’une se´quence, en n
sous-ensembles tels que :
- chaque sous-ensemble est compose´ de bascules qui commutent deux a` deux,
- chaque areˆte bascule´e dans un sous-ensemble est voisine dans la triangulation
d’au moins une areˆte bascule´ee dans le sous-ensemble pre´ce´dent,
Des re´sultats expe´rimentaux montrent que dans certains cas, notre transforma-
tion peut concurrencer les algorithmes de compression mono-re´solution, et nous
l’utiliserons pour e´laborer une nouvelle version de l’algorithme de compression
multi-re´solution IPR [Valette 2009]. Enﬁn, nous associons la transformation
compacte avec de nouveaux outils de modiﬁcation de connectivite´, pour coder la
diﬀe´rence de connectivite´ entre deux triangulations ne posse´dant pas force´ment le
meˆme nombre de sommets et le meˆme genre topologique.
Les aspects bibliographiques a` mettre en relation avec chacunes des contribu-
tions seront inte´gre´s dans chacun des chapitres correspondants.

Chapitre 2
Classes de triangulations et
bascule d’areˆte associe´e
Dans l’introduction, nous nous sommes inte´resse´s aux maillages correspondant a`
des surfaces triangule´es, mais nous allons ensuite faire e´voluer ces triangulations au
sein de classes assez larges qui me´ritent d’eˆtre spe´ciﬁe´es de manie`re plus exacte.
Le lecteur pourra se re´fe´rer a` l’annexe B, si certaines notions de ge´ome´trie ou
concernant les graphes ne sont pas connues.
L’ensemble des triangulations avec lesquelles nous travaillons sont des triangu-
lations de dimension 2. Nous dirons qu’une classe de triangulations est de type
combinatoire si la bascule d’areˆte est conditionne´e exclusivement par des crite`res
lie´s a` la connectivite´. Si la bascule d’areˆte est conditionne´e par des crite`res ge´ome´-
triques, nous dirons qu’elle est de type ge´ome´trique.
2.1 Classes de triangulations de type combinatoire
2.1.1 Classe ge´ne´rale
Nous pre´sentons une premie`re classe de triangulations qui a la particularite´
d’inclure toutes les classes suivantes. Les re´sultats pre´sente´s dans le chapitre 4 sont
suﬃsamment ge´ne´raux pour pouvoir s’appliquer a` des triangulations de cette classe.
2.1.1.1 De´ﬁnition
Les triangulations combinatoires au sens le plus ge´ne´ral conside´re´ dans cette
the`se, sont constitue´es d’un ensemble de sommets, d’areˆtes et de faces satisfaisant
les conditions suivantes :
1. chaque face est borde´e par un cycle d’areˆtes de longueur 3 ;
2. chaque areˆte est incidente a` deux sommets possiblement identiques. Une areˆte
incidente a` deux sommets identiques est une boucle.
3. chaque areˆte est incidente a` au plus deux faces pouvant eˆtre identiques. Une
areˆte incidente a` une seule face est appele´e areˆte de bord ;
Nous notons T la classe de ces triangulations combinatoires (cf ﬁgure 2.1). Elle est
souvent utilise´e en mathe´matiques avec une approche beaucoup plus formelle sous
le nom de Δ-complexe [Hatcher 2002]. En particulier, les triangulations introduites
par Bobenko sont des Δ-complexe avec un plongement particulier [Bobenko 2007].




Figure 2.1 – Exemple d’une triangulation combinatoire. Elle posse`de une boucle et
des areˆtes multiples. L’areˆte (ab) ainsi que les areˆtes de bord ne sont pas basculables.
2.1.1.2 Bascule d’areˆte associe´e
On munit la classe T de l’ope´ration de bascule d’areˆte de´ﬁnie en 1.2. Cette
ope´ration peut-eˆtre applique´e a` toute areˆte incidente a` des faces distinctes. En
particulier, nous interdisons donc les bascules d’areˆtes de bord qui n’ont pas de
sens. Lorsque la bascule d’une areˆte (ab) n’est pas possible, nous dirons que l’areˆte
(ab) n’est pas basculable.
2.1.2 Triangulations oriente´es combinatoirement manifold
Nous introduisons a` pre´sent une classe de triangulations plus restreinte qui aura
un roˆle central dans le manuscrit. Tous nos re´sultats du chapitre 3 sur la de´termi-
nation de se´quences de bascules d’areˆtes, ne´cessite l’exploitation des conﬁgurations
particulie`res oﬀertes par cette classe. Il s’agit d’une sous-classe de la classe de tri-
angulations pre´ce´dente.
2.1.2.1 De´ﬁnition
Les triangulations oriente´es combinatoirement manifold, note´es T, sont consti-
tue´es d’un ensemble de sommets, d’areˆtes et de faces satisfaisant les conditions
suivantes :
1. chaque face est borde´e par un cycle oriente´ d’areˆtes de longueur 3 et incidente
a` trois sommets diﬀe´rents ;
2. chaque areˆte (ab) est incidente a` deux sommets distincts a et b et a` une ou
deux faces oriente´es de manie`res cohe´rentes (abc) et (bad). Une areˆte incidente
a` une seule face est appele´e areˆte de bord ;
3. en conside´rant l’adjacence des faces oriente´es incidentes a` un meˆme sommet
non bord (c’est-a`-dire non incident a` une areˆte de bord), on obtient un cycle de
faces (et d’areˆtes) que l’on de´signera par la suite comme un disque topologique
combinatoire. Dans le cas d’un sommet de bord, on impose la pre´sence d’un
seul demi-disque topologique.
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Dans la litte´rature, il existe une classe de triangulations autorisant les
areˆtes multiples mais pas les boucles, qui se nomme les simplicial posets
[Bjo¨rner 1984, Stanly 1991]. Les triangulations oriente´es combinatoirement ma-
nifold peuvent eˆtre caracte´rise´es comme des simplicial posets dont la surface est
orientable, pouvant contenir des bords et dont les sommets sont plonge´s dans E2
ou E3.
Remarques :
• Si l’on choisit de plonger les sommets, aucune contrainte de non intersection
n’est impose´e sur les faces et les areˆtes qui demeurent des objets purement combi-
natoires (cf ﬁgure 2.2).
Figure 2.2 – Exemple de deux maillages identiques de T avec deux plongements
diﬀe´rents de leurs sommets (elles ont donc meˆme nombre de sommets, genre topo-
logiques, et sont tous les deux oriente´s).
• La classe de triangulations e´tudie´e permet a` deux faces d’eˆtre incidentes a`
plus de deux sommets ou areˆtes communes. De meˆme, la condition (2) n’interdit
pas a` deux sommets a et b d’eˆtre incidents a` plus de deux areˆtes (ab) (il n’y a pas
de limites). On peut donc rencontrer plusieurs faces incidentes a` un meˆme triplet
de sommets (cf ﬁgure 2.3).
?
??
Figure 2.3 – Dans cette triangulation du tore, on peut trouver au moins trois
faces oriente´es incidentes a` un meˆme triplet de sommets : (acb), (abc), et (cab).
2.1.2.2 Bascule d’areˆte associe´e
Dans la classe des triangulations oriente´es combinatoirementmanifold, la bascule
d’une areˆte appartenant a` une triangulation T ∈ T, est interdite lorsque son image
n’appartient pas a` T. Nous interdisons donc la bascule de (ab) lorsqu’elle ge´ne`re
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une areˆte connectant un sommet c a` lui-meˆme, ce qui est e´quivalent a` interdire de
basculer l’areˆte (ab) lorsqu’elle est adjacente a` deux faces incidentes au meˆme triplet












c c c c
Figure 2.4 – Deux exemples d’areˆtes non basculables dans T.
En pratique, on pre´fe`re ne pas visualiser les areˆtes comme des segments, mais
plutoˆt des courbes qui respectent la position relative des areˆtes dans les disques











Figure 2.5 – L’areˆte (ac) re´sultante est comprise entre les (ae) et (ad) autour du
sommet a ainsi que (ec) et (ed) autour de c.
2.1.3 Triangulations de Wagner
Une autre classe de triangulations a permis la de´termination de re´sultats im-
portants sur l’e´tablissement de se´quences de bascules d’areˆtes. Il s’agit de la classe
introduite par Wagner [Wagner 1936]. Cette classe est incluse dans la classe ge´-
ne´rale des triangulations combinatoires et se distingue des triangulations oriente´es
combinatoirement manifold par le fait qu’elle n’autorise pas les faces a` partager plus
d’une areˆte commune, mais elle permet en revanche a` un sommet d’eˆtre partage´ par
plusieurs cycles de faces incidentes a` un meˆme sommet. Les re´sultats e´tablis dans
le chapitre 3 ne peuvent eˆtre ge´ne´ralise´s a` cette classe.
2.1.3.1 De´ﬁnition
Les triangulations de Wagner sont constitue´es d’un ensemble de sommets,
d’areˆtes et de faces satisfaisant les conditions suivantes :
2.1. Classes de triangulations de type combinatoire 13
1. chaque face est borde´e par un cycle d’areˆtes de longueur 3 et posse`de au
maximum une areˆte incidente commune ;
2. chaque areˆte est incidente a` deux sommets distincts et exactement deux faces ;
3. L’adjacence entre faces autour d’un sommet permet de de´ﬁnir un ou plusieurs
cycles de faces et d’areˆtes.
On remarque que les sommets ne sont pas ne´cessairement plonge´s et que les trian-
gulations n’ont pas de bords.
2.1.3.2 Bascule d’areˆte associe´e
Les bascules d’areˆtes sont conditionne´es uniquement par la connectivite´ de la tri-
angulation (comme dans notre classe de triangulations oriente´es combinatoirement
manifold, le plongement e´ventuel des sommets n’est pas de´termine´). La bascule
d’une areˆte est interdite lorsque celle-ci engendre une triangulation avec deux faces
incidentes partageant deux areˆtes communes.
2.1.3.3 Relation avec la classe des triangulations oriente´es combinatoi-
rement manifold
Etant donne´e une triangulation T de Wagner, il n’est pas toujours possible de
trouver une triangulation oriente´e combinatoirement manifold T ′ telle que T et T ′
ont une meˆme connectivite´. C’est le cas lorsque T est une surface non oriente´e ou
qu’elle posse`de un sommet dont l’ensemble des faces adjacentes ne correspond pas a`
un disque topologique combinatoire (cf ﬁgure 2.6). Inversement, une triangulation
de la classe des triangulations oriente´es combinatoirement manifold peut contenir











Figure 2.6 – Dans cette triangulation de Wagner, le sommet situe´ au centre ne
posse`de pas de coˆne simple forme´ de ces faces adjacentes. Les faces (bea), (ceb) et
(aec) incidentes a` e sont incluses dans la triangulation mais aussi les faces (a′eb′),
(b′ec′) et (c′ea′).
2.1.4 Triangulations combinatoires d’un polygone simple
Nous appelons triangulation d’un polygone simple, une triangulation de T , de
genre 0, contenant un seul bord et ne posse´dant aucun sommet interne. Toutes les
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areˆtes internes sont incidentes a` des faces distinctes, donc elles sont toutes bascu-
lables. De plus, les triangulations d’un polygone simple forment une classe stable













Figure 2.7 – Repre´sentation d’un polygone simple triangule´.
2.2 Classes de triangulations dites ge´ome´triques
2.2.1 Triangulations ge´ome´triques oriente´es
Nous pre´sentons maintenant une classe de triangulations dans laquelle le plon-
gement ge´ome´trique joue un roˆle important avec l’e´tablissement d’une contrainte
de non intersection qui conditionne e´galement la possibilite´ d’une bascule d’areˆte.
Cette classe peut eˆtre vue comme une spe´cialisation de la classe des triangulations
oriente´es combinatoirement manifold.
2.2.1.1 De´ﬁnition
Les triangulations ge´ome´triques oriente´es, sont constitue´es d’un ensemble de
sommets, d’areˆtes et de triangles satisfaisant les conditions suivantes :
1. les sommets sont plonge´s (ou plongeables) dans un espace euclidien E2 ou E3 ;
2. chaque areˆte est incidente a` deux sommets distincts et a` un ou deux triangles.
Une areˆte incidente a` un seul triangle est appele´e areˆte de bord ;
3. tout couple de triangles partage au plus un sommet ou une areˆte (et ses deux
extre´mite´s) ;
4. pour chaque sommet, l’ensemble des areˆtes oppose´es a` ce sommet dans l’en-
semble des triangles incidents forme une chaˆıne polygonale simple ferme´ et
oriente´, appele´ link, sauf si le sommet est un bord auquel cas l’ensemble des
areˆtes constitue une unique chaˆıne polygonale simple ouverte. Les faces inci-
dentes a` un sommet non bord constituent un voisinage home´omorphe a` un
disque ou a` un unique demi-disque topologique dans le cas du bord ;
Cette classe de triangulation peut e´galement eˆtre de´ﬁnie par la classe des surfaces
simpliciales oriente´es [Spanier 1994].
Dans le cas ou` les sommets sont plonge´s dans E2, on retrouve la classe des
triangulations planaires. Dans le cas ou` les sommets sont plongeables dans E3 et
ou` les triangulations sont connexes et ferme´es, on retrouve les triangulations de
surfaces ferme´es de´ﬁnies par Giblin [Giblin 2010].
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2.2.1.2 Bascule d’areˆte associe´e
Dans cette classe, c’est la ge´ome´trie du maillage qui de´termine si une areˆte
est basculable ou non. Une areˆte n’est pas basculable si la bascule ge´ne`re une
triangulation violant la proprie´te´ (3) des triangulations ge´ome´triques.
2.2.1.3 Relation avec la classe des triangulations oriente´es combinatoi-
rement manifold
Le lemme suivant pre´sente les relations entre les triangulations ge´ome´triques
oriente´es et la classe des triangulations oriente´es combinatoirement manifold :
Lemme II.1 : Nous pouvons repre´senter n’importe quelle triangulation ge´ome´-
trique oriente´e comme une triangulation oriente´e combinatoirement manifold.
De´monstration. Soit T une triangulation ge´ome´trique oriente´e. Le link d’un sommet
permet de de´ﬁnir un cycle oriente´ de faces deux a` deux adjacentes autour de ces
sommets. Nous obtenons alors un plongement de T dans la classe des triangulations
oriente´es combinatoirement manifold.
Nous pouvons donc transformer une triangulation ge´ome´trique oriente´e en une
seconde de la meˆme classe a` partir des triangulations oriente´es combinatoirement
manifold et de la bascule associe´e.
2.2.2 Triangulations d’un n-gone convexe
Les triangulations combinatoires d’un polygone simple posse`dent leur analogue
dans la classe des triangulations dite ge´ome´triques. Il s’agit des triangulations du
n-gone convexe. Toutes les areˆtes sont basculables a` chaque instant car les triangles















Figure 2.8 – Bascule d’areˆte applique´e a` une triangulation d’un 7-gone convexe.
Les re´sultats pre´sente´s dans le chapitre 3 s’appliquent a` des triangulations de
la classe des triangulations oriente´es combinatoirement manifold et ne peuvent pas
se ge´ne´raliser en se restreignant au sein d’une classe plus restreinte. Les re´sultats
du chapitre 4 s’appliquent dans la classe ge´ne´rale des triangulations combinatoires
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mais peuvent aussi se restreindre au sein des autres classes de triangulations pre´-
sente´es. Enﬁn, dans le chapitre 5, tous les re´sultats ont e´te´ obtenus en travaillant
dans la classe des triangulations oriente´es combinatoirement manifold munie de son
ope´ration de bascule d’areˆte.
Chapitre 3
Ge´ne´ration de se´quences de
bascules d’areˆtes
Ce chapitre traite de la de´termination d’une se´quence de bascules d’areˆtes entre
deux triangulations partageant un meˆme nombre de sommets et un meˆme genre
topologique. Le proble`me de leur existence a de´ja` e´te´ aborde´ dans la classe des
triangulations ge´ome´triques et la classe des triangulations de Wagner. Cependant,
il existe peu d’algorithmes de de´termination de se´quences. Ils ne permettent pas
toujours de s’accorder avec une mise en correspondance pre´alable des sommets des
deux triangulations, et se limitent ge´ne´ralement aux triangulations planes ou aux
surfaces de genre 0.
Nous reme´dions a` ces limitations en proposant une manie`re directe de de´termi-
ner une se´quence de bascules d’areˆtes entre deux triangulations oriente´es combina-
toirement manifold, partageant un meˆme nombre de sommets et un meˆme genre
topologique. Nous prenons e´galement en compte une correspondance entre les som-
mets des deux maillages, qui, si elle est non fournie, peut eˆtre choisie de manie`re
ale´atoire, sauf pour les sommets adjacents a` une areˆte de bord. Nous pre´sentons les
re´sultats suivants :
– Etant donne´e une triangulation contenant deux sommets a et b, ainsi que des
areˆtes contraintes, que l’on interdit de basculer, nous pre´sentons une approche
directe pour tenter de construire une areˆte (ab). Dans un premier temps, nous
cherchons a` e´tablir un chemin de faces reliant a a` b et n’intersectant aucune
areˆte contrainte. Lorsque cela est possible, nous construisons ensuite l’areˆte
(ab) en combinant des bascules d’areˆtes incidentes a` deux faces conse´cutives
du chemin, et des de´placements locaux de chemin.
– Etant donne´es deux triangulations Tinit et Tcible de T, nous e´nonc¸ons les condi-
tions ne´cessaires et suﬃsantes assurant l’existence d’une se´quence de bas-
cules d’areˆtes entre elles. Tinit et Tcible doivent eˆtre connexes, avoir le meˆme
nombre de sommets et le meˆme genre topologique. Si elles posse`dent des areˆtes
contraintes (dont les areˆtes de bord), ces dernie`res doivent ve´riﬁer les condi-
tions suivantes de bonne correspondance entre les deux triangulations :
- les areˆtes contraintes sont en quantite´ e´gale dans Tinit et Tcible ;
- pour chaque areˆte contrainte incidente aux sommets a et b de Tinit, il
existe une areˆte contrainte correspondante dans Tcible, incidente aux sommets
de Tcible mis en correspondance avec a et b ;
- l’ordre des areˆtes contraintes dans le disque topologique combinatoire au-
tour des sommets mis en correspondance, est identique ;
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- les cycles d’areˆtes contraintes ainsi mises en correspondance doivent avoir
la meˆme orientation dans Tinit et Tcible ;
- Si deux sommets a et b sont adjacents dans une triangulation, il existe
un chemin de faces entre les sommets correspondant dans la seconde triangu-
lation ne traversant pas d’areˆtes contraintes .
De manie`re ite´rative, il est alors possible de construire une se´quence de bas-
cules entre les deux triangulations Tinit et Tcible en utilisant une strate´gie que
nous de´crivons dans un algorithme tre`s ge´ne´ral.
– Etant donne´es deux triangulations T1 et T2 satisfaisant les conditions pre´ce´-
dentes, nous pre´sentons ensuite un algorithme direct permettant de changer
la connectivite´ de T1 en celle de T2 en utilisant une se´quence de bascules
d’areˆtes, sans avoir a` connaˆıtre le genre topologique commun. L’algorithme
proce`de par construction successive des faces selon un me´canisme de crois-
sance de re´gions. Nous oﬀrons une preuve de la validite´ de cet algorithme et
l’eﬃcacite´ de l’approche est illustre´e par des re´sultats expe´rimentaux.
Les re´sultats pre´sente´s dans ce chapitre exploitent la diversite´ des conﬁgu-
rations oﬀertes par la classe des triangulations oriente´es combinatoirement
manifold et leur validite´ ne s’e´tend pas force´ment a` une classe de triangula-
tion plus restreinte.
3.1 E´tat de l’art sur la de´termination de se´quences de
bascules d’areˆtes
Nous avons divise´ l’e´tat de l’art en trois ensembles de triangulations : les tri-
angulations d’un n-gone convexe, les triangulations ge´ome´triques oriente´es et les
triangulations de la classe de Wagner.
3.1.1 Re´sultats sur les triangulations d’un n-gone convexe
Etant donne´es deux triangulation d’un n-gone convexe, il existe tou-
jours une se´quence de bascules entre elles. En eﬀet, Lucas et Hurtado
[Lucas 1987, Hurtado 1999] montrent que le graphe des bascules d’areˆtes (c’est-a`-
dire le graphe dont les sommets sont des triangulations et tel que deux sommets
sont connecte´s s’il existe une bascule d’areˆte qui transforme le premier en le second)
est hamiltonien, c’est-a`-dire qu’il posse`de au moins un cycle d’areˆtes passant une
unique fois par tous les sommets.
En ce qui concerne la de´termination d’une se´quence, une me´thode na¨ıve consiste
a` construire le graphe de bascules d’areˆtes du n-gone convexe et a` de´terminer un
chemin reliant le sommet contenant la triangulation de de´part a` celui contenant
la triangulation d’arrive´e. Le graphe posse´dera Cn−2 =
(2n−4)!
(n−1)!(n−2)! sommets car il
existe Cn−2 triangulations diﬀe´rentes (correspondant au nombre de Catalan). Nous
pouvons aussi proce´der par deux me´thodes ite´ratives d’insertion de la connectivite´
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de Tcible dans Tinit :
• 1e`re me´thode - On utilise la proprie´te´ suivante : toutes les triangu-
lations d’un n-gone convexe posse`dent au minimum deux faces adjacentes et
incidentes a` deux areˆtes de bord de la triangulation. Nous proposons donc un al-
gorithme construisant ite´rativement les faces de Tcible dans Tinit (cf algorithme 3.1).
Algorithme 1 De´termination d’une se´quence de bascules par construction ite´rative
des faces de Tcible dans Tinit
tant que Tinit et Tcible posse`dent plus de trois sommets faire
Soit une face (abc) dans Tcible telle que (ab) et (ac) sont des areˆtes de bord
Basculer toutes les areˆtes incidentes a` a dans Tinit
Tinit ← Tinit prive´e de la face (abc)
Tcible ← Tcible prive´e de la face (abc)
ﬁn tant que
Retourner la se´quence des bascules d’areˆtes utilise´es
La ﬁgure 3.1 illustre cette me´thode.
?????? ???????
Figure 3.1 – De´termination d’une se´quence de bascules en construisant successi-
vement les faces souhaite´es (en rouge, les faces construites). Les ﬂe`ches en bleues
montrent les areˆtes bascule´es pour construire une nouvelle face.
• 2e`me me´thode - On de´ﬁnit un chemin de faces exploitables entre deux
sommets a et b comme une se´quence de faces F = (f1, ..., fq) ve´riﬁant :
- le sommet a est incident a` la face f1, mais pas a` f2 ;
- le sommet b est incident a` la face fq, mais pas a` fq−1 ;
- les faces fi et fi+1 sont incidentes a` une meˆme areˆte ;
- fi = fj si i = j.
On de´ﬁnit le chemin d’areˆtes associe´ E = (e1, ..., eq−1), compose´ des areˆtes
adjacentes a` fi et fi+1, c’est-a`-dire ei = fi ∩ fi+1.
On utilise la proprie´te´ qu’il existe toujours un unique chemin de faces ex-
ploitables F reliant deux sommets a et b dans un n-gone convexe triangule´.
Le basculement des areˆtes du chemin d’areˆtes E dans l’ordre (e1, puis e2, ...,
eq−1), permet d’inse´rer l’areˆte (ab). Nous en de´duisons un algorithme construisant
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ite´rativement les areˆtes de Tcible dans Tinit (cf algorithme 2) et la ﬁgure 3.2 illustre
cette me´thode. Les chemins de faces seront aborde´s plus en de´tail dans la partie
3.3.1.
Algorithme 2 De´termination d’une se´quence de bascules par construction ite´rative
des areˆtes de Tcible dans Tinit
tant que Il existe au moins une areˆte (ab) de Tcible non pre´sente dans Tinit faire
Trouver un chemin de faces exploitable F dans Tinit entre les sommets a et b
Basculer dans l’ordre les areˆtes du chemin associe´ E
ﬁn tant que
Retourner la se´quence des bascules d’areˆtes utilise´es
?????? ???????
Figure 3.2 – De´termination d’une se´quence de bascules a` partir des faces incidentes
a` deux areˆtes du bord de la triangulation. En jaune, les chemins de faces et en rouge,
les areˆtes construites.
Dans les cas suivants, la de´termination de se´quences sera beaucoup plus de´licate
car les triangulations posse`deront des areˆtes non basculables, et il n’y aura plus
unicite´ des chemins de faces exploitables entre deux sommets.
3.1.2 Re´sultats sur les triangulations ge´ome´triques oriente´es
Dans ce cas, il n’y a aucune application de mise en correspondance a` de´ﬁnir car
chaque sommet de Tinit est mis en correspondance avec le sommet de Tcible posse´dant
la meˆme ge´ome´trie. Nous supposerons donc qu’il n’y a aucun point confondu dans
les deux triangulations.
Nous pre´sentons dans un premier temps les me´thodes qui font appel a` une
triangulation appele´e pivot note´e Tpivot. La se´quence de bascules recherche´e sera la
concate´nation de la se´quence entre Tinit et Tpivot et de la se´quence entre Tpivot et
Tcible (qui est e´quivalente a` la se´quence entre Tcible et Tpivot dont on inverse l’ordre
des bascules). La triangulation pivot doit pouvoir eˆtre ge´ne´re´e a` partir de n’importe
quelle triangulation partageant le meˆme nuage de points.
Dans le cas des triangulations planaires (les sommets sont plonge´s dans R2),
nous pre´sentons deux algorithmes permettant de ge´ne´rer une triangulation pivot :
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• A` partir d’une triangulation de re´fe´rence [Lawson 1972] - Pour
m > 0, on de´ﬁnit un ensemble ordonne´ de points Vm = {v1, v2, ..., vm} tel que vm
est un point n’appartenant pas a` l’enveloppe convexe de Vm−1, vm−1 n’appartient
pas a` l’enveloppe convexe de Vm−2 et ainsi de suite. En supposant que le nuage de
points posse`de s sommets, on de´ﬁnit une triangulation de re´fe´rence de Vs de la
manie`re suivante :
- la triangulation de re´fe´rence de V2 est simplement compose´e d’une areˆte
(v1v2) ;
- e´tant donne´e une triangulation de re´fe´rence Ti−1 correspondant a` Vi−1, on
construit la triangulation de re´fe´rence Ti de Vi = Vi−1 ∪ vi en inse´rant vi ainsi
que toutes les areˆtes pouvant relier vi a` un sommet du bord de Ti−1 sans cre´er
d’intersections avec les areˆtes de Ti−1.
On remarque qu’il existe ge´ne´ralement plusieurs triangulations de re´fe´rence
d’un meˆme nuage de points en fonction de l’ensemble ordonne´ de points.
Soient Tpivot une triangulation de re´fe´rence de´termine´e a` partir de l’ensemble
ordonne´ de points Vs et T une triangulation quelconque de Vs. Nous allons chercher
a` transformer T en Tpivot en reliant le sommet vs uniquement aux sommets de Vs−1
voisins dans Tpivot, puis le sommet vs−1 aux sommets de Vs−2 voisins dans Tpivot et
ainsi de suite. Supposons que cela soit eﬀectue´ pour les sommets vs, vs−1, ..., vi+1,
alors on relie le sommet vi aux sommets de Vi−1 voisins dans Tpivot, simplement
en basculant les areˆtes incidentes a` vi non pre´sentes dans Tpivot. Lawson de´montre
que ces areˆtes sont toujours basculables et qu’il restera les areˆtes souhaite´es. On
en de´duit l’algorithme 3 permettant de construire une triangulaion de re´fe´rence a`
partir de bascules d’areˆtes.
Algorithme 3 Construction d’une triangulation de re´fe´rence
i ← s
tant que i = 0 faire
Basculer toutes les areˆtes incidentes a` vi et non pre´sentes dans Tpivot
i ← i− 1
ﬁn tant que
• A` partir d’une triangulation de Delaunay [Lawson 1977] - La seconde
me´thode consiste a` construire une triangulation dite de Delaunay a` partir de bas-
cules d’areˆtes. E´tant donne´e une triangulation T , on dira qu’une areˆte (ab) est
ille´gale si le cercle circonscrit a` la face adjacente (abc) contient le sommet d (en
son inte´rieur), ou si celui de la face adjacente (abd) contient le sommet c. Dans le
cas inverse, on dira que l’areˆte (ab) est le´gale. Une triangulation de Delaunay d’un
ensemble de points S est une triangulation de S sans areˆte ille´gale.
Il est aussi possible de de´tecter qu’une areˆte (ab) est ille´gale en ve´riﬁant que la
somme des angles oppose´s a` (ab) au sein des deux faces adjacentes est supe´rieure










l’arête (ab)  
Figure 3.3 – Basculer une areˆte ille´gale ge´ne`re une nouvelle areˆte le´gale. Les cercles
en pointille´s repre´sentent les cercles circonscrits aux faces.
a` π. La bascule d’areˆte remplace une areˆte ille´gale par une areˆte le´gale (cf ﬁgure
3.3), et Lawson montre que quel que soit l’ordre des areˆtes ille´gales bascule´es, la
triangulation converge vers une triangulation de Delaunay. Il propose un algorithme
utilisant O(a2) bascules d’areˆtes, ou` a est le nombre d’areˆtes (cf algorithme 4).
Algorithme 4 Construction d’une triangulation de Delaunay
Inse´rer toutes les areˆtes de la triangulation initiale dans une pile
tant que La pile n’est pas vide faire
De´piler la premie`re areˆte (ab)
si (ab) est ille´gale alors




Cependant, la triangulation de Delaunay n’est pas toujours unique. Dans le
cas ou` les sommets a, b, c et d sont cocycliques (c’est-a`-dire qu’ils appartiennent
au meˆme cercle), les areˆtes (ab) et (cd) sont le´gales ; ce qui entraine l’existence
d’au moins deux triangulations de Delaunay diﬀe´rentes. L’utilisation de l’algo-
rithme 4 engendrant une triangulation pivot entre Tinit et Tcible ne´cessite que la
triangulation de Delaunay re´sultante soit unique. On peut par exemple de´ﬁnir une
relation d’ordre entre les points telle que pour deux sommets a et b dans E2, de
coordonne´es (xa, ya) et (xb, yb), on a a < b si xa < xb ou si xa = xb et ya < yb.
Apre`s la ge´ne´ration d’une triangulation de Delaunay, on peut alors imposer a` tout
quadruplet de sommets cocycliques que l’areˆte interne relie toujours le sommet
supe´rieur par rapport a` la relation d’ordre pre´ce´dente.
Bobenko et Springborn [Bobenko 2007] pre´sentent un re´sultat analogue a` celui
de Lawson dans le cas des surfaces dites plates par morceaux. On de´ﬁnit une surface
plate par morceaux (S, d) comme une varie´te´ diﬀe´rentielle de dimension 2 note´e S
pouvant posse´der des bords, et accompagne´e d’une me´trique d qui est plate sauf au
niveau de points isole´s, appele´s points-coˆne, ou` d posse`de des singularite´s en forme
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de coˆne. De la meˆme manie`re que Lawson [Lawson 1977], nous pouvons construire
une triangulation de Delaunay d’une surface plate par morceaux, et l’utiliser comme
pivot pour de´terminer une se´quence de bascules d’areˆtes entre deux triangulations
d’une meˆme surface plate par morceaux.
Nous dirons qu’une areˆte (ab) est ille´gale si apre`s avoir de´plie´ isome´triquement
les deux faces adjacentes pour les rendre coplanaires, celles-ci posse`dent des som-
mets a` l’inte´rieur de leur cercle circonscrit. Ce crite`re est e´quivalent a` dire que la
somme des angles oppose´s a` (ab) au sein des deux triangles adjacents est supe´rieur a`
π. Nous pouvons ensuite de´terminer une se´quence de bascules d’areˆtes entre une tri-
angulation donne´e d’une surface plate par morceaux et la triangulation de Delaunay
correspondante par l’algorithme de Lawson 4. Indermitte et al. [Indermitte 2001]
montrent que l’algorithme se termine apre`s un nombre ﬁni d’e´tapes. Ce re´sultat se
ge´ne´ralise aux triangulations combinatoires avec un plongement ge´ome´trique parti-
culier.
Hanke et al. [Hanke 1996] proposent un algorithme de de´termination de se´quence
sans utiliser de triangulation pivot. E´tant donne´es T1 et T2 deux triangulations
d’un meˆme ensemble de points, l’ide´e consiste a` les superposer aﬁn que les sommets
posse´dant la meˆme ge´ome´trie se confondent. On introduit les notations #(T1, T2)
de´signant le nombre d’intersections d’areˆtes entre T1 et T2, et #(e, T2) ou` e est une
areˆte de T1, de´signant le nombre d’intersections entre e et T2.
Dans le cas du n-gone convexe, Sleator et al. [Sleator 1987] ont de´montre´ que si
la bascule d’une areˆte e de T1 ge´ne`re une areˆte de la triangulation T2, c’est-a`-dire
que #(e, T2) = 1, alors il existe une se´quence de bascules d’areˆtes de longueur
minimale entre T1 et T2 dont e est la premie`re areˆte bascule´e. A` partir de ce
re´sultat, les auteurs ont de´veloppe´ un algorithme consistant a` faire converger Tinit
et Tcible vers une meˆme triangulation, en basculant a` chaque e´tape une areˆte e
d’une triangulation Ti telle que #(e, Tj) = 1 avec i = j. Lorsqu’il n’existe aucune
areˆte ve´riﬁant cette dernie`re proprie´te´, on choisit de basculer l’areˆte qui re´duira au
mieux le nombre d’intersections des deux triangulations courantes. On en de´duit
l’algorithme 5 suivant :
Si Tinit et Tcible sont des triangulations d’un n-gone convexe, et si a` chaque
e´tape il existe toujours une areˆte e′ dans Ti telle que #(e′, Tj) = 1, i, j ∈ {1, 2},
alors l’algorithme terminera correctement et ge´ne`rera une se´quence minimale. Dans
le cas contraire, l’algorithme peut ne pas converger.
3.1.3 Re´sultats sur les triangulations de Wagner
Les travaux aborde´s concernent des triangulations connexes dont les sommets
ne sont pas indexe´s, c’est-a`-dire que l’on inse`re une connectivite´ sans prendre en
conside´ration la mise en correspondance obtenue.
Le premier re´sultat est e´nonce´ par Wagner [Wagner 1936]. Il introduit la classe
de triangulations et montre qu’il existe une se´quence de bascules d’areˆtes entre
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Algorithme 5 De´termination d’une se´quence de bascules d’areˆtes entre Tinit et
Tcible sans triangulation pivot
Posons T1 ← Tinit et T2 ← Tcible
tant que T1 = T2 faire
tant que Il existe une areˆte e′ dans Ti avec #(e′, Tj) = 1, i, j ∈ {1, 2} faire
Soit e l’areˆte de Tj intersectant e
′
Basculer l’areˆte e dans Tj
ﬁn tant que
si T1 = T2 alors





Retourner la se´quence des bascules d’areˆtes utilise´es
deux triangulations d’une sphe`re. Il prouve qu’il peut inse´rer la connectivite´ d’une
triangulation canonique (cf ﬁgure 3.4) par des bascules d’areˆte, dans n’importe
quelle triangulation.
Pour construire cette connectivite´, on commence par choisir une face (abc) dans
T , et on appelle T ′ la triangulation T prive´e de (abc). Si T ′ n’est pas re´duite a` une
face, Wagner montre que l’on peut re´duire la valence de n’importe quel sommet
a` 3 car il existe toujours une areˆte basculable parmi les areˆtes incidentes a` un
sommet de valence supe´rieure a` 3. Apre`s avoir re´duit la valence du sommet a a`
3, c’est-a`-dire que le sommet a est voisin aux sommets b, c et a′, on continue au
sein de la sous-triangulation T ′′ e´gale a` T ′ prive´e des faces (aba′) et (aca′), des
areˆtes (ab), (ac) et (aa′), et du sommet a. On re´duit la valence du sommet a′ a` 3
et l’on continue l’ope´ration jusqu’a` ce que la sous-triangulation devienne une face.




Figure 3.4 – Triangulation canonique introduite par Wagner prive´e de la face
(abc).
L’existence de se´quences de bascules d’areˆtes entre les connectivite´s de Tinit
et Tcible a e´te´ ge´ne´ralise´e dans le cas du tore par Dewdney [Dewdney 1973], et
dans le cas du plan projectif et de la bouteille de Klein par Negami et Watanabe
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Algorithme 6 Construction d’une triangulation canonique
Soit (abc) une face de la triangulation T
T ← T prive´e de la face (abc)
tant que La valence du sommet a > 2 faire
Re´duire la valence du sommet a a` 3
On suppose a voisin de b, c et a′




[Negami 1990, Negami 1999]. Cependant, il est diﬃcile d’en de´duire un algorithme
de de´termination de se´quences de bascules d’areˆtes. Les preuves reposent sur la
possibilite´ de de´placer chaque sommet de valence 3 dans n’importe quelle face
d’une triangulation (cf ﬁgure 3.5). Si deux triangulations T1 et T2 posse`dent le
meˆme nombre de sommets, le meˆme genre topologique et qu’il existe une se´quence
de bascules d’areˆtes transformant la connectivite´ de T1 en T2, alors il existe une
se´quence de bascules entre les triangulations T1 et T2 auxquelles on rajoute un
sommet dans l’une des faces des deux triangulations. Nous appelons triangulation
minimale une triangulation telle qu’on ne peut pas re´duire la valence d’un de ses
sommets a` 3. Pour un genre topologique donne´, s’il existe une unique triangulation
minimale permettant de construire toutes les triangulations de genre g, alors
il existe une se´quence de bascules d’areˆtes entre deux triangulations posse´dant
le meˆme nombre de sommets et le meˆme genre g. Cependant, il est rarement
possible de trouver une triangulation minimale permettant d’engendrer toutes les
triangulations.
Negami ge´ne´ralise les re´sultats pre´ce´dents [Negami 1993] en montrant que pour
deux triangulations posse´dant le meˆme genre topologique g et un meˆme nombre de
sommets N , il existe un entier Ng tel que si N ≥ Ng, alors il existe une se´quence




Figure 3.5 – Le sommet a est de´place´ d’une face vers une face voisine par des
bascules d’areˆtes.
Nous pre´sentons maintenant notre me´thode de de´termination d’une se´quence
de bascules d’areˆtes entre deux triangulations oriente´es combinatoirement manifold
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posse´dant le meˆme nombre de sommets, de bords et le meˆme genre topologique.
Contrairement aux me´thodes pre´sente´es, notre algorithme converge toujours, il ge´-
ne`re des se´quences de bascules d’areˆtes plus courtes que les me´thodes utilisant une
triangulation pivot, et la mise en correspondante entre les sommets peut eˆtre choisie
de manie`re quasiment ale´atoire.
Soient Tinit et Tcible deux triangulations de T, nous pre´sentons les conditions
ne´cessaires pour assurer l’existence d’une se´quence de bascules d’areˆtes entre les
deux connectivite´s. Aﬁn de faciliter la lecture, les sommets en correspondance auront
un meˆme nom dans Tinit et Tcible.
3.2 Conditions ne´cessaires pour permettre le passage
d’une connectivite´ a` une autre
On de´ﬁnit une areˆte contrainte comme une areˆte que l’on s’interdit de basculer
et l’on caracte´rise les areˆtes du bord comme des areˆtes contraintes. Deux faces sont
connecte´es si elles sont adjacentes a` une meˆme areˆte non contrainte, et l’on de´ﬁnit
un chemin de faces comme une se´quence ordonne´e de faces deux a` deux connecte´es.
Une composante connexe est l’ensemble maximal de faces tel que pour chaque paire,
il existe un chemin de faces.
Soit Tcourant une triangulation initialise´e par Tinit. Nous dirons qu’une compo-
sante connexe au sein de Tcible et une composante connexe au sein de Tcourant sont
des composantes correspondantes si l’on peut inse´rer la connectivite´ de la premie`re
au sein de la seconde. Dans un premier temps, cela impose que les deux compo-
santes posse`dent le meˆme nombre de sommets, le meˆme genre topologique et des
bords consistants. Cependant, ces conditions ne sont pas suﬃsantes et les deux
composantes connexes doivent aussi satisfaire les crite`res suivants.
3.2.0.1 Hypothe`ses sur les faces appartenant aux composantes
Il est ne´cessaire que chaque composante connexe de Tcourant posse`de au moins
une areˆte basculable pour faire converger sa connectivite´ (cf ﬁgure 3.6). Le lemme
suivant donne les conditions ne´cessaires que doivent satisfaire deux composantes
correspondantes.
Lemme III.1 : Dans le cas ou` une composante connexe de Tcible contient uni-
quement trois sommets a, b et c, il n’est pas toujours possible de faire converger la
composante correspondante de Tcourant vers la connectivite´ souhaite´e, en utilisant
uniquement des bascules d’areˆtes (et en restant dans la classe de triangulation T).
On ne rencontre pas cette situation de blocage lorsque cette composante connexe
contient au plus deux faces.
De´monstration. Supposons que toutes les faces de la composante connexe sont ad-
jacentes a` un meˆme triplet de sommets, alors toutes les areˆtes internes ne sont pas
basculables dans la classe de triangulation T. Dans le cas ou` la composante connexe
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Figure 3.6 – Les deux triangulations sont diﬀe´rentes et partagent le meˆme bord,
mais il est impossible de transformer la premie`re en la seconde par des bascules
d’areˆtes. En eﬀet, aucune areˆte n’est basculable.
contient au plus deux faces, il existe seulement cinq triangulations possibles qui sont
uniques et qui de´pendent uniquement du nombre de faces et des areˆtes du bord (cf
ﬁgure 3.7).















Figure 3.7 – Les diﬀe´rentes triangulations de T compose´es d’au plus deux faces :
a) une face, trois areˆtes de bord ; b) deux faces, deux areˆtes de bord et un sommet
inte´rieur ; c) deux faces et quatre areˆtes de bord ; d) deux faces et aucune areˆte de
bord ; e) deux faces et quatre sommets diﬀe´rents.
Aﬁn de ne jamais se retrouver dans cette situation de blocage, nous suppose-
rons que la triangulation Tcible ne contient pas plus de deux faces voisines par-
tageant le meˆme triplet de sommets. Cette remarque permet a` n’importe quelle
sous-triangulation de Tcible de ne pas eˆtre inconstructible a` cause de cette situation
de blocage. Cependant, nous insistons sur le fait qu’aucune contrainte n’est impo-
se´e a` Tinit, et si Tcible contient plus de deux faces adjacentes a` un meˆme triplet de
sommets, il est possible d’utiliser une triangulation pivot ne contenant pas plus de
deux faces adjacentes a` un meˆme triplet de sommets pour produire une se´quence
de bascules d’areˆtes entre Tinit et Tcible.
3.2.0.2 Hypothe`ses sur les areˆtes contraintes
Si deux composantes correspondantes posse`dent des areˆtes contraintes, alors
elles doivent eˆtre en quantite´ e´gale et elles doivent ve´riﬁer les crite`res suivants :
− La position relative des areˆtes contraintes autour de chaque sommet dans le
sens trigonome´trique doit eˆtre identique dans les deux composantes connexes. Dans
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le cas inverse, des faces de la composantes de Tcible ne peuvent pas eˆtre construites









Figure 3.8 – La position relative des areˆtes contraintes autour du sommet a est
diﬀe´rente : en a) la face (abe) est constructible, mais pas en b).
− L’orientation des cycles d’areˆtes contraintes doit eˆtre identique dans les
deux composantes. Dans le cas contraire, des faces de la composantes de Tcible ne
peuvent pas eˆtre construites dans la composante de Tcourant (cf ﬁgure 3.9). En










Figure 3.9 – L’orientation des cycles d’areˆtes contraintes est diﬀe´rente. La totalite´
des areˆtes pre´sentes en a) ne peuve pas eˆtre construite en b).
Les bords e´tant conside´re´s comme des areˆtes contraintes, ils doivent satisfaire les
conditions pre´ce´dentes pour permettre la de´termination d’une se´quence de bascules
d’areˆtes. Dans ce cas, nous dirons que les bords sont consistants. Dans la suite, nous
allons montrer le re´sultat suivant :
The´ore`me III.1 : si deux triangulations Tinit et Tcible ont toutes leurs
composantes correspondantes qui satisfont les hypothe`ses sur les areˆtes contraintes,
alors il existe une se´quence de bascules d’areˆtes permettant d’inse´rer la connectivite´
de Tcible dans Tinit.
En particulier, si les deux triangulations posse`dent une unique composante
connexe, un meˆme nombre de sommets, un meˆme genre topologique et des bords
consistants, alors on peut trouver une se´quence de bascules d’areˆtes entre elles.
La mise en correspondance entre les sommets de composantes correspondantes
peut eˆtre choisie de manie`re ale´atoire, sauf pour les sommets adjacents aux areˆtes
contraintes (et donc en particulier aux areˆtes de bord) qui doivent permettre
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de satisfaire les hypothe`ses pre´ce´dentes. Enﬁn, nous rappelons que la ge´ome´trie
ne joue aucun roˆle dans les re´sultats qui suivent. Cependant, pour faciliter la
compre´hension des sche´mas, nous avons choisi de repre´senter Tinit et Tcible comme
deux triangulations d’un meˆme nuage de points, et nous mettons en correspondance
les sommets qui posse`dent la meˆme ge´ome´trie. De plus, nous donnons un meˆme
nom aux sommets en correspondance dans les deux triangulations.
Nous allons montrer l’existence d’une bascule d’areˆte, en prouvant que l’on peut
inse´rer la connectivite´ de Tcible dans Tcourant. Dans un premier temps, nous pre´-
sentons diﬀe´rentes approches pour construire une areˆte au sein d’une triangulation
contenant des areˆtes contraintes, puis nous montrerons montrerons une me´thode ge´-
ne´rale pour construire l’ensemble des areˆtes de la composante de Tcible dans Tcourant.
Nous en de´duirons un algorithme pratique permettant de ge´ne´rer une se´quence de
bascules d’areˆtes entre les deux triangulations.
3.3 Construire une areˆte au sein d’une triangulation
Nous pre´sentons dans cette section une me´thode pour construire une areˆte (ab)
au sein d’une triangulation contenant des areˆtes contraintes.
3.3.1 De´termination d’un chemin de faces exploitable entre deux
sommets du maillage
E´tant donne´s a et b, deux sommets diﬀe´rents d’une composante connexe incluse
dans Tcourant et contenant des areˆtes contraintes. Nous pre´sentons une me´thode
pour construire une areˆte (ab) dont on peut choisir la position relative par rapport
a` l’ordre des areˆtes contraintes pre´sentes autour de a et b. Le me´thode consiste
a` de´terminer un chemin de faces entre les sommets a et b tel que la construction
de l’areˆte (ab) au sein du chemin respectera le positionnement souhaite´ autour des
sommets a et de b (cf ﬁgure 3.10).
Soit F = (f1, ..., fp) un chemin de faces entre les sommets a et b, et
E = (e1, ..., ep−1) le chemin d’areˆtes correspondant au chemin de faces F est
compose´ d’areˆtes non contraintes telles que ei = fi ∩ fi+1. On dira de F qu’il est
exploitable s’il est simple, c’est-a`-dire fi = fj lorsque i = j, si le sommet a est
incident a` e1 mais pas a` e2 et si le sommet b est incident a` ep−1 mais pas a` ep−2.
Nous faisons remarquer que pour un chemin de faces exploitable donne´, le chemin
d’areˆtes correspondant n’est pas toujours unique car deux faces peuvent partager
deux areˆtes non contraintes diﬀe´rentes.
Supposons que l’on cherche a` construire un chemin de faces exploitable entre
les sommets a et b. On commence par choisir une face incidente a` a et comprise
entre les areˆtes contraintes (ac1) et (ac2), et une face incidente a` b et comprise
entre les areˆtes contraintes (bd1) et (bd2). On eﬀectue ensuite un parcours en
largeur de la triangulation sans franchir d’areˆtes contraintes pour obtenir un














Figure 3.10 – A` partir d’un chemin de faces simple entre a et b (en jaune) n’in-
tersectant pas d’areˆtes contraintes (en rouge), une se´quence de bascules d’areˆtes
appartenant au chemin produira une areˆte (ab). Elle aura la meˆme position que le
chemin de faces initial en pre´servant l’ordre des areˆtes contraintes autour de a (resp.
b). Ici, le chemin et l’areˆte re´sultante (ab) commencent dans la partie de l’ombrelle
comprise entres les areˆtes contraintes (ac1) et (ac2) dans le sens trigonome´trique.
La meˆme proprie´te´ est aussi ve´riﬁe´e a` l’autre extre´mite´ du chemin.
chemin de faces simple Finit = (f1, ..fq) et un chemin d’areˆtes correspondant
Einit = (e1, ..., eq−1). Puis on rend ces chemins exploitables en supprimant la
premie`re face de Finit et la premie`re areˆte de Einit tant que cette dernie`re est
incidente a` a. On supprime e´galement la dernie`re face de Finit et la dernie`re
areˆte de Einit tant que celle-ci est incidente a` b (cf ﬁgure 3.10)). Si Finit est
vide, alors soit il existe de´ja` une areˆte (ab) dans T qui respecte l’ordre des areˆtes
contraintes autour de a et b, soit il n’existe pas de chemin de faces entre a et
b. En ce qui concerne la complexite´ temporelle, la construction d’un chemin de
faces exploitable entre a et b s’eﬀectue en O(e) si e est le nombre d’areˆte de Tcourant.
Les conditions impose´es sur les composantes correspondantes permettent de pro-
poser le lemme suivant :
Lemme III.2 : Soient Ccible une composante connexe de Tcible et Ccourant sa compo-
sante correspondante dans Tcourant. Si Ccible posse`de une areˆte (ab) non contrainte,
alors soit il existe une areˆte (ab) dans Ccourant telle que la position relative par
rapport aux areˆtes contraintes autour de a et de b est identique, soit il existe un
chemin de faces exploitable entre a et b tel que la position relative par rapport aux
areˆtes contraintes autour de a et de b est identique.
De´monstration. Supposons que Ccourant ne posse`de pas l’areˆte souhaite´e, et mon-
trons qu’il existe un chemin de faces entre a et b tel que la position relative par
rapport aux areˆtes contraintes autour de a et de b est identique a` l’areˆte (ab) dans
Ccible.
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Par de´ﬁnition des composantes correspondantes, les sommets a et b sont adja-
cents a` au moins une face de Ccourant. De plus, nous savons que l’ordre des areˆtes
contraintes autour de a et b est identique dans Tcible et Tcourant. Il existe donc au
moins une face fa dans Tcourant adjacente au sommet a et une face fb adjacente
au sommet b telles que leur position relative par rapport aux areˆtes contraintes est
identique avec l’areˆte (ab). Il nous reste a` montrer que fa et fb appartiennent a`
Ccourant :
Si le sommet a (resp. b) n’est pas adjacent a` un cycle d’areˆtes contraintes bordant
Ccourant, alors toutes les faces adjacentes a` a (resp. b) appartiennent a` Ccourant. Donc
fa (resp. fb) appartient a` Ccourant.
Si le sommet a (resp. b) est adjacent a` un cycle d’areˆtes contraintes, alors le
respect de l’ordre des areˆtes contraintes autour de a (resp. b) et de l’orientation des
cycles bordant les composantes correspondantes, assurent que les positions relatives
autour de a accessibles dans Ccible, sont aussi accessibles dans Ccourant. Donc fa
(resp. fb) appartient a` Ccourant.
Dans la suite, nous repre´senterons les chemins de faces a` partir d’un sche´ma dit
“aplati”, c’est-a`-dire que nous dupliquons les sommets et nous le de´formons pour




















Figure 3.11 – a) un chemin de faces exploitable entre a et b sur une surface ;
b) le chemin de faces “aplati” correspondant. En rouge, les portions d’ombrelles
correspondantes dans les deux repre´sentations.
3.3.2 Construction d’une areˆte a` partir d’un chemin de faces ex-
ploitable
Nous allons a` pre´sent construire une areˆte (ab) au sein d’un chemin de faces
exploitable en basculant les e´le´ments du chemin d’areˆtes associe´ E. Cette ide´e n’est
pas nouvelle [Valette 2009], mais nous la ge´ne´ralisons pour des triangulations pos-
se´dant des areˆtes contraintes. Nous allons pre´senter trois me´thodes pour re´duire
un chemin de faces en pre´servant sa position par rapport aux areˆtes contraintes
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pre´sentes autour des sommets a et b. Lorsque le chemin contient uniquement deux
faces, la bascule de l’unique areˆte de E est autorise´e car les sommets a et b sont
suppose´s diﬀe´rents, et produira bien l’areˆte (ab) souhaite´e.
Dans la suite, nous de´signons par enveloppe d’un chemin de faces, le cycle forme´
des areˆtes incidentes a` exactement une face du chemin.
3.3.2.1 Re´duction d’un chemin de faces lorsque l’areˆte e1 ou ep−1 de E
est basculable
Si e1 est basculable, alors apre`s la bascule de e1, le chemin re´sultant posse´de
une areˆte incidente au sommet a, et deux faces f ′1 et f ′2 qui sont ne´cessairement
localise´es dans l’enveloppe du chemin de faces original. Il n’est pas restrictif de
conside´rer que f ′2 est la face cre´e´e incidente a` e2. On peut extraire un nouveau
chemin de faces F ′ = (f ′2, ..., fi, ...fp) qui relie les sommets a et b, est inclus dans
F , et posse`de une face de moins que F (cf ﬁgure 3.12). De meˆme, si ep−1 est









Figure 3.12 – Repre´sentation abstraite du cas ou` e1 est basculable : en jaune le
chemin de faces et en beige la face retire´e a` F .
En particulier, si le sommet a n’est incident a` aucune autre face dans F que
la premie`re, alors il suﬃt de basculer dans l’ordre les areˆtes de E pour construire
l’areˆte (ab) (cf ﬁgures 3.13). En eﬀet, e1 est basculable, sinon f1 et f2 seraient
incidentes au meˆme triplet de sommets contenant a, contrairement a` l’hypothe`se.
La bascule de e1 ge´ne`re une areˆte incidente au sommet a, et nous pouvons extraire
un nouveau chemin de faces F ′ = (f ′2, ..., fi, ...fp) entre les sommets a et b. Ce
chemin est inclus dans F , posse`de une face de moins que F et le sommet a est
incident a` aucune face de F ′ sauf f ′2. Par un raisonnement e´quivalent, on en
de´duit que l’areˆte (ab) peut eˆtre construite en basculant ite´rativement toutes les
areˆtes (e1, ..., ep−1), et sa position sera incluse dans l’enveloppe du chemin de faces
simplife´ original F .
La complexite´ temporelle correspondant au retrait d’une face, s’eﬀectue en O(1)
donc la construction d’une areˆte (ab) telle que a est incident a` aucune face de F
sauf la premie`re, s’eﬀectue en O(e) avec e le nombre d’areˆtes de E.






















Figure 3.13 – Construction de l’areˆte (ab) a` partir d’un chemin de faces dans
lequel a n’est incident a` aucune face de F a` l’exception de f1.
De meˆme, si b n’est incident a` aucune autre face dans F que (fp), alors l’areˆte
(ab) peut eˆtre construite simplement en basculant les areˆtes de E dans l’ordre
inverse, et la complexite´ est e´galement O(e).
3.3.2.2 Re´duction d’un chemin de faces contenant au moins une areˆte
basculable
Soient F = (f1, f2, ..., fp) le chemin de faces initial et E = (e1, ..., ep−1) le
chemin d’areˆtes correspondant tel que les areˆtes e1 et ep−1 ne sont pas basculables.
Supposons que ei est la premie`re areˆte basculable, ce qui signiﬁe que les i premie`res
faces de F , f1, f2, .., fi, partagent le meˆme triplet de sommets que f1, et que le
sommet sF oppose´ a` ei dans fi+1 n’est pas un sommet adjacent a` f1, f2, .., fi. Dans
le chemin F ′ reliant les sommets a et sF , sF n’est incident a` aucune autre face
que la dernie`re. On peut donc construire l’areˆte (asF ) directement dans F
′ par
la me´thode pre´sente´e pre´ce´demment 3.3.2.1 (en basculant ite´rativement les areˆtes
ei, ei−1, ..., e1). L’areˆte re´sultante (asF ) divise la re´gion contenant le chemin initial
F en deux parties non vides. L’une d’elles est un chemin de faces simple entre les
sommets a et b (cf ﬁgure 3.14), et ce nouveau chemin respecte la position du chemin
initial F et sa longueur est strictement infe´rieure a` celle de F .
Dans la suite, l’ope´ration consistant a` appliquer l’une des deux me´thodes de
re´duction de chemin est appele´e une re´duction locale.
3.3.2.3 Re´duction d’un chemin de face ne contenant aucune areˆte bas-
culable
Supposons qu’aucune areˆte de E n’est basculable (ce qui signiﬁe que toutes les
faces de F partagent un meˆme triplet de sommets a, b et c). Dans ce cas, nous ne
pouvons pas eﬀectuer de re´duction locale, mais le chemin F peut servir de point de
de´part a` la construction d’un nouveau chemin simple et re´ductible. Apre`s re´duction
locale, ce chemin aura une longueur infe´rieure ou e´gale a` F , et il respectera les
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a a 
b b 
sF sF fi+1 
ei 
Figure 3.14 – Repre´sentation abstraite du cas ou` a est incident a` plusieurs faces de
F et ei est la premie`re areˆte basculable dans le chemin d’areˆtes entre a et b : en jaune,
le chemin de faces et en beige, les faces retire´es a` F . Pour clariﬁer l’illustration, le
chemin de faces est repre´sente´ en une bande, alors que le sommet a est incident a`
plusieurs faces.
meˆmes positions relatives par rapport aux areˆtes contraintes autour des sommets a
et b.
En tournant dans le sens trigonome´trique sur l’enveloppe de F , nous introdui-
sons la demi-enveloppe de droite, compose´e de la liste de sommets rencontre´s entre
a et b, et la demi-enveloppe de gauche, compose´e de la liste de sommets rencontre´s
entre b et a.
Lemme III.3 : Soit F un chemin de faces exploitable entre a et b contenant
exclusivement des faces incidentes aux trois meˆmes sommets a, b et c. Si une demi-
enveloppe de F contient au moins une occurrence de c et s’il est possible d’inse´rer un
sommet d (diﬀe´rent de a, b et c) au sein de l’autre demi-enveloppe par des bascules
d’areˆtes, alors on peut construire un nouveau chemin F ′ de longueur infe´rieure au
chemin F . L’enveloppe de F ′ ne sera pas incluse dans F , mais pre´servera les meˆmes
positions relatives par rapport aux areˆtes contraintes autour des sommets a et b.
De´monstration. Si une demi-enveloppe note´e DEg, contient au moins une occur-
rence de c, on inse`re le sommet d dans la seconde demi-enveloppe DEd. On construit
un chemin de faces exploitable minimal entre d et une areˆte arbitraire e de DEd,
et on le comple`te avec la face de F incidente a` e (cf ﬁgure 3.15). On obtient un




p′) entre un sommet sF appartenant a` DEg et d. Ensuite, on
construit l’areˆte (sFd) au sein de Fd puisque d n’est incident a` aucune face de Fd
sauf (f ′p′). On inse`re ensuite la nouvelle areˆte (dsF ) dans le chemin d’areˆte E, et
l’on obtient un nouveau chemin de faces de taille e´gale a` celle de F plus un.
Remarquons que d ne peut pas eˆtre connecte´ a` la fois au sommet de de´part
et d’arrive´e de F , car cela signiﬁerait que l’areˆte (ab) souhaite´e e´tait de´ja` pre´sente
avant la recherche d’un chemin entre d et sF . Il n’est donc pas restrictif de conside´rer
qu’il n’existait pas d’areˆte (ad) respectant la meˆme position relative autour de a
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que F . Cette areˆte est directement constructible car dans le sous-chemin de faces
reliant l’origine a au sommet d, le sommet d n’est incident a` aucune face sauf la
dernie`re. Cette nouvelle areˆte se´pare le chemin en deux parties non vides, dont
l’une est un chemin de faces entre les sommets a et b respectant bien les meˆmes
positions relatives que F , et contenant au plus le meˆme nombre de faces que F .
La demi-enveloppe DEg est inchange´e, donc le chemin re´sultant est incident aux
sommets a, b, c et d, ce qui signiﬁe qu’il contient au moins une areˆte basculable, et
nous pouvons le re´duire par une re´duction locale.
Dans le cas particulier ou` DEg est compose´e uniquement des deux areˆtes (bc)
et (ca), le sommet sF correspond au sommet c.
b b b b b a. b. 
a a a 
sF sF sF 
sF sF sF 
d d d 




Figure 3.15 – Repre´sentation abstraite du cas ou` le chemin F est compose´ de faces
qui sont toutes incidentes au meˆme triplet de sommets a, b et c. Si l’une des demi-
enveloppes de F contient au moins une occurrence de c et l’autre demi-enveloppe
peut eˆtre connecte´e a` un quatrie`me sommet d, alors F peut eˆtre transforme´ en un
nouveau chemin de faces par re´duction locale : on de´termine un chemin de faces
entre d et une areˆte de la demi-enveloppe de F (en jaune) auquel on ajoute la face
de F incidente a` l’areˆte. A` partir du chemin de faces, on construit l’areˆte (dsF ),
on inse`re d dans une demi-enveloppe du nouveau chemin F et on laisse l’autre
demi-enveloppe inchange´e (le nouveau chemin contient une face de plus que F ). La
construction de (ad) et (db) (si elles ne sont pas de´ja` construites) re´duit la longueur
du chemin entre les sommets a et b.
Nous appellons cette ope´ration un de´placement local du chemin, et nous
pouvons construire une areˆte (ab) au sein d’un chemin de faces exploitables dans
les cas suivants :
Lemme III.4 : Soit F un chemin de faces exploitable entre a et b. Si une demi-
enveloppe de F contient au moins une occurrence de c et si l’autre demi-enveloppe
contient un sommet d diﬀe´rent de a, b et c ou s’il existe un chemin de faces entre
le sommet d et une areˆte non contrainte de la demi-enveloppe, alors l’areˆte (ab)
est constructible et posse`dera les meˆmes positions relatives que F par rapport aux
areˆtes contraintes autour de a et b.
De´monstration. Dans les conditions du lemme, soit le chemin F est incident a` au
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moins quatre sommets diﬀe´rents et il est re´ductible par re´duction locale, soit il est
incident a` seulement trois sommets diﬀe´rents et il est re´ductible par de´placement
local. Il nous reste a` de´montrer qu’apre`s une re´duction locale et un de´placement
local, les conditions du lemme sont encore ve´riﬁe´es.
Si un chemin F ve´riﬁe les conditions du lemme, alors ce sera encore vrai apre`s la
bascule d’une de ses areˆtes internes car les demi-enveloppes n’ont pas e´te´ modiﬁe´es.
De plus, soient une face f retire´e du chemin F , et une areˆte e adjacente a` f n’appar-
tenant plus a` une demi-enveloppe du chemin. Pour tout sommet v tel qu’il existe un
chemin de faces F ′ entre v et e, nous pouvons construire un chemin de faces entre
v et une nouvelle areˆte de la demi-enveloppe en ajoutant la face f au chemin F ′.
Il existe donc un chemin de faces entre une nouvelle areˆte d’une demi-enveloppe et
tous les sommets incidents et accessibles par les areˆtes n’appartenant plus a` cette
demi-enveloppe. On en de´duit que les conditions du lemme sont conserve´es apre`s
re´duction locale. Apre`s un de´placement local, l’une des demi-enveloppes est inci-
dente a` un sommet c diﬀe´rent de a et b, et la seconde est incidente a` un sommet d
diﬀe´rent de c, a et b. On se retrouve donc bien dans les conditions du lemme.
En particulier, si la composante connexe contient au moins quatre sommets
diﬀe´rents et si le chemin de faces exploitable F posse`de une demi-enveloppe incidente
uniquement a` deux areˆtes contraintes, alors on peut construire l’areˆte de´sire´e (cf
ﬁgure 3.16.a). De meˆme, si F ne divise pas la composante connexe en deux parties











Figure 3.16 – Les conﬁgurations a) et b) sont des cas particuliers du lemme III.4,
et l’on peut donc y construire les areˆtes (ab) souhaite´es (les areˆtes contraintes sont
en rouge).
En ce qui concerne la complexite´ temporelle, s’il existe une areˆte basculable dans
le chemin F , le retrait d’une face ne´cessite la construction d’une areˆte (asF ) dans
un sous-chemin de F , avec sF incident a` aucune face sauf la premie`re. Le retrait
s’eﬀectue donc en O(e), avec e le nombre d’areˆte de Tcourant. Si aucune areˆte n’est
basculable, l’ope´ration ne´cessite la construction successive de trois areˆtes dont l’une
de leurs extre´mite´s est incidente a` aucune faces sauf la premie`re dans les chemins
conside´re´s. La complexite´ temporelle est donc en O(e). Au ﬁnal, la construction
d’une areˆte s’eﬀectue en O(e) lorsque l’une des extre´mite´ de l’areˆte souhaite´e est
incidente a` aucune faces du chemin sauf la premie`re, et en O(e2) sinon.
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3.3.3 Conﬁgurations ne permettant pas la construction d’une areˆte
souhaite´e
Les ope´rations pre´sente´es ne permettent pas toujours de construire une areˆte
(ab) a` partir d’un chemin de faces entre les sommets a et b :
Lemme III.5 : Dans certains cas, les chemins de faces exploitables pre´sents au
sein d’une composante connexe ne permettent pas de construire une areˆte souhaite´e.
De´monstration. Nous avons identiﬁe´ un cas pathologique ou` l’areˆte (ab) ne peut pas




















Figure 3.17 – a) Triangulation T dans laquelle on souhaite construire une nouvelle
areˆte (ab) entre les areˆtes contraintes (colore´es en rouge). a) en jaune, l’unique che-
min de faces exploitable disponible pour construire l’areˆte (ab) ; b) Il existe bien une
triangulation de T contenant l’areˆte (ab) de´sire´e, mais elle n’est pas constructible a`
partir des me´thodes propose´es.
3.4 Crite`res pour inse´rer la connectivite´ d’un maillage
Nous savons dans quels cas nous pouvons construire une areˆte et comment pro-
ce´der. Nous montrons a` pre´sent une me´thode ge´ne´rale pour inse´rer une connectivite´
comple`te dans une triangulation.
3.4.1 Strate´gie pour inse´rer ite´rativement les areˆtes
Nous avons montre´ que dans une triangulation Tcourant de T, plusieurs areˆtes
pouvaient eˆtre construites a` partir d’un chemin de faces. Cependant, les areˆtes de
Tcible ne peuvent pas eˆtre inse´re´es dans un ordre arbitraire, car la construction
d’une areˆte peut interagir avec une areˆte pre´ce´demment construite. Un algorithme
na¨ıf consistant a` construire ite´rativement les areˆtes de Tcible dans Tcourant peut ne
pas converger car l’introduction d’une areˆte peut ne´cessiter une bascule — et donc
la destruction — d’une areˆte pre´ce´demment construite. Aﬁn d’e´viter les risques
de boucles inﬁnies, nous choisissons de bloquer les areˆtes construites aﬁn de les
pre´server d’une destruction ulte´rieure potentielle. Lorsqu’une areˆte de Tcible est
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construite dans Tcourant, elle est bloque´e, ce qui signiﬁe qu’elle devient contrainte
et n’est plus utilise´e dans la construction de futurs chemins de faces. Cependant,
il est ne´cessaire d’imposer des contraintes sur la strate´gie d’insertion des areˆtes au
sein de Tcourant pour permettre la construction de toutes les areˆtes de Tcible. Notre
objectif est qu’apre`s l’insertion et le blocage d’une areˆte, l’ensemble des re´gions
correspondantes dans les deux triangulations satisfont les hypothe`ses sur les areˆtes
contraintes introduites dans la partie 3.2. Ainsi, d’apre`s le lemme III.2, pour un
areˆte (ab) dans Tcible non pre´sente dans Tcourant, on pourra toujours de´terminer
un chemin de faces exploitable dont les positions relatives par rapport aux areˆtes
contraintes autour des sommets a et b sont similaires. Nous devons donc ve´riﬁer
les conditions suivantes :
– Le blocage d’une areˆte divisant une composante connexe en deux est
interdit lorsque deux sommets adjacents dans Tcible se retrouvent dans des
composantes diﬀe´rentes (cf ﬁgure 3.18).
– Le blocage d’une areˆte (ab) doit respecter les meˆmes positions relatives par
rapport aux areˆtes contraintes autour des sommets a et b dans Tcourant et
Tcible (ce qui est assure´ si le chemin de faces utilise´ respecte cet ordre).
– Lorsque la construction et le blocage d’une areˆte cre´ent un cycle d’areˆtes
contraintes, il faut ve´riﬁer que l’orientation de ce cycle dans Tcourant est



















Figure 3.18 – En a) et b), il existe deux constructions possibles de l’areˆte (ab)
respectant l’ordre des areˆtes contraintes autour de a et b et fermant un cycle d’areˆtes
contraintes de Tcourant. En a) le cycle ne permet pas de construire l’areˆte (cd), a` la
diﬀe´rence du cycle en b).
Dans le cas ou` l’une des contraintes n’est pas satisfaite, la construction propose´e
de (ab) est annule´e. Nous de´montrons maintenant le the´ore`me III.1, en pre´sentant
un algorithme simple et prouve´ d’insertion de connectivite´ en utilisant des bascules
d’areˆtes.
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Figure 3.19 – En a) et b), il existe deux constructions possibles de l’areˆte (ab)
ge´ne´rant deux cycles d’areˆtes contraintes de Tcourant aux orientations oppose´es. La
construction de l’areˆte (ad) en a) et en b) ge´ne`re deux areˆtes (ab) ne posse´dant pas
le meˆme ordre d’areˆtes contraintes autour de a.
3.4.2 Algorithme ge´ne´rique d’insertion de connectivite´
Soient deux triangulations Tinit et Tcible appartenant a` T, dont toutes les
composantes correspondantes ont un meˆme nombre de sommets, un meˆme genre
topologique et satisfont les hypothe`ses sur les areˆtes contraintes introduites dans
la partie 3.2. Nous initialisons Tcourant avec Tinit, et pre´sentons un algorithme qui
construit ite´rativement chaque areˆte de Tcible au sein de Tcourant. Dans la suite,
nous dirons qu’une areˆte (ab) de Tcible est directement constructible si :
– l’areˆte est constructible au sein du chemin par les techniques pre´sente´es dans
la partie 3.3.2,
– l’areˆte ve´riﬁe les trois contraintes introduites dans la partie 3.4.1.
L’algorithme propose´ est fonde´ sur la proprie´te´ qu’a` chaque e´tape, il existe au
moins une areˆte directement constructible :
Algorithme 7 Insertion de la connectivite´ de Tcible dans Tcourant
tant que Tcible contient des areˆtes non contraintes n’appartenant pas a` Tcourant
faire
Trouver une areˆte e de Tcible directement constructible et n’appartenant pas a`
Tcourant
Construire e dans Tcourant
Bloquer e
ﬁn tant que
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3.4.3 Preuve de l’algorithme ge´ne´rique
Pour de´montrer que l’algorithme fait bien converger la connectivite´ de Tcible au
sein de Tcourant, il suﬃt de prouver qu’a` chaque e´tape il existe au moins une areˆte
directement constructible :
• S’il existe un chemin de faces formant un cycle dans Tcible (c’est-a`-dire que
f0 = fp) ne traversant pas d’areˆtes contraintes, alors toutes les areˆtes (ab) de Tcible
incidentes a` deux faces du chemin sont directement constructibles (cf ﬁgure 3.20).
La construction de l’areˆte (ab) est possible car le chemin de faces exploitable ne
divise pas la composante connexe en deux parties disjointe et satisfait bien les
conditions du lemme III.4. De plus, le blocage de (ab) ne ferme pas de cycle forme´
d’areˆtes contraintes et n’implique pas la division d’une composante en deux parties.
Les trois conditions de la partie 3.4.1 sont donc respecte´es.
a b a b a b 
a. b. 
Figure 3.20 – a) Un cycle de faces (en beige) autour d’un sommet a dans Tcible
(les areˆtes contraintes sont en rouge) ; b) La construction de (ab) dans Tcourant est
toujours possible (le chemin de faces utilise´ est en jaune).
• Montrons maintenant qu’il existe toujours au moins une areˆte directement
constructible lorsqu’il n’existe aucun cycle de faces dans Tcible (la construction d’une
areˆte de Tcible dans Tcourant divisera donc une composante connexe en deux). Dans
ce cas, chaque composante connexe est forme´e d’un arbre dont les noeuds sont des
faces et les branches sont des areˆtes non contraintes adjacentes aux faces. Si tous
les arbres sont constitue´s d’un unique noeud, alors chaque composante connexe est
constitue´e d’une face et l’algorithme est termine´. Sinon, on conside`re une feuille
d’un arbre qui n’est pas re´duit a` un unique noeud. Cette feuille correspond a` une
face oriente´e (abc) de Tcible incidente a` deux areˆtes contraintes (ca) et (cb).
L’areˆte (ab) qui ferme la face (abc) est directement constructible dans Tcourant
(cf ﬁgure 3.21) : en eﬀet, un parcours en largeur compatible avec les areˆtes
contraintes autour des sommets a et b donne un chemin compose´ des faces
incidentes au sommet c entre (ca) et (cb) dans Tcourant. D’apre`s le lemme III.4,
l’areˆte (ab) est constructible, et respectera les meˆmes positions relatives par rapport
aux areˆtes contraintes autour des sommets a et b. De plus, puisqu’il n’existe pas
de cycles de faces dans Tcourant, il y a unicite´ de l’orientation de la face (abc)
re´alisable. Pour satisfaire les contraintes de la partie 3.4.1, il reste a` montrer que le
triangle oriente´ (abc) obtenu ne contient aucun sommet. Or, apre`s chaque bascule
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d’areˆte ou de´placement local, l’une des deux demi-enveloppes du chemin de faces
est toujours compose´e uniquement des areˆtes (ca) et (cb), ce qui implique que










b a. b. 
Figure 3.21 – a) L’areˆte (ab) borde la face oriente´e (abc) avec les areˆtes contraintes
(ca) et (cb) dans Tcible (les areˆtes contraintes sont en rouge) ; b) La construction de
(ab) dans Tcourant (le chemin de faces utilise´ est en jaune).
En de´montrant que l’algorithme ge´ne´rique fait bien converger la connectivite´
de Tcible au sein de Tcourant, nous prouvons aussi le the´ore`me III.1. En eﬀet, il est
possible de de´terminer une se´quence de bascules d’areˆtes entre les triangulations
Tinit et Tcible.
La complexite´ de l’algorithme ge´ne´rique, tel qu’il est de´crit dans l’algorithme
7, de´pend dans une large mesure de celle de l’ope´ration de´terminant si une areˆte
est directement constructible ou non. En particulier, si la construction d’une areˆte
divise une composante connexe dans Tcourant, la ve´riﬁcation des nouvelles compo-
santes connexes peut avoir un couˆt important (O(e3) si e est le nombre d’areˆte
de Tcible). Ne´anmoins, on peut de´duire de la preuve de l’algorithme ge´ne´rique, une
version beaucoup plus eﬃcace car les tests de´terminant si une areˆte est directement
constructible ou non, se limite a` ve´riﬁer s’il existe un chemin de faces formant un
cycle dans Tcible ou si sa construction ferme une face dans Tcible. Dans la section sui-
vante, nous proposons une strate´gie par croissance qui se re´ve`le encore plus eﬃcace
car nous n’eﬀectuerons pas de recherche d’une areˆte directement constructible. A`
chaque instant de l’algorithme, nous aurons toujours connaissance d’au moins une
areˆte directement constructible a` partir des areˆtes pre´ce´demment construites.
3.5 Algorithme pratique d’insertion de connectivite´
Dans cette partie, nous travaillons avec deux triangulations Tinit et Tcible ap-
partenant a` T, qui posse`dent une unique composante connexe, le meˆme nombre
de sommets, le meˆme genre topologique et des bords consistants. Nous initialisons
Tcourant par Tinit et pre´sentons un cas particulier de l’algorithme de´crit pre´ce´dem-
ment, dans lequel nous construisons ite´rativement des faces oriente´es en proce´dant
par croissance de re´gions. Cette approche assure qu’a` chaque e´tape, toutes les areˆtes
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non bloque´es appartiennent a` une meˆme composante connexe.
Durant le de´roulement de l’algorithme, la triangulation Tcourrant est divise´e en
deux re´gions : la re´gion conforme, Rc, contenant les faces de Tcible de´ja` construites
dans Tcourant (et bloque´es), et la re´gion non explore´e, Rn, contenant les autres faces.
3.5.1 Strate´gie par croissance de re´gions
A` partir d’une face construite dans Tcourant, nous souhaitons que la strate´gie
par croissance de re´gions garantisse que la re´gion non explore´e Rn soit compose´e
d’une unique composante connexe. Cela permettra de n’avoir aucune ve´riﬁcation a`
eﬀectuer sur la validite´ des areˆtes construites. Nous autorisons donc la construction
d’une face (abc) uniquement dans l’un des trois cas suivants.
3.5.1.1 Fermeture de face (cas FF)
Si deux areˆtes (ac) et (ab) sont contraintes, (abc) est construite en deux e´tapes
(cf ﬁgure 3.22). On de´termine dans un premier temps dans Tcourant l’unique chemin
de faces F = (f1, f2, ..., fi, ..., fp) qui relie b et c dans l’ombrelle compose´e des faces
incidentes a` a, puis on utilise ce chemin pour construire l’areˆte (bc) par re´duction
locale et de´placement local (la construction e´tant assure´e par le lemme III.4). Apre`s
chaque bascule d’areˆte ou de´placement local, l’une des deux demi-enveloppes du
chemin de faces est toujours compose´e uniquement des areˆtes (ca) et (ab). L’areˆte











Figure 3.22 – Construction de la face (abc) dans le cas (FF ).
3.5.1.2 Cre´ation d’une face vers un nouveau sommet (cas NS)
Si une areˆte (ab) est contrainte et le sommet c n’est incident a` aucune areˆte
contrainte, alors la face (abc) peut eˆtre construite (cf ﬁgure 3.23). Dans un premier
temps, l’areˆte (ac) est construite : on de´termine un chemin de faces minimal ex-
ploitable (c’est-a`-dire que le sommet c n’est incident a` aucune face du chemin sauf
la dernie`re) joignant le sommet a avec le sommet c, puis l’areˆte (ac) est construite
en re´duisant le chemin de faces par re´duction locale. Dans un second temps, l’areˆte
(bc) est construite comme dans le cas (FF ) pre´ce´dent.












Figure 3.23 – Construction de la face (abc) dans le cas (NS).
3.5.1.3 Cre´ation d’une face vers un sommet de´ja` de´couvert (cas SD)
Si une areˆte (ab) est contrainte et le sommet c est de´ja` incident a` des areˆtes
contraintes, la construction de la face oriente´e (abc) est autorise´e uniquement dans
le cas ou` la face re´sultante ne divise pas Rn en deux composantes connexes (cf
ﬁgure 3.24). Dans un premier temps, l’areˆte (ac) est construite : on de´termine un
chemin de faces minimal exploitable (c’est-a`-dire que le sommet c n’est incident a`
aucune face du chemin hormis la dernie`re) joignant le sommet a avec le sommet c,
puis l’areˆte (ac) est construite par re´duction locale et de´placement local du chemin
(construction assure´e par le lemme III.4). Enﬁn, l’areˆte (bc) est construite comme
dans le cas (FF ).
En pratique, le cas (SD) est utilise´ lorsque les cas (NS) et (FF ) ne peuvent
plus eˆtre applique´s dans Rn (et Rn contient plus d’une face). Rn correspond donc a`
un cycle de faces ou a` l’intersection de plusieurs cycles, et la construction d’une des









Figure 3.24 – Construction de la face (abc) dans le cas (SD). La re´gion Rn posse`de
encore une seule composante connexe.
La complexite´ temporelle correspondant a` la construction d’une face, de´pend
de la complexite´ associe´e a` la construction d’une areˆte au sein d’un chemin. Dans
chacun des cas, la construction est en O(e2) lorsqu’il faut construire une areˆte dont
ses extre´mite´s sont incidentes a` plus d’une face du chemin associe´, et O(e) sinon.
44 Chapitre 3. Ge´ne´ration de se´quences de bascules d’areˆtes
On remarque qu’aucun choix d’orientation n’est ne´cessaire lors de la construc-
tion d’une face dans les trois cas de´crits. En eﬀet, l’orientation de chaque face
de´pend de l’orientation de sa voisine de´ja` construite. Cela signiﬁe que l’orientation
des faces d’une re´gion qui croˆıt de´pend uniquement de l’orientation de la face qui a
initialise´ la re´gion.
3.5.2 Construire une face avec la bonne orientation
Nous souhaitons que les faces oriente´es de Tcourant soient identiques aux faces
oriente´es de Tcible. Il suﬃt pour cela de garantir la cohe´rence de l’orientation de la
premie`re face (abc) dans Tcourant par rapport a` son orientation dans Tcible.
Pour construire la premie`re face (abc), on commence par rechercher un chemin
de faces minimal entre les sommets a et b (le sommet a n’est incident a` aucune face
du chemin hormis la premie`re), et on construit l’areˆte (ab) par re´duction locale
du chemin. Puis on fait de meˆme pour l’areˆte (ac). Enﬁn, on construit l’areˆte (bc)
comme de´crit dans le cas (FF ). Cependant, si le sommet a n’est pas adjacent a` une
areˆte contrainte diﬀe´rente de (ab) et (ac), il existe deux chemins de faces possibles
dans l’ombrelle de a, correspondant a` deux orientations diﬀe´rentes de la face (abc)
obtenue (cf ﬁgure 3.25). Parmi ces deux conﬁgurations, l’algorithme choisira celui










Figure 3.25 – Construction de la premie`re face (abc) avec les deux orientations
possibles.
3.5.3 Algorithme pratique
Nous pouvons maintenant e´crire l’algorithme construisant la connectivite´ de
Tcible dans Tcourant :
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Algorithme 8 Algorithme pratique inse´rant la connectivite´ de Tcible dans Tcourant
Construire la premie`re face (avec la bonne orientation)
tant que Il reste au moins deux faces a` construire faire




si Il reste au moins deux faces a` construire alors




A` la ﬁn de l’algorithme, il reste une face incidente a` trois areˆtes contraintes.
Puisque dans Tcourant et Tcible, cette dernie`re face est incidente aux meˆmes sommets
et posse`de la meˆme orientation (par la consistance d’orientation discute´e ci-dessus),
elle est identique dans les deux triangulations. Lorsque toutes les faces de Tcible
sont construites, l’algorithme est termine´ et les connectivite´s de Tcourante et Tcible
sont identiques.
Nous avons signale´ que la construction d’une face a une complexite´ temporelle
O(e2) dans le pire cas (avec e le nombre d’areˆtes de Tcible). On en de´duit que l’aglo-
rithme pratique posse`de une complexite´ O(e3) dans le pire des sce´narios. Si Tinit et
Tcible sont identiques, il n’y a aucune areˆte a` construire et la complexite´ est en O(e).
Dans cet algorithme, on fait croˆıtre une seule re´gion initialise´e par une face
ayant la bonne orientation. Cependant, on peut aussi utiliser le meˆme algorithme
en initialisant k faces disjointes ge´ne´rant k re´gions croissantes. En eﬀet, la re´gion Rn
doit eˆtre impe´rativement limite´e a` une seule composante connexe, mais la me´thode
n’impose aucune contrainte sur Rc.
3.5.4 Preuve de l’algorithme
L’algorithme par croissance de re´gions peut eˆtre prouve´ comme un cas particu-
lier de l’algorithme ge´ne´rique, mais nous pre´fe´rons pre´senter ici une de´monstration
alternative.
Avant de de´montrer que la connectivite´ de Tcourant converge bien vers la
connectivite´ de Tcible, nous rappelons qu’a` chaque e´tape de l’algorithme, la trian-
gulation Tcourant est toujours compose´e de deux re´gions : Rc (la re´gion conforme)
et Rn (la re´gion non explore´e). Apre`s la construction d’une face, Rn est toujours
contenue dans une unique composante connexe. Montrons que la croissance de
re´gions utilisant les cas (NS), (FF ) et (SD) peut construire et bloquer toutes les
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faces de Tcourant. Nous rappelons que si Rc n’est pas vide alors Rn est une surface
contenant un bord.
Lemme III.6 : Si une expansion (c’est-a`-dire une croissance de re´gions utilisant
uniquement les cas (NS) et (FF )) ne re´duit pas Rn a` une unique face oriente´e, alors
Rn n’est pas contractile.
De´monstration. Supposons que Rn ne soit pas re´duite a` une face apre`s expansion et
qu’elle soit contractile. Soit B l’ensemble des faces non explore´es de Tcible incidentes
a` au moins une areˆte du bord de Rn. Les faces de B ont leurs trois sommets
appartenant a` sa frontie`re, car sinon elles pourraient eˆtre construites par expansion a`
partir de (NS) et inse´re´es dans Rc. Comme la re´gion non explore´e Rn est contractile,
l’ensemble des triangles de B est donc inclus dans un pavage triangulaire d’un n-
gone dont les sommets sont incidents au bord de Rc. Nous faisons remarquer que
deux triangles de B peuvent eˆte voisins dans le pavage (car elles sont incidentes a`
un meˆme couple de sommet) sans eˆtre ne´cessairement deux faces adjacentes dans
la triangulation Tcible (cf ﬁgure 3.26). Cependant, comme toutes les triangulations
d’un n-gone ont au moins une face incidente a` deux areˆtes du bord, l’ensemble
B posse`de au moins un triangle t incident a` deux areˆtes du bord. La face de B
correspondante a` t est alors constructible par le cas (FF ) et peut eˆtre inse´re´e dans





Figure 3.26 – Pavage d’un n-gone correspondant a` la frontie`re entre la re´gion non
explore´e Rn et la re´gion conforme Rc : a) La re´gion non explore´e est contractile ; b)
Le pavage triangulaire contient les faces incidentes aux areˆtes du bord.
Theore`me III.2 : A` la ﬁn de l’algorithme, la connectivite´ de Tcourant et Tcible
sont identiques.
De´monstration. Montrons que tant qu’il reste des faces oriente´es de Tcible n’appar-
tenant pas a` Tcourant, il est toujours possible de construire une nouvelle face oriente´e
en utilisant l’un des trois cas de l’algorithme. Supposons que l’expansion (cas (NS)
et (FF ) uniquement) ne re´duise pas Rn a` une unique face oriente´e. D’apre`s le lemme
III.6, Rn est une surface qui n’est pas contractile, et il existe des cycles qui ne sont
pas homotopes a` un point. Les areˆtes du bord entre Rc et Rn forment un chemin
ferme´, et l’on construit un chemin de triangles avec les faces de Rn incidentes a`
ces areˆtes. Le chemin de faces est ferme´ (mais pas ne´cessairement simple), et il est
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possible d’en extraire un ou plusieurs cycles de faces. Par conse´quent, il existe au
moins un cycle de faces simple, contenant au moins une face avec une areˆte sur le
bord de Rc et Rn (et ses trois sommets sont incidents a` une areˆte contrainte, sinon
le cas (NS) aurait pu eˆtre utilise´). Cette face peut eˆtre inse´re´e dans Tcourant par le
cas (SD), car elle ne divisera pas la composante connexe de Rn en deux parties.
Par ces observations, nous de´duisons qu’il est toujours possible de construire
une nouvelle face de Tcible dans Tcourant, car apre`s chaque expansion, soit la de´ter-
mination est comple`te, soit il est possible de construire une face en utilisant le cas
(SD).
En fait, les e´tapes d’expansion (cas (NS) et (FF ) uniquement) peuvent eˆtre
vues comme un moyen de faire croˆıtre Rc sans changer la caracte´ristique d’Euler.
En revanche, cette caracte´ristique diminue de un a` chaque fois que l’on construit
une face en utilisant (SD). On en de´duit le corollaire suivant :
Corollaire III.1 : Soient g le genre de la surface oriente´e et b son nombre de
bords ferme´s disjoints. L’algorithme utilisera 2g + b fois le cas (SD).
De´monstration. Apre`s la construction de la premie`re face, la caracte´ristique d’Euler
de Rc est e´gale a` 1. L’expansion ne change pas la caracte´ristique d’Euler de Rc, alors
que le cas (SD) la de´cre´mente de 1. Comme la caracte´ristique d’Euler de Tcible prive´e
d’une face est e´gale a` 2− 2g − (b+ 1), le cas (SD) sera applique´ 2g + b fois.
Notons que si l’on souhaite utiliser l’algorithme avec f faces de de´parts disjointes
et non incidentes a` un bord, l’algorithme utilisera 2g + b + f fois le cas (SD). En
eﬀet, il faudra utiliser f fois le cas (SD) aﬁn de relier les diﬀe´rentes re´gions Rc.
On de´duit du corollaire que les cas (NS) et (FF ) sont suﬃsants lorsque Tinit
et Tcible sont de genre 0.
Notons enﬁn que les cycles rencontre´s apre`s chaque e´tape d’expansion sont simi-
laires aux extractions de boucle eﬀectue´es sur les surfaces triangule´es par Lazarus
et al [Lazarus 2001] dans le but de de´couper une surface pour ge´ne´rer un sche´ma
polygonal. Leur algorithme e´volue par croissance de re´gions a` partir des meˆmes
ope´rations (NS), (FF ) et (SD).
3.5.5 Re´sultats expe´rimentaux
Les re´sultats expe´rimentaux pre´sente´s dans le tableau 3.1 ont e´te´ obtenus
sur un PC e´quipe´ d’un processeur Intel Core 2 Duo cadence´ a` 2 GHz et de 4
Go de RAM. Les triangulations dites perturbe´es sont ge´ne´re´es en modiﬁant de
manie`re ale´atoire les triangulations initiales. Les triangulations e´tant re´cupe´re´es
a` partir de ﬁchiers .oﬀ ou .obj, les sommets sont nume´rote´s de 0 a` S, et nous
appelons les triangulations dites avec e´change de connectivite´, les triangulations
obtenues en e´changeant la connectivite´ du sommet k avec le sommet S − k,
pour 0 < k < S2 . On peut remarquer que le temps d’exe´cution de l’algorithme
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de de´termination de se´quences de´pend principalement de la taille des triangula-
tions conside´re´es et de la diﬀe´rence de connectivite´ les deux maillages. En eﬀet,
lorsque la diﬀe´rence entre les deux triangulations est faible, la complexite´ semble
line´aire, et lorsque la diﬀe´rence devient importante, elle semble devenir quadratique.
Sphe`re simple Bimba simple Tore simple Genre 3 simple
Sphe`re perturbe´e Bimba perturbe´e Tore perturbe´e Genre 3 perturbe´e
Sphe`re avec e´changes Bimba avec e´changes Tore avec e´changes Genre 3 avec e´changes
de connectivite´ de connectivite´ de connectivite´ de connectivite´
Genre 0 0 1 3
Sommets 21 872 192 135 12 150 179 708
Areˆtes 65 610 576 399 36 450 539 136
Tinit Sphe`re simple Bimba simple Tore simple Genre 3 simple
Tcible Sphe`re simple Bimba simple Tore Genre 3 simple
Bascules 0 0 0 0
Dure´e 220ms 3s 138ms 2s 400ms
Tinit Sphe`re simple Bimba simple Tore simple Genre 3 simple
Tcible Sphe`re perturbe´e Bimba perturbe´e Tore perturbe´e Genre 3 perturbe´e
Bascules 114 417 645 970 125 148 492 386
Dure´e 916ms 9s 110ms 995ms 9s 539ms
Tinit Sphe`re simple Bimba simple Tore simple Genre 3 simple
Tcible Sphe`re avec e´changes Bimba avec e´changes Tore avec e´changes Genre 3 avec e´changes
de connectivite´ de connectivite´ de connectivite´ de connectivite´
Bascules 11 950 677 79 856 110 2 144 832 95 018 006
Dure´e 8min 14s 210ms 16h 23min 58s 1min 19h 14min 06s
Table 3.1 – Re´sultats expe´rimentaux de l’algorithme pratique de de´termination
de se´quences de bascules d’areˆtes.
Les ﬁgures 3.28 et 3.27 illustrent le de´roulement de l’algorithme pratique pour
une surface de genre 0 et 2. La ﬁgure 3.29 illustre le de´roulement de l’algorithme
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pratique lorsque l’on de´marre avec plusieurs faces oriente´es. Pour faciliter leur
compre´hension, nous avons donne´ la meˆme ge´ome´trie aux triangulations Tinit et
Tcible et nous avons mis en correspondance les sommets posse´dant la meˆme position.
Figure 3.27 – L’algorithme applique´ a` une surface de genre 2. Le cas (SD) est
utilise´ au moment ou` la re´gion non conforme correspond a` l’union de plusieurs cycles
d’areˆtes.
Dans le cas particulier des triangulations planaires ge´ome´triques, nous avons
compare´ notre algorithme avec la me´thode de de´termination de se´quences de bas-
cules d’areˆtes utilisant la triangulation de Delaunay comme pivot [Lawson 1977].
La comparaison a e´te´ eﬀectue´e sur un exemple ne contenant pas de sommets cocy-
cliques (cf ﬁgure 3.30).
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Figure 3.28 – L’algorithme applique´ a` une surface de genre 0.
Figure 3.29 – Il est possible d’initialiser l’algorithme avec plusieurs faces de de´-
part, aﬁn de faire croˆıtre plusieurs re´gions conformes. Les faces de de´part ont e´te´
se´lectionne´es par l’utilisateur mais elles peuvent eˆtre choisies de manie`re ale´atoire
en ve´riﬁant que deux faces ne posse`dent aucun sommet en commun.
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Figure 3.30 – De´termination d’une se´quence de bascules d’areˆtes entre Tinit et
Tcible : a) En utilisant une triangulation de Delaunay comme pivot [Lawson 1977],
nous obtenons 353 bascules ge´ome´triques ; b) Avec notre algorithme, nous obtenons
294 bascules combinatoires.
3.6 Discussion
E´tant donne´es deux triangulations connexes de T, posse´dant un meˆme nombre
de sommets, un meˆme genre topologique et des bords consistents, nous venons de
montrer les conditions ne´cessaires et suﬃsantes assurant l’existence d’une se´quence
de bascules d’areˆtes. Nous en avons de´duit un algorithme pratique permettant de
ge´ne´rer une telle se´quence, sans avoir a` connaˆıtre le genre topologique commun.
Nous faisons remarquer que l’algorithme pratique peut eˆtre le´ge`rement modiﬁe´
pour eˆtre utilise´ sans mise en correspondance des sommets de Tinit et Tcible. Soit
(abc) une face de Tcible, nous choisissons trois sommets de Tcourant que nous mettons
en correspondance avec a, b et c, puis initialisons la croissance de re´gions en construi-
sant dans Tcourant la face oriente´e correspondante. La mise en correspondance des
sommets restants s’eﬀectuera uniquement pendant le cas de cre´ation d’une face vers
un nouveau sommet (NS). Soit (def) une face de Tcible tel que les sommets d et e
de Tcible sont de´ja` en correspondance avec deux sommets de Tcourant. Nous mettons
le sommet f en correspondance avec un nouveau sommet de Tcourant incident a`
aucune areˆte contrainte, puis nous construisons la face oriente´e correspondante a`
(def) dans Tcourant. Un nouveau sommet de Tcourant peut eˆtre choisi de manie`re
ale´atoire, ou a` partir de crite`res ge´ome´triques ou d’une distance ge´ode´sique.
Une perspective inte´ressante est d’utiliser cette nouvelle version de l’algorithme
pratique pour ge´ne´rer une mise en correspondance entre deux triangulations.

Chapitre 4
Re´duction de se´quences de
bascules d’areˆtes
La bascule d’areˆte peut-eˆtre vue comme un outil permettant de coder la diﬀe´-
rence entre deux triangulations et il est important de pouvoir controˆler la longueur
d’une se´quence, dans l’optique de concevoir des algorithmes de compression. Le pro-
ble`me de la de´termination d’une se´quence minimale de bascules d’areˆtes entre deux
triangulations a e´te´ prouve´ eˆtre un proble`me NP-complet dans certaines classes
de triangulations, ce qui rend ne´cessaire le de´veloppement d’heuristiques. Dans ce
chapitre, nous proposons une solution consistant a` re´duire les se´quences de bas-
cules d’areˆtes dans la classe des triangulations oriente´es combinatoirementmanifold.
Cette approche de re´duction est e´galement valable dans la classe des triangulations
ge´ome´triques oriente´es ou la classe des triangulations de Wagner.
La nouvelle approche que nous proposons est fonde´e sur l’aﬀectation d’un indice
diﬀe´rent a` chaque areˆte, avec transfert de l’indice d’une areˆte de´truite sur l’areˆte
cre´e´e lors d’une bascule. Ceci donne un moyen de suivre une areˆte pendant une
se´quence de bascules et permet le de´veloppement de proprie´te´s combinatoires tre`s
simples :
– Etant donne´ une triangulation initiale T , et une se´quence de bascules d’areˆtes
φ, nous introduisons trois outils simples qui peuvent eˆtre utilise´s pour ge´ne´rer
une nouvelle se´quence γ telle que φ et γ transforment T en une triangulation
similaire, modulo une permutation des indices. Dans le cas ou` T est une
triangulation d’un n-gone convexe, nous prouvons que ces trois outils peuvent
eˆtre utilise´s pour passer d’une se´quence φ a` n’importe quelle autre se´quence
γ, telle que φ et γ transforme T en une meˆme triangulation, modulo une
permutation des indices.
– A` partir de ces trois outils, nous proposons un algorithme eﬃcace pour re´duire
une se´quence de bascules d’areˆtes donne´e, de manie`re a` satisfaire un crite`re
d’optimum local. Cet algorithme est polynomial, et s’utilise aussi bien sur la
classe des triangulations oriente´es combinatoirementmanifold que sur la classe
des triangulations ge´ome´triques oriente´es et sur la classe des triangulations
de Wagner. Son eﬃcacite´ est illustre´e par des re´sultats expe´rimentaux.
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4.1 Etat de l’art sur la recherche d’une se´quence mini-
male de bascules d’areˆtes
4.1.1 De´termination d’une se´quence minimale de bascules d’areˆtes
Le proble`me de la de´termination d’une se´quence de bascules minimale est de´licat.
Cette se´quence varie en fonction des triangulations conside´re´es, de la classe de
triangulation choisie et, en ge´ne´ral, elle n’est pas unique. La seule me´thode connue
consiste, pour une triangulation donne´e, a` construire le graphe de bascules, c’est-
a`-dire le graphe dont les sommets sont les triangulations possibles et dans lequel
deux sommets sont relie´s par une areˆte s’il existe une unique bascule permettant de
transformer la premie`re triangulation en la deuxie`me (cf ﬁgure 4.1). Les se´quences
de bascules minimales entre deux triangulations sont donc les chemins les plus
courts qui relient les deux triangulations dans le graphe. Cependant, il est diﬃcile
de de´terminer ces se´quences car le nombre de triangulations possibles e´volue de
fac¸on exponentielle par rapport au nombre de sommets, ce qui rend le graphe de
bascules rapidement impossible a` construire. De plus, en fonction de la classe de
triangulations choisie, nous ne pouvons pas toujours savoir si ce graphe est connexe
ou pas. Nous disposons ne´anmoins de ces informations dans le cas du graphe de
bascules d’un n-gone convexe triangule´ : nous savons que si n > 4, il est (n − 3)-
sommet-connexe [Hurtado 1999], qu’il a pour squelette un (n−3)-polytope convexe
appele´ associahedron, et que son groupe d’automorphisme est le groupe dihedral
Dn [Lee 1988, Hurtado 1999].
Figure 4.1 – Graphe de bascules des triangulations d’un 6-gone convexe.
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4.1.2 La distance de bascules d’areˆtes
Il existe des re´sultats concernant un proble`me sous-jacent a` la recherche de
se´quences minimales : la de´termination de la distance de bascules entre deux tri-
angulations, a` savoir le nombre de bascules constituant la se´quence minimale. La
distance de bascules a pour particularite´ de de´ﬁnir un espace me´trique sur l’en-
semble des triangulations, et elle peut permettre la de´termination du diame`tre d’un
ensemble de triangulations, c’est-a`-dire la valeur maximale que peut atteindre la
distance de bascules pour un couple de triangulations du meˆme ensemble. Cette
valeur donne des informations sur le nombre de bits minimal ne´cessaire pour coder
une se´quence de bascules d’areˆtes entre deux triangulations.
Il n’existe pas d’algorithme eﬃcace pour de´terminer la distance de bascule, mais
de nombreux travaux en fournissent une approximation. Dans le classe des triangu-
lations ge´ome´trique oriente´es, et plus pre´cise´ment dans le cas d’une triangulation
d’un n-gone convexe, la question consistant a` savoir si la de´termination de cette dis-
tance est un proble`me NP-complet est toujours ouverte [Sleator 1987]. Cependant,
Pournin [Pournin 2012] montre que pour un n-gone avec n > 13, 2n − 10 bascules
sont suﬃsantes et parfois ne´cessaires pour transformer une triangulation en une
autre. Dans le cas des triangulations ge´ome´triques planaires, la de´termination de
la distance de bascules est un proble`me NP-complet [Lubiw 2012, Pilz 2012], ainsi
que pour les polygones simples [Aichholzer 2012]. Lawson[Lawson 1977] montre que
pour deux triangulations planaires compose´es de n sommets, O(n2) bascules sont
suﬃsantes. Hanke et al. [Hanke 1996] montrent que la distance de bascules est
infe´rieure au nombre d’intersections d’areˆtes lorsque l’on superpose les deux trian-
gulations. Si la triangulation ne posse`de pas cinq sommets formant un pentagone
vide, Eppstein [Eppstein 2010] montre qu’il est possible de la de´terminer en temps
O(n2). Pour le cas ge´ne´ral, il propose un algorithme polynomial calculant une borne
infe´rieure.
Dans la classe de triangulations de Wagner, il existe des re´sultats sur la
de´termination de la distance de bascules entre deux triangulations d’une surface
de genre 0. La meilleure borne supe´rieure connue est 5.3n − 24.4 bascules d’areˆtes
[Bose 2011] et en ce qui concerne la borne infe´rieure du diame`tre, il existe des
paires de triangulations qui requie`rent 2n− 15 bascules [Komuro 1997].
La de´termination d’une se´quence minimale est un proble`me de diﬃculte´ au
moins NP-complet car la de´termination de la distance de bascules est NP-complet
dans de nombreux cas. Il est donc naturel de s’inte´resser au de´veloppement d’algo-
rithmes re´duisant eﬃcacement une se´quence plutoˆt que de la minimiser.
56 Chapitre 4. Re´duction de se´quences de bascules d’areˆtes
4.2 Bascules d’areˆtes et permutation d’indices
4.2.1 Cadre de l’e´tude
4.2.1.1 Triangulations posse´dant des areˆtes indexe´es
Dans ce chapitre, nous exploitons l’ide´e qui consiste a` identiﬁer une areˆte d’une
triangulation par un indice alors qu’habituellement on la de´signe par ses extre´-
mite´s. Comme il est spe´ciﬁe´ dans l’introduction, chaque areˆte n’appartenant pas
au bord (car elles ne sont jamais basculables) posse`de un indice diﬀe´rent, qu’elle
conservera apre`s une bascule. Les re´sultats que nous pre´sentons sont applique´s dans
la classe ge´ne´rale des triangulations combinatoires introduite en 2.1.1, note´e T , et
se restreignent sans proble`me a` toutes ses sous-classes : triangulations oriente´es
combinatoirement manifold, des triangulations ge´ome´triques oriente´es et des trian-
gulations de Wagner. Nous nommons par Tind la classe ge´ne´rale des triangulations
combinatoires compose´es d’areˆtes indexe´es.
Dans la suite, nous dirons que deux triangulations aux areˆtes indexe´es T1 et
T2 ∈ Tind sont e´gales, note´ T1 = T2, si elles sont identiques et posse`dent les meˆmes
indices pour chaque areˆte.
4.2.1.2 Ope´ration de bascule d’areˆtes indexe´es
Soit T ∈ Tind une triangulation contenant une areˆte i entre les sommets v0 et v1.
L’ope´ration de bascule de l’areˆte i est note´e Fi et la triangulation re´sultante apre`s
bascule de l’areˆte i dans la triangulation T est note´e Fi(T ). L’indice i de l’areˆte
(v0v1) bascule´e est transfe´re´ sur la nouvelle areˆte cre´e´e (cf ﬁgure 4.2).
v2 
v3 v5 v6 
v7 










Figure 4.2 – Bascule de l’areˆte i.
Si l’areˆte i est basculable dans T ∈ Tind, alors i est aussi basculable dans Fi(T ),
et Fi(Fi(T )) = T . Autrement dit, Fi est une involution.
4.2.1.3 Composition de bascules d’areˆtes
Soit T ∈ Tind contenant les areˆtes i1, i2, . . . in. Nous de´ﬁnissons la composition
de deux bascules comme Fi2(Fi1(T )) = (Fi2 ◦Fi1)(T ), c’est-a`-dire que l’on eﬀectue
dans un premier temps la bascule de l’areˆte i1, puis celle de l’areˆte i2. La se´quence
de bascules φ des areˆtes i1, . . . , in de T correspond a` φ = (Fin ◦ Fin−1 ◦ . . . ◦ Fi1)
dans laquelle chaque bascule est autorise´e. La se´quence inverse de φ est φ−1 =
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(Fi1 ◦Fi2 ◦ . . .◦Fin), et elle ve´riﬁe la proprie´te´ que (φ−1 ◦φ)(T ) = (φ◦φ−1)(T ) = T
pour toute triangulation T ∈ Tind.
En eﬀet, on observe que (φ−1 ◦ φ)(T ) = (Fi1 ◦ . . . ◦ Fin ◦ Fin ◦ . . . ◦ Fi1)(T )
se re´duit a` (Fi1 ◦ . . . ◦ Fin−1 ◦ Fin−1 ◦ . . . ◦ Fi1)(T ) quelle que soit la triangulation
T ∈ Tind, car Fin est une involution et (Fin ◦ Fin)(T ) = T . Par induction sur la
sous-se´quence, on obtient (φ ◦ φ−1)(T ) = (φ−1 ◦ φ)(T ) = T .
Dans la suite, nous dirons que la se´quence (Fif ◦ Fif−1 ◦ . . . ◦ Fi1) est basculable
dans T si Fi1 est basculable dans T , Fi2 est basculable dans Fi1(T ), ..., et Fif est
basculable dans (Fif−1 ◦ . . . ◦ Fi1)(T ).
4.2.1.4 Commutativite´ au sein d’une se´quence
Si i est une areˆte de T , on de´ﬁnit le support de la bascule Fi, note´ supp(i, T )
comme l’ensemble compose´ uniquement des deux faces incidentes a` l’areˆte i dans la
triangulation T .
Soient i et j deux areˆtes basculables de T , et l’on suppose qu’il n’existe
aucune face de T incidente a` la fois a` i et j, autrement dit, le car-
dinal de supp(i, T )
⋂
supp(j, T ) est nul en terme de nombre de faces :
|supp(i, T )⋂ supp(j, T )| = 0. On observe que la se´quence (Fi ◦ Fj) peut eˆtre appli-
que´e a` T et (Fi ◦ Fj(T )) = (Fj ◦ Fi)(T ), c’est-a`-dire que Fj et Fi commutent dans












Figure 4.3 – (Fi ◦ Fj)(T ) = (Fj ◦ Fi)(T ) lorsque |supp(i, T )
⋂
supp(j, T )| = 0.
On peut de´duire des re`gles de commutativite´ entre deux bascules au sein d’une
se´quence :
soient φ, μ et γ trois se´quences de bascules telles que φ(T ) = (μ ◦ Fi ◦ Fj ◦ γ)(T ),
on a φ(T ) = (μ ◦ Fj ◦ Fi ◦ γ)(T ) si |supp(i, γ(T ))
⋂
supp(j, γ(T ))| = 0.
Dans la suite, nous dirons que deux areˆtes i et j sont voisines dans la triangu-
lation T , si |supp(i, T )⋂ supp(j, T )| > 0.
4.2.2 Ope´ration de transposition d’indices d’areˆtes
Nous introduisons maintenant P(i,j), l’ope´ration de transposition d’indices
applique´e aux areˆtes i et j : si T ∈ Tind, P(i,j)(T ) est la triangulation obtenue
a` partir de T en transposant les indices i et j. De plus, nous de´ﬁnissons la
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composition de deux transpositions par (P(i,j) ◦ P(k,l))(T ) = P(i,j)(P(k,l)(T )).
Nous allons travailler avec des se´quences compose´es a` la fois d’ope´rations de
bascules et de transpositions, et nous pourrons les commuter de la manie`re suivante :
(P(i,j) ◦ Fk)(T ) = (Fθ(i,j)(k) ◦ P(i,j))(T )















Figure 4.4 – (P(i,j) ◦ Fk)(T ) = (Fθ(i,j)(k) ◦ P(i,j))(T ) ou` θ(i,j)(k) correspond a` j si
k = i, a` i si k = j et k sinon.
En eﬀet, si k = i et k = j, le re´sultat est e´quivalent a` dire que la bascule de
k et la transposition de i et j commutent car les deux ope´rations sont clairement
inde´pendantes. Les cas k = i et k = j sont syme´triques, et en conside´rant par
exemple que k = i, l’e´galite´ devient (P(i,j) ◦ Fi)(T ) = (Fj ◦ P(i,j))(T ), et reste vraie
car la bascule de l’areˆte est une ope´ration combinatoire qui ne de´pend clairement
pas de l’indice de l’areˆte.
Nous de´duisons aussi directement que (Fk ◦ P(i,j))(T ) = (P(i,j) ◦ Fθ(i,j)(k))(T ).
Nous avons introduit la notion de transposition d’indices car il existe une
relation entre cette ope´ration et les bascules d’areˆtes :
Proposition IV.1 : Soit T5 une triangulation d’un polygone simple compose´ de
5 sommets tel que ses areˆtes internes sont basculables pour toutes les conﬁgurations
possibles. Si i et j sont les deux areˆtes internes de T5, on a :
(P(i,j))(T5) = (Fi ◦ Fj ◦ Fi ◦ Fj ◦ Fi)(T5) = (Fj ◦ Fi ◦ Fj ◦ Fi ◦ Fj)(T5).
Nous proposons deux de´monstrations diﬀe´rentes pour cette proposition :
De´monstration. Le polygone choisi est inte´ressant car il n’y a aucune restriction
structurelle sur la proprie´te´ d’une areˆte d’eˆtre basculable ou non, dans ses trian-
gulations. La ﬁgure 4.7 illustre le fait que (Fi ◦ Fj ◦ Fi ◦ Fj ◦ Fi) engendre une
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transposition des indices i et j lorsqu’on est dans un polygone contenant 5 som-
mets, ce qui prouve le re´sultat car les triangulations d’un polygone simple sont
similaires modulo une rotation. En particulier, ce re´sultat est toujours vrai dans le
cas d’un 5-gone convexe.









Figure 4.5 – Illustration de P(i,j)(T5) = (Fi ◦ Fj ◦ Fi ◦ Fj ◦ Fi)(T5).
De´monstration. On peut aussi de´montrer cette proposition de manie`re plus for-
melle, en montrant le lien avec la the´orie des groupes. On de´ﬁnit une relation
d’e´quivalence entre deux se´quences de bascules d’areˆtes : φ1 et φ2 sont e´quivalentes
si φ1(T ) = φ2(T ) quelque soit la triangulation T5 du 5-gone. Avec cette relation,
les classes d’e´quivalences ge´ne´re´es par l’ensemble des se´quences de bascules d’areˆtes
applique´es a` un 5-gone triangule´ forment un groupe (au sens alge´brique) avec l’ope´-
ration de composition. Ce groupe est isomorphe au groupe dihe´dral D5 et peut eˆtre
ge´ne´re´ par la se´quence (Fj ◦ Fi) qui est un e´le´ment d’ordre 5 correspondant aux
rotations des deux areˆtes internes et (Fi◦Fj ◦Fi◦Fj ◦Fi) qui est un e´le´ment d’ordre
2 qui transpose les indices i et j. L’e´quivalence entre (Fi ◦Fj ◦Fi ◦Fj ◦Fi) et P(i,j)
est ve´riﬁe´e pour toutes les triangulations du 5-gone.
Proposition IV.2 : Soit T ∈ Tind contenant deux areˆtes internes voisines
indexe´es par i et j. Les deux indices d’areˆtes i et j peuvent eˆtre transpose´s si
|supp(i, T )⋂ supp(j, T )| = 1 et si l’une des se´quences (Fi ◦ Fj ◦ Fi ◦ Fj ◦ Fi) ou
(Fj ◦ Fi ◦ Fj ◦ Fi ◦ Fj) est basculable par rapport a` la triangulation T ∈ Tind.
De´monstration. Nous savons que |supp(i, T )⋂ supp(j, T )| = 1 et les areˆtes i et j
sont des areˆtes n’appartenant pas au bord, donc |supp(i, T )⋃ supp(j, T )| = 3. Nous
en de´duisons que la sous-triangulation forme´e des faces de supp(i, T )
⋃
supp(j, T )
ainsi que des areˆtes et des sommets incidents, est une triangulation d’un polygone
simple compose´ de 5 sommets qui ne sont pas force´ment distincts et dont ses areˆtes
internes sont i et j. De plus, comme la se´quence (Fi ◦ Fj ◦ Fi ◦ Fj ◦ Fi) (resp.
(Fj ◦ Fi ◦ Fj ◦ Fi ◦ Fj)) est basculable, elle transpose les indices i et j.
Il est donc possible de transposer des areˆtes voisines dans des conﬁgurations
plus ge´ne´rales que celles e´nonce´es dans la proposition IV.1 (cf ﬁgure 4.6).





















Figure 4.6 – Si Tind autorise les triangulations de type combinatoires pouvant
posse´der des areˆtes reliant une meˆme extre´mite´s on a : P(i,j)(T ) = (Fi ◦ Fj ◦ Fi ◦
Fj ◦ Fi)(T ) pour T ∈ Tind.
4.2.3 Algorithme de permutation d’indices d’areˆtes
Les re´sultats pre´ce´dents montrent qu’une se´quence de bascules d’areˆtes ne per-
met pas uniquement de modiﬁer la connectivite´ d’une triangulation, mais trans-
posent e´galement les indices. Nous pre´sentons maintenant un algorithme simple
pour permuter l’ensemble des indices d’une triangulation.
Nous avons besoin de transposer les indices de deux areˆtes i et j qui ne sont
pas voisines, et nous proce´dons de la manie`re suivante : soient T ∈ Tind, et une
se´quence d’areˆtes (i1, i2, ..., ik) telle que i1 = i, ik = j et pour l ∈ {i1...ik}, les areˆtes
el et el+1 sont voisines et transposables par la se´quence P(el,el+1)(T ) = (Fel ◦Fel+1 ◦
Fel ◦Fel+1 ◦Fel)(T ). On peut transposer les indices des areˆtes i et j par la se´quence
suivante :
P(i1,ik)(T ) = (P(i1,i2) ◦ ... ◦ P(ik−2,ik−1) ◦ P(ik−1,ik) ◦ P(ik−2,ik−1) ◦ ... ◦ P(i1,i2))(T )
avec P(el,el+1) = (Fel ◦ Fel+1 ◦ Fel ◦ Fel+1 ◦ Fel) pour l ∈ i1...ik.
L’existence d’une se´quence de bascules d’areˆtes traduisant n’importe quelle
permutation d’indice de´pend de la classe de triangulation conside´re´e. Nous avons
les re´sultats suivants :
Proposition IV.3 : Soit T est une triangulation oriente´e combinatoirement
manifold a` laquelle on indexe ses areˆtes internes. Si chaque sommet de T est de
valence strictement supe´rieure a` 3, alors nous pouvons ge´ne´rer n’importe quelle
permutation d’indices.
De´monstration. Si pour chaque couple d’areˆtes voisines internes, on peut transpo-
ser leur indice, alors nous pouvons ge´ne´rer n’importe quelle transposition et donc
n’importe quelle permutation.
Soient deux areˆtes internes voisines i et j. On a |supp(i, T )⋂ supp(j, T )| = 1 car
la valence de chaque sommet est supe´rieure ou e´gale a` 3. De plus, durant l’exe´cution
4.2. Bascules d’areˆtes et permutation d’indices 61
des bascules de la se´quence (Fi ◦Fj ◦Fi ◦Fj ◦Fi) la valence des sommets adjacents
a` (supp(i, T )
⋃
supp(j, T )) pourra eˆtre soustre´e de 2 au maximum. On en de´duit
qu’apre`s chaque bascule de la se´quence, la valence de chaque sommet est supe´rieure
ou e´gale 2, ce qui signiﬁe qu’aucune bascule est interdite. D’apre`s la Proposition
IV.2, la se´quence ge´ne`re une transposition laissant invariant la valence de chaque
sommet.
Proposition IV.4 : Soit T une triangulation ge´ome´trique planaire auquelle
on indexe ses areˆtes internes. Si l’union des supports de tous les couples d’areˆtes
voisines forment un 5-gone convexe dans T , alors nous pouvons ge´ne´rer n’importe
quelle permutation d’indices.
De´monstration. Si pour chaque couple d’areˆtes voisines internes, on peut transposer
leur indice, alors nous pouvons ge´ne´rer n’importe quelle transposition et n’importe
quelle permutation.
Nous savons que pour tout couple d’areˆte i et j, il existe une triangulation
d’un 5-gone convexe incluse dans T tel que i et j sont les areˆtes internes. Nous en
de´duisons d’apre`s la Proposition IV.1, que les areˆtes i et j sont transposables.
Dans chacun des cas pre´ce´dents, on peut appliquer l’algorithme 9.
Algorithme 9 De´termination de se´quences de bascules d’areˆtes entre deux trian-
gulations identiques modulo une permutation des indices
Inse´rer toutes les areˆtes de la triangulation initiale dans une pile
tant que la pile n’est pas vide faire
de´piler la premie`re areˆte (ab) d’indice i
si l’indice souhaite´e de (ab) est j alors
trouver l’areˆte (cd) indexe´e par j
transposer les indices des areˆtes (ab) et (cd)
ﬁn si
ﬁn tant que
Retourner la se´quence de bascules d’areˆtes
En combinant l’utilisation d’un algorithme de de´termination de se´quences de
bascules entre deux connectivite´s diﬀe´rentes et l’algorithme 9, on peut transformer
une triangulation posse´dant des areˆtes indexe´es Tinit en une nouvelle triangulation
Tcible lorsque Tinit et Tcible satisfont les hypothe`ses de la proposition IV.3 ou IV.4.
La possibilite´ de “transporter” des areˆtes sur une triangulation signiﬁe que les
bascules d’areˆtes peuvent servir a` coder davantage d’information qu’un simple chan-
gement de connectivite´. Les indices peuvent eˆtre utilise´s pour coder des attributs
tels que la couleur. Dans la partie suivante, nous pre´sentons une application : la
re´duction de se´quences de bascules.
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4.3 Se´quences de bascules d’areˆtes e´quivalentes
Nous reprenons les notations introduites dans le chapitre pre´ce´dent et nous
travaillons dans la classe de triangulation Tind pre´sente´e dans la partie 4.2.1.1.
4.3.1 Se´quences faiblement et fortement e´quivalentes
Nous de´ﬁnissons deux relations d’e´quivalence entre les se´quences de bascules
applique´es a` une triangulation posse´dant des areˆtes indexe´es T .
Soient φ1 et φ2 deux se´quences de bascules d’areˆtes telles que φ1(T ) et φ2(T )
sont deux triangulations d’un meˆme ensemble de sommets.
– φ1 est fortement e´quivalente a` φ2 lorsqu’elles sont applique´es a` T si
φ1(T ) = φ2(T ),
– φ1 est faiblement e´quivalente a` φ2 lorsqu’elles sont applique´es a` T si φ1(T ) et
φ2(T ) correspondent a` la meˆme triangulation modulo une permutation des
indices des areˆtes ; nous notons φ1(T ) 	 φ2(T ) dans ce cas.
Dans la partie suivante, nous nous inte´ressons a` la ge´ne´ration de se´quences
faiblement et fortement e´quivalentes pour une triangulation T donne´e. Nous faisons
remarquer que l’e´quivalence forte implique l’e´quivalence faible et que les se´quences
minimales entre les triangulations a` areˆtes non indexe´es T et φ(T ) sont faiblement
e´quivalentes a` φ par rapport a` T .
4.3.2 Outils de ge´ne´ration de se´quences e´quivalentes
Nous pre´sentons trois outils de´rivant des proprie´te´s de l’ope´ration de bascule
d’areˆte pre´sente´es dans la partie 4.2. Nous les utilisons pour ge´ne´rer des se´quences
faiblement ou fortement e´quivalentes a` une se´quence donne´e φ applique´e a` une
triangulation T ∈ Tind. Nous montrons que si T est une triangulation d’un n-gone
convexe, les trois outils permettent de ge´ne´rer toutes les se´quences faiblement
e´quivalentes par rapport a` T a` une se´quence donne´e φ. Dans la suite, nous
conside´rons que toutes les se´quences sont compose´es d’areˆtes basculables.
1er outil (exploitant la commutativite´) :
S’il existe deux se´quences μ et ν telles que φ(T ) = (μ ◦ Fi ◦ Fj ◦ ν)(T ) et que
|supp(i, ν(T ))⋂ supp(j, ν(T ))| = 0, alors la se´quence (μ ◦ Fj ◦ Fi ◦ ν) est fortement
e´quivalente a` φ par rapport a` T . Donc si la se´quence φ applique´e a` T contient des
bascules que l’on peut commuter, on peut ge´ne´rer de nouvelles se´quences fortement
e´quivalentes a` φ. Dans la suite, si l’on peut transformer une premie`re se´quence en
une seconde en utilisant ce premier outil, on dira de ces se´quences qu’elles sont
fortement e´quivalentes par commutativite´.
2e`me outil (exploitant l’involution) :
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Nous savons que la proprie´te´ (Fi ◦Fi)(T ) = T est vraie pour toute triangulation
T ∈ Tind contenant une areˆte indexe´e par i. Nous pouvons donc ge´ne´rer de
nouvelles se´quences fortement e´quivalentes a` φ en inse´rant la se´quence (Fi ◦ Fi)
au sein de φ (augmentation de la se´quence de deux bascules). Inversement, si φ
contient deux occurrences de Fi, et qu’il existe des se´quences de bascules μ et ν
telles que φ(T ) est fortement e´quivalente par commutativite´ a` (μ ◦ Fi ◦ Fi ◦ ν)(T ),
alors on peut ge´ne´rer une nouvelle se´quence (μ ◦ ν) fortement e´quivalente a` φ et
contenant deux bascules de moins.
3e`me outil (exploitant la transposition des indices) :
Proposition IV.5 : S’il existe μ et ν telles que φ est fortement e´qui-
valente par commutativite´ a` (μ ◦ Fj ◦ Fi ◦ Fj ◦ ν) par rapport a` T , avec
|supp(i, ν(T ))⋂ supp(j, ν(T ))| = 1, et que la se´quence (Fj ◦Fi) est basculable dans
ν(T ), alors φ(T ) = (μ ◦ P(i,j) ◦ Fj ◦ Fi ◦ ν)(T ).
De´monstration. : (μ◦Fj◦Fi◦Fj◦ν)(T ) = (μ◦Fj◦Fi◦Fj◦(Fi◦Fj◦Fj◦Fi)◦ν)(T ) =
(μ◦Fj ◦Fi ◦Fj ◦Fi ◦Fj ◦Fj ◦Fi ◦ν)(T ) avec |supp(i, (Fj ◦Fi ◦ν)(T ))
⋂
supp(j, (Fj ◦
Fi ◦ ν)(T ))| = 1 car |supp(i, ν(T ))
⋂
supp(j, ν(T ))| = 1. La conﬁguration locale des
supports est un polygone simple compose´ de 5 sommets dans lequel les areˆtes i et
j sont basculables a` chaque instant. D’apre`s la proposition IV.1, nous avons donc
(μ ◦ Fj ◦ Fi ◦ Fj ◦ Fi ◦ Fj ◦ Fj ◦ Fi ◦ ν)(T ) = (μ ◦ P(i,j) ◦ Fj ◦ Fi ◦ ν)(T ) (cf ﬁgure
4.7).
Nous notons P(i,j)(μ) la se´quence μ pour laquelle toutes les occurrences de Fi
ont e´te´ remplace´es par Fj et re´ciproquement.
La proprie´te´ pre´ce´dente implique que si φ est fortement e´quivalente par commu-
tativite´ a` (μ◦Fj◦Fi◦Fj◦ν), alors φ est faiblement e´quivalente a` (P(i,j)(μ)◦Fj◦Fi◦ν)
par rapport a` T . La se´quence ge´ne´re´e posse`de une bascule de moins que φ.
Inversement, s’il existe μ et ν telles que φ est fortement e´quivalente par commu-
tativite´ a` (μ◦Fj ◦Fi◦ν) par rapport a` T , avec |supp(i, ν(T ))
⋂
supp(j, ν(T ))| = 1 et
la se´quence (Fj ◦Fi◦Fj) est basculable dans ν(T ), alors φ est faiblement e´quivalente
a` (P(i,j)(μ) ◦ Fj ◦ Fi ◦ Fj ◦ ν)(T ) par rapport a` T . La se´quence ge´ne´re´e posse`de une
bascule de plus que φ.
4.3.3 Se´quences de bascules d’areˆtes directement re´ductibles
Nous pre´sentons un cas particulier de se´quences de bascules d’areˆtes. Soient
T ∈ Tind contenant les areˆte indexe´es i et j, et φ1, φ2 deux se´quences de bascules.
On dira que φ2 est une re´duction directe de φ1 s’il existe μ et ν ve´riﬁant l’une des
conditions suivantes :
• φ1 est fortement e´quivalente par commutativite´ a` (μ ◦ Fi ◦ Fj ◦ Fi ◦ ν) avec
|supp(i, ν(T ))⋂ supp(j, ν(T ))| = 1 et φ2 = (P(i,j)(μ)◦Fi ◦Fj ◦ν) (e´quivalence
faible entre φ1 et φ2 dans T ).
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Figure 4.7 – Dans le cas du 5-gone convexe triangule´, (Fi ◦Fj ◦Fi)(T ) = (P(i,j) ◦
Fi ◦ Fj)(T )
• φ1 est fortement e´quivalente par commutativite´ a` (μ◦Fi◦Fi◦ν) et φ2 = (μ◦ν)
(e´quivalence forte entre φ1 et φ2 dans T ).
Nous dirons qu’une se´quence est directement re´duite si elle ne posse`de aucune
re´duction directe. A` partir des outils pre´sente´s et d’une se´quence donne´e, nous
sommes toujours capable de ge´ne´rer une se´quence re´duite en construisant succes-
sivement des re´ductions directes. Cependant il existe plusieurs se´quences re´duites
faiblement e´quivalentes et les re´ductions directes peuvent ge´ne´rer des se´quences di-
rectement re´duites diﬀe´rentes en fonction de l’ordre et des bascules utilise´es lors des
re´ductions. De plus, les se´quences directement re´duites ne sont pas toutes e´gales a`





















Figure 4.8 – En a) la se´quence est directement re´duite mais elle n’est pas minimale ;
en b) la se´quence contient une bascule de moins.
4.3.4 Se´quences e´quivalentes dans le cas d’un n-gone convexe
Dans cette partie, nous nous inte´ressons au cas particulier des triangulations
d’un n-gone convexe, qui ont la particularite´ d’eˆtre compose´es d’areˆtes internes
basculables a` chaque instant. Dans le cas des triangulations combinatoires, les re´-
sultats pre´sente´s sont aussi valables dans la classe des triangulations combinatoires
d’un polygone simple. Nous e´nonc¸ons un the´ore`me illustrant les possibilite´s oﬀertes
par les trois outils de ge´ne´ration de se´quence.
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4.3.4.1 The´ore`me sur la ge´ne´ration de la totalite´ des se´quences e´quiva-
lentes
The´ore`me IV.1 : Soient T une triangulation indexe´e d’un n-gone convexe
et φ1 une se´quence de bascules d’areˆtes. Les trois outils exploitant la commutati-
vite´, l’involution de la bascule d’areˆte et les transpositions d’indices, permettent
de ge´ne´rer toutes les bascules d’areˆtes faiblement e´quivalentes a` φ1 par rapport a` T .
Le the´ore`me nous permet de comprendre le passage d’une se´quence de bascules
a` une autre, mais il n’est pas toujours aise´ de trouver comment utiliser ces outils
entre deux se´quences faiblement e´quivalentes. En particulier, il est diﬃcile de
ge´ne´rer les se´quences minimales. Si nous conside´rons l’exemple pre´sente´ par la
ﬁgure 4.8, voici le cheminement a` suivre pour transformer la se´quence en a) jusqu’a`
la se´quence minimale en b) :
(F4 ◦ F3 ◦ F1 ◦ F2 ◦ F3 ◦ F4)(T ) = (P(1,2) ◦ F4 ◦ F3 ◦ F1 ◦ F2 ◦ F1 ◦ F3 ◦ F4)(T )
= (P(1,2) ◦ F4 ◦ F1 ◦ F3 ◦ F2 ◦ F3 ◦ F1 ◦ F4)(T )
= (P(1,2) ◦ P(2,3) ◦ F4 ◦ F1 ◦ F3 ◦ F2 ◦ F1 ◦ F4)(T )
= (P(1,2) ◦ P(2,3) ◦ F1 ◦ F4 ◦ F3 ◦ F4 ◦ F2 ◦ F1)(T )
= (P(1,2) ◦P(2,3) ◦P(3,4) ◦F1 ◦F4 ◦F3 ◦F2 ◦F1)(T )
	 (F1 ◦ F4 ◦ F3 ◦ F2 ◦ F1)(T )
4.3.4.2 Preuve du the´ore`me IV.1
Il existe plusieurs approches possibles pour de´montrer le the´ore`me IV.1, dont
certaines ne font pas intervenir de bascules d’areˆtes indexe´es. Cependant, nous avons
choisi d’utiliser ces dernie`res, car cela nous permet de pre´senter d’autres re´sultats
sur les bascules d’areˆtes applique´es aux triangulations avec areˆtes indexe´es.
Notre de´monstration du the´ore`me IV.1 ne´cessite l’introduction des trois lemmes
suivants.
Lemme IV.1 : Soit T une triangulation d’un n-gone convexe. Si la se´quence
de bascules φ ne contient pas plus d’une occurrence de chaque bascule, alors elle est
minimale. De plus, toutes les se´quences minimales faiblement e´quivalentes a` φ par
rapport a` T sont compose´es des meˆmes bascules d’areˆtes (modulo l’ordre au sein
de la se´quence).
De´monstration. : Le re´sultat est e´vident si φ est vide. Supposons que φ est de
longueur non nulle et qu’elle ne contient pas plus d’une occurrence pour chaque
bascule d’areˆte. Si φ n’est pas minimale, il existe une se´quence φmin faiblement
e´quivalente a` φ par rapport a` T mais dont la longueur est strictement infe´rieure. Soit
Fi une bascule pre´sente dans la se´quence φmais pas dans la se´quence φmin (Fi existe
ne´cessairement d’apre`s la diﬀe´rence de longueur). Soient v1 et v2 les extre´mite´s de
l’areˆte i dans T (donc aussi dans φmin(T )). Soient v3 et v4 deux sommets incidents
a` l’areˆte i dans φ(T ) (ce sont les deux sommets oppose´s incidents au support de
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l’areˆte i et diﬀe´rents de v1 et v2). Dans la triangulation initiale T , l’areˆte i divise le
n-gone en deux parties disjointes, dont l’une contient le sommet v3 et le second le
sommet v4. Cela signiﬁe que v3 et v4 sont se´pare´s par l’areˆte i et qu’il est impossible
de les relier sans basculer l’areˆte i. Cependant, v3 et v4 devraient eˆtre relie´s dans
φmin(T ), ce qui signiﬁe que les triangulations φ(T ) et φmin(T ) ont des connectivite´s
diﬀe´rentes et contredit l’existence de φmin. Donc φ est minimale.
Supposons maintenant une se´quence minimale φ′ telle que φ′(T ) 	 φ(T ), mais φ′
n’est pas compose´e des meˆmes bascules d’areˆtes que φ. Soit Fi une bascule pre´sente
dans φ mais pas dans φ′. Avec un raisonnement analogue au pre´ce´dent, on de´duit
que φ et φ′ ne sont pas e´quivalentes par rapport a` T , ce qui est contradictoire.
Nous faisons remarquer que le lemme IV.1 n’est pas valide lorsque la triangu-
lation posse`de au moins un sommet interne. La ﬁgure 4.9 illustre ce point, avec
un contre-exemple d’une se´quence non minimale posse´dant pourtant au plus une



















F2 F3 F4 
Figure 4.9 – Les triangulations situe´es aux extre´mite´s gauche et droite sont com-
pose´es des meˆmes areˆtes et des meˆmes faces oriente´es mais les indices des areˆtes
sont diﬀe´rents. La se´quence (F4 ◦F3 ◦F2 ◦F1) est donc faiblement e´quivalente a` la
se´quence identite´ par rapport a` la triangulation de droite. Cette se´quence n’est pas
minimale et posse`de au plus une occurrence pour chaque bascule d’areˆte.
Lemme IV.2 : Soit T une triangulation d’un n-gone convexe. Si une se´quence
minimale de bascules φ1 ne contient pas plus d’une occurrence de chaque bascule,
alors toutes les se´quences minimales φ2 faiblement e´quivalentes a` φ1 par rapport a`
T sont fortement e´quivalentes par commutativite´.
De´monstration. : Le lemme IV.1 assure que φ1 et φ2 sont compose´es des meˆmes
bascules d’areˆtes. On cherche maintenant a` re´ordonner par commutativite´ chaque
bascule de la se´quence φ2 en fonction de sa position dans φ1. Si la premie`re areˆte
bascule´e dans la se´quence φ1 est Fi, alors on de´place Fi au sein de φ2 jusqu’a`
la premie`re position, tant que Fi peut commuter avec les bascules d’areˆtes qui la
pre´ce`dent. Si Fi peut eˆtre de´place´e jusqu’a` la premie`re place, on re´pe`te ce proce´de´
pour la bascule d’areˆte situe´ a` la position p = 2, et ainsi de suite. Cette ope´ration
continue jusqu’a` ce que l’on rencontre une bascule d’areˆte Fj qui ne peut pas eˆtre
de´place´e a` la position p par commutativite´. On en de´duit qu’il existe deux se´quences
μ1 et ν avec |ν| = p − 1, telles que φ1(T ) = (μ1 ◦ Fj ◦ ν)(T ), et il existe μ2 et μ3
telles que φ2(T ) = (μ3 ◦Fj ◦Fk ◦μ2 ◦ν)(T ) sachant que Fj et Fk ne commutent pas
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dans la triangulation (μ2 ◦ν)(T ). Cela signiﬁe que j et k sont incidents a` une meˆme
face (cf ﬁgure 4.10a). Soient v1 et v2 les deux extre´mite´s de k dans la triangulation
(μ2 ◦ ν)(T ), et supposons k incident aux faces (v1v2v3) et (v2v1v4). Sans perte de
ge´ne´ralite´, on peut supposer que l’areˆte j est incidente aux sommets v1 et v3 ainsi
qu’aux faces (v3v1v2) et (v1v3v5).
Donc l’areˆte k est incidente a` v3 et v4 dans (Fj ◦Fk ◦μ2 ◦ν)(T ), mais aussi dans
φ2(T ) car ces areˆtes ne seront pas rebascule´es (cf ﬁgure 4.10a). On peut remarquer
que j est de´ja` incident a` v1 et v3 dans ν(T ) car il n’existe pas d’occurrence de
Fj dans la se´quence (μ2 ◦ ν)(T ). On en de´duit qu’apre`s avoir eﬀectue´ toutes les
bascules de la se´quence (Fj ◦ ν), l’areˆte j se´pare le n-gone en deux parties. La
premie`re contient le sommet v3 et la seconde contient a` la fois les sommets v1, v4
et l’areˆte k (cf ﬁgure 4.10b). Les sommets v3 et v4 ne peuvent donc pas eˆtre relie´s
dans φ1(T ) car ils sont se´pare´s par l’areˆte j de´ja` bascule´e, d’ou` la contradiction.
(Fj o Fk) 























Figure 4.10 – a) Position de k et j dans (Fj ◦ Fk ◦ μ2 ◦ ν)(T ) ; b) e´volution de j
dans (Fj ◦ν)(T ). On peut remarquer que v′3 peut co¨ıncider avec v2 et que la position
de v′5 n’est pas spe´ciﬁe´e.
Lemme IV.3 : Soient TH une triangulation en he´lice (c’est-a`-dire que toutes
les areˆtes ont une extre´mite´ commune vi) d’un n-gone convexe et φ une se´quence
de bascules d’areˆtes applique´e a` TH . Si φ est directement re´duit par rapport a`
TH alors φ est une se´quence minimale. De plus, toutes les se´quences minimales
faiblement e´quivalentes a` φ par rapport a` TH sont fortement e´quivalentes a` φ par
commutativite´.
De´monstration. Par les lemmes IV.1 et IV.2, il suﬃt de de´montrer que toute
se´quence directement re´duite par rapport a` TH , posse`de au plus une occurrence de
chaque bascule. Nous le faisons par induction sur le nombre n de sommets de la
triangulation en he´lice.
• Le re´sultat est trivial lorsque n = 3 ou n = 4. Pour n = 5, on remarque que
les se´quences directement re´duites sont Id, F1, F2, F1 ◦ F2 et F2 ◦ F1, et aucune
d’elle ne contient plus d’une occurrence des bascules F1 et F2.
• Supposons que la proprie´te´ soit ve´riﬁe´e pour un n-gone convexe, et montrons
qu’elle est toujours vraie pour un (n+ 1)-gone convexe.
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Soit φ une se´quence directement re´duite applique´e a` une triangulation d’un
(n + 1)-gone convexe et triangule´ en he´lice TH , et soit k avec (0 < k < n − 2) la
premie`re areˆte bascule´e dans φ. Il existe donc une se´quence φ′ telle que φ = (φ′◦Fk)
et φ′ est directement re´duite par rapport a` Fk(TH) car φ est suppose´e directement
re´duite par rapport a` TH .
Dans la triangulation Fk(TH), l’areˆte k divise le (n+1)-gone en une face unique
et un n-gone triangule´ en he´lice par rapport au sommet v0 (cf ﬁgure 4.11).






Figure 4.11 – Pour n > 0, si TH est un (n+1)-gone convexe et triangule´ en he´lice,
Fk(TH) contient un n-gone convexe et triangule´ en he´lice.
Si φ′ ne contient aucune occurrence de Fk, alors la se´quence φ′ est applique´e
au n-gone convexe et triangule´ en he´lice (prive´ de l’areˆte k), et par hypothe`se de
re´currence, φ′ posse`de au plus une occurrence de chaque bascule. Donc φ = (φ′◦Fk)
posse`de une unique occurrence de chaque bascule.
Supposons que φ′ contienne au moins une occurrence de Fk. Soient μ et ν deux
se´quences telles que φ = (ν ◦Fk ◦μ ◦Fk) et μ ne contient aucune occurrence de Fk.
Fk ne commute pas avec μ car φ est directement re´duite.
Il existe donc au moins une bascule Fk′ telle que φ(T ) = (ν ◦ Fk ◦ μ2 ◦ Fk′ ◦
μ1 ◦ Fk)(T ) et Fk′ est la premie`re bascule qui ne commute pas avec Fk, c’est-
a`-dire (Fk′ ◦ μ1 ◦ Fk)(T ) = (Fk′ ◦ Fk ◦ μ1)(T ) et k est voisin de k′ dans μ1(T )
(|supp(k, μ1(T ))
⋂
supp(k′, μ1(T ))| > 1).
La se´quence directement re´duite μ = (μ2 ◦ Fk′ ◦ μ1) s’applique uniquement a`
la sous-triangulation en he´lice de Fk(T ) car elle ne posse`de aucune occurrence de
Fk. D’apre`s l’hypothe`se de re´currence, μ posse`de au plus une occurrence de chaque
bascule d’areˆte.
v0 v0 





k k’ k’ k’ 
k’ 
Figure 4.12 – k′ divise la triangulation (Fk′ ◦ μ1 ◦ Fk)(TH) en deux composantes
disjointes : un p-gone convexe et triangule´ en he´lice, et une composante dans laquelle
k est une areˆte interne.
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k′ divise donc (Fk′ ◦ μ1 ◦ Fk)(TH) = (Fk′ ◦ Fk ◦ μ1)(TH) en deux compo-
santes disjointes (cf ﬁgure 4.12). Soit THp , la composante correspondant au n-gone
convexe avec p < n et triangule´ en he´lice, et Tk la seconde composante contenant
l’areˆte interne k. On remarque que toutes les areˆtes incluses dans Tk diﬀe´rentes
de k ont de´ja` e´te´ bascule´es dans μ1. Par conse´quent, les areˆtes bascule´es dans μ2
sont localise´es au sein de THp et Fk commute donc avec μ2 dans la triangulation
(Fk′ ◦ Fk ◦ μ1)(TH). On en de´duit que φ(T ) = (ν ◦ μ2 ◦ Fk ◦ Fk′ ◦ Fk ◦ μ1)(TH)
avec |supp(k, μ1(T ))
⋂
supp(k′, μ1(T ))| = 1, ce qui n’est pas possible car φ est une
se´quence directement re´duite. φ′ ne contient aucune occurrence de Fk et contient
au plus une occurrence de chaque bascule. Comme φ = (φ′ ◦ Fk), la proprie´te´ est
ve´riﬁe´e. Les lemmes IV.1 et IV.2 terminent la de´monstration.
Nous pouvons a` pre´sent de´montrer le the´ore`me IV.1 :
De´monstration. : Soient φ1 et φ2 deux se´quences de bascules telles que φ1(T ) 	
φ2(T ). Nous allons montrer qu’il est possible de ge´ne´rer une troisie`me se´quence
faiblement e´quivalente commune en utilisant uniquement les trois outils pre´sente´s.
Soient TH un n-gone convexe et triangule´ en he´lice, et μ une se´quence de bascules
telle que μ(T ) = TH . On a φ1(T ) = (φ1 ◦ μ−1 ◦ μ)(T ) et φ2(T ) = (φ2 ◦ μ−1 ◦ μ)(T ).
Soient γ1 et γ2 deux se´quences directement re´duites obtenues a` partir de (φ1 ◦
μ−1) et (φ2 ◦ μ−1) respectivement, par rapport a` la triangulation μ(T ). D’apre`s
le lemme IV.3, γ1 et γ2 sont deux se´quences minimales fortement e´quivalentes par
commutativite´ par rapport a` TH . On peut donc ge´ne´rer γ1 a` partir de γ2 par l’outil
de commutativite´. On en de´duit que la combinaison des trois outils permet de
ge´ne´rer, a` partir de φ1 et φ2, une se´quence faiblement e´quivalente par rapport a` T ,
(γ1 ◦ μ).
4.3.5 Se´quences e´quivalentes dans le cas ge´ne´ral
Dans le cas ge´ne´ral, le re´sultat pre´ce´dent ne peut probablement pas eˆtre main-
tenu et nous ne pouvons pas assurer qu’une se´quence minimale de bascules peut eˆtre
atteinte en utilisant uniquement les trois outils pre´sente´s. En particulier, dans la ﬁ-
gure 4.9, nous ne pensons pas que les trois outils permettent de ge´ne´rer une se´quence
faiblement e´quivalente a` la se´quence Id. Cependant, nous n’avons actuellement ni
preuve ni contre-exemple.
4.4 Re´duction de se´quences de bascules d’areˆtes
En s’appuyant sur les re´sultats pre´ce´dents et sur les trois outils introduits dans
la partie 4.3.2, nous pre´sentons un algorithme ge´ne´rant une se´quence re´duite faible-
ment e´quivalente a` une se´quence originale donne´e. Nous fournissons une heuristique
alternative au proble`me NP-complet de de´termination de se´quences de longueur mi-
nimale entre deux triangulations, et nous montrons que nous pouvons l’utiliser pour
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des conﬁgurations combinatoires et ge´ome´triques. La se´quence obtenue est une se´-
quence directement re´duite, et correspond donc a` un minimum local par rapport
a` une e´nergie minimisant la distance de bascules, mais pas ne´cessairement a` un
minimum global.
4.4.1 Algorithme de re´duction
Soient une triangulation T et une se´quence φ contenant b bascules, l’algorithme
va tenter de retirer les bascules d’areˆtes les unes apre`s les autres tant que cela est
possible.
Tentative de re´duction de φ en de´plac¸ant Fi au sein de φ :
Soit Fi une bacsule d’areˆte de φ. On cherche si φ contient une autre occurrence
de Fi parmi les bascules suivantes dans la se´quence. Cela correspond a` une recherche
parmi au plus b− 1 e´le´ments, avec une complexite´ en O(b).
S’il n’existe pas d’autre occurrence parmi les bascules suivantes dans φ, on ne
pourra pas supprimer Fi. Sinon, on note F ′i la prochaine occurrence de Fi dans
φ, et on essaye de les rapprocher au sein de la se´quence : Fi est de´place´e vers la
gauche, (c’est-a`-dire en direction des bascules de la se´quence qui n’ont pas encore
e´te´ applique´es), en direction de F ′i , tant que Fi commute avec la bascule suivante
au sein de la triangulation interme´diaire correspondante. De meˆme, F ′i est de´place´e
vers la droite (c’est-a`-dire en direction des bascules de la se´quence qui ont de´ja` e´te´
applique´es), en direction de Fi, tant que Fi commute avec la bascule pre´ce´dente
dans la triangulation interme´diaire correspondante (cf algorithme 10).
Algorithme 10 Re´duction de Fi par de´placement de bascules au sein de Φ
ΦInitial ← Φ
F ′i ← TrouverSuivante(Φ, Fi)
Φ ← De´placementMaximalGauche(Φ, Fi)
Φ ← De´placementMaximalDroite(Φ, F ′i)
si TentativeRe´duction(Φ) == FALSE alors
Φ ← ΦInitial
Plus formellement, soit φcr la se´quence de bascules courante initialise´e par φ. A`
chaque Fi, on conside`re μ1, μ2 et μ3 trois se´quences telles que φcr = (μ3◦F ′i◦μ2◦Fj◦
Fi◦μ1). Si |supp(i, μ1(T ))
⋂
supp(j, μ1(T ))| = 0 et les areˆtes peuvent eˆtre bascule´es,
Fi est de´place´e sur la gauche et φcr est de´sormais e´gale a` (μ3 ◦ F ′i ◦ μ2 ◦ Fi ◦ Fj ◦
μ1). Sinon, le de´placement est arreˆte´. La ve´riﬁcation de la disjonction des supports
respectifs des areˆtes i et j est eﬀectue´e par rapport a` la triangulation μ1(T ), ce
qui signiﬁe que μ1(T ) doit eˆtre mise a` jour en meˆme temps que Fi est de´place´e.
On peut remarquer que chaque de´placement vers la gauche ne´cessite une bascule
de la triangulation μ1(T ) aﬁn de la mette a` jour pour la prochaine ve´riﬁcation, et
chaque de´placement d’une bascule vers la gauche s’eﬀectue en temps constant. Le
couˆt total du de´placement de Fi sur la gauche est en Θ(l) avec l  b.
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Ensuite, on de´place de fac¸on similaire F ′i vers la droite en direction de Fi tant
que cela est possible et que les deux occurrences de Fi ne se croisent pas. Chaque
de´placement vers la droite est ve´riﬁe´ et exe´cute´ en temps constant, excepte´ pour
le premier de´placement de F ′i , qui s’eﬀectue en Θ(k) ou` k repre´sente le nombre de
bascules entre les deux occurrences de Fi, avec k  b − l (car la mise a` jour de la
triangulation ne´cessite k bascules). Le couˆt total pour de´placer F ′i vers la droite
est donc en Θ(k).
Lorsque les de´placements de Fi et F ′i sont termine´s, trois cas peuvent eˆtre ren-
contre´s :
– Si φcr = (ν ◦ F ′i ◦ Fi ◦ μ), alors φcr est re´duite a` (ν ◦ μ) (les deux occurrences
de Fi sont supprime´es en temps constant).
– Si φcr = (ν ◦F ′i ◦Fj ◦Fi◦μ), |supp(i, μ(T ))
⋂
supp(j, μ(T ))| = 1 et la se´quence
(Fi◦Fj) est basculable dans μ(T ), alors φcr est re´duite a` (P(i,j)(ν)◦Fi◦Fj ◦μ)
(une occurrence de Fi est suprime´e en temps O(b), car la se´quence ν dans
laquelle les indices de certaines bascules sont transpose´s contient au plus b
bascules d’areˆtes ) ;
– Si aucun des cas pre´ce´dents n’est rencontre´, les deux occurrences de Fi sont
remises a` leur position initiale.
Au ﬁnal, le couˆt temporel d’une tentative de re´duction d’une bascule Fi au
sein de φ par re´duction directe est O(b), ou` b est le nombre de bascules d’areˆtes
pre´sentes dans φ.
Algorithme de re´duction de se´quences de bascules d’areˆtes :
L’algorithme ite`re sur toutes les bascules de φ, du de´but a` la ﬁn (c’est-a`-dire
de droite a` gauche), jusqu’a` ce qu’il trouve une bascule Fi pouvant diminuer φ par
re´duction directe. Le retrait d’une occurrence de Fi peut permettre a` une bascule
pre´ce´demment e´tudie´e de devenir supprimable par re´duction directe. Apre`s chaque
re´duction de φ, l’algorithme recommence donc son ite´ration depuis le de´but de la
nouvelle se´quence φ.
Apre`s chaque re´duction, l’algorithme ite`re parmi un sous-ensemble des l ≤ b
areˆtes restantes jusqu’a` l’identiﬁcation de la prochaine bascule directement re´duc-
tible, si elle existe. La complexite´ de cette e´tape est en O(l2).
S’il n’existe aucune bascule pouvant mener a` une re´duction, l’algorithme ite`re
parmi les l ≤ b areˆtes de φ pour une dernie`re tentative de re´duction directe de
toutes les bascules restantes (complexite´ en O(l2)).
La longueur de la se´quence est strictement de´croissante apre`s chaque re´duction
directe, donc l’algorithme n’eﬀectuera pas plus de b re´ductions. On en de´duit que
la complexite´ ge´ne´rale de l’algorithme est O(b3).
On peut remarquer que lorsque l’algorithme est applique´ a` une se´quence
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presque optimale ou si les bascules ont une seule occurrence dans la se´quence,
l’algorithme proce`de en O(b2).
Il est possible de re´duire encore plus la se´quence en utilisant d’autres outils de
re´duction, eux-meˆmes combinaisons des trois outils de la partie 4.3.2. Cependant,
leur inte´gration est complexe car elle ne´cessite l’ajout de nombreuses conditions a`
ve´riﬁer avant chaque simpliﬁcation, ce qui augmente conside´rablement la complexite´
de l’algorithme.
4.4.2 Re´sultats expe´rimentaux
Les re´sultats expe´rimentaux du tableau 4.1 ont e´te´ obtenus sur un PC avec un
processeur Intel Core 2 Duo 2 GHz et 4 Go de RAM. Nous avons travaille´ avec trois
classes de triangulations diﬀe´rentes : le n-gone convexe, la classe des triangulations
ge´ome´triques oriente´es et la classe des triangulations oriente´es combinatoirement
manifold. Les se´quences ont e´te´ ge´ne´re´es ale´atoirement de sorte que chaque
bascule soit valide au sein des se´quences et qu’il existe au moins une areˆte voisine
bascule´e entre deux occurrences d’une meˆme bascule d’areˆte. Les se´quences sont
caracte´rise´es par leur longueur b ainsi que leur redondance r qui correspond au
ratio entre la longueur de la se´quence et le nombre d’areˆtes diﬀe´rentes bascule´es
dans la se´quence. En particulier, si la se´quence posse`de au plus une occurrence de
chaque bascule, r est e´gale a` 1. Par ailleurs, b(1 − 1/r) donne une estimation du
nombre de bascules pouvant eˆtre retire´es par l’algorithme.
On peut remarquer que la complexite´ observe´e de l’algorithme est directement
relie´e a` la redondance r : line´aire par rapport a` la longueur de la se´quence initiale
lorsque r est proche de 1, elle devient quadratique lorsque r augmente. De meˆme,
le gain de´pend essentiellement de la classe de triangulations et de la redondance
r, plutoˆt que de la longueur de la se´quence. En pratique, la complexite´ globale
de l’algorithme semble eˆtre O(b3−2/r). En particulier, il est instructif d’observer
que lorsqu’on applique l’algorithme dans la classe des triangulations oriente´es
combinatoirement manifold et a` une se´quence de bascules φ initialement ge´ne´re´e
dans une conﬁguration ge´ome´trique, la se´quence obtenue est plus courte que
celle produite par l’algorithme applique´ a` φ dans la classe des triangulations
ge´ome´triques. Cela s’explique par le fait qu’il existe davantage de triangulations
interme´diaires possibles dans le premier cas.
Nous ne connaissons pas d’autres algorithmes de re´duction de se´quence aux-
quels comparer nos re´sultats. Cependant, on peut remarquer que la longueur des
se´quences obtenues dans le cas d’un n-gone convexe est infe´rieure a` 2n − 10 avec
n > 13, et donc infe´rieure a` la borne supe´rieure e´tablie par Pournin [Pournin 2012].
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n-gone Triangulations Triangulations oriente´es
convexe ge´ome´triques oriente´es combinatoirement manifold
Maillage
Nombre 2 000 10 000 30 000 2 000 10 000 30 000 2 000 10 000 30 000 100 000
d’areˆtes
Longueur
Initiale 200 500 2 000 200 500 2 000 200 500 2 000 10 000
(r=1,1)
Gain 27 64 216 2 7 70 8 31 157 1 043
(%) (13) (12) (10) (1) (1) (3) (4) (6) (7) (10)
Dure´e 1ms 13ms 76ms 1ms 4ms 31ms 5ms 24ms 541ms 2s
Longueur
Initiale 2 000 6 000 10 000 2 000 6 000 10 000 2 000 6 000 10 000 20 000
(r=2)
Gain 973 2 950 4 964 596 1 062 2698 854 2 288 4 608 9 152
(%) (48) (49) (49) (29) (17) (26) (42) (38) (46) (45)
Dure´e 276ms 7s 1min22s 101ms 588ms 1s 3s 57s 1m28s 5min36s
Longueur
Initiale 6 000 10 000 20 000 6 000 10 000 20 000 6 000 10 000 20 000 30 000
(r=10)
Gain 5 277 8 666 17 759 4 212 5 686 10 353 4 617 5 804 15 060 22 530
(%) (87) (86) (88) (70) (57) (51) (76) (58) (75) (75)
Dure´e 14s 1min15s 3min53s 281ms 946ms 3s 8s 5min52s 20min14s 1h32min
Table 4.1 – Re´sultats expe´rimentaux : dans la classe des triangulations ge´ome´-
triques et celle des triangulations oriente´es combinatoirement manifold, nous avons
utilise´ les meˆme se´quences, en nous assurant que toutes les bascules satisfont les
contraintes de chaque conﬁguration. Cela permet de mettre en valeur les conse´-
quences du choix de la classe sur les re´sultats obtenus. La dernie`re colonne corres-
pond a` des se´quences ge´ne´re´es et re´duites dans le classe des triangulations oriente´es
combinatoirement manifold.
74 Chapitre 4. Re´duction de se´quences de bascules d’areˆtes
Enﬁn, on constate qu’avant et apre`s re´duction, l’e´volution de la triangulation
est assez similaire (cf ﬁgure 4.13). En eﬀet, les outils de re´duction sont locaux et la
position des bascules au sein de la se´quence est peu modiﬁe´e.
a) 
b) 
Figure 4.13 – a) E´volution d’une se´quence compose´e de 40 000 bascules d’areˆtes
avec une redondance r = 1, 5 (de type combinatoire) ; b) La se´quence re´duite compo-
se´e de 29 942 bascules. Pour chacune des deux se´quences, la premie`re ﬁgure illustre
la triangulation initiale, la triangulation ou` 1/3 des bascules ont e´te´ applique´es, puis
2/3 des bascules, et enﬁn la triangulation ﬁnale.
4.5 Discussion
Nous avons de´veloppe´ des outils de ge´ne´ration de se´quences e´quivalentes base´s
sur l’e´tude des de´placements d’une areˆte au sein d’une triangulation. Malgre´ leur
faible nombre, nous avons montre´ que dans le cas des triangulations d’un n-gone
convexe, quelque soit la se´quence de bascules donne´e, ils permettent de ge´ne´rer
toutes les se´quences de bascules faiblement e´quivalentes. Nous en avons de´duit un
algorithme eﬃcace de re´duction, minimisant une se´quence donne´e jusqu’a` atteindre
un optimum local.
En ce qui concerne les perspectives, nous pouvons chercher a` ame´liorer l’al-
gorithme de re´duction aﬁn de ge´ne´rer des se´quences faiblement e´quivalentes plus
courtes, sans augmenter la complexite´ temporelle.
De plus, il serait inte´ressant de ge´ne´raliser la bascule d’areˆte aﬁn de coder une
modiﬁcation de connectivite´ de maillages dont les faces ne sont pas force´ment tri-
angulaires. Il est alors ne´cessaire de plonger le maillage dans une triangulation en
remplac¸ant chaque face polygonale par un n-gone simple triangule´. Ce plongement
peut eˆtre ge´ne´re´ de fac¸on automatique et de´terministe a` partir de la ge´ome´trie. On
distinguerait ensuite les indices concernant les areˆtes ajoute´es dans le cadre du plon-
4.5. Discussion 75
gement, de celles appartenant au maillage d’origine. Si deux maillages posse`dent le
meˆme nombre de sommets et d’areˆtes, ainsi que le meˆme genre topologique, on peut
coder le passage du premier maillage vers le second car cela e´quivaut a` la de´termi-
nation d’une se´quence de bascules d’areˆtes entre deux triangulations posse´dant des







Figure 4.14 – Le codage d’une modiﬁcation de connectivite´ entre deux maillages
quadrangulaires peut eˆtre de´ﬁni a` partir de bascules d’areˆtes indexe´es. Dans un
premier temps, on plonge les maillages de de´part et d’arrive´ dans une triangulation
en ajoutant de nouvelles areˆtes (en rouge). Ensuite, on de´termine une se´quence de
bascules d’areˆtes entre les deux triangulations posse´dant des areˆtes indexe´es.

Chapitre 5
Codage compact d’une se´quence
de bascules d’areˆtes
Dans ce chapitre, nous revenons sur notre pre´occupation initiale de compression
de la connectivite´ de surfaces triangule´es, en de´veloppant une transformation com-
pacte de leur connectivite´. Etant donne´es deux triangulations T1 et T2 posse´dant
un meˆme nombre de sommets et un meˆme genre topologique, une transformation
de T1 vers T2 est compacte, si le couˆt du codage de la connectivite´ de T2 a` partir
de la connectivite´ de T1, est infe´rieur au codage de T2 par un algorithme mono-
re´solution. En particulier, si le couˆt de la transformation de T1 a` T2 est supe´rieur
au seuil standart 3, 2s bits avec s le nombre de sommets de T2, alors il est plus
inte´ressant de coder T2 inde´pendamment. Cette constatation nous sert ensuite de
repe`re pour e´laborer une me´thode de modiﬁcation de la connectivite´ a` faible couˆt
me´moire.
En exploitant les re´sultats des chapitres 3 et 4, nous sommes capables de ge´ne´rer
une se´quence de bascules d’areˆtes de taille raisonnable entre deux triangulations
oriente´es combinatoirement manifold. Dans cette partie, nous pre´sentons diﬀe´rentes
me´thodes pour coder cette se´quence de bascules d’areˆtes et oﬀrir une transformation
potentiellement compacte de connectivite´ :
– Nous pre´sentons diﬀe´rentes me´thodes de codage d’une se´quence de bascules
d’areˆtes avec pour objectif de ge´ne´rer une se´quence de bits la plus petite pos-
sible. Etant donne´es deux triangulations T1 et T2 et une se´quence de bascules
transformant T1 en T2, le principe est base´ sur une re´organisation de la se´-
quence en n sous-ensembles tels que :
1. les bascules d’un sous-ensemble sont exe´cute´es apre`s les bascules des
sous-ensembles pre´ce´dents ;
2. les bascules d’un sous-ensemble commutent deux a` deux dans la trian-
gulation courante ;
3. chaque areˆte bascule´e dans le sous-ensemble k+1 est voisine d’au moins
une areˆte bascule´e dans le sous-ensemble k par rapport a` la triangulation cou-
rante ;
4. l’action sur T1 des bascules pre´sentes dans les n sous-ensembles ge´ne`re
T2.
Le codage d’un sous-ensemble ne´cessite a bits si la triangulation posse`de a
areˆtes. Cependant, certains bits peuvent eˆtre infe´re´s a` partir des pre´ce´dents,
et nous exploitons cette proprie´te´ pour ge´ne´rer des se´quences de bits re´duites.
– Nous proposons ensuite une transformation compacte de´termine´e par les
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e´tapes suivantes : nous commenc¸ons par ge´ne´rer une se´quence de bascules
d’areˆtes, nous la re´duisons, nous la codons en une se´quence de bits, et nous
compressons le re´sultat avec d’un codeur arithme´tique. Des re´sultats expe´ri-
mentaux montrent que dans certains cas, notre transformation peut poten-
tiellement concurrencer les algorithmes de compression mono-re´solution. Nous
l’utiliserons pour e´laborer une nouvelle version de l’algorithme de compression
multi-re´solution IPR [Valette 2009].
– Enﬁn, nous associons la transformation compacte avec de nouveaux outils de
modiﬁcation de connectivite´, pour coder la diﬀe´rence de connectivite´ entre
deux triangulations ne posse´dant pas force´ment le meˆme nombre de sommets
et le meˆme genre topologique.
5.1 E´tat de l’art sur le codage de la connectivite´ d’un
maillage surfacique
Nous pre´sentons un e´tat de l’art sur les algorithmes de compression mono-
re´solution. Cette pre´sentation donne une ide´e du couˆt de codage d’une connectivite´
a` partir de ces algorithmes, et permet de de´terminer quand est-ce que le couˆt d’une
transformation peut-eˆtre dite compacte. Cet e´tat de l’art pre´sente aussi les diﬀe´-
rentes me´thodes utilise´es pour compresser, pouvant servir de point de de´part a` des
ame´liorations de notre transformation de connectivite´.
La description des me´thodes de codage de la connectivite´ n’est pas exhaustive,
et le lecteur peut se re´fe´rer aux e´tats de l’art de Gandoin [Gandoin 2001], d’Alliez et
Gotsman [Alliez 2005], ou de Peng et al. [Peng 2005] pour obtenir plus de pre´cisions.
5.1.1 Enume´ration et entropie de triangulations
Pour comparer les me´thodes de codage de la connectivite´ d’une triangulation
donne´e, nous utilisons le nombre de bits ne´cessaires pour retrouver la connectivite´
totale, divise´ par le nombre de sommets, ou d’areˆtes. Nous obtenons un re´sultat
traduisant le couˆt de codage d’une connectivite´ en bits/sommet ou bits/areˆte.
Nous utilisons aussi la notion d’entropie au sens de Shannon [Shannon 1951],
qui de´signe le nombre minimal de bits par symbole requis pour coder une se´quence
sans perte et fournit une limite the´orique du volume de donne´es ne´cessaires a` ce
codage. Cette valeur de´pend a` la fois du nombre de symboles distincts N et de la









nombre d’occurrences du symbole si.
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Si tous les e´le´ments sont e´quiprobables, c’est-a`-dire pi =
1
N , alors
Entropie = −∑Ni=1 1N log2( 1N ) = log2(N) bits. L’entropie se de´termine uni-
quement a` partir du nombre de triangulations diﬀe´rentes pour un nuage de
points donne´, et correspond au nombre de bits ne´cessaires pour les e´nume´rer.
C’est la me´thode utilise´e par Tutte dans le lemme V.1. Nous rappelons qu’une
triangulation est 3-connexe, s’il faut supprimer 3 sommets pour qu’elle ne soit plus
connexe, et enracine´e si elle posse`de une areˆte oriente´e et une face inﬁnie a` sa droite.
Lemme V.1 [Tutte 1962] : Le nombre de triangulations planaires 3-connexes
enracine´es ayant s+ 2 sommets est e´gal a` NTr =
2(4s−3)!
(3s−1)!s! .






on de´duit que l’entropie des triangulations planaires vaut 1s log2(NTr) ≈ log2(25627 ) ≈
3.2451 bits/sommet.
Ce re´sultat donne des repe`res pour juger de la performance d’une me´thode de
codage de connectivite´.
5.1.2 Compression de donne´es standard
La compression d’un maillage ne peut pas se contenter de l’utilisation d’algo-
rithmes de compression de donne´es standard. Meˆme si ces me´thodes permettent
de re´duire la redondance pre´sente dans un ensemble de donne´es informatiques ar-
bitraires, elles ne tiennent pas compte de la structure particulie`re d’un maillage
et des relations entre ses primitives. Cependant, elles sont parfois utilise´es par les
algorithmes de compression mono-re´solution, et nous pre´sentons des me´thodes de
codage dites entropiques : me´thodes de substitutions et me´thodes statistiques.
5.1.2.1 Me´thodes par substitution
Il existe deux principaux algorithmes de compression par substitution. Le pre-
mier, de´veloppe´ par Ziv et Lempel en 1977 [Ziv 1977], ge`re un dictionnaire adaptatif
implicite en cherchant dans un tampon contenant les derniers symboles code´s des
correspondances exactes avec le symbole courant. Ces correspondances sont ensuite
code´es par leur position dans le tampon et leur longueur.
Le second, de´veloppe´ par les meˆmes auteurs en 1978 [Ziv 1978], construit un dic-
tionnaire explicite de manie`re dynamique. L’algorithme maintient un pre´ﬁxe (initia-
lement vide) auquel on ajoute le symbole courant tant que le mot forme´ du pre´ﬁxe
et du symbole courant est pre´sent dans le dictionnaire. Lorsque cette condition n’est
plus ve´riﬁe´e, le nouveau mot (pre´ﬁxe courant + symbole courant) est inse´re´ dans
le dictionnaire, et le pre´ﬁxe courant code´ par une re´fe´rence au dictionnaire. Cette
me´thode posse`de des taux de compression e´quivalents a` ceux de la me´thode im-
plicite, tout en remplac¸ant la couˆteuse recherche de motif dans le tampon par une
recherche eﬃcace dans une structure de dictionnaire adapte´e.
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5.1.2.2 Me´thodes statistiques
Nous pre´sentons ici deux me´thodes statistiques : le codage de Huﬀman et le
codage arithme´tique.
Le codage de Huﬀman, qui date des anne´es 50 [Huﬀman 1952], repose sur une
analyse statistique pre´alable des donne´es a` compresser. A l’issue de cette analyse,
un arbre est construit permettant d’attribuer a` chaque symbole un code dont le
nombre de bits est inversement proportionnel a` sa probabilite´ d’apparition. Ainsi,
aux symboles les plus fre´quents sont aﬀecte´s des codes plus courts, et les codes les
plus longs sont attribue´s aux symboles rares. En outre, ces codes sont se´parables,
c’est-a`-dire qu’un code donne´ ne peut pas eˆtre le pre´ﬁxe d’un autre code. Bien suˆr,
pour permettre au de´codeur de reconnaˆıtre les symboles, il est ne´cessaire de lui
transmettre le dictionnaire obtenu apre`s la phase d’analyse statistique des donne´es.
Cette me´thode a ensuite e´te´ raﬃne´e pour permettre une analyse statistique
dynamique des donne´es, qui e´vite la transmission du dictionnaire ainsi que l’analyse
pre´alable des donne´es, au prix d’une augmentation de la complexite´ provenant de la
reconstruction de l’arbre de Huﬀman apre`s chaque mise a` jour du mode`le statistique.
Le codage arithme´tique a e´te´ de´veloppe´ dans les anne´es 80 [Rissanen 1979,
Rissanen 1983, Witten 1987], et permet de coder un symbole en fonction de sa
probabilite´ d’occurrence, sur un nombre de bits non ne´cessairement entier, ce qui
constitue un avantage conside´rable sur la me´thode de Huﬀman. Fondamentalement,
le principe de la compression arithme´tique est de coder une se´quence de symboles
par un unique nombre re´el appartenant a` l’intervalle [0, 1[. Pour chaque symbole
rencontre´, l’intervalle initial [0, 1[ est raﬃne´ en fonction de la probabilite´ estime´e du
symbole, conduisant ﬁnalement a` un petit intervalle dont n’importe quel nombre
code l’ensemble de la se´quence. Cette me´thode permet de coder chaque symbole
s de la se´quence sur log2(
1
P ) + ε bits, ou` P est la probabilite´ estime´e de s, et ε
une quantite´ ne´gligeable devant log2(
1
P ). Comme pour le codage de Huﬀman, cette
mode´lisation peut eˆtre statique ou dynamique, mais dans le cas d’une mode´lisation
dynamique, la complexite´ du codage arithme´tique est meilleure puisque aucun arbre
n’est reconstruit apre`s la mise a` jour du mode`le statique.
5.1.3 Codage direct de la connectivite´
La manie`re la plus directe et la plus couramment utilise´e pour coder la connec-
tivite´ d’un maillage consiste a` indexer ses s sommets par un nombre compris entre
0 et s− 1 et a` de´crire chaque face composant la structure ge´ome´trique par un code
identiﬁant la nature du polygone et une liste d’indices pour les points correspon-
dants aux sommets du polygone (cf ﬁgure 5.1 pour un exemple de codage d’une
triangulation). Lorsque le maillage est oriente´, pour chaque face, les sommets sont
e´nume´re´s dans le sens trigonome´trique. Dans une triangulation, le couˆt du codage
d’une face ne´cessite au moins 3.log2(s) bits, et si elle ne posse`de aucun bord, le
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nombre de faces est deux fois supe´rieur au nombre de sommets pour s assez grand.
Le couˆt du codage de la connectivite´ est donc de 6s.log2(s) bits, soit 6.log2(s)
bits/sommet. Il existe de nombreux formats de´crivant les maillages de cette fac¸on :














Figure 5.1 – Codage direct de la connectivite´ d’une triangulation.
Ces formats pre´sentent l’avantage d’eˆtre rapidement accessibles et tre`s ge´ne´-
raux, mais ils sont redondants puisque chaque sommet est re´fe´rence´ autant de fois
qu’il posse`de de faces incidentes. Le but est donc de proposer une manie`re directe
d’acce´der aux informations, au de´triment du couˆt de son codage, ce qui n’est pas le
cas des approches suivantes.
5.1.4 Codage optimal d’une triangulation 3-planaire
Il est possible de coder de fac¸on optimale la classe des triangulations pla-
naires 3-connexes enracine´es ayant s+ 2 sommets. En eﬀet, Poulalhon et Schaeﬀer
[Poulalhon 2003] montrent qu’il existe une bijection entre cette structure et les
arbres bourgeonnants. Lorsque ces arbres posse`dent s noeuds, ils peuvent eˆtre code´s
par un mot binaire de longueur 4s − 2 et de poids s − 1 (ce qui est e´quivalent a`
dire que la triangulation posse`de s+2 sommets), et a` partir d’un codeur entropique
tel que le codeur arithme´tique, il est prouve´ que l’on atteint la limite eﬀective.
Cependant, la longueur du code ne s’adapte pas a` la re´gularite´ du maillage, et en
pratique, un algorithme qui ne code pas de fac¸on optimale la structure mais qui
posse`de un couˆt beaucoup plus faible pour des maillages couramment manipule´s
sera plus inte´ressant.
5.1.5 Codage par parcours canonique des faces et des areˆtes
C’est l’approche la plus couramment utilise´e. Elle est base´e sur la de´termination
d’un ordre d’e´nume´ration d’e´le´ments de la connectivite´ (face, areˆte, ou sommet)
jusqu’a` l’obtention de l’inte´gralite´ du maillage.
Deering [Deering 1995] introduit en 1995 le concept de compression de maillage.
L’objectif de l’auteur est d’obtenir une repre´sentation des maillages triangulaires
a` la fois compacte et compatible avec une de´compression et un aﬃchage rapide.
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L’algorithme utilise des bandes de triangles ge´ne´ralise´es permettant de spe´ciﬁer
implicitement un triangle a` chaque occurrence d’un sommet dans la se´quence
codante : le sommet courant engendre un nouveau triangle, connecte´ par la
droite ou par la gauche au dernier triangle construit. Un bit additionnel est donc
ne´cessaire pour pre´ciser la position relative du nouveau triangle (cf ﬁgure 5.2).
Puisqu’un sommet appartient a` deux bandes, cette construction implique que
chaque sommet du maillage apparait en moyenne deux fois dans la se´quence. Le










Figure 5.2 – Bande de triangles ge´ne´ralise´e. Les ﬂeˆches rouges de´ﬁnissent l’ordre
des sommets de´couverts.
En 1998, Taubin et Rossignac [Taubin 1998] de´veloppent un algorithme de
compression dans lequel la connectivite´ d’un maillage triangulaire est repre´sente´e
par un codage explicite de deux arbres entrelace´s. Le premier est un arbre de
sommets, tel que le de´coupage du maillage suivant les areˆtes de l’arbre engendre
un polygone simple triangule´, qui peut eˆtre repre´sente´ par un second arbre dont
les noeuds correspondent aux faces. Les deux arbres sont code´s a` l’aide d’un
codeur arithme´tique, et sur des maillages tre`s re´guliers, le couˆt de cette double
repre´sentation peut eˆtre infe´rieur a` 2 bits/sommet. Cependant, il n’est pas borne´
dans le cas de connectivite´s plus complexes.
Rossignac propose une me´thode appele´e Edgebreaker [Rossignac 1999], conc¸ue
pour comprimer la connectivite´ de maillages triangulaires home´ormorphes a` une
sphe`re, en re´alisant une conqueˆte des triangles par un parcours en profondeur.
Chaque triangle donne lieu a` une commande (ou e´tiquette) indiquant au de´codeur
comment le rattacher au reste du maillage. La ﬁgure 5.3 illustre les 5 commandes
C, L, E, R, S utilise´es. King et Rossignac [King 1999] proposent une extension de
cette me´thode permettant de traiter les surfaces posse´dant un ou plusieurs bords
et un genre quelconque tout en garantissant un couˆt de codage maximal de 3.67
bits/sommet. Szymczak et al. [Szymczak 2001] ont e´galement pre´sente´ une autre
extension permettant de coder de manie`re plus eﬃcace les maillages re´guliers :
cette me´thode assure un de´bit maximal de 1.622 bits/sommet en cas de maillages
larges et re´guliers.
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Figure 5.3 – Les 5 e´tiquettes de l’algorithme Edgebreaker. Le triangle courant est
en jaune, les triangles de´ja` code´s en rouge et les triangles non code´s en beige ; le
disque vert repre´sente un point qui n’est pas encore conquis.
5.1.6 Codage par valence des sommets
Dans ce cas, on propose de coder la valence de chaque sommet (c’est-a`-dire son
nombre de voisins), plus un nombre limite´ de codes “d’accidents” pour retrouver la
connectivite´ des maillages triangulaires. Dans de nombreux maillages, la distribu-
tion des valences e´tant faiblement disperse´e, il en re´sulte des taux de compression
extreˆmement compe´titifs.
Touma et Gotsman [Touma 1998] introduisent un algorithme base´ sur la
conqueˆte de faces. Une face de de´part est choisie arbitrairement, et se´pare la
surface en une re´gion interne (constitue´e des e´le´ments de´ja` traite´s) et une re´gion
externe. Ensuite, l’algorithme maintient une liste L compose´e des sommets adja-
cents aux areˆtes de bord de la re´gion interne. L est parcourue dans le sens direct, et
chacun de ses sommets devient un pivot a` tour de roˆle. Le re´gion interne s’agrandit
par conqueˆte de tous les triangles incidents au pivot qui ne sont pas code´s (cf ﬁgure
5.4). Cette conqueˆte de´termine un ordre sur les sommets du maillage permettant
de reconstruire sa connectivite´ avec peu d’informations supple´mentaires : chacun
des sommets de la se´quence est accompagne´ de son degre´ et de l’une des trois
commandes ajouter, se´parer et fusionner. Ces commandes permettent de ge´rer
toutes les modiﬁcations lie´es a` L, c’est-a`-dire le rebouchage, la se´paration de listes
et la fusion de celles-ci. L’eﬃcacite´ de cet algorithme repose sur la distribution
homoge`ne des valences des sommets, qui est en ge´ne´ral centre´e sur 6. Le codage
entropique des valences fournit un couˆt moyen de l’ordre de 2 bits/sommet sur
des maillages usuels, et ce couˆt qui tend vers 0 pour des maillages tre`s re´guliers
(c’est-a`-dire que les sommets ont quasiment tous une valence de 6).
Une extension de l’algorithme de Touma et Gotsman est propose´e par Alliez et
Desbrun [Alliez 2001]. Les auteurs e´noncent un ensemble de re`gles pour re´duire le
couˆt ﬁnal en minimisant le nombre de se´parations de liste. Par rapport a` la me´thode
initiale, celle-ci pre´sente un meilleur taux de compression, en particulier pour les
maillages irre´guliers. De plus, les auteurs de´montrent que la borne supe´rieure du
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Figure 5.4 – Codage par conqueˆte de triangles. En rouge, les triangles de´ja` code´s ;
en vert, les sommets qui deviendront des pivots ; en jaune, les triangles qui seront
code´s a` partir du pivot P .
codage de la connectivite´ est de 3.24 bits/sommet, soit quasiment identique au
couˆt optimal pre´sente´ par Tutte [Tutte 1962].
5.1.7 Codage dirige´ par la ge´ome´trie
En pratique, il existe une certaine cohe´rence entre la ge´ome´trie des sommets
et la connectivite´ du maillage. Les me´thodes suivantes retrouvent la connectivite´
d’un maillage a` partir de sa ge´ome´trie et d’un ensemble de symboles.
Lee et al. [Lee 2002] propose une me´thode dirige´e par la ge´ome´trie, permettant
de traiter des maillages compose´s de triangles et de quadrangles. Ils revisitent
la de´ﬁnition des cinq descripteurs du Edgebreaker et de´terminent un ordre de
parcours a` partir de la ge´ome´trie, en choisissant la prochaine areˆte a` manipuler aﬁn
que la re´gion traite´e soit la plus convexe possible. De cette manie`re le nombre de
codes incidents est re´duit, optimisant le codage de la connectivite´. Cette approche
permet d’obtenir des re´sultats en moyenne 40% infe´rieurs a` la me´thode pionnie`re
de Touma et Gotsman [Touma 1998]. Ka¨lberer et al. [Ka¨lberer 2005] proposent
aussi une me´thode de codage par valence dont le parcours est de´termine´ par la
ge´ome´trie. Leur me´thode donne en moyenne des couˆts de compression 20 a` 30%
infe´rieurs a` celle de Lee et al..
La ge´ome´trie peut e´galement eˆtre utilise´e pour guider un algorithme de
reconstruction et pre´dire la connectivite´. Cela ne´cessite que l’algorithme ait acce`s a`
la ge´ome´trie des sommets avant la construction de la connectivite´. C’est le cas des
travaux de Lewiner et al. [Lewiner 2005] utilisant l’algorithme de reconstruction
par strate´gie de balle pivotante [Bernardini 1999], et des travaux de Chaine et
al. [Chaine 2007] utilisant l’algorithme de reconstruction par convection base´ sur
la te´trae`drisation de Delaunay [Chaine 2003]. Les me´thodes sont utilisables pour
une surface de genre topologique quelconque et comportant plusieurs composantes
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connexes. En ce qui concerne les travaux de Chaine et al., apre`s l’utilisation d’un
codeur arithme´tique, le codage de la connectivite´ est proche de 0 lorsque le maillage
est entie`rement inclus dans une triangulation de Delaunay, et reste compe´titif dans
le cas ge´ne´ral.
5.1.8 De´ﬁnition de la notion de compacite´ pour une transformation
Etant donne´es deux triangulation T1 et T2, nous dirons qu’une transformation de
T1 vers T2 est compacte, si le couˆt du codage de la connectivite´ de T2 a` partir de la
connectivite´ de T1, peut concurrencer son codage par un algorithme de compression
mono-re´solution. Dans l’e´tat de l’art, nous observons que pour une triangulation
posse´dant s sommets, si le codage de la transformation est supe´rieur ou e´gale a`
3, 2s bits [Tutte 1962], il existe des me´thodes pour lesquelles il est plus inte´ressant
de coder inde´pendamment T2 [Alliez 2001, Poulalhon 2003]. De plus, on remarque
que si la triangulation est re´gulie`re ou incluse dans un Delaunay, la transformation
peut-eˆtre compacte si le couˆt est infe´rieur a` s bits, voir s2 bits. Si la triangulation
est moins re´gulie`re, les algorithmes de compression pre´sente´s ge´ne`rent des re´sultats
plus couˆteux et la transformation est potentiellement compacte lorsque le couˆt est
infe´rieur ou e´gal a` 2s bits.
Dans la suite de ce chapitre, nous construisons l’ope´ration de transformation
compacte de connectivite´ a` partir des bascules d’areˆtes et nous pre´sentons une
me´thode de codage eﬃcace des se´quences.
5.2 Codage d’une se´quence de bascules d’areˆtes
Le but de cette partie est de pre´senter diﬀe´rentes me´thodes de codage d’une
se´quence de bascules d’areˆtes donne´e. Nous travaillons avec des maillages pour les-
quels les a areˆtes sont indexe´es de 1 a` a pour de´signer les areˆtes que l’on bascule. Si
les areˆtes ne sont pas indexe´es, il est possible de donner un indice par une me´thode
de´terministe utilisant la ge´ome´trie ou l’indexation des sommets.
5.2.1 Codage simple
Cette premie`re me´thode consiste simplement a` coder une se´quence ordonne´e de
nombres entiers correspondant a` l’areˆte a` basculer (cf ﬁgure 5.5). Si la triangulation
posse`de a areˆtes, une bascule est de´signe´e par un nombre compris entre 1 et a. Nous
appliquons ensuite un codeur entropique sur la se´quence.
Cette me´thode est inte´ressante si la se´quence posse`de tre`s peu de bascules. Le
codage d’une bascule ne´cessite log2(a) bits avant utilisation du codeur arithme´tique.
5.2.2 Codage par bascules simultane´es
Cette me´thode est base´e sur le concept de bascules simultane´es introduit pas
Hurtado [Hurtado 1998]. Etant donne´es deux triangulations T1 et T2 et une se´quence
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Figure 5.5 – Exemple de codage simple. En a) la se´quence de bascules d’areˆtes et
en b) la se´quence code´e.
de bascules transformant T1 en T2, le principe est base´ sur une re´organisation de la
se´quence en n sous-ensembles tels que :
- les bascules d’un sous-ensemble sont exe´cute´es apre`s les bascules des sous-
ensembles pre´ce´dents ;
- les bascules d’un sous-ensemble commutent deux a` deux dans la triangulation
courante ;
- chaque areˆte bascule´e dans le sous-ensemble k + 1 est voisine d’au moins une
areˆte bascule´e dans le sous-ensemble k par rapport a` la triangulation courante ;
- l’action sur T1 des bascules pre´sentes dans les n sous-ensembles ge´ne`re T2.
Si la triangulation posse`de a areˆtes, nous appelons niveau une se´quence compose´e
de a bits telle que si le iime bit vaut 1, alors on bascule l’areˆte indexe´e par i, sinon
elle reste inchange´e. Nous faisons remarquer que les bascules peuvent eˆtre eﬀectue´es
dans n’importe quel ordre au sein d’un sous-ensemble, car elles commutent toutes
entre elles.
De plus, nous ajoutons un bit d’en-teˆte supple´mentaire au de´but de chaque
niveau, de valeur 1 si le niveau qui le pre´ce´de posse`de au moins une bascule d’areˆte
(autrement dit, s’il reste des bascules a` coder). Ce bit vaut 0 dans le cas inverse
et il n’est pas utile de coder le niveau en question et ses successeurs. Soient une
se´quence de bascules d’areˆtes non vide et une triangulation courante initialise´e par
la triangulation de de´part. On de´termine la se´quence de bits de la manie`re suivante :
on met le bit d’en-teˆte du niveau 0 a` 1 (car la se´quence est non vide), puis on initialise
le niveau en mettant a` 0 tous les bits qui le composent.
On parcourt ensuite la se´quence du de´but a` la ﬁn (sans eﬀectuer de mise a` jour
de la triangulation courante) et pour chaque bascule applique´e a` une areˆte i, on
met le ime bit a` 1 et on retire la bascule de la se´quence, si le iime bit est a` 0 et
si aucune des bascules pre´ce´demment rencontre´es dans la sous-se´quence est voisine
de l’areˆte i. Une fois que l’on a termine´ le parcours, on bascule les areˆtes de la
triangulation courante contenant un bit 1 dans le niveau 0 puis on recommence le
parcours avec le niveau 1, et ainsi de suite jusqu’a` ce que l’on obtienne un niveau
compose´ exclusivement du bit 0. La concate´nation de tous les niveaux donne la
se´quence de bits codant la se´quence de bascules initiale (cf ﬁgure 5.6). Nous utilisons
ensuite un codeur arithme´tique pour compresser la se´quence obtenue.
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Figure 5.6 – Codage par bascules simultane´es. En a) se´quence de bascules d’areˆtes,
en b) l’ensemble des niveaux, en c) la se´quence ﬁnale.
5.2.3 Codage par re´duction de niveaux
Nous proposons une ame´lioration du codage par bascules d’areˆtes simultane´es
en supprimant de la se´quence de bits re´sultante, les bits qui peuvent eˆtre infe´re´s a`
partir des pre´ce´dents, car nous seront capables de les retrouver lors de la relecture.
Nous pre´sentons plusieurs cas de bits qui peuvent eˆtre infe´re´s, en exploitant les
particularite´s du codage par des bascules simultane´es d’une se´quence de bascules
quelconque, puis d’une se´quence de bascules re´duite.
5.2.3.1 Codage applique´ a` une se´quence quelconque
Nous utilisons l’algorithme par bascules simultane´es pour concevoir les niveaux
pre´ce´dents, puis nous re´duisons les niveaux a` partir des trois remarques suivantes :
- Dans un niveau, nous savons que si le bit correspondant a` l’areˆte i vaut
1, alors au sein du meˆme niveau, toutes les areˆtes j voisines de i qui n’ont pas e´te´
traite´es car j > i, ne seront pas aﬀecte´es a` 1 (car deux bascules d’un meˆme niveau
doivent commuter entre elles et ne peuvent donc pas eˆtre voisines). Nous pouvons
donc retirer ces bits de la se´quence.
- Nous conside´rons que nous travaillons avec une se´quence compose´e de bas-
cules autorise´es sur les areˆtes. On en de´duit que si une areˆte n’est pas basculable
par rapport a` la classe de triangulation choisie, alors le bit correspondant ne vaudra
pas 1. Nous retirons donc, sur chaque niveau, tous les bits codant la bascule d’une
areˆte non basculable.
- Nous savons que toutes les bascules d’un sous-ensemble commutent entre
elles et que chaque bascule i du sous-ensemble k est voisine d’au moins une bascule
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de l’ensemble k−1. Donc, si une areˆte i, ainsi que toutes ses areˆtes voisines, n’ont pas
e´te´ bascule´es au niveau k−1, alors i ne sera pas bascule´e au niveau k. Nous retirons
donc les bits correspondants a` une areˆte non bascule´e avec ses areˆtes voisines dans
le niveau pre´ce´dent.
La concate´nation des niveaux re´duits donne la se´quence de bits codant la se´-
quence de bascules initiale (cf ﬁgure 5.7) et nous utilisons ensuite un codeur arith-
me´tique pour compresser la se´quence obtenue.
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Figure 5.7 – Codage par re´duction de niveaux applique´ a` une se´quence quelconque.
En a) la se´quence de bascules d’areˆtes, en b) l’ensemble des niveaux et en c) la
se´quence ﬁnale.
Si les bascules d’areˆtes sont localise´es sur une petite zone de la triangulation, a`
partir du niveau 1, les bits restants correspondront uniquement aux areˆtes situe´es
dans la zone en question.
5.2.3.2 Codage applique´ a` une se´quence re´duite
Lorsque la se´quence de bascules d’areˆtes a e´te´ re´duite par l’algorithme pre´sente´
dans le chapitre 4, nous pouvons proposer une se´quence de bits plus petite a` partir
des trois remarques suivantes :
- Nous savons qu’au sein d’une se´quence de bascules d’areˆtes re´duite, il n’est
pas possible de rapprocher par commutativite´ deux occurrences d’une meˆme bas-
cule. On en de´duit que si le bit correspondant a` l’areˆte i au niveau k − 1 vaut 1,
alors le bit correspondant a` l’areˆte i au niveau k vaut force´ment 0. Nous pouvons
donc retirer ce bit au niveau k.
- Pour une triangulation T , nous savons aussi qu’une se´quence re´duite
ne peut pas eˆtre e´quivalente par commutativite´ a` (μ ◦ Fj ◦ Fi ◦ Fj ◦ ν), avec
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|supp(i, ν(T ))⋂ supp(j, ν(T ))| = 1, et (Fi ◦ Fi) est basculable dans ν(T ). On en
de´duit que si le bit correspondant a` l’areˆte i au niveau k − 2 vaut 1, le bit cor-
respondant a` l’areˆte j au niveau k vaut 1, on a |supp(i, ν(T ))⋂ supp(j, ν(T ))| = 1
et (Fj ◦ Fi) est basculable dans la triangulation ν(T ), alors le bit correspondant a`
l’areˆte i au niveau k sera toujours e´gal a` 0. Nous pouvons donc retirer ce bit de la
se´quence au niveau k.
La concate´nation des niveaux re´duits ge´ne`re une nouvelle se´quence de bits (cf
ﬁgure 5.8) et nous utilisons ensuite un codeur arithme´tique pour compresser la
se´quence obtenue.
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Figure 5.8 – Codage par re´duction de niveaux applique´ a` une se´quence re´duite.
En a) la se´quence de bascules d’areˆtes, en b) l’ensemble des niveaux et en c) la
se´quence ﬁnale.
5.2.4 Re´sultats expe´rimentaux de la transformation compacte
Nous pouvons enﬁn pre´senter une transformation potentiellement compacte.
Etant donne´es deux triangulations oriente´es combinatoirement manifold, posse´dant
un meˆme nombre de sommets et un meˆme genre topologique, nous de´terminons
une transformation par les e´tapes suivantes : nous commenc¸ons par ge´ne´rer une
se´quence de bascules d’areˆtes, nous la re´duisons, nous la codons en une se´quence de
bits et nous compressons le re´sultat avec le codeur arithme´tique. Nous pre´sentons
au tableau 5.1, le couˆt d’une transformation en fonction de la me´thode de codage
d’une se´quences de bascules d’areˆtes et de la re´partition des bascules d’areˆtes sur
une triangulation.
Pour un seuil tel que 3, 2 bits/s, il est diﬃcile de de´ﬁnir l’ensemble des couples de
triangulations ge´ne´rant une transformation dont le couˆt est infe´rieur a` cette valeur.
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Codage Codage Codage par re´duction Codage par re´duction
simple par bascules (se´quence quelconque) (se´quence re´duite)
Bascules diﬀuses 4,99 b/s 1,62 b/s 1,47 b/s 1,47 b/s
n/a = 0, 15 et r = 1 1,67 b/a 0,54 b/a 0,49 b/a 0,49 b/a
Bascules localise´es 3,94 b/s 2,64 b/s 1,06 b/s 1,00 b/s
n/a = 0, 15 et r = 1, 2 1,31 b/a 0,88 b/a 0,35 b/a 0,33 b/a
Bascules globales 12,6 b/s 4,32 b/s 3,49 b/s 3,39 b/s
n/a = 0, 3 et r = 1, 03 4,22 b/a 1,44 b/a 1,16 b/a 1,13 b/a
Bascules globales 36,4 b/s 12,1 b/s 7,84 b/s 7,12 b/s
n/a = 1 et r = 1, 25 12,1 b/a 4,06 b/a 2,61 b/a 2,37 b/a
Table 5.1 – Re´sultats expe´rimentaux : couˆt d’une transformation compacte en
fonction des me´thodes de codage d’une se´quence de bascules d’areˆtes et de la re´par-
tition des bascules d’areˆtes sur la triangulation (maillage : s = 2432, a = 7290 et
f = 4860). Bascules diﬀuses signiﬁe qu’il n’y a pas deux areˆtes voisines bascule´es,
Bascules localise´es signiﬁe que les bascules sont localise´es sur une petite zone (1/5
des areˆtes sont bascule´es) , et Bascules globales signiﬁe que l’inte´gralite´ du maillage
est bascule´.
Cependant, les re´sultats expe´rimentaux montrent que la se´quence de bascules ne
doit eˆtre de longueur infe´rieure a` a3 , avec a le nombre d’areˆtes des triangulations.
De plus, parmi l’ensemble des se´quences de bascules de longueur k, les se´quences
posse´dant une faible redondance propose un codage plus inte´ressant que les autres.
Le couˆt d’une transformation est donc fonction du nombre de bascules ainsi que du
nombre d’areˆtes bascule´es diﬀe´rentes au sein de la se´quence de bascules d’areˆtes.
5.3 Application a` un algorithme de compression multi-
re´solution
Dans cette partie, nous nous servons de la transformation compacte pre´ce´-
dente dans le but de proposer une nouvelle version plus eﬃcace de l’algorithme
IPR (pour Incremental Parametric Reﬁnement) de´veloppe´ par Se´bastien Valette et
al. [Valette 2009]. Les auteurs pre´sentent un algorithme de compression sans perte
multi-re´solution dans lequel le raﬃnement est dirige´ par des crite`res ge´ome´triques,
dans l’esprit des algorithmes de reconstruction de surfaces. Soient M0, M1, ..., Mn
la se´quence de maillages obtenue telle que M0 est le maillage le moins raﬃne´, et Mn
est le maillage souhaite´ (cf ﬁgure 5.9). Le genre topologique de ces maillages est
identique. Le maillage Mn−1 correspond a` un maillage dans lequel l’ensemble de la
ge´ome´trie du maillage Mn est entie`rement restitue´e (les maillages ont donc meˆme
nombre de sommets). Mais leurs connectivite´s peuvent diﬀe´rer.
Le codage de la diﬀe´rence re´siduelle entre le maillage Mn−1 et Mn, est alors ge´re´
par une se´quence de bascules d’areˆtes. La se´quence est de´termine´e par optimisation
locale d’une e´nergie En de´crivant une distance entre les deux maillages. L’e´nergie
En correspond a` le somme des distances dans Mn−1 entre les couples de sommets
adjacents dans Mn. La distance entre deux sommets Mn−1 est caracte´rise´e par la
longueur du chemin de faces minimal qui les se´pare. Le codage de la se´quence de
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Figure 5.9 – Transmission progressive ge´ne´re´e par l’algorithme IPR. Le premier
maillage contient 295 sommets, le second 1540 sommets, le troisie`me 11 409 sommets
et le dernier 19 851 sommets.
bascules est de´crit par une se´quence de bits : pour chaque areˆte du maillage, le
bit correspondant de´signe si elle doit eˆtre bascule´e ou non. La de´cision est prise
en fonction de l’e´nergie, sachant qu’une areˆte est bascule´e lorsque cela engendre
une diminution de En. Lorsque toutes les areˆtes du maillage ont e´te´ passe´es en
revue, on recommence ce processus jusqu’a` ce que l’e´nergie En ne puisse plus
eˆtre de´cre´mente´e. Cependant, l’algorithme ne permet pas toujours d’atteindre le
minimum global de cette e´nergie c’est-a`-dire e´nergie nulle), ce qui signiﬁe que
dans certains cas ou` Mn et Mn−1 sont trop diﬀe´rents, l’heuristique ne permet pas
de de´terminer une se´quence de bascules d’areˆtes entre Mn−1 et Mn. Nos travaux
permettent de reme´dier a` ce proble`me et nous proposons une ame´lioration de
l’algorithme IPR, dans laquelle nous utilisons notre transformation compacte pour
coder la diﬀe´rence entre le maillage Mn−1 et Mn. Nous comparons les re´sultats
dans le tableau 5.2.
fandisk Torus Rabbit Fertility
Genre 0 1 0 4
Sommets 6 475 36 450 67 039 241 607
Areˆtes 19 419 109 350 201 111 724 839
Couˆt du codage
de la transformation 1,30 b/s 1,56 b/s 1,06 b/s 2,82 b/s
(Me´thode IPR)
Couˆt du codage
de la transformation 1,14 b/s 1,38 b/s 1,04 b/s 2,49 b/s
(Me´thode compacte)
Table 5.2 – Re´sultats expe´rimentaux. Comparaison des me´thodes de codage de la
modiﬁcation de connectivite´ entre les maillages Mn−1 et Mn. La me´thode IPR est
la me´thode aborde´e dans la publication de Valette et al., et la me´thode compacte
est celle correspondant a` la transformation compacte de´veloppe´e dans ce manuscrit.
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La me´thode de transformation compacte pre´sente´e dans ce manuscrit permet
de toujours trouver une se´quence de bascules d’areˆtes entre deux triangulations
posse´dant le meˆme nombre de sommets et le meˆme genre topologique. De plus, une
analyse des re´sultats expe´rimentaux pre´sente´s dans la tableau 5.2, montre que le
couˆt du codage de la transformation de connectivite´ est infe´rieur aux couˆts obtenus
par les auteurs dans la version originale d’IPR. Au ﬁnal, nous obtenons un nouvel
algorithme de compression multi-re´solution plus eﬃcace.
5.4 Vers une transformation compacte plus ge´ne´rale
Dans cette partie, nous montrons que les re´sultats pre´sente´s tout au long de ce
me´moire peuvent se combiner avec d’autres ope´rations agissant sur la connectivite´
d’un maillage. Nous pre´sentons une transformation entre deux triangulations qui
n’ont pas force´ment le meˆme nombre de sommets, le meˆme genre topologique et
sans mise en correspondance entre les sommets.
Soient Tinit, Tcible et Tcourant trois triangulations appartenant a` T. Nous initiali-
sons Tcourant par Tinit et nous conside´rons que les sommets des triangulations sont
indexe´s de 1 a` s et les areˆtes de 1 et a.
5.4.1 Ope´rations supple´mentaires
Nous pre´sentons de nouvelles ope´rations agissant sur la connectivite´.
5.4.1.1 Ope´ration d’ajout et de retrait de sommets
L’ajout de sommet au sein d’une face consiste simplement a` ajouter un sommet
en de´signant une face. L’ope´ration de retrait de sommet remplace le polygone
simple forme´ du sommet, des areˆtes et des faces incidentes, par un polygone
triangule´ en he´lice dont toutes les areˆtes internes sont incidentes au sommet du
polygone posse´dant le plus faible indice (cf ﬁgure 5.10). Si le sommet a` retirer est
de valence 2, nous basculons l’areˆte appartenant au link du sommet et posse´dant
le plus petit indice, puis nous supprimons le sommet comme pre´ce´demment.
b. a. 
Figure 5.10 – En a) l’ope´ration d’ajout de sommet, en b) l’ope´ration de retrait
de sommet.
Dans le cas des surfaces simpliciales, les ope´rations d’ajout et de retrait de
sommets au sein d’une face, associe´es a` la bascule d’areˆte, permettant de ge´ne´rer
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toutes les triangulations home´omorphes [Pachner 1991]. Nous pre´sentons une ope´-
ration supple´mentaire permettant de modiﬁer le genre topologique d’une surface
sans modiﬁer le nombre de sommets.
5.4.1.2 Ope´ration de changement de genre topologique
Pour incre´menter le genre topologique, nous recherchons deux faces ne posse´dant
aucun sommet commun. Ensuite, nous supprimons ces faces et nous utilisons leurs
areˆtes de bord pour cre´er un tunnel, comme pre´sente´ sur la ﬁgure 5.11a. Cette
ope´ration retire 2 faces puis rajoute 6 faces et 6 areˆtes. Le genre topologique est
donc incre´mente´ de 1.
L’ope´ration inverse va consister a` trouver un tunnel, le retirer et remplacer
les deux bords par des polygones simples en conservant une orientation consistente,
comme pre´sente´ sur la ﬁgure 5.11b. Pour eﬀectuer cette ope´ration, nous recherchons
un cycle de faces non contractile et non se´parateur (notions de´ﬁnies dans l’annexe
2, partie B.2.2) pour lui faire jouer le roˆle de tunnel. Ensuite, nous supprimons
toutes les faces et areˆtes de ce tunnel, ce qui engendre deux bords disjoints sur la
triangulation que nous cousons avec les polygones correspondants. Si la surface est
de genre 0, il n’existe pas de cycle non se´parateur et non contractile.
a. b. 
Figure 5.11 – En a) augmentation du genre topologique par cre´ation d’un tunnel ;
en b) diminution du genre par suppression d’un tunnel.
5.4.2 Algorithme
L’algorithme propose´ ge´ne`re une transformation entre deux triangulations qui
n’ont pas force´ment le meˆme nombre de sommets et le meˆme genre topologique.
Meˆme si nous ne codons pas les modiﬁcations de la ge´ome´trie, les ope´rations
utilise´es ainsi que la mise en correspondance ge´ne´re´e auraient une cohe´rence avec la
ge´ome´trie des deux maillages. Dans la suite, nous appelons distance combinatoire
entre deux primitives (faces, areˆtes ou sommets), le nombre de faces composant le
chemin simple le plus court reliant les deux e´le´ments. Nous divisons l’algorithme
en quatre e´tapes :
5.4.2.1 1re e´tape : modiﬁcation du genre topologique de Tcourant :
– si le genre de Tcible est supe´rieur a` celui de Tcourant : on incre´mente de 1 le
genre de Tcourant jusqu’a` ce qu’il soit e´gal a` celui de Tcible. On recherche le
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couple de faces ne posse´dant aucun sommet en commun et tel que le ratio
entre la distance combinatoire et la distance euclidienne soit le plus grand
possible. On construit ensuite un tunnel entre ces deux faces (cf ﬁgure 5.12).
a. b. 
Figure 5.12 – Augmentation du genre de la surface par cre´ation d’un tunnel.
– si le genre de Tcible est infe´rieur a` celui de Tcourant : on de´cre´mente de 1 le
genre de Tcourant jusqu’a` ce qu’il soit e´gal a` celui de Tcible. On de´termine un
cycle non contractile traversant la face indexe´e par 1, et on le de´ﬁnit comme
un tunnel pour re´duire le genre de la surface.
Au ﬁnal, le codage d’un nombre entier relatif de´signant la diﬀe´rence de genre
entre Tcible et Tcourant est suﬃsant pour changer le genre.
Remarque : parfois, il est ne´cessaire de rajouter des sommets aﬁn de cre´er les
tunnels ne´cessaires. Par exemple, il n’est pas possible d’augmenter le genre d’une
surface compose´e d’un te´trae`dre.
5.4.2.2 2me e´tape : modiﬁcation du nombre de sommets de Tcourant :
– si le nombre de sommets de Tcourant est supe´rieur a` celui de Tcible, on les
supprime ite´rativement jusqu’a` ce que Tcourant posse`de le meˆme nombre de
sommets que Tcible. A` chaque ite´ration, le sommet si supprime´ correspond
a` celui qui minimise la valeur de |2π −∑ {angles ŝksisp}| avec sk et si les
sommets diﬀe´rents de si dans chacune des faces incidentes a` si. Ce nombre
approxime la valeur absolue de la courbure moyenne d’un maillage au niveau
du sommet si et on de´cide d’assimiler localement les zones de faible courbure
moyenne a` un plan. Si plusieurs sommets minimisent cette valeur, on choisit
le sommet posse´dant le plus petit indice dans le but de rendre l’ope´ration
reproductible (cf ﬁgure 5.13).
– si le nombre de sommets de Tcourant est infe´rieur a` celui de Tcible, on ajoute
les sommets ite´rativement jusqu’a` ce que Tcourant posse`de le meˆme nombre
de sommets que Tcible. A` chaque ite´ration, le sommet est ajoute´ dans la face
posse´dant la plus grande aire. Si plusieurs faces partagent ce maximum, on
choisit la face incidente a` l’areˆte posse´dant le plus petit indice (cf ﬁgure 5.14).
De meˆme que pour le codage de la modiﬁcation du genre topologique, un nombre
entier relatif est suﬃsant pour que Tcourant posse`de le meˆme nombre de sommets
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a. b. 
Figure 5.13 – Suppression de sommets : en a) 19 850 sommets et en b) 10 000
sommets.
a. b. 
Figure 5.14 – Ajout de sommets : en a) 50 sommets et en b) 150 sommets.
que Tcible.
5.4.2.3 3me e´tape : mise en correspondance de faces de de´part :
Nous choisissons k faces au sein de chaque triangulation que nous mettons en
correspondance. Elles serviront de points de de´part a` l’algorithme de de´termination
de´veloppe´ dans la partie 3.5.1.
Dans les deux triangulations, nous commenc¸ons par choisir une face au hasard,
et nous recherchons la plus e´loigne´e des faces par rapport a` la distance combinatoire
(elle n’est pas toujours unique). La face se´lectionne´e est notre premie`re face pour
la mise en correspondance. Nous obtenons une seconde face en se´lectionnant la
plus e´loigne´e de la face pre´ce´dente par rapport a` la distance combinatoire. On
de´termine une troisie`me face en maximisant la distance combinatoire minimale
avec les deux premie`res faces, et on continue ainsi jusqu’a` obtenir k faces. Ensuite,
on met en correspondance les faces se´lectionne´es ainsi que leurs sommets adjacents
en minimisant la somme des distances euclidiennes par l’algorithme hongroise
[Munkres 1957], qui s’eﬀectue en temps polynomial. La mise en correspondance
obtenue posse`de une certaine cohe´rence avec la ge´ome´trie.
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5.4.2.4 4me e´tape : mise en correspondance et de´termination de la se´-
quence de bascules d’areˆtes :
Nous eﬀectuons la mise en correspondance en paralle`le de la de´termination de
bascules, dans le but d’obtenir la plus petite se´quence possible. A` partir des k faces
de de´part, nous utilisons l’algorithme de croissance de re´gions de´veloppe´ dans la
partie 3.5, en modiﬁant le cas de la cre´ation d’une face vers un nouveau sommet
(NS). En eﬀet, supposons que l’on souhaite cre´er une face (a′b′c′) de Tcible, sachant
que les sommets a et b de Tcourant sont de´ja` en correspondance avec les sommets
a′ et b′, et qu’il n’existe aucune correspondance entre le sommet c′ et un sommet
de Tcourant. Dans un premier temps, nous choisissons de mettre en correspondance
le sommet c de Tcourant qui est le plus proche de l’areˆte (ab) (en terme de distance
combinatoire) avec le sommet c′, puis nous construisons (abc) dans Tcourant. Nous
obtenons un algorithme de de´termination de se´quences de bascules d’areˆtes qui
ge´ne`re paralle`lement une mise en correspondance des sommets (cf ﬁgure 5.15).
Nous obtenons une se´quence de bascules que nous re´duisons par l’algorithme
pre´sente´ dans le chapitre 4, et nous codons la se´quence de bascules d’areˆtes
en bascules de bits par les me´thodes pre´sente´es dans le chapitre 5. Enﬁn, nous
compressons le re´sultat a` l’aide d’un codeur arithme´tique.
Figure 5.15 – De´roulement de la de´termination d’une se´quence de bascules
d’areˆtes. Lorsqu’un sommet de Tcourant est mis en correspondance avec un sommet
de Tcible, nous lui attribuons les meˆmes coordonne´es. Les re´gions colore´es corres-
pondent aux k re´gions sur lesquelles nous eﬀectuons les croissances.
Nous aurions aussi pu utiliser un algorithme de mise en correspondance entre les
e´tapes 2 et 3, c’est-a`-dire lorsque les deux triangulations posse`dent le meˆme nombre
de sommets et le meˆme genre topologique. Dans ce cas, nous ne faisons pas appel a`
l’e´tape 3, et l’e´tape 4 consiste uniquement a` appliquer l’algorithme de la partie 3.5,
sans eﬀectuer de mise en correspondance.
Au ﬁnal, la transformation est entie`rement de´termine´e par une se´quence de
bascules d’areˆtes et deux nombres entiers (le premier code le changement de genre
topologique, le second l’ajout ou le retrait de sommets).
5.4. Vers une transformation compacte plus ge´ne´rale 97
5.4.3 Re´sultats expe´rimentaux
Les re´sultats expe´rimentaux de la table 5.3 ont e´te´ obtenus sur un PC com-
pose´ d’un Intel Core 2 Duo a` 2 GHZ et 4 Go de RAM. Pour chaque test, nous
avons choisi de mettre trois faces de de´part en correspondance. Lorsqu’on observe
le couˆt des transformations, on constate qu’il est plus avantageux de coder les deux
maillages inde´pendamment. Si deux triangulations ont une connectivite´ ”proche”,
les ope´rations de modiﬁcation du nombre de sommets et du genre topologique, ainsi
que le proce´de´ de mise en correspondance ne favorise pas la conservation de cette
proximite´. En ce qui concerne le temps de calcul de l’algorithme, le re´sultat de´-
pend principalement de l’algorithme de re´duction de se´quence. En eﬀet, si l’on ne
cherche pas a` re´duire la taille des se´quences de bascules, les dure´es sont infe´rieures
a` quelques secondes dans chacun des cas pre´sente´s.
Meˆme genre topologique Genre topologique diﬀe´rent
Sphere Fandisk Twist Tore Sphere 2-Tore Tore Fandisk
Nombre de sommets 21 812 6 476 837 1350 21 812 20 734 1 350 6 476
Se´quence avant
simpliﬁcation 38 532 7 042 134 407 47 582
Nombre de bascules (3,2) (2,9) (5,0) (3,4)
(Redondance)
Se´quence apre`s
simpliﬁcation 22 873 4 608 111 501 23 256
Nombre de bascules (1,9) (1,9) (4,1) (1,6)
(Redondance)
Couˆt total 6,18 b/s 6,28 b/s 7,17 b/s 6,11 b/s
Dure´e totale 3min 00s 118ms 20min 03s 4min 51s
Table 5.3 – Re´sultats expe´rimentaux. Le couˆt total en bits de la transformation
entre les deux triangulations est divise´ par le nombre de sommets du maillage cible.
Nous sommes convaincus que l’on peut obtenir de meilleurs re´sultats en utili-
sant plus astucieusement l’ensemble des outils pre´sente´s, et en donnant un roˆle plus
important a` la ge´ome´trie. L’utilisation de bascules automatiques, telles que des bas-
cules de Delaunay, produirait un maillage dont la connectivite´ est cohe´rente avec la
ge´ome´trie et re´duiraient peut-eˆtre la taille de la se´quence de bascules d’areˆtes a` co-
der. Nous pensons en particulier aux bascules d’areˆtes applique´es aux triangulations
de Bobenko [Bobenko 2007].
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5.5 Discussion
Dans ce chapitre, nous avons pre´sente´ des me´thodes de codage de se´quences
de bascules d’areˆtes, et nous avons applique´ l’ensemble des re´sultats de ce me´-
moire pour de´velopper une transformation potentiellement compacte entre deux
triangulations oriente´es combinatoirement manifold posse´dant un meˆme nombre
de sommets et un meˆme genre topologique. Les re´sultats expe´rimentaux montrent
que le couˆt de la transformation de´pend du nombre de bascules pre´sentes dans
la se´quence de bascules ainsi que du nombre d’areˆtes diﬀe´rentes bascule´es. Notre
transformation a permis d’ame´liorer les re´sultats de l’algorithme de compression
multi-re´solution IPR. Nous avons e´galement propose´ une nouvelle transformation
entre deux triangulations ne posse´dant pas le meˆme nombre de sommets et le meˆme
genre topologique. Cependant, les re´sultats n’e´tant pas optimaux, de nombreuses
ame´liorations sont a` l’e´tude ouvrant ainsi une nouvelle voie de recherche.
En ce qui concerne les perspectives, il serait inte´ressant d’utiliser cette trans-
formation pour coder un ensemble de triangulations. En eﬀet, cet outil peut eˆtre
une solution au stockage d’un grand nombre de maillages. Nos re´sultats pourraient
e´galement servir de point de de´part a` l’e´laboration d’algorithmes de compression de
se´quences de maillages non contraintes (c’est-a`-dire avec une connectivite´ e´volutive).
Chapitre 6
Conclusion et perspectives
6.1 Re´sume´ des contributions
Le ﬁl conducteur de ce me´moire est le de´veloppement d’une transformation com-
pacte entre deux connectivite´s a` partir de bascules d’areˆtes. Les travaux de´veloppe´s
s’inscrivent dans la the´matique de la compression de maillages. Nous nous sommes
inte´resse´s dans un premier temps, au proble`me de de´termination d’une se´quence de
bascules d’areˆtes entre deux triangulations partageant un meˆme nombre de sommets
et un meˆme genre topologique. Nous avons introduit une nouvelle classe de trian-
gulations, appele´e classe des triangulations oriente´es combinatoirement manifold,
et nous avons pre´sente´ les conditions ne´cessaires et suﬃsantes assurant l’existence
d’une se´quence de bascules d’areˆtes pour un couple de triangulations appartenant
a` cette classe. Nous en avons de´duit un algorithme direct de de´termination de se´-
quences, dont la validite´ est prouve´e.
Dans un second temps, nous nous sommes inte´resse´s au proble`me de minimisa-
tion des se´quences de bascules d’areˆtes. Nous avons cherche´ a` mieux comprendre
l’action d’une bascule en appliquant l’ope´ration a` des triangulations posse´dant des
areˆtes indexe´es, et nous avons mis en e´vidence qu’une se´quence de bascules d’areˆtes
peut eˆtre utilise´e pour transposer des indices. Nous avons de´duit trois outils simples
ge´ne´rant des se´quences de bascules e´quivalentes et nous avons montre´ que, dans le
cas des triangulations d’un n-gone convexe, ces trois outils permettent de passer
d’une premie`re se´quence de bascules a` une seconde si elles sont faiblement e´quiva-
lentes. Nous avons ensuite de´veloppe´ un algorithme de re´duction de se´quences de
bascules d’areˆtes, dont le temps d’exe´cution de´pend principalement de la longueur
et de la redondance de la se´quence.
Dans un dernier temps, nous avons propose´ des approches de codage d’une
se´quence de bascules d’areˆtes dans le but de ge´ne´rer la plus petite se´quence de
bits possible. Nous avons ensuite de´veloppe´ une transformation entre deux trian-
gulations pouvant concurrencer les algorithmes de compression mono-re´solution
et dont le couˆt de´pend du nombre de bascules ainsi que du nombre d’areˆtes
diﬀe´rentes bascule´es au sein de la se´quence. Notre transformation a permis
d’ame´liorer les re´sultats de l’algorithme de compression multi-re´solution IPR. Nous
avons e´galement propose´ une nouvelle transformation entre deux triangulations ne
posse´dant pas force´ment le meˆme nombre de sommets et le meˆme genre topologique.
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6.2 Ide´es a` explorer
Trois grandes perspectives peuvent de´couler de ce travail : une meilleure
eﬃcacite´ de la transformation, une transformation qui ne se limite pas a` des
couples de triangulations posse´dant le meˆme nombre de sommets et le meˆme genre
topologique, et des applications a` la compression de maillages
Nous proposons plusieurs pistes pour rendre la transformation plus compacte.
La premie`re perspective consiste a` ame´liorer l’algorithme de de´termination aﬁn
de ge´ne´rer des se´quences de taille plus re´duite. Nous pensons qu’une analyse des
maillages, base´e sur la de´tection des zones ne´cessitant beaucoup ou au contraire
peu de bascules d’areˆtes pour passer d’une connectivite´ a` une autre, permettrait de
choisir judicieusement la position de la face de de´part, et d’orienter la croissance
de re´gions pour minimiser le nombre de bascules d’areˆtes ne´cessaires. L’algorithme
de re´duction de se´quences nous semble quant a` lui plus diﬃcile a` ame´liorer dans
la mesure ou` une meilleure re´duction de la taille des se´quences s’accompagnerait
ne´cessairement d’une augmentation sensible de la complexite´ algorithmique.
Enﬁn, le codage d’une se´quence de bascules d’areˆtes semble aussi diﬃcile a`
ame´liorer, mais une utilisation diﬀe´rente du codeur arithme´tique en compressant la
se´quence de bits par paquets, permettrait peut-eˆtre d’obtenir de meilleurs re´sultats.
Il serait e´galement inte´ressant de de´velopper une transformation compacte entre
deux triangulations qui ne posse`dent pas force´ment le meˆme nombre de sommets
et le meˆme genre topologique. Nous avons propose´ une telle transformation dans
la partie 5.4, mais les couˆts de codage obtenus ne permettent pas d’utiliser cette
transformation pour compresser des maillages. Une meilleure eﬃcacite´ ne´cessite
probablement une meilleure utilisation des outils de modiﬁcation de connectivite´,
une meilleure mise en correspondance entre les maillages, et peut-eˆtre l’utilisation
de bascules automatiques telles que des bascules de Delaunay.
Nous sugge´rons e´galement de ge´ne´raliser notre transformation a` des maillages
qui ne sont pas force´ment des triangulations. Nous avons montre´ que le fait
d’appliquer une se´quence de bascules d’areˆtes sur des triangulations posse´dant des
areˆtes indexe´es, peut constituer le point de de´part de cette ge´ne´ralisation.
Enﬁn, nous proposons d’utiliser cette transformation pour de´velopper de nou-
veaux algorithmes de compression. En eﬀet, nos re´sultats pourraient servir de point
de de´part a` l’e´laboration d’algorithmes de compression de se´quences de maillages
non contraintes (c’est-a`-dire avec une connectivite´ e´volutive). Il serait e´galement in-
te´ressant d’utiliser cette transformation pour coder un ensemble de triangulations,
et proposer une solution au stockage de tre`s grand nombre de maillages.
Annexe A
Relation entre les rotations sur
les arbres binaires et les
bascules d’areˆtes
Depuis les anne´es 1980, plusieurs travaux ont e´merge´ sur les bascules d’areˆtes
applique´es aux triangulations d’un n-gone convexe (dans ce cas toutes les areˆtes
sont basculables a` chaque instant) aﬁn de faciliter la compre´hension des rotations
applique´es aux arbres binaires [Sleator 1986, Sleator 1987]. Nous proposons cette
annexe pour pre´senter le lien entre les bascules d’areˆtes d’un n-gone convexe et les
rotations.
A.1 Les arbres binaires
Un arbre binaire est une structure de donne´es que l’on repre´sente habituellement
sous la forme d’un graphe connexe acyclique, tel que le degre´ de chaque noeud soit
au maximum 3. Le noeud initial appele´ racine, est au maximum de degre´ 2, et
chaque noeud aura un unique parent (sauf pour le noeud racine) et au plus deux
enfants. On appelle feuille un noeud ne posse´dant pas de ﬁls, et branche l’areˆte
reliant deux noeuds.
L’ope´ration de rotation d’un arbre binaire est habituellement de´ﬁnie en
choisissant un noeud Q qui repre´sente la racine du sous-arbre dans lequel
on eﬀectue la rotation et une direction (droite ou gauche) pour orienter la
rotation (ﬁgure A.1). Elle est en particulier utilise´e sur des arbres binaires de
recherche car elle permet de changer la structure sans invalider l’ordre des e´le´ments.
Cependant, on peut aussi utiliser uniquement une branche pour de´signer une
rotation : parmi les deux extre´mite´s de la branche, le noeud parent repre´sente la
racine du sous-arbre et si le second noeud est un ﬁls gauche, on eﬀectue une rotation
a` droite, sinon on eﬀectue une rotation a` gauche. On indexe donc les k branches
de l’arbre par un entier appartenant a` {1...k} et diﬀe´rent pour chaque branche. De
plus, on de´signe par Roti l’ope´ration de rotation au niveau de la branche i (ﬁgure
A.2).
102




















1 1 2 
2 3 4 
4 
3 
Figure A.2 – L’ope´ration Rot1 est une involution.
A.2 Correspondance entre les rotations sur les arbres
binaires et les bascules d’areˆtes
Un arbre binaire contenant n noeuds posse`de une correspondance avec les tri-
angulations d’un (n + 2)-gone. Il existe plusieurs manie`res d’eﬀectuer la mise en
correspondance, et nous choisissons la suivante : chaque face de la triangulation
repre´sente un noeud de l’arbre, et deux noeuds sont relie´s par une branche si les
deux faces correspondantes sont voisines dans la triangulation. On choisit ensuite
une areˆte du bord telle qu’avant et apre`s chaque rotation, la face incidente a` cette
areˆte corresponde au noeud racine de l’arbre (ﬁgure A.3).
a. b. c. 
Figure A.3 – La triangulation d’un 7-gone en a) et l’arbre binaire correspondant
en c) ; leur superposition en b).
Par la mise en correspondance e´nonce´e, une rotation dans un arbre correspond
exactement a` une bascule d’areˆte dans la triangulation associe´e (ﬁgure A.4). En
particulier, la de´termination du nombre minimal de rotations entre deux arbres
binaires est e´quivalente a` celle du nombre minimal de bascules d’areˆtes entre deux
A.2. Correspondance entre les rotations sur les arbres binaires et les
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triangulations d’un n-gone convexe. La question e´tudiant la NP-comple´tude du














Figure A.4 – Equivalence entre bascule d’areˆte et rotation d’un noeud.
Par analogie avec les re´sultats traite´s dans le chapitre 4, nous mettons en e´vi-
dence que si l’on indexe les branches, une se´quence de rotations peut transposer les
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Quelques notions sur les
graphes et les triangulations
surfaciques
B.1 Notions sur les graphes
Un graphe G = (V,E) est la donne´e d’un ensemble de sommets V et d’un
ensemble d’areˆtes E. Chaque areˆte posse`de deux sommets, appele´s ses extre´mite´s.
Il existe de nombreuses variantes de la notion de graphe :
– le graphe peut eˆtre oriente´, c’est-a`-dire que chaque areˆte a un sommet initial
et un sommet terminal, ou non-oriente´ si les deux extre´mite´s de chaque areˆte
ne sont pas distingue´es ;
– les areˆtes multiples, c’est-a`-dire le fait que plusieurs areˆtes puissent avoir les
meˆmes extre´mite´s, peuvent eˆtre autorise´es ou non ;
– les areˆtes ayant leurs extre´mite´s confondues, appele´es boucles, peuvent eˆtre
autorise´es ou non ;
– le graphe peut eˆtre ﬁni (au sens ou` V et E sont des ensembles ﬁnis) ou non.
A` partir de la notion de graphe, on de´ﬁnit les notions d’incidence entre un
sommet et une areˆte, d’adjacence entre deux sommets, ainsi que la notion de
valence (appele´e e´galement degre´) d’un sommet, c’est-a`-dire le nombre d’areˆtes qui
lui sont incidentes.
La structure de graphe peut eˆtre comple´te´e par des faces, qui correspondes a` un
polygone borde´ par un cycle d’areˆtes de E.
B.2 Les invariants topologiques d’une triangulation
surfacique
Nous pre´sentons ici brie`vement les quantite´s appele´es invariants topologiques,
calcule´es pour une triangulation T avec ou sans bord. Elles traduisent le nombre
de bords (c’est-a`-dire le nombre de cycles disjoints forme´s d’areˆtes de bord), le fait
que la surface soit orientable ou non, le nombre de composantes connexes et le
genre topologique. Ces re´sultats ne se limitent pas aux triangulations surfaciques et
peuvent eˆtre ge´ne´ralise´s a` tous types de surfaces. Dans ce me´moire, nous travaillons
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exclusivement avec des triangulations compacts, car compose´ d’un ensemble ﬁni de
sommets, d’areˆtes et de faces.
B.2.1 Orientabilite´
Le cycle d’areˆtes bordant une face de T , peut eˆtre oriente´ de deux fac¸ons diﬀe´-
rentes, et un choix d’orientation de ce polygone donne une orientation a` la face (cf
ﬁgure B.1a). Les faces sont oriente´es de fac¸on consistante si chaque areˆte incidente
a` deux faces est oriente´e de fac¸on contraire au sein de chacune d’elles (cf ﬁgure
B.1b). T est orientable s’il est possible de trouver une orientation consistante, et T
est oriente´ s’il posse`de une orientation consistante.






Figure B.1 – En a), les deux orientations possibles pour une face. En b), ensemble
de faces dont l’orientation est consistante.
B.2.2 Connexite´ et cycles homotopes
Un chemin sur T est une application continue p : [0, 1] → T et ses ex-
tre´mite´s sont p(0) et p(1). Un chemin est simple s’il est injectif, ferme´ sur T
(ou un lacet) si ses deux extre´mite´s co¨ıncident. Un chemin ferme´ ne contenant
aucune extre´mite´ est appele´ un cycle et on le de´ﬁnit comme une application conti-
nue Cycl : S1 → T ou` S1 de´signe le cercle unite´. Un cycle est simple s’il est injectif.
• T est dit connexe si pour deux points a et b sur le maillage, il existe un chemin
sur T d’extre´mite´s a et b. Les composantes connexes sont les classes de la relation
d’e´quivalence de´ﬁnie par : a est e´quivalent a` b s’il existe un chemin entre a et b (cf
ﬁgure B.2).
a. b. 
Figure B.2 – En a), maillage contenant deux composantes connexes. En b),
maillage contenant une seule composante connexe.
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• Soient Cycl1 et Cycl2 deux cycles sur T , nous appelons une homotopie entre
Cycl1 et Cycl2, une application continue h : [0, 1]×S1 → T telle que h(0, .) = Cycl1
et h(1, .) = Cycl2. Dans ce cas, Cycl1 et Cycl2 sont dits homotopes. Un cycle sur T
est se´parateur si le de´coupage le long du chemin ge´ne`re deux composantes connexes
et il est contractile s’il est homotope a` un cycle constant. La notion d’homotopie
fournit une relation d’e´quivalence partitionnant l’ensemble des cycles de T en classes
d’homotopie.
Figure B.3 – Surface de genre 2 : en bleu un cycle contractile, en rouge un cycle
non contractile et se´parateur, en vert un cycle non contractile et non se´parateur.
B.2.3 Genre topologique
La caracte´ristique d’Euler-Poincare´ de T , note´e χ(M), est un entier relatif e´gal
a` s− a+ f , avec T contenant s sommets, a areˆtes et f faces.
Il existe une autre fac¸on de de´ﬁnir la caracte´ristique d’Euler-Poincare´, pour des
surfaces compactes, connexes et orientables. Il s’agit du the´ore`me de classiﬁcation
des surfaces, qui ne sera pas de´montre´, mais nous renvoyons le lecteur inte´resse´
aux travaux de Brahana [Brahana 1921].
The´ore`me de classiﬁcation des surfaces : Soit S une surface compacte,
connexe et orientable. Il existe deux entiers positifs ou nuls g et b, uniques, tels
que M est home´omorphe a` une sphe`re a` laquelle on a colle´ g poigne´es et retire´ b
disques deux a` deux disjoints. De plus, χ(S) = 2− 2g − b.
En particulier, le nombre b repre´sente le nombre de bords de la surface et l’entier
g est appele´ le genre topologique de la surface (cf ﬁgure B.3). Dans le cas d’une
surface S compacte, connexe et orientable, g = 2−b−χ(S)2 .
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