Abstract. In this paper we describe Monte Carlo methods for solving some boundary value problems for elliptic partial differential equations arising in the computation of properties of large molecules. The constructed algorithms are based on walk on spheres, Green's function first passage, walk in subdomains techniques and finite-difference approximations of the boundary condition. The methods are applied to calculating the diffusion-limited reaction rate, electrostatic energy of a molecule, and point values of an electrostatic field.
1. Introduction. Elliptic partial differential equations such as the Laplace, Poisson, Poisson-Boltzmann, etc. are effectively used as mathematical models in different branches of computational biophysics and chemistry. Calculation of the diffusion-limited reaction rate, the electrostatic potential and field, the internal energy -are all problems that can be reduced to the solution of a diffusion equation with some conditions on the boundary and at the infinity. The intrinsic analogy between diffusion and electrostatics makes it possible to apply the same computational techniques to solve problems coming from these different fields. It is worth noting that the solution domain in this class of problems is always infinite. So, it is natural that since the days of Maxwell, the boundary element method is usually effective at solving such problems. In particular, one can calculate the capacitance and the diffusion-limited reaction rate as a surface integral [18] . Boundary element method, as well as finite-difference and finite-element methods, are still commonly used for solving electrostatics and diffusion problems arising in biophysics. Review of these and other techniques used in the computation of molecular electrostatic properties is given in [2] .
Another possible way of treating computationally these problems comes from the probabilistic representation of solutions to elliptic and parabolic partial differential equations as functionals of the diffusion process trajectory [15, 7, 8] . Direct computational simulation of physical diffusion in this case coincides with the approximation of Brownian motion as the solution to a stochastic differential equation via a firstorder Euler scheme [19, 16] . This approach was applied [4] to simulation studies of diffusion-limited reactions. Though computationally far from being optimal, it allows one to include different physical phenomena (hydrodynamic, electrostatic, etc.) into the computational scheme, and, what is essential, it is efficient enough to be competitive with deterministic methods. Later, this algorithm was modified [29] with different boundary conditions incorporated [27, 25] . In addition, other variants of the algorithm were suggested. In [30] , in particular, the Brownian dynamics simulation method was compared to the algorithms based on survival probability and the mean residence time, the latter was found to be more efficient.
It is worth noting that probabilistic representations strongly depend on the boundary conditions. In particular, taking into account reflective surfaces incorporates the local time spent by the diffusion process on the boundary [7] . Up to now, there has been no effective way to construct a computational algorithm based on this representation. So, the only conceivable method to implement the reflective conditions into computations is to simulate them directly.
There exists a large number of mathematical articles and books describing Monte Carlo methods for solving boundary value problems for the heat, Laplace and other similar equations [3, 5, 6, 23, 24] . In general, these methods are based on reformulation of a problem in the form of an integral equation and application of the Monte Carlo technique for constructing estimates for their solution [1] . The 'walk on spheres' (WOS) method (described in [20] ) is based on such approach. The Green's function first passage (GFFP) Monte Carlo method [9] is the natural extension of WOS [12] . The simulation-tabulation technique [14] , and last passage variants of the GFFP algorithm [10] , further extended the capabilities of stochastic computational methods when applied to solving electrostatics problems.
Until recently, however, these results remained beyond the scope of chemists using the above mentioned computations in their investigations. This article is an attempt to bridge this gap. The paper presents the application of different ideas that come from computational mathematics to the construction of Monte Carlo algorithms for solving boundary value problems that are of interest for physical biochemistry.
The article is organized as follows. In the second section we propose the efficient way of computing the reaction rate of a large molecule (enzyme) and small diffusing particles (substrate). Different non-isotropic boundary value problems and geometric approximations for the non-convex case are considered.
Section 3 is devoted to the description of an algorithm aimed at computing the internal electrostatic energy of a molecule immersed in a dielectric media. The problem of coupling different equations through continuity boundary conditions was never being solved via the Monte Carlo method before.
In section 4, results of some numerical experiments are presented and, finally, some conclusions and possible further directions are discussed in section 5.
2. Diffusion-limited reaction rate.
Formulation of the problem. Let G ⊂ I R
3 be a compact set representing a massive molecule. Suppose that its boundary ∂G is a simple connected piece-wise Lyapunov surface [11] .
The reaction rate of G with small, point-like particles, which move only due to diffusion, is determined by the flux of these particles onto the surface of the body of this molecule:
Here n is the normal vector on ∂G pointing out of G. Due to the Fick's law, with no external forces present, the flux is given by J = −D∇ρ, where ρ is the density of particles, and D is their diffusion constant [22] .
In the stationary case, the mass conservation law divJ = 0 gives ∆ρ = 0, i.e. the density, ρ, satisfies the Laplace equation. Moreover, since it is natural to assume that the concentration of particles far enough away from the massive molecule is not affected by its presence and may be considered to be constant, ρ may be set equal to one at the infinity.
The Laplace equation requires that ρ satisfies a boundary condition on ∂G. Suppose that the reaction rate of particles with the large molecule is proportional to the probability of their encounter (i.e. the particle density near the surface of the molecule). This means −n · J = κρ on ∂G, where κ ≥ 0 is the second-order rate constant of a particle absorbed onto the surface: this reaction rate may be anisotropic [22] .
In the limit κ → +∞, all the particles absorbed on the surface react immediately. However, the concentration gradient remains finite, so that the density, ρ, must equal zero, and we thus arrive at a Dirichlet boundary condition. However, if κ = 0 at some point then the flow equals zero at that point. From this it follows that all the particles must be reflected (Neumann boundary value problem). In the intermediate general case there are non-zero probabilities of both absorption (reaction) and reflection.
Therefore, the problem of calculating K can be reduced to an external boundary value problem for the function u = 1 − ρ as follows
To calculate K, we have to reformulate its analytical expression, since we have 
where u(r) = dΩ 1 4π u(r, Ω) is the mean value of u on the surface of the sphere S(0, r). Next we divide both sides of this equality by r 2 and integrate over r from R to infinity. Finally, we obtain that
It is essential to note that this formula is valid for arbitrary boundary conditions. In fact, this expression was extensively used in calculations.
Monte Carlo algorithm.
It is a common knowledge that Monte Carlo methods are efficient if a) a solution is to be found at one or at several points; b) the geometry of the problem is complicated; c) we are interested in integral functional rather than the solution itself; d) the problem is high dimensional.
Clearly, the problem under consideration satisfies all the conditions enumerated. It is essential to note also that the specific geometrical properties of G make it possible to construct an extremely efficient stochastic computational algorithm.
Despite the simplicity of equality (2.2), the reaction rate, K, can be analytically written down only when the molecule is a sphere. For example, if G = {x : |x| < R 0 } and κ ≡ ∞, then u(x) = R 0 /|x|. Hence, u(R) = R 0 /R and K = 4πR 0 D. Even for the simplest Solc-Stockmayer model [27] , when only a circular patch on the surface of the molecule is reactive while the rest of the boundary is inert, some approximations are needed in order to obtain an analytical solution [25] .
There are different ways to construct computational algorithms to solve the problem (2.1), and to calculate the reaction rate in accordance with (2.2). It has been found that the most efficient way is to use a stochastic method based on the isotropic random choice of a point, x 0 , on the sphere, S R . This means that the direction of the vector x 0 is distributed uniformly, i. e. its angular density is equal to 1/4π (or, equivalently, the distribution density of the point x 0 on the surface S(0, R) is equal to 1/4πR
2 ), and u(R) = I Eu(x 0 ). Next, if we use Monte Carlo estimator ξ(x 0 ) (independent of x 0 distribution) instead of the exact value, u(x 0 ), then (for unbiased ξ) we obtain the following estimate for K:
What remains is the simulation of independent values, ξ j (x 0,j ), j = 1, 2, . . ., and their averaging. Then, according to the law of large numbers,
It is clear, however, that Monte Carlo estimates based on the direct simulation of diffusion paths starting at the point x 0 and continuation until first passage on the boundary are potentially cumbersome and time-consuming. One of the possible ways to accelerate this process is to use the WOS algorithm [3] and its modification for the case of exterior boundary value problems [6] . Another way was adopted in [30] where the algorithms based on survival probability and the mean residence time were compared to the Brownian dynamics simulation method.
Note, however, that despite all the efforts made thus far, there is still no efficient way to calculate the reaction rate when the geometry of the molecule is a little bit more complicated. Here, we propose one modification of the random walk algorithm, based on a decomposition of the computational domain.
Consider a spherical molecule first. Let R 0 be its radius. To construct a Monte Carlo estimator for u(x 0 ), we make use of the well-known Poisson's formula based on the fact that the Green's function, g(x, y), for the exterior of a ball (and for the interior) can be written out exactly. Hence (for |x| > R 0 )
Note that for u(y) ≡ 1 the solution u(x) = R 0 /|x| < 1. Hence, if we set x 1 = ∞, with probability 1 − R 0 /|x 0 |, and with the complement probability R 0 /|x 0 | we choose x 1 in accordance with the density
|x − y| 3 on the sphere, then u(x 1 ) is the unbiased estimator for u(x 0 ). (Here, we take into account the zero boundary value at infinity). This means that if we know the exact value of the function, u(x 1 ), at the point on the boundary, then it is possible to set ξ(x 0 ) = u(x 1 ) and to use relation (2.3). This supposition is true when the spherical molecule is isotropically reactive and the boundary condition (2.1) reduces to u(y) = 1. Hence, I Eu(x 1 ) = R 0 /|x 0 | -the probability that the diffusion path does not go to infinity, for an arbitrary point x 0 . So, from (2.3) we have
It is clear; however, that it is possible to place the starting sphere as close to the surface of the molecule as it is needed, and even to set R = R 0 . This means that the result (2.5) emerges immediately from (2.3), without any computational effort, since every point, x 1 , with probability one coincides with x 0 and lies on the boundary.
Consider now the case of a general type boundary condition (2.1). Let y ∈ ∂G and x h,y = y − nh ∈ G 1 , where h is a small number. Then the boundary condition (2.1) can be rewritten as
To take this condition into account via Monte Carlo, we randomize it. When a diffusing particle hits the boundary at a point x i , we calculate p h (x i ) and then with probability 1 − p h consider it absorbed by the molecule and then set u(x i ) = 1. With the complementary probability, p h , we reflect the particle and set its position x i+1 = x h,y . Every time a point of the Markov chain {x i , i = 0, 1, . . .} comes to the boundary, equation (2.6) is used, which introduces a bias of O(h 2 ). The resulting bias of the reaction rate estimator can be evaluated in the simplest cases only 1 .
So we see that the combination of a one-step transition of a diffusing particle to the spherical surface, and the randomization of a boundary condition (2.6) makes it possible to treat the Solc-Stockmayer model of anisotropic reactivity.
Computations for non-convex molecules.
The most efficient way of constructing diffusion trajectories is based on them having the Markov property and, hence, one can simulate exit points from some subdomains while ignoring the intermediate particle's behaviour. These algorithms utilize the exact Green's functions for such subdomains. The well-known WOS algorithm [3] belongs to this class. There are several favourable features that make this algorithm one of the most widely used. It is universal, simple and, at the same time, very efficient.
It has been shown [26] that the most convenient and efficient way to realize WOS (from the point of view of computational complexity) is to represent the domain as a sum of overlapping subdomains each of which is simple geometrically. Such a representation makes it possible to construct the exit point from each subdomain separately and then to either score the boundary value into account or to continue a diffusion path inside another subdomain. It is clear that the best possible case is when we know the Green's functions for these subdomains and, therefore, can jump from the interior point directly to a particular subdomain's boundary. In any case, if the mean number of steps for the Markov chain of a diffusion path in every subdomain is bounded, then by a simple extension of the Schwartz lemma, the total number of steps is also bounded.
1 For example, let κ = const, then the mean number of steps until the particle is absorbed is
. Hence, the resulting bias is of order h. Consider now the particular case of G being a sphere with an open spherical cavity. This means that the exterior of G can be represented as a sum of two domains: the first one is the exterior of a large sphere I R 3 \ B(0, R 0 ), and the second one is the interior of the spherical cavity B(x c , R c ).
To make cavity open, we assume that Fig. 2 
.1).
Let {x i , i = 0, 1, . . .} be a Markov chain of points used for estimating the reaction rate, and let N be its random length. In this case the chain is constructed as follows. The first point is simulated isotropically on a sphere S(0, R) that contains G: x 0 = Rω, where ω is a unit isotropic vector (R can be taken to be equal to R 0 ). If R > R 0 , then we use the algorithm described before for the spherical molecule: this is based on the representation (2.4). So, with probability 1 − R/R 0 the particle moves to infinity (x 1 = ∞), N = 1 and ξ(x 0 ) = 0. With the complement probability, R/R 0 , the particle is placed on the sphere S(0, R 0 ). In this case (and also if R = R 0 ) there are two possibilities. The first is that x 1 lies on the boundary ∂G. It means that |x 1 − x c | > R c . Here we apply a randomization of the approximate boundary condition (2.6). So, either N = 0 and ξ(x 1 ) = 1 or we continue the trajectory and set It is clear that the same reasoning makes it possible to use this efficient algorithm to construct a Monte Carlo estimator in the case when the exterior domain, G 1 , can be represented as the union of the exterior of a sphere and several intersecting spherical cavities.
Note that the described algorithm can be applied also for solving problems with stochastic gating of a cavity [31] .
3. Internal energy of a molecule.
3.1. Mathematical statement of the problem. In this section we consider the problem of calculating the internal energy of a molecule. To be more exact, we will calculate the electrostatic energy -the internal energy for non-bonded electrostatic interactions between atoms constituting a large molecule.
It is well known that electrostatics plays a vital role in interactions on the molecular scale [2] , and intermolecular interactions are dominated by electrostatic forces. Intramolecular properties are complicated by quantum mechanical effects. The correct way to describe the state of a molecule would be to consider every nucleus and electron separately and to solve the corresponding Schrödinger equation. This is completely impractical for biomolecular systems. Instead, a model based on the interactions between nuclear centers ("atoms") is considered that makes it possible to ignore the electrons in a system. With this approach, atoms are assigned formal charges in accordance with the ionization of a molecule under consideration.
Assume that the molecule can be described as a compact set G ∈ I R 3 constructed of a large number of intersecting balls (atoms): Fig. 3 
Every spherical atom has its electrical charge, q m , which is positioned at its center, x m , and r m is the radius of this atom (ball). Hence, the electrostatic potential, u(x), satisfies Poisson's equation inside G: The potential can be represented as the sum of two functions: 
are equal to u(x) − g(x).
Suppose first that the molecule is grounded. Physically, this means that G is surrounded by an ideally conducting material, and the problem of computing the potential reduces to the interior Dirichlet boundary value problem for Poisson's equation (3.1):
In the general case, the molecule is thought of as being surrounded by some dielectric (e.g. water). The classical approach is to treat the surrounding medium as continuous with some constant permittivity, ex . The distribution of dissolved ions determines the charge density, ρ, outside G. From this it follows that the electrostatic potential in the exterior of the molecule also satisfies Poisson's equation. From statistical mechanics considerations, ions should be distributed in accordance with the Boltzmann law. With some assumptions [2] ,
where q ion j e is the charge of j-th type of ion (e is the unit electrical charge), n 0 j (x) is the bulk number density of these ions, k b is Boltzmann's constant, and T is the absolute temperature (see e.g. [21] 
where k is a positive constant (its square, k 2 , is known as the Debye-Hückel screening parameter).
Equations (3.1) and (3.4) must be coupled by the continuity conditions on the boundary of the molecule:
For convenience, we denote u in as the solution to (3.1) in the interior of G, and u ex as the solution of (3.4) in the exterior of the molecule. We also assume that u ex (x) → 0 as |x| goes to infinity.
It is a common knowledge (see e. g. [21] ) that the expression for electrostatic energy depends on the thermodynamic process that led to the resulting charge distribution. In the case when all response functions are linear, the electrostatic free energy of the molecule is given by
where u m is the non-singular part of the electrostatic potential at the center of the m-th atom. This means that in the calculation of E we exclude the infinite self-energy of point charges, and take u m = u (0) (x m ).
Monte Carlo algorithm: grounded molecule.
To find the energy, E, we construct a Monte Carlo algorithm based on the properties of Brownian motion. Denote by ξ[E] a Monte Carlo estimate for E. We represent it as a weighted sum of estimators for point values of the potential: Here, we shall make use of the strong Markov property of Brownian motion [13] . This makes it possible to avoid the simulation of the whole path, and to jump from the interior point of a domain directly to its boundary. To do this, we have to know the exact distribution of the exit point, or, which is equivalent, the boundary Green's function for this domain. It is clear, however, that there is no chance of using this approach for all of G. Even the WOS approximation cannot be directly applied in this case, since when finding the distance from a point to the boundary of the domain we have to take into account all intricate curves formed by the intersections of the bounding surfaces.
Construction of every ξ[u m ] = ξ[u](x m ) is based on simulation of a Markov chain {x
The most efficient way to simulate exit points on ∂G is to use the natural representation of G as a union of intersecting subdomains. The exit point from every subdomain can be modelled efficiently, either by the WOS method or directly. It was proved [26] that this provides Monte Carlo estimate that has the same properties as an estimate based on direct simulation of the exit point.
Every subdomain of G can be thought of as a ball in this particular case. By Poisson's formula for a function, u, that satisfies the Laplace equation, at every point x ∈ B(x c , r) we have
where p p (x → y) = 1 4πr S(x j 1 , r j 1 ). Finally, with probability one, the path of the Markov chain terminates at the boundary after a finite number of steps, N m .
Consider the sequence {u
It forms a martingale, since it is constructed by randomization of (3.7). Hence, I E(
m ), and so we have
In the simplest case of Dirichet boundary values (3.3), u (0) on the boundary surface can be calculated exactly. Hence, we can set
), which gives us
Proposition 3.1. Let G be a compact set constructed from a finite number of intersecting balls.
Suppose that the function u (0) is a solution to the Dirichlet problem inside this domain with finite boundary values, and E is a weighted sum of its point values (3.6). Then (3.9) is unbiased Monte Carlo estimator for E with finite variance.

Computation of derivatives
Poisson's formula (3.7) makes it possible to calculate not only the solution to an elliptic problem but also its derivatives (see ([3] 
From the above and (3.8) it follows that
) . By definition
where by ψ(y) we mean the unknown boundary value of u(y). To construct a Monte Carlo estimator for ψ, we make use of the boundary condition (3.5). Let n be the external normal vector at the point y ≡ y 0 on the domain boundary. Then, through a finite-difference approximation we have
where u equals u in at points inside G, and is equal to u ex in G 1 . The coefficient p 0 = in in + ex may be considered as the probability of jumping back inside (y 1 = y − hn), whereas with complementary probability the next point is chosen as y + hn, outside G. Hence,
For internal points we have
where y 2 ∈ ∂G is the last point of the Markov chain of the walk in subdomains constructed in accordance with the algorithm of the previous subsection.
To construct a Monte Carlo estimator in the case of y 1 ∈ G 1 , we can use the WOS algorithm [3] . Set y 1,0 = y 1 . Next, on every step of the algorithm we find the distance from the point, y 1,i , to the boundary:
Then the next point is chosen isotropically on S(y 1,i , d i ), and so on, until either the distance becomes less than a prescribed number, ε, or the chain is terminated in G 1 .
Finally [3] ,
Here y 2 ∈ ∂G is the closest boundary point to the last point of the Markov chain y 1,N of random length N . The weight Q N is defined by the recurrence
The weight is set equal to zero when the multiplier kd i / sinh(kd i ) becomes less than some prescribed value. This condition defines a unique value of d max since x/ sinh(x) is a monotonically decreasing function.
If Q N = 0, we return to relations (3.12), (3.14) , and therefore, we simulate a jump from the boundary in accordance with (3.13) .
There is also the other way to take into account the exact form of the Green's function for the Poisson-Boltzmann equation at every step of WOS. Since p i = kd i / sinh(kd i ) is always less than one, we can think of it as a survival probability. Thus, instead of multiplying the weight in accordance with (3.17) we stop the Markov chain with probability 1 − p i . Therefore, we can still use the equality (3.16) where Q N = 0 if y 2 ∈ G 1 , and Q N = 1 if y 2 is on the boundary.
So, we see that the probability of termination of the constructed Markov chain depends only on kd i . This means that the larger the Debye-Hückel parameter, k 2 , the shorter the chain and the smaller the computational cost of the algorithm. The mean number of steps can be exactly evaluated in the simplest cases. For a sphere or other convex G, the probability of going to infinity is O(h). So, the mean number of points on the boundary that come from outside N e will be O(h −1 ), if the influence of k is not taken into account. The length of every WOS that returns to the boundary is O(log(ε)) (see [3] ). Hence, the overall number of points in the Markov chain is O(h −1 log(ε)f (k)) where f (k) is a decreasing function of the Debye-Hückel parameter. The resulting bias of the estimator comes up from the boundary condition (3.5) and (3.16) . Therefore, we have to take ε = h 2 to provide overall O(h) bias. From this it follows Suppose that function, u (0) , is defined by (3.2) , where u is a solution to the boundary value problem (3.1) , (3.4) , (3.5) , and g is bounded on the boundary ∂G.
Then the linear recurrence (3.12) , (3.14) , (3.15) , (3.16 ) defines a δ-biased Monte Carlo estimator for the weighted sum of the potential u (0) point values (3.6) ; and the variance of this estimator is finite.
is the number of reflections inside G).
Results of computational experiments.
To test the proposed algorithms we applied the constructed Monte Carlo estimators to solving several simple model problems. For some of them analytical solutions are available. All calculations were carried out on an ordinary desktop computer: a Dell PC with a 1.3 GHz P4 processor running Windows 2000.
4.1.
Consider first the problem of calculating the diffusion-limited reaction rate in the simplest case of the Solc-Stockmayer model for a spherical molecule with a reactive patch. The reactive part of the molecule is absorbing with probability one (κ = ∞) and the remaining surface is reflecting (κ = 0). The patch is in the form of a spherical cap and is defined by the latitude angle θ measured from the axis of the cap. There exists the analytical solution for this problem [28] , and some numerical results that were obtained by different Brownian motion techniques [30] .
In the Table 4 .1, the angle θ is given in degrees, time in seconds, h (dimensionless, relative to R) and N (number of trajectories) are adjusted to ensure both the bias and the statistical error are at most 1% of the result. We take the standard convention that the statistical error equals two standard errors, σ. (Note that N = 10 4 as considered in [30] gives statistical error of 8%, 5% and 4% for the correspondent values of θ).
In Figure 4 .1, we show the dependence of the mean number of steps on h
. It is clear that this is asymptotically linear, by inspection.
4.2.
Next we apply the algorithm described in Section 2 to the case of a buried active site. The molecule is thought of as a sphere, and the reactive patch lies at the bottom of a conical channel defined by the latitude angle θ. We approximate this channel by a bead of spheres with their centers positioned on the axis of the cone. For the depth of the conical pit equal to one half of the molecule's radius, it is sufficient to use only four of intersecting spheres, their centers positioned on the cone's axis, and the radius of the first sphere is determined by the angle θ. The surface of the reactive patch on the last sphere is taken to be the same as in the case of the conical channel.
The normalized reaction rate for this geometry (K/4πRD) given by the Monte Carlo estimate (2.3) is 6.40 × 10 −3 . This is close to the result 6.88 × 10 −3 obtained in [31] for the original geometry by using a Brownian dynamics simulation algorithm.
4.3.
To test the method for calculating the free energy, we consider first the simplest case, a spherical (one-atom) molecule. The analytical solution scaled by q It is clear that the efficiency of the algorithm depends on the parameters of the problem. Table 4 .2 shows the dependence of computational time on the Debye-Hückel parameter for a fixed accuracy of 0.1%.
The ratio of dielectric permittivities is also of great importance. Compare the fact that 0.4 seconds were needed for computing the solution to 1% accuracy when ex = 78.5 while 272 seconds were required with ex = 7.85.
4.4. Further, we consider a model molecule constructed of two equal unit spheres with unit charges of opposite signs. The distance between the centers is set to be 1.5. In the case of a grounded molecule, there is no bias and 10 6 trajectories ensure the statistical error of 0.1% for the energy. Its value (normalized by 1/4π ), −0.3649, was obtained in 39 seconds. The same statistics provide estimates for the potential and the electric field values as well. We have u 0 (x 1 ) = 0.3645, u 0 (x 2 ) = −0.3652 with After testing the algorithm on simple model configurations, we applied it to calculating the energy of real molecules (proteins) constructed from several hundreds of atoms. These computational experiments were conducted in collaboration with biophysicists, and their results will be presented elsewhere.
Discussion and further directions.
The computational results presented in the previous section show that the constructed Monte Carlo algorithms can be efficiently applied for calculating the diffusion-limited reaction rate, point values of the electrostatic potential and its derivatives, the internal energy, when 1% accuracy in the result is sufficient.
It is essential to note, however, that it is much simpler for the random walk methods than for conventional deterministic algorithms to take into account the real complicated geometrical properties of the computational domain. The implementation of the presented stochastic methods is natural and straightforward.
Considering the problem of the free energy calculation, we discovered that our method works very well for a grounded molecule and, more generally, in the case when the Debye-Hückel parameter is greater than 1. Clearly, the applicability of the linearized Poisson-Boltzmann equation becomes questionable for large values of k. So, the next step in our investigations will be the extension of our algorithms to the non-linear case.
Also, it would be interesting to eliminate the time-consuming and tedious random walks in the exterior of the molecule when k is less than 1. We have some ideas along these lines and are currently working on their implementation.
It is well known [22] that in a reaction rate estimation, the electrostatic interactions are also extremely important. So, the next step in this direction will be to take them into account when constructing Monte Carlo algorithms.
