Deep generative priors offer powerful models for complex-structured data, such as images, audio, and text. Using these priors in inverse problems typically requires estimating the input and/or hidden signals in a multi-layer deep neural network from observation of its output. While these approaches have been successful in practice, rigorous performance analysis is complicated by the non-convex nature of the underlying optimization problems. This paper presents a novel algorithm, Multi-Layer Vector Approximate Message Passing (ML-VAMP), for inference in multi-layer stochastic neural networks. ML-VAMP can be configured to compute maximum a priori (MAP) or approximate minimum mean-squared error (MMSE) estimates for these networks. We show that the performance of ML-VAMP can be exactly predicted in a certain high-dimensional random limit. Furthermore, under certain conditions, ML-VAMP yields estimates that achieve the minimum (i.e., Bayes-optimal) MSE as predicted by the replica method. In this way, ML-VAMP provides a computationally efficient method for multi-layer inference with an exact performance characterization and testable conditions for optimality in the large-system limit.
I. INTRODUCTION

A. Inference with Deep Generative Priors
We consider inference in an L-layer stochastic neural network of the form
where z 0 0 is the network input, {z 0 } L−1 =1 are hidden-layer signals, and y := z 0 L is the network output. The odd-indexed layers (1a) are (fully connected) affine linear layers with weights W , biases b , and additive noise vectors ξ . The even-indexed layers (1b) involve separable and possibly nonlinear functions φ that are randomized 1 by the noise vectors ξ . By "separable," we mean that [φ (z, ξ)] i = φ (z i , ξ i ) ∀i, where φ is some scalar-valued function, such as a sigmoid or ReLU, and where z i and ξ i represent the ith component of z and ξ. We assume that the input z 0 0 and noise vectors ξ are mutually independent, that each contains i.i.d. entries, and that the number of layers, L, is even. A block diagram of the network is shown in the top panel of Fig. 1 .
The inference problem is to estimate the input and hidden signals {z } L−1 =0 from an observation of the network output y. That is,
For inference, we will assume that network parameters (i.e., the weights W , biases b , and activation functions φ ) are all known, as are the distributions of the input z 0 0 and the noise terms ξ . Hence, we do not consider the network learning problem. The superscript "0" on z 0 indicates that this is the "true" value of z , to be distinguished from the estimates of z produced during inference denoted by z .
The inference problem (2) arises in the following state-of-the-art approach to inverse problems.
In general, solving an "inverse problem" means recovering some signal x from a measurement y that depends on x. For example, in compressed sensing (CS) [3] , the measurements are often 1 The role of the noise ξ ,i in φ is allowed to be generic (e.g., additive, multiplicative, etc.). The relationship between z 0 ,i and z 0 −1,i will be modeled using the conditional density p(z 0 ,i |z 0 −1,i ) = δ z 0 ,i − φ (z 0 −1,i , ξ ,i ) p(ξ ,i ) dξ ,i . modeled as y = Ax + ξ with known A and additive white Gaussian noise (AWGN) ξ, and the signal is often modeled as a sparse linear combination of elements from a known dictionary, i.e., x = Ψz for some sparse coefficient vector z.
To recover x, one usually computes a sparse coefficient estimate z using a LASSO-type convex optimization [4] and then uses it to form a signal estimate x, as in x = Ψ z for z = arg min
where λ > 0 is a tunable parameter. The CS recovery approach (3) can be interpreted as a two-layer version of the inference problem: the first layer implements signal generation via x = Ψz, while the second layer implements the measurement process y = Az + ξ. Equation (3) then performs maximum a posteriori inference (see the discussion around (6) ) to recover estimates of z and x.
Although CS has met with some success, it has a limited ability to exploit the complex structure of natural signals, such as images, audio, and video. This is because the model "x = Ψz with sparse z" is overly simplistic; it is a one-layer generative model. Much more sophisticated modeling is possible with multi-layer priors, as demonstrated in recent works on variational autoencoders (VAEs) [5] , [6] , generative adversarial networks (GANs) [7] , [8] , and deep image priors (DIP) [9] , [10] . These models have had tremendous success in modeling richly structured data, such as images and text. [12] , [13] . An image x 0 is modeled as the output of a generative model driven by white noise z 0 0 , and an occluded measurement y is generated by one additional layer. Inference is then used to recover the image x from the measurement y.
A typical application of solving an inverse problem using a deep generative model is shown in Fig. 2 . This figure considers the classic problem of inpainting [11] , for which reconstruction with DIP has been particularly successful [12] , [13] . Here, a noise-like signal z 0 0 drives a three-layer generative network to produce an image x 0 . The generative network would have been trained on an ensemble of images similar to the one being estimated using, e.g., VAE or GAN techniques.
The measurement process, which manifests as occlusion in the inpainting problem, is modeled using one additional layer of the network, which produces the measurement y. Inference is then used to recover the image x 0 (i.e., the hidden-layer signal z 0 3 ) from y. In addition to inpainting, this deep-reconstruction approach can be applied to other linear inverse problems (e.g., CS, de-blurring, and super-resolution) as well as generalized-linear [14] inverse problems (e.g., classification, phase retrieval, and estimation from quantized outputs). We note that the inference approach provides an alternative to designing and training a separate reconstruction network, such as in [15] - [17] .
When using deterministic deep generative models, the unknown signal x 0 can be modeled as
where G is a trained deep neural network and z 0 0 is a realization of an i.i.d. random vector, typically with a Gaussian distribution. Consequently, to recover x 0 from a linear-AWGN measurement of the form y = Ax 0 + ξ, the compressed-sensing approach in (3) can be extended to a regularized least-squares problem [18] of the form x = G( z 0 ) for z 0 := arg min z 0
In practice, the optimization in (4) is solved using a gradient-based method. This approach can be straightforwardly implemented with deep-learning software packages and has been used, with excellent results, in [12] , [13] , [19] - [23] . The minimization (4) has also been useful in interpreting the semantic meaning of hidden signals in deep networks [24] , [25] . VAEs [5] , [6] and certain GANs [26] can also produce decoding networks that sample from the posterior density, and sampling methods such as Markov-chain Monte Carlo (MCMC) algorithms and Langevin diffusion [27] , [28] can also be employed.
B. Analysis via Approximate Message Passing (AMP)
While reconstruction with deep generative priors has seen tremendous practical success, its performance is not fully understood. Optimization approaches such as (4) are typically non-convex and difficult to analyze. As we discuss below, most results available today only provide bounds, and these bounds are often be overly conservative (see Section I-D).
Given a network architecture and statistics on the unknown signals, fundamental informationtheoretic questions include: What are the precise limits on the accuracy of estimating the hidden signals {z 0 } L−1 =0 from the measurements y? How well do current estimation methods perform relative to these limits? Is is possible to design computationally efficient yet optimal methods?
To answer these questions, this paper considers deep inference via approximate message passing (AMP), a powerful approach for analyzing estimation problems in certain high-dimensional random settings. Since its origins in understanding linear inverse problems in compressed sensing [29] , [30] , AMP has been extended to an impressive range of estimation and learning tasks, including generalized linear models [31] , models with parametric uncertainty [32] , structured priors [33] , and bilinear problems [34] . For these problems, AMP-based methods have been able to provide computationally efficient algorithms with precise high-dimensional analyses. Often, AMP approaches yield optimality guarantees in cases where all other known approaches do not.
C. Main Contributions
In this work, we develop a multi-layer version of a AMP for inference in deep networks. The proposed approach builds on the recent vector AMP (VAMP) method of [35] , which is itself closely related to expectation propagation (EP) [36] , [37] , expectation-consistent approximate inference (EC) [38] , [39] , S-AMP [40] , and orthogonal AMP [41] . The proposed method is called multi-layer VAMP, or ML-VAMP. As will be described in detail below, ML-VAMP estimates the hidden signals in a deep network by cycling through a set of relatively simple estimation functions {g ± } L =0 . The information flow in ML-VAMP is shown in the bottom panel of Fig. 1 . The ML-VAMP method is similar to the multi-layer AMP method of [42] but can handle a more general class of matrices in the linear layers. In addition, as we will describe below, the proposed ML-VAMP algorithm can be configured for either MAP or MMSE estimation. We will call these approaches MAP-ML-VAMP and MMSE-ML-VAMP.
We establish several key results on the ML-VAMP algorithm:
• We show that, for both MAP and MMSE inference, the fixed points of the ML-VAMP algorithm correspond to stationary points of variational formulations of these estimators. This allows the interpretation of ML-VAMP as a Lagrangian algorithm with adaptive step-sizes in both cases. These findings are given in Theorems 1 and 2 and are similar to previous results for AMP [43] , [44] . Section III describes these results.
• We prove that, in a certain large system limit (LSL), the behavior of ML-VAMP is exactly described by a deterministic recursion called the state evolution (SE). This SE analysis is a multi-layer extension of similar results [35] , [45] , [46] for AMP and VAMP. The SE equations enable asymptotically exact predictions of macroscopic behaviors of the hiddenlayer estimates for each iteration of the ML-VAMP algorithm. This allows us to obtain error bounds even if the algorithm is run for a finite number of iterations. The SE analysis, given in Theorem 3, is the main contribution of the paper, and is discussed in Section IV.
• Since the original conference versions of this paper [1] , [2] , formulae for the minimum mean-squared error (MMSE) for inference in deep networks have been conjectured in [47] - [49] . As discussed in Section IV-C, these formulae are based on heuristic techniques, such as the replica method from statistical physics, and have been rigorously proven in special cases [50] . Remarkably, we show that the mean-squared-error (MSE) of ML-VAMP exactly matches the predicted MMSE in certain cases.
• Using numerical simulations, we verify the predictions of the main result from Theorem 3.
In particular, we show that the SE accurately predicts the MSE even for networks that are not considered large by today's standards. We also perform experiments with the MNIST handwritten digit dataset. Here we consider the inference problem using learned networks, for which the weights do not satisfy the randomness assumptions required in our analysis.
In summary, ML-VAMP provides a computationally efficient method for inference in deep networks whose performance can be exactly predicted in certain high-dimensional random settings. Moreover, in these settings, the MSE performance of ML-VAMP can match the existing predictions of the MMSE.
D. Prior Work
There has been growing interest in studying learning and inference problems in high-dimensional, random settings. One common model is the so-called wide network, where the dimensions of the input, hidden layers, and output are assumed to grow with a fixed linear scaling, and the weight matrices are modeled as realizations of random matrices. This viewpoint has been taken in [51] - [54] , in several works that explicitly use AMP methods [42] , [47] , [48] , [55] , and in several works that use closely related random-matrix techniques [56] , [57] .
The existing work most closely related to ours is that by Manoel et al. [42] , which developed a multi-layer version of the original AMP algorithm [29] . The work [42] provides a state-evolution analysis of multi-layer inference in networks with entrywise i.i.d. Gaussian weight matrices. In contrast, our results apply to the larger class of rotationally invariant matrices (see Section IV for details), which includes i.i.d. Gaussian matrices case as a special case.
Several other recent works have also attempted to characterize the performance of reconstruction using deep priors in random settings. For example, when z 0 0 ∈ R k and A ∈ R m×n is a realization of an i.i.d. Gaussian matrix with m = Ω(kL log n), Bora et al. [13] showed that an L-layer network G with ReLU activations can provide provably good reconstruction of x 0 ∈ Range(G) from measurements y = Ax 0 + ξ. For the same problem, [19] and [58] show that, for W ∈ R N ×N −1 generated entrywise i.i.d. Gaussian and N = Ω(N −1 log N −1 ), one can derive bounds on reconstruction error that hold with high probability under similar conditions on m. Furthermore, they also show that the cost function of (4) has stationary points in only two disjoint regions of the z 0 space, and both are closely related to the true solution z 0 0 . In [59] , the authors use a layer-wise reconstruction scheme to prove reconstruction error bounds when N = Ω(N −1 ), i.e., the network is expansive, but with a constant factor as opposed to the logarithmic factor in [58] .
Our results, in comparison, provide an asymptotically exact characterization of the reconstruction error-not just bounds. Moreover, our results hold for arbitrary hidden-dimension ratios N /N −1 , which can be less than, equal to, or greater than one. On the other hand, our results hold only in the large-system limit, whereas the other results above hold in the finite-dimensional regime.
Nevertheless, we think that it should be possible to derive a finite-dimensional version of our analysis (in the spirit of [60] ) that holds with high probability. Also, our experimental results suggest that our large-system-limit analysis is a good approximation of behavior at moderate dimensions.
Some of the material in this paper appeared in conference versions [1] , [2] . The current paper includes all the proofs, simulation details, and provides a unified treatment of both MAP and MMSE estimation.
II. MULTI-LAYER VECTOR APPROXIMATE MESSAGE PASSING
A. Problem Formulation
We consider inference in a probabilistic setting where, in (1), z 0 0 and ξ are modeled as random vectors with known densities. Due to the Markovian structure of {z } in (1), the posterior distribution p(z|y), where z := {z 0 } L−1 =0 , factorizes as
where the form of p(z |z −1 ) is determined by W , b , and the distribution of ξ for odd ; and by φ and the distribution of ξ for even . We will assume that z ∈ R N , where N can vary across the layers .
Similar to other graphical-model methods [61] , we consider two forms of estimation: MAP estimation and MMSE estimation. The maximum a priori, or MAP, estimate is defined as
Although we will focus on MAP estimation, most of our results will apply to general M -estimators [62] of the form,
for loss functions L . The MAP estimator corresponds to the loss function L = − ln p(z |z −1 ).
We will also consider the minimum mean-squared error, or MMSE, estimate, defined as
To compute the MMSE estimate, we first compute the posterior marginals p(z |y). We will also be interested in estimating the posterior marginals p(z |y). From estimates of the posterior marginals, one also compute other estimates, such as the mininum mean-absolute error (MMAE) estimate, i.e., the median of the posterior marginal.
B. The ML-VAMP Algorithm
Similar to the generalized EC (GEC) [39] and generalized VAMP [63] algorithms, the ML-VAMP algorithm attempts to compute MAP or MMSE estimates using a sequence of forward-pass and backward-pass updates. The steps of the algorithm are specified in Algorithm 1. The quantities updated in the forward pass are denoted by superscript +, and those updated in the backward pass are denoted by superscript −. The update formulae can be derived similarly to those for the GEC algorithm [39] , using expectation-consistent approximations of the Gibbs free energy inspired by [38] . The ML-VAMP algorithm splits the estimation of z = {z } L−1 =1 into smaller Algorithm 1 Multi-layer Vector Approximate Message Passing (ML-VAMP) Require: Estimation functions g + 0 , g − L , and g ± for = 1, . . . , L−1. 1: Set r − 0 = 0 and initialize parameters θ − 0 for = 0, 1, . . . , L−1. 2: for k = 0, 1, . . . , N it − 1 do 3: // Forward Pass 4:
for = 1, . . . , L−1 do 8: 
end for 22: end for problems that are solved by the estimation functions {g ± } L−1 =1 , g + 0 and g − L .
(See Figure 1 , bottom panel.) As described below, the form of g ± depends on whether the goal is MAP or MMSE estimation. During the forward pass, the estimators g + are invoked, whereas in the backward pass, g − are invoked. Similarly, the ML-VAMP algorithm maintains two copies, z + and z − , of the estimate of z. For = 1, 2, . . . , L−1, each pair of estimators (g + , g − ) takes as input r + −1 and r − to update the estimates z + and z − −1 , respectively. Similarly, g + 0 and g − L take inputs r − 0 and r + L−1 to update z 0 and z − L−1 , respectively. The estimation functions also take parameters θ ± .
C. MAP and MMSE Estimation Functions
The form of the estimation functions {g ± } L−1 =0 depends on whether the goal is to perform MAP or MMSE estimation. In either case, the parameters are given by
where γ ± k and η ± k are scalars updated at iteration k ≥ 0 and all = 0, 1, . . . , L−1 as follows:
Given these parameters, both the MAP and MMSE estimation functions are defined from the
). When performing MMSE inference, we use
where E[·|b ] denotes expectation with respect to the distribution b . Similarly, for MAP inference, we use
Notice that (12) corresponds to the proximal operator of − ln p(z |z −1 ). We will use "MMSE-ML-VAMP" to refer to ML-VAMP with the MMSE estimation functions (11) , and "MAP-ML-VAMP"
to refer to ML-VAMP with the MAP estimation functions (12) .
D. Computational Complexity
A key feature of the ML-VAMP algorithm is that, for the neural network (1), the MMSE and MAP estimation functions (11) and (12) are computationally easy to compute. To see why, first recall that, for the even layers = 2, 4, . . . L, the map φ in (1b) is assumed separable and the noise ξ is assumed i.i.d. As a result, z is conditionally independent given z −1 , i.e., p(z |z −1 ) = i p(z ,i |z −1,i ). Thus, for even , the belief function b in (10) also factors into a product of the form b (z , z −1 ) = i b (z ,i , z −1,i ), implying that the MAP and MMSE versions of g ± are both coordinate-wise separable. In other words, the MAP and MMSE estimation functions can be computed using N scalar MAP or MMSE estimators.
Next consider (1a) for = 1, 3, . . . , L − 1, i.e., the linear layers. Assume that ξ ∼ N (0, Iν −1 )
for some precision (i.e., inverse variance) ν > 0. Then
In this case, the MMSE and MAP estimation functions (11) and (12) are identical, and both take the form of a standard least-squares problem. Similar to the VAMP algorithm [35] , the least-squares solution-which must be recomputed at each iteration k-is can be efficiently computed using a single singular value decomposition (SVD) that is computed once, before the iterations begin. In particular, we compute the SVD
where V ∈ R N ×N and V −1 ∈ R N −1 ×N −1 are orthogonal and Diag(s ) ∈ R N ×N −1 is a diagonal matrix that contains the singular values of W . Let b := V b . Then for odd , the updates (11) and (12) both correspond to quadratic problems, which can be simplified by exploiting the rotational invariance of the 2 norm. Specifically, one can derive that
where transformed denoising functions G ± (·) are componentwise extensions of G ± (·), defined as
A detailed derivation of equations (14) and (15) is given in [64, Appendix B] . Note that the
zero-padding is applied. Keeping this subtlety in mind, we use s to keep the notation simple.
From Algorithm 1, we see that each pass of the MAP-ML-VAMP or MMSE-ML-VAMP algorithm requires solving (a) scalar MAP or MMSE estimation problems for the non-linear, separable layers; and (b) least-squares problems for the linear layers. In particular, no highdimensional integrals or high-dimensional optimizations are involved.
III. FIXED POINTS OF ML-VAMP
Our first goal is to characterize the fixed points of Algorithm 1. To this end, let r + , r − , z with parameters α + , α − , γ + , γ − , η be a fixed point of the ML-VAMP algorithm, where we have dropped the iteration subscript k. At a fixed point, we do not need to distinguish between z + and z − , nor between η + and η − , since the updates in (9) imply that
Applying these relationships to lines 10 and 20 of Algorithm 1 gives
A. Fixed points of MAP-ML-VAMP and connections to ADMM Our first results relates the MAP-ML-VAMP updates to an ADMM-type minimization of the MAP objective (6) . For this we use variable splitting, where we replace each variable z with two copies, z + and z − . Then, we define the objective function
over the variable groups (6) is then equivalent to
Corresponding to this constrained optimization, we define the augmented Lagrangian
where s := {s } is a set of dual parameters, γ ± > 0 are weights, and η = γ + + γ − . Now, for
which represents the terms in the Lagrangian L(·) in (20) that contain z − −1 and z + . Similarly, define L 0 (·) and L L−1 (·) using p(z + 0 ) and p(y|z + L−1 ), respectively. One can then verify that 
Then, for = 0, . . . , L−1, the forward pass iterations satisfy
whereas the backward pass iterations satisfy
Further, any fixed point of Algorithm 1 corresponds to a critical point of the Lagrangian (20) .
Proof. See Appendix C Theorem 1 shows that the fixed-{α ± } version of ML-VAMP is an ADMM-type algorithm for solving the optimization problem (19) . In the case that α + = α − , this algorithm is known as the Peaceman-Rachford Splitting variant of ADMM and its convergence has been studied extensively; see [65, eqn. (3)] and [66] , and the references therein. Different from ADMM, the full ML-VAMP algorithm adaptively updates {α ± k } in a way that exploits the local curvature of the objective in (12) . Note that, in (22a) and (23a), we compute the joint minimizers over
, but only use one of them at a time.
B. Fixed Points of MMSE-ML-VAMP and Connections to Free-Energy Minimization
Recall that z := {z } L−1 =0 and let B denote the set of density functions b(z) factorizable as
. Notice that the true posterior p(z|y) from (5) belongs to this set. Essentially, this B captures the chain structure of the factor graph visible in the top panel of Fig. 1 . For chain-structured (and, more generally, tree-structured) graphs, one can express any b ∈ B as [67] (see also [68, Sec. III C] for a succinct description)
where {f (z , z −1 )} and {q (z )} are marginal density functions of b(z). As marginal densities, they must satisfy the consistent-marginal equations
Because p(z|y) ∈ B, we can express it using variational optimization as
where
where h(q (z )) := − q (z ) ln q (z ) dz is the differential entropy of q . The cost function in (27) is often called the Bethe free energy [67] . In summary, because B is tree-structured, Bethe-free-energy minimization yields the exact posterior distribution [67] .
The constrained minimization (27) is computationally intractable, because both the optimization variables {f , q } and the pointwise linear constraints (25) are infinite dimensional. Rather than solving for the exact posterior, we might instead settle for an approximation obtained by relaxing the marginal constraints (25) to the following moment-matching conditions, for all = 0, 1, . . . L−1:
This approach is known as expectation-consistent (EC) approximate inference [38] . Because the constraints on f and q in (28) are finite dimensional, standard Lagrangian-dual methods can be used to compute the optimal solution. Thus, the EC relaxation of the Bethe free energy minimization problem (27), i.e.,
yields a tractable approximation to p(z|y).
We now establish an equivalence between the fixed points of the MMSE-ML-VAMP algorithm and the first-order stationary points of (29) . The statement of the theorem uses the belief functions b defined in (10) . Furthermore, the marginal densities take the form f * (·) ∝ b (·|r − , r + −1 , γ − , γ − , γ + −1 ) and q * = N ( z , I/η ), with z and η given in (16)- (17) .
The above result shows that MMSE-ML-VAMP is essentially an algorithm to iteratively solve for the parameters {r ± }, { z }, {γ ± } that characterize the EC fixed points. Importantly, q * (z ) and f * (z , z −1 ) serve as an approximate marginal posteriors for z and (z , z −1 ). This enables us to not only compute the MMSE estimate (i.e., posterior mean), but also other estimates like the MMAE estimate (i.e., the posterior median), or quantiles of the marginal posteriors. Remarkably, in certain cases, these approximate marginal-posterior statistics become exact. This is one of the main contributions of the next section.
IV. ANALYSIS IN THE LARGE-SYSTEM LIMIT
A. LSL model
In the previous section, we established that, for any set of deterministic matrices {W }, MAP-ML-VAMP solves the MAP problem and MMSE-ML-VAMP solves the EC variational inference problem as the iterations k → ∞. In this section, we extend the analysis of [35] , [45] to the rigorously study the behavior of ML-VAMP at any iteration k for classes of random matrices {W } in a certain large-system limit (LSL). The model is described in the following set of assumptions.
System model: We consider a sequence of systems indexed by N . For each N , let z = z 0 (N ) ∈ R N (N ) be "true" vectors generated by neural network (1) for layers = 0, . . . , L, such that layer widths satisfy lim N →∞ N (N )/N = β ∈ (0, ∞). Also, let the weight matrices W in (1a) each have an SVD given by (13) , where {V } are drawn uniformly from the set of orthogonal matrices in R N ×N and independent across . The distribution on the singular values s will be described below.
Similar to the VAMP analysis [35] , the assumption here is that weight matrices W are rotationally invariant, meaning that VW and W V are distributed identically to W . Gaussian i.i.d. W as considered in the original ML-AMP work of [42] satisfy this rotationally invariant assumption, but the rotationally invariant model is more general. In particular, as described in [35] , the model can have arbitrary coniditoning which is known to be a major failure mechanism of AMP methods.
ML-VAMP algorithm:
We assume that we generate estimates z ± k from the ML-VAMP algorithm, Algorithm 1. Our analysis will apply to general estimation functions, g (·), not necessarily the MAP or MMSE estimators. However, we require two technical conditions: For the non-linear estimators, g ± for = 2, 4, . . . L − 2, and g + 0 , g − L act componentwise. Further, these estimators and their derivatives
are uniformly Lipschitz continuous.
The technical definition of uniformly Lipschitz continuous is given in Appendix A. For the linear layers, = 1, 3, . . . L − 1, we assume we apply estimators g ± of the form (14) where G ± act componentwise. Further, G ± along with its derivatives are uniformly Lipschitz continuous.
We also assume that the activation functions φ in equation (1b) are componentwise separable and Lipschitz continuous. To simplify the analysis, we will also assume the estimation function parameters θ ± k converge to fixed limits,
for values θ ± k . Importantly, in this assumption, we assume that the limiting parameter values θ ± k are fixed and not data dependent. However, data dependent parameters can also be modeled [35] .
Distribution of the components:
We follow the framework of Bayati-Montanari and describe the statistics on the unknown quantities via their empirical convergence -see Appendix A. For
We assume that the sequence of true vectors z 0 0 , singular values s , bias vectors b , and noise realizations ξ empirically converge as
to random variables Z 0 0 , Ξ , S , B , Ξ . We will also assume that the singular values are bounded, i.e., s ,n < S ,max ∀n. Also, the initial vectors r − 0 converge as,
State Evolution: Under the above assumptions, our main result is to show that the asymptotic distribution of the quantities from ML-VAMP algorithm converge to certain distributions. The distributions are described by a set of deterministic parameters
The evolve according to a scalar recursion called the state evolution (SE), given in Algorithm 2 in Appendix B. We assume α ± k ∈ (0, 1) for all iterations k and = 0, 1, . . . L−1.
B. SE Analysis in the LSL
Under these assumptions, we can now state our main result. 
where (A, B) ∼ N (0, K + k ) and C ∼ N (0, τ − k ) are mutually independent and independent of Ξ ;
are mutually independent and independent of (S , B , Ξ ). Furthermore, if γ ± k , η ± k , are defined analogous to (9) using α ± k , then for all ,
Proof. See Appendix F.
The key value of Theorem 3 is that we can exactly characterize the asymptotic joint distribution of the true vectors z 0 and the ML-VAMP estimates z ± k . The asymptotic joint distribution, can be used to compute various key quantities. For example, suppose we wish to compute the mean
Observe that ψ is a pseudo-Lipschitz function of order 2, whereby we can apply Theorem 3. Using (33), we get the asymptotic MSE on the k th -iteration estimates for = 2, 4, . . . L−2:
where we used the fact that φ is pseudo-Lipschitz of order 2, and z 0 = φ (z 0 −1 , ξ ) from (1b). Similarly, using (36) , we get the kth-iteration MSE for = 1, 3, . . . L−1:
where we used the rotational invariance of the 2 norm, and the fact that equation (1a) is equivalent (13) 
k is a scalar. After establishing the asymptotic Gaussianity of (z 0 , r − k − z 0 , r + k, −1 −z 0 −1 ), since z and z −1 are componentwise functions of this triplet, we have the PL(2) convergence result in (33) . Similarly, for odd , we can show that
is asymptotically Gaussian. For these , V −1 z − k, −1 and V z + k are functions of the triplet, which gives the result in (36) .
Due to the asymptotic normality mentioned above, the inputs (r − , r + −1 ) to the estimators g ± are the true signals (z 0 −1 , z 0 ) plus additive white Gaussian noise (AWGN). Hence, the estimators g ± act as denoisers, and ML-VAMP effectively reduces the inference problem 2 into a sequence of linear transformations and denoising problems. The denoising problems are solved by g ± for even , and by G ± for odd .
C. MMSE Estimation and Connections to the Replica Predictions
We next consider the special case of using MMSE estimators corresponding to the true distributions. In this case, the SE equations simplify considerably using the following MSE functions: let z − −1 , z + be the MMSE estimates of z 0 −1 and z 0 from the variables r + −1 , r − under the joint density (10) . Let E ± (·) be the corresponding mean squared errors,
Theorem 4 (MSE of MMSE-ML-VAMP). Consider the system under the assumptions of Theorem 3, with MMSE estimation functions g ± , g + 0 , g − L from (11) for the belief estimates in (10) with γ + k = γ ± k from the state-evolution equations. Then, the state evolution equations reduce to
Since the estimation functions in Theorem 4 are the MSE optimal functions for true densities, we will call this selection of estimation functions the MMSE matched estimators. Under the assumption of MMSE matched estimators, the theorem shows that the MSE error has a simple set of recursive expressions.
It is useful to compare the predicted MSE with the predicted optimal values. The works [47] , [48] postulate the optimal MSE for inference in deep networks under the LSL model described above using the replica method from statistical physics. Interestingly, it is shown in [47, Thm.2] that the predicted minimum MSE satisfies equations that exactly agree with the fixed points of the updates (39) . Thus, when the fixed points of (39) are unique, ML-VAMP with matched MMSE estimators provably achieves the Bayes optimal MSE predicted by the replica method. Although the replica method is not rigorous, this MSE predictions have been indepedently proven for the Gaussian case in [47] and certain two layer networks in [48] . This situation is similar to several other works relating the MSE of AMP with replica predictions [50] , [69] . The consequence is that, if the replica method is correct, ML-VAMP provides a computationally efficient method for inference with testable conditions under which it achieves the Bayes optimal MSE.
V. NUMERICAL SIMULATIONS
We now numerically investigate the MAP-ML-VAMP and MMSE-ML-VAMP algorithms using two sets of experiments, where in each case the goal was to solve an estimation problem of the form in (2) using a neural network of the form in (1) . We used the Python 3.7 implementation of the ML-VAMP algorithm available on GitHub. 2 The first set of experiments uses random draws of a synthetic network to validate the claims made about the ML-VAMP state-evolution (SE) in Theorem 3. In addition, it compares MAP-ML-VAMP and MMSE-ML-VAMP to the MAP approach (4) using a standard gradient-based solver, ADAM [70] . The second set of experiments applies ML-VAMP to image inpainting, using images of handwritten digits from the widely used MNIST dataset. There, MAP-ML-VAMP and MSE-ML-VAMP were compared to Stochastic Gradient Langevin Dynamics (SGLD) [28] , an MCMC-based sampling method that approximates E[z|y], as well as to the optimization approach (4) using the ADAM solver.
A. Performance on a Synthetic Network
We first considered a 7-layer neural network of the form in (1). The first six layers, with dimensions N 0 = 20, N 1 = N 2 = 100, N 3 = N 4 = 500, N 5 = N 6 = 784, formed a (deterministic) deep generative prior driven by i.i.d. Gaussian z 0 0 . The matrices W 1 , W 3 , W 5 and biases b 1 , b 3 , b 5 were drawn i.i.d. Gaussian, and the activation functions φ 2 , φ 4 , φ 6 were ReLU. The mean of the bias vectors b was chosen so that a fixed fraction, ρ, of the linear outputs were positive, so that only the fraction ρ of the ReLU outputs were non-zero. Because this generative network is random rather than trained, we refer to it as "synthetic." The final layer, which takes the form y = Az 0 6 + ξ 6 , generates noisy, compressed measurements of z 0 6 . Similar to [71] , the matrix A ∈ R M ×N 6 was constructed from the SVD A = U Diag(s)V T , where the singularvector matrices U and V were drawn uniformly from the set of orthogonal matrices, and the singular values were geometrically spaced (i.e., s i /s i−1 = κ ∀i) to achieve a condition number of s 1 /s M = 10. It is known that such matrices cause standard AMP algorithms to fail [71] , but not VAMP algorithms [35] . The number of compressed measurements, M , was varied from 10 to 300, and the noise vector ξ was drawn i.i.d. Gaussian with a variance set to achieve a signal-to-noise ratio of 10 log 10 (E Az 0 6 2 /E ξ 2 ) = 30 dB.
To quantify the performance of ML-VAMP, we repeated the following 1000 times. First, we drew a random neural network as described above. Then we ran the ML-VAMP algorithm for 100 iterations, recording the normalized MSE (in dB) of the iteration-k estimate of the network input, z ± k0 : NMSE( z ± k0 ) := 10 log 10
Since ML-VAMP computes two estimates of z 0 0 at each iteration, we consider each estimate as corresponding to a "half iteration." b) Comparison to ADAM: We now compare the MSE of MAP-ML-VAMP and its SE to that the MAP approach (4) using the ADAM optimizer [70] , as implemented in Tensorflow. As before, the goal was to recover the input z 0 0 to the 7-layer synthetic network from a measurement of its output. Fig. 5 shows the median NMSE over 40 random network realizations for several values of M , the number of measurements. We see that, for M ≥ 100, the performance of MAP-ML-VAMP closely matches its SE prediction, as well as the performance of the ADAM-based MAP approach (4). For M < 100, there is a discrepancy between the MSE performance of MAP-ML-VAMP and its SE prediction, which is likely due to the relatively small dimensions involved. Also, for small M , MAP-ML-VAMP appears to achieve slightly better MSE performance than the ADAMP-based MAP approach (4). Since both are attempting to solve the same problem, the difference is likely due to ML-VAMP finding better local minima.
B. Image Inpainting: MNIST dataset
To demonstrate that ML-VAMP can also work on a real-world dataset, we perform inpainting on the MNIST dataset. The MNIST dataset consists of 28 × 28 = 784 pixel images of handwritten digits, as shown in the first column of Fig. 6 .
To start, we trained a 4-layer (deterministic) deep generative prior model from 50 000 digits using a variational autoencoder (VAE) [6] . The VAE "decoder" network was designed to accept 20-dimensional i.i.d. Gaussian random inputs z 0 with zero mean and unit variance, and to produce MNIST-like images x. In particular, this network began with a linear layer with 400 outputs, followed by a ReLU activations, followed by a linear layer with 784 units, followed by sigmoid activations that forced the final pixel values to between 0 and 1.
Given an image, x, our measurement process produced y by erasing rows 10-20 of x, as shown in the second column of Fig. 6 . This process is known as "occlusion." By appending the occlusion layer onto our deep generative prior, we got a 5-layer network that generates an occluded MNIST image y from a random input z 0 . The "inpainting problem" is to recover the image x = z 4 from the occluded image y.
For this inpainting problem, we compared MAP-ML-VAMP and MMSE-ML-VAMP to the MAP estimation approach (4) using the ADAM solver, and to Stochastic Gradient Langevin Dynamics (SGLD) [28] , an MCMC-based sampling method that approximates E[z|y]. Example image reconstructions are shown in Fig. 6 . There we see that the qualitative performance of ML-VAMP is comparable to the baseline solvers.
VI. CONCLUSION
Inference using deep generative prior models provides a powerful tool for complex inverse problems. Rigorous theoretical analysis of these methods has been difficult due to the non-convex nature of the models. The ML-VAMP methodology for MMSE as well as MAP estimation provides a principled and computationally tractable method for performing the inference whose performance can be rigorously and precisely characterized in a certain large system limit. The approach thus offers a new and potentially powerful approach for understanding and improving deep neural network based models for inference.
APPENDIX A EMPIRICAL CONVERGENCE OF VECTOR SEQUENCES
We follow the framework of Bayati and Montanari [45] , which models various sequences as deterministic, but with components converging empirically to a distribution. We start with a brief review of useful definitions. Let x(N ) = (x 1 , . . . , x N ) be a block vector with components x n ∈ R r for some r. Thus, the vector x(N ) is a vector with dimension rN . Given any function g : R r → R s , we define the componentwise extension of g(·) as the function, g(x) := (g(x 1 ), . . . , g(x N )) ∈ R N s .
That is, g(·) applies the function g(·) on each r-dimensional component. Similarly, we say g(x)
acts componentwise on x whenever it is of the form (40) for some function g(·).
Next consider a sequence of block vectors of growing dimension,
where each component x n (N ) ∈ R r . In this case, we will say that x(N ) is a block vector sequence that scales with N under blocks x n (N ) ∈ R r . When r = 1, so that the blocks are scalar, we will simply say that x(N ) is a vector sequence that scales with N . Such vector sequences can be deterministic or random. In most cases, we will omit the notational dependence on N and simply write x. Now, given p ≥ 1, a function f : R r → R s is called pseudo-Lipschitz continuous of order p, if there exists a constant C > 0 such that for all
Observe that in the case p = 1, pseudo-Lipschitz continuity reduces to usual Lipschitz continuity.
Given p ≥ 1, we will say that the block vector sequence x = x(N ) converges empirically with p-th order moments if there exists a random variable X ∈ R r such that (i) E X p p < ∞; and (ii) for any f : R r → R that is pseudo-Lipschitz continuous of order p,
In (41), we have the empirical mean of the components f (x n (N )) of the componentwise extension f (x(N )) converging to the expectation E[f (X)]. In this case, with some abuse of notation, we will write
where, as usual, we have omitted the dependence on N in x n (N ). Importantly, empirical convergence can be defined on deterministic vector sequences, with no need for a probability space. If x = x(N ) is a random vector sequence, we will often require that the limit (42) holds almost surely.
Finally, we introduce the concept of uniform pseduo-Lipschitz continuity. Let φ(r, γ) be a function on r ∈ R r and θ ∈ R s . We say that φ(r, θ) is uniformly Lipschitz continuous in r at θ = θ if there exists constants L 1 , L 2 ≥ 0 and an open neighborhood U of θ such that 
In addition define the perturbation random variables W (recall from (31) The linear equalities in defining s ± k can be rewritten as,
Substituting (46) in lines 10 and 20 of Algorithm 1 give the updates (22b) and (23b) in Theorem 1. It remains to show that the optimization problem in updates (22a) and (23a) is equivalent to (12) . It suffices to show that the terms dependent on (z − −1 , z + ) in b from (12), and L from (22a) and (23a) are identical. This follows immediately on substituting (46) in (10) . Thus there exists a bijective mapping between the fixed points { z, r + , r − } (of Algorithm 1) and { z, s} (of Theorem 1).
It now remains to be shown that any fixed point of Algorithm 1 is a critical point of the augmented Lagrangian in (20) . To that end, we need to show that there exists dual parameters s such that for all = 0, . . . , L−1,
where L(·) is the Lagrangian in (20) . Primal feasibility or z + = z − was already shown in (17) .
As a consequence of the primal feasibility z + = z − , observe that
where we have used (16) 
13:
for = 1, . . . , L − 1 do 15:
17:
18: 
25:
for = L−1, . . . , 1 do 26:
30:
end for 31: end for show that s is a valid dual parameter for which the following stationarity conditions hold,
Indeed the above conditions are the stationarity conditions of the optimization problem in (22a) and (23a). Hence (47) holds.
B. Proof of Theorem 2
Observe that the Lagrangian function for the constrained optimization problem (29) for this specific choice of Lagrange multipliers is given by
Notice that the stationarity KKT conditions ∇ f L = 0 and ∇ q L = 0 give us the relation
where notice that f * = b from (10). The primal feasibility KKT conditions (28) result in
where we have used the Gaussianity of q from (50b) and relation of f * = b from (50a) and (10) . The quantity on the right is exactly z for any fixed point of MMSE-ML-VAMP as evident from (17) . The claim follows from the update (11) . 
APPENDIX D GENERAL MULTI-LAYER RECURSIONS
To analyze Algorithm 1, we consider a more general class of recursions as given in Algorithm 3 and depicted in Fig. 7 . The Gen-ML recursions generates (i) a set of true vectors q 0 and p 0 and (ii) iterated vectors q ± k and p ± k . The true vectors are generated by a single forward pass, whereas the iterated vectors are generated via a sequence of forward and backward passes through a multi-layer system. In proving the State Evolution for the ML-VAMP algorithm, one would then associate the terms q ± k and p ± k with certain error quantities in the ML-VAMP recursions. To account for the effect of the parameters γ ± k and α ± k in ML-VAMP, the Gen-ML algorithm describes the parameter update through a sequence of parameter lists Λ ± k . The parameter lists are ordered lists of parameters that accumulate as the algorithm progresses. The true and iterated vectors from Algorithm 3 are depicted in the signal flow graphs on the (TOP) and (MIDDLE) panel of Fig. 7 respectively. The iteration index k for the iterated vectors q k , p k has been dropped for simplifying notation.
The functions f 0 (·) that produce the true vectors q 0 , p 0 are called initial vector functions and use the initial parameter list Λ − 01 . The functions f ± k (·) that produce the vectors q ± k and p ± k are called the vector update functions and use parameter lists Λ ± kl . The parameter lists are initialized with Λ − 01 in line 2. As the algorithm progresses, new parameters λ ± k are computed and then added to the lists in lines 12, 17, 24 and 29. The vector update functions f ± k (·) may depend on any sets of parameters accumulated in the parameter list. In lines 11, 16, 23 and 28, the new parameters λ ± k are computed by: (1) computing average values µ ± k of componentwise functions ϕ ± k (·); and (2) taking functions T ± k (·) of the average values µ ± k . Since the average values µ ± k represent statistics on the components of ϕ ± k (·), we will call ϕ ± k (·) the parameter statistic functions. We will call the T ± k (·) the parameter update functions. The functions f 0 , f ± k , ϕ ± also take as input some perturbation vectors w .
Similar to our analysis of the ML-VAMP Algorithm, we consider the following large-system limit (LSL) analysis of Gen-ML. Specifically, we consider a sequence of runs of the recursions indexed by N . For each N , let N = N (N ) be the dimension of the signals p ± and q ± as we assume that lim N →∞ N N = β ∈ (0, ∞) is a constant so that N scales linearly with N . We then make the following assumptions. See Appendix A for an overview of empirical convergence of sequences which we use in the assumptions. 
where Q − 0 and W are random variables such that (Q − 00 , · · · , Q − 0,L−1 ) is a jointly Gaussian random vector. Also, for = 0, . . . , L − 1, the random variables W , P 0 −1 and Q − 0 are
Algorithm 3 General Multi-Layer (Gen-ML) Recursion
Require: Initial vector functions f 0 , vector update functions f ± k (·), parameter statistic functions ϕ ± k (·), parameter update functions T ± k (·), orthogonal matrices V , disturbance vectors w ± . 1: // Initialization 2: Initialize parameter list Λ − 01 and vectors p 0 0 and q − 0 for = 0, . . . , L−1 3: q 0 0 = f 0 0 (w 0 ), p 0 0 = V 0 q 0 0 4: for = 1, . . . , L−1 do 5:
p 0 = V q 0 7: end for 
27:
for = L−1, . . . , 1 do 28:
32:
end for 33: end for independent. We also assume that the initial parameter list converges as
to some list Λ − 01 . The limit (52) means that every element in the list λ(N ) ∈ Λ − 01 (N ) converges to a limit λ(N ) → λ as N → ∞ almost surely.
(c) The vector update functions f ± k (·) and parameter update functions ϕ ± k (·) act componentwise. For e.g., in the k th forward pass, at stage , we assume that for each output component n,
for some scalar-valued functions f + k (·) and ϕ + k (·). Similar definitions apply in the reverse directions and for the initial vector functions f 0 (·). We will call f ± k (·) the vector update component functions and ϕ ± k (·) the parameter update component functions.
Next we define a set of deterministic constants {K
kl , τ 0 } and scalar random variables {Q 0 , P 0 , Q ± k , P ± } which are recursively defined through Algorithm 4, which we call the Gen-ML State Evolution (SE). These recursions in Algorithm closely mirror those in the Gen-ML algorithm (Algorithm 3). The vectors q ± k and p ± k are replaced by random variables Q ± k and P ± k ; the vector and parameter update functions f ± k (·) and ϕ ± k (·) are replaced by their component functions f ± k (·) and ϕ ± k (·); and the parameters λ ± k are replaced by their limits λ ± k . We refer to {Q 0 , P 0 } as true random variables and {Q ± k , P ± kl } as iterated random variables. The signal flow graph for the true and iterated random variables in Algorithm 4 is given in the (BOTTOM) panel of Fig. 7 . The iteration index k for the iterated random variables {Q ± k , P ± kl } to simplify notation.
We also assume the following about the behaviour of component functions around the quantities defined in Algorithm 4. The iteration index k has been dropped for simplifying notation.
Assumption 2.
For component functions f, ϕ and parameter update functions T we assume:
) are uniformly Lipschitz continuous in Algorithm 4 Gen-ML State Evolution (SE) Require: Vector update component functions f 0 (·) and f ± k (·), parameter statistic component functions ϕ ± k (·), parameter update functions T ± k (·), initial parameter list limit: Λ − 01 , initial random variables W , Q − 0 , = 0, . . . , L−1. 1: // Initial pass 2: 
12:
17: 
30:
end for 31: end for
(d) Vector update functions f ± k are asymptotically divergence free meaning
We are now ready to state the general result regarding the empirical convergence of the true and iterated vectors from Algorithm 3 in terms of random variables defined in Algorithm 4. 
almost surely. Also, the components of w , p 0 −1 , q 0 , p + 0, −1 , . . . , p + k, −1 and q ± 0 , . . . , q ± k almost surely jointly converge empirically with limits, lim N →∞
for all 0 ≤ i, j ≤ k, where the variables P 0 −1 , P + i, −1 and Q − j are zero-mean jointly Gaussian random variables independent of W and with covariance matrix given by
and Q 0 and Q + j are the random variable in line 16 :
An identical result holds for = 0 with all the variables p + i, −1 and P + i, −1 removed. (b) For any fixed k ≥ 1 and fixed = 1, . . . , L−1, the parameter lists Λ − k converge as
almost surely. Also, the components of w , p 0 −1 , p ± 0, −1 , . . . , p ± k−1, −1 , and q − 0 , . . . , q − k almost surely jointly converge empirically with limits, lim N →∞
for all 0 ≤ i ≤ k−1 and 0 ≤ j ≤ k, where the variables P 0 −1 , P + i, −1 and Q − j are zero-mean jointly Gaussian random variables independent of W and with covariance matrix given by equation (56) and P − j is the random variable in line 28:
An identical result holds for = L with all the variables q − j and Q − j removed. For k = 0, Λ − 01 → Λ − 01 almost surely, and {(w ,n , p 0 −1,n , q − j ,n )} empirically converge to independent random variables (W , P 0 −1 , Q − 0 ).
Proof. Appendix E in the supplementary materials is dedicated to proving this result.
APPENDIX E PROOF OF THEOREM 5
A. Overview of the Induction Sequence
The proof is similar to that of [35, Theorem 4] , which provides a SE analysis for VAMP on a single-layer network. The critical challenge here is to extend that proof to multi-layer recursions.
Many of the ideas in the two proofs are similar, so we highlight only the key differences between the two.
Similar to the SE analysis of VAMP in [35] , we use an induction argument. However, for the multi-layer proof, we must index over both the iteration index k and layer index . To this end, let H + k and H − k be the hypotheses:
• H + k : The hypothesis that Theorem 5(a) is true for a given k and , where 0 ≤ ≤ L − 1.
• H − k : The hypothesis that Theorem 5(b) is true for a given k and , where 1 ≤ ≤ L.
We prove these hypotheses by induction via a sequence of implications,
beginning with the hypotheses {H − 0 } for all = 1, . . . , L−1.
The base case corresponds to the Hypotheses {H − 0 } L =1 . Note that Theorem 5(b) states that for k = 0, we need Λ − 01 → Λ − 01 almost surely, and {(w ,n , p 0 −1,n , q − j ,n )} empirically converge to independent random variables (W , P 0 −1 , Q − 0 ). These follow directly from equations (51) and (52) in Assumption 1 (a).
C. Inductive Step: Proof of H
Fix a layer index = 1, . . . , L−1 and an iteration index k = 0, 1, . . .. We show the implication · · · =⇒ H + k, +1 in (61) . All other implications can be proven similarly using symmetry arguments. 
, be a matrix whose columns are the first k+1 values of the vector p + . We define the matrices P − k , Q + k and Q − k in a similar manner with values of p − , q + and q − respectively.
Note that except the initial vectors {w , q − 0 } L =1 , all later iterates in Algorithm 3 are random due to the randomness of V . Let G ± k denote the collection of random variables associated with the hypotheses, H ± k . That is, for = 1, . . . , L−1, Note also that the random variables in Algorithm 4 immediately before defining P + k, in line 17 are all G + k measurable. Observe that the matrix V in Algorithm 3 appears only during matrix-vector multiplications in lines 19 and 30. If we define the matrices, A k := p 0 , P + k−1, P − k , B k := q 0 , Q + k−1, Q − k , all the vectors in the set G + k will be unchanged for all matrices V satisfying the linear constraints
Hence, the conditional distribution of V given G + k is precisely the uniform distribution on the set of orthogonal matrices satisfying (63) . The matrices A k and B k are of dimensions Lemmas 3, 4] , this conditional distribution is given by
where U A ⊥ k and U B ⊥ k are N × (N − (2k + 2)) matrices whose columns are an orthonormal basis for Range(A k ) ⊥ and Range(B k ) ⊥ . The matrix V is Haar distributed on the set of (N − (2k + 2)) × (N − (2k + 2)) orthogonal matrices and is independent of G 
where we call p +det k the deterministic term and p +ran k the random term. The next two lemmas characterize the limiting distributions of the deterministic and random terms. 
where P +det k is the limiting random variable for the components of p det k .
Proof. The proof is similar that of [35, Lem. 6 ], but we go over the details as there are some important differences in the multi-layer case. Define P + k−1, = p 0 , P + k−1, , Q + k−1, = q 0 , Q + k−1, , which are the matrices in R N ×(k+1) . We can then write A k and B k from (63) as
We first evaluate the asymptotic values of various terms in (65b). By definition of B k in (67),
We can then evaluate the asymptotic values of these terms as follows: For 0 ≤ i, j ≤ k − 1 the asymptotic value of the (i + 2, j + 2) nd entry of the matrix ( Q + k−1, ) T Q + k−1, is given by
where (a) follows since the (i + 2) th column of Q + k−1, is q + i , and (b) follows due to the empirical convergence assumption in (55) . Also, since the first column of Q + k−1, is q 0 , we obtain that
where R + k−1, is the covariance matrix of (Q 0 , Q + 0 , . . . , Q + k−1, ), and R − k is the covariance matrix of the vector (Q − 0 , . . . , Q − k ). For the matrix ( Q + k−1, ) T Q − k , first observe that the limit of the divergence free condition (53) implies
for any i. Also, by the induction hypothesis H + k ,
for all 0 ≤ i, j ≤ k. Therefore using (57) , the cross-terms E(Q + i Q − j ) are given by 
T , is the vector of correlations. We
Therefore, p +det
where β 0 and β + i are the components of β + k and the term O( 1 N ) means a vector sequence, ξ(N ) ∈ R N such that lim N →∞ 1 N ξ(N ) 2 = 0. A continuity argument then shows the empirical convergence (66) . 
where U k is a zero mean Gaussian random variable independent of the limiting random variables corresponding to the variables in G Proof. The proof is very similar to that of [35, Lemmas 7, 8] .
We are now ready to prove Lemma 1. 
Note that the above PL(2) convergence can be shown using the same arguments involved in
=⇒ (X, c)|F for some constant c and sigma-algebra F.
We first establish the Gaussianity of P + k . Observe that by the induction hypothesis, H − k, +1
holds whereby (P 0 , P + 0 , . . . , P + k−1, , Q − 0, +1 , . . . , Q − k, +1 ), is jointly Gaussian. Since U k is Gaussian and independent of (P 0 , P + 0 , . . . , P + k−1, , Q − 0, +1 , . . . , Q − k, +1 ), we can conclude from (74) that
We now need to prove the correlations of this jointly Gaussian random vector as claimed by H + k, +1 . Since H − k, +1 is true, we know that (56) is true for all i = 0, . . . , k−1 and j = 0, . . . , k and = + 1. Hence, we need only to prove the additional identity for i = k, namely the equations: Cov(P 0 , P + k ) 2 = K + k and E(P + k Q − j, +1 ) = 0. where (a) follows from the fact that the components of p + k converge empirically to P + k ; (b) follows from line 19 in Algorithm 3 and the fact that V is orthogonal; and (c) follows from the fact that the components of q + k converge empirically to Q + k from hypothesis H + k, . Since p 0 = V q 0 , we similarly obtain that E(P 0 P + k ) = E(Q 0 Q + k ), E(P 0 ) 2 = E(Q 0 ) 2 , from which we conclude Cov(P 0 , P + k ) = Cov(Q 0 , Q + k ) =:
where the last step follows from the definition of K + k in line 17 of Algorithm 4. Finally, we observe that for 0 ≤ j ≤ k
where (a) follows from (74) and, in (b), we used the fact that E(P 0 Q − j, +1 ) = 0 and E(P + i Q − j, +1 ) = 0 since (56) is true for i ≤ k −1 corresponding to H − k, +1 and E(U k Q − j, +1 ) = 0 since U k is independent of G + k , and Q − j, +1 is G + k measurable. Thus, with (76) and (77), we have proven all the correlations in (56) 
where µ + k, +1 is the value in line 14 in Algorithm 4. Since T + k, +1 (·) is continuous, we have that λ + k, +1 in line 17 in Algorithm 3 converges as lim N →∞ λ + k, +1 = T + k, +1 (µ + k, +1 , Λ 
which proves the convergence of the parameter lists stated in H + k, +1 . Finally, using (79), the empirical convergence of the vector sequences p 0 , p + k and q − k, +1 and the uniform Lipschitz continuity of the update function f + k, +1 (·) we obtain that lim N →∞ q + k, +1,n equals f + k, +1 (p 0 ,n , p − k ,n , q − k, +1,n , w +1,n , Λ + k, +1 ) = f + k, +1 (P 0 , P − k , Q − k, +1 , W +1 , Λ A. Proof of Theorem 3
We start by showing that the ML-VAMP iterations from Algorithm 1 are a special case of the Gen-ML recursions from Algorithm 3.
Consider the singular value decompositions W = V Diag(s )V −1 from equation (13) . Then the true signals z 0 in equation (1) 
These signals can be see in the (TOP) of Fig. 7 . Next, for = 0, 2, . . . , L − 2, define:
The vectors q ± k and p ± k represent the estimates of q 0 and p 0 defined in (80). These are outputs of the estimators g ± and G ± . Similarly, the vectors q ± k and p ± k are the differences r ± k − z 0 or their transforms. These represent errors on the inputs r ± k to the estimators g ± (·) (even ) and G ± (odd ). These vectors can be seen in the (MIDDLE) panel of Fig. 7 Lemma 4 (ML-VAMP as a special case of Gen-ML). Consider Algorithms 3 and 4 with 1) Initial functions f 0 and vector update functions f ± given by componentwise extensions of f 0 and f ± respectively from equation (44) . Parameter statistic functions ϕ + and ϕ − be given by componentwise extensions of ∂f + ∂q − and ∂f + ∂p + −1 respectively. Parameter updates T ± k (·) applied so that µ ± k = α ± k and Λ ± k = θ ± k , with θ ± k given in equation (8) . 2) Perturbation vectors w given by w 0 = z 0 0 , w 2 = ξ 2 and w 2 −1 = (s 2 −1 , b 2 −1 , ξ 2 −1 ) for = 1, 2, . . . L 2 . Perturbation random variables W given by (45) .
Then we have that 1) Lines 3-7 of Algorithm 3 are equivalent to equation (1) with definitions of p 0 , q 0 given in equation (80). Lines 9-33 of Algorithm 3 are equivalent to the ML-VAMP iterations in Algorithm 1 with definitions of p ± , p ± , q ± , q ± , given in equation (81).
2) Algorithm 4 is equivalent to Algorithm 2.
Lemma 5. Assumptions 1 and 2 are satisfied by the conditions in Theorem 3.
The lemmas follow from the direct substitution of the quantities keeping in mind (13) . As a consequence of the lemmas, we can apply the result of Theorem 5 under the conditions given in Theorem 3. The convergence of (α ± k , γ ± k , η ± k ) follows from the convergence of Λ ± k . Theorem 5 leads to the conclusion that the following triplets are asymptotically normal
The results in Theorem 3 follows from the argument definition of PL(2) convergence defined in simplify α ± k . From line 9 of Algorithm 2, then we have
for a normalizing factor Z. The last expectation above is with respect to the density of (P 0 −1 , P + k, −1 , Q − k ) which are Gaussian and Q 0 = φ (P −1 , Ξ ). Exchanging the order of the integration and the partial derivative, gives the desired expression for E + .
