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We test the isotropy of the local distribution of galaxies using the 2MASS extended source cat-
alogue. By decomposing the full sky survey into distinct patches and using a combination of pho-
tometric and spectroscopic redshift data, we use both parametric and non-parametric methods to
obtain the shape of the luminosity function in each patch. We use the shape of the luminosity func-
tion to test the statistical isotropy of the underlying galaxy distribution. The parametric estimator
shows some evidence of a hemispherical asymmetry in the north/south Galactic plane. However
the non-parametric estimator exhibits no significant anisotropy, with the galaxy distribution being
consistent with the assumption of isotropy in all regions considered. The parametric asymmetry is
attributed to the relatively poor fit of the functional form to the underlying data. When using the
non-parametric estimator, we do find a dipole in the shape of the luminosity function, with maximal
deviation from isotropy at galactic coordinate (b, l) = (30◦, 315◦). However we can ascribe no strong
statistical significance to this observation.
I. INTRODUCTION
The large scale homogeneity and isotropy of spacetime
are two fundamental tenets underpinning modern cos-
mology. The assertion that spacetime, when averaged
over sufficiently large length scales, can be described in
terms of an FLRW metric and a system of perfect flu-
ids has proved to be extremely successful; the standard
ΛCDM model fits all current cosmological data sets satis-
factorily (although certain curiosities remain, see [1–7]).
Isotropy on large scales is strongly supported by the Cos-
mic Microwave Background (CMB), specifically in the
uniformity of the distance to last scattering on the sky
[8–11]. Similarly current galaxy surveys have been shown
to approach a homogeneous distribution when averaged
over sufficiently large volumes [12–15].
Despite the formidable success of the standard model,
there remain unresolved issues. Perhaps the most inter-
esting are the CMB anomalies detected on large scales
[16–18, 32, 33], in particular a deficiency of large an-
gle correlations. It is not simply the lack of correlation
on large scales that is of interest. Measurements of the
CMB quadrupole and octopoles show an alignment ap-
proximately perpendicular to the ecliptic plane [19–31]
. Such violations of isotropy persist to smaller scales
l ≤ 60. The statistical significance of these observations
has been widely debated in the literature, since most con-
stitute an a posteriori search for anomalies in the data,
which in turn is thought to be a single realisation of a
Gaussian and isotropic distribution.
The large scale nature of these deviations from isotropy
could suggest a cosmological origin. If this were the case,
then one might expect to observe a similar signal in other
cosmological data sets [34, 35]. In this work we attempt
to quantify the extent to which current Large Scale Struc-
ture (LSS) data sets are consistent with the underlying
assumptions of isotropy and homogeneity. Curiosities
have already been observed in the local galaxy distri-
bution, not least recent work [36–39] (see also related
earlier works [40–44]) which indicates that the local lu-
minosity density is systematically lower than expected,
out to co-moving distances dc ∼ 300Mpc.
In this work, we analyse the local galaxy distribution
using the 2MASS extended source catalogue [45], us-
ing the photometric redshift data developed recently in
[46]. Spectroscopic redshifts are provided in the 2MASS
catalogue for ∼ 45, 000 galaxies to limiting magnitude
Ks < 11.75, where Ks is the K-band magnitude; this
sample has a mean redshift of approximately z¯ ∼ 0.028.
Using photometric redshift data for the full extended
source galaxy catalog allows us to probe a considerably
deeper volume - the mean redshift of a sample cut at
Ks < (13.5, 13.9) is approximately z¯ ∼ (0.075, 0.1) re-
spectively. However the gain in volume is offset by the
increased uncertainties associated with photometric red-
shift data.
Using a full sky galaxy survey allows us to examine
the angular distribution of galaxies on the sky, and the
volume probed in the full 2MASS catalogue allows us to
make magnitude cuts to test the redshift distribution. In
what follows we build a picture of the three dimensional
galaxy distribution using the luminosity function. We are
specifically interested in the existence of preferred direc-
tions in the data, which are indicative of a breakdown of
statistical isotropy. We analyse the galaxy distribution in
disjoint patches in the sky, using a combination of para-
metric and non-parametric methods to reconstruct the
luminosity function. The shape of the luminosity func-
tion in different regions of the sky provides us with a test
of the isotropy of the local Universe.
The paper will proceed as follows. We outline the
method we use to construct the luminosity function in
section II. In III we describe the data set used and discuss
our choice of quality cuts. Our results are presented in
section IV, along with a discussion of our error analysis.
We highlight some of the limitations of our method and
conclude in section V. Unless otherwise stated, through-
out this work we use cosmological parameters Ωm0 =
20.27, Ωk = 0 and take H0 = 100h km s
−1 Mpc−1.
II. LUMINOSITY FUNCTION
The aim of this work is to determine the angular de-
pendence of the local galaxy distribution. To do so, we
calculate the luminosity function φ(L), the number of
galaxies per unit luminosity L per unit volume [47, 48].
To obtain the luminosity function, one can use either
parametric or non-parametric methods. The overwhelm-
ingly favoured parametric form used in the literature is
the Schechter function [49]
φ(L)dL =
φ∗
L∗
(
L
L∗
)α
exp
[
−
L
L∗
]
dL
L∗
(1)
which contains three parameters - the density normali-
sation (φ∗), the power law slope at low L (α) and the
typical luminosity at the knee of the function (L∗). The
expression (1) is more commonly written in terms of ab-
solute magnitude M via the relation
M −M∗ = −2.5 log10
(
L
L∗
)
(2)
yielding
φ(M)dM = 0.4 ln[10]φ∗100.4(1+α)(M−M
∗) exp
[
−100.4(M−M
∗)
]
dM (3)
For the survey that we use, each galaxy is characterized
by a photometric (or spectroscopic for a small subset)
redshift and three apparent magnitude measurements,
made in the (H, J,Ks) bands. We utilize the Ks band
in what follows, specifically taking the 20mag arcsec−2
isophotal fiducial elliptical aperture magnitudes. For a
galaxy with redshift and apparent magnitude (zi,mi), we
convert from apparent to absolute magnitude Mi using
Mi = mi−5 log10 [dl(zi)]−25+K(zi,Ks,i, Ji)+E(z) (4)
where K(zi,Ks,i, Ji) is the K-correction for the galaxy
- which accounts for the effect of redshift on the band-
pass transmission curve. We follow [68] to construct this
function, using the following approximate fitting form
K(z,Ks, J) =
∑
k,j
ak,jz
k(J −Ks)
j (5)
where the ak,j coefficients are given in [68]. In [69]
an online calculator was created to accurately calculate
the K-corrections for a number of surveys - we use the
2MASS Ks correction with color J2 −Ks2 in what fol-
lows. We repeated our analysis using a simple ansatz
K(z) = −6 log[1 + z] for the K-correction [75], and
found no significant effect on our results. As discussed
in [76], the form of the K-correction at low redshifts is
nearly independent of the galaxy type. Furthermore, it
has been shown that the K-correction specified by (5)
is consistent with more rigorous calculations to within
∼ ∆M = 0.1Mag [70, 71]. Following [73] we adopt a
simple ansatz E(z) = Qz with Q = 1 to describe the
redshift evolution.
To fit the model parameters (φ∗,M∗, α), one must use
a maximum likelihood estimation technique (the so called
STY method [72]). If we have a sample of Ngal galaxies
in a magnitude limited survey, then the probability that
the ith galaxy has luminosity Mi given it is located at
redshift zi is given by [72]
pi = P (Mi|zi) =
φ(Mi)∫Mmax(zi)
Mmin(zi)
φ(M ′)dM ′
(6)
whereMmax,min are the maximum and minimum absolute
magnitudes at redshift zi that could be detected in the
magnitude limited sample. The likelihood
L = Π
Ngal
i=1 pi (7)
is then maximized for the parameters (M∗, α). As each
individual probability pi is given by a ratio of the lumi-
nosity function and its integral over an absolute magni-
tude range, the normalization φ∗ drops out of the calcu-
lation when using this method.
The Schechter function has been shown to be a rela-
tively poor fit the observed galaxy distribution - it has
been argued [79] that it falls off too sharply at the bright
end and hence fails to simultaneously fit both the bright
and faint tails. Care must therefore be taken that any
anisotropic signal that we detect is not spurious, due to
the functional form chosen yielding a better or worse fit
in different patches of the sky.
With this in mind, we also attempt to reconstruct the
luminosity function using a non-parametric technique.
Numerous methods have been developed for this purpose
3- we direct the interested reader to [48] for a review. Here
we adopt the stepwise maximum likelihood method intro-
duced by Efstathiou-Ellis-Peterson (EEP) [52].
The EEP method estimates the binned luminosity
function
φ(M) =
Nbin∑
i=1
φiW (Mi −M) (8)
with window function
W (Mi−M) ≡
{
1, if Mi −∆M/2 ≤M ≤Mi +∆M/2
0, otherwise
(9)
and we take Nbin magnitude bins. The likelihood func-
tion is given by
L = Π
Ngal
i=1
∑Nbin
j=1 W (Mj −M)φj∑Nb
k=1 φkH(Mlim(zi)−Mk)∆M
(10)
where ∆M is the width of the magnitude bins (here we
adopt constant spacing), Mlim(z) is the maximum abso-
lute magnitude that can be detected at redshift z given
the magnitude limits of the survey, and
H(Mlim(zi)−M) ≡


1, if Mlim(zi)−∆M/2 > M
Mlim(zi)−M
∆M +
1
2 , if Mlim(zi)−∆M/2 ≤M <Mlim(zi) + ∆M/2
0, if Mlim(zi) + ∆M/2 ≤M
(11)
To obtain the luminosity function, we minimize (10) with
respect to φk. It can be shown that the problem reduces
to solving the equation
φk∆M =
∑Ngal
i=1 W (Mk −Mi)∑Ngal
j=1
H(Mlim(zj)−Mk)
∑Nbin
l=1
φlH(Mlim(zj)−Ml)∆M
, (12)
which can be solved by iteration. As an initial guess,
we use the Schechter function with best fit parameters
estimated using the STY method. We have tested that
the choice of initial guess has no effect on the shape of
the final binned luminosity function.
Both the non-parametric EEP and parametric STY
methods yield no information regarding the overall den-
sity of the galaxy distribution, as both involve ratios of
the luminosity function resulting in estimates that are
invariant under amplitude shifts. However, in this work
we are purely interested in the the shape of the lumi-
nosity function, which we use as a test of the statistical
isotropy of the galaxy distribution. The normalisation
φ∗ will give us information regarding the homogeneity of
the low redshift data - local fluctuations will have the
effect of shifting the amplitude of φ(M, z) in different
patches with respect to one another. Estimates of the
amplitude typically depend on the volume of the sample,
and hence are strongly sensitive to photometric redshift
uncertainties. Large errors in the normalisation φ∗ would
lessen the significance of any anisotropic signal detected.
In a companion paper, we explore the homogeneity of
the local galaxy distribution by using a series of non-
parametric estimators to calculate the galaxy density as
a function of magnitude cut. For the purposes of this
work, we focus on the shape of the luminosity function.
III. DATA - 2MASS EXTENDED SOURCE
CATALOG
In this work we exclusively use the 2MASS all sky ex-
tended source catalogue (XSC) [45]. 2MASS is an all
sky, near-infrared survey that scanned more than 99.99%
of the sky during its four year operation. The result-
ing catalog contains more than 400 million point and
1.6 million extended sources - in the latter case the ma-
jority are extra-galactic. The measurements were per-
formed over three bands - J, (1.25µm) , H, (1.65µm) and
Ks, (2.16µm), with the signal to noise limit S/N > 10 be-
ing met by objects brighter (or of equal brightness) than
Ks = 13.5mag in the Ks band. The reliability of the sur-
vey is greater than 99% in regions |b| > 20◦, where b is
the galactic latitude. The photometry in the north and
south galactic plane is highly symmetric, with a mean
color difference of less than ∼ 0.01mag.
In what follows we use the newly constructed 2MASS
XSC photometric redshift catalog - 2MPZ 1 - constructed
in [46]. We sketch the catalog here, interested readers
should consult [46] for further details. The full XSC cat-
alog contains 1, 646, 966 objects, however before use we
1 http://surveys.roe.ac.uk/ssa/TWOMPZ
4must remove a small number due to measurement er-
rors and the existence of artifacts. After removing ar-
tifacts, non-extended Galactic sources, extreme Ks, J,H
measurements and those objects lacking measurements in
the (J,H) bands, one arrives at the ‘2MASS good’ sam-
ple with 1, 471, 442 entries. The Ks, J,H 20mag arcsec
−2
isophotal magnitudes were corrected for Galactic extinc-
tion with the standard SFD maps [65], with coefficients
Aλ/E(B − V ) taken from [66]. Spectroscopic redshifts
were given in cases where known, either from the 2MASS
redshift catalog with spectroscopic redshift data provided
to limiting magnitude Ks < 11.75, or from other publicly
available data sets (specifically Sloan Digital Sky Survey
Data Release 9, 6DF Galaxy Survey Data Release 3, 2DF
Galaxy Redshift Survey and the ZCAT compilation using
the CFA Redshift catalog [54–61]).
Approximately one third of the galaxies in the 2MPZ
catalog have spectroscopic redshifts. The remaining
galaxies are assigned photometric redshifts using a ma-
chine learning technique [62], which is based upon an em-
pirical relation between galaxy magnitudes and redshifts
obtained using the spectroscopic redshift subsample as a
training set. Other methods, such as template (Spectral
Energy Distribution (SED)) fitting [63], are also power-
ful tools to infer photometric redshift information. How-
ever, such methods are not appropriate for the 2MPZ
catalog as the SuperCOSMOS magnitudes are obtained
from photographic plates and are not easily calibrated
to the same system as 2MASS and WISE 2. The poten-
tially problematic photometric calibrations only apply to
the SuperCOSMOS optical data, and could be translated
into a small offset in photometric redshifts (although the
effect is expected to be negligible). No such issues oc-
cur for the 2MASS K-band photometry that we use in
this work. The 2MPZ catalog was constructed using the
publicly available ANNz package - for a description of the
algorithm adopted we direct interested readers to [64].
When testing the isotropy and homogeneity of the
galactic distribution, one typically requires a complete
and uniform sample over the survey volume under con-
sideration - for this reason one must apply a magnitude
cut to the 2MASS data. We adopt a slightly conservative
cut ofKs < 13.5 band to ensure completeness over∼ 96%
of the sky (excluding the galactic bulge). 531, 877 galax-
ies remain in the sample with this cut. For the purposes
of our analysis, we also cut the region |b| < 20◦ from the
sky. This is principally to avoid stellar contamination,
which has been reported at lower galactic latitudes [67].
In fig.1 we exhibit the cross correlation of the XSC with
the 2MASS Point Source Catalog (PSC) for galactic cut
|b| < 20 - we find the cross correlation to be completely
sub-dominant compared to the auto-correlation (shown
in black). The error bars are obtained via jack knife re-
2 We would like to thank Maciej Bilicki for clarification on this
point
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FIG. 1: The galaxy auto-correlation function is exhibited as
a function of angular bin (in degrees) (black squares), along
with error bars obtained via jackknife re sampling. The cross
correlation function of the galaxy distribution and the 2MASS
point source catalog is shown as grey dots. We have applied
the same mask |b| < 20◦ to both galaxy and point source
maps. The cross correlation is clearly sub-dominant for our
choice of galactic cut, indicating that our galaxy sample is
free from stellar contamination.
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FIG. 2: The distribution of 2MASS galaxies as a function
of redshift, for three magnitude cuts Ks < 12.5, 13.0, 13.5.
Successively large magnitude cuts allow us to probe an in-
creasingly large volume, out to mean redshift z¯ ∼ 0.074 in
this work.
sampling.
In fig.2 we exhibit the galaxy distribution as a function
of redshift for a number of Ks cuts. The mean redshift
of the survey is given by z¯ = (0.036, 0.045, 0.074) for
Ks ≤ (12.0, 12.5, 13.5) respectively.
A. Error Estimation
To assess the effect of photometric redshift uncertain-
ties on the shape of the luminosity function, we construct
Nreal = 1000 realisations of the galaxy catalog and repeat
our analysis. The mocks are constructed using the fol-
lowing algorithm.
In each patch of the sky, we bin the galaxies into
Nbin = 20 magnitude bins between M = (−20,−26)mag
5- each bin contains Ngal,i galaxies, with i = (1, 20). For
a single realisation, each magnitude bin is then assigned
N˜gal,i galaxies, where N˜gal,i is drawn from a Poisson dis-
tribution of mean Ngal,i. These galaxies are assigned
redshifts and Ks-band magnitudes (z,Ks), drawn with
replacement from the original Ngal,i galaxies in that bin.
If the drawn galaxy has a quoted spectroscopic redshift
zspec in the catalog, then we simply assign the new data
point this value - (zspec,Ks). If the drawn galaxy only
has a photometric redshift associated with it, then we
must infer its true (spectroscopic) value.
To estimate the spectroscopic redshift of a galaxy, we
extract the subset of galaxies in the catalog that have
both photometric zphoto and spectroscopic zspec redshifts.
We bin this sub-sample in Nz = 20 photometric red-
shift bins, with limits chosen such that each bin has
an equal number of galaxies. In each bin, we construct
an empirical Probability Distribution Function (PDF) of
zspec − zphoto. Then the ‘true’ spectroscopic redshift of
a galaxy with only photometric redshift information is
drawn from these PDF’s. Once we have inferred zspec,
we then calculate the data point’s new absolute magni-
tude according to (4).
IV. RESULTS
The primary purpose of this work is to locate
and quantify any directional dependence in the lo-
cal matter distribution. The theoretical tool that
we use for this purpose is the luminosity function
described in section II. To achieve our aim we de-
compose the sky into four distinct and orthogonal
patches on the sky, centered at galactic coordinates
(b, l) = (38◦, 263◦), (−38◦, 83◦), (52◦, 83◦), (−52◦, 263◦).
We name these A,B,C,D respectively in what follows.
Patch A and B have centers in the vicinity of the CMB
dipole, and patches C and D were chosen such that
they are perpendicular to patches A and B and maxi-
mally distant from our galactic latitude cut. The frac-
tional area of patches A and B on the unit sphere is
ω = 0.104, and patches C and D have a larger value
ω = 0.130 by virtue of their distance from the galac-
tic cut |b| < 20◦. Here ω = Ωpatch/4π, where Ωpatch is
the area on the unit sphere that any given patch would
cover. We note that the decision to make patches A,C
and B,D different area on the sky was a conscious one
by the authors - it is our intention to show that the
results obtained here are independent of the patch size
and number of galaxies. We consider only galaxies with
z < 0.3, and 8mag < Ks < 13.5mag - the number of
galaxies in each patch with Ks < 13.5mag is given by
Npatch = (3.1, 2.9, 3.6, 3.7) × 10
4 for A-D respectively.
We cut all galaxies with z < 0.005 from our sample.
This removes objects for which the peculiar velocity is a
dominant contributor to the redshift. It also removes ex-
tremely local features in the galaxy distribution. Patches
A and C (B and D) are located in the north (south)
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FIG. 3: After pixelizing the sphere into Npix = 12288 equal
area regions, we exhibit the pixels containing the ∼ 3.5%
largest galaxy number density as red dots. The large black
squares indicate the most extreme peaks in the galaxy number
counts, which correspond to the Shapley, Coma, Hercules and
Horologium superclusters. We also exhibit patches C and D
as grey shaded regions, and A and B in yellow.
galactic plane. In fig.3 we exhibit the four patches in
galactic coordinates. We also highlight the regions of
highest galactic density as red dots, and the positions of
the largest superclusters in the sample as black squares
(we also exhibit the approximate location of these super-
clusters in table I).
We calculate the luminosity function in these four
patches, searching for statistically significant deviations
in the shape of φ(M). Detailed studies of the local lumi-
nosity function have long established that the Universe
is under-dense at distances dc ∼ 300Mpc [40]. In a follow
up paper we assess the homogeneity of the local Universe
using this galaxy sample, building upon recent studies of
low redshift homogeneity [37, 38]. However in this work
we wish to quantify the statistical isotropy of the distri-
bution.
Name z b l
Shapley 0.046 +32◦ +310◦
Coma 0.023 +87◦ +58◦
Horologium 0.067 −54◦ +262◦
Hercules 0.037 +45◦ +30◦
TABLE I: The largest superclusters detected in the 2MASS
sample, exhibited in fig.3 as black squares. The superclusters
are extended objects and we quote their approximate posi-
tions only. The Abell and Ursa major superclusters are also
present in the red sample of fig.3.
In each of the four patches, we have sufficiently many
galaxies to also take magnitude cuts. We take succes-
sively Ks < 12.5, 13.0, 13.5mag, keeping the lower limit
as Ks > 8mag. We choose not to vary the lower mag-
nitude limit since this would have the effect of removing
large numbers of galaxies for which spectroscopic red-
shifts are known. By making successive magnitude cuts,
6Patch Ks < 12.5 Ks < 13.0 Ks < 13.5
α δα M∗ − 5 log[h] δM∗ χ2 α δα M∗ − 5 log[h] δM∗ χ2 α δα M∗ − 5 log[h] δM∗ χ2
A -0.95 0.038 -23.53 0.030 11.2 -0.95 0.025 -23.55 0.020 16.3 -0.94 0.017 -23.60 0.013 32.5
B -0.94 0.043 -23.41 0.032 15.0 -0.90 0.028 -23.44 0.021 18.6 -0.90 0.020 -23.52 0.015 32.8
C -0.93 0.042 -23.46 0.029 12.0 -0.92 0.028 -23.49 0.020 21.0 -0.97 0.016 -23.59 0.013 44.9
D -1.01 0.041 -23.53 0.030 10.3 -0.92 0.026 -23.50 0.018 23.6 -0.84 0.018 -23.51 0.013 50.0
TABLE II: The best fit values of the Schechter function parameters (α,M∗) for the four patches A-D, taking three magnitude
cuts Ks < (12.5, 13.0, 13.5)mag. We observe some trends in the results - a consistently lower value of M
∗ with increasing Ks,
and an apparent dichotomy in M∗ in the north-south galactic plane (patches A,C and B,D respectively). δα and δM∗ indicate
the 1− σ errors on the parameters obtained from the STY maximum likelihood method outlined in section II. The χ2 values
quoted in each patch and magnitude bin are obtained by comparing the Schechter function fit to the non-parametric estimation
of φ in Nbin = 20 bins, and are discussed further in section IV.
we are probing a successively larger volume as indicated by fig.2.
Ks(mag) α M
∗ − 5 log[h]
12.50 -0.96 -23.48
13.00 -0.92 -23.49
13.50 -0.92 -23.56
TABLE III: The best fit values of the Schechter function pa-
rameters (α,M∗), obtained from the whole sky. We make
three successive magnitude cuts Ks < (12.5, 13.0, 13.5)mag.
As for the patches, we find an increasing value of |M∗| with
magnitude cut (corresponding to larger volumes being sur-
veyed).
We begin by presenting the best fit values for (α,M∗)
for each patch and for each magnitude cut in table II, and
exhibit the luminosity functions graphically in fig.4. The
values ofM∗ and α exhibit some asymmetry with respect
to position on the sky. At high magnitude cut Ks < 13.5,
the ‘knee’ parameter M∗ takes marginally brighter val-
ues in the north galactic plane, and also shows signs of
evolution with magnitude cut (corresponding to increas-
ing the redshift of the sample). In fig.5 we exhibit the
(α,M∗) contours for the four patches, which again sug-
gests some form of anisotropy in the Schechter function.
The quoted errors in table II - δα, δM∗ - are the one di-
mensional marginalized errors on α,M∗. One might be
tempted to infer from the best fit values of M∗ and its
associated error δM∗ that there is a statistically signifi-
cant dipole in the north/south galactic plane. However,
there are two possible sources of error that might lead
to a spurious result - one is the large uncertainties asso-
ciated with the photometric redshift errors which must
be accounted for. The second is the quality of fit of the
Schechter function in each patch, which must be assessed.
To address both of these problems, we estimate the
luminosity function non-parametrically using the EEP
method outlined in section II. We create Nbin = 20
magnitude bins equally spaced in the range M =
(−20,−26)mag, and construct φk (with k = (1, Nbin))
for the Nreal = 1000 mock data sets. In each magnitude
bin, we thus obtain a probability distribution for φk due
to the uncertainty in the underlying redshift of the galaxy
sample. One can quantify the statistical significance of
any anisotropic signal by comparing the φk distributions
in different patches. If we denote the magnitude bin with
label k (which runs from k = 1, Nbin), then our measure
of anisotropy between patch i and patch j (where i, j
run over A,B,C,D) is pkij, which is half of the combined
area under the probability distributions for φ
(i)
k and φ
(j)
k .
A schematic of pkij for one particular magnitude bin is
displayed in fig.6. The two distributions correspond to
the φk obtained in a common magnitude bin, constructed
from the Nreal = 1000 realisations. The two distributions
here are from patches A and D, and pkij is equivalent to
half of the dark grey shaded area. As we do not know
the ‘true’ redshifts of our galaxy sample, in each patch
and each magnitude bin we are actually constructing a
distribution of possible Luminosity Functions from our
Nreal = 1000 realisations. One can therefore interpret
the pij quantity as a p-value, indicating the separation
of the mean values of distributions in different patches.
As such, we adopt the standard convention with p-values
and take small values pkij ∼ 10
−2 to indicate a significant
anisotropic signal in the data.
We adopt two measures in this work - one is the average
pij per magnitude bin,
p¯ij =
∑Nbin
k=1 p
k
ij
Nbin
(13)
where we sum overNbin = 20 bins in the magnitude range
M = (−20,−26)mag. Our second measure is simply the
minimum value of pk,minij of the Nbin = 20 magnitude
7bins. We denote these quantities as p¯ij and p
s
ij respec-
tively.
The degree of overlap of the φk distributions in each bin
will depend on the overall normalisation of the luminosity
function, which in turn depends on the galaxy density in
a given patch. We are attempting to test the isotropy of
the distribution and disentangle the effects of anisotropy
and inhomogeneity. For this purpose we normalize the
luminosity function to unity over the absolute magnitude
range considered here -M = (−20,−29)mag. We do this
at each magnitude cut and in all patches.
In tables IV,V we exhibit the p¯ij and p
s
ij values for
A,B,C,D. The values in each parenthesis correspond to
magnitude cuts Ks < (12.5, 13.0, 13.5)mag. The average
p¯ij exhibit no statistically significant anisotropy between
any patch, for any magnitude cut. The quantity psij is
smaller, being of order ∼ O(0.1) for certain magnitude
cuts and regions. However there is no strong evidence of
anisotropy, which would be characterized by psij ∼ 10
−2
values.
The width of the φk distribution in each magnitude
bin is determined by the uncertainties in the photomet-
ric redshifts - larger errors on the measurements will have
the effect of widening the φk distributions and therefore
increasing the pij values. On the evidence of tables IV
and V we can conclude that given the uncertainties on
our galaxy redshift measurements, the shape of the lu-
minosity function is consistent with the assumption of
isotropy over the magnitude range and sky area consid-
ered here.
Our result is reflected in fig.4, where we exhibit the
best fit Schechter functions for patches A-D for magni-
tude cut Ks < 13.5mag. The Schechter function appears
to show some evidence of a dichotomy in the north/south
galactic plane in the faint end slope of φ(M). However in
fig.4 we also exhibit the non-parametric luminosity func-
tion reconstruction for patches C and D (shown as green
and blue data points respectively). The associated errors
are the 1− σ uncertainties obtained from the mock real-
isations. One can conclude that the luminosity function
is consistent with isotropy, and the apparent Schechter
function anisotropy is not significant.
Given that we have two estimates of the luminosity
function, we can estimate the goodness of fit of the
Schechter function in each patch by constructing a simple
χ2 statistic using the non-parametrically estimated lu-
minosity function obtained with the EEP approach. We
take
χ2 =
Nbin∑
i=1
(φSchech,i − φEEP,i)
2
σ22,i
(14)
where φSchech,i is the Schechter function (3) evaluated
at the ith magnitude bin center, φEEP,i is the non-
parametrically estimated luminosity function, and σ2,i is
the 95% confidence limit obtained from the Nreal = 1000
mock data realisations in the ith bin. We perform this
Patch A B C D
A (0.28,0.31,0.31) (0.30,0.29,0.21) (0.29,0.30,0.34)
B (0.34,0.35,0.33) (0.35,0.31,0.33)
C (0.37,0.35,0.26)
D
TABLE IV: The average p-value per magnitude bin, p¯ij, used
as a statistical measure of anisotropy. The values in parenthe-
sis correspond to magnitude cuts Ks < (12.5, 13.0, 13.5)mag.
We find no significant deviation from isotropy between any of
the four patches.
Patch A B C D
A (0.12,0.13,0.18) (0.22,0.19,0.10) (0.13,0.18,0.23)
B (0.15,0.24,0.09) (0.22,0.03,0.21)
C (0.22,0.23,0.12)
D
TABLE V: The smallest value of p¯sij in any magnitude bin.
i, j denote the patch identifier A − D. As for p¯ij, we again
find little evidence of anisotropy. The successive values in
each element of the table correspond to magnitude cuts Ks <
(12.5, 13.0, 13.5)mag.
simple fit for all Nbin = 20 bins in the range M =
(−20,−26)mag - the χ2 for each patch and each mag-
nitude cut are presented in table II. It is clear that the
ability of the Schechter function to fit the data varies sig-
nificantly between the four patches. The fit also degrades
considerably with increasing magnitude cut, indicating a
failure to simultaneously fit the faint end flattening and
bright end decay out to Ks < 13.5mag. Variations in this
simple χ2 statistic vary by ∼ 40% from patch to patch,
suggesting a strong variability in the fit quality of the
Schechter function in different regions of the sky.
For large magnitude cut Ks < 13.5mag we have a suf-
ficiently large number of galaxies that we can further de-
compose the sky. We therefore create Npatch = 192 equal
area patches according to the HEALPIX, NSide = 4
scheme. Each patch has area A ∼ 215deg2 and con-
tains order ∼ O(2000) galaxies with Ks < 13.5mag. In
each patch we create Nreal = 1000 realisations using the
same procedure adopted previously. Once again, in each
magnitude bin we again calculate the probability distri-
bution for φk and calculate the average p¯ij per bin. Now
the indices i, j run over the Npix = 112 pixels that lie
above our magnitude cut |b| < 20◦.
For each patch i, we calculate the p¯ij value for the
remaining j = 112 pixels with j 6= i. We search for cor-
relations between p¯ij and the distance on the unit sphere
between patches i and j, which we denote ds,ij. A sig-
nal of statistical anisotropy - specifically a dipole - would
manifest itself as a negative correlation between p¯ij and
ds,ij. We quantify the degree of correlation between the
two variables via the correlation coefficient
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FIG. 4: The Schechter function for the four patches A (black),
B (red), C (green) and D (blue), taking the largest magni-
tude cut Ks < 13.5mag. Although the Schechter functions
exhibit some deviation from anisotropy, the deviation is not
statistically significant. Also shown is the non-parametrically
estimated luminosity function for patches C (green) and D
(blue), with 1−σ error bars estimated from our Nreal = 1000
realisations.
rj =
∑Npix
i=1 (p¯ij − p˜ij)(ds,ij − d¯s,ij)√∑Npix
i=1 (p¯ij − p˜ij)
2
√∑Npix
i=1 (ds,ij − d¯s,ij)
2
(15)
where p˜ij and d¯s,ij are the average values of these quan-
tities calculated for all i = (1, 112) pixels with respect
to pixel j (with i 6= j). In fig.7 we exhibit the p¯ij val-
ues as a function of ds for the pixel with the maximum
|rj| value. The pixel j has rj = −0.41 and is located at
(b, l) = (−30◦, 135◦) in galactic coordinates. One can
clearly see that while none of the p¯ij values individu-
ally exhibit strong statistical evidence for anisotropy -
p¯ij > 0.1 in all cases - there is a consistent trend of smaller
p¯ij values for larger distances between the patches. This
indicates weak evidence for a dipole in the shape of the lu-
minosity function, in the direction (b, ℓ) = (−30, 135) and
(b, ℓ) = (30, 315). The direction of this dipole is qualita-
tively consistent with that found in previous works [81].
As an additional check that no anisotropic biases ap-
pear in the galaxy distribution due to different photomet-
ric calibrations in the equatorial plane, we also calculate
the p¯ij and rj values for the patch on the sky whose cen-
ter lies closest to the equatorial north pole. Labeling this
pixel as jeq, we exhibit p¯ijeq between this patch and the
remaining N = 111 pixels in fig.8. The correlation coeffi-
cient for this pixel is lower, rjeq = −0.24, which indicates
only very weak evidence for an anti-correlation between
p¯ijeq and ds,ijeq . None of the p¯ijeq values are individually
significant. We can conclude that the different photo-
metric calibration in the north/south equatorial regions
do not give rise to any statistically significant anisotropy.
V. DISCUSSION AND CONCLUSION
In this work we have studied the properties of the local
Universe using low redshift galaxy data. In doing so, we
have found that there is some evidence that the shape of
the luminosity function is asymmetric on the sky, with
a dichotomy in the north/south galactic plane. When
constructing the luminosity function using a parametric
estimator, the parameters dictating the shape of the lu-
minosity function exhibit systematically lower values in
the north galactic plane.
However, by utilising a non-parametric estimator to
reconstruct the binned luminosity function, we have
found that there is no statistically significant evidence
for anisotropy when we account for photometric redshift
uncertainty. The individual p-values obtained between
any two patches on the sky indicate no evidence for a di-
rectional dependence of the shape of the luminosity func-
tion. However, we do observe some suggestion of a dipole
in the north/south galactic plane, with a maximal sig-
nal at galactic coordinates (b, l) = (30◦, 315◦) (or equiv-
alently (b, l) = (−30◦, 135◦)). This result is consistent
with existing works [81], which use a different method to
estimate the anisotropy in the local number counts.
Our results are furthermore in agreement with [83],
in which the local bulk velocity Vbulk was probed by
calculating the effect of Vbulk on the galaxy luminos-
ity function. The authors were able to reconstruct the
magnitude and direction of Vbulk using galaxies from the
SDSS data release 7 [83], finding |Vbulk| = 120± 115 and
355±80kms−1 in redshift bins 0.02 < z < 0.07 and 0.07 <
z < 0.22, with direction (l, b) ≃ (310◦,−25◦)± (30◦, 10◦)
and (310◦, 5◦)±(10◦, 15◦) respectively. Similarly, we only
find an anisotropic signal when using our largest magni-
tude cut Ks < 13.5mag (corresponding to a higher red-
shift sample z . 0.25) and a direction that is consistent
within the errors quoted. Since we do not attempt to
model the effect of Vbulk on the Luminosity Function ex-
plicitly, we can make no claim as to the magnitude of
|Vbulk| using our method, which should be interpreted as
a null test of the isotropic hypothesis.
We expect that using future spectroscopic data will al-
low us to increase the statistical significance of our find-
ing. The lack of ‘true’ redshifts for a large fraction of our
galaxy sample forced us to construct a distribution of
possible Luminosity Functions, based on realisations in
which we inferred the spectroscopic redshifts from prob-
ability distribution functions of zspec − zphoto) obtained
from the data. The photometric redshift errors are the
overwhelmingly dominant source of uncertainty in our
calculation and increasing the number of spectroscopic
redshifts available will have the effect of narrowing the
Luminosity Function distributions, leading to increased
sensitivity of pij to anisotropy. We note that related work
has studied the effect of photometric redshift uncertainty
on estimations of the Luminosity Function - see for ex-
ample [84].
If our result is taken in conjuncture with other recent
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FIG. 5: The estimated 1, 2 − σ errors on the luminosity function parameters (α,M∗) obtained using the STY maximum
likelihood method. We consider two magnitude cuts - Ks < 12.5 [Left panel] and Ks < 13.5 [Right panel]. The different
coloured contours correspond to the four patches A (black), B (red), C (green) and D (blue). The error bars are consistently
higher for the lower magnitude cut, consistent with the fact that we are probing a smaller volume in the left panel. In the
right panel we observe a dichotomy between the north and south galactic planes, however as argued in the text this apparent
discrepancy is likely due to the relatively poor fit of the parametric form to the data.
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FIG. 6: An example of our pij measure. From the Nreal =
1000 realisations of the kth magnitude bin, we extract empir-
ical probability distribution functions of the luminosity func-
tion φk. The pij value between the i
th and jth patches is given
by half of the combined area under both PDF’s. Here we show
the distribution of φk for patches C and D in blue and light
grey respectively. The dark grey region is the shared area
under both of the distributions - half of the dark grey area
corresponds to pCD for this magnitude bin.
work [37, 38], it is clear that there is some evidence that
the local distribution of galaxies is neither homogeneous
or isotropic. However, the extent to which this conclusion
will impact cosmological observables is not clear. A de-
tailed study of this question will remain for future work.
It is also of considerable interest to test the consistency
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FIG. 7: For each of the j = 1, 112 patches with |b| > 20, we
calculate the p¯ij value between it and the other i = 1, 112,
i 6= j patches. We then calculate the correlation coefficient
between the p¯ij values and and distance between the (i, j)
pixels on the unit sphere. Exhibited here are the p¯ij val-
ues as a function of distance ds,ij for the pixel j with the
largest correlation coefficient. The pixel center corresponds
to (b, ℓ) = (−30◦, 135◦). We see a clear trend of decreasing
p-value with increasing distance between pixels. Such be-
haviour is indicative of a dipole in the galaxy distribution.
The correlation coefficient is calculated as r = −0.41.
of the luminosity function in different regions of the sky
using data sets that can probe a larger cosmological vol-
ume. Certainly, testing the scale at which the luminosity
density convergences to its homogeneous asymptote re-
mains a subject of considerable interest.
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FIG. 8: Exhibited are the p¯ij values as a function of distance
ds for the pixel with center closest to the equatorial north
pole. We see no indication of correlation between p¯ij and ds,
indicating that there is no significant bias in the catalog due
to photometric calibration differences in the north/south sky.
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