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We present a closed-form expression for the time dynamics of a balanced Fermi superfluid
with s-wave pairing and Rashba spin-orbit (SO) coupling. Solving the associated self-consistency
conditions for an initial number density given by a Gaussian and an initial gap containing a vortex
dipole, we show that Rashba SO coupling results in precession of the vortex dipole. The integrated
self-consistent gap decays as a function of time, characterising a ‘transient Fermi superfluid’. Our
analytic solution forms a starting point for studies of vortex dynamics – in particular braiding
of Majorana fermions – in Fermi superfluids in the presence of spin population imbalance and
two-dimensional SO coupling, which are both required to realize a topological atomic Fermi gas in
experiments.
Introduction Ranging from high-temperature super-
conductors to neutron stars, attractively interacting
Fermi systems are physically ubiquitous [1]. In exper-
iments [2–4], where the densities and temperatures are
low, the scattering between the fermions takes place
typically in the s-wave channel [5]. However, the Pauli
exclusion principle prevents scattering between identical
fermions, which means that we require two or more dif-
ferent species of fermions to form the pairs. We call the
additional quantum number ‘spin’, and take it to be 1/2.
A natural choice for the spin quantization axis is given
by the momentum of the fermions, a so-called local spin-
frame. While the underlying system interacts through
s-wave scattering, this results in a spin-mixing represen-
tation where the Fermi superfluid has an effective p-wave
symmetry that is scaled by the inverse magnitude of the
momentum [6]. This is similar to the effective p-wave
pairing that emerges due to spin-orbit (SO) coupling [7].
However, the treatment of SO coupling becomes easier
in the local spin-frame, and we show how the mean-field
time dynamics can be thus solved analytically for a SO
coupled but spin-balanced Fermi superfluid.
Experimentally, the atomic Fermi gas is a highly flexi-
ble quantum many-body system whose interactions, spin
balance, and trapping geometries can be tuned nearly
arbitrarily [8, 9]. In the mean-field picture, it is pos-
sible to achieve band inversion leading to a topological
phase [10] by combining the effects of two-dimensional
SO coupling [11, 12], and spin imbalance [13, 14]. Re-
cently, highly tunable 2D SO coupling was demonstrated
experimentally [15]. These advances open up a promis-
ing perspective for creating an atomic topological super-
fluid [16, 17] in the laboratory in the near future.
When the Fermi gas is in the topologically non-trivial
phase, it is well-known that vortex cores house Majo-
rana fermions [18–20]. The Majorana vortices obey non-
Abelian exchange statistics [21], which means that they
can be used to realize braiding operations. In the field
of topological quantum computation [22], quantum in-
formation is encoded in a non-local way using the de-
generacy of the zero-energy Majorana fermions. One in-
gredient needed for performing the quantum logic op-
erations is non-commutative braiding, which amounts to
exchanging two Majorana vortices adiabatically [23]. De-
spite the theoretically promising topological protection
and non-local spreading of the quantum information to
reduce decoherence effects, it is less well understood how
to achieve braiding of Majorana fermions in such a topo-
logical system experimentally [24]. While considering a
non-topological atomic Fermi gas, we demonstrate that
the exchange of vortices can take place as a result of
Rashba SO coupling. This result is a promising first step
towards possible new ways to achieve Majorana braid-
ing operations by using the experimental flexibility and
advantages of ultra-cold atoms.
Quantised vortices are hallmarks of superfluidity [25],
and understanding their properties is an important gen-
eral probe for the underlying physics of the system. Fo-
cussing on a vortex-dipole initial state in the superfluid
gap and an initial number density given by a Gaussian,
we show that Rashba SO coupling results in precession
of the vortex dipole. The rotation and frequency of the
precession is determined by the sign and magnitude of
the 2D SO coupling, respectively. Significantly, preces-
sion of a vortex dipole in a topological Fermi superfluid
amounts in principle to braiding operations performed on
the Majorana fermions, which are localised at the vortex
cores. Therefore, understanding the physics of vortex
dipole precession in such exotic superfluids is important,
for example, for constructing systems where the braiding
can be precisely controlled by adjusting the Rashba SO
coupling.
Mean-field description The particular physical sys-
tem we consider here is a two-dimensional Fermi gas
with a spin-singlet s-wave pairing gap, represented by
the complex number ∆(k, t), under Rasbha SO cou-
pling λk = λ(kx + iky) [26] and Zeeman-induced spin-
population imbalance h. We do not consider spin-triplet
pairing. To model our system, we start with the mean-
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2field Bogoliubov-de Gennes (BdG) Hamiltonian [27–29]
H(t) =
∫
d2r
∑
σ,σ′
ψˆ†σ(r, t)Kˆσσ′(r, t)ψˆσ′(r, t)
+∆(r, t)ψˆ†↑(r, t)ψˆ
†
↓(r, t) + ∆
∗(r, t)ψˆ↓(r, t)ψˆ↑(r, t) + h.c.
]
=
1
Ω
∑
k
(
c†k c−k
)
H(k, t)
(
ck c
†
−k
)T
(1)
with c†k =
(
c†k,↑ c
†
k,↓
)
where c†k,σ =
1√
Ω
∫
d2r eik·r ψˆ†σ(r, t), where Ω is the volume occu-
pied by the system, Kˆσσ′ contains the SO coupling and
free dispersion, and the operator-valued field ψˆ†σ(r, t)
creates a spin-σ (σ =↑, ↓) fermion at location r at time
t. The mean-field Hamiltonian matrix is given by
H(k) =
(
H0 − hσz + λgk · σ −i ∆(k, t)σy
i ∆(k, t)∗σy −H0 + hσz + λgk · σ∗
)
,
(2)
where k =
(
kx ky
)T
is the momentum, H0 = (k − µ¯)σ0
with the single-particle dispersion k = ~2k2/(2m), av-
erage chemical potential µ¯ = (µ↑ + µ↓) /2 and Zee-
man field h = (µ↑ − µ↓) /2, σ0 is the identity ma-
trix, σ =
(
σx σy
)T
together with σz are the Pauli
matrices, gk = σzk =
(
kx −ky
)T
, and λ repre-
sents the strength of the Rashba SO coupling. The
Nambu spinor basis for the Hamiltonian (2) is given by(
ukη,↑(t) ukη,↓(t) v−kη,↑(t) v−kη,↓(t)
)T
where η enu-
merates the bands.
At zero temperature the self-consistency condi-
tions for the s-wave pair potential and particle-
number density read [30, 31] (Appendix A) ∆(k, t) =
g
Ω
(∑
Eη<0
ukη,↑v∗−kη,↓ +
∑
k,Eη>0
u−kη,↓v∗kη,↑
)
and
nσ(k, t) =
1
Ω
[∑
Eη<0
|ukη,σ|2 +
∑
Eη>0
|vkη,σ|2
]
re-
spectively, where g < 0 is the strength of the short-
range contact potential between the fermions. Here
−E2 = E3 = |Ek,−| and −E1 = E4 = |Ek,+|, where
Ek,± are the eigenvalues of H(k), which follows from
the particle-hole symmetry ukη1,σ
Eη1=−Eη2= v∗kη2,σ [32].
The Hamiltonian H(k) has time-reversal symmetry [33]
if ∆(k, t) ∈ R and h = 0.
Helicity basis (local spin-frame) We will now show how
to reduce in an exact fashion the treatment of Rashba
SO coupling into an easier problem when h = 0. For
convenience let us define an angle ϕk = arg (kx + iky)
such that ke±iϕk = kx ± iky. We define the ‘helicity
basis’ by (
hk,+
hk,−
)
=
1√
2
(
1 eiϕk
e−iϕk −1
)(
ck,↑
ck,↓
)
. (3)
The ‘helicity’ label ± means that the spin direction
is either parallel (+) or anti-parallel (−) to the in-
plane momentum k. In the helicity basis we write
H = ∑k (h†k h−k)HH(k)(hk h†−k)T with hk =(
hk,+ hk,−
)
, and the Hamiltonian matrix reads (Ap-
pendix B)
HH(k) =
(
H0 + λkσz − hkgk · σ ∆k (kxσ0 + ikyσz)
∆∗
k (kxσ0 − ikyσz) −H0 − λkσz − hkgk · σ∗
)
.
(4)
We denote the Nambu spinor basis for the Hamiltonian
matrix (4) by
(
u+k,η(t) u
−
k,η(t) v
+
k,η(t) v
−
k,η(t)
)T
.
Comparing to the representation H(k) of H in the
original basis given in Eq. (2), in addition to the or-
der parameter now having an effective p-wave symme-
try in the helicity basis representation, the Zeeman field
h has been interchanged with the spin-orbit coupling λ.
While pairing in the underlying physical system remains
strictly s-wave because ∆(k, t) is a complex number, the
form of the Hamiltonian matrix in the helicity basis indi-
cates that effective pairing exists only inside a given he-
licity sector, and that the pairing of helicity ± atoms has
(kx ± iky) /k symmetry. This result allows us to decouple
the 4× 4 Hamiltonian HH(k) into two 2× 2 Hamiltoni-
ans, one for each helicity subspace. An exact decoupling
into helicity subspaces is possible only if h = 0, and the
effect of a small h could be considered perturbatively.
Importantly, SO coupling can be retained in the helicity
basis.
We now focus on the spin-balanced Fermi superfluid.
The two subspace Hamiltonians then read
HH± =
(
k − µ¯± λk ∆k (kx ± iky)
∆∗
k (kx ∓ iky) − (k − µ¯± λk)
)
, (5)
and the corresponding Bogoliubov-de Gennes (BdG)
equations are
(k − µ¯± λk)u±k,η +
∆
k
(kx ± iky) v±k,η = i~
∂u±k,η
∂t
,
(6a)
− (k − µ¯± λk) v±k,η +
∆∗
k
(kx ∓ iky)u±k,η = i~
∂v±k,η
∂t
.
(6b)
In the helicity basis, at T = 0, the self-consistency equa-
tions are a sum of four terms (Appendix A),
∆(k, t) = − g
Ω
∑
Eη<0,
α=±
(
e−αiϕkuαk,η v¯
α
−k,η + u
−α
k,η v¯
α
−k,η
)
,
(7a)
n(k, t) =
1
2Ω
∑
α=±
∑
Eη>0
|vαkη|2 +
∑
Eη<0
|uαkη|2
 , (7b)
where the bar denotes complex conjugation. Focussing
on the low-energy spectrum k ≈ 0 and considering
3∆(k, t) ∈ R, the subspace Hamiltonians (5) are alge-
braically equivalent to the celebrated Dirac Hamiltonian
HD = m
∗c2σz + ~cσ · k in two dimensions. In this
case, the SO coupling gives rise to a linear-in-k effec-
tive mass m∗ = (±λk − µ¯) /c2, an effective speed of light
~c = ∆(k, t)/k, and the Pauli matrices σ represent real
spin. The case of graphene [34, 35] can be obtained for
vanishing effective mass m∗ = 0, and the effective speed
of light is given by the Fermi velocity: ∆(k, t)/k = ~vF.
Solution of the BdG equations Denoting φ±k (t) =(
u±k,η(t) v
±
k,η(t)
)T
, we obtain from the system (6) the
time-evolution problem
i~
∂φ±k (t)
∂t
= HH±φ
±
k (t), (8)
which can be solved formally by writing φ±k (t) =
e−
i
~
∫ tHH± dtφ±k (0). We now provide an exact analytical
solution for φ±k (t) when {λ,∆(k), µ¯(k)} do not depend
on time. We assume for small λ 6= 0 that our solution is
still accurate enough to capture the dipole precession at
least qualitatively.
Let us consider a single band η0. In momentum space,
we can evaluate the time dynamics for the Bogoliubov
amplitudes exactly (Appendix C),
u±k,η0(t) = −i sin
( |Ek,±|t
~
)
∆e±iϕk
|Ek,±| χ
±
0 (k)+ (9a)[
cos
( |Ek,±|t
~
)
− i sin
( |Ek,±|t
~
)
(k − µ¯± λk)
|Ek,±|
]
φ±0 (k),
v±k,η0(t) =
[
−i sin
( |Ek,±|t
~
)
∆∗e∓iϕk
|Ek,±|
]
φ±0 (k)+ (9b)[
cos
( |Ek,±|t
~
)
− i sin
( |Ek,±|t
~
)− (k − µ¯± λk)
|Ek,±|
]
χ±0 (k).
Here Ek,± =
√
(k − µ¯± λk)2 + |∆|2. Equation (9) is a
closed-form exact solution for φ±k (t) with the (arbitrary)
initial condition φ±k (0) =
(
φ±0 (k) χ
±
0 (k)
)T
, and directly
satisfies the Bogoliubov-de Gennes equations (6). We ig-
nore the complication arising in taking the time deriva-
tives in Eq. (6) when {λ,∆, µ¯} depend on time. Us-
ing the inverse helicity transformation [Eqs. (A5), (B2d)
and (B2e)], Eq. (9) reads
(
uk,↑
uk,↓
)
= Tk
(
u+k,η0
u−k,η0
)
and(
vk,↑
vk,↓
)
= T Tk
(
v+k,η0
v−k,η0
)
in the original representation.
Let us consider an initial vortex dipole-like state
in the gap as shown in Fig. 1. In the helicity ba-
sis, the initial condition is φ±r (0) =
(
φ±0 (r) χ
±
0 (r)
)T
,
where φ±0 (r) =
ν0√
2piν
exp
(
− r24ν2
)
= F−1r
[
φ±0 (k)
]
=
νν0
pi
√
2pi
∫
d2k exp
(−ν2k2)− ik · r) is a Gaussian, and F−1r
is the inverse Fourier transformation evaluated at r. We
take χ±0 (r) = φ
±
0 (r) (as in Fig. 1). Then in momen-
tum space, |u±k,η0(t)|2 + |v±k,η0(t)|2 = 2φ±0 (k) = 2χ±0 (k) =
0
0.01
0.02
0.03
-π 0 π
FIG. 1. The initial condition at t = 0 for the band η0. Here
κ = {u, v}, ν = ν0, and g = −1. (a) Combined spin-↑ and
spin-↓ density, given by ν2e−2ν2k2/(ν20pi3). (b, c) Spin-↑, ↓
density, given by ν2 (±kx + k) e−2ν2k2/(2ν20kpi3) respectively.
The colouring and axes are the same as in (a). (d-g) Cor-
responding phase profiles. (h-k) The superfluid gap, which
contains a vortex dipole in real space [Eq. (A12)]; in momen-
tum space ∆(k, 0) = −2g |κk,↑|2 ∈ R. The colouring of (a) is
scaled by a factor of 2 for (k). In (i) we show four contours the
outermost of which is localised at the vortex cores (white).
ν2e−2ν
2k2/(ν20pi
3) is a constant of motion because the
time-evolution operator e−
i
~H
H
±t is unitary. In momen-
tum space (Fig. 1(j,k)), the gap is real-valued but skewed
towards positive kx momenta. In real space (Fig. 1(h,i)),
the gap contains a vortex dipole flow field. The key bene-
fit of the helicity basis is that not only is the Hamiltonian
decoupled, but the vortices are transformed away into the
definition of the basis itself allowing us to work in terms
of Gaussians.
Discussion The Bogoliubov quasi-particles are quan-
tum superpositions of the underlying fermionic particles
and their holes; in a measurement |u±r |2 (|v±r |2) corre-
sponds to the probability that the excitation is a hole
(particle) of helicity ±. More interesting, however, is the
superfluid gap parameter ∆(k, t), which is evaluated us-
ing Eq. (7a). With the Gaussian initial condition, the
number density equation (7b) evaluates to a Gaussian
profile, but in the gap we obtain two vortices [Fig. 1h,
and Eq. (A12)].
4In fact, the procedure is more general. To generate
the real-space vortex solutions we require effective p-wave
pairing, which for Eq. (9) was obtained in the helicity
frame. However, p-wave pairing can emerge in an s-wave
system also due to Rashba spin-orbit coupling [7]. In this
case, the one-body Hamiltonian can be written as [7]
K0 =
(
k − µ¯+ h −λ (ky − ikx)
−λ (ky + ikx) k − µ¯− h
)
. (10)
Using the same Gaussian initial state as before (χ±0 (k) =
0), for an exact vortex solution we must take h = 0. We
find for the Bogoliubov modes of K0 (Appendix D)
qr(t) = D1(r
2, t), (11a)
wr(t) = (y + ix)D2(r
2, t), (11b)
where the function D2(r
2, t) is given in Eq. (D7), and
D1(r
2, t) is given in Eq. (D12). A prefactor, y+ ix, char-
acterising a singly-quantised vortex, appears for wr(t).
Using the solution (9), one must solve the self-
consistency conditions (7) at every moment in time. Of
course, the gap equation need not be satisfied if in the
case of a superconductor the gap is induced through the
proximity effect such that the order parameter is simply
inherited from an adjacent s-wave superconductor [10].
The simplest possible case is the approximation of a fully
coarse-grained effectively homogeneous system, which we
discuss in Appendix A. Then, a self-consistent solution
can be found such that the order parameter decays as a
function of time (Fig. 3); we call this solution a ‘transient
Fermi superfluid’. While considering the more flexible k-
dependence in the gap and chemical potential can further
lower the free energy resulting in more accurate a solu-
tion, the self-consistency equations become significantly
more complicated to solve.
We take the SO coupling to be a given constant over
the entire system. As a simplification, we also take the
chemical potential to be a constant. Strictly speaking
this introduces an approximation, but we find numeri-
cally that the gap remains unchanged for a wide range
of the chemical potential between t = 0 and t|g|/~ = 0.1
(µ is not adjusted for the initial condition). When eval-
uating the gap at t|g|/~ = 0.1, we use the exact value
at t = 0 shown in Fig. 1. SO coupling makes the vortex
dipole in the gap precess (anti-)clockwise for λν0/|g| > 0
(< 0) (Figs. 2 and 6) at a frequency that increases as
the magnitude of λ increases. It is computationally de-
manding to accurately propagate the gap, so we consider
only the small time t|g|/~ = 0.1, and use the gap at
t = 0 (Fig. 1) for the numerical evaluation of the gap
at this time. Moreover, a larger SO coupling strength
increases the time-dependence of the gap, which we have
ignored when constructing the solution (9). Therefore,
this is not an exact solution for the full spatiotemporal
self-consistency conditions, but nevertheless captures the
main physical effect and qualitative aspects of the vortex
dipole precession due to Rashba SO coupling.
-π 0 π 0 |g|/(2π2) 0 2|g|/π3
FIG. 2. The superfluid order parameter ∆ at t|g|/~ = 0.1 as
a function of SO coupling (here ν0 = ν). The real-space vortex
dipole precesses as a result of the Rashba SO coupling λ. In
momentum space ∆(k, t) ∈ R. The contours are the same
as in Fig. 1i, with the vortex cores in white. Here λν0/|g| is
(a) 0.0, (b) 5.0, (c) 20.0, and (d) 50.0. Changing λ → −λ
equals to reflection of all three colums about the x-axis, and
the precession direction is reversed.
Conclusions We have theoretically predicted that a
vortex dipole in the superfluid order parameter of a spin-
balanced s-wave Fermi supefluid with Rasbha spin-orbit
coupling will precess if the SO coupling is non-zero. In
the approximation of a homogeneous gap, we showed
that the superfluid order decays over time thus corre-
sponding to a transient Fermi superfluid. In addition to
demonstrating time dynamics of the vortex dipole due
to SO coupling alone, our general solution forms a start-
ing point for perturbative studies of vortex dynamics un-
der the effects of broken time-reversal symmetry, that is,
population imbalance (h 6= 0) and the topological phase
corresponding to h >
√
µ¯2 + |∆|2, which further requires
spin-orbit coupling. In the topological phase, vortex pre-
cession in principle corresponds to braiding of Majorana
fermions, which is a key element of topological quantum
5computation. Studying the vortex dipole precession ef-
fect in a topological Fermi gas will build towards the
important goal of experimentally controlling and manip-
ulating quantum information stored in Majorana-based
qubit systems.
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In the presence of spin-orbit coupling, the bare contact
interaction g is renormalised following the standard re-
lation in two dimensions [28], 1
g
= − 1
Ω
Σk
1
2k+Eb
, where
Eb > 0 is the absolute value of the binding energy [36–39]
of the two-particle bound state when λ = 0. The quantity
Eb in fact parametrises the BEC-BCS crossover.
6Appendix A: Self-consistency equations
The microscopic Hamiltonian of the Fermi gas reads
H −
∑
σ
µσNσ =
1
Ω
∑
kσ
(k − µσ) c†k,σck,σ +
1
Ω
∑
k
(
λkeiϕkc†k,↑ck,↓ + h.c.
)
+
1
Ω2
∑
k,k′
Vk,k′c
†
k,↑c
†
−k,↓c−k′,↓ck′,↑, (A1)
whereNσ is the total number of atoms with spin σ = {↑, ↓}. For singlet pairing Vk,k′ = −Vk,−k′ . Under the assumption
that Cooper pairing represents the actual physics, the order parameter (relative wavefunction of the Cooper pairs) is
defined as ∆k ≡ −Ω−1
∑
k′ Vk,k′〈c−k′↓ck′↑〉 = Ω−1
∑
k′ Vk,k′〈ck′↑c−k′↓〉. If we now make the mean-field approximation
of ignoring all the other correlations apart from the pair correlations captured by the order parameter, and focus on
generalised attractive s-wave pairing where V s−wavek,k′ = gδk,k′ < 0, we obtain the mean-field Hamiltonian and the
starting point of our work, Eq. (2). The interaction term in Eq. (A1) becomes
+
1
Ω2
∑
k,k′
Vk,k′c
†
k,↑c
†
−k,↓c−k′,↓ck′,↑ → −
1
Ω
∑
k
(
∆∗kc−k,↓ck,↑ + ∆kc
†
k,↑c
†
−k,↓
)
. (A2)
Explicity, the mean-field Hamiltonian matrix reads
H −
∑
σ
µσNσ =
1
Ω
∑
k
(
c†k,↑ c
†
k,↓ c−k,↑ c−k,↓
)
k − µ↑ λkeiϕk 0 −∆(k, t)
λke−iϕk k − µ↓ ∆(k, t) 0
0 ∆∗(k, t) − (k − µ↑) λke−iϕk
−∆∗(k, t) 0 λkeiϕk − (k − µ↓)


ck,↑
ck,↓
c†−k,↑
c†−k,↓
 , (A3)
which is Eq. (2) in the main text.
Let us now denote the eigenvectors of H(k) by the Bogoliubov u, v notation; we define the eigenvector(
ukη,↑ ukη,↓ v−kη,↑ v−kη,↓
)T
to have eigenvalue Eη. Then
(
v∗kη,↑ v
∗
kη,↓ u
∗
−kη,↑ u
∗
−kη,↓
)T
is also an eigenvector
with energy −Eη, which follows from the particle-hole symmetry of H(k). The energies Eη can be easily obtained by
diagonalising H(k), which are also reported in Refs. [27, 28]; we find −E2 = E3 = |Ek,−| and −E1 = E4 = |Ek,+|,
where Ek,± =
√
(k − µ¯)2 + |∆|2 + h2 + λ2k2 ± 2
√
(h2 + λ2k2) (k − µ¯)2 + h2|∆|2.
At zero temperature, in terms of the Bogoliubov u, v notation, the order parameter equation becomes
∆k = − 1
Ω
∑
k′,η
Vk,k′〈ck′,↑c−k′,↓〉 T=0= g
Ω
∑
Eη<0
ukη,↑v∗−kη,↓ +
∑
Eη>0
u−kη,↓v∗kη,↑

=
2g
Ω
∑
Eη<0
ukη,↑v∗−kη,↓,
(A4)
which simply sums over the particle-hole symmetry
(
uk,↑v∗−k,↓
)
E2(1)
=
(
u−k,↓v∗k,↑
)
E3(4)
.
We now use the ‘helicity transformation’ (3) to write(
uk,↑
uk,↓
)
=
1√
2
(
1 eiϕk
e−iϕk −1
)(
u+k
u−k
)
,
(
v−k,↑
v−k,↓
)
=
1√
2
(
1 −e−iϕk
−eiϕk −1
)(
v+−k
v−−k
)
. (A5)
By direct substitution, the order parameter equation (A4) becomes
∆ =
2g
Ω
∑
Eη<0
ukη,↑v∗−kη,↓
=
g
Ω
∑
Eη<0
(
u+kη + e
iϕku−kη
)(
−e−iϕk v¯+−kη − v¯−−kη
)
= − g
Ω
∑
Eη<0
(
e−iϕku+kη v¯
+
−kη + u
+
kη v¯
−
−kη + u
−
kη v¯
+
−kη + e
iϕku−kη v¯
−
−kη
)
,
(A6)
where the bar denotes complex conjugation. This is Eq. (7a) in the main text.
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FIG. 3. Self-consistent values for the homogeneous superfluid order parameter |∆| (blue) and chemical potential µ¯ (red). We
have set g < 0, and constrained spin-orbit coupling to be a constant, λν0/|g| = 0.5. The order parameter decays as a function
of time, characterising a ‘transient Fermi superfluid’.
Similarly, to determine the chemical potential, the number density
nσ(k, t) = 〈c†k,σck,σ〉 =
∑
Eη<0
|ukη,σ|2 +
∑
Eη>0
|vkη,σ|2 (A7)
for spin σ fermions must be solved self-consistently. In the helicity basis [Eq. (A5)], we have
n =
1
Ω
∑
k,σ
nσ(k) =
1
2Ω
∑
k,Eη<0
(
|ukη,↑|2 + |ukη,↓|2
)
+
1
2Ω
∑
k,Eη>0
(
|vkη,↑|2 + |vkη,↓|2
)
=
1
4Ω
∑
k,Eη<0
∣∣∣∣( 1 eiϕke−iϕk −1
)(
u+kη
u−kη
)∣∣∣∣2 + 14Ω ∑
k,Eη>0
∣∣∣∣( 1 e−iϕkeiϕk −1
)(
v+kη
v−kη
)∣∣∣∣2
=
1
2Ω
∑
k,Eη<0
(
|u+kη|2 + |u−kη|2
)
+
1
2Ω
∑
k,Eη>0
(
|v+kη|2 + |v−kη|2
)
.
(A8)
1. Coarse-grained case
In this effectively homogeneous case we sum over k making ∆(k, t) = ∆(t) and n(k, t) = n(t), independent of k.
When χ±0 (k) = 0, direct substitution yields the transcendental condition
∆
g
= β2
∑
α=±
∫ ∞
0
dk k e−2ν
2k2∆
[
− iSαCα|Ek,α| −
S2αξα
|Ek,α|2
]
, (A9)
where β ≡ ν/(2pi2), ξα ≡ k − µ¯ + αλk, Cα ≡ cos
( |Ek,α|t
~
)
, Sα ≡ sin
( |Ek,α|t
~
)
, and we used the 2D continuum
limit Ω−1
∑
k → (2pi)−1ν20
∫∞
0
dk k. The cross terms in Eq. (7a) vanish by symmetry. There cannot be a solution to
Eq. (A9) if the imaginary term does not vanish. Equation (A9) must, in principle, be supplemented with the number
density equation (7b). However, the normalised initial condition φ±k (0) adjusts n = 1/(16pi
4), independent of the
three parameters {λ,∆, µ¯} and time. The Gaussian initial condition also makes the integral over k convergent, which
would require renormalisation of g in the case of a genuinely homogeneous Fermi gas [40].
Of all the possible solutions to Eq. (A9), only the one corresponding to a global minimum of the thermodynamic
potential Ξ = 〈Ψ|H |Ψ〉, where Ψ is the BCS wavefunction, is realized in practice. The gap equation then corresponds
to the extremum condition ∂Ξ/∂∆∗ = 0. At t = 0, the only possible solution is |∆| = 0, which can be seen by
substitution of the initial condition φ±0 (k) into the gap equation. For later times, ∆ = 0 remains a trivial solution;
in fact, we find that |∆| = 0 is the only solution that is both (i) a global minimum of Ξ; and (ii) a self-consistent
solution to the gap equation, and therefore there cannot be any self-consistent superfluid pairing.
8-π 0 π -π 0 π -π 0 π -π 0 π
FIG. 4. Time series of the initial condition shown in Fig. 1, using the self-consistent ∆ and µ shown in Fig. 3. (a, b) The
phase of uk,↑, uk,↓ respectively. (c, d) The density |uk,↓|2, |uk,↑|2 respectively. The colouring is as in Fig. 1a. (1-4) Evaluated
at time t|g|/~ = 0, 0.8, 5.0, 10.0 respectively.
When χ±0 (k) 6= 0, at t = 0 a finite gap is no longer trivially ruled out. Let us now construct the initial condition
such that at t = 0, when the imprinting of the state φ±r (0) is performed, we have a coarse-grained effectively uniform
Fermi superfluid corresponding to the gap ∆0. Taking χ
±
0 (k) = φ
±
0 (k), direct substitution of the two-component
Gaussian initial condition into Eq. (7a), and integrating over k, yields
∆0 = −g ν0
8pi4ν
. (A10)
As expected, the number density equation evaluates to n = 1/(8pi4), twice as large compared to the case χ±0 (k) = 0,
and independent of the three parameters {λ,∆, µ¯} and time. The finite solution ∆0 will always correspond to the
global minimum because Ξ = |∆|2 + g∆∗ν08pi4ν is bounded from below and there are only two stationary points, one at
∆ = 0 and one at ∆ = ∆0. Obtaining a finite gap ∆0 with the symmetric initial condition means that the emergence
of vortices in the hole and particle-like components is also symmetric. The helicity vortices come with opposite
circulations [the factors e±iϕk in Eq. (9a) and e∓iϕk in Eq. (9b)], that is, they appear in vortex-antivortex pairs.
Substitution of Eq. (9) into Eq. (7a) produces 36 terms, but only 8 of them are non-zero by symmetry. At t = 0,
due to the initial condition, the gap is given by Eq. (A10), independent of λ and µ¯. At later times t > 0, we must
find the triplet {λ,∆, µ¯}(t) such that the gap equation, which is complex-valued, is satisfied (that is, the coupled
imaginary and real parts must be solved self-consistently). We illustrate in Fig. 3 one possible set of self-consistent
values for the parameters {∆, µ¯} as a function of time, with the constraint that λν0/|g| = 0.5 is kept constant.
The spin-orbit coupling λ need not be a constant, and giving it time dynamics will influence the gap and chemical
potential as well (we will not pursue this further here). While it is convenient that a finite order parameter can be
found self-consistently for the solution (9) in the presence of spin-orbit coupling, the gap equation indicates that |∆|
decays to zero in the limit t→∞; therefore, we call this solution a ‘transient Fermi superfluid’.
Finally, using the numerically obtained self-consistent parameters (Fig. 3), we illustrate in Fig. 4 the time-evolution
of the Bogoliubov modes in the basis of the Hamiltonian (2). However, simply ignoring the time dynamics, ∆(t) = ∆0
and µ¯(t) = µ¯(0), does not noticeably change the result. The momentum distribution of the Bogoliubov quasi-particles
becomes a spiral whose chirality is determined by the spin projection.
9-π 0 π -π 0 π
FIG. 5. (a) Analytically and (b) numerically evaluated Fourier transform for obtaining the real-space representation of the
superfluid order parameter at t = 0.
2. Fourier transform of the gap at t = 0
In momentum space, we have by direct substitution of the initial state into Eq. (7a)
∆(k, 0) = − gν
2
ν20pi
3
e−2k
2ν2
(
1 +
kx
k
)
= − gν
2
ν20pi
3
e−2k
2ν2 [1 + cos (ϕk)] . (A11)
We will evaluate the gap in real space at t = 0 using Eq. (C3b):
∆(r, 0) = ν20
∫
d2k∆(k, 0)e−ik·r
= −gν
2
pi3
∫ ∞
0
k dke−2k
2ν2
∫ 2pi
0
dϕk [1 + cos (ϕk)] e
−ixk cos (ϕk)−iyk sin (ϕk)
= −2gν
2
pi2
∫ ∞
0
k dke−2k
2ν2
[
J0 (rk)− ix
r
J1 (rk)
]
= − g
2pi2
{
e−
r2
8ν2 −
√
pi
2
ix
4ν
e−
r2
16ν2
[
I0
(
r2
16ν2
)
− I1
(
r2
16ν2
)]}
,
(A12)
where we used the identity∫ 2pi
0
cos (mθ)ep cos (θ)+q sin (θ)dθ = pi
(
p2 + q2
)−m2 {(p+ iq)m + (p− iq)m} Im (√p2 + q2) . (A13)
We compare the analytic and numerical evaluations of the Fourier transform in Fig. 5. The finite-time gap in Fig. 2
is evaluated numerically.
3. Time evolution of the gap
We show the time-evolution of the gap for fixed λν/|g| = 5.0 and µ/|g| = 1.0 in Fig. 6.
Appendix B: Transformation into the helicity basis
We denote the different basis representations of the Hamiltonian H by
H =
∑
k
(
c†k c−k
)
H(k)
(
ck c
†
−k
)T
=
∑
k
(
h†k h−k
)
HH(k)
(
hk h
†
−k
)T
,
(B1)
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where hk =
(
hk,+ hk,−
)
and ck =
(
ck,↑ ck,↓
)
. We define the ‘helicity basis’ by the relations
ϕk = arg (kx + iky) , (B2a)
ϕ−k = ϕk + pi, (B2b)
ke±iϕk = kx ± iky, (B2c)
Tk = 1√
2
(
1 eiϕk
e−iϕk −1
)
= T −1k = T †k , (B2d)
T T−k =
1√
2
(
1 −e−iϕk
−eiϕk −1
)
=
(T T−k)−1 = (T T−k)† , (B2e)(
hk,+
hk,−
)
= Tk
(
ck,↑
ck,↓
)
, (B2f)(
h†k,+ h
†
k,−
)
=
(
c†k,↑ c
†
k,↓
)
T †k , (B2g)(
h†−k,+
h†−k,−
)
= T T−k
(
c†−k,↑
c†−k,↓
)
, (B2h)
(
h−k,+ h−k,−
)
=
(
c−k,↑ c−k,↓
) (T T−k)† (B2i)
With the definitions (B2), the Hamiltonian defined in Eq. (2) transforms as
HH(k) =
(
T †k (H0 − hσz + λgk · σ) Tk T †k (−i ∆σy) T T−k(T T−k)† (i ∆∗σy) Tk (T T−k)† (−H0 + hσz + λgk · σ∗) T T−k
)
=

H0 + kλ −eiϕkh eiϕk∆ 0
−e−iϕkh H0 − kλ 0 e−iϕk∆
e−iϕk∆∗ 0 −H0 − kλ −e−iϕkh
0 eiϕk∆∗ −eiϕkh −H0 + kλ
 ,
(B3)
which is Eq. (4) in the main text.
Appendix C: Solution of the time-dependent BdG equations
Any complex 2× 2 matrix can be parametrised by the vector B = (B1 B2 B3)T as B0σ0 + (σx σy σz)T ·B. We
now drop B0 = 0. For H
H
± , taking ∆ to be real, we have B
H =
(
∆
k kx ∓∆k ky k − µ¯± λk
)T
. The square
(
HH±
)2
is
diagonal. This results in the general observation that
exp
[
− i
~
HH±t
]
= cos
(∣∣BH∣∣t
~
)
σ0 − i sin
(∣∣BH∣∣t
~
)
HH±
|BH| . (C1)
Here
∣∣BH∣∣ = √(k − µ¯± λk)2 + |∆|2 corresponds to the magnitude of the eigenvalues of HH± , which coincide with the
eigenvalues of H(k). The time evolution is given by φ±k (t) = exp
[− i~HH±t]φ±k (0), where φ±k (0) = (φ±0 (k) χ±0 (k))T,
which yields
u±k,η0(t) =
[
cos
(∣∣BH∣∣t
~
)
− i sin
(∣∣BH∣∣t
~
)
(k − µ¯± λk)
|BH|
]
φ±0 (k)− i sin
(∣∣BH∣∣t
~
)
∆
k (kx ± iky)
|BH| χ
±
0 (k), (C2a)
v±k,η0(t) = −i sin
(∣∣BH∣∣t
~
)
∆∗
k (kx ∓ iky)
|BH| φ
±
0 (k) +
[
cos
(∣∣BH∣∣t
~
)
− i sin
(∣∣BH∣∣t
~
)
− (k − µ¯± λk)
|BH|
]
χ±0 (k). (C2b)
This is an exact result.
We take φ±0 (k) =
ν
ν0
√
2pipi
e−ν
2k2 as the Gaussian initial condition. We now focus on the low-energy spectrum also
taking λ = 0 and χ±0 (k) = 0 for simplicity. When k is small, we can write
∣∣BH∣∣ ' √µ¯2 + |∆|2, and importantly
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k-independent. We can then evaluate F−1r , the dimensionless Fourier transformation evaluated at position r. Our
definitions are as follows:
Fk [f(r)] = 1
(2pi)2
1
ν20
∫
d2r f(r)eik·r, (C3a)
F−1r [g(k)] = ν20
∫
d2k g(k)e−ik·r. (C3b)
By inspection
u±r,η0(t) = cos
(∣∣BH∣∣t
~
)
φ±0 (r) + i
µ¯
|BH| sin
(∣∣BH∣∣t
~
)
φ±0 (r). (C4)
For the other component, we then have
v±r,η0(t) = −i
νν0 sin
(∣∣BH∣∣t/~)∆∗
pi
√
2pi|BH|︸ ︷︷ ︸
≡Γ
∫
d2k
kx ∓ iky
k
exp
[−ν2k2 − ik · r]
= Γ
∫ ∞
0
dk k exp
[−ν2k2] ∫ 2pi
0
dϕke
∓iϕke−ixk cos (ϕk)−iyk sin (ϕk).
(C5)
To evaluate the integral over ϕk, we consider the following identity:∫ 2pi
0
e±imθep cos (θ)+q sin (θ)dθ = 2pi
(
p2 + q2
)−m2 (p2 − q2 ± i2pq)m2 Im (√p2 + q2) , (C6)
where m = 0, 1, 2, . . .. We have in general p = (±)ixk, q = (±)iyk, and m = 1. Therefore p2 + q2 = −r2k2,
p2 − q2 ± i2pq = k2 (−x2 + y2 ∓ i2xy) = k2 (y ∓ ix)2, and
∫ 2pi
0
dϕke
∓iϕke−ixk cos (ϕk)−iyk sin (ϕk) = 2pi
(
(y ± ix)2
) 1
2
(−r2) 12
I1
(√
−r2k2
)
= 2pi
y ± ix
r
J1 (rk) (C7)
if r, k ≥ 0. Then
v±r,η0(t) = Γ2pi
y ± ix
r
∫ ∞
0
dk k exp
[−ν2k2]J1 (rk) . (C8)
An exact solution is possible for the first-order Hankel transform using the table integral∫ ∞
0
xµe−αx
2
Jν(βx)dx =
Γ
(
ν
2 +
µ
2 +
1
2
)
βα
µ
2 Γ (ν + 1)
exp
(
−β
2
8α
)
Mµ
2 ,
ν
2
(
β2
4α
)
, Re(α) > 0,Re(µ+ ν) > −1, (C9)
where M is the Whittaker M -function. Then∫ ∞
0
dk k exp
(−ν2k2)J1 (rk) = √pi
8ν3
re−
r2
8ν2
[
I0
(
r2
8ν2
)
− I1
(
r2
8ν2
)]
, (C10)
and
v±r,η0(t) = (−iy ± x)
νν0 sin
(∣∣BH∣∣t/~)∆∗
4
√
2|BH|ν3 e
− r2
8ν2
[
I0
(
r2
8ν2
)
− I1
(
r2
8ν2
)]
. (C11)
There is no dispersion of the wavepacket (ν ∈ R) because we have ignored k. Including the kinetic term makes
evaluating the Fourier transform cumbersome, and is not an essential feature for observation of the helicity vortex
itself.
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Appendix D: Solution for the Hamiltonian (10)
In momentum space, let us denote K0 = Tˆ + Vˆ , where
Tˆ = (k − µ¯)σ0 + hσz, (D1a)
Vˆ =
(
0 −λ (ky − ikx)
−λ (ky + ikx) 0
)
, (D1b)
This implies
[
Tˆ , Vˆ
]
∝ λh. If h = 0, then using the Baker-Campbell-Hausdorff formula we can write e− i~K0t =
e−
i
~ Tˆ te−
i
~ Vˆ t, where
e−
i
~ Tˆ t = exp
[
− i
~
(k − µ¯) tσ0
]
, (D2a)
e−
i
~ Vˆ t = cos
(
kλt
~
)
σ0 − i sin
(
kλt
~
)
Vˆ±
kλ
, (D2b)
because Vˆ 2 = k2λ2σ0. More generally, finite Zeeman field results in additional terms for the decomposition of e
− i~K0t
as a power series in h. We now seek a solution to K0
(
qr(t)
wr(t)
)
= i~∂t
(
qr(t)
wr(t)
)
with the initial condition qr(0) = φ
±
0 (r),
wr(0) = 0.
1. Evaluation of wr(t)
We have
wr(t) =
λ
λ
νν0 exp
(
i
~ µ¯t
)
pi
√
2pi︸ ︷︷ ︸
≡Γ
∫
d2k sin (kλt/~)
kx − iky
k
exp
[
−
(
ν2 +
i~t
2m
)
k2 − ik · r
]
= Γ
∫ ∞
0
dk k sin (kλt/~) exp
[−A+k2] ∫ 2pi
0
dϕke
−iϕke−ixk cos (ϕk)−iyk sin (ϕk),
(D3)
where A+ = ν
2 + i~t2m . Using the definition (C3b), Eq. (D3) is simply the inverse Fourier transform of
Γ (kx − iky) sin (kλt/~)e−A+k2 . To evaluate the integral over ϕk, we consider the identity (C6). We have
∫ 2pi
0
dϕke
−iϕke−ixk cos (ϕk)−iyk sin (ϕk) = 2pi
(
(y + ix)
2
) 1
2
(−r2) 12
I1
(√
−r2k2
)
= 2pi
y + ix
r
J1 (rk) (D4)
if r, k ≥ 0. Then
wr(t) = Γ2pi
y + ix
r
∫ ∞
0
dk k sin (kλt/~) exp
[−A+k2]J1 (rk) . (D5)
An exact solution is possible for the first-order Hankel transform using the table integral (C9):∫ ∞
0
dk k sin (kλt/~) exp
[−A+k2]J1 (rk) = ∞∑
µ=0
(−1)µ
(2µ+ 1)!
(
λt
~
)2µ+1 ∫ ∞
0
k2µ+2e−A+k
2
J1(rk)dk
=
exp
(
− r28A+
)
r
∞∑
µ=0
(
λt
~
)2µ+1 (−1)µΓ (µ+ 32)
(2µ+ 1)!Aµ+1+
Mµ+1, 12
(
r2
4A+
)
,
(D6)
where M is the Whittaker M -function. Then
wr(t) =
2νν0 exp
(
i
~ µ¯t
)
√
2pi
y + ix
r2
exp
(
− r
2
8A+
) ∞∑
µ=0
(
λt
~
)2µ+1 (−1)µΓ (µ+ 32)
(2µ+ 1)!Aµ+1+
Mµ+1, 12
(
r2
4A+
)
. (D7)
While the r-dependence in the sum is complicated, a similar prefactor, x− iy, characterising a singly-quantised vortex
appears.
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2. Evaluation of qr(t)
We have
qr(t) =
νν0 exp
(
i
~ µ¯t
)
pi
√
2pi︸ ︷︷ ︸
≡Γ
∫
d2k cos (kλt/~) exp
[
−
(
ν2 +
i~t
2m
)
k2 − ik · r
]
= Γ
∫ ∞
0
dk k cos (kλt/~) exp
[−A+k2] ∫ 2pi
0
dϕke
−ixk cos (ϕk)−iyk sin (ϕk),
(D8)
where A+ = ν
2 + i~t2m . To evaluate the integral over ϕk, we consider the identity (C6). We have∫ 2pi
0
dϕke
−ixk cos (ϕk)−iyk sin (ϕk) = 2piJ0 (rk) (D9)
if r, k ≥ 0. Then
qr(t) = Γ2pi
∫ ∞
0
dk k cos (kλt/~) exp
[−A+k2]J0 (rk) . (D10)
An exact solution is possible for the first-order Hankel transform using the table integral (C9):∫ ∞
0
dk k cos (kλt/~) exp
[−A+k2]J0 (rk) = ∞∑
µ=0
(−1)µ
(2µ)!
∫ ∞
0
k2µ+1
(
λt
~
)2µ
e−A+k
2
J0(rk)dk
=
exp
(
− r28A+
)
r
∞∑
µ=0
(
λt
~
)2µ
(−1)µΓ (µ+ 1)
(2µ)!A
µ+ 12
+ Γ(1)
Mµ+ 12 ,0
(
r2
4A+
)
,
(D11)
where M is the Whittaker M -function. Then
qr(t) =
νν0 exp
(
i
~ µ¯t
)
pi
√
2pi
2pi
exp
(
− r28A+
)
r
∞∑
µ=0
(
λt
~
)2µ
(−1)µΓ (µ+ 1)
(2µ)!A
µ+ 12
+
Mµ+ 12 ,0
(
r2
4A+
)
. (D12)
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FIG. 6. The superfluid order parameter ∆ as a function of time for fixed λν/|g| = 5.0 and µ/|g| = 1.0 (here ν0 = ν). The
real-space vortex dipole precesses as a result of the Rashba SO coupling λ. Changing λ→ −λ equals to reflection of all three
colums about the x-axis, and the precession direction is reversed.
