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Submanifolds of products of space forms.
B. Mendonc¸a and R. Tojeiro
Abstract
We give a complete classification of submanifolds with parallel second funda-
mental form of a product of two space forms. We also reduce the classification of
umbilical submanifolds with dimension m ≥ 3 of a product Qn1k1 ×Q
n2
k2
of two space
forms whose curvatures satisfy k1 + k2 6= 0 to the classification of m-dimensional
umbilical submanifolds of codimension two of Sn × R and Hn × R. The case of
Sn×R was carried out in [13]. As a main tool we derive reduction of codimension
theorems of independent interest for submanifolds of products of two space forms.
MSC 2000: 53 B25, 53 C40.
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1 Introduction
Let f : M → N be an isometric immersion between Riemannian manifolds and let
α: TM×TM → NfM be its second fundamental form with values in the normal bundle.
Then f is said to have parallel second fundamental form if ∇α = 0, where ∇α is the
Van der Waerden-Bortolloti covariant derivative of α. One also says for short that f is
parallel. Roughly speaking, this means that f has the same second fundamental form at
any point ofM , if tangent and normal spaces at any two distinct points are identified by
means of parallel transport in the tangent and normal connections, respectively, along
any curve joining them.
Parallel submanifolds of Euclidean space have been classified by Ferus [9]. He showed
that all of them are products of an Euclidean factor and standard minimal embed-
dings into hyperspheres of symmetric R-spaces, which are orbits of special types of
s-representations. The case of the sphere is an easy consequence of the Euclidean one,
whereas the classification of parallel submanifolds of hyperbolic space was carried out
independently by Backes–Reckziegel [1] and Takeuchi [17].
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Apart from space forms, however, parallel submanifolds of a Riemannian manifold
have been classified only in a few other cases, e.g. for simply connected rank one
symmetric spaces (see, e.g., the discussion in Chapter 9 of [3]).
One of our main results is a complete classification of parallel submanifolds of a
product of two space forms. We state separately the cases in which one of the factors is
flat or not. First observe that, given k1, k2 ∈ R with k1k2 > 0, the map
g: Qnk → Q
n
k1
×Qnk2 , g(x) = (ax, bx), (1)
where k = k1k2/(k1 + k2), a
2 = k2/(k1 + k2) and b
2 = k1/(k1 + k2), is a totally geodesic
isometric embedding (see Example 16 below).
We say that f : Mm → Qn1k1 ×Q
n2
k2
is an isometric immersion into a slice of Qn1k1 ×Q
n2
k2
if there exist an isometric immersion f˜ : Mm → Qn1k1 (resp., f˜ : M
m → Qn2k2 ) and a totally
geodesic inclusion j: Qn1k1 → Q
n1
k1
×{x2} (resp., j: Q
n2
k2
→ {x1}×Q
n2
k2
) such that f = j◦ f˜ .
Theorem 1. Let f : Mm → Qn1k1 × Q
n2
k2
, k1k2 6= 0, be a parallel isometric immersion.
Then one of the following possibilities holds:
(i) f is a parallel isometric immersion into a slice of Qn1k1 ×Q
n2
k2
;
(ii) Mm is locally a Riemannian product Mm = Mm11 ×M
m2
2 and f = f1 × f2, where
fi: M
mi
i → Q
ni
ki
, 1 ≤ i ≤ 2, is a parallel isometric immersion.
(iii) k1k2 > 0 and there exists a parallel isometric immersion f¯ :M
m → Qm+ℓk , with
k = k1k2/(k1 + k2), such that f = j ◦ g ◦ f¯ , where j: Q
m+ℓ
k1
× Qm+ℓk2 → Q
n1
k1
× Qn2k2
is a totally geodesic inclusion and g: Qm+ℓk → Q
m+ℓ
k1
×Qm+ℓk2 is as in (1).
Moreover, the second possibility holds globally if Mn is complete and simply connected.
Notice that the last possibility can occur only if both n1 and n2 are greater than or
equal to m. Moreover, if this is the case and either n1 or n2 is equal to m then ℓ = 0
and f¯ is just a local isometry, in which case f is totally geodesic.
We point out that, after a preliminary version of this article was completed, we
learned that the case k1 = k2 6= 0 of Theorem 1 was independently obtained with
a different approach by Jentsch [11] as a consequence of his classification of parallel
submanifolds of the Grassmannian G+2 (R
n+2) of oriented 2-planes of Rn+2 and of its
noncompact dual.
In case one of the factors is flat, the classification of parallel submanifolds of a product
of space forms reads as follows. We recall that a parallel unit speed curve γ: R→ M on
a Riemannian manifold is also called an extrinsic circle. Thus, γ is an extrinsic circle
if its curvature vector ∇γ′γ
′ is parallel with respect to its normal connection. By an
extrinsic circle γ: R → Q2k1 × R being full we mean that γ(R) does not lie in a totally
geodesic surface of Q2k1 × R.
2
Theorem 2. Let f : Mm → Qn1k1 ×R
n2, k1 6= 0, be a parallel isometric immersion. Then
one of the following possibilities holds:
(i) f is a parallel isometric immersion into a slice of Qn1k1 × R
n2;
(ii) Mm is locally a Riemannian product Mm = Mm11 ×M
m2
2 and f = f1 × f2, where
f1: M
m1
1 → Q
n1
k1
and f2: M
m2
1 → R
n2 are parallel isometric immersions.
(iii) k1 > 0 (resp., k1 < 0) and f ◦ Π˜ = j ◦Π◦ f˜ (resp., f = j ◦Π◦ f˜), where Π˜: M˜
m →
Mm is the universal covering of Mm, f˜ : M˜m → Rn2+1 (resp., f˜ : Mm → Rn2+1) is
a parallel isometric immersion, j: Q1k1 × R
n2 → Qn1k1 × R
n2 is totally geodesic and
Π: Rn2+1 → Q1k1 × R
n2 is a locally isometric covering map (resp., isometry).
(iv) Mm is locally a Riemannian product Mm = R×Nm−1 and f = j ◦ (γ × f˜), where
j: Q2k1 ×R
n2 → Qn1k1 ×R
n2 is a totally geodesic inclusion, γ: R→ Q2k1 ×R is a full
extrinsic circle and f˜ : Nm−1 → Rn2−1 is a parallel isometric immersion.
Moreover, the second and fourth possibilities hold globally if Mn is complete and simply
connected.
Notice that case (iv) (respectively, (iii)) can occur only if n2 ≥ m (respectively,
n2 ≥ m− 1), and f must be totally geodesic if equality holds. Therefore, a nontotally
geodesic parallel isometric immersion f : Mm → Qn1k1 ×R
n2 , k1 6= 0, n2 ≤ m−1, must be
either as in (ii) or a parallel isometric immersion into a slice Qn1k1 × {x2} ⊂ Q
n1
k1
× Rn2.
Moreover, in the last case one must have n1 ≥ m + 1. This extends the results in [4]
and [18] for the case of hypersurfaces of Qnk × R.
As a consequence of Theorems 1 and 2, we obtain the classification of totally geodesic
submanifolds of Qn1k1 ×Q
n2
k2
.
Corollary 3. Let f : Mm → Qn1k1 ×Q
n2
k2
, (k1, k2) 6= (0, 0), be a totally geodesic isometric
immersion. Then one of the following possibilities holds:
(i) f is a totally geodesic isometric immersion into a slice of Qn1k1 ×Q
n2
k2
;
(ii) There exist a local isometry φ: Mm → Qm1k1 ×Q
m2
k2
and a totally geodesic inclusion
j = j1 × j2: Q
m1
k1
×Qm2k2 → Q
n1
k1
×Qn2k2 such that f = j ◦ φ.
(iii) k1k2 > 0 and there exist a local isometry φ: M
m → Qmk , k = k1k2/(k1+ k2), and a
totally geodesic inclusion j = j1×j2: Q
m
k1
×Qmk2 → Q
n1
k1
×Qn2k2 such that f = j◦g◦φ,
where g: Qmk → Q
m
k1
×Qmk2 is as in (1).
(iv) k1k2 = 0, say, k2 = 0, and there exist a local isometry φ: M
m → Rm = R×Rm−1, a
unit-speed geodesic γ: R→ Q1k1×R and a totally geodesic inclusion j: Q
1
k1
×Rm →
Q
n1
k1
× Rn2 such that f = j ◦ (γ × id) ◦ φ, where id: Rm−1 → Rm−1 is the identity.
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Throughout the paper we use the framework introduced in [12] for studying sub-
manifolds of products of space forms. As a main tool for the proofs of Theorems 1
and 2 we derive reduction of codimension theorems of independent interest for arbitrary
submanifolds of products of space forms, some of which extend well-known results for
submanifolds of space forms.
In the last part of the paper we apply them to study umbilical submanifolds of a
product of two space forms. Recall that an isometric immersion f : Mm → M˜n between
Riemannian manifolds is umbilical if there exists a normal vector field ζ along f such
that its second fundamental form satisfies α(X, Y ) = 〈X, Y 〉ζ for all X, Y ∈ TM . One
main motivation for this study is a theorem by Nikolayevsky (see Theorem 1 of [15]),
which states that any umbilical submanifold of a symmetric space N is an umbilical
submanifold of a product of space forms totally geodesically embedded in N .
We prove the following result, which reduces the classification of m-dimensional
umbilical submanifolds of Qn1k1 × Q
n2
k2
, m ≥ 3 and k1 + k2 6= 0, to the cases in which
either n1 ∈ {m,m + 1} and n2 = 1 or n2 ∈ {m,m + 1} and n1 = 1, or equivalently,
by passing to the universal coverings, to the classification of m-dimensional umbilical
submanifolds of codimension two of Sn ×R and Hn ×R. Here Sn and Hn stand for the
sphere and hyperbolic space, respectively. The case of Sn × R was carried out in [13],
extending previous results in [16] and [18] for hypersurfaces.
Theorem 4. Let f : Mm → Qn1k1 × Q
n2
k2
, with m ≥ 3 and k1 + k2 6= 0, be an umbilical
nontotally geodesic isometric immersion. Then one of the following possibilities holds:
(i) f is an umbilical isometric immersion into a slice of Qn1k1 ×Q
n2
k2
;
(ii) there exist umbilical isometric immersions fi: M
m → Qni
k˜i
, 1 ≤ i ≤ 2, with k˜1 =
k1 cos
2 θ and k˜2 = k2 sin
2 θ for some θ ∈ (0, π/2), such that f = (cos θf1, sin θf2).
(iii) after possibly reordering the factors, we have k1 > 0 (resp., k1 ≤ 0) and f ◦ Π˜ =
j ◦ Π ◦ f˜ (resp., f = j ◦ Π ◦ f˜), where Π˜: M˜m → Mm is the universal covering of
Mm, f˜ : M˜m → R× Qm+δk2 (resp., f˜ : M
m → R×Qm+δk2 ) is an umbilical isometric
immersion with δ ∈ {0, 1}, j: Q1k1 × Q
m+δ
k2
→ Qn1k1 × Q
n2
k2
is totally geodesic and
Π: R×Qm+δk2 → Q
1
k1
×Qm+δk2 is a locally isometric covering map (resp., isometry).
In particular, it follows from Theorem 4 that there does not exist an umbilical
nontotally geodesic m-dimensional submanifold of Qn1k1 × Q
n2
k2
, k1 + k2 6= 0, if m is
greater than both n1 and n2.
We point out that umbilical nontotally geodesic submanifolds of Qn1k1 ×Q
n2
k2
have been
alternatively described by Nikolayevsky as intersections of Qn1k1 ×Q
n2
k2
with its osculating
spaces at generic points in the flat underlying ambient space (see Theorem 2 of [15]).
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2 Preliminaries
Let πi: Q
n1
k1
×Qn2k2 → Q
ni
ki
denote the canonical projection, i = 1, 2. By abuse of notation,
we denote by the same letter its derivative, which we regard as a section of either
T (Qn1k1 ×Q
n2
k2
)∗ ⊗ TQniki or T (Q
n1
k1
×Qn2k2 )
∗ ⊗ T (Qn1k1 ×Q
n2
k2
). Then, the curvature tensor
R¯ of Qn1k1 ×Q
n2
k2
can be written as
R¯(X, Y ) = k1(X ∧ Y −X ∧ π2Y − π2X ∧ Y ) + (k1 + k2)π2X ∧ π2Y,
where (X ∧ Y )Z = 〈Y, Z〉X − 〈X,Z〉Y .
Let f : M → Qn1k1×Q
n2
k2
be an isometric immersion of a Riemannian manifold. Denote
by R and R⊥ the curvature tensors of the tangent and normal bundles TM and NfM ,
respectively, by α = αf ∈ Γ(T
∗M ⊗ T ∗M ⊗ NfM) the second fundamental form of f
and by Aη = A
f
η its shape operator in the normal direction η, given by
〈AηX, Y 〉 = 〈α(X, Y ), η〉
for all X, Y ∈ TM . Set
L = Lf := π2 ◦ f∗ ∈ Γ(T
∗M ⊗ TQn2k2 ) and K = K
f := π2|NfM ∈ Γ((NfM)
∗ ⊗ TQn2k2 ).
We can write
L = f∗R + S and K = f∗S
t + T, (2)
where
R = Rf := LtL, S = Sf := KtL and T = T f := KtK.
The tensors R, S and T were introduced in [12]. Note that R and T are symmetric.
Using (2), one can check by applying π22 = π2 to tangent and normal vectors, and then
taking tangent and normal components, that they satisfy the algebraic relations
StS = R(I − R), TS = S(I − R) and SSt = T (I − T ). (3)
In particular, from the first and third equations, respectively, it follows that R and
T are in fact nonnegative operators whose eigenvalues lie in [0, 1]. On the other hand,
taking tangent and normal components in ∇π2 = 0 and using the Gauss and Weingarten
formulae yields the differential equations
(∇XR)Y = ASYX + S
tα(X, Y ), (4)
(∇XS)Y = Tα(X, Y )− α(X,RY ) (5)
and
(∇XT )η = −SAηX − α(X,S
tη). (6)
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The Gauss, Codazzi and Ricci equations of f are, respectively,
R(X, Y )Z = (k1(X ∧ Y −X ∧ RY − RX ∧ Y ) + (k1 + k2)RX ∧ RY )Z
+Aα(Y,Z)X −Aα(X,Z)Y,
(7)
(∇⊥Xα)(Y, Z)− (∇
⊥
Y α)(X,Z) = 〈ΦX,Z〉SY − 〈ΦY, Z〉SX (8)
and
R⊥(X, Y )η = α(X,AηY )− α(AηX, Y ) + (k1 + k2)(SX ∧ SY )η. (9)
where Φ = k1I − (k1 + k2)R. The Codazzi equation (8) can also be written as
(∇YA)(X, ξ)− (∇XA)(Y, ξ) = 〈SX, ξ〉ΦY − 〈SY, ξ〉ΦX. (10)
We use the fact that QNk , k 6= 0, admits a canonical isometric embedding in R
N+1
σ(k)
as (a connected component of, if k < 0)
QNk = {X ∈ R
N+1
σ(k) : 〈X,X〉 = 1/k}.
Here, for k ∈ R we set σ(k) = 1 if k < 0 and σ(k) = 0 otherwise, and as a subscript of
an Euclidean space it means the index of the corresponding flat metric. Thus, Qn1k1 ×Q
n2
k2
admits a canonical isometric embedding
h: Qn1k1 ×Q
n2
k2
→ RN1
σ(k1)
× RN2
σ(k2)
= RN1+N2µ , (11)
with µ = σ(k1) + σ(k2), Ni = ni + 1 if ki 6= 0 and Ni = ni otherwise, in which case Q
ni
ki
stands for Rni.
Denote by π˜i: R
N1+N2
µ → R
Ni
σ(ki)
the canonical projection, i = 1, 2. Then, the normal
space of h at each point z ∈ Qn1k1 × Q
n2
k2
is spanned by k1π˜1(h(z)) and k2π˜2(h(z)), and
the second fundamental form of h is given by
αh(X, Y ) = −k1〈π1X, Y 〉π˜1 ◦ h− k2〈π2X, Y 〉π˜2 ◦ h. (12)
Given an isometric immersion f : M → Qn1k1 × Q
n2
k2
, set F = h ◦ f . If ki 6= 0, write
ki = ǫi/r
2
i , where ǫi is either 1 or −1, according as ki > 0 or ki < 0, respectively. If
k1 6= 0, then the unit vector field ν1 = ν
F
1 =
1
r1
π˜1 ◦ F is normal to F , and
∇˜Xν1 =
1
r1
π˜1F∗X =
1
r1
(F∗X − h∗LX),
where ∇˜ stands for the derivative in RN1+N2µ . Hence
F∇⊥Xν1 = −
1
r1
h∗SX and A
F
ν1
= −
1
r1
(I − R). (13)
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If k2 6= 0, then ν2 = ν
f˜
2 =
1
r2
π˜2 ◦ F is also a unit normal vector field to F such that
∇˜Xν2 =
1
r2
π˜2F∗X =
1
r2
h∗LX.
Thus
F∇⊥Xν2 =
1
r2
h∗SX and A
F
ν2
= −
1
r2
R. (14)
Set
ϑ = −
ǫ1
r1
ν1 +
ǫ2
r2
ν2. (15)
Then 〈ϑ, ϑ〉 = ǫ1
r2
1
+ ǫ2
r2
2
= k1 + k2 and 〈ϑ, F 〉 = 0. Moreover,
AFϑ = Φ and
F∇⊥Xϑ = (k1 + k2)h∗SX. (16)
For later use we prove the following fact.
Proposition 5. Let f : M → N and g: N → Qn1k1 ×Q
n2
k2
be isometric immersions. Then
the tensors Rg, Sg and T g of g and RF , SF and T F of F = g ◦ f are related by
〈RFX, Y 〉 = 〈Rgf∗X, f∗Y 〉, 〈S
FX, g∗ξ〉 = 〈R
gf∗X, ξ〉, 〈S
FX, ζ〉 = 〈Sgf∗X, ζ〉, (17)
〈T Fg∗η, g∗ξ〉 = 〈R
gη, ξ〉, 〈T Fg∗η, ζ〉 = 〈S
gη, ζ〉, 〈T F ζ, β〉 = 〈T gζ, β〉 (18)
for all X, Y ∈ TM , ξ, η ∈ NfM and ζ, β ∈ NgN .
Proof: Notice that NFM = g∗NfM ⊕NgN . Given X ∈ TM we have
g∗f∗R
FX + SFX = F∗R
FX + SFX = π2F∗X = π2g∗f∗X = g∗R
gf∗X + S
gf∗X.
Taking the inner product of both sides of the preceding equation with F∗Y = g∗f∗Y ,
g∗ξ and ζ , respectively, gives the three equations in (17). For η ∈ NfM we have
g∗R
gη + Sgη = π2g∗η = F∗(S
F )tg∗η + T
Fg∗η = g∗f∗(S
F )tg∗η + T
Fg∗η.
Taking the inner product of the above equation with F∗Y = g∗f∗Y gives again the
second equation in (17). Taking the inner product with g∗ξ and ζ gives the first two
relations in (18). To prove the last equation in (18), for any ζ ∈ NgN write
g∗(S
g)tζ + T gζ = π2ζ = F∗(S
F )tζ + T F ζ = g∗f∗(S
F )tζ + T F ζ
and take the inner product of both sides with β. Notice that taking the inner product
with F∗Y and g∗η gives again the third equation in (17) and the second one in (18).
We also state as a lemma the following observation.
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Lemma 6. Let f : M → Qm1k1 ×Q
m2
k2
be an isometric immersion and let j: Qm1k1 ×Q
m2
k2
→
Qn1k1 ×Q
n2
k2
be a totally geodesic inclusion. Set F = j ◦ f . Then the tensors Rf , Sf and
T f of f and RF , SF and T F of F are related by
RF = Rf , SF = j∗S
f and T F j∗ = j∗T
f (19)
We conclude this section by listing well known formulae for the second fundamental
form and normal connection of a composition of isometric immersions. We omit the
proofs, which follow by a straightforward application of the Gauss and Weingarten
formulae.
Proposition 7. Let f : M → N and g: N → P be isometric immersions. Set F = g◦f .
Then NFM = g∗NfM⊕NgN and the second fundamental forms and normal connections
of f , g and F are related by
αF (X, Y ) = g∗αf(X, Y ) + αg(f∗X, f∗Y ), (20)
F∇⊥Xg∗ξ = g∗
f∇⊥Xξ + αg(f∗X, ξ), (
F∇⊥Xζ)NgN =
g∇⊥f∗Xζ (21)
and
〈F∇⊥Xζ, g∗ξ〉 = −〈A
g
ζf∗X, ξ〉 (22)
for all X ∈ TM, ξ ∈ NfM and ζ ∈ NgN .
3 Products of isometric immersions
We start this section by characterizing isometric immersions into a slice of Qn1k1 × Q
n2
k2
as those for which either R or I − R vanishes identically.
Proposition 8. Let f : Mm → Qn1k1 ×Q
n2
k2
be an isometric immersion. Then f(Mm) ⊂
Q
n1
k1
× {x2} for some {x2} ∈ Q
n2
k2
if and only if R = 0.
Proof: We have f(Mm) ⊂ Qn1k1 ×{x2} for some {x2} ∈ Q
n2
k2
if and only π2 ◦f∗ = 0, which
is equivalent to R = 0.
Next we show that products
f = f1 × f2: M
m =Mm11 ×M
m2
2 → Q
n1
k1
×Qn2k2
of isometric immersions are characterized by having vanishing tensor S.
Lemma 9. Let f : Mm → Qn1k1 × Q
n2
k2
be an isometric immersion. Then ker S splits
orthogonally pointwise as
ker S = kerR⊕ ker(I − R).
Moreover, the following holds:
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(i) If ker S has constant dimension, then it is a smooth subbundle of TM and so are
kerR and ker(I − R);
(ii) If S = 0 then kerR and ker(I − R) are parallel subbundles of TM .
Proof: The first assertion follows from the first equation in (3). Assume that ker S =
(Im St)⊥ has constant dimension k on Mm. Given x ∈Mm, let ξ1, . . . , ξm−k be normal
vectors at x such that {Stξi}1≤i≤m−k is linearly independent. Extend ξ1, . . . , ξm−k to
smooth normal vector fields on a neighborhood of x. Then {Stξi}1≤i≤m−k is still linearly
independent on a (possibly smaller) neighborhood V of x, hence it spans the image of
St on V . It follows that Im St, and hence ker S, is a smooth distribution. Moreover,
using the lower semicontinuity of the rank of both R and I − R we easily obtain that
Aℓ = {x ∈ M : kerR(x) = ℓ} is an open subset of M
m for any 0 ≤ ℓ ≤ m. Hence
Mm = Aℓ for some ℓ ∈ {0, . . . , m}, that is, kerR has constant dimension ℓ on M
m.
Arguing as before we conclude that kerR = Im (I −R) and ker(I −R) = Im R are also
smooth. Finally, from (4) we obtain that ∇R = 0 if S = 0, and (ii) follows.
Proposition 10. Let f : Mm → Qn1k1 × Q
n2
k2
be an isometric immersion. Then Mm is
locally a Riemannian productMm = Mm11 ×M
m2
2 and f = f1×f2, where fi: M
mi
i → Q
ni
ki
,
1 ≤ i ≤ 2, is an isometric immersion, if and only if S = 0 and neither R = 0 nor R = I.
The “if” part holds globally if Mn is complete and simply connected.
Proof: Assume that Mm is locally a Riemannian product Mm = Mm11 × M
m2
2 and
f = f1 × f2, where fi: M
mi
i → Q
ni
ki
, 1 ≤ i ≤ 2, is an isometric immersion. Then TM
splits orthogonally as TM = TM1 ⊕ TM2, with f∗TMi = fi∗TMi ⊂ TQ
ni
ki
, 1 ≤ i ≤ 2.
Hence R = 0 on TM1 and R = I on TM2. Thus S
tS = R(I − R) = 0, and therefore
S = 0.
Conversely, suppose that S = 0 and that neither R = 0 nor R = I. Then kerR
and ker(I − R) are nontrivial parallel subbundles of TM , and TM splits orthogonally
as TM = kerR ⊕ ker(I − R) by Lemma 9. That Mm splits locally as a Riemannian
product Mm = M1 ×M2 then follows from the local version of de Rham theorem.
Since S = 0, formula (5) becomes
αf(RX, Y ) = Tαf(X, Y )
for all X, Y ∈ TM . The right-hand-side is symmetric with respect to X and Y , so the
same holds for the left-hand-side, i.e.,
αf(RX, Y ) = αf (X,RY )
for all X, Y ∈ TM . It follows that αf (X, Y ) = 0 if X ∈ kerR and Y ∈ ker(I −R).
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Set F = h◦ f , where h is the inclusion of Qn1k1 ×Q
n2
k2
into RN1+N2µ = R
N1
σ(k1)
×RN2
σ(k2)
as
in (11). Then the second formulas in (13) and (14) show that we also have αF (X, Y ) = 0
if X ∈ kerR and Y ∈ ker(I −R). Define
V1 = span{F∗(x)X : x ∈M
m, X ∈ kerR(x)}
and
V2 = span{F∗(x)X : x ∈ M
m, X ∈ ker(I −R(x))}.
Since π˜2(F∗ kerR) = {0} = π˜1(F∗ ker(I − R)), we have V1 ⊂ R
N1
σ(k1)
and V2 ⊂ R
N2
σ(k2)
.
As in the proof of Moore’s Lemma [14], it follows that there exist isometric immersions
F1: M1 → R
N1
σ(k1)
and F2: M2 → R
N2
σ(k2)
such that F (x, y) = (F1(x), F2(y)). Since
F (M1 ×M2) = F1(M1)× F2(M2) ⊂ Q
n1
k1
×Qn2k2 ,
we have that Fi = ji ◦ fi for some isometric immersions fi: Mi → Q
ni
ki
, 1 ≤ i ≤ 2, where
ji is the inclusion of Q
ni
ki
into RNi
σ(ki)
.
The global assertion follows as before from the global version of de Rham Theorem.
4 A reduction of codimension theorem
We say that an isometric immersion f : Mm → Qn1k1 × Q
n2
k2
reduces codimension on the
left by ℓ if there exists a totally geodesic inclusion j1: Q
m1
k1
→ Qn1k1 with n1−m1 = ℓ and
an isometric immersion f¯ : Mm → Qm1k1 ×Q
n2
k2
such that f = (j1 × id) ◦ f¯ . Similarly we
define what it means by f reducing codimension on the right. In this section we give
necessary and sufficient conditions for an isometric immersion f : Mm → Qn1k1 × Q
n2
k2
to
reduce codimension on the left or on the right. We start with the following observation.
Lemma 11. Let f : Mm → Qn1k1 ×Q
n2
k2
be an isometric immersion. Then
S(TM)⊥ = U ⊕ V, where U = ker T and V = ker(I − T ).
Proof: It follows from the third equation in (3) that ker T (I − T ) = ker St = S(TM)⊥,
hence the restriction of T to S(TM)⊥ is the orthogonal projection onto V .
The following result and its corollary are the analogues for isometric immersions
into products of space forms of the well known criterion for reduction of codimension
of isometric immersions into space forms (see, e.g., Proposition 4.1 and Corollary 4.2 in
Chapter 4 of [6]). We restrict ourselves to stating the results for reduction of codimension
on the left, for the case of reduction of codimension on the right is completely similar,
just by replacing the vector subbundle U by V in what follows.
Given an isometric immersion f : M → N between Riemannian manifolds, its first
normal space at x ∈ M is the subspace N1(x) of NfM(x) spanned by the image of its
second fundamental form αf (x).
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Theorem 12. Let f : Mm → Qn1k1 ×Q
n2
k2
be an isometric immersion. Then the following
assertions are equivalent:
(i) f reduces codimension on the left by ℓ;
(ii) There exists a subbundle L of rank ℓ of NfM such that L is parallel in the normal
connection and L ⊂ U ∩N⊥1 .
Proof: Assume that there exists a totally geodesic inclusion j1: Q
m1
k1
→ Qn1k1 with ℓ =
n1 −m1 and an isometric immersion f¯ : M
m → Qm1k1 × Q
n2
k2
such that f = j ◦ f¯ , where
j = j1 × id. Set
L = Nj1Q
m1
k1
= Nj(Q
m1
k1
×Qn2k2 ) ⊂ NfM.
Since j is totally geodesic, it follows from (20) (with f¯ , j and f playing the roles of
f , g and F , respectively) that N1 ⊂ L
⊥, hence L ⊂ N⊥1 . Also because j is totally
geodesic, we obtain from (22) that L is parallel in the normal connection. Finally, since
π2 vanishes on L = NjQ
m1
k1
, it follows that L ⊂ U .
Now we prove the converse. Set F = h ◦ f , where h is as in (11). For any ξ ∈ NfM ,
using (12) we obtain
∇˜Xh∗ξ = h∗∇
⊥
Xξ − F∗AξX + αh(f∗X, ξ) = h∗∇
⊥
Xξ − F∗AξX − 〈SX, ξ〉ϑ, (23)
with ϑ as in (15). Given ξ ∈ L, using that L is parallel in the normal connection and
that L ⊂ U ∩N⊥1 it follows from (23) that
∇˜Xh∗ξ = h∗∇
⊥
Xξ ∈ h∗L. (24)
This shows that W := h∗L is a constant subspace in R
N1+N2
µ . Moreover, we have that
π˜2h∗ξ = h∗π2ξ = h∗Tξ = 0, because π2|S(TM)⊥ = T and ξ ∈ U = ker T . Hence π˜2|W = 0.
Claim: π˜1(F (M
m)) ⊂ Qn1k1 ∩W
⊥.
Given ξ ∈ L(x), x ∈Mn and X ∈ TxM
n, we have using (24) that
X〈π˜1 ◦ F, h∗ξ〉 = 〈π˜1F∗X, h∗ξ〉 = −〈SX, ξ〉 = 0,
since L ⊂ U ⊂ S(TM)⊥. Hence π˜1(F (M
n)) ⊂ π˜1(F (x0)) +W
⊥ for any fixed x0 ∈ M
n.
But π˜1(F (x0)) ∈ W (x0)
⊥ = W⊥, hence π˜1(F (M
n)) ⊂ Qn1k1 ∩W
⊥ as claimed.
Corollary 13. Let f : Mm → Qn1k1 × Q
n2
k2
be an isometric immersion. Assume that
U ∩N⊥1 is a vector subbundle of NfM with rank ℓ satisfying
∇⊥(U ∩N⊥1 ) ⊂ N
⊥
1 . (25)
Then f reduces codimension on the left by ℓ.
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Proof: By Theorem 12, it suffices to prove that
∇⊥(U ∩N⊥1 ) ⊂ U. (26)
But this follows from (6), for it implies for all ξ ∈ U ∩N⊥1 and X ∈ TM that
T∇⊥Xξ = ∇
⊥
XTξ = 0.
In case U∩N⊥1 is a vector subbundle of the normal bundle of an isometric immersion
f : Mn → Qn1k1 × Q
n2
k2
, the next result gives necessary and sufficient conditions for (25)
to hold in terms of its normal curvature tensor and mean curvature vector field. It is
the version for submanifolds of products of space forms of a theorem by Dajczer for
submanifolds of space forms (see [5] or Theorem 4.4 in [6]).
Theorem 14. Let f : Mm → Qn1k1 × Q
n2
k2
be an isometric immersion. Assume that
U ∩ N⊥1 is a vector subbundle of NfM . Then ∇
⊥(U ∩ N⊥1 ) ⊂ N
⊥
1 if and only if the
following conditions hold:
(i) ∇⊥R⊥|U∩N1⊥ = 0,
(ii) ∇⊥(U ∩N⊥1 ) ⊂ {H}
⊥.
Proof: Assume that ∇⊥(U ∩N⊥1 ) ⊂ N
⊥
1 . Then (ii) is clear. By the Ricci equation (9),
for any ξ ∈ U ∩N1
⊥ ⊂ S(TM)⊥ ∩N⊥1 we have
R⊥(X, Y )ξ = α(X,AξY )− α(AξX, Y ) + (k1 + k2)(SX ∧ SY )ξ = 0.
Using that ∇⊥Zξ ∈ U ∩N
⊥
1 by (26) and the assumption, we obtain(
∇⊥ZR
⊥
)
(X, Y, ξ) = ∇⊥ZR
⊥(X, Y )ξ −R⊥(∇ZX, Y )ξ −R
⊥(X,∇ZY )ξ−
−R⊥(X, Y )∇⊥Zξ = 0.
Hence ∇⊥R⊥|U∩N1⊥ = 0.
We now prove the converse. Let ξ ∈ U ∩N⊥1 . We must prove that ∇
⊥
Zξ ∈ N
⊥
1 for all
Z ∈ TM . We obtain from (i) that R⊥(X, Y )∇⊥Zξ = 0. Since ∇
⊥
Zξ ∈ U ⊂ S(TM)
⊥ by
(26), the Ricci equation (9) yields
[
A∇⊥
Z
ξ, A∇⊥
W
ξ
]
= 0 for all W,Z ∈ TM.
Hence, at any x ∈M there exists an orthonormal basis {E1(x), · · · , Em(x)} of TxM
that diagonalizes simultaneously the family of operators
{
A∇⊥
X
ξ : X ∈ TxM
}
. Then
〈α(Ei, Ej),∇
⊥
Ek
ξ〉 = 〈A∇⊥
Ek
ξEi, Ej〉 = 0, if i 6= j.
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Using that ξ ∈ U ∩ N⊥1 ⊂ S(TM)
⊥ ∩ N⊥1 , we obtain from the Codazzi equation (10)
that
A∇⊥
X
ξY = A∇⊥
Y
ξX for all X, Y ∈ TM,
which implies that A∇⊥
Ei
ξEj = 0 for i 6= j. Hence
〈α(Ej, Ej),∇
⊥
Ek
ξ〉 = 〈A∇⊥
Ek
ξEj , Ej〉 = 0
if k 6= j. Finally, using condition (ii) and the above we obtain
〈α(Ej, Ej),∇
⊥
Ej
ξ〉 = n〈H,∇⊥Ejξ〉 = 0.
Hence ∇⊥Zξ ∈ N
⊥
1 for all Z ∈ TM .
Remark 15. Given an isometric immersion f : Mm → Qnk × R, let
∂
∂t
be a unit vector
field tangent to the second factor. Then, a tangent vector field Z on Mm and a normal
vector field η along f are defined by
∂
∂t
= f∗Z + η.
The tensors R, S and T associated to f are given by
RX = 〈X,Z〉Z, SX = 〈X,Z〉η and Tξ = 〈ξ, η〉η.
Then U = ker T = {η}⊥, hence U ∩ N⊥1 = (N1 + span{η})
⊥. Thus, condition (25) is
equivalent to
∇⊥N1 ⊂ N1 + span{η}.
Therefore, in this case Corollary 13 and Theorem 14 reduce to Lemma 6 and Theorem 7
of [13], respectively.
5 Weighted sums of isometric immersions
Given a, b ∈ R∗ with a2+b2 = 1, set k˜1 = a
2k1 and k˜2 = b
2k2. Let fi: M
m → Qni
k˜i
⊂ RNi
σ(ki)
be isometric immersions, 1 ≤ i ≤ 2. Then f = (af1, bf2): M
m → RN1+N2µ is an isometric
immersion that takes values in Qn1k1 ×Q
n2
k2
. We call f the weighted sum of f1 and f2 with
weights a and b. The normal space of f (in RN1+N2µ ) is the orthogonal sum
NfM = Nf1M ⊕Nf2M ⊕W,
where W = span{−bf1∗X + af2∗X : X ∈ TM}. We have
(π2 ◦ f∗)X = bf2∗X = f∗b
2X + ab(−bf1∗X + af2∗X),
with −bf1∗X + af2∗X ∈ NfM , hence R = b
2I and SX = ab(−bf1∗X + af2∗X) for any
X ∈ TM . In particular, we have S(TM) = W .
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Example 16 Let k1, k2 ∈ R with k1k2 > 0 and set
a :=
√
k2
k1 + k2
, b :=
√
k1
k1 + k2
and ǫ = σ(k1) = σ(k2).
Given Ti ∈ Oǫ(n + 1), 1 ≤ i ≤ 2, define G: R
n+1
ǫ → R
2n+2
2ǫ = R
n+1
ǫ ⊕ R
n+1
ǫ by
G(x) = (aT1(x), bT2(x)).
Then G(Qnk) ⊂ Q
n
k1
× Qnk2 , k = k1k2/(k1 + k2), thus G|Qnk = h ◦ g for some isometric
immersion g: Qnk → Q
n
k1
×Qnk2 , where h is as in (11). Since G(Q
n
k) = V ∩Q
2n+1
k , where
V = G(Rn+1ǫ ), it follows that h¯◦g is totally geodesic, where h¯: Q
n
k1
×Qnk2 → Q
2n+1
k is the
inclusion. Hence g is totally geodesic. Moreover, Rg = b2I by the preceding discussion.
The following result shows that weighted sums of isometric immersions are charac-
terized by the fact that the tensor R is a multiple of the identity tensor.
Proposition 17 Let f : Mm → Qn1k1 × Q
n2
k2
be an isometric immersion. Then the fol-
lowing assertions are equivalent:
(i) there exist isometric immersions fi: M
m → Qni
k˜i
⊂ RNi
σ(ki)
, 1 ≤ i ≤ 2, with k˜1 =
k1 cos
2 θ and k˜2 = k2 sin
2 θ for some θ ∈ (0, π/2), such that f = (cos θf1, sin θf2);
(ii) R = sin2 θI for some θ ∈ (0, π/2).
Proof: We have that R = sin2 θI for some θ ∈ (0, π/2) if and only if the tensor L = π2◦f∗
satisfies
LtL = R = sin2 θI.
This is equivalent to π2 ◦ f∗ being a similarity of ratio sin θ. In turn, this holds if
and only if there exist isometric immersions fi: M
m → Qni
k˜i
⊂ Rni+1, 1 ≤ i ≤ 2, with
k˜1 = k1 cos
2 θ and k˜2 = k2 sin
2 θ, such that π1 ◦ f = cos θf1 and π2 ◦ f = sin θf2.
6 A further theorem on reduction of codimension
We derive in this section necessary and sufficient conditions for the image of an isometric
immersion f : Mm → Qn1k1 × Q
n2
k2
to be contained in the totally geodesic submanifold of
Example 16. This will be used in the proof of Theorem 1 in the next section. We need
some preliminary results.
Lemma 18. Let f : Mm → Qn1k1 × Q
n2
k2
be an isometric immersion. Then ∇R = 0 if
and only if S(TM) ⊂ N⊥1 .
14
Proof: By (4), we have that ∇R = 0 if and only if
ASYX + S
tα(X, Y ) = 0
for all X, Y ∈ TM . This is equivalent to
〈α(X,Z), SY 〉 = −〈α(X, Y ), SZ〉
for all X, Y, Z ∈ TM . Hence, ∇R = 0 if and only if the trilinear form β given by
β(X, Y, Z) = 〈α(X, Y ), SZ〉
is skew-symmetric in the last two variables. Since β is symmetric in the first two
variables, it follows from the next lemma, called the Braid Lemma (see Section 9.5.4.9
of [2]), that this is the case if and only if β vanishes.
Lemma 19 Let β: V × V × V → W be a trilinear map. If β is symmetric in the first
two variables and skew-symmetric in the last two, then β = 0.
Proof: For any X, Y, Z ∈ V we have
β(X, Y, Z) = −β(X,Z, Y ) = −β(Z,X, Y ) = β(Z, Y,X) = β(Y, Z,X) = −β(Y,X, Z)
= −β(X, Y, Z),
hence β = 0.
Lemma 20. Let f : Mm → Qn1k1 ×Q
n2
k2
be an isometric immersion. If L is a subbundle
of S(TM)⊥ such that
(T − λI)L ⊂ L⊥ for some λ ∈ R,
then (λ ∈ [0, 1] and ) π2|L is a similarity of ratio λ.
Proof: Since L ⊂ S(TM)⊥ and T |S(TM)⊥ = π2|S(TM)⊥, we have for all ξ, η ∈ L that
〈π2ξ, π2η〉 = 〈π2ξ, η〉 = 〈Tξ, η〉 = λ〈ξ, η〉.
Lemma 21. Let f : Mm → Qn1k1 × Q
n2
k2
, k1k2 6= 0, be an isometric immersion with
Φ = 0. Then k1k2 > 0 and R = b
2I, with b :=
√
k1
k1+k2
.
Proof: Since
0 = Φ = k1I − (k1 + k2)R,
if k1 + k2 = 0 then k1 = 0, in contradiction with the assumption that k1k2 6= 0.
Hence k1 + k2 6= 0 and R = λI with λ =
k1
k1+k2
∈ (0, 1). In particular, we have that
k1k2
(k1+k2)2
= λ(1− λ) > 0, hence k1k2 > 0.
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Theorem 22. Let f : Mm → Qn1k1 × Q
n2
k2
, k1k2 6= 0, be an isometric immersion. Then
the following assertions are equivalent:
(i) k1k2 > 0 and there exist ℓ ≥ 0, an isometric immersion f¯ : M
m → Qm+ℓk , with
k = k1k2/(k1+ k2), and a totally geodesic inclusion j: Q
m+ℓ
k1
×Qm+ℓk2 → Q
n1
k1
×Qn2k2
such that
f = j ◦ g ◦ f¯ ,
where g: Qm+ℓk → Q
m+ℓ
k1
×Qm+ℓk2 is the totally geodesic embedding of Example 16.
(ii) Φ = 0 and there exists a subbundle Lℓ of S(TM)⊥ such that N1 ⊂ L, L is parallel
in the normal connection and (T − b2I)L ⊂ L⊥, where b :=
√
k1
k1+k2
.
Proof: Let us prove that (ii) implies (i). By Lemma 21, we have k1k2 > 0, hence
σ(k1) = σ(k2) := ǫ ∈ {0, 1}. Let h: Q
n1
k1
×Qn2k2 → R
N
2ǫ, N = n1+n2+2, be the canonical
inclusion and set F = h ◦ f .
Claim 1: V := F∗TM ⊕ h∗L⊕ span{F} is a constant subspace of R
N
2ǫ.
To prove Claim 1, it suffices to show that the orthogonal complement V ⊥ of V in
RN2ǫ is a constant subspace. We have
V ⊥ = h∗L
⊥ ⊕ span{ϑ},
where ϑ is as in (15). By the assumption and the first equation in (16) we have
AFϑ = Φ = 0.
Using this and the second equation in (16) we obtain
∇˜Xϑ = −F∗A
F
ϑX +
F∇⊥Xϑ = (k1 + k2)h∗SX ∈ h∗L
⊥ ⊂ V ⊥,
because S(TM) ⊂ L⊥ by assumption. On the other hand, using that L is parallel in
the normal connection and that L⊥ ⊂ N⊥1 we have
∇˜Xh∗ξ = h∗∇¯Xξ + αh(f∗X, ξ) = h∗∇
⊥
Xξ − 〈SX, ξ〉ϑ ∈ V
⊥
for all ξ ∈ L⊥, where ∇¯ stands for the connection on Qn1k1 ×Q
n2
k2
. Thus Claim 1 is proved.
Since F∗TM ⊂ V , we have that F (M) ⊂ V , because V contains the position vector
at any point.
Claim 2: π˜2|V is a similarity of ratio b.
Since L ⊂ S(TM)⊥ and (T − b2I)L ⊂ L⊥ by assumption, it follows from Lemma 20
that π˜2|h∗L is a similarity of ratio b. We also have that
〈π˜2F, π˜2F 〉 =
1
k2
= b2
k1 + k2
k1k2
= b2〈F, F 〉
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and that π˜2|F∗TM is a similarity of ratio b, because R = b
2I by Lemma 21. The proof of
Claim 2 is completed by noticing that
〈π˜2F, π˜2F∗X〉 = 〈π˜2F, F∗X〉 = 0,
〈π˜2F, π˜2h∗ξ〉 = 〈π˜2F, h∗ξ〉 = 0
and
〈π˜2F∗X, π˜2h∗ξ〉 = 〈SX, ξ〉 = 0
for any ξ ∈ L.
Let ℓ be the rank of L, set a =
√
k2
k1+k2
and denote by Rm+ℓ+1 the image of both
π˜1|V and π˜2|V in R
n1+1
ǫ and R
n2+1
ǫ , respectively. By Claim 2, we have that T1 = a
−1π˜1|V
and T2 = b
−1π˜2|V are linear isometries onto R
m+ℓ+1
ǫ , and
V = {G(X) := (aT1(X), bT2(X)) : X ∈ R
m+ℓ+1
ǫ }.
Let g = G|
Q
m+ℓ
k
: Qm+ℓk → Q
m+ℓ
k1
×Qm+ℓk2 be the totally geodesic embedding in Example 16
with g(Qm+ℓk ) = V ∩Q
2m+2ℓ+1
k .
Since f(M) ⊂ g(Qm+ℓk ) ⊂ Q
m+ℓ
k1
×Qm+ℓk2 ⊂ Q
n1
k1
×Qn2k2 , it follows that f = j ◦ f˜ , where
j: Qm+ℓk1 ×Q
m+ℓ
k2
→ Qn1k1 ×Q
n2
k2
is a totally geodesic inclusion and f˜ : M → Qm+ℓk1 ×Q
m+ℓ
k2
is
an isometric immersion with f˜(M) ⊂ g(Qm+ℓk ). Therefore, f˜ = g ◦ f¯ for some isometric
immersion f¯ : Mn → Qm+ℓk .
For the converse, define L = j∗g∗Nf¯M . From formula (20), with f¯ , j ◦ g and f
playing the roles of f , g and F in that formula, respectively, it follows that Nf1 ⊂ L,
because j ◦ g is totally geodesic. That L is parallel in the normal connection follows
from the first formula in (21), also because j ◦ g is totally geodesic.
By the first formula in (18), with f¯ , j ◦ g and f playing the roles of f , g and F in
that formula, respectively, and taking into account the first formula in Lemma 6 and
the fact that Rg = b2I for the totally geodesic embedding g, it follows that
〈T f(j ◦ g)∗ξ, (j ◦ g)∗η〉 = 〈R
j◦gξ, η〉 = 〈Rgξ, η〉 = b2〈ξ, η〉
for all ξ, η ∈ Nf¯M , hence
〈(T − b2I)(j ◦ g)∗ξ, (j ◦ g)∗η〉 = 0
for all ξ, η ∈ Nf¯M .
Finally, to see that Φ = 0, recall from (16) that Φ = AFϑ , where F = h ◦ f . Write
h = k ◦ h¯, where h¯: Qn1k1 ×Q
n2
k2
→ Qn1+n2+1k and k: Q
n1+n2+1
k → R
n1+n2+2
2ǫ are inclusions.
Using that ϑ ∈ k∗Nh¯(Q
n1
k1
× Qn2k2 ) and that h¯ ◦ j ◦ g is totally geodesic we obtain from
(20), with f¯ and h ◦ j ◦ g playing the roles of f and g in that formula, respectively, that
〈AFϑX, Y 〉 = 〈αh◦j◦g(f¯∗X, f¯∗Y ), ϑ〉 = 〈k∗αh¯◦j◦g(f¯∗X, f¯∗Y ), ϑ〉 = 0.
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An isometric immersion f : Mm → Nn between Riemannian manifolds is said to be
1-regular if its first normal spaces have constant dimension on Mm.
Corollary 23. Let f : Mm → Qn1k1 ×Q
n2
k2
, k1k2 6= 0, be a 1-regular isometric immersion.
Assume that Φ = 0 and that N1 is parallel in the normal connection. Set ℓ = rank N1.
Then k1k2 > 0, ni ≥ m + ℓ for 1 ≤ i ≤ 2, and there exist an isometric immersion
f¯ : Mm → Qm+ℓk , with k = k1k2/(k1 + k2), and a totally geodesic inclusion j: Q
m+ℓ
k1
×
Qm+ℓk2 → Q
n1
k1
×Qn2k2 such that
f = j ◦ g ◦ f¯ ,
where g: Qm+ℓk → Q
m+ℓ
k1
×Qm+ℓk2 is the totally geodesic embedding of Example 16.
Proof: Since R = b2I, with b :=
√
k1
k1+k2
, then S(TM) ⊂ N⊥1 by Lemma 18. By the
assumption that N1 (hence N
⊥
1 ) is a parallel subbundle of NfM with respect to the
normal connection, we have that (∇XS)Y ∈ N
⊥
1 for all X, Y ∈ TM . Then (5) implies
that
(T − b2I)N1 ⊂ N
⊥
1 ,
and the statement follows from Theorem 22.
7 Parallel submanifolds
We now use the results of the previous sections to prove Theorems 1 and 2 in the
introduction.
Lemma 24. Let f : Mm → Qn1k1 × Q
n2
k2
be a parallel isometric immersion. Then the
following holds:
(i) If k1 6= 0 and k2 = 0, then at any point x ∈M
m either S = 0 or there exist a unit
vector B ∈ TxM and λ ∈ (0, 1) such that
SX = 〈X,B〉SB and (I − R)X = λ〈X,B〉B. (27)
(ii) If k1k2 6= 0 then either S or Φ vanishes everywhere on M
m.
Proof: Given x ∈Mm, from Codazzi equation (8) we obtain
〈ΦX,Z〉SY = 〈ΦY, Z〉SX, for all X, Y, Z ∈ TxM. (28)
If Φ 6= 0, then either S = 0 or the first equation in (27) holds for a unit vector B ∈ TxM
spanning (ker S)⊥. Replacing that equation into (28) yields
ΦX = 〈X,B〉ΦB = µ〈X,B〉B
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for some µ 6= 0 and for all X ∈ TxM, where in the last equality we have used that Φ is
self adjoint.
Suppose that k2 = 0. Then Φ = k1(I − R), hence S = 0 wherever Φ = 0. Therefore
(i) follows with λ = µ/k1.
Assume now that k1k2 6= 0. Then we get a contradiction by assuming that both Φ and
S are nonvanishing at x. In fact, in this case we would have that {B}⊥ ⊂ ker Φ∩ kerS,
hence it suffices to prove that
W := ker Φ ∩ kerS = {0} (29)
if k1k2 6= 0. Otherwise we would have k1I|W − (k1 + k2)R|W = 0. Thus k1 + k2 6= 0 and
R|W =
k1
k1+k2
I|W , hence the first equation in (3) would give
0 = StS|W = R(I − R)|W =
k1k2
(k1 + k2)
2 I|W ,
a contradiction.
Now let
A := {x ∈Mm : S|TxM 6= 0} and B := {x ∈M
m : Φ|TxM 6= 0}.
Clearly, both A and B are open subsets ofMm. We have just proved that Ac∪Bc =Mn.
On the other hand, it follows from (29) that Ac ∩ Bc = ∅. Thus, either Ac = Mn or
Bc = Mm.
7.1 Proof of Theorem 1.
By Lemma 24, either S or Φ vanishes identically on Mm. Suppose first that S is
identically zero. If either R = 0 or R = I everywhere, then case (i) in the statement
holds by Proposition 8. Otherwise, we obtain from Proposition 10 that Mm is locally a
Riemannian product M1 ×M2 and f = f1 × f2, where fi: Mi → Q
ni
ki
, 1 ≤ i ≤ 2, is an
isometric immersion. Since f is parallel, it is easily seen that the same must hold for fi,
1 ≤ i ≤ 2.
Assume now that Φ = 0. First observe that parallelism of the second fundamental
form implies that f is 1-regular and that N1 is parallel in the normal connection. Then
Corollary 23 applies. We obtain that k1k2 > 0, ni ≥ m + ℓ for 1 ≤ i ≤ 2, where
ℓ = rank N1, and that there exist an isometric immersion f¯ : M
m → Qm+ℓk , with k =
k1k2/(k1+ k2), and a totally geodesic inclusion j: Q
m+ℓ
k1
×Qm+ℓk2 → Q
n1
k1
×Qn2k2 such that
f = j ◦ g ◦ f¯ , where g: Qm+ℓk → Q
m+ℓ
k1
× Qm+ℓk2 is the totally geodesic embedding of
Example 16. Again, since f is parallel, the same must hold for f¯ .
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7.2 The case k2 = 0
The following reduction of codimension theorem for parallel submanifolds of symmetric
spaces was obtained by Dombrowski [7].
Theorem 25. Let N be a symmetric space. If f : M → N is a parallel isometric
immersion and if for some point x ∈ M the second osculating space Oxf = f∗TxM ⊕
N1(x) is contained in some curvature invariant subspace V of Tf(x)N , then f(M) ⊂ N¯ ,
where N¯ denotes the totally geodesic submanifold expNf(x)(V ).
We will make use of the following consequence of the preceding theorem.
Corollary 26. Let f : M → N be a parallel isometric immersion into a symmetric
space. Assume that there exists an open subset U ⊂M such that f(U) is contained in a
totally geodesic submanifold N¯ ⊂ N . Then f(M) ⊂ N¯ .
Proof of Theorem 2: Assume first that f : Mm → Qn1k1 × R
n2 , k1 6= 0, is a parallel
isometric immersion such that S = 0 everywhere. If either R = 0 or R = I, then f is as
in (i) by Proposition 8. Otherwise, it is given as in (ii) by Proposition 10.
Suppose now that S 6= 0 on an open subset U ⊂ M . By Lemma 24, the tensor R is
given on U by (27) for some unit vector field B and some smooth real function λ with
values in (0, 1). Notice that the first equation in (27) can also be written as
Stη = 〈SB, η〉B
for any η ∈ NfM . In particular, kerS
t = {SB}⊥ splits orthogonally as ker St = U ⊕ V ,
with U = ker T and V = ker(I − T ). Arguing as in the proof of Lemma 9, both U and
V have constant rank.
Equation (5) is equivalent to
(∇XS
t)ξ = ATξX − RAξX (30)
for all X ∈ TM , ξ ∈ NfM . For ξ ∈ U = ker T it yields
〈SB,∇⊥Xξ〉B = S
t∇⊥Xξ = −(∇XS
t)ξ = RAξX = AξX − λ〈AξX,B〉B (31)
for all X ∈ TM . Therefore
AξX = ρ〈X,B〉B (32)
for some ρ ∈ C∞(U). In particular, if ξ ∈ U is orthogonal to ζ := (α(B,B))U , then
ξ ∈ N⊥1 .
Now, given X ∈ TM and ξ ∈ NfM , we have
π2(f∗X + ξ) = f∗(RX + S
tξ) + SX + Tξ,
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hence π2(f∗X + ξ) = 0 if and only if
X − λ〈X,B〉B = RX = −Stξ = −〈SB, ξ〉B (33)
and
Tξ = −SX = −〈X,B〉SB. (34)
Write X = µB+Y , with 〈Y,B〉 = 0, and ξ = βSB+ηU +ηV , with ηU ∈ U and ηV ∈ V .
Then (33) becomes
β|SB|2B = −Y + (λ− 1)µB,
hence Y = 0 and βλ = −µ, using that |SB|2 = λ(1− λ). On the other hand, (34) gives
βTSB + ηV = −µSB,
hence
βλSB + ηV = −µSB,
where we have used that TSB = S(I − R)B = λSB. We obtain that ηV = 0 and
conclude that the kernel of π2 is the subspace spanned by U and the vector λf∗B−SB.
If the vector field ζ = (α(B,B))U vanishes everywhere on U , then U ⊂ N
⊥
1 . Thus
U ∩N⊥1 = U has constant rank on U , and since N1 is parallel in the normal connection,
condition (25) is trivially satisfied. We claim that f reduces codimension on the left
by n1 − 1 on U . To prove our claim, it is equivalent to show that if f does not reduce
codimension on the left then n1 ≤ 1. By Corollary 13, we must have U = {0}. Then
the claim follows from that fact that the kernel of π2 is the one-dimensional subspace
spanned by λf∗B−SB, which implies that n2 ≥ n1+n2−1. Therefore f(U) is contained
in a totally geodesic submanifold Q1k1×R
n2 of Qn1k1 ×R
n2 , and hence f(Mm) ⊂ Q1k1×R
n2
by Corollary 26. We conclude that f is as in (iii).
To finish the proof of Theorem 2, it remains to show that if there exists an open
subset U ⊂ M where S 6= 0 and the vector field ζ = (α(B,B))U is nowhere vanishing,
then f is given as in (iv). This is the more delicate part of the proof.
First notice that in this case U∩N⊥1 = U∩{ζ}
⊥, hence we have again that U∩N⊥1 has
constant rank on U and satisfies condition (25), since N1 is parallel. We now argue that
f reduces codimension on the left by n1−2 on U . In fact, assuming as before that f does
not reduce codimension on the left, we obtain from Corollary 13 that U ∩ {ζ}⊥ = {0},
that is, U = span{ζ}. It follows that n1 ≤ 2, because the kernel of π2 is now spanned by
λf∗B − SB and ζ , which implies that n2 ≥ n1 + n2 − 2. Therefore f(U) is contained in
a totally geodesic submanifold Q2k1 ×R
n2 of Qn1k1 × R
n2, and hence f(Mm) ⊂ Q2k1 × R
n2
by Corollary 26.
Lemma 27. Let f : Mm → Q2k × R
n, k 6= 0, be a parallel isometric immersion with
S 6= 0 everywhere that does not reduce codimension on the left. Then Mm is locally a
Riemannian product Mm = R × Nm−1 and f = γ × f˜ , where γ: R → Q2k × R is a full
extrinsic circle and f˜ : Nm−1 → Rn−1 is a parallel isometric immersion.
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Proof: By (27) we have
SX = 〈X,B〉SB and (I −R)X = λ〈X,B〉B,
where B is a locally defined smooth unit vector field and λ is a nonvanishing smooth
function.
Claim 1: span{B} and {B}⊥ are totally geodesic distributions.
By the assumption that f does not reduce codimension on the left we have
NfM = span{ξ} ⊕ span{SB} ⊕ V,
where V = ker(I − T ) and ξ is a unit vector field spanning U = ker T for which (32)
holds with ρ 6= 0 on any open subset. From (31) and (32) we obtain
〈∇⊥Xξ, SB〉 = ρ(1− λ)〈X,B〉.
On the other hand, using that Tξ = 0 and Stξ = 0, it follows from (6) that
−T∇⊥Xξ = (∇
⊥
XT )ξ = −SAξX − α(X,S
tξ) = −ρ〈X,B〉SB,
hence
〈∇⊥Xξ, η〉 = 0
for any η ∈ V . It follows that
∇⊥Xξ = |SB|
−2〈∇⊥Xξ, SB〉SB =
ρ
λ
〈X,B〉SB. (35)
By equation (30) for ξ = SB, i.e.,
∇XS
tSB − St∇⊥XSB = ATSBX − RASBX,
we obtain that
λ〈∇XY,B〉 = 〈ASBX, Y 〉
for all X ∈ TM and Y ∈ {B}⊥. In particular,
(ASBB){B}⊥ = −λ∇BB. (36)
Since f is parallel, we have
∇YAξX = Aξ∇YX + A∇⊥
Y
ξX.
Using (32), the left-hand-side of the preceding equation becomes
Y (ρ)〈X,B〉B + ρ〈∇YX,B〉B + ρ〈X,∇YB〉B + ρ〈X,B〉∇YB,
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whereas the right-hand-side is
ρ〈∇YX,B〉+
ρ
λ
〈Y,B〉ASBX,
where we have used (35). Therefore,
Y (ρ)〈X,B〉B + ρ〈X,∇YB〉B + ρ〈X,B〉∇YB =
ρ
λ
〈Y,B〉ASBX.
For 〈X,B〉 = 0 = 〈Y,B〉 we obtain
〈∇YX,B〉 = 0.
Hence {B}⊥ is totally geodesic. For 〈X,B〉 = 0 and Y = B we get
ASBX = λ〈∇BB,X〉B, (37)
which implies that
(ASBB){B}⊥ = λ∇BB. (38)
Comparing (36) and (38) yields
∇BB = 0, (39)
and the proof of the Claim 1 is completed.
Let h: Q2k × R
n → Rn+3
σ(k) be the inclusion and set F = h ◦ f .
Claim 2 : The second fundamental form of F satisfies αF (B,X) = 0 for any X ∈ {B}
⊥.
We have from (12) and (20) that
αF (X, Y ) = h∗αf (X, Y )− k〈(I −R)X, Y 〉π˜1 ◦F = h∗αf(X, Y )− kλ〈X,B〉〈Y,B〉π˜1 ◦F,
hence it suffices to prove that αf(B,X) = 0 for any X ∈ {B}
⊥, or equivalently, that
{B}⊥ is invariant under Aζ for any ζ ∈ NfM .
We have from (32) that {B}⊥ is invariant under Aξ, whereas (37) and (39) imply
that the same holds for ASB. Thus, it remains to show that this holds for any η ∈ V .
By (5) and (27) we have
∇⊥XSB − S∇XB = Tα(X,B)− α(X,RB) = (T − I)α(X,B) + λα(X,B).
Taking the inner product with η ∈ V = ker(I − T ) yields
〈∇⊥XSB, η〉 = λ〈AηX,B〉. (40)
On the other hand, since f is parallel we have
∇YASBX = ASB∇YX + A∇⊥
Y
SBX
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for all X, Y ∈ TM . Taking into account that {B}⊥ ⊂ kerASB by (37) and (39), and
that {B}⊥ is totally geodesic, we obtain
A∇⊥
Y
SBX = 0 (41)
for all X, Y ∈ {B}⊥. Define ψ: {B}⊥ → V by ψ(Y ) = ∇⊥Y SB. Then {B}
⊥ ⊂ kerAη
for any η ∈ Im ψ by (41), whereas (40) implies that Aη({B}
⊥) ⊂ {B}⊥ for any η in the
orthogonal complement of Im ψ in V . Therefore Aη{B}
⊥ ⊂ {B}⊥ for any η ∈ V , and
Claim 2 is proved.
It follows from Claim 1 and the local version of de Rham theorem that Mm splits
locally as a Riemannian product Mm = R×Nm−1. Moreover, the splitting is global if
Mm is complete and simply connected by the global version of de Rham Theorem.
Define
Rn−ℓ = span{F∗(x)X : x ∈M
m, X ∈ {B}⊥(x)}.
Since {B}⊥ ⊂ ker(I − R) we have that π˜1(F∗{B}
⊥) = {0}, hence Rn−ℓ ⊂ Rn. By
Claim 2 and Moore’s lemma [14], there exist a unit speed curve γ: R→ Rℓ+3 = (Rn−ℓ)⊥
and a full isometric immersion f˜ : Nm−1 → Rn−ℓ such that F (x, y) = (γ(x), f˜(y)).
Since F (Mm) ⊂ Q2k × R
n and f is parallel, then γ(R) ⊂ Q2k × R
ℓ and both f˜ and
γ are parallel. It follows from Corollary 13 that γ(R) is contained in a totally geodesic
Q2k × R ⊂ Q
2
k × R
ℓ. Moreover, since S 6= 0 and f does not reduce codimension on the
left, γ must be full in Q2k × R.
We now complete the proof of Theorem 2. Let f : Mm → Q2k × R
n, k 6= 0, be a
parallel isometric immersion such that S 6= 0 and the vector field ζ = (α(B,B))U is
nowhere vanishing on an open subset U ⊂ M . In view of Lemma 27, it is enough to
show that S can not vanish on any open subset.
Since the first factor in Q2k ×R
n has dimension two, then rank (I −R) ∈ {0, 1, 2}. If
R = I on an open subset of Mm, then f is as in (i) by Proposition 8 and Corollary 26.
Hence R = I everywhere, contradicting the fact that S 6= 0 on U . If S = 0 and
rank (I − R) = 2 on a maximal open subset V, then this also holds on V¯ , since the
eigenvalues of (I − R) are either 0 or 1 on V. But then rank (I − R) = 2 on an open
neighborhood of V¯, contradicting the fact that rank (I −R) = 1 at points where S 6= 0
by Lemma 24.
Therefore, if S = 0 on a maximal open subset V, there is a smooth unit vector field
B such that (I − R)X = 〈X,B〉B for any X ∈ TV. Let x ∈ V¯. Then there exist an
open neighborhood W of x and a smooth nowhere vanishing function λ on W such that
(I−R)X = λ〈X,B〉B for any X ∈ TW . The proof of Lemma 27 shows that there exists
a product neighborhood I × Z of x, an extrinsic circle γ: I → Q2k × R and a parallel
isometric immersion f¯ : Z → Rn−1 such that f |I×Z = γ× f¯ . Since (I×Z)∩V 6= ∅, there
exists an open interval J ⊂ I such that γ(J) ⊂ Q2k, hence we must have γ(I) ⊂ Q
2
k by
Corollary 26. But then S = 0 on W , hence on V ∪W , contradicting the maximality of
V with respect to this property.
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8 Umbilical submanifolds of Qn1k1 ×Q
n2
k2
Let f : Mm → Qn1k1 × Q
n2
k2
be an umbilical isometric immersion. Denote by η its mean
curvature vector. Then formulas (4)–(6) become, respectively,
(∇XR)Y = 〈SY, η〉X + 〈X, Y 〉S
tη, (42)
(∇XS)Y = 〈X, Y 〉Tη − 〈X,RY 〉η (43)
and
(∇XT )ξ = −〈ξ, η〉SX − 〈X,S
tξ〉η. (44)
The Gauss, Codazzi and Ricci equations (7), (8) and (9), respectively, take the form
R(X, Y ) = k1(X ∧ Y −X ∧RY −RX ∧ Y ) + (k1 + k2)RX ∧RY + ‖η‖
2X ∧ Y, (45)
〈Y, Z〉∇⊥Xη − 〈X,Z〉∇
⊥
Y η = 〈ΦX,Z〉SY − 〈ΦY, Z〉SX (46)
and
R⊥(X, Y )ξ = (k1 + k2)(SX ∧ SY )ξ, (47)
whereas the equivalent form (10) of the Codazzi equation becomes
〈ξ,∇⊥Y η〉X − 〈ξ,∇
⊥
Xη〉Y = 〈SX, ξ〉ΦY − 〈SY, ξ〉ΦX. (48)
8.1 Case S = 0
Our approach to proving Theorem 4 is based on an analysis of the various possible
structures of the tensor S. The next lemma takes care of the simplest case, in which S
vanishes identically.
Lemma 28. Let f : Mm → Qn1k1 × Q
n2
k2
be an umbilical nontotally geodesic isometric
immersion. Assume that S = {0} everywhere. Then f is as in part (i) of Theorem 4.
Proof: Let x ∈ Mm be a point where the mean curvature vector η is nonzero and let
U ⊂ Mm be the maximal connected open neighborhood of x where η does not vanish.
It follows from (43) that R = λI on U , where λ ∈ C∞(U) is given by λ = |η|−2〈Tη, η〉.
On the other hand, R is an orthogonal projection at every x ∈ U by the first equation in
(3), hence its eigenvalues are either 0 or 1. Thus, either R = 0 or R = I on U . Assuming
the first possibility, we conclude from Proposition 8 that f |U is as in the statement. In
particular, |η| is constant on U . If U 6= M , then |η| would be nonzero on some open
subset containing U , contradicting the maximality of U with respect to this property.
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8.2 Case kerS = 0
Our next step is to consider the other extreme case, in which ker S = {0} at some point.
Lemma 29. Let f : Mm → Qn1k1 ×Q
n2
k2
be an umbilical isometric immersion with m ≥ 3
and k1 + k2 6= 0. Assume that kerS = {0} at some point x ∈ M
m. Then there exist
umbilical isometric immersions fi: M
m → Qni
k˜i
⊂ Rni+1, 1 ≤ i ≤ 2, with k˜1 = k1 cos
2 θ
and k˜2 = k2 sin
2 θ for some θ ∈ (0, π/2), such that f = (cos θf1, sin θf2).
Proof: Let U ⊂ M be the maximal connected open subset containing x where ker S =
{0}. Let X1, . . . , Xm be an orthonormal diagonalizing frame for R, and let λ1, . . . , λm
be the corresponding eigenvalues. From Codazzi equation (46) we obtain
∇⊥Xiη = ((k1 + k2)λj − k1)SXi
for all 1 ≤ i, j ≤ m with i 6= j. Using that m ≥ 3, the preceding equation implies that
(k1 + k2)λj = (k1 + k2)λℓ
for all 1 ≤ j, ℓ ≤ m. Since k1 + k2 6= 0, it follows that there exists λ ∈ C
∞(U) such that
λi = λ for all 1 ≤ i ≤ m. From (42) we obtain
Xi(λ)Xj + (λI − R)∇XiXj = 〈SXj, η〉Xi,
for all 1 ≤ i, j ≤ m with i 6= j, hence Xi(λ) = 0 for all 1 ≤ i ≤ m. Hence R = λI on
U , where λ is a constant in (0, 1). But this implies that R = λI on the closure U¯ of U ,
thus ker S = {0} also on U¯ , and hence on an open neighborhood of U , contradicting the
maximality of U with respect to this property. We conclude that R = λI on M . The
proof is completed by Proposition 17.
8.3 Case dimkerS = k ∈ (0, dimM).
In this subsection we study umbilical isometric immersions f : Mm → Qn1k1 × Q
n2
k2
for
which the kernel of the tensor S has constant dimension k ∈ (0, m) on Mm.
Lemma 30. Let f : Mm → Qn1k1×Q
n2
k2
, k1+k2 6= 0, be an umbilical isometric immersion.
Assume that kerS has constant dimension k ∈ (0, m) on Mm. Then k = m − 1.
Moreover, either kerS = kerR on Mm or kerS = ker(I − R) on Mm.
Proof: Since ker S has constant dimension, the same holds for kerR and ker(I − R).
Moreover, since ker S is nontrivial, the same must hold for either kerR or ker(I − R).
We will show that in the first case we must have k = m − 1 and ker S = kerR. By a
similar argument one shows that (k = m−1 and) kerS = ker(I−R) in the second case.
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Applying (46) for X ∈ kerR and Y = Z orthogonal to X gives
∇⊥Xη = 0 for all X ∈ kerR, (49)
whereas for Z = X ∈ kerR and Y ∈ (kerR)⊥ 6= {0} it yields
∇⊥Y η = −k1SY for all Y ∈ (kerR)
⊥. (50)
Choose Y ∈ (kerS)⊥. Then, applying (48) for ξ = SY and using that k1 + k2 6= 0
we obtain for any X ∈ (kerR)⊥ that
RX =
〈SX, SY 〉
|SY |2
RY.
Thus R has rank one, and the remaining of the statement follows from kerR ⊂ kerS.
In the next result we assume that ker S has constant dimension m − 1 and that
kerS = kerR everywhere, the case kerS = ker(I − R) being completely similar.
Lemma 31. Let f : Mm → Qn1k1 × Q
n2
k2
be an umbilical isometric immersion such that
kerS has constant dimension m − 1 and ker S = kerR everywhere. Then f reduces
codimension on the left by either n1 −m or n1 −m− 1 and on the right by n2 − 1.
Proof: To prove the statement, it is equivalent to show that if f reduces codimension
neither on the left nor on the right then n2 = 1 and n1 is either m or m+ 1.
By the assumption, there exist a locally defined smooth unit vector field B and a
smooth nowhere vanishing function λ such that
SX = 〈X,B〉SB and RX = λ〈X,B〉B
for all X ∈ TM . Hence Stξ = 〈SB, ξ〉B for all ξ ∈ NfM . We obtain from (42) that
X(λ)〈Y,B〉B + λ〈Y,∇XB〉B + λ〈Y,B〉∇XB = 〈SB, η〉(〈Y,B〉X + 〈X, Y 〉B). (51)
For X = Y = B, the preceding equation gives B(λ) = 2〈SB, η〉 and ∇BB = 0. Hence
(kerR)⊥ = span{B} is a totally geodesic distribution. Applying (51) for Y ∈ kerR =
{B}⊥ yields
〈∇XY,B〉 = −
〈SB, η〉
λ
〈X, Y 〉.
Thus kerR is an umbilical distribution with mean curvature vector field ϕ = µB, where
µ = −〈SB, η〉/λ, i.e.,
(∇XY )(kerR)⊥ = 〈X, Y 〉ϕ for all X, Y ∈ kerR.
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Applying (43) for a unit vector field Y = X ∈ {B}⊥ gives
Tη = −〈∇XX,B〉SB = −µSB. (52)
Then, for Y = B it yields
∇⊥XSB = −〈X,B〉(µSB + λη) (53)
for any X ∈ TM . In particular,
∇⊥XSB = 0 for any X ∈ {B}
⊥. (54)
On the other hand, for X ∈ {B}⊥ and Y = B we obtain from (51) that
X(λ) = 0 for any X ∈ {B}⊥. (55)
It follows from (49), (54) and (55) that
X(µ) = 0 for any X ∈ {B}⊥,
hence kerR is a spherical distribution, i.e., ∇Xϕ ∈ kerR for all X ∈ kerR.
By the local version of Hiepko’s theorem [10], there exists locally an isometry
ψ: I ×ρ N
m−1 →Mm
from a warping product manifold, where I ⊂ R is an open interval and ρ ∈ C∞(I) is the
warping function, that maps the leaves of the product foliation induced by the factors
I and Nm−1 into the leaves of span{B} and {B}⊥, respectively.
Our next step is to prove that the vector fields η and SB are either linearly indepen-
dent everywhere or linearly dependent everywhere. For that we consider the function
h: Mm → R given by
h(x) = |η(x)|2|SB(x)|2 − 〈η(x), SB(x)〉2,
which vanishes precisely at the points where η and SB are linearly dependent. Using
(49), (50) and (53), a straightforward computation gives
X(h) = −2〈X,B〉µh for all X ∈ TM. (56)
Therefore h˜ = h ◦ ψ depends only on I and we can write (56) as h˜′(t) = −2µ(t)h˜(t),
where we also write µ for µ ◦ ψ. Hence
h˜(t) = h˜(t0) exp
(
−2
∫ t
t0
µ(s) ds
)
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for any fixed t0 ∈ I. We obtain that each point of M
m has an open neighborhood V
where h is either identically zero or is nowhere vanishing. Therefore, the set h−1(0) is
both open and closed, hence h is either identically zero or nowhere vanishing in Mm.
Let U = ker T and V = ker(I − T ). We prove that η ∈ U ⊕ span{SB}. We have
η = ηU + ηV +
〈η, SB〉
|SB|2
SB = ηU + ηV +
〈η, SB〉
λ(1− λ)
SB,
where ηU and ηV are the components of η in U and V , respectively. Then, using that
TSB = S(I − R)B = (1− λ)SB we obtain
Tη = ηV +
〈η, SB〉
λ
SB = ηV − µSB.
Comparing with (52) gives ηV = 0, as we claimed.
Given ζ ∈ U ∩ {η}⊥ = U ∩N⊥1 , it follows from (49) and (50) that
〈∇⊥Xζ, η〉 = −〈ζ,∇
⊥
Xη〉 = 0,
hence∇⊥Xζ ∈ {η}
⊥. Similarly, we have∇⊥Xζ ∈ {η}
⊥ for any ζ ∈ V = V ∩{η}⊥ = V ∩N⊥1 .
Since we are assuming that f reduces codimension neither on the left nor on the
right, it follows from Corollary 13 that V = {0} = U ∩ {η}⊥. Hence, the codimension
n1 + n2 −m is either 1 or 2, according as ηU is zero or not.
Now,
π1η = −f∗S
tη + (I − T )η = −〈η, SB〉f∗B + ηU +
〈η, SB〉
λ(1− λ)
SB −
〈η, SB〉
λ
SB
= −
〈η, SB〉
1− λ
((1− λ)f∗B − SB) + ηU .
On the other hand,
π1f∗X = f∗(I −R)X − SX = f∗X
if X ∈ kerR, and
π1f∗B = f∗(I −R)B − SB = (1− λ)f∗B − SB.
It follows that
π1(f∗TM ⊕ span{η}) = f∗ kerR⊕ span{(1− λ)f∗B − SB} ⊕ span{ηU},
hence n1 is either m or m+ 1, according as ηU is zero or not.
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8.4 Proof of Theorem 4:
We use the following consequence of part (ii) of Proposition 1 of [15]:
Proposition 32. Let Nn, n ≥ 3, be a Riemannian manifold, let x ∈ Nn, let Lℓ be an
ℓ-dimensional subspace of TxN
n, 2 ≤ ℓ < n, and let H∗ be a vector in TxN
n orthogonal
to Lℓ. Assume that there exist a totally umbilical isometric immersion f : N¯ ℓ → Nn of
a connected Riemannian manifold N¯ ℓ and x¯ ∈ N¯ ℓ such that f(x¯) = x, f∗Tx¯N¯
ℓ = Lℓ
and Hf(x¯) = H∗. Suppose also that there exist a complete Riemannian manifold N˜ ℓ+1,
a totally geodesic isometric immersion g: N˜ ℓ+1 → Nn and x˜ ∈ N˜ ℓ+1 such that g(x˜) = x
and g∗Tx˜N˜
ℓ+1 = Lℓ ⊕ span{H∗}. Then f(N¯ ℓ) ⊂ g(N˜ ℓ+1).
Let f : Mm → Qn1k1 × Q
n2
k2
be as in Theorem 4. Since f is not totally geodesic, it
follows from Proposition 32 that there exists no open subset of Mn where the mean
curvature vector η of f vanishes.
If S vanishes everywhere onMn, then f is as in either (i) by Lemma 28. If ker S = {0}
at some point x ∈ Mm, then f is as in (ii) by Lemma 29. Then, we can assume that
there exists an open subset U ⊂ Mm where kerS has constant dimension k ∈ (0, m)
and η is nowhere vanishing. By Lemma 30, we must have k = m− 1. Moreover, either
kerS = kerR on U or ker S = ker(I − R) on U . Assume, say, that the first possibility
holds. Then, Lemma 31 implies that, on U , f reduces codimension on the left by either
n1 −m or n1 −m − 1 and on the right by n2 − 1. It follows from Proposition 32 that
the same must hold everywhere on Mm. Since S 6= 0 and η 6= 0 on U , the codimension
of f can not be further reduced either on the left or on the right. Hence f is as in (iii).
Similarly, if ker S = ker(I−R) on U , we conclude that f is as in (iii) after interchanging
the factors.
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