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Understanding people in complex dynamic environments is important for
many applications such as robotic assistants, health-care monitoring systems,
self driving cars, etc. This is a challenging problem as human actions and in-
tents are not always observable and often contain large amounts of ambiguity.
Moreover, human environments are complex with lots of objects and many pos-
sible ways of interacting with them. This leads to a huge variation in the way
people perform various tasks.
The focus of this dissertation is to develop learning algorithms for under-
standing people and their environments from RGB-D data. We address the
problems of labeling environments, detecting past activities and anticipating
what will happen in the future. In order to enable agents operating in human
environments to perform holistic reasoning, we need to jointly model the hu-
mans, objects and environments and capture the rich context between them.
We propose graphical models that naturally capture the rich spatio-temporal
relations between human poses and objects in a 3D scene. We propose an effi-
cient method to sample multiple possible graph structures and reason about the
many alternate future possibilities. Our models also provide a functional rep-
resentation of the environments, allowing agents to reactively plan their own
actions to assist in the activities. We applied these algorithms successfully on
our robot for performing various assistive tasks ranging from finding objects in
large cluttered rooms to working alongside humans in collaborative tasks.
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CHAPTER 1
INTRODUCTION
Understanding people in complex dynamic environments is one of the key
challenges in the area of machine perception. It comprises a variety of aspects,
ranging from understanding what objects are present in the environments to
what activities people are doing and how they interact with objects. Obtaining
such an understanding would enable new applications for improving aspects
of daily living significantly. Examples include robotic assistants, health-care
monitoring systems, self-driving cars, gaming, and mobile devices.
Most of the current scene understanding algorithms are designed for 2D im-
ages and videos. These algorithms address the tasks of identifying objects or
human poses in an image or a video, for enabling applications such as scene
classification, activity recognition, etc. Although these are important visual per-
ception tasks, for more challenging applications such as assistive robotics or
self-driving cars, we need to be able to reason about human intentions. This is
very critical as in these applications the agents also take actions in human en-
vironments. For example, in automated driving we need to not only detect a
pedestrian but also predict if they might cross the road to determine safety.
With the advances in 3D sensing technology and their wide availability, we
are collecting enormous amounts of visual data about people with the addi-
tional modality of 3D depths. The rich information present in the 3D data al-
lows us to significantly improve the basic visual perception tasks. For exam-
ple, the Microsoft Kinect [178] significantly improved human pose estimation
to revolutionize the gaming industry. However, it is still very challenging to
extract meaningful information from data which allows an agent to act in hu-
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man environments. For example, an assistive robot at home needs to be able to
understand human environments in a way such that it knows what objects are
present and how to interact with these objects as well as with humans.
The focus of this dissertation is to develop learning algorithms for under-
standing people and their environments from RGB-D data. Our models capture
the rich spatio-temporal context of activities as well as human intentions, and
provide a functional representation of the environments. We believe that our
approach bridges the gap between perception and action, thus enabling many
of the applications described above. In the following sections, we introduce and
describe the challenges in understanding human environments and activities.
1.1 Modeling Objects and Environments
Inexpensive RGB-D sensors that augment an RGB image with depth data have
become widely available and are increasingly becoming the de-facto standard
for perception on many robots. Data from these RGB-D sensors provide rich 3D
information of the human environments, such as important geometric proper-
ties in addition to the local shape and appearance of the environments.
In many domains such as automated driving, service robots, augmented re-
ality, etc., it is essential to learn the spatial structure of the surrounding envi-
ronment with which people interact. Reasoning about what objects are present
in the scene, how they relate to each other, their functional attributes, what to
expect in occluded regions, etc., can immensely help these applications. For
example, a robot assistant needs to infer what objects are present in the environ-
ment and their functional attributes to perform various tasks such as searching
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Figure 1.1: Learned object affordances and trajectories. The figure shows
the learned affordance heatmap (left) for reachability (red indi-
cates more reachable parts on the object) and the object motion
trajectories (right) for drinking and moving sub-activities.
for objects, arranging objects in a room, etc. We address the following aspects:
• Modeling spatial relations. We need to model the spatial structure of the
human environments. In addition to predicting object classes, the spatial
structure present in the surrounding environments can help us answer
other important questions such as where can one find a given object in a
scene or how to identify possibly occluded objects. In Chapter 2, we ad-
dress a part of this problem where we label 3D point clouds with semantic
object labels. We proposed a graphical model that naturally captures the
geometric relationships of a 3D scene, such as the shape and convexity
of objects, the geometric arrangement of objects in an environment, the
spatial configuration of parts of an object, object co-occurrences, etc.
• Modeling object affordances. It is sometimes more informative to know
how an object is being used (associated affordances, [43]), rather than
knowing what the object is (i.e., the object category). For example, if an
object is being moved near the mouth of a person, most likely it is a drink-
ing activity as compared to a storing activity where the object would be
moved to a self. For such reasoning, we need to go beyond the traditional
semantic affordance labels and obtain a physical grounding in terms of
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the spatial distribution over the objects and temporal motion trajectories
of the objects (see Figure 1.1). We take an generative modeling approach to
learn these physically grounded affordances from videos of people using
the objects as described in Chapter 4.
1.2 Modeling Humans
Beyond geometry and objects, humans are an important part of the environ-
ments. It is important to understand what they are doing, how they interact
with the environment and what can they do in the future. Modeling human
intent is very challenging as the activities take place over long periods of time
and have large variations. For example, a set of simple actions such as reaching,
moving and pouring can be combined in different ways to perform a high-level
activity such as ‘making cereal’.
Humans constantly interact with their surroundings creating a dynamic en-
vironment. Therefore, spatio-temporal reasoning of human actions and intents
is a very important task. For many applications it is important to be able to de-
tect what a human in currently doing as well as anticipate what she is going to
do next and how. The former ability is useful for applications such as monitor-
ing and surveillance, but we need the latter for applications that require reactive
responses, for example, an assistive robot. In order to achieve this goal, there
are several challenges:
• Modeling human activities. We need to model the spatio-temporal struc-
ture of human activities. Human actions vary from simple gestures to
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complex long duration activities such as taking a medicine or arranging a
room, each of which consists of a long sequence of sub-activities. Obtaining a
descriptive labeling of these activities proves to be a very challenging task
given the variability across individuals in performing each sub-activity,
and other environment induced conditions such as cluttered background
and viewpoint changes. We address this task of labeling complex human
activities from 3D videos in Chapter 3. We propose a method to learn
human activities by modeling the sub-activities and affordances of the ob-
jects, how they change over time, and how they relate to each other.
• Anticipating future activities. We need to predict the possible future hu-
man activities which allows for planning reactive responses in various ap-
plications. For example, if a robot has seen a person move his hand to a
coffee mug, it is possible he would move the coffee mug to a few potential
places such as his mouth, to a kitchen sink or just move it to a different
location on the table. If a robot can anticipate this, then it would rather
not start pouring milk into the coffee when the person is moving his hand
towards the mug, thus avoiding a spill. In Chapter 4, we address this
problem for anticipating future activities and as well as the details of how
a human is going to perform them in short-term (e.g., 1-10 seconds) using
the learnt physically grounded affordances. We show that anticipation can
also improve detection of past activities.
• Modeling human behavior. When working with a human to assist, a
robot also needs to model how a human would behave in the environ-
ment. This includes modeling the habits or preferences of the human
while performing various activities as well as how they might adapt to
the robot working with them. We propose a collaborative planning al-
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gorithm for the robot in Chapter 5, which takes into account the human
behavior and learns what actions the robot should perform for effective
collaboration.
1.3 First published appearances of the described contributions
Most contributions described in this thesis have first appeared as various pub-
lications.
• Chapter 2: Koppula, Anand, Joachims, and Saxena [96, 6].
• Chapter 3: Koppula, Gupta, and Saxena [97].
• Chapter 4: Koppula and Saxena [92, 91, 93, 95].
• Chapter 5: Koppula and Saxena [94].
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CHAPTER 2
SCENE UNDERSTANDING
2.1 Introduction
Inexpensive RGB-D sensors that augment an RGB image with depth data have
recently become widely available. These cameras are increasingly becoming the
de-facto standard for perception for many robots. At the same time, years of
research on SLAM (Simultaneous Localization and Mapping) has now made
it possible to merge multiple RGB-D images into a single point cloud, easily
providing an approximate 3D model of a complete indoor scene (i.e., a room).
In this chapter, we explore how this move from part-of-scene 2D images to full-
scene 3D point clouds can improve the richness of models for object labeling.
In the past, a significant amount of work has been done in semantic labeling
of 2D images [17, 33, 57, 114, 138]. However, a lot of valuable information about
the 3D shape and geometric layout of objects is lost when a 2D image is formed
from the corresponding 3D world. A classifier that has access to a full 3D model
can access important geometric properties in addition to the local shape and ap-
pearance of an object. For example, many objects occur in characteristic relative
geometric configurations (e.g., a monitor is almost always on a table), andmany
objects consist of visually distinct parts that occur in a certain relative configu-
ration. More generally, a 3D model makes it possible to reason about a variety
of 3D properties such as 3D distances, volume and local convexity.
Some previous works attempt to first infer the 3D structure from 2D images
[27, 66, 170, 173] for improving object detection. However, the inferred 3D struc-
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Figure 2.1: Office scene (top) and Home scene (bottom) with the corre-
sponding label coloring above the images. The left-most is the
original point cloud, the middle is the ground truth labeling
and the right most is the point cloud with predicted labels.
ture is not accurate enough to give significant improvement. Another recent
work [207] considers labeling a scene using a single 3D view (i.e., a 2.5D rep-
resentation). In this work, we first use SLAM (Simultaneous Localization and
Mapping) in order to compose multiple views from a Microsoft Kinect RGB-D
sensor into one 3D point cloud, providing each RGB pixel with an absolute 3D
location in the scene. We then (over-)segment the scene and predict semantic
labels for each segment (see Fig. 2.1). We not only predict coarse classes as in
[7, 207] (i.e., wall, ground, ceiling, building), but also label individual objects
(e.g., printer, keyboard, monitor). Furthermore, we model rich relational infor-
mation beyond an associative coupling of labels [7].
In this chapter, we propose and evaluate a model and learning algorithm for
scene understanding that exploits rich relational information derived from the
full-scene 3D point cloud for object labeling and search. In particular, we pro-
pose a graphical model that naturally captures the geometric relationships of a
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3D scene. Each 3D segment is associated with a node, and pairwise potentials
model the relationships between segments (e.g., co-planarity, convexity, visual
similarity, object co-occurrences and proximity). The model admits efficient ap-
proximate inference [162], andwe show that it can be trained using amaximum-
margin approach [190, 195, 35] that globally minimizes an upper bound on the
training loss. We model both associative and non-associative coupling of labels.
With a large number of object classes, the model’s parsimony becomes impor-
tant. Some features are better indicators of label similarity, while other features
are better indicators of non-associative relations such as geometric arrangement
(e.g., on-top-of, in-front-of ). We therefore model them using appropriate clique
potentials rather than using general clique potentials. Our model is thus highly
flexible.
Next, we present an algorithm that uses the contextual information present
in a 3D scene to predict where an object can be found. For example, its more
likely to find a keyboard on top of a table and in front of a monitor, and find a
table drawer between the table top and the floor. A robot can use this informa-
tion in many ways. The robot can move towards the contextually likely location
to obtain a better view of the object, resulting in an increase in detection perfor-
mance. This is especially helpful for small objects, such as a keyboard, that often
appear as a segment with only a few points in the original view. It also helps
when an object is not visible in the current view or occluded—the robot can
move to obtain additional views in contextually likely positions of the object.
We extensively evaluate our model and algorithms over a total of 52 scenes
of two types: offices and homes. These scenes were built from about 550 views
from the Kinect sensor. We considered the problem of labeling each segment in
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Figure 2.2: Semantic Scene Labeling. (Left) Cornell’s Blue robot mounted
with an RGB-D camera (Microsoft Kinect). (Right) Predicted
labeling of a scene.
the scene (from a total of about 50 segments per scene) into 27 classes (17 for
offices and 17 for homes, with 7 classes in common). Our experiments show
that our method, which captures several local cues and contextual properties,
achieves an overall performance of 84.06% on office scenes and 73.38% on home
scenes.
We also evaluated our labeling and contextual search algorithms on twomo-
bile robots. In particular, in the task of finding 12 objects in 10 cluttered of-
fices, our robot found the objects with 96% precision and 75% recall. Fig. 2.2
shows Cornell’s Blue robot which was used in our experiments and a sam-
ple output labeling of an office scene. We have made the videos, data and
the full source code (as a ROS and PCL package) available online at: http:
//pr.cs.cornell.edu/sceneunderstanding.
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2.2 Related Work
There is a huge body of work in the area of scene understanding and object
recognition from 2D images. Previous works have focussed on several different
aspects: designing good local features such as HOG (histogram-of-gradients)
[21], bag of words [20], and eigenvectors and eignevalues of the scatter matrix
[104], active vision for robotics [e.g., 72], and designing good global (context)
features such as GIST features [193]. Collet et al. [17]’s MOPED framework per-
forms single-image and multi-image object recognition and pose estimation in
complex scenes using an algorithm which iteratively estimates groups of fea-
tures that are likely to belong to the same object through clustering, and then
searches for object hypotheses within each of the groups.
However, the above mentioned approaches do not consider the relative ar-
rangement of the parts of an object or of different objects with respect to each
other. It has been shown that this contextual information significantly improves
the performance of image-based object detectors. A number of works propose
models that explicitly capture the relations between different parts of the ob-
ject, e.g., part-based models [33], and between different objects in 2D images
[57, 113, 138]. However, a lot of valuable information about the shape and geo-
metric layout of objects is lost when a 2D image is formed from the correspond-
ing 3D world. In some recent works, 3D layout or depths have been used for
improving object detection [e.g., 8, 55, 56, 66, 111, 112, 114, 170, 171, 173]. Here
a rough 3D scene geometry (e.g., main surfaces in the scene) is inferred from
a single 2D image or a stereo video stream, respectively. However, the esti-
mated geometry is not accurate enough to give significant improvements. With
3D data, we can more precisely determine the shape, size and geometric orien-
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tation of the objects, and several other properties and therefore capture much
stronger context.
Visual context can also improve the performance of object detection tech-
niques, by providing cues about an object presence. Perko and Leonardis [151]
provided a method to use contextual features and train a classifier which can
predict likely locations of objects, also referred to as the ‘focus of attention’, for
directing object detection. Inmethods using active recognition, the performance
of object detection for robotics is improved by letting the robots take certain ac-
tions, such as moving to an optimal location for obtaining a different view of the
object, based onmeasurement related to entropy [e.g., 23, 105, 106, 124, 129]. The
goal here is to obtain high performance in less number of actions. Jia et al. [71]
proposes a path planning method which selects a path where the robot obtains
new views of an object, and then these views are used for training the classi-
fiers. However, these methods only use 2D images and do not have advantage
of using the rich information present in 3D data. We show that our proposed
model captures context which not only helps in labeling the scene but also to in-
fer most contextually likely locations of objects using the objects already found
in the scene. This enables the robot to move to contextually likely locations and
obtain better views for finding objects and improve the performance of scene
labeling.
Some earlier works [26, 46, 156, 163] have tried to combine shape and color
information from multiple sensors for tasks such as object and obstacle detec-
tion. The recent availability of synchronized videos of both color and depth
obtained from RGB-D (Kinect-style) depth cameras, shifted the focus to making
use of both visual as well as shape features for object detection [e.g., 102, 103],
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3D segmentation [e.g., 19], human pose estimation [e.g., 123], and human ac-
tivity detection [187]. These methods demonstrate that augmenting visual fea-
tures with 3D information can enhance object detection in cluttered, real-world
environments. However, these works do not make use of the contextual rela-
tionships between various objects which have been shown to be useful for tasks
such as object detection and scene understanding in 2D images. Our goal is to
perform semantic labeling of indoor scenes by modeling and learning several
contextual relationships.
There is also some recent work in labeling outdoor scenes obtained from LI-
DAR data into a few geometric classes (e.g., ground, building, trees, vegetation,
etc.). Golovinskiy et al. [44] capture context by designing node features. Xiong
et al. [208] do so by stacking layers of classifiers; however this models only lim-
ited correlation between the labels. An Associative Markov Network is used
in [7, 137, 205] to favor similar labels for nodes in the cliques. However, many
relative features between objects are not associative in nature. For example, the
relationship on-top-of does not hold in between two ground segments, i.e., a
ground segment cannot be on-top-of another ground segment. Therefore, using
an associative Markov network is very restrictive for our problem. Contem-
porary work by [175] did address this issue by using a cutting plane method
to train non-associative Markov network. However, as we later show in our
experiments, a fully non-associative Markov Model is not ideal when we have
a large number of classes and features. More importantly, many of the works
discussed above [e.g., 7, 137, 175, 176, 208] were designed for outdoor scenes
with LIDAR data (without RGB values). Using RGB information together with
depths presents some new challenges, such as designing RGB features for 3D
segments. Also, since we consider much larger number of classes compared to
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previous works (17 vs 3-6 for previous works), the learning task is more chal-
lenging due to the large number of parameters. We address this by proposing a
parsimonious model.
The most related work to ours is [207], where they label the planar patches
in a point cloud of an indoor scene with four geometric labels (walls, floors,
ceilings, clutter). They use a CRF to model geometrical relationships such as
orthogonal, parallel, adjacent, and coplanar. The learning method for estimat-
ing the parameters in [29, 207] was based on maximizing the pseudo-likelihood
resulting in a sub-optimal learning algorithm. In comparison, our basic rep-
resentation is 3D segments (as compared to planar patches) and we consider
a much larger number of classes (beyond just the geometric classes). We also
capture a much richer set of relationships between pairs of objects, and use a
principled max-margin learning method to learn the parameters of our model.
2.3 Approach
We now outline our approach, including the model, its inference methods, and
the learning algorithm. Our input is multiple Kinect RGB-D images of a scene
(i.e., a room) stitched into a single 3D point cloud using RGBDSLAM.1 Each
such combined point cloud is then over-segmented based on smoothness (i.e.,
difference in the local surface normals) and continuity of surfaces (i.e., distance
between the points). Fig. 2.3 shows the segmentation output for an office scene.
These segments are the atomic units in our model. Our goal is to label each one
of them.
1http://openslam.org/rgbdslam.html
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Figure 2.3: Scene Point Cloud Segmentation. (Left) Point cloud of an of-
fice scene containing 2 monitors and a CPU on a table and a
chair beside it. (Right) The segmentation output of the point
cloud with each segment represented with a different color.
The black dots and lines represent the nodes and edges of the
undirected graph defined over the segments (for clarity not all
nodes and edges are shown).
Before getting into the technical details of the model, we first outline the
properties we aim to capture in our model below:
Visual appearance. The reasonable success of object detection in 2D images
shows that visual appearance is a good indicator for labeling scenes. We there-
fore model the local color, texture, gradients of intensities, etc. for predicting
the labels. In addition, we also model the property that if nearby segments are
similar in visual appearance, they are more likely to belong to the same object.
Local shape and geometry. Objects have characteristic shapes—for example,
a table is horizontal, a monitor is vertical, a keyboard is uneven, and a sofa is
usually smoothly curved. Furthermore, parts of an object often form a convex
shape. We compute 3D shape features to capture this.
Geometrical context. Many sets of objects occur in characteristic relative geo-
metric configurations. For example, a monitor is always on-top-of a table, chairs
are usually found near tables, a keyboard is in-front-of a monitor. This means
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that our model needs to capture non-associative relationships (e.g., that neigh-
boring segments differ in their labels in specific patterns).
Note the examples given above are just illustrative. For any particular practi-
cal application, there will likely be other properties that could also be included.
As demonstrated in the following section, our model is flexible enough to in-
clude a wide range of features.
2.3.1 Model Formulation
We model the three-dimensional structure of a scene using a model isomorphic
to a Markov Random Field with log-linear node and pairwise edge potentials.
Given a segmented point cloud x = (x1, ..., xN) consisting of segments xi, we
aim to predict a labeling y = (y1, ..., yN) for the segments. Each segment label
yi is itself a vector of K binary class labels yi = (y1i , ..., yKi ), with each yki 2 {0, 1}
indicating whether a segment i is a member of class k. Note that multiple yki can
be 1 for each segment (e.g., a segment can be both a “chair” and a “movable
object”). We use such multi-labelings in our attribute experiments where each
segment can have multiple attributes, but not in segment labeling experiments
where each segment can have only one label.
For a segmented point cloud x, the prediction yˆ is computed as the argmax
of a discriminant function Ew(x, y) that is parameterized by a vector of weights
w.
yˆ = argmax
y
Ew(x, y) (2.1)
The discriminant function captures the dependencies between segment labels
as defined by an undirected graph (V,E) of verticesV = {1, ...,N} and edges E ✓
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V⇥V. This undirected graph is derived from the point cloud by adding a vertex
for every segment in the point cloud and adding an edge between vertices based
on the spatial proximity of the corresponding segments. In detail, we connect
two segments (nodes) i and j by an edge if there exists a point in segment i
and a point in segment j which are less than context range distance apart. This
captures the closest distance between two segments (as compared to centroid
distance between the segments)—we study the effect of context range more in
Section 2.5. Fig. 2.3 shows the graph structure induced by a few segments of an
office scene.
Given (V,E), we define the following discriminant function based on in-
dividual segment features  n(i) and edge features  t(i, j) as further described
below.
Ew(x, y) =
X
i2V
KX
k=1
yki
h
wkn ·  n(i)
i
+
X
(i, j)2E
X
Tt2T
X
(l,k)2Tt
yliy
k
j
h
wlkt ·  t(i, j)
i
(2.2)
The node feature map  n(i) describes segment i through a vector of features,
and there is one weight vector for each of the K classes. Examples of such fea-
tures are the ones capturing local visual appearance, shape and geometry. The
edge feature maps  t(i, j) describe the relationship between segments i and j.
Examples of edge features are the ones capturing similarity in visual appear-
ance and geometric context.2 There may be multiple types t of edge feature
maps  t(i, j), and each type has a graph over the K classes with edges Tt. If Tt
contains an edge between classes l and k, then this feature map and a weight
vector wlkt is used to model the dependencies between classes l and k. If the
edge is not present in Tt, then  t(i, j) is not used.
2Even though it is not represented in the notation, note that both the node feature map  n(i)
and the edge feature maps  t(i, j) can compute their features based on the full x, not just xi and
x j.
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Figure 2.4: Dependency graph for object-associative features. It also con-
tains self-loops (which we do not show here for clarity).
We say that a type t of edge features is modeled by an associative edge po-
tential if the corresponding graph only has self loops, i.e. Tt = {(k, k)|8k = 1..K}.
And it is modeled by an non-associative edge potential if the corresponding
graph is a fully connected graph, i.e. Tt = {(l, k)|8l, k = 1..K}.
Parsimonious model. Most of the works on 2D images only used associative
edge potentials (e.g., [188]), where the idea is that visual similarity is usually
an indicator of whether two segments (or pixels) belong to same class. As dis-
cussed before, using only associative edge potentials is very restrictive for the
task of object labeling and by using non-associative edge potentials we are able
to model the dependencies between different objects. Examples of such depen-
dencies are geometric arrangements such as on-top-of ; we usually find monitor,
keyboard etc. on-top-of a table, rather than a table on-top-of a table. However,
modeling every edge feature via a non-associative edge potential will need K2
parameters per edge feature. Therefore, the number of parameters becomes
very large with increase in the number of classes and the number of edge fea-
tures. Even though, given sufficient data, a non-associative clique potential is
general enough to learn associative relationships, this generality comes at an
increased cost of training time and memory requirements when the number of
classes is large.
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Wemake the observation that not all features need to be modeled using non-
associative edge potentials that relate every pair of classes. As described above,
certain features such as the visual similarity features indicate when the two seg-
ments belong to the same class or parts of the same object, where as other geo-
metric features capture relations between any pair of classes. A key reason for
distinguishing between object-associative and non-associative features is par-
simony of the model. As not all edge features are non-associative, we avoid
learning weight vectors for relationships which do not exist.
Based on this observation we propose our parsimonious model (referred
to as svm mrf parsimon) which partitions edge features into two types—object-
associative features (Toa), such as visual similarity, coplanarity and convexity,
which usually indicate that two segments belong to the same object, and non-
associative features (Tna), such as relative geometric arrangement (e.g., on-top-of,
in-front-of ), which can capture characteristic configurations under which pairs
of different objects occur. We model the object-associative features using object-
associative potentials which capture only the dependencies between parts of
the same object. The graph for this type of features contains only edges be-
tween parts of same object and self loops as shown in Fig. 2.4. Formally,
Toa = {(l, k)|9ob ject, l, k 2 parts(object)}. The non-associative features are mod-
eled as non-associative edge potentials. Note that |Tna| >> |Toa| since, in practice,
the number of parts of an objects is much less than K. Due to this, the model
we learn with both type of edge features will have much lesser number of pa-
rameters compared to a model learnt with all edge features as non-associative
features. We show the performance of modeling the edge features using various
types of edge potentials in Section 2.5.
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2.3.2 Features
The various properties of objects and relations between them are captured in our
model with the help of various features that we compute from the segmented
point clouds. Our model uses two types of features – the node features and the
edge features. Since, the robot knows the height and orientation of its Kinect
sensor, we align all the point clouds so that the z-axis is vertical and the ground
is at zero height for computing the features. Our features are insensitive to hor-
izontal translation and rotation of the camera, but they place a lot of emphasis
on the vertical direction because gravity influences the shape and relative posi-
tions of objects to a large extent. Note that unlike images, there is no ambiguity
of scale in the input point could and all distance measurements are in meters.
Tables 2.1 and 2.2 summarize the features used in our experiments.  i0,  i1
and  i2 are the first three eigenvalues of the scatter matrix computed from the
points of segment i. si is the set of points in segment i and ci is the centroid
of segment i. ri is the ray vector to the centroid of segment i from the camera
position when it was captured. rhi is the projection of ri on horizontal plane.
nˆi is the unit normal of segment i which points towards the camera (ri.nˆi < 0).
The node features  n(i) (Table 2.1) consist of visual appearance features based on
histogram of HSV values and the histogram of gradients (HOG) [21], as well as
local shape and geometry features that capture properties such as how planar a
segment is, its absolute location above ground, and its shape. The local shape
features commonly used in the spectral analysis of point clouds (N4-N5) are
given by  i2    i1 (linearness),  i2    i1 (planarness) and  i0 (scatterness). N9
captures the tendency of some objects to be near the scene boundaries (walls),
e.g., shelf, table, etc.
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Table 2.1: Node features for segment i.
Description Count
Visual Appearance 48
N1. Histogram of HSV color values 14
N2. Average HSV color values 3
N3. Average of HOG features of the blocks in image spanned by
the points of a segment
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Local Shape and Geometry 8
N4. linearness ( i0 -  i1), planarness ( i1 -  i2) 2
N5. Scatter:  i0 1
N6. Vertical component of the normal: nˆiz 1
N7. Vertical position of centroid: ciz 1
N8. Vert. and Hor. extent of bounding box 2
N9. Dist. from the scene boundary (Fig. 2.5) 1
The edge features  t(i, j) (Table 2.2) consist of associative features (E1-E2)
based on visual appearance and local shape, as well as non-associative features
(E3-E9) that capture the tendencies of two objects to occur in certain configura-
tions. The local shape features include coplanarity and convexity. Coplanarity
is defined as:
Coplanarity(si, s j) =
8>>>><>>>>:  1 abs(nˆi · nˆ j)  cos↵1/di j otherwise
where di j = abs((ri   r j) · nˆi) is the distance between centroids in the direction of
the normal. Coplanarity only makes sense if the planes are almost parallel. So
we use a tolerance angle ↵ (which was set to 30 degrees). The value of copla-
narity feature is inversely proportional to the distance between the segments
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Table 2.2: Edge features for edge (segment i, segment j).
Description Count
Visual Appearance (associative) 3
E1. Difference of avg HSV color values 3
Local Shape and Geometry (associative) 2
E2. Coplanarity and convexity (Fig. 2.5) 2
Geometric context (non-associative) 6
E3. Horizontal distance b/w centroids. 1
E4. Vertical Displacement b/w centroids: (ciz   c jz) 1
E5. Angle between normals (Dot product): nˆi · nˆ j 1
E6. Difference in angle with vertical: cos 1(niz) - cos 1(njz) 1
E8. Distance between closest points: minu2si,v2s j d(u, v) (Fig. 2.5) 1
E9. Relative position from camera (in-front-of/behind). (Fig. 2.5) 1
when they are parallel, a large value when the segments are coplanar and -1
when they are not parallel. Convexity determines if the two adjoined segments
form a convex surface and is defined as:
Convexity(si, s j) =
8>>>>>>>><>>>>>>>>:
1 (dmini j < ⌧) ^ [[(nˆi ·  !di j  0)
^(nˆ j ·  !dji  0)] _ nˆi · nˆ j  cos↵]
0 otherwise
where dmini j is the minimum distance between segments si and s j,
 !
di j = (r j   ri),
is the displacement vector from ri to r j and
 !
dji =   !di j. ⌧ and ↵ are the tolerance
values forminimumdistance and the angle respectively. The geometric configu-
ration features include features that capture relationships such as on-top-of and
in-front-of. These are encoded by the vertical distance between centroids (E4),
which is positive if segment i is on-top-of segment j and negative otherwise,
and the relative distance from the camera (E9), which is positive if segment i is
in-front-of segment j and negative otherwise.
Node features for segment i.
Description Count
Visual Appearance 48
N1. Histogram of HSV color values 14
N2. Average HSV color values 3
N3. Average of HOG features of the blocks in im-
age spanned by the points of a segment
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Local Shape and Geometry 8
N4. linearness ( i0 -  i1), planarness ( i1 -  i2) 2
N5. Scatter:  i0 1
N6. Vertical component of the normal: nˆiz 1
N7. Vertical position of centroid: ciz 1
N8. Vert. and Hor. extent of bounding box 2
N9. Dist. from the scene boundary (Fig. 2) 1
Edge features for (segment i, segment j).
Description Count
Visual Appearance (associative) 3
E1. Difference of avg HSV color values 3
Local Shape and Geometry (associative) 2
E2. Coplanarity and convexity (Fig. 2) 2
Geometric context (non-associative) 6
E3. Horizontal distance b/w centroids. 1
E4. Vertical Displacement b/w centroids: (ciz   cjz) 1
E5. Angle between normals (Dot product): nˆi · nˆj 1
E6. Diff. in angle with vert.: cos 1(niz) - cos 1(njz) 1
E8. Dist. between closest points:
minu si,v sj d(u, v) (Fig. 2)
1
E8. rel. position from camera (in front of/behind). (Fig. 2) 1
Table 1: Node and edge features.
location above ground, and its shape. Some features capture spatial location of an object in the scene
(e.g., N9).
We connect two segments (nodes) i and j by an edge if there exists a point in segment i and a point
in segment j which are less than context range distance apart. This captures the closest distance
between two segments (as compared to centroid distance between the segments)—we study the
effect of context range more in Section 4. The edge features  t(i, j) (Table 1-right) consist of
associative features (E1-E2) based on visual appearance and local shape, as well as non-associative
features (E3-E8) that capture the tendenci s of two objects to occur in certain configur tions.
Note that our features are insensitive to horizontal translation and rotation of the camera. However,
our features place a lot of emphasis on the vertical direction because gravity influences the shape
and relative positions of objects to a large extent.
i j
cam
rhi
dbi dbj
rhj
3.2.1 Computing Predictions
Solving the argmax in Eq. (1) for the discriminant function in Eq. (2) is NP hard. However, its
equivalent formulation as the following mixed-integer program has a linear relaxation with several
desirable properties.
yˆ = argmax
y
max
z
 
i V
K 
k=1
yki
 
wkn ·  n(i)
 
+
 
(i,j) E
 
Tt T
 
(l,k) Tt
zlkij
 
wlkt ·  t(i, j)
 
(3)
 i, j, l, k : zlkij   yli, zlkij   ykj , yli + ykj   zlkij + 1, zlkij , yli   {0, 1} (4)
Note that the products yliykj have been replaced by auxiliary variables zlkij . Relaxing the variables zlkij
and yli to the interval [0, 1] leads to a linear program that can be shown to always have half-integral
solutions (i.e. yli only take values {0, 0.5, 1} at the solution) [10]. Furthermore, this relaxation can
also be solved as a quadratic pseudo-Boolean optimization problem using a graph-cut method [25],
which is orders of magnitude faster than using a general purpose LP solver (i.e., 10 sec for labeling
a typical scene in our experiments). Therefore, we refer to the solution of this relaxation as yˆcut.
The relaxation solution yˆcut has an interesting property called Persistence [2, 10]. Persistence says
that any segment for which the value of yli is integral in yˆcut (i.e. does not take value 0.5) is labeled
just like it would be in the optimal mixed-integer solution.
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Local Shape and Geometry 8
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Table 1: Node and edge features.
location above ground, and its shape. Some features capture spatial location of an object in the scene
(e.g., N9).
W con ect two segments (nodes) i and j by an edge if there exists a point in segment i and a point
in segment j which are less than context range distance apart. This captures the closest distance
between two segments (as compared to centroid distance between the segments)—we study the
effect of context range more in Section 4. The edge features  t(i, j) (Table 1-right) consist of
associative features (E1-E2) based on visual appearance and local shape, as well as non-associative
features (E3-E8) that capture the tendencies of two objects to occur in certain configurations.
Note that our features are insensitive to horizontal translation and rotation of the camera. However,
our features place a lot of emphasis on the vertical direction because gravity influences the shape
and relative positions of objects to a large extent.
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3.2.1 Computing Predictions
Solving the argmax in Eq. (1) for the discriminant function in Eq. (2) is NP hard. However, its
equivalent formulation as the following mixed-integer program has a linear relaxation with several
desirable properties.
yˆ = argmax
y
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wlkt ·  t(i, j)
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(3)
 i, j, l, k : zlkij   yli, zlkij   ykj , yli + ykj   zlkij + 1, zlkij , yli   {0, 1} (4)
Note that the products yliykj have been replaced by auxiliary variables zlkij . Relaxing the variables zlkij
and yli to the interval [0, 1] leads to a linear program that can be shown to always have half-integral
sol tions (i.e. yli only take values {0, 0.5, 1} at the solution) [10]. Furthermore, this relaxation can
also be solv d as a quadratic pseudo-Boolean optimization problem using a graph-cut method [25],
which is orders of magnitude faster than using a general purpose LP solver (i.e., 10 sec for labeling
a typical s ne in our experiments). Therefore, we refer to the solution of this relaxation as yˆcut.
The relaxation solution yˆcut has an interesting property called Persistence [2, 10]. Persistence says
that any segment for which the value of yli is integral in yˆcut (i.e. does not take value 0.5) is labeled
just like it would be in the optimal mixed-integer solution.
Since every segment in our experiments is in exactly one class, we also consider the linear relaxation
from above with the additional constraint  i : Kj=1 yji = 1. This problem can no longer be solved
via graph cuts and is not half-integral. We refer to its solution as yˆLP . Computing yˆLP for a
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Table 1: Node and dge features.
location above ground, and its shape. Some features capture spatial location of an object in the scene
(e.g., N9).
We connect two segments (nodes) i and j by an edge if there exists a point in segment i and a point
in segment j which are less than context range distance apart. This captures the closest distance
between two segments (as compared to centroid distance between the segments)—we study the
effect of context range more in Section 4. The edge features  t(i, j) (Table 1-right) consist of
associative features (E1-E2) based on visual appearance and local shape, as well as non-associative
features (E3-E8) that capture the tendencies of two objects to occur in certain configurations.
Note that our features are insensitive to horizontal translation and rotation of the camera. However,
our features place a lot of emphasis on the vertical direction because gravity influences the shape
and relative positions of objects to a large extent.
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3.2.1 Computing Predictions
Solving the argmax in Eq. (1) for the discriminant function in Eq. (2) is NP hard. However, its
equivalent formulation as the following mixed-integer program has a linear relaxation with several
desirable properties.
yˆ = argmax
y
max
z
 
i V
K 
k=1
yki
 
wkn ·  n(i)
 
+
 
(i,j) E
 
Tt T
 
(l,k) Tt
zlkij
 
wlkt ·  t(i, j)
 
(3)
 i, j, , k : zlkij   yli, zlkij   ykj , yli + ykj   zlkij + 1, zlkij , yli   {0, 1} (4)
Note that the products yliykj have been replaced by auxiliary variables zlkij . Relaxing the variables zlkij
and yli to the interval [0, 1] leads to a linear program that can be shown to always have half-integral
solutions (i.e. yli only take values {0, 0.5, 1} at the solution) [10]. Furthermore, this relaxation can
al o be solved as a quadratic pseudo-Boolean optimization problem using a graph-cut method [25],
which is orders of magnitude faster than using a general purpose LP solver (i.e., 10 sec for labeling
a typical scene in our experiments). Therefore, we refer to the solution of this relaxation as yˆcut.
The relaxation solution yˆcut has an interesting property called Persistence [2, 10]. Persistence says
that any segment for which the value of yli is integral in yˆcut (i.e. does not take value 0.5) is labeled
just like it would be in the optimal mixed-integer solution.
Since every segment in our experiments is in exactly one class, we also consider the linear relaxation
from above with the additional constraint  i : Kj=1 yji = 1. This problem can no longer be solved
via graph cuts and is not half-integral. We refer to its solution as yˆLP . Computing yˆLP for a
scene takes 11 minutes on average4. Finally, we can also compute the exact mixed integer solution
including the additional constraint  i :  Kj=1 yji = 1 using a general-purpose MIP solver4. We set
a time limit of 30 minutes for the MIP solver. This takes 18 minutes on average for a scene. All
runtimes are for single CPU implementations using 17 classes.
4http://www.tfinley.net/software/pyglpk/readme.html
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Figure 2.5: Illustration of a few features. (Left) Features N9 and E9. Segment i is
in-front-of segment j if rhi < rhj. (Middle) Two connected segment i
d j form a con ex shape if (ri   rj).nˆi   0 and ( j   ri).nˆj   0. (Right)
Ill str ting f ature E8.
Finally, all the features are binned using a cumulative binning strat g . Each
feature instance is represented by n binary values (each corresp nd ng to a bin),
where n is the number of bins. n thresholds are computed whe e ith one is the
100i
n
th percentile of values of that features in the dataset. The value corresponding
to the ith bin is set to 1 if the feature value for that instance lies in the range
[min, thi), where thi is the ith threshold. This gives us a new set of binary features
which are then used for learning the model and during inference. Binning helps
in capturing various non-linear functions of features and hence, significantly
improves prediction accuracies. In our experiments we use 10 bins for every
non-binary feature.
2.3.3 Computing Predictions
Our goal is to label each segment in the segmented point cloudwith themost ap-
propriate semantic label. This is achieved by finding the label assignment which
maximizes the value of the discriminant function in Eq. (2.2). Given the learned
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parameters of the model and the features computed from the segmented point
cloud, we need to solve the argmax in Eq. (2.1) for the discriminant function in
Eq. (2.2). This is NP hard. It can be equivalently formulated as the following
mixed-integer program.
yˆ = argmax
y
max
z
X
i2V
KX
k=1
yki
h
wkn ·  n(i)
i
+
X
(i, j)2E
X
Tt2T
X
(l,k)2Tt
zlki j
h
wlkt ·  t(i, j)
i
(2.3)
8i, j, l, k : zlki j  yli, zlki j  ykj, yli + ykj  zlki j + 1 (2.4)
zlki j, y
l
i 2 {0, 1} (2.5)
8i :
KX
j=1
y ji = 1 (2.6)
Note that the products yliy
k
j have been replaced by auxiliary variables z
lk
i j. We can
compute the exact mixed integer solution using a general-purpose MIP solver.3
We use this method for inference in our offline object labeling experiments (de-
scribed in Section 2.5.3) and set a time limit of 30 minutes for the MIP solver.
This takes 18 minutes on average for a full-scene point cloud and 2 minutes on
average for a single-view point cloud. All runtimes are for single CPU imple-
mentations using 17 classes.
However, when using our algorithm on labeling new scenes (e.g., during
our robotic experiments), objects other than the 27 objects we modeled might
be present. Forcing the model to predict one of the 27 objects for all segments
would result in wrong predictions for every segment of an unseen class. There-
fore, we relax the constraints 8i : PKj=1 y ji = 1 in Eq. (2.6) to 8i : PKj=1 y ji  1, which
allows a segment to remain unlabeled. This increases precision significantly at
the cost of some drop in recall. Also, this relaxed MIP only takes 30 seconds on
3http://www.gnu.org/software/glpk
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an average for a single-view point cloud.
We further relax the problem by removing the constraints in Eq. (2.6) and let
the variables zlki j and y
l
i take values in the interval [0, 1]. This results in a linear
program that can be shown to always have half-integral solutions (i.e., yli only
take values {0, 0.5, 1} at the solution) [52]. Furthermore, this relaxation can also
be solved as a QPBO (Quadratic Pseudo-Boolean Optimization) problem using
a graph-cut method4 [162], which is orders of magnitude faster than using a
general purpose LP solver. The graph-cut method takes less than 0.05 seconds
for labeling any full-scene or single-view point cloud. We refer to the solution
of this relaxation as yˆcut.
The relaxation solution yˆcut has an interesting property called Persistence [11,
52]. Persistence says that any segment for which the value of yli is integral in
yˆcut (i.e., does not take value 0.5) is labeled just like it would be in the optimal
mixed-integer solution. Note that in all relaxations, we say that the node i is
predicted as label l iff yli = 1.
In Section 2.5, Table 2.4 shows that the solution yˆcut, despite being a relax-
ation, achieves similar results on all metrics for both full-scene and single-view
point clouds, and is orders of magnitude faster to compute.
2.3.4 Learning Algorithm
We take a large-margin approach to learning the parameter vector w of Eq. (2.2)
from labeled training examples (x1, y1), ..., (xn, yn) [191, 190, 195]. Compared to
Conditional Random Field training [101] using maximum likelihood, this has
4http://www.cs.ucl.ac.uk/staff/V.Kolmogorov/software/QPBO-v1.3.src.tar.gz
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the advantage that the partition function need not be computed, and that the
training problem can be formulated as a convex program for which efficient
algorithms exist.
Our method optimizes a regularized upper bound on the training error
R(h) =
1
n
nX
j=1
 (y j, yˆ j), (2.7)
where yˆ j is the optimal solution of Eq. (2.1),  (y, yˆ) =
PN
i=1
PK
k=1 |yki   yˆki |, and h
is the function mapping the input x to an output y. In our training problem,
the function h parameterized by w is hw(x) = yˆ. To simplify notation, note that
Eq. (2.3) can be equivalently written as wT (x, y) by appropriately stacking the
wkn and wlkt into w and the yki n(k) and zlki j t(l, k) into  (x, y), where each zlki j is con-
sistent with Eq. (2.5) given y. Training can then be formulated as the following
convex quadratic program [81]:
minw,⇠
1
2
wTw +C⇠ (2.8)
s.t. 8y¯1, ..., y¯n 2 {0, 0.5, 1}N·K :
1
n
wT
nX
i=1
[ (xi, yi)    (xi, y¯i)]    (yi, y¯i)   ⇠
While the number of constraints in this quadratic program is exponential in n, N,
and K, it can nevertheless be solved efficiently using the cutting-plane algorithm
for training structural SVMs [81]. The algorithm maintains a working set of
constraints, and it can be shown to provide an ✏-accurate solution after adding
at most O(R2C/✏) constraints (ignoring log terms). The algorithm merely needs
access to an efficient method for computing
y¯i = argmax
y2{0,0.5,1}N·K
h
wT (xi, y) +  (yi, y)
i
. (2.9)
Due to the structure of  (., .), this problem is identical to the relaxed prediction
problem in Eqs. (2.3)-(2.5) and can be solved efficiently using graph cuts.
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Since our training problem is an overgenerating formulation as defined in
[35], the value of ⇠ at the solution is an upper bound on the training error in
Eq. (2.7). Furthermore, Finley and Joachims [35] observed empirically that the
relaxed prediction yˆcut after training w via Eq. (2.8) is typically largely integral,
meaning that most labels yki of the relaxed solution are the same as the optimal
mixed-integer solution due to persistence. We made the same observation in
our experiments as well: specifically, the average percentage of variables per
example that are labeled with integral values is 98.54%.
2.4 Contextual Search
In robotic tasks such as of finding objects, a robot might not find the object it
was looking for in its current view. The object might be far away, or occluded,
or even out of view. In this section, we propose a method which determines the
optimal location for the robot to move for finding the object it was looking for.
Our method uses the context from the objects already identified in the robot’s
current view.
Formally, the goal is to find the 3D location where the desired object is most
likely to be found, given a (partially) labeled point cloud. This can be done by
sampling 3D locations in the current view and using the learned discriminant
function to compare the chances of finding the desired object at those locations.
We generate these samples by discretizing the 3D bounding box of the labeled
point cloud and considering the centre of each grid as a sample. We considered
1000 equally spaced samples in our experiments.
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Figure 2.6: Figure illustrating our method for contextual search. The lo-
cation of the hallucinated segment is shown by a red star and
its neighbors are denoted using red edges. In this particular
scene the hallucinated keyboard segment is connected to mon-
itor, table-top and table-leg segments. The keyboard and tray
segments were left unlabeled by the algorithm, so they are not
connected.
2.4.1 Augmented Graph
To evaluate the score of a sample (lx, ly, lz) we first generate a graph on which the
discriminant function can be applied. For this, we first take the graph of labeled
segments (labeled using our algorithm) and augment it with a node h corre-
sponding to a hallucinated segment xh at location (lx, ly, lz). We then add edges
between this node, h, and the nearby nodes (labeled segments) that are within
context range distance from the sampled location. We denote these neighboring
segments of the hallucinated segment by Nbr(xh). Suppose we are looking for
an (missing) object class k, we label the newly added node as class k, i.e., the
kth element of yh is 1 and rest are 0. Fig. 2.6 illustrates one such augmentation
step. We can now apply our discriminant function to this augmented graph.
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Note that each of our sampled locations will give us a unique corresponding
augmented graph.
2.4.2 Discriminant Function and Inference
We use the discriminant function from Eq. (2.2) to compute the score of each
augmented graph. The optimal sample (location) for finding an instance of class
k, OL(k), is the one with highest value of the discriminant function applied to its
corresponding augmented graph. Note that only the location-dependent terms
in the discriminant function for the newly added node and edges can effect
its value, since the rest of the terms are same for every sample. Thus, we can
compute OL(k) very efficiently.
We denote the sum of all terms of the discriminant function which do not
depend on the location (lx, ly, lz) by a constant ⇢. We denote to the label of a
node j in the original labeled graph (before augmentation) as label( j). Let  0n(h)
denote the features of the hallucinated node h, which only depend on its location
(lx, ly, lz). Similarly, let  0t(h, j) denote the features of the edge (h, j) which only
depend on location of the hallucinated node. Let w0n and w0t denote the projection
of node and edge weight vectors respectively that contain only the components
corresponding to the location-dependent features. Now we can formally define
the optimal location as:
OL(k) = argmax
xh2samples
Ew(x [ xh, y [ yh) (2.10)
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Figure 2.7: Cornell’s Blue Robot. It consists of a mobile base mounted
with a Kinect sensor.
where,
Ew(x [ xh, y [ yh) =
w0kn ·  0n(h) +
X
( j)2Nbr(xh)
X
Tt2T
h
w0k label( j)t ·  0t(h, j) +w0label( j) kt ·  0t( j, h)
i
+ ⇢ (2.11)
Once the optimal location OL(k) is found by solving Eq. (2.10), the robot
moves close to this location to find objects as described in our contextually-
guided object detection experiments presented in Section 2.5.5.
30
Figure 2.8: Cornell’s POLAR Robot. It consists of a omni-directional mo-
bile base with a robotic arm and Kinect sensor mounted on the
top.
2.5 Experiments
In this section, we first describe our dataset and present results of the scene
labeling task on this dataset. We present a detailed analysis of various factors
such as the effect of the 3D features, the effect of adding context, the effect of the
presence of unlabeled segments, etc.
We then present the results on robotic experiments on attribute learning and
contextually-guided object detection. The object detection experiments were
performed using two robots: Cornell’s Blue and POLAR robot, shown in Fig. 2.7
and Fig. 2.8 respectively. These robots consist of a mobile base (Erratic and
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Segway Omni 50 respectively) and were mounted with Kinect sensors as shown
in respective figures. (For more details on the hardware specification of the
POLAR robot, please see [80].) We used ROS libraries5 to program these robots.
2.5.1 Data
We consider labeling object segments in full 3D scene (as compared to 2.5D data
from a single view). For this purpose, we collected data of 24 office and 28
home scenes from a total of about 550 views. Each scene was reconstructed
from about 8-9 RGB-D views from aMicrosoft Kinect sensor and contains about
one million colored points. We first over-segment the 3D scene (as described
earlier) to obtain the atomic units of our representation. For training, we man-
ually labeled the segments, and we selected the labels which were present in
a minimum of 5 scenes in the dataset. Specifically, the office labels are: {wall,
floor, tableTop, tableDrawer, tableLeg, chairBackRest, chairBase, chairBack, monitor,
printerFront, printerSide keyboard, cpuTop, cpuFront, cpuSide, book, paper}, and the
home labels are: {wall, floor, tableTop, tableDrawer, tableLeg, chairBackRest, chair-
Base, sofaBase, sofaArm, sofaBackRest, bed, bedSide, quilt, pillow, shelfRack, laptop,
book}. This gave us a total of 1108 labeled segments in the office scenes and 1387
segments in the home scenes. Often one object may be divided into multiple
segments because of over-segmentation. We have made this data available at:
http://pr.cs.cornell.edu/sceneunderstanding/data/data.php.
5http://www.ros.org
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Figure 2.9: Confusion Matrix on office dataset (left) and home dataset
(right) with svm mrf parsimon trained on Shape and Image fea-
tures.
2.5.2 Segmentation
For segmenting the point cloud, we use a region growing algorithm similar to
the Euclidean clustering in the Point-Cloud Library (PCL).6 It randomly picks
a seed point and grows it into a segment. New points are added to an exist-
ing segment if their distance to the closest point in the segment is less than a
threshold and the local normals calculated at these points are at an angle less
than a threshold. We also made the distance threshold proportional to the dis-
tance from camera because points far from the camera have more noisy depth
estimates. In detail, we used a distance threshold of 0.1d, where d is the distance
of the candidate point from camera, and an angle threshold of 30 . We observed
that these thresholds slightly over-segmented almost all scenes into object-parts
of desired granularity. Such a simple approach would not perfectly segment
all objects, but we find that our learning method is quite robust to such noisy
segmentation.
6http://www.pointclouds.org/documentation/tutorials/cluster_
extraction.php
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Table 2.3: Learning experiment statistics. The table shows average mi-
cro precision/recall, and average macro precision and recall for
home and office scenes.
Office Scenes Home Scenes
micro macro micro macro
features algorithm P/R Prec. Recall P/R Prec. Recall
None max class 26.33 26.33 5.88 29.38 29.38 5.88
Image Only svm node only 46.67 35.73 31.67 38.00 15.03 14.50
Shape Only svm node only 75.36 64.56 60.88 56.25 35.90 36.52
Image+Shape svm node only 77.97 69.44 66.23 56.50 37.18 34.73
Image+Shape+Context single frames 84.32 77.84 68.12 69.13 47.84 43.62
Image+Shape+Context svm mrf assoc 75.94 63.89 61.79 62.50 44.65 38.34
Image+Shape+Context svm mrf nonassoc 81.45 76.79 70.07 72.38 57.82 53.62
Image+Shape+Context svm mrf parsimon 84.06 80.52 72.64 73.38 56.81 54.80
2.5.3 Object Labeling Results
In this subsection, we report the results of offline labeling experiments. Table
2.3 shows the results, performed using 4-fold cross-validation and averaging
performance across the folds for the models trained separately on home and
office datasets. We use both the macro and micro averaging to aggregate pre-
cision and recall over various classes. Let predi(k) denote that the ith segment
was predicted to be of class k, and gti(k) denote that the ground truth label of
the ith segment was class k. We now formally define the following metrics used
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in literature.
precision(k) =
|{i : (predi(k) ^ gti(k))}|
|{i : predi(k)}|
recall(k) =
|{i : (predi(k) ^ gti(k))}|
|{i : gti(k)}|
macro precision =
PK
k=1 precision(k)
K
macro recall =
PK
k=1 recall(k)
K
micro precision =
PK
k=1 |{i : (predi(k) ^ gti(k))}|PK
k=1 |{i : predi(k)}|
micro recall =
PK
k=1 |{i : (predi(k) ^ gti(k))}|PK
k=1 |{i : gti(k)}|
where, for any set S , |S | denotes its size.
In these experiments, prediction is done using an MIP solver with the con-
straint that a segment can have exactly one label (8i : PKj=1 y ji = 1). So, micro pre-
cision and recall are same as the percentage of correctly classified segments. The
optimal C value is determined separately for each of the algorithms by cross-
validation.
Fig. 2.1 shows the original point cloud, ground-truth and predicted labels
for one office (top) and one home scene (bottom). Fig. 2.9 show the confusion
matrices for office and home scenes on the left and right respectively. On ma-
jority of the classes our model predicts the correct label as can be seen from the
strong diagonal in the confusion matrices. Some of the mistakes are reasonable,
such as a pillow getting confused with the quilt in homes. They often have sim-
ilar location and texture. In offices, books placed on table-tops sometimes get
confused with the table-top.
One of our goals is to study the effect of various factors, and therefore we
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compared our algorithm with various settings. We discuss them in the follow-
ing.
Do Image and Point Cloud Features Capture Complimentary Information?
The RGB-D data contains both image and depth information, and enables us to
compute a wide variety of features. In this experiment, we compare the two
kinds of features: Image (RGB) and Shape (Point Cloud) features. To show
the effect of the features independent of the effect of context, we only use the
node potentials from our model, referred to as svm node only in Table 2.3. The
svm node only model is equivalent to the multi-class SVM formulation [81]. Ta-
ble 2.3 shows that Shape features are more effective compared to the Image, and
the combination works better on both precision and recall. This indicates that
the two types of features offer complementary information and their combina-
tion is better for our classification task.
How Important is Context? Using our svm mrf parsimon model as described
in Section 2.3.1, we show significant improvements in the performance over
using svm node onlymodel on both datasets. In office scenes, themicro precision
increased by 6.09% over the best svm node only model that does not use any
context. In home scenes the increase is much higher, 16.88%.
The type of contextual relations we capture depend on the type of edge
potentials we model. To study this, we compared our method with models
using only associative or only non-associative edge potentials referred to as
svm mrf assoc and svm mrf nonassoc. We observed that modeling all edge fea-
tures using associative potentials is poor compared to our full model. In fact,
using only associative potentials showed a drop in performance compared to
svm node only model on the office dataset. This indicates it is important to cap-
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ture the relations between regions having different labels. Our svm mrf nonassoc
model does so, by modeling all edge features using non-associative potentials,
which can favor or disfavor labels of different classes for nearby segments. It
gives higher precision and recall compared to svm node only and svm mrf assoc.
This shows that modeling using non-associative potentials is a better choice for
our labeling problem.
However, not all the edge features are non-associative in nature, model-
ing them using only non-associative potentials could be an overkill (each non-
associative feature adds K2 more parameters to be learnt). Therefore using our
svm mrf parsimon model to model these relations achieves higher performance
in both datasets.
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Figure 2.10: Effect of context range on precision (=recall here).
How Large should the Context Range be? Context relationships of different
objects can be meaningful for different spatial distances. This range may vary
depending on the environment as well. For example, in an office, keyboard and
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monitor go together, but they may have little relation with a sofa that is slightly
farther away. In a house, sofa and table may go together even if they are farther
away.
In order to study this, we compared our svm mrf parsimon with varying
context range for determining the neighborhood (see Figure 2.10 for average mi-
cro precision vs range plot). Note that the context range is determined from the
boundary of one segment to the boundary of the other, and hence it is somewhat
independent of the size of the object. We note that increasing the context range
increases the performance to some level, and then it drops slightly. We attribute
this to the fact that with increasing the context range, irrelevant objects may get
an edge in the graph, andwith limited training data, spurious relationshipsmay
be learned. We observe that the optimal context range for office scenes is around
0.3 meters and 0.6 meters for home scenes.
How does a Full 3D Model Compare to a 2.5D Model? In Table 2.3, we com-
pare the performance of our full model with amodel that was trained and tested
on single-view point clouds of the same scene. During the comparison, the
training folds were consistent with other experiments, however the segmenta-
tion of this point cloudwas different (because the input point cloud is from a sin-
gle view). This makes the micro precision values meaningless because the dis-
tribution of labels is not same for the two cases. In particular, many large object
in a scene (e.g., wall, ground) get split up into multiple segments in single-view
point clouds. We observed that the macro precision and recall are higher when
multiple views are combined to form the scene. We attribute the improvement
in macro precision and recall to the fact that larger scenes have more context,
and models are more complete because of multiple views.
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What is the effect of the inference method? The results for svm mrf algorithms
in Table 2.3 were generated using theMIP solver. TheQPBO algorithm however,
gives a higher precision and lower recall on both datasets. For example, on office
data, the graphcut inference for our svm mrf parsimon gave a micro precision of
90.25 andmicro recall of 61.74. Here, the micro precision and recall are not same
as some of the segments might not get any label.
What is the effect of having different granularity when defining the object
classes? In our experiments, we have considered class labels at object-part level,
e.g., classes chairBase, chairBack and chairBackRest which are parts of a chair. We
think that such finer knowledge of objects is important for many robotic appli-
cations. For example, if a robot is asked to arrange chairs in a room, knowing
the chair parts can help determine the chair’s orientation. Also, labeling parts
of objects gives our learning algorithm an opportunity to exploit relationships
between different parts of an object. In order to analyze the performance gain
obtained by considering object-part level labeling, we compare ourmethodwith
one trained on object level classes. With 10 object level classes in office scenes :
{wall, table, chair, floor, cpu, book, paper, keyboard, printer and monitor}, we observe
a drop in performance, obtaining a micro precision/recall of 83.62%, macro pre-
cision of 76.89% and recall of 69.81%.
2.5.4 Attribute Labeling Results
In some robotic tasks, such as robotic grasping, it is not necessary to know the
exact object category, but just knowing a few attributes of an object may be use-
ful. For example, if a robot has to clean a floor, it would help if it knows which
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Figure 2.11: Cornell’s POLAR (PersOnaL Assistant Robot) using our clas-
sifier for detecting a keyboard in a cluttered room.
objects it can move and which it cannot. If it has to place an object, it should
place them on horizontal surfaces, preferably where humans do not sit. With
this motivation we have designed 8 attributes, each for the home and office
scenes, giving a total of 10 unique attributes. They are: {wall, floor, flat-horizontal-
surfaces, furniture, fabric, heavy, seating-areas, small-objects, table-top-objects, elec-
tronics}. Note that each segment in the point cloud can have multiple attributes
and therefore we can learn these attributes using our model which naturally al-
lows multiple labels per segment. We compute the precision and recall over the
attributes by counting how many attributes were correctly inferred. In home
scenes we obtained a precision of 83.12% and 70.03% recall, and in the office
scenes we obtain 87.92% precision and 71.93% recall.
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2.5.5 Robotic Experiments
The ability to label scenes is very useful for robotics applications, such as of
finding/retrieving an object on request. As described in Section 2.3.3, in a de-
tection scenario there can be some segments not belonging to the object classes
we consider. Table 2.4 shows the results of running our inference algorithms for
detection scenario on the offline office dataset when considering all segments,
including those belonging to classes other than the 17 mentioned earlier. The
solution of the relaxed MIP (described in Section 2.3.3) gives us high precision
(89.87% for micro, and 82.21% for macro), but low recall (55.36% for micro, and
35.25% for macro). The yˆcut solution, computed using the graph-cut method,
also achieves comparable accuracy (see line 3 of Table 2.4) and is very fast to
compute (takes less than 0.05 second per scene). Therefore, if the robot finds an
object it is likely correct, but the robot may not find all the objects easily. This is
where our contextual search algorithm (described in Section 2.4) becomes use-
ful.
Table 2.4: Precision and Recall for detection experiments in office scenes
(offline, single-view).
Algorithm Micro- Micro- Macro- Macro-
precision recall precision recall
max class 22.64 22.64 22.64 5.88
svm mrf parsimon 89.87 55.36 82.21 35.25
svm mrf parsimon w/ QPBO, yˆcut 87.41 56.82 82.95 38.14
In order to evaluate our contextual search algorithm, we test our approach
on our Blue robot for the task of finding 12 object classes located in 10 office
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Table 2.5: Class-wise precision recall for Robotic Experiments using con-
textual search.
class # instances precision recall
Wall 10 100 100
Table Top 10 100 100
Table Leg 10 71 50
Table Drawer 7 100 71
Chair Backrest 10 100 100
Chair Base 10 100 100
Chair Back 8 100 88
Monitor 9 100 100
Keyboard 9 100 78
CPU 8 50 11
Printer 1 100 100
Paper 10 100 22
Overall Micro
102
96 75
Overall Macro 93 77
Figure 2.12: (Left): The robot in an office scene. (Columns 2-5): Sequence
of colored images corresponding to the labeled point clouds
generated by the robot during the object detection experi-
ment.
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monitor tableTopkeyboard tableLegchairBackRest chairBasepaper chairBack tableDrawer wall
Figure 2.13: (Top left) Original image. (Top mid) Inferred labels color-
coded using the legend shown above. (Top right, bottom left,
bottom mid and bottom right): Contextually likely positions
for findingmonitor, keyboard, tableDrawer and paper respec-
tively. In these heatmaps, red indicates that the target object
is more likely to be found there. The circular yellow dot indi-
cates the most likely location.
scenes. The robot starts from a pre-determined location in an office and searches
for a given list of objects in the room. The goal of the robot is to find at least one
instance for each of the object classes it is asked to search for. Since, the RGB-D
sensor has a narrow field-of-view (57 degrees horizontally), the robot first scans
the room by turning a fixed angle each time. It labels the point cloud it obtains
in each view and saves the labeled point clouds.
Next, for all the object classes it did not find, it computes the contextually
likely locations for the objects using the algorithm described in Section 2.4. Us-
ing the the inferred locations, the robot moves in that direction in order to get
better view of the objects. Fig. 2.12 shows the experiment run in one office scene.
The first column shows the Blue robot and the scene in which it is asked to find
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Figure 2.14: (Left column): Front and top views(orthographic projections)
of an office scene in which a keyboard is occluded. (Right
column): Corresponding heatmaps where red indicates that
the keyboard is more likely to be found there. The yellow dot
indicates the most likely location.
the objects and the rest of the columns show the sequence of colored images
corresponding to the labeled point clouds. The first two point clouds were ob-
tained when the robot was scanning the room from a distance, and the last two
are obtained after inferring the contextually likely locations of the objects not
found and moving closer to these locations. Table 2.5 shows the precision and
recall of finding the 12 object classes in our robotic experiments.
To evaluate our contextual search algorithm, we present both qualitative and
quantitative results. Fig. 2.13 qualitatively shows the predictions for finding
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monitor, keyboard, tableDrawer and paper in a frame in which they were not
found. These heatmaps are generated in 3D, but for visualization purposes they
are aligned to the original RGB image in Fig. 2.13. As can be seen form Fig. 2.13,
a monitor is predicted to bemost likely found above the table and a tableDrawer
is likely to be found under the table. However, it does not do a great job for
paper, and this may be because we had very few examples for this class in our
training set.
Fig. 2.14 shows that our algorithm can also be used on a robot to find ob-
jects even when they are occluded. Clearly, it predicts that a keyboard is likely
to be found in front of the monitor and at about the same height as the table-
Top. To quantitatively evaluate the predictions, we collected 10 frames where
a keyboard was not detected, but other objects such as table and monitor were
detected. We then applied our contextual search algorithm to find the optimal
3D locations for finding a keyboard. For each of these scenes, we computed the
minimum distance of the actual keyboard-points to the inferred optimal loca-
tion. As a baseline, if the predictor always predicted midpoints of the scene as
the probable location of the keyboard, the max, mean and median values over
10 scenes were 113.5cm, 32.6cm and 27.2cm respectively. Using our method, we
get 36.3cm, 17.5cm and 15.9cm respectively. We found that this helps the robot
in finding the objects with only a few moves.
We have the code available as a ROS and PCL package. Code, datasets as
well as videos showing our robots finding objects using our algorithm are avail-
able at: http://pr.cs.cornell.edu/sceneunderstanding/.
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2.6 Conclusion
In this chapter, we have proposed the model and learning algorithm for se-
mantic labeling that exploits rich relational information in full-scene 3D point
clouds. Our method captures various features and contextual relations, includ-
ing the local visual appearance and shape cues, object co-occurence relation-
ships and geometric relationships. We showed how visual and shape features
can be modeled parsimoniously when the number of classes is large. We also
presented an algorithm to infer contextually likely locations for the desired ob-
jects given the current labelings in the scene. We tested our method on a large
offline dataset, as well as on the task of mobile robots finding objects in cluttered
scenes.
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CHAPTER 3
ACTIVITY UNDERSTANDING
3.1 Introduction
It is indispensable for a personal robot to perceive the environment in order to
perform assistive tasks. Recent works in this area have addressed tasks such as
estimating geometry [58], tracking objects [16], recognizing objects [18], placing
objects [76] and labeling geometric classes [96, 6]. Beyond geometry and objects,
humans are an important part of the indoor environments. Building upon the
recent advances in human pose detection from an RGB-D sensor [178], in this
chapter we present learning algorithms to detect the human activities and object
affordances. This information can then be used by assistive robots as shown in
Fig. 3.1.
Most prior works in human activity detection have focussed on activity de-
tection from still images or from 2D videos. Estimating the human pose is
the primary focus of these works, and they consider actions taking place over
Figure 3.1: An assistive robot observes human activities (making cereal).
Using RGB-D images as input, our algorithm detects the ac-
tivity being performed as well as the object affordances. This
enables the robot to figure out how to interact with objects and
plan actions, and to respond appropriately to the activities be-
ing performed (cleaning up the table).
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shorter time scales (see Section 3.2). Having access to a 3D camera, which pro-
vides RGB-D videos, enables us to robustly estimate human poses and use this
information for learning complex human activities.
Our focus in this work is to obtain a descriptive labeling of the complex
human activities that take place over long time scales and consist of a long se-
quence of sub-activities, such as making cereal and arranging objects in a room
(see Fig. 3.9). For example, the making cereal activity consists of around 12 sub-
activities on average, which includes reaching the pitcher, moving the pitcher
to the bowl, and then pouring the milk into the bowl. This proves to be a very
challenging task given the variability across individuals in performing each
sub-activity, and other environment induced conditions such as cluttered back-
ground and viewpoint changes. (See Fig. 3.2 for some examples.)
In most previous works, object detection and activity recognition have been
addressed as separate tasks. Only recently, some works have shown that mod-
eling mutual context is beneficial [49, 211]. The key idea in our work is to note
that, in activity detection, it is sometimes more informative to know how an
object is being used [associated affordances, 43] rather than knowing what the
object is (i.e. the object category). For example, both chair and sofa might be
categorized as ‘sittable’, and a cup might be categorized as both ‘drinkable’ and
‘pourable.’ Note that the affordances of an object change over time depending
on its use, e.g., a pitcher may first be reachable, then movable and finally pourable.
In addition to helping activity recognition, recognizing object affordances is im-
portant by itself because of their use in robotic applications [e.g., 98, 75, 73].
We propose a method to learn human activities by modeling the sub-
activities and affordances of the objects, how they change over time, and how
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Figure 3.2: Significant Variations, Clutter andOcclusions: Example shots
of reaching sub-activity from our dataset. First and third rows
show the RGB images, and the second and bottom rows show
the corresponding depth images from the RGB-D camera. Note
that there are significant variations in the way the subjects per-
form the sub-activity. In addition, there is significant back-
ground clutter and subjects are partially occluded (e.g., column
1) or not facing the camera (e.g., row 1 column 4) in many in-
stances.
they relate to each other. More formally, we define a Markov random field
(MRF) over two kinds of nodes: object and sub-activity nodes. The edges in
the graph model the pairwise relations among interacting nodes, namely the
object–object interactions, object–sub-activity interactions, and the temporal in-
teractions. This model is built with each spatio-temporal segment being a node.
The parameters of this model are learnt using a structural support vector ma-
chine (SSVM) formulation [35]. Given a new sequence of frames, we label the
high-level activity, all the sub-activities and the object affordances using our
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learned model.
The activities take place over a long time scale, and different people execute
sub-activities differently and for different periods of time. Furthermore, people
also often merge two consecutive sub-activities together. Thus, segmentations
in time are noisy and, in fact, there may not be one ‘correct’ segmentation, espe-
cially at the boundaries.
One approach could be to consider all possible segmentations, andmarginal-
ize the segmentation; however, this is computationally infeasible. In this work,
we perform sampling of several segmentations, and consider labelings over
these temporal segments as latent variables in our learning algorithm.
We first demonstrate significant improvement over previous work on
Cornell Activity Dataset (CAD-60). We then contribute a new dataset
comprising 120 videos collected from four subjects (CAD-120). These
datasets along with our code are available at http://pr.cs.cornell.edu/
humanactivities/. In extensive experiments, we show that our approach
outperforms the baselines in both the tasks of activity as well as affordance de-
tection. We achieved an accuracy of 91.8% for affordance, 86.0% for sub-activity
labeling and 84.7% for high-level activities respectively when given the ground
truth segmentation, and an accuracy of 79.4%, 63.4% and 75.0% on these respec-
tive tasks using our multiple segmentation algorithm.
In summary, our contributions are five-fold:
• We provide a fully annotated RGB-D human activity dataset containing
120 long term activities such as making cereal, microwaving food, etc. Each
video is annotated with the human skeleton tracks, object tracks, object
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affordance labels, sub-activity labels, and high-level activities.
• We propose a method for joint sub-activity and affordance labeling of
RGB-D videos by modeling temporal and spatial interactions between hu-
mans and objects.
• We address the problem of temporal segmentation by learning the optimal
labeling from multiple temporal segmentation hypotheses.
• We provide extensive analysis of our algorithms on two datasets and also
demonstrate how our algorithm can be used by assistive robots.
• We release full source code along with ROS and PCL integration.
The rest of the chapter is organized as follows. We start with a review of the
related work in Section 3.2. We describe the overview of our methodology in
Section 3.3 and describe the model in Section 3.4. We then describe the object
tracking and segmentation methods in Section 3.5 and 3.6 respectively and de-
scribe the features used in our model in Section 3.7. We present our learning,
inference and temporal segmentation algorithms in Section 3.8. We present the
experimental results along with robotic demonstrations in Section 3.9.
3.2 Related Work
There is a lot of recent work in improving robotic perception in order to enable
the robots to perform many useful tasks. These works includes 3D modeling
of indoor environments [58], semantic labeling of environments by modeling
objects and their relations to other objects in the scene [96, 103, 161, 6], devel-
oping frameworks for object recognition and pose estimation for manipulation
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[18], object tracking for 3D object modeling [99], etc. Robots are now becoming
more integrated in human environments and are being used in assistive tasks
such as automatically interpreting and executing cooking recipes [10], robotic
laundry folding [131] and arranging a disorganized house [76, 73]. Such appli-
cations makes it critical for the robots to understand both object affordances as
well as human activities in order to work alongside with humans. We describe
the recent advances in the various aspects of this problem here.
Object affordances. An important aspect of the human environment a robot
needs to understand are the object affordances. Most of the work within the
robotics community related to affordances has focused on predicting opportu-
nities for interaction with an object either by using visual clues [184, 59, 5] or
through observation of the effects of exploratory behaviors [136, 158, 133]. For
instance, [184] proposed a probabilistic graphical model that leverages visual
object categorization for learning affordances and [59] proposed the use of phys-
ical and visual attributes as a mid-level representation for affordance prediction.
[5] proposed a method to find affordances which depends solely on the objects
of interest and their position and orientation in the scene. These methods, do
not consider the object affordances in human context, i.e. how the objects are
usable by humans. We show that human-actor based affordances are essential
for robots working in human spaces in order for them to interact with objects in
a human-desirable way.
There is some recent work in interpreting human actions and interaction
with objects [120, 172, 3, 90, 114] in context of learning to perform actions from
demonstrations. [120] use context from objects in terms of possible grasp affor-
dances to focus the attention of their action recognition system and reduce am-
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biguities. In contrast to these methods, we propose a model to learn human ac-
tivities spanning over long durations and action-dependent affordances which
make robots more capable in performing assistive tasks as we later describe
in Section 3.9.5. [172] used supervised learning to detect grasp affordances for
grasping novel objects. [114] used a cascaded classification model to model the
interaction between objects, geometry and depths. However, their work is lim-
ited to 2D images. In recent work, [75] used a data-driven technique for learning
spatial affordance maps for objects. This work is different from ours in that we
consider semantic affordances with spatio-temporal grounding useful for activ-
ity detection. Pandey and Alami [2010, 2012] proposed mightability maps and
taskability graphs that capture affordances such as reachability and visibility,
while considering efforts required to be performed by the agents. While this
work manually defines object affordances in terms of kinematic and dynamic
constraints, our approach learns them from observed data.
Human activity detection from 2D videos. There has been a lot of work on hu-
man activity detection from images [210, 212] and from videos [108, 118, 64, 177,
128, 152, 159, 167, 189]. Here, we discuss works that are closely related to ours,
and refer the reader to [2] for a survey of the field. Most works [e.g. 64, 177, 128]
consider detecting actions at a ‘sub-activity’ level (e.g. walk, bend, and draw)
instead of considering high-level activities. Their methods range from discrim-
inative learning techniques for joint segmentation and recognition [177, 64] to
combining multiple models [128]. Some works, such as [189], consider high-
level activities. [189] proposed a latent model for high-level activity classifi-
cation and have the advantage of requiring only high-level activity labels for
learning. None of these methods explicitly consider the role of objects or ob-
ject affordances that not only help in identifying sub-activities and high-level
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activities, but are also important for several robotic applications [e.g. 98].
Some recent works [49, 211, 4, 74, 152] show that modeling the interaction
between human poses and objects in 2D videos results in a better performance
on the tasks of object detection and activity recognition. However, these works
cannot capture the rich 3D relations between the activities and objects, and are
also fundamentally limited by the quality of the human pose inferred from the
2D data. More importantly, for activity recognition, the object affordancematters
more than its category.
[87] used a factorial CRF to simultaneously segment and classify human
hand actions, as well as classify the object affordances involved in the activity
from 2D videos. However, this work is limited to classifying only hand actions
and does not model interactions between the objects. We consider complex full-
body activities and show that modeling object–object interactions is important
as objects have affordances even if they are not directly interacted with human
hands.
Human activity detection from RGB-D videos. Recently, with the availability
of inexpensive RGB-D sensors, some works [115, 141, 186, 214, 185] consider
detecting human activities from RGB-D videos. [115] proposed an expandable
graphical model, to model the temporal dynamics of actions and use a bag of
3D points to model postures. They use their method to classify 20 different
actions which are used in context of interacting with a game console, such as
draw tick, draw circle, hand clap, etc. [214] designed 4D local spatio-temporal
features and use an LDA classifier to identify six human actions such as lift-
ing, removing, waving, etc., from a sequence of RGB-D images. However, both
these works only address detecting actions which span short time periods. [141]
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also designed feature representations such as spatio-temporal interest points
and motion history images which incorporate depth information in order to
achieve better recognition performance. [147] used data from laser rangefinder
to model observed movement patterns and interactions between persons. They
segment tracks into activities based on difference in displacement distributions
in each segment, and use a Markov model for capturing the transition probabil-
ities. None of these works model interactions with objects which provide useful
information for recognizing complex activities.
In recent previouswork from our lab, [186, 185] proposed a hierarchical max-
imum entropy Markov model to detect activities from RGB-D videos and treat
the sub-activities as hidden nodes in their model. However, they use only hu-
man pose information for detecting activities and also constrain the number of
sub-activities in each activity. In contrast, we model context from object inter-
actions along with human pose, and also present a better learning algorithm.
(See Section 3.9 for further comparisons.) [41] also use depth data to perform
sub-activity (referred to as action) classification and functional categorization of
objects. Their method first detects the sub-activity being performed using the
estimated human pose from depth data, and then performs object localization
and clustering of the objects into functional categories based on the detected
sub-activity. In contrast, our proposed method performs joint sub-activity and
affordance labeling and uses these labels to perform high-level activity detec-
tion.
All of the above works lack a unified framework that combines all of the
information available in human interaction activities and therefore we propose
a model that captures both the spatial and temporal relations between object
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affordances and human poses to perform joint object affordance and activity
detection.
3.3 Overview
Over the course of a video, a human may interact with several objects and per-
form several sub-activities over time. In this section we describe at a high level
how we process the RGB-D videos and model the various properties for affor-
dance and activity labeling.
Given the raw data containing the color and depth values for every pixel
in the video, we first track the human skeleton using Openni’s skeleton tracker1
for obtaining the locations of the various joints of the human skeleton. However
these values are not very accurate, as the Openni’s skeleton tracker is only de-
signed to track human skeletons in clutter-free environments and without any
occlusion of the body parts. In real-world human activity videos, some body
parts are often occluded and the interaction with the objects hinders accurate
skeleton tracking. We show that even with such noisy data, our method gets
high accuracies by modeling the mutual context between the affordances and
sub-activities.
We then segment the object being used in the activity and track them through
out the 3D video, as explained in detail in Section 3.5. We model the activities
and affordances by defining a MRF over the spatio-temporal sequence we get
from an RGB-D video, as illustrated in Fig. 3.3. MRFs are a workhorse of ma-
chine learning, and have been successfully applied to many applications [e.g.
1http://openni.org
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Figure 3.3: Pictorial representation of the different types of nodes and re-
lationships modeled in part of the cleaning objects activity com-
prising three sub-activities: reaching, opening and scrubbing.
(See Section 3.3.)
173]. Please see [89] for a review. If we build our graph with nodes for objects
and sub-activities for each time instant (at 30 fps), then we will end up with
quite a large graph. Furthermore, such a graph would not be able to model
meaningful transitions between the sub-activities because they take place over
a long-time (e.g. a few seconds). Therefore, in our approach we first segment
the video into small temporal segments, and our goal is to label each segment
with appropriate labels. We try to over-segment, so that we end up with more
segments and avoid merging two sub-activities into one segment. Each of these
segments occupies a small length of time and therefore, considering nodes per
segment gives us a meaningful and concise representation for the graphG. With
such a representation, we canmodel meaningful transitions of a sub-activity fol-
lowing another, e.g. pouring followed by moving. Our temporal segmentation
algorithms are described in Section 3.6. The outputs from the skeleton and ob-
ject tracking along with the segmentation information and RGB-D videos are
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then used to generate the features described in Section 3.7.
Given the tracks and segmentation, the graph structure (G) is constructed
with a node for each object and a node for the sub-activity of a temporal seg-
ment, as shown in Fig. 3.3. The nodes are connected to each other within a tem-
poral segment and each node is connected to its temporal neighbors by edges as
further described in Section 3.4. The learning and inference algorithms for our
model are presented in Section 3.8. We capture the following properties in our
model:
• Affordance–sub-activity relations. At any given time, the affordance of
the object depends on the sub-activity it is involved in. For example, a cup
has the affordance of ‘pour-to’ in a pouring sub-action and has the affor-
dance of ‘drinkable’ in a drinking sub-action. We compute relative geomet-
ric features between the object and the human’s skeletal joints to capture
this. These features are incorporated in the energy function as described
in Eq. (3.6).
• Affordance–affordance relations. Objects have affordances even if they
are not interacted directly with by the human, and their affordances de-
pend on the affordances of other objects around them. For example, in the
case of pouring from a pitcher to a cup, the cup is not interacted with by the
human directly but has the affordance ‘pour-to’. We therefore use relative
geometric features such as ‘on top of’, ‘nearby’, ‘in front of’, etc., to model
the affordance–affordance relations. These features are incorporated in the
energy function as described in Eq. (3.5).
• Sub-activity change over time. Each activity consists of a sequence of
sub-activities that change over the course of performing the activity. We
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model this by incorporating temporal edges in G. Features capturing the
change in human pose across the temporal segments are used to model
the sub-activity change over time and the corresponding energy term is
given in Eq. (3.8).
• Affordance change over time. The object affordances depend on the sub-
activity being performed and hence change along with the sub-activity
over time. We model the temporal change in affordances of each object
using features such as change in appearance and location of the object over
time. These features are incorporated in the energy function as described
in Eq. (3.7).
3.4 Model
Our goal is to perform joint activity and object affordance labeling of RGB-D
videos. We model the spatio-temporal structure of an activity using a model
isomorphic to a MRF with log-linear node and pairwise edge potentials (see
Fig. 3.3 and 3.4 for an illustration). The MRF is represented as a graph G =
(V,E). Given a temporally segmented 3D video, with temporal segments s 2
{1, ...,N}, our goal is to predict a labeling y = (y1, ..., yN) for the video, where ys
is the set of sub-activity and object affordance labels for the temporal segment
s. Our input is a set of features x extracted from the segmented 3D video as
described in Section 3.7. The prediction yˆ is computed as the argmax of a energy
function Ew(x, y) that is parameterized by weights w.
yˆ = argmax
y
Ew(x, y) (3.1)
Ew(x, y) = Eo + Ea + Eoo + Eoa + Etoo + Etaa (3.2)
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us a meaningful and concise representation for the graph
G. With such a representation, we can model meaningful
transitions of a sub-activity following another, e.g., pouring
followed by moving. Our temporal segmentation algorithms
are described in Section VI. The outputs from the skeleton
and object tracking along with the segmentation information
and RGBD videos are then used to generate the features
described in Section VII.
Given the tracks and segmentation, the graph structure (G)
is constructed with a node for each object and a node for the
sub-activity of a temporal segment, as shown in Fig. 3. The
nodes are connected to each other within a temporal segment
and each node is connected to its temporal neighbors by
edges as further described in Section IV. The learning and
inference algorithms for our model are presented in Section
VIII. We capture the following properties in our model:
• Affordance - sub-activity relations. At any given
time, the affordance of the object depends on the sub-
activity it is involved in. For example, a cup has the
affordance of ‘pour-to’ in a pouring sub-action and has
the affordance of ‘drinkable’ in a drinking sub-action.
We compute relative geometric features between the
object and the human’s skeletal joints to capture this.
These features are incorporated in the energy function
as described in Eq. (6).
• Affordance - affordance relations. Objects have af-
fordances even if they are not interacted directly with
by the human, and their affordances depend on the
affordances of other objects around them. E.g., in the
case of pouring from a pitcher to a cup, the cup is not
interacted by the human directly but has the affordance
‘pour-to’. We therefore use relative geometric features
such as “on top of”, “nearby”, “in front of”, etc.,
to model the affordance - affordance relations. These
features are incorporated in the energy function as
described in Eq. (5).
• Sub-activity change over time. Each activity consists
of a sequence of sub-activities that change over the
course of performing the activity. We model this by
incorporating temporal edges in G. Features capturing
the change in human pose across the temporal segments
are used to model the sub-activity change over time and
the corresponding energy term is given in Eq. (8).
• Affordance change over time. The object affordances
depend on the sub-activity being performed and hence
change along with the sub-activity over time. We model
the temporal change in affordances of each object using
features such as change in appearance and location of
the object over time. These features are incorporated in
the energy function as described in Eq. (7).
IV. MODEL
Our goal is to perform joint activity and object affordance
labeling of RGB-D videos. We model the spatio-temporal
structure of an activity using a model isomorphic to a
Markov Random Field with log-linear node and pairwise
edge potentials (see Fig. 3 for an illustration). The MRF
is represented as a graph G = (V, E). Given a temporally
segmented 3D video x = (x1, ..., xN ) consisting of temporal
segments xs, we aim to predict a labeling y = (y1, ...,yN )
for each segment. For a segmented 3D video x, the prediction
yˆ is computed as the argmax of a energy function Ew(x,y)
that is parameterized by weights w.
yˆ = argmax
y
Ew(x,y) (1)
Ew(x,y) = Eo + Ea + Eoo + Eoa + E
t
oo + E
t
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The energy function consists of six types of potentials that
define the energy of a particular assignment of sub-activity
and object affordance labels to the sequence of segments in
the given video. The various potentials capture the dependen-
cies between the sub-activity and object affordance labels as
defined by an undirected graph G = (V, E).
We now describe the structure of this graph along with
the corresponding potentials. There are two types of nodes
in G: object nodes denoted by Vo and sub-activity nodes
denoted by Va. Let Ka denote the set of sub-activity labels,
and Ko denote the set of object affordance labels. Let yki
be a binary variable representing the node i having label k,
where k   Ko for object nodes and k   Ka for sub-activity
nodes. All k binary variables together represent the label of
a node. Let Vso denote set of object nodes of segment s, and
vsa denote the sub-activity node of segment s.
The energy term associated with labeling the object nodes
is denoted by Eo and is defined as the sum of object node
potentials  o(i) as:
Eo =
 
i Vo
 o(i) =
 
i Vo
 
k Ko
yki
 
wko ·  o(i)
 
, (3)
where  o(i) denotes the feature map describing the object
affordance of the object node i in its corresponding temporal
segment through a vector of features, and there is one weight
vector for each affordance class in Ko. Similarly, we have an
energy term, Ea, for labeling the sub-activity nodes which
is defined as the sum of sub-activity node potentials as
Ea =
 
i Va
 a(i) =
 
i Va
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k Ka
yki
 
wka ·  a(i)
 
, (4)
where  a(i) denotes the feature map describing the sub-
activity node i through a vector of features, and there is
one weight vector for each sub-activity class in Ka.
For all segments s, there is an edge connecting all the
nodes in Vso to each other, denoted by Eoo, and to the sub-
activity node vsa, denoted by Eoa. These edges signify the
relationships within the objects, and between the objects
and the human pose within a segment and are referred to
as ‘object - object interactions’ and ‘sub-activity - object
interactions’ in the Fig. 3 respectively.
The sub-activity node of segment s is connected to the
sub-activity nodes in segments (s   1) and (s + 1). These
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depend on the sub-activity being performed and hence
change along with the sub-activity over time. We model
the temporal change in affordances of each object using
features such as change in appearance and location of
the object over time. These features are incorporated in
the energy function as described in Eq. (7).
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Our goal is to perform joint activity and object affordance
labeling of RGB-D videos. We model the spatio-temporal
structure of an activity using a model isomorphic to a
Markov Random Field with log-linear node and pairwise
edge potentials (see Fig. 3 for an illustration). The MRF
is represented as a graph G = (V, E). Given a temporally
segmented 3D video x = (x1, ..., xN ) consisting of temporal
segments xs, we aim to predict a labeling y = (y1, ...,yN )
for each segment. For a segmented 3D video x, the prediction
yˆ is computed as the argmax of a energy function Ew(x,y)
that is parameterized by weights w.
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define the energy of a particula assignment of sub- ctivity
and object afforda ce labels to the sequence of segments in
the given video. The various potentials capture the dependen-
cies between the sub-activity and object affordance labels as
defined by an undirected graph G = (V, E).
We now describe the structure of this graph along with
the corresponding potentials. There are two types of nodes
in G: object nodes denoted by Vo and sub-activity nodes
denoted by Va. Let Ka denote the set of sub-activity labels,
and Ko denote the set of object affordance labels. Let yki
be a binary variable representing the node i having label k,
where k   Ko for object nodes and k   Ka for sub-activity
nodes. All k binary variables together represent the label of
a node. Let Vso denote set of object nodes of segment s, and
vsa denote the sub-activity node of segment s.
The energy term associated with labeling the object nodes
is denoted by Eo and is defined as the sum of object node
potentials  o(i) as:
Eo =
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where  o(i) denotes the feature map describing the object
affordance of the object node i in its corresponding temporal
segment through a vector of features, and there is one weight
vector for each affordance class in Ko. Similarly, we have an
energy term, Ea, for labeling the sub-activity nodes which
is defined as the sum of sub-activity node potentials as
Ea =
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 a(i) =
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where  a(i) denotes the feature map describing the sub-
activity node i through a vector of features, and there is
one weight vector for each sub-activity class in Ka.
For all segments s, there is an edge connecting all the
nodes in Vso to each other, denoted by Eoo, and to the sub-
activity node vsa, denoted by Eoa. These edges signify the
relationships within the objects, and between the objects
and the human pose within a segment and are referred to
as ‘object - object interactions’ and ‘sub-activity - object
interactions’ in the Fig. 3 respectively.
The sub-activity node of segment s is connected to the
sub-activity nodes in segments (s   1) and (s + 1). These
Temporal Segment ‘s’ 
Figure 3.4: An illustrative example of our Markov random field (MRF) for
three temporal segments, with one sub-activity node, vsa, and
three object nodes, {vso1 ,vso2 ,vso3}, per temporal segment.
The energy function consists of six types of potentials that define the energy
of a particular assignment of sub-activity and object affordance labels to the
sequence of segments in the given video. The various potentials capture the
dependencies between the sub-activity and object affordance l bels as defined
by an undirected graph G = (V,E).
We now describe the structure of this graph along with the corresponding
potentials. There are two types of nodes in G: object nodes denoted by Vo and
sub-activity nodes denoted by Va. Let Ka denote the set of sub-activity labels,
and Ko denote the set of object affordance labels. Let yki be a binary variable
representing the node i having label k, where k 2 Ko for object nodes and k 2
Ka for sub-activity nodes. All k binary variables together represent the label
of a node. Let Vso denote set of object nodes of segment s, and vsa denote the
sub-activity node of segment s. Figure 3.4 shows the graph structure for three
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temporal segments for an activity with three objects.
The energy term associated with labeling the object nodes is denoted by Eo
and is defined as the sum of object node potentials  o(i) as:
Eo =
X
i2Vo
 o(i) =
X
i2Vo
X
k2Ko
yki
h
wko ·  o(i)
i
, (3.3)
where  o(i) denotes the feature map describing the object affordance of the ob-
ject node i in its corresponding temporal segment through a vector of features,
and there is one weight vector for each affordance class in Ko. Similarly, we have
an energy term, Ea, for labeling the sub-activity nodes which is defined as the
sum of sub-activity node potentials as
Ea =
X
i2Va
 a(i) =
X
i2Va
X
k2Ka
yki
h
wka ·  a(i)
i
, (3.4)
where  a(i) denotes the feature map describing the sub-activity node i through
a vector of features, and there is one weight vector for each sub-activity class in
Ka.
For all segments s, there is an edge connecting all the nodes in Vso to each
other, denoted by Eoo, and to the sub-activity node vsa, denoted by Eoa. These
edges signify the relationships within the objects, and between the objects and
the human posewithin a segment and are referred to as ‘object–object interactions’
and ‘sub-activity–object interactions’ in the Fig. 3.3, respectively.
The sub-activity node of segment s is connected to the sub-activity nodes in
segments (s  1) and (s+ 1). These temporal edges are denoted by Etaa. Similarly
every object node of segment s is connected to the corresponding object nodes
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in segments (s   1) and (s + 1), denoted by Etoo. These edges model the tempo-
ral interactions between the human poses and the objects, respectively, and are
represented by dotted edges in the Fig. 3.3.
We have one energy term for each of the four interaction types and they are
defined as:
Eoo =
X
(i, j)2Eoo
X
(l,k)2Ko⇥Ko
yliy
k
j
h
wlkoo ·  oo(i, j)
i
, (3.5)
Eoa =
X
(i, j)2Eoa
X
(l,k)2Ko⇥Ka
yliy
k
j
h
wlkoa ·  oa(i, j)
i
, (3.6)
Etoo =
X
(i, j)2Etoo
X
(l,k)2Ko⇥Ko
yliy
k
j
h
wtlkoo ·  too(i, j)
i
, (3.7)
Etaa =
X
(i, j)2Etaa
X
(l,k)2Ka⇥Ka
yliy
k
j
h
wtlkaa ·  taa(i, j)
i
. (3.8)
The feature maps  oo(i, j) and  oa(i, j) describe the interactions between pair
of objects and interactions between an object and the human skeleton within
a temporal segment, respectively, and the feature maps  too(i, j) and  taa(i, j) de-
scribe the temporal interactions between objects and sub-activities, respectively.
Also, note that there is one weight vector for every pair of labels in each energy
term.
Given G, we can rewrite the energy function based on individual node po-
tentials and edge potentials compactly as follows:
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h
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i
+
X
t2T
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(i, j)2Et
X
(l,k)2Tt
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k
j
h
wlkt ·  t(i, j)
i
(3.9)
where T is the set of the four edge types described above. Writing the energy
function in this form allows us to apply efficient inference and learning algo-
rithms as described later in Section 3.8.
3.5 Object Detection and Tracking
For producing our graph G, we need as input the segments corresponding to
the objects (but not their labels) and their tracks over time. In order to do so, we
run pre-trained object detectors on a set of frames sampled from the video and
then use particle filter tracker to obtain tracks of the detected objects. We then
find consistent tracks that connect the various detected objects in order to find
reliable object tracks. We present the details below.
Object Detection: We first train a set of 2D object detectors for the common
objects present in our dataset (e.g. mugs, bowls). We use features that capture
the inherent local and global properties of the object encompassing the appear-
ance and the shape/geometry. Local features includes color histogram and the
histogram of oriented gradients (HoG, Dalal and Triggs, 2005) which provide
the intrinsic properties of the target object while viewpoint features histogram
(VFH, Rusu et al., 2010) provides the global orientation of the normals from the
object’s surface. For training we used the RGB-D object dataset by [102] and
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built a one-vs-all SVM classifier using the local features for each object class in
order to obtain the probability estimates of each object class. We also build a
k-nearest neighbor (kNN) classifier over VFH features. The kNN classifier pro-
vides the detection score as inverse of the distance between training and the test
instance. We obtain a final classification score by adding the scores from these
two classifiers.
At test time, for a given point cloud, we first reduce the set of 3D bounding
boxes by only considering those that belong to a volume around the hands of
the skeleton. This reduces the number of false detections as well as the detection
time. We then run our SVM-based object detectors on the RGB image. This
gives us the exact x and y coordinates of the possible detections. The predictions
with score above a certain threshold are further examined by calculating the
kNN score based on VFH features. To find the exact depth of the object, we
do pyramidal window search inside the current 3D bounding box and get the
highest scoring box. In order to remove the empty space and any outlier points
within a bounding box, we shrink it towards the highest-density region that
captures 90% of the object points. These bounding box detections are ordered
according to their final classification score.
Object Tracking: We used the particle filter tracker implementation2 provided
under the PCL library for tracking our target object. The tracker uses the color
values and the normals to find the next probable state of the object.
Combining Object Detections with Tracking: We take the top detections, track
them, and assign a score to each of them in order to compute the potential nodes
2http://www.willowgarage.com/blog/2012/01/17/tracking-3d-objects-point-cloud-
library
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in the graph G.
We start with building a graph with the initial bounding boxes as the nodes.
In our current implementation, this method needs an initial guess on the 2D
bounding boxes of the objects to keep the algorithm tractable. We can obtain this
by considering only the tabletop objects by using a tabletop object segmenter
[e.g. 164]. We initialize the graph with these guesses. We then perform track-
ing through the video and grow the graph by adding a node for every object
detection and connect two nodes with an edge if a track exists between their
corresponding bounding boxes. Our object detection algorithm is run after ev-
ery fixed number of frames, and the frames on which it is run are referred to as
the detection frames. Each edge is assigned a weight corresponding to its track
score as defined in Eq. (3.10). After the whole video is processed, the best track
for every initial node in the graph is found by taking the highest weighted path
starting at that node.
The object detections at the current frame are categorized into one of the fol-
lowing categories: {merged detection, isolated detection, ignored detection} based on
their vicinity and similarity to the currently tracked objects as shown in Figure
3.5. If a detection occurs close to a currently tracked object and has high sim-
ilarity with it, the detection can be merged with the current object track. Such
detections are calledmerged detections. The detections which have high detection
score but do not occur close to the current tracks are labeled as isolated detections
and are tracked in both directions. This helps in correcting the tracks which
have gone wrong due to partial occlusions or missing due to full occlusions of
the objects. The rest of the detections are labeled as ignored detections and are not
tracked.
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Figure 3.5: Pictorial representation of our algorithm for combining object
detections with tracking.
More formally, let dij represent the bounding box of the j
th detection in the
ith detection frame and let Dij represent its tracking score. Let dˆ
i
j represent the
tracked bounding box at the current frame with the track starting from dij. We
define a similarity score, S (a, b), between two image bounding boxes, a and b,
as the correlation score of the color histograms of the two bounding boxes. The
track score of an edge e connecting the detections di 1k and d
i
j is given by
ts(e) = S (di 1k , d
i
j) + S (dˆ
i 1
k , d
i
j) +  D
i
j (3.10)
Finally, the best track of a given object bounding box b is the path having the
highest cumulative track score from all paths originating at node corresponding
to b in the graph, represented by the set Pb
tˆ(b) = argmax
p2Pb
X
e2p
ts(e). (3.11)
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3.6 Temporal Segmentation
We perform temporal segmentation of the frames in an activity in order to ob-
tain groups of frames representing atomic movements of the human skeleton
and objects in the activity. This will group similar frames into one segment, thus
reducing the total number of nodes to be considered by the learning algorithm
significantly.
There are several problems with naively performing one temporal
segmentation—if we make a mistake here, then our followup activity detection
would perform poorly. In certain cases, when the features are additive, meth-
ods based on dynamic programming [64, 177, 65] could be used to search for an
optimal segmentation.
However, in our case, we have the following three challenges. First, the fea-
ture maps we consider are non-additive in nature, and the feature computation
cost is exponential in the number of frames if we want to consider all the pos-
sible segmentations. Therefore, we cannot apply dynamic programming tech-
niques to find the optimal segmentation. Second, the complex human-object
interactions are poorly approximated with a linear dynamical system, therefore
techniques such as [38] cannot be directly applied. Third, the boundary be-
tween two sub-activities is often not very clear, as people often start performing
the next sub-activity before finishing the current sub-activity. The amount of
overlap might also depend on which sub-activities are being performed. There-
fore, there may not be one optimal segmentation. In our work, we consider
several temporal segmentations and propose a method to combine them in Sec-
tion 3.8.3.
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We consider three basic methods for temporal segmentation of the video
frames and generate a number of temporal segmentations by varying the pa-
rameters of these methods. The first method is uniform segmentation, in which
we consider a set of continuous frames of fixed size as the temporal segment.
There are two parameters for this method: the segment size and the offset
(the size of the first segment). The other two segmentation methods use the
graph-based segmentation proposed by [34] adapted to temporally segment the
videos. The secondmethod uses the sum of the Euclidean distances between the
skeleton joints as the edge weights, whereas the third method uses the rate of
change of the Euclidean distance as the edge weights. These methods consider
smooth movements of the skeleton joints to belong to one segment and identify
sudden changes in skeletal motion as the sub-activity boundaries.
In detail, we have one node per frame representing the skeleton in the graph
based methods. Each node is connected to its temporal neighbor, therefore giv-
ing a chain graph. The algorithm begins with having each node as a separate
segmentation, and iteratively merges the components if the edge weight is less
than a certain threshold (computed based on the current segment size and a con-
stant parameter). We obtain different segmentations by varying the parameter.
3
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Table 3.1: Summary of the Node Features used in the Energy Function.
Description Count
Object Features 18
N1. Centroid location 3
N2. 2D bounding box 4
N3. Transformation matrix of SIFT matches
between adjacent frames
6
N4. Distance moved by the centroid 1
N5. Displacement of centroid 1
Sub-activity Features 103
N6. Location of each joint (8 joints) 24
N7. Distance moved by each joint (8 joints) 8
N8. Displacement of each joint (8 joints) 8
N9. Body pose features 47
N10. Hand position features 16
3.7 Features
For a given object node i, the node feature map  o(i) is a vector of features repre-
senting the object’s location in the scene and how it changes within the temporal
segment. These features include the (x, y, z) coordinates of the object’s centroid
and the coordinates of the object’s bounding box at the middle frame of the
3Details: In order to handle occlusions, we only use the upper body skeleton joints for
computing the edge weights that are estimated more reliably by the skeleton tracker. When
changing the parameters for the three segmentation methods for obtaining multiple segmen-
tations, we select the parameters such that we always err on the side of over-segmentation in-
stead of under-segmentation. This is because our learning model can handle over-segmentation
by assigning the same label to the consecutive segments for the same sub-activity, but under-
segmentation is bad as the model can only assign one label to that segment.
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Table 3.2: Summary of the Edge Features used in the Energy Function.
Description Count
Object-object Features (computed at start frame,
middle frame, end frame, max and min)
20
E1. Difference in centroid locations ( x, y, z) 3
E2. Distance between centroids 1
Object–sub-activity Features (computed at start
frame, middle frame, end frame, max and min)
40
E3. Distance between each joint location and object
centroid
8
Object Temporal Features 4
E4. Total and normalized vertical displacement 2
E5. Total and normalized distance between centroids 2
Sub-activity Temporal Features 16
E6. Total and normalized distance between each cor-
responding joint locations (8 joints)
16
temporal segment. We also run a SIFT feature based object tracker [150] to find
the corresponding points between the adjacent frames and then compute the
transformation matrix based on the matched image points. We add the trans-
formation matrix corresponding to the object in the middle frame with respect
to its previous frame to the features in order to capture the object’s motion infor-
mation. In addition to the above features, we also compute the total displace-
ment and the total distance moved by the object’s centroid in the set of frames
belonging to the temporal segment. See 3.1 for summary of the node features.
We then perform cumulative binning of the feature values into 10 bins. In our
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experiments, we have  o(i) 2 R180.
Similarly, for a given sub-activity node i, the node feature map  a(i) gives
a vector of features computed using the human skeleton information obtained
from running Openni’s skeleton tracker4 on the RGB-D video. We compute
the features described above for each of the upper-skeleton joint (neck, torso,
left shoulder, left elbow, left palm, right shoulder, right elbow and right palm)
locations relative to the subject’s head location. In addition to these, we also
consider the body pose and hand position features as described by [185], thus
giving us  a(i) 2 R1030.
The edge feature maps  t(i, j) describe the relationship between node i and
j. They are used for modeling four types of interactions: object–object within a
temporal segment, object–sub-activity within a temporal segment, object–object
between two temporal segments, and sub-activity–sub-activity between two
temporal segments. See 3.2 for summary of the edge features. For capturing the
object-object relations within a temporal segment, we compute relative geomet-
ric features such as the difference in (x, y, z) coordinates of the object centroids
and the distance between them. These features are computed at the first, middle
and last frames of the temporal segment along with minimum and maximim of
their values across all frames in the temporal segment to capture the relative
motion information. This gives us  1(i, j) 2 R200. Similarly for object–sub-activity
relation features  2(i, j) 2 R400, we use the same features as for the object–object
relation features, but we compute them between the upper-skeleton joint loca-
tions and each object’s centroid. The temporal relational features capture the
change across temporal segments and we use the vertical change in position
and the distance between the corresponding object and the joint locations. This
4http://openni.org
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gives us  3(i, j) 2 R40 and  4(i, j) 2 R160 respectively.
3.8 Inference and Learning Algorithm
3.8.1 Inference.
Given the model parameters w, the inference problem is to find the best label-
ing yˆ for a new video x, i.e. solving the argmax in Eq. (3.1) for the discriminant
function in Eq. (3.9). This is a NP hard problem. However, its equivalent for-
mulation as the following mixed-integer program has a linear relaxation which
can be solved efficiently as a quadratic pseudo-Boolean optimization problem
using a graph-cut method [162].
yˆ=argmax
y
max
z
X
i2Va
X
k2Ka
yki
h
wka ·  a(i)
i
+
X
i2Vo
X
k2Ko
yki
h
wko ·  o(i)
i
+
X
t2T
X
(i, j)2Et
X
(l,k)2Tt
zlki j
h
wlkt ·  t(i, j)
i
(3.12)
8i, j, l, k : zlki j  yli, zlki j  ykj, yli + ykj  zlki j + 1, zlki j, yli 2 {0, 1} (3.13)
Note that the products yliy
k
j have been replaced by auxiliary variables z
lk
i j. Re-
laxing the variables zlki j and y
l
i to the interval [0, 1] results in a linear program
that can be shown to always have half-integral solutions (i.e. yli only take values
{0, 0.5, 1} at the solution) [52]. Since every node in our experiments has exactly
one class label, we also consider the linear relaxation from above with the ad-
ditional constraints 8i 2 Va : Pl2Ka yli = 1 and 8i 2 Vo : Pl2Ko yli = 1. This
problem can no longer be solved via graph cuts. We compute the exact mixed
integer solution including these additional constraint using a general-purpose
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MIP solver5 during inference.
In our experiments, we obtain a processing rate of 74.9 frames/second for infer-
ence and 16.0 frames/second end-to-end (including feature computation cost) on a
2.93 GHz Intel processor with 16 GB of RAM on Linux. In detail, the MIP solver
takes 6.94 seconds for a typical video with 520 frames and the corresponding
graph has 12 sub-activity nodes and 36 object nodes, i.e. 15908 variables. This is
the time corresponding to solving the argmax in Eq. (3.12-3.13) and does not in-
volve the feature computation time. The time taken for end-to-end classification
including feature generation is 32.5 seconds.
3.8.2 Learning
We take a large-margin approach to learning the parameter vector w of Eq. (3.9)
from labeled training examples (x1, y1), ..., (xM, yM) [190, 195]. Our method opti-
mizes a regularized upper bound on the training error
R(h) =
1
M
MX
m=1
 (ym, yˆm),
where yˆm is the optimal solution of Eq. (3.1) and  (y, yˆ) is the loss function de-
fined as
 (y, yˆ) =
X
i2Vo
X
k2Ko
|yki   yˆki | +
X
i2Va
X
k2Ka
|yki   yˆki |.
To simplify notation, note that Eq. (3.12) can be equivalently written as
wT (x, y) by appropriately stacking the wka , wko and wlkt into w and the yki a(i),
yki o(i) and z
lk
i j t(i, j) into  (x, y), where each zlki j is consistent with Eq. (3.13)
5http://www.tfinley.net/software/pyglpk/readme.html
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given y. Training can then be formulated as the following convex quadratic
program [81]:
min
w,⇠
1
2
wTw +C⇠ (3.14)
s.t. 8y¯1, ..., y¯M 2 {0, 0.5, 1}N·K :
1
M
wT
MX
m=1
[ (xm, ym)    (xm, y¯m)]    (ym, y¯m)   ⇠
While the number of constraints in this QP is exponential in M, N and K,
it can nevertheless be solved efficiently using the cutting-plane algorithm [81].
The algorithm needs access to an efficient method for computing
y¯m = argmax
y2{0,0.5,1}N·K
h
wT (xm, y) +  (ym, y)
i
. (3.15)
Due to the structure of  (., .), this problem is identical to the relaxed pre-
diction problem in Eqs. (3.12)-(3.13) and can be solved efficiently using graph
cuts.
3.8.3 Multiple Segmentations
Segmenting an RGB-D video in time can be noisy, and multiple segmentations
may be valid. Therefore, we perform multiple segmentations by using different
methods and criterion of segmentation (see Section 3.6 for details). Thus, we get
a set of multiple segmentations, H . Let hn be the nth segmentation. A discrim-
inant function Ewhn (xhn , yhn) can now be defined for each hn as in Eq. (3.9). We
now define a score function g✓(yhn , y)which gives a score for assigning the labels
of the segments from yhn to y,
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g✓n(yhn , y) =
X
k2K
X
i2V
✓kny
hnk
i y
k
i (3.16)
where K = Ko [ Ka. Here, ✓kn can be interpreted as the confidence of labeling the
segments of label k correctly in the nth segmentation hypothesis. Wewant to find
the labeling that maximizes the assignment score across all the segmentations.
Therefore we can write inference in terms of a joint objective function as follows
yˆ = argmax
y
max
yhn8hn2H
X
hn2H
[Ewhn (xhn , yhn) + g✓n(yhn , y)] (3.17)
This formulation is equivalent to considering the labelings yhn over the seg-
mentations as unobserved variables. It is possible to use the latent structural
SVM [213] to solve this, but it becomes intractable if the size of the segmenta-
tion hypothesis space is large. Therefore we propose an approximate two-step
learning procedure to address this. For a given set of segmentationsH , we first
learn the parameters whn independently as described in Section 3.4. We then
train the parameters ✓ on a separate held-out training dataset. This can now be
formulated as a QP
min
✓
1
2
✓T✓  
X
hn2H
g✓n(yhn , y) (3.18)
s.t. 8k 2 K :
|H|X
n=1
✓kn = 1
Using the fact that the objective function defined in Eq. (3.17) is convex, we
design an iterative two-step procedure where we solve for yhn ,8hn 2 H in paral-
lel and then solve for y. This method is guaranteed to converge, and when the
75
number of variables scales linearly with the number of segmentation hypothe-
sis considered, the original problem in Eq. (3.17) will become considerably slow,
but our method will still scale. More formally, we iterate between the following
two problems:
yˆhn = argmax
yhn
Ewhn (xhn , yhn) + g✓n(yhn , yˆ) (3.19)
yˆ = argmax
y
g✓n(yˆhn , y) (3.20)
3.8.4 High-level Activity Classification.
For classifying the high-level activity, we compute the histograms of sub-
activity and affordance labels and use them as features. However, some high-
level activities, such as stacking objects and unstacking objects, have the same sub-
activity and affordance sequences. Occlusion of objects plays a major role in
being able to differentiate such activities. Therefore, we compute additional
occlusion features by dividing the video into n uniform length segments and
finding the fraction of objects that are occluded fully or partially in the tempo-
ral segments. We then train a multi-class SVM classifier on training data using
these features.
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3.9 Experiments
3.9.1 Data
We test our model on two 3D activity datasets: Cornell Activity Dataset - 60
[CAD-60, 185] and one that we collected. The CAD-60 dataset has 60 RGB-D
videos of four different subjects performing 12 high-level activity classes. How-
ever, some of these activity classes contain only one sub-activity (e.g. working
on a computer, cooking (stirring), etc.) and do not contain object interactions (e.g.
talking on couch, relaxing on couch).
We collected the CAD-120 dataset (available at: http://pr.cs.cornell.
edu/humanactivities, along with the code), which contains 120 activity se-
quences of ten different high-level activities performed by four different sub-
jects, where each high-level activity was performed three times. We thus have
a total of 61,585 RGB-D video frames in our dataset. The high-level activities
are {making cereal, taking medicine, stacking objects, unstacking objects, microwaving
food, picking objects, cleaning objects, taking food, arranging objects, having a meal}.
The subjects were only given a high-level description of the task,6 and were
asked to perform the activities multiple times with different objects. For exam-
ple, the stacking and unstacking activities were performed with pizza boxes,
plates and bowls. They performed the activities through a long sequence of sub-
activities, which varied from subject to subject significantly in terms of length of
the sub-activities, order of the sub-activities as well as in the way they executed
6For example, the instructions for making cereal were: 1) Place bowl on table, 2) Pour cereal,
3) Pour milk. For microwaving food, they were: 1) Open microwave door, 2) Place food inside, 3)
Close microwave door.
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Figure 3.6: Example shots of reaching (first row), placing (second row),mov-
ing (third row), drinking (fourth row) and eating (fourth row)
sub-activities from our dataset. There are significant variations
in the way the subjects perform the sub-activity.
the task. Table 3.3 specifies the set of sub-activities involved in each high-level
activity. The camera was mounted so that the subject was in view (although the
subject may not be facing the camera), but often there were significant occlu-
sions of the body parts. See Fig. 3.2 and Fig. 3.6 for some examples.
We labeled our CAD-120 dataset with the sub-activity and the object affor-
dance labels. Specifically, our sub-activity labels are {reaching, moving, pouring,
eating, drinking, opening, placing, closing, scrubbing, null} and our affordance la-
bels are {reachable, movable, pourable, pourto, containable, drinkable, openable, place-
able, closable, scrubbable, scrubber, stationary}.
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Table 3.3: Description of high-level activities in terms of sub-activities. Note
that some activities consist of same sub-activities but are executed in
different order. The high-level activities (rows) are learnt using the
algorithm in Section 3.8.4 and the sub-activities (columns) are learnt
using the algorithm in Section 3.8.2.
reaching moving placing opening closing eating drinking pouring scrubbing null
Making Cereal X X X X X
Taking Medicine X X X X X X X
Stacking Objects X X X X
Unstacking Objects X X X X
Microwaving Food X X X X X X
Picking Objects X X X
Cleaning Objects X X X X X X
Taking Food X X X X X
Arranging Objects X X X X
Having a Meal X X X X X
3.9.2 Object Tracking Results
In order to evaluate our object detection and tracking method, we have gener-
ated the ground-truth bounding boxes of the objects involved in the activities.
We do this by manually labeling the object bounding boxes in the images cor-
responding to every 50th frame. We compute the bounding boxes in the rest of
the frames by tracking using SIFT feature matching [150], while enforcing depth
consistency across the time frames for obtaining reliable object tracks.
Fig. 3.7 shows the visual output of our tracking algorithm. The center of
the bounding box for each frame of the output is marked with a blue dot and
that of the ground-truth is marked with a red dot. We compute the overlap
of the bounding boxes obtained from our tracking method with the generated
ground-truth bounding boxes. Table 3.4 shows the percentage overlap with the
ground-truth when considering tracking from the given bounding box in the
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Figure 3.7: Tracking Results: Blue dots represent the trajectory of the cen-
ter of tracked bounding box and red dots represent the trajec-
tory of the center of ground-truth bounding box. (Best viewed
in color.)
first frame both with and without object detections. As can be seen from Table
3.4, our tracking algorithm produces greater than 10% overlap with the ground
truth bounding boxes for 77.8% of the frames. Since, we only require that an
approximate bounding box of the objects are given, 10% overlap is sufficient.
We study the effect of the errors in tracking on the performance of our algorithm
in Section 3.9.4.
Table 3.4: Object Tracking Results, showing the % of frames which have
 40%,  20% and  10% overlap with the ground-truth object
bounding boxes.
 40%  20%  10%
tracking w/o detection 49.2 65.7 75
tracking + detection 53.5 69.4 77.8
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Table 3.5: Results on Cornell Activity Dataset [185], tested on “New Per-
son” data for 12 activity classes.
bathroom bedroom kitchen living room office Average
prec. (%) rec. (%) prec. (%) rec. (%) prec. (%) rec. (%) prec. (%) rec. (%) prec. (%) rec. (%) prec. (%) rec. (%)
[185] 72.7 65.0 76.1 59.2 64.4 47.9 52.6 45.7 73.8 59.8 67.9 55.5
Our method 88.9 61.1 73.0 66.7 96.4 85.4 69.2 68.7 76.7 75.0 80.8 71.4
3.9.3 Labeling results on the Cornell Activity Dataset 60
(CAD-60)
Table 3.5 shows the precision and recall of the high-level activities on the CAD-
60 dataset [185]. Following Sung et al.’s [2012] experiments, we considered
the same five groups of activities based on their location, and learnt a separate
model for each location. To make it a fair comparison, we do not assume perfect
segmentation of sub-activities and do not use any object information. Therefore,
we train our model with only sub-activity nodes and consider segments of uni-
form size (20 frames per segments). We consider only a subset of our features
described in Section 3.4 that are possible to compute from the tracked human
skeleton and RGB-D data provided in this dataset. Table 3.5 shows that our
model significantly outperforms Sung et al.’s MEMM model even when using
only the sub-activity nodes and a simple segmentation algorithm.
3.9.4 Labeling results on the Cornell Activity Dataset 120
(CAD-120)
Table 3.6 shows the performance of various models on object affordance, sub-
activity and high-level activity labeling. These results are obtained using 4-fold
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Table 3.6: Results on our CAD-120 dataset, showing average micro pre-
cision/recall, and average macro precision and recall for affor-
dance, sub-activities and high-level activities. Standard error is
also reported.
Full model, assuming ground-truth temporal segmentation is given.
Object Affordance Sub-activity High-level Activity
micro macro micro macro micro macro
method P/R (%) Prec. (%) Recall (%) P/R (%) Prec. (%) Recall (%) P/R (%) Prec. (%) Recall (%)
max class 65.7 ± 1.0 65.7 ± 1.0 8.3 ± 0.0 29.2 ± 0.2 29.2 ± 0.2 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0
image only 74.2 ± 0.7 15.9 ± 2.7 16.0 ± 2.5 56.2 ± 0.4 39.6 ± 0.5 41.0 ± 0.6 34.7 ± 2.9 24.2 ± 1.5 35.8 ± 2.2
SVM multiclass 75.6 ± 1.8 40.6 ± 2.4 37.9 ± 2.0 58.0 ± 1.2 47.0 ± 0.6 41.6 ± 2.6 30.6 ± 3.5 27.4 ± 3.6 31.2 ± 3.7
MEMM [185] - - - - - - 26.4 ± 2.0 23.7 ± 1.0 23.7 ± 1.0
object only 86.9 ± 1.0 72.7 ± 3.8 63.1 ± 4.3 - - - 59.7 ± 1.8 56.3 ± 2.2 58.3 ± 1.9
sub-activity only - - - 71.9 ± 0.8 60.9 ± 2.2 51.9 ± 0.9 27.4 ± 5.2 31.8 ± 6.3 27.7 ± 5.3
no temporal interactions 87.0 ± 0.8 79.8 ± 3.6 66.1 ± 1.5 76.0 ± 0.6 74.5 ± 3.5 66.7 ± 1.4 81.4 ± 1.3 83.2 ± 1.2 80.8 ± 1.4
no object interactions 88.4 ± 0.9 75.5 ± 3.7 63.3 ± 3.4 85.3 ± 1.0 79.6 ± 2.4 74.6 ± 2.8 80.6 ± 2.6 81.9 ± 2.2 80.0 ± 2.6
full model 91.8 ± 0.4 90.4 ± 2.5 74.2 ± 3.1 86.0 ± 0.9 84.2 ± 1.3 76.9 ± 2.6 84.7 ± 2.4 85.3 ± 2.0 84.2 ± 2.5
full model with tracking 88.2 ± 0.6 74.5 ± 4.3 64.9 ± 3.5 82.5 ± 1.4 72.9 ± 1.2 70.5 ± 3.0 79.0 ± 4.7 78.6 ± 4.1 78.3 ± 4.9
Full model, without assuming any ground-truth temporal segmentation is given.
full, 1 segment (best) 83.1 ± 1.1 70.1 ± 2.3 63.9 ± 4.4 66.6 ± 0.7 62.0 ± 2.2 60.8 ± 4.5 77.5 ± 4.1 80.1 ± 3.9 76.7 ± 4.2
full, 1 segment (avg.) 81.3 ± 0.4 67.8 ± 1.1 60.0 ± 0.8 64.3 ± 0.7 63.8 ± 1.1 59.1 ± 0.5 79.0 ± 0.9 81.1 ± 0.8 78.3 ± 0.9
full, multi-seg learning 83.9 ± 1.5 75.9 ± 4.6 64.2 ± 4.0 68.2 ± 0.3 71.1 ± 1.9 62.2 ± 4.1 80.6 ± 1.1 81.8 ± 2.2 80.0 ± 1.2
full, multi-seg + tracking 79.4 ± 0.8 62.5 ± 5.4 50.2 ± 4.9 63.4 ± 1.6 65.3 ± 2.3 54.0 ± 4.6 75.0 ± 4.5 75.8 ± 4.4 74.2 ± 4.6
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Figure 3.8: Confusion matrix for affordance labeling (left), sub-activity la-
beling (middle) and high-level activity labeling (right) of the
test RGB-D videos.
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cross-validation and averaging performance across the folds. Each fold consti-
tutes the activities performed by one subject, therefore the model is trained on
activities of three subjects and tested on a new subject. We report both the micro
and macro averaged precision and recall over various classes along with stan-
dard error. Since our algorithm can only predict one label for each segment,
micro precision and recall are same as the percentage of correctly classified seg-
ments. Macro precision and recall are the averages of precision and recall re-
spectively for all classes.
Assuming ground-truth temporal segmentation is given, the results for our
full model are shown in Table 3.6 on line 10, its variations on lines 5–9 and the
baselines on lines 1–4. The results in lines 11–14 correspond to the case when
temporal segmentation is not assumed. In comparison to a basic SVM multi-
class model [81] (referred to as SVMmulticlasswhen using all features and image
only when using only image features), which is equivalent to only considering
the nodes in our MRF without any edges, our model performs significantly bet-
ter. We also compare with the high-level activity classification results obtained
from the method presented in [185]. We ran their code on our dataset and ob-
tain accuracy of 26.4%, whereas our method gives an accuracy of 84.7% when
ground truth segmentation is available and 80.6% otherwise. Figure 3.9 shows a
sequence of images from taking food activity along with the inferred labels. Fig-
ure 3.8 shows the confusion matrix for labeling affordances, sub-activities and
high-level activities with our proposedmethod. We can see that there is a strong
diagonal with a few errors such as scrubbingmisclassified as placing, and picking
objectsmisclassified as arranging objects.
We analyze our model to gain insight into which interactions provide useful
83
Subject opening
openable object1
Subject reaching
reachable object2
Subject moving
movable object2
Subject placing
placable object2
Subject reaching
reachable object1
Subject closing
closable object1
Subject moving
movable object1
Subject eating Subject moving
movable object1
Subject
drinking from
drinkable
object1
Subject moving
movable object1
Subject placing
placeable
object1
Subject
reaching
reachable
object1
Subject opening
openable
object1
Subject
reaching
Subject moving
movable object2
Subject
scrubbing
scrubbable
object1 with
scrubber
object2
Subject moving
movable object2
Figure 3.9: Descriptive output of our algorithm: Sequence of images from
the taking food (Top Row), having meal (Middle Row) and clean-
ing objects (Bottom Row) activities labeled with sub-activity
and object affordance labels. A single frame is sampled from
the temporal segment to represent it.
information by comparing our full model to variants of our model.
How important is object context for activity detection? We show the im-
portance of object context for sub-activity labeling by learning a variant of our
model without the object nodes (referred to as sub-activity only). With object
context, the micro precision increased by 14.1% and both macro precision and
recall increased by around 23.3% over sub-activity only. Considering object infor-
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mation (affordance labels and occlusions) also improved the high-level activity
accuracy by three-fold.
How important is activity context for affordance detection? We also show
the importance of context from sub-activity for affordance detection by learning
our model without the sub-activity nodes (referred to as object only). With sub-
activity context, the micro precision increased by 4.9% and the macro precision
and recall increased by 17.7% and 11.1% respectively for affordance labeling
over object only. The relative gain is less compared with that obtained in sub-
activity detection as the object only model still has object–object context which
helps in affordance detection.
How important is object–object context for affordance detection? In or-
der to study the effect of the object–object interactions for affordance detection,
we learnt our model without the object-object edge potentials (referred to as no
object interactions). We see a considerable improvement in affordance detection
when the object interactions are modeled, the macro recall increased by 14.9%
and the macro precision by about 10.9%. This shows that sometimes just the
context from the human activity alone is not sufficient to determine the affor-
dance of an object.
How important is temporal context? We also learn our model without the
temporal edges (referred to as no temporal interactions). Modeling temporal in-
teractions increased the micro precision by 4.8% and 10.0% for affordances and
sub-activities respectively and increased the micro precision for high-level ac-
tivity by 3.3%.
How important is reliable human pose detection? In order to understand
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the effect of the errors in human pose tracking, we consider the affordances that
require direct contact by human hands, such as movable, openable, closable,
drinkable, etc. The distance of the predicted hand locations to the object should
be zero at the time of contact. We found that for the correct predictions, these
distances had a mean of 3.8 cm and a variance of 48.1 cm. However, for the
incorrect predictions, these distances had a mean that was 43.3% higher and a
variance that was 53.8% higher. This indicates that the prediction accuracies can
potentially be improved with more robust human pose tracking.
How important is reliable object tracking? We show the effect of having
reliable object tracking by comparing to the results obtained from using our ob-
ject tracking algorithm mentioned in Section 3.5. We see that using the object
tracks generated by our algorithm gives slightly lower micro precision/recall
values compared with using ground-truth object tracks, around 3.5% drop in
affordance and sub-activity detection, and 5.7% drop in high-level activity de-
tection. The drop in macro precision and recall are higher, which shows that the
performance of few classes are affected more than the others. In future work,
one can increase accuracy by improving object tracking.
Results with multiple segmentations. Given the RGB-D video and initial
bounding boxes for objects in the first frame, we obtain the final labeling us-
ing our method described in Section 3.8.3. To generate the segmentation hy-
pothesis set H we consider three different segmentation algorithms, and gen-
erate multiple segmentations by changing their parameters as described in Sec-
tion 3.6. The lines 11–13 of Table 3.6 show the results of the best performing
segmentation, average performance all the segmentations considered, and our
proposed method for combining the segmentations respectively. We see that
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Figure 3.10: Comparison of the sub-activity labeling of various segmenta-
tions. This activity involves the sub-activities: reaching, mov-
ing, pouring and placing as colored in red, green, blue and ma-
genta respectively. The x-axis denotes the time axis numbered
with frame numbers. It can be seen that the various individ-
ual segmentation labelings are not perfect and make different
mistakes, but our method for merging these segmentations
selects the correct label for many frames.
our method improves the performance over considering a single best perform-
ing segmentation: macro precision increased by 5.8% and 9.1% for affordance
and sub-activity labeling respectively. Fig. 3.10 shows the comparison of the
sub-activity labeling of various segmentations, our end-to-end labeling and the
ground-truth labeling for one making cereal high-level activity video. It can
be seen that the various individual segmentation labelings are not perfect and
make different mistakes, but our method for merging these segmentations se-
lects the correct label for many frames. Line 14 of Table 3.6 show the results of
our proposed method for combining the segmentations along with using our
object tracking algorithm. The numbers show a drop compared with the case
of using ground-truth tracks, therefore providing a scope for improvement by
using more reliable tracking algorithms.
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Figure 3.11: Robot performing the task of assisting humans: (top row)
robot clearing the table after detecting having a meal activity,
(middle row) robot fetching a bottle of water after detect-
ing taking a medicine activity and (third row) robot putting
milk in the fridge after detecting making cereal activity. First
two columns show the robot observing the activity, third row
shows the robot planning the response in simulation and the
last three columns show the robot performing the response
action.
3.9.5 Robotic Applications
We demonstrate the use of our learning algorithm in two robotics applications.
First, we show that the knowledge of the activities currently being performed
enables a robot to assist the human by performing an appropriate response ac-
tion. Second, we show that the knowledge of the affordances of the objects
enables a robot to use them appropriately when manipulating them.
We use Cornell’s Kodiak, a PR2 robot, in our experiments. Kodiak is
mounted with a Microsoft Kinect, which is used as the main input sensor to
obtain the RGB-D video stream. We used the OpenRAVE libraries [25] for pro-
gramming the robot to perform the pre-programmed assistive tasks.
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Assisting Humans. There are several modes of operation for a robot perform-
ing assistive tasks. For example, the robot can perform some tasks completely
autonomously, independent of the humans. For some other tasks, the robot
needs to act more reactively. That is, depending on the task and current human
activity taking place, perform a complementary sub-task. For example, bring
a glass of water when a person is attempting to take medicine (and there is no
glass within a person’s reach). Such a behavior is possible only when the ac-
tivities are successfully detected. In this experiment, we demonstrate that our
algorithm for detecting the human activities enables a robot to take such (pre-
programmed) reactive actions.7
We consider the following three scenarios:
• Having Meal: The subject eats food from a bowl and drinks water from a
cup in this activity. On detecting the having meal activity, the robot assists
by clearing the table (i.e. move the cup and the bowl to another place)
after the subject finishes eating.
• Taking Medicine: The subjects opens the medicine container, takes the
medicine, and waits as there is no water nearby. The robot assists the sub-
ject by bringing a glass of water on detecting the taking medicine activity.
• Making Cereal: The subject prepares cereal by pouring cereal and milk in
to a bowl. On detecting the activity, the robot responds by taking the milk
and putting it into the refrigerator.
Our robot was placed in a kitchen environment so that it can observe the activity
7Our goal is activity detection, therefore we pre-program the response actions using existing
open-source tools in ROS. In future, one would need to make significant advances in several
fields to make this useful in practice, e.g., object detection [96, 6], grasping [172, 79], human-
robot interaction, and so on.
89
being performed by the subject. We found that our robot successfully detected
the activities and performed the above described reactive actions. Fig. 3.11
shows the sequence of images of the robot detecting the activity being per-
formed, planning the response in simulation and then performing the appro-
priate response for all three activities described above.
Using Affordances. An important component of our work is to learn affor-
dances. In particular, by observing how the humans interact with the objects,
a robot can figure out the affordances of the objects. Therefore, it can use these
inferred affordances to interact with objects in a meaningful way. For example,
given an instruction of ‘clear the table’, the robot should be able to perform the
response in a desirable way: move the bowl with cerealwithout tilting it, and not
move themicrowave. In this experiment, we demonstrate that our algorithm for
labeling the affordances explicitly helps in manipulation.
In our setting, we directly infer the object affordances (movable, pourable,
drinkable, etc.). Therefore, we only need to encode the low-level control actions
of each affordance, e.g. to move onlymovable objects, and to execute constrained
movement, i.e. no rotation in the xy plane, for objects with affordances such
as pour-to, pourable or drinkable, etc. The robot is allowed to observe various
activities performed with the objects and it uses our learning algorithms to infer
the affordances associated with them. When an instruction is given to the robot,
such as ‘clear the table’ or ‘move object x’, it uses the inferred affordances to
perform the response.
We demonstrate this in two scenarios for the task of ‘clearing the table’: de-
tecting movable objects and detecting constrained movement. We consider a
total of seven activities with nine unique objects. Some objects were used in
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multiple activities, with a total of 19 object instances. Two of these activities
were other high-level activities that were not seen during training, but comprise
sequences of the learned affordances and sub-activities. The results are summa-
rized in Table 3.7.
Table 3.7: Robot Object Manipulation Results, showing the accuracy
achieved by the Kodiak PR2 performing the two manipulation
tasks, with and without multiple observations.
task # instance accuracy (%) accuracy (%)
(multi. obsrv.)
object movement 19 100 100
constrained movement 15 80 100
In the scenario of detecting movable objects, the robot was programmed
to move only objects with inferred movable affordance, to a specified location.
There were a total of 15 instances of movable objects. The robot was able to
correctly identify all movable objects using our model and could perform the
moving task with 100% accuracy.
In the scenario of constrained movement, i.e. the robot should not tilt the
objects which contain food items or liquids when moving them. In order to
achieve this, we have programmed the robot to perform constrained movement
without tilting the objects if it has inferred at least one of the following affor-
dances: {drinkable, pourable, pour-to}. The robot was able to correctly identify
constraint movement for 80% of the movable instances. Also, if we let the robot
observe the activities for a longer time, i.e. let the subject perform multiple
activities with the objects and aggregate the affordances associated with the ob-
jects before performing the task, the robot is able to perform the task with 100%
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accuracy.
These experiments show that robot can use the affordances for manipulating
the objects in a more meaningful way. Some affordances such asmoving are easy
to detect, where as some complicated affordances such as pouring might need
more observations to be detected correctly. Also, by considering other high-
level activities in addition to those used for learning, we have also demonstrated
the generalizability of our algorithm for affordance detection.
We havemade the videos of our results, along with the CAD-120 dataset and
code, available at http://pr.cs.cornell.edu/humanactivities
3.10 Conclusion
In this Chapter, we have considered the task of jointly labeling human sub-
activities and object affordances in order to obtain a descriptive labeling of the
activities being performed in the RGB-D videos. The activities we consider hap-
pen over a long time period, and comprise several sub-activities performed in
a sequence. We formulated this problem as a MRF, and learned the parameters
of the model using a structural SVM formulation. Our model also incorporates
the temporal segmentation problem by computing multiple segmentations and
considering labeling over these segmentations as latent variables.
In extensive experiments over a challenging dataset, we show that our
method achieves an accuracy of 79.4% for affordance, 63.4% for sub-activity
and 75.0% for high-level activity labeling on the activities performed by a dif-
ferent subject than those in the training set. We also showed that it is impor-
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tant to model the different properties (object affordances, object–object interac-
tion, temporal interactions, etc.) in order to achieve good performance. We also
demonstrate the use of our activity and affordance labeling by a PR2 robot in the
task of assisting humans with their daily activities. We have shown that being
able to infer affordance labels enables the robot to perform the tasks in a more
meaningful way.
In this growing area of RGB-D activity recognition, we have presented al-
gorithms for activity and affordance detection and also demonstrated their use
in assistive robots, where our robot responds with pre-programmed actions. In
this chapter, we have focused on the algorithms for temporal segmentation and
labeling while using simple bounding-box detection and tracking algorithms.
However, improvements to object perception and task-planning, while taking
into consideration the human-robot interaction aspects, are needed for mak-
ing assistive robots working efficiently alongside humans. We address some of
these aspects in the following Chapters.
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CHAPTER 4
ANTICIPATING HUMAN ACTIVITIES USING OBJECT AFFORDANCES
4.1 Introduction
For many applications it is important to be able to detect what a human is cur-
rently doing as well as anticipatewhat she is going to do next and how. The for-
mer ability is useful for applications such as monitoring and surveillance, but
we need the latter for applications that require reactive responses, for example,
an assistive robot (see Figure 4.1). In this chapter, our goal is to use anticipation
for predicting future activities as well as improving detection (of past activities).
There has been a significant amount of work in detecting human activities
from 2D RGB videos [189, 159, 152], from inertial/location sensors [132], and
from RGB-D videos as discussed in Chapter 3. However, these methods can be
used only to predict the labeling of an observed activity and cannot be used to
anticipate what can happen next and how.
Our goal is to predict the future activities as well as the details of how a
human is going to perform them in short-term (e.g., 1-10 seconds). For example,
if a robot has seen a person move his hand to a coffee mug, it is possible he
would move the coffee mug to a few potential places such as his mouth, to
a kitchen sink or just move it to a different location on the table. If a robot
can anticipate this, then it would rather not start pouring milk into the coffee
when the person is moving his hand towards the mug, thus avoiding a spill.
Such scenarios happen in several other settings, for example, manufacturing
scenarios in future co-robotic settings (e.g., [48, 145]).
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Activities often have a hierarchical structure where an activity is composed
of a sequence of sub-activities and involve interactions with certain objects. For
example, a cup is used in the drinking activity which is composed of a sequence
of reach, move and drink sub-activities. Therefore, we can anticipate the future
by observing the sub-activities performed in the past and reasoning about the
future based on the structure of activities and the functionality of objects being
used (also referred to as object affordances [43]). For example, in Figure 4.1, on
seeing a person carrying a bowl and walking towards the refrigerator, one of
the most likely future actions are to reach the refrigerator, open it and place the
bowl inside.
For anticipating the future, we need to predict how the future sub-activities
will be performed in terms of motion trajectories of the objects and humans.
In order to do this, we propose the use of object affordances and model them
in terms of the relative position of the object with respect to the human and
the environment1 and their temporal motions trajectories during the activity, as
described in Section 4.4. Modeling trajectories not only helps in discriminating
the activities,2 but is also useful for the robot to reactively plan motions in the
workspace.
We use the conditional random field based approach described in Chapter 3
(see Figure 4.2) to model the spatio-temporal structure of activities (see Section
4.5.1). For anticipation, we present an anticipatory temporal conditional ran-
dom field (ATCRF), where wemodel the past with the CRF but augmented with
the trajectories and with nodes/edges representing the object affordances, sub-
1For example, a drinkable object is found near themouth of the person performing the drinking
activity and a placeable object is near a stable surface in the environment where it is being placed.
2For example, in stirring activity, the target position of the stirrer is immaterial but the circu-
lar trajectory motion is.
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(a) Robot’s RGB-D view. (b) Affordance heatmaps. (c) Trajectories heatmap.
(d) Robot opening the door.
Figure 4.1: Reactive robot response through anticipation: Robot observes
a person holding an object and walking towards a fridge (a). It
uses our ATCRF to anticipate the affordances (b), and trajecto-
ries (c). It then performs an anticipatory action of opening the
door (d).
activities, and trajectories in the future. Since there are many possible futures,
each ATCRF represents only one of them. In order to find the most likely ones,
we consider each ATCRF as a particle and propagate them over time, using the
set of particles to represent the distribution over the future possible activities.
One challenge is to use the discriminative power of the CRFs (where the obser-
vations are continuous and labels are discrete) for also producing the generative
anticipation—labels over sub-activities, affordances, and spatial trajectories.
We evaluate our anticipation approach extensively on the CAD-120 human
activity dataset, which contains 120 RGB-D videos of daily human activities,
such as having meal, microwaving food, taking medicine, etc. We first show that an-
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ticipation improves the detection of past activities: 85.0%with vs 82.3%without.
Our algorithm obtains an activity anticipation accuracy (defined as whether one
of top three predictions actually happened) of (84.1%,74.4%,62.2%) for predict-
ing (1,3,10) seconds into the future. Videos showing our experiments and code
are available at: http://pr.cs.cornell.edu/anticipation
The main contributions of this chapter are:
• We consider activity anticipation, as opposed to activity detection.
• We consider rich contextual relations based on object affordances in
RGB-D videos.
• We propose ATCRFs, where each particle represents a CRF.
• We consider joint temporal segmentation and labeling using our approach.
• We test our method on a dataset containing long-term activities, and also
test in robotic experiments.
The rest of the chapter is organized as follows. We start with a review of
the related work in Section 4.2 and provide an overview of our methodology
in Section 4.3. We describe the affordances in Section 4.4 and model in Section
4.5. Section 4.6 describes the features and Section 4.7 describes the learning and
inference algorithms. We present the experimental results in Section 4.8.
4.2 Related Work
Activity Detection. In recent years, much effort has been made to detect hu-
man activities from still images as well as videos (e.g., [127, 206]). Many meth-
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Figure 4.2: An example activity from the CAD-120 dataset (top row) and
one possible graph structure (bottom row). Top row shows
the RGB image (left), depth image (middle), and the extracted
skeleton and object information (right). (Graph in the bottom
row shows the nodes at only the temporal segment level, the
frame level nodes are not shown.)
ods have been proposed to model the temporal structure of low-level features
extracted from video, e.g., histograms of spatiotemporal filter responses. This
includes both discriminative [107, 142, 40, 189] and generative models [110, 15].
Another approach is to represent activities as collections of semantic attributes
[119, 167, 160, 39]. These methods use an intermediate level of representation
such as the presence or absence of semantic concepts (e.g., scene types, actions,
objects, etc.) in order to generalize to unseen instances. There are also a few
recent works which address the task of early recognition [166, 62]. We refer the
reader to [2] for a comprehensive survey of the field and discuss works that are
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closely related to ours.
Some works use human pose for action recognition by detecting local pose
features [210] and modeling the spatial configuration between human body
parts and objects [49, 211, 75, 194]. Recent availability of inexpensive RGB-D
sensors has enabled significant improvement in scene modeling [96, 70] and
estimation of human poses [179, 122]. This, together with depth information,
has enabled some recent works [214, 141, 185] to obtain good action recognition
performance. However, these methods only address detection over small time
periods, where temporal segmentation (i.e., knowledge of the spatio-temporal
structure) is not an issue.
The model we proposed in Chapter 3 jointly predicts sub-activities and ob-
ject affordances by taking into account spatio-temporal interactions between hu-
man poses and objects over longer time periods. However, we found that not
knowing the graph structure (i.e., the correct temporal segmentation) decreased
the performance significantly. This is because the boundary between two sub-
activities is often not very clear, as people often start performing the next sub-
activity before finishing the current sub-activity. Moreover, all these work only
detect the activities and affordance after the action is performed. None of these
methods can anticipatewhat is going to happen next.
Temporal Segmentation. In activity detection from 2D videos, much previous
work has focussed on short video clips, assuming that temporal segmentation
has been done apriori. It has been observed that temporal boundaries of actions
are not precisely defined in practice, whether they are obtained automatically
using weak-supervision [31] or by hand [169]. These works represent the action
clips by an orderless bag-of-features and try to improve classification of the ac-
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tion clips by refining their temporal boundaries. However, they only model the
temporal extent of actions, not their temporal structure.
Some recent effort in recognizing actions from longer video sequences take
an event detection approach [84, 140, 180, 40], where they evaluate a classifier
function at many different segments of the video and then predict event pres-
ence. Similarly, change point detection methods [209, 53] perform a sequence of
change-point analysis in a sliding window along the time dimension. However,
these methods only detect local boundaries and tend to over-segment complex
actions which often contain many changes in local motion statistics.
Some previous works consider joint segmentation and recognition by defin-
ing dynamical models based on kinematics [146, 37], but these works do not
model the complex human-object interactions. [64] and [63] perform activity
classification and clustering respectively but do not consider temporal context.
In contrast, our application requires modeling of the temporal context (as com-
pared to just spatial).
In contemporary work, [215] performs joint segmentation and labeling us-
ing a structural model which takes into account the activity durations, motion
features and context features. They use a nonlinear dynamical model to ob-
tain action segments which are then merged into activities of interest. Wang et
al. [202] predict sports moves and human activity in TV episodes by solving a
bilinear program to jointly estimate the structure of an MRF graph and perform
MAP inference. However, these works do not anticipate the future activities.
Anticipation of Human Actions. Anticipation or forecasting future human ac-
tions has been the focus of few recent works. Maximum entropy inverse rein-
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forcement learning was used by [216, 86, 100] to obtain a distribution over possi-
ble human navigation trajectories from visual data, and also used to model the
forthcoming interactions with pedestrians for mobile robots [216, 100]. How-
ever, these works focus only on human actions which are limited to navigation
trajectories. Wang et al. [201] propose a latent variable model for inferring un-
known human intentions, such as the target ball position in a robot table tennis
scenario, and Dragan et al. [30] use inverse reinforcement learning to predict
future goal for grasping an object. In comparison, we address the problem of
anticipation of human actions at a fine-grained level of how a human inter-
acts with objects in more involved activities such as microwaving food or taking
medicine compared to the generic navigation activities or task-specific trajecto-
ries.
Learning Algorithms. Our work uses probabilistic graphical models to capture
rich context. Such frameworks as HMMs [67, 139], DBNs [45], CRFs [155, 182],
semi-CRFs [168] have been previously used to model the temporal structure
of videos and text. While these previous works maintain their template graph
structure over time, in our work, new graph structures are possible. Works on
semi-Markov models [168, 177] are quite related as they address the problem
of finding the segmentation along with labeling. However, these methods are
limited since they are only efficient for feature maps that are additive in nature.
We build upon these ideas where we use additive feature maps only as a close
approximation to the graph structure and then explore the space of likely graph
structure by designing moves. We show that this improves performance while
being computationally efficient.
For anticipation, we use importance sampling for efficient estimation of the
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likelihood of the potential future activities. Particle filters have been applied
with great success to a variety of state estimation problems including object
tracking [85, 61], mobile robot localization [36, 69], people tracking [174], etc.
However, the worst-case complexity of these methods grows exponentially in
the dimensions of the state space, it is not clear how particle filters can be ap-
plied to arbitrary, high-dimensional estimation problems. Some approaches use
factorizations of the state space and apply different representations for the indi-
vidual parts of the state space model. For example, Rao-Blackwellised particle
filters sample only the discrete and non-linear parts of a state estimation prob-
lem. The remaining parts of the states are solved analytically conditioned on
the particles by using Kalman filters [28, 51, 134, 174]. In our work, each of
our particles is a CRF that models rich structure and lies in a high-dimensional
space.
4.3 Overview
Our goal is to anticipate what a human will do next given the current observa-
tion of his pose and the surrounding environment. These observations are from
RGB-D videos recorded with a Kinect sensor. From these videos, we obtain the
human pose using the Openni’s skeleton tracker [1] and extract the tracked ob-
ject point clouds using SIFT feature matching as described in Chapter 3. Note
that we infer the object affordances based on its usage in the activity and do not
require the object category labels. We discuss the effect of knowing the object
categories on the anticipation performance in Section 4.5.3.
Since activities happen over a long time horizon, with each activity being
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composed of sub-activities involving different number of objects, we perform
segmentation in time, as described in Section 4.7.1, such that each temporal
segment represents one sub-activity. We model the activity using a spatio-
temporal graph (a CRF), as shown in Figure 4.3-left. The extracted human pose
and objects form the nodes in this graph, and the edges between them repre-
sent their interactions, as described in Section 4.5.1. However, this graph can
only model the present observations. In order to predict the future, we aug-
ment the graph with an ‘anticipated’ temporal segment, with anticipated nodes
for sub-activities, objects (their affordances), and the corresponding spatio-
temporal trajectories. We call this augmented graph an anticipatory temporal
CRF (ATCRF), formally defined in Section 4.5.2.
Our goal is to obtain a distribution over the future possibilities, i.e., a distri-
bution over possible ATCRFs. Motivated by particle filtering algorithm [135],
we represent this distribution as a set of weighted particles, where each particle
is a sampled ATCRF. Partial observations become available as the sub-activity is
being performed and we use these partial observations to improve the estima-
tion of the distribution. Section 4.5.3 describes this approach. Since each of our
ATCRF captures strong context over time (which sub-activity follows another)
and space (spatial motion of humans and objects, and their interactions), each
of our particles (i.e., possible future) is rich in its modeling capacity. Later, our
experiments in Section 4.8 will show that this is essential for anticipating human
actions.
Anticipated temporal segments are generated based on the available object
affordances and the current configuration of the 3D scene. For example, if a per-
son has picked up a coffee mug, one possible outcome could be drinking from
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Figure 4.3: An ATCRF that models the human poses H , object affordance
labels O, object locationsL, and sub-activity labelsA, over past
time ‘t’, and future time ‘d’. Two temporal segments are shown
in this figure: kth for the recent past, and (k + 1)th for the future.
Each temporal segment has three objects for illustration in the
figure.
it. Therefore, for each object, we sample possible locations at the end of the an-
ticipated sub-activity and several trajectories based on the selected affordance.
The location and trajectory generation are described in Section 4.4.1 and Section
4.4.2 respectively.
The temporal segmentation determines the structure of the ATCRF. It is quite
challenging to estimate this structure because of two reasons. First, an activity
comprises several sub-activities of varying temporal length, with an ambigu-
ity in the temporal boundaries. Thus a single graph structure may not explain
the activity well. Second, there can be several possible graph structures when
we are reasoning about activities in the future (i.e., when the goal is to antici-
pate future activities, different from just detecting the past activities). Multiple
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spatio-temporal graphs are possible in these cases and we need to reason over
them in our learning algorithm.
Figure 4.4 shows two possible graph structures for an activity with two ob-
jects. We reason about the possible graph structures for both past and future
activities. The key idea is to first sample a few segmentations that are close to
the ground-truth using our CRF model instantiated with a subset of features,
and then explore the space of segmentation by making merge and split moves
to create new segmentations. We do so by approximating the graph with only
additive features, which lends to efficient dynamic programming, as described
in Section 4.7.1.
4.4 Object Affordances
The concept of affordances was proposed by Gibson [43] as all “action possi-
bilities” provided by the environment. Many recent works in computer vision
and robotics reason about object functionality (e.g., sittable, drinkable, etc.) in-
stead of object identities (e.g., chairs, mugs, etc.). These works take a recogni-
tion based approach to identify the semantic affordance labels [87, 184, 59]. Few
recent works explore the physical aspects of affordances based on human inter-
actions [47, 50, 22, 77]. For example, Grabner et al. [47] detect the functionality
of the object (specifically, chairs) with respect to possible human poses, Gupta
et al. [50] predict stable and feasible human poses given an approximate 3D
geometry from an image, etc. In our work, we consider semantic affordances
with spatio-temporal grounding which help in anticipating the future activities.
Here, we describe how we model the spatio-temporal aspects of affordances.
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Figure 4.4: Figure illustrating two possible graph structures resulting from
two temporal segmentations (top and bottom), with six ob-
served frames in the past and three anticipated frames in the
future. This example has one sub-activity node and two object
nodes in each temporal segment.
4.4.1 Object Affordance Heatmaps
To represent object affordances we define a potential function based on how
the object is being interacted with, when the corresponding affordance is active.
The kind of interaction we consider depends on the affordance being consid-
ered. For example, when the active affordance of an object is drinkable, the object
is found near the human’s mouth, the interaction considered is the relative po-
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Figure 4.5: Affordance heatmaps. The learnt affordance heatmaps
for placeability (top-left), reachability (top-right), pourability
(bottom-left) and drinkability (bottom-right). The red signifies
where the affordance is most likely, for example, the red signi-
fies where the object is placeable (top-left) and the most likely
reachable locations on the object (top-right) (See Section 4.4.1).
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Figure 4.6: Heatmap of anticipated trajectories for moving sub-activity
and how they evolve with time.
sition of the object with respect to the human skeleton. In case of the affordance
placeable, the interaction is the relative position of the object with respect to the
environment, i.e., an object is placeable when it is above a surface that provides
stability to the object once placed. The general form of the potential function for
object affordance o given the observations at time t is:
 o =
Y
i
 disti
Y
j
 ori j (4.1)
where  disti is the ith distance potential and  ori j is the jth relative angular poten-
tial. We model each distance potential with a Gaussian distribution and each
relative angular potential with a von Mises distribution. We find the parame-
ters of the affordance potential functions from the training data usingmaximum
likelihood estimation. Since the potential function is a product of the various
components, the parameters of each distribution can be estimated separately.
In detail, the mean and variance of the Gaussian distribution have closed form
solutions, and we numerically estimate the mean and concentration parameter
of the von Mises distribution.
We categorize these functions into three groups depending on the poten-
tials used: (1) affordances drinkable and reachable have one distance potential per
skeleton joint and one angular potential with respect to the head orientation,
(2) affordances depending on the target object, such as pourable which depends
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on a pour-to object, have a distance potential and an angular potential with re-
spect to the target object’s location, (3) the rest of the affordances which depend
on the environment, such placeable and openable, have a distance potential with
respect to the closest surface and an angular potential with respect to the head
orientation.
We generate heatmaps for each affordance by scoring the points in the 3D
space using the potential function, and the value represents the strength of the
particular affordance at that location. Figure 4.5 shows the heatmaps generated
for the placeable, reachable, pourable and drinkable affordances. We obtain the fu-
ture target locations of an object by weighted sampling of the scored 3D points.
4.4.2 Trajectory Generation
Once a location is sampled from the affordance heatmap, we generate a set of
possible trajectories in which the object can be moved form its current location
to the predicted target location. We use parametrized cubic equations, in partic-
ular Be´zier curves, to generate human hand like motions [32].
B(x) = (1   x)3L0 + 3(1   x)2xL1
+ 3(1   x)x2L2 + x3L3 , x 2 [0, 1] (4.2)
We estimate the control points of the Be´zier curves for the proposal distribu-
tion component from the trajectories in the training data. A cubic Be´zier curve,
as shown in Eq. 4.2, is parameterized by a set of four points: the start and end
point of the trajectory (L0 and L3 respectively), and two control points (L1 and
L2) which define the shape of the curve. We first transform and normalize the
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trajectories in the training data so that all of them have the same start and end
points. We then estimate the control points of the Be´zier curve, one per sub-
activity class, which best fit the normalized trajectories. In detail, L0 and L3 are
the start and end points of the normalized trajectories, respectively, and L1 and
L2 are estimated using the least square fitting method to minimize the distance
between the fitted and the observed normalized trajectories. Figure 4.6 shows
some of the anticipated trajectories for moving sub-activity.
4.5 Our Approach
Given the observations of a scene containing a human and objects for time t in
the past, and its goal is to anticipate future possibilities for time d.
However, for the future d frames, we do not even know the structure of the
graph—there may be different number of objects being interacted with depend-
ing on which sub-activity is performed in the future. Our goal is to compute a
distribution over the possible future states (i.e., sub-activity, human poses and
object locations). We will do so by sampling several possible graph structures
by augmenting the graph in time, each of which we will call an anticipatory
temporal conditional random field (ATCRF). We first describe an ATCRF below.
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4.5.1 Modeling Past with a CRF
Following Chapter 3, we discretize time to the frames of the video3 and group
the frames into temporal segments, where each temporal segment spans a set
of contiguous frames corresponding to a single sub-activity. Therefore, at time
‘t’ we have observed ‘t’ frames of the activity that are grouped into ‘k’ temporal
segments. For the past t frames, we know the nodes of the CRF but we do not
know the temporal segmentation, i.e., which frame level nodes are connected to
each of the segment level node. The node labels are also unknown. For a given
temporal segmentation, we represent the graph until time t as: Gt = (Vt,Et),
where Et represents the edges, and Vt represents the nodes {H t,Ot,Lt,At}: hu-
man pose nodes H t, object affordance nodes Ot, object location nodes Lt, and
sub-activity nodesAt. Figure 4.3-left part shows the structure of this CRF for an
activity with three objects.
Our goal is to model the P(H t,Ot,Lt,At |  tH , tL), where  tH and  tL are the
observations for the human poses and object locations until time t. Using the
independencies expressed over the graph in Figure 4.3, for a graph Gt, we have:
PGt(H t,Ot,Lt,At |  tH , tL) = P(Ot,At | H t,Lt) P(H t,Lt |  tH , tL) (4.3)
The second term P(H t,Lt |  tH , tL) models the distribution of true human
pose and object locations (both are continuous trajectories) given the observa-
tions from the RGB-D Kinect sensor. We model it using a Gaussian distribu-
tion. The first term P(Ot,At | H t,Lt) predicts the object affordances and the
sub-activities that are discrete labels—this term further factorizes following the
3In the following, we will use the number of videos frames as a unit of time, where 1 unit of
time ⇡ 71ms (=1/14, for a frame-rate of about 14Hz in our experiments).
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graph structure as:
P(Ot,At | H t,Lt) /
object affordancez          }|          {Y
oi2O
 O(oi|`oi)
sub-activityz           }|           {Y
ai2A
 A(ai|hai)
Y
vi,v j2E
edge termsz      }|      {
 E(vi, v j|·) (4.4)
Given the continuous state space of H and L, we rely on the method de-
scribed in Chapter 3 for powerful modeling using a discriminative framework
for the above term. Each node potential function in Eq. (4.4),  O(oi|`oi) and
 A(ai|hai), has the form
P
k2K yki
h
wkn ·  n(i)
i
, where yki denotes a binary variable
representing the node i having label k, K is the set of labels,  n(i) is the node
feature map and wkn are the corresponding node feature weights. Similarly,
each edge potential function,  E(vi, v j|·), has the form P(l,k)2K⇥K yliykj hwlke ·  e(i, j)i,
where  e(i, j) is the edge feature map and wlke are the corresponding edge feature
weights. The feature maps,  n(i) and  e(i, j), are described in detail in Section
4.6. We can rewrite Eq. (4.4) by taking logarithm on both sides and grouping
the node potentials as the following energy function expressed over a graph,
G = (V,E) (as illustrated in Figure 4.2):
Ew(y, (x)) =
X
i2V
X
k2K
yki
h
wkn ·  n(i)
i
+
X
(i, j)2E
X
(l,k)2K⇥K
yliy
k
j
h
wlke ·  e(i, j)
i
(4.5)
Depending on the nodes and edges in the graph G, the appropriate subset of
features and class labels are used in energy function given in Eq. (4.5). The
learning and inference algorithms are described in Section 4.7.
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4.5.2 Modeling one Possible Future with an augmented tempo-
ral CRF (ATCRF).
We defined the anticipatory temporal conditional random field as an aug-
mented graph Gt,d = (Vt,d,Et,d), where t is observed time and d is the future
anticipation time. Vt,d = {H t,d,Ot,d,Lt,d,At,d} represents the set of nodes in the
past time t as well as in the future time d. Et,d represents the set of all edges
in the graph (see Figure 4.3). The observations (not shown in the figure) are
represented as set of features,  tH and  
t
O, extracted from the t observed video
frames. Note that we do not have observations for the future frames.
In the augmented graph Gt,d, we have:
PGt,d(H t,d,Ot,d,Lt,d,At,d |  tH , tL) = P(Ot,d,At,d | H t,d,Lt,d) P(H t,d,Lt,d |  tH , tL)
(4.6)
The first term is similar to Eq. (4.4), except over the augmented graph, and
we can still rely on the discriminatively trained CRF presented in Chapter 3. We
model the second term with a Gaussian distribution.
4.5.3 Modeling the Distribution over Future Possibilities with
ATCRFs.
There can be several potential augmented graph structures Gt,d because of dif-
ferent possibilities in human pose configurations and object locations that de-
termines the neighborhood graph. Even the number of nodes to be considered
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Figure 4.7: Figure showing the process of augmenting the CRF structure
to obtain multiple ATCRFs at time t for an activity with three
objects. The frame level nodes are not shown for the sake of
clarity.
in the future changes depending on the sub-activity and the configuration of the
environment.
Let gt,d represent a sample augmented graph structure with particular values
assigned to its node variables. I.e., one sample may represent that a person
and object move in a certain way, performing a sub-activity with certain object
affordances, and another sample may represent a person moving in a different
way performing a different sub-activity.
Figure 4.7 shows the process of augmenting CRF structure corresponding to
the seen frameswith the sampled anticipations of the future to producemultiple
ATCRF particles at time t. The frame level nodes are not shown in the figure.
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The left portion of the figure shows the nodes corresponding to the k observed
temporal segments. This graph is then augmented with a set of anticipated
nodes for the temporal segment k + 1, to generate the ATCRF particles at time t.
The frame level nodes of k+1 temporal segment are instantiatedwith anticipated
human poses and object locations.
The goal is now to compute the distribution over these ATCRFs gt,d, i.e.,
given observations until time t, we would like to estimate the posterior distri-
bution p(gt,d| t) from Eq. (4.6). However, this is extremely challenging because
the space of ATCRFs is infinite, and to even represent the distribution we need
an exponential number of labels. We therefore represent the posterior using a
set of weighted particles as shown in Eq. (4.7) and choose the weights using
importance sampling as shown in Eq. (4.8).
p(gt,d| t) ⇡
SX
s=1
wˆst  gt,d (s) (g
t,d) (4.7)
wˆst / p(g
t,d(s)| t)
q(gt,d(s)| t)
(4.8)
Here,  x(y) is the Kronecker delta function which takes the value 1 if x equals
y and 0 otherwise, wˆst is the weight of the sample s after observing t frames, and
q(gt,d| t) is the proposal distribution. We need to perform importance sampling
because: (a) sampling directly from p(gt,d| t) is not possible because of the form
of the distribution in a discriminative framework, and (b) sampling uniformly
would be quite naive because of the large space of ATCRFs and most of our
samples would entirely miss the likely futures.
We now describe how we sample particles from the proposal distribution
q(gt,d| t) and how to evaluate the posterior for the generated samples.
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Sampling. In order to generate a particle ATCRF, we need to generate possible
human pose and object locations for the d future frames. We write the desired
distribution to sample as:
q(gt,d| t) =PGt,d(H t,d,Ot,d,Lt,d,At,d |  tH , tL)
=PGt(H t,Ot,Lt,At |  tH , tL)
P(Hd,Ld | Od,Ad, tH , tL) P(Od,Ad | Ot,At, tH , tL) (4.9)
We first sample the affordances, one per object in the scene, and the corre-
sponding sub-activity from the distribution P(Od,Ad | tH , tL). This is a discrete
distribution generated from the training data based on the object type (e.g., cup,
bowl, etc.) and object’s current position with respect to the human in the scene
(i.e., in contact with the hand or not). For example, if a human is holding an
object of type ‘cup’ placed on a table, then the affordances drinkable and movable
with their corresponding sub-activities (drinking and moving respectively) have
equal probability, with all others being 0.4
Once we have the sampled affordances and sub-activity, we need to sample
the corresponding object locations and human poses for the d anticipated frames
from the distribution P(Hd,Ld | Od,Ad, tH , tL). In order to have meaningful
object locations and human poses we take the following approach. We sam-
ple a set of target locations and motion trajectory curves based on the sampled
affordance, sub-activity and available observations. We then generate the cor-
responding object locations and human poses from the sampled end point and
trajectory curve. The details of sampling the target object location and motion
4If we know the object type as well, then it helps in generating informative samples based
on the discrete distribution learnt from the training data, which can save computation time as
fewer samples are sufficient. In our experiments, when object type information is not provided,
the anticipation performance (micro P/R) for sub-activities and affordances only drops by a
maximum of 0.3% for our full model (Table 4.2-row 6).
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trajectory curves are described in Section 4.4.1 and Section 4.4.2 respectively.
Scoring. Once we have the sampled ATCRF particles, we obtain the weight of
each sample s by evaluating the posterior for the given sample, q(gt,d(s)| t), as
shown in Eq. (4.9) and normalize the weights across the samples.
Note that the aforementionedmethods for the affordance and trajectory gen-
eration are only for the proposal distribution to sample. The estimated trajecto-
ries are finally scored using our ATCRF model.
4.6 Features: Additive and Non-Additive
In this section we describe the feature maps used in the energy function Eq. 4.5.
In detail, we use the same features as described in Chapter 3. These features
include the node feature maps  o(i) and  a( j) for object node i and sub-activity
node j respectively, and edge feature maps  e(i, j) capturing the relations be-
tween various nodes. The object node feature map,  o(i), includes the (x, y, z)
coordinates of the object’s centroid, the coordinates of the object’s bounding box
and transformation matrix w.r.t. to the previous frame computed at the middle
frame of the temporal segment, the total displacement and distance moved by
the object’s centroid in the set of frames belonging to the temporal segment.
The sub-activity node feature map,  a( j), gives a vector of features computed
using the noisy human skeleton poses obtained from running Openni’s skele-
ton tracker on the RGBD video. We compute the above described location (rel-
ative to the subject’s head location) and distance features for each the upper-
skeleton joints excluding the elbow joints (neck, torso, left shoulder, left palm,
right shoulder and right palm).
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The edge feature maps,  t(i, j), include relative geometric features such as
the difference in (x, y, z) coordinates of the object centroids and skeleton joint
locations and the distance between them. In addition to computing these values
at the first, middle and last frames of the temporal segment, we also consider the
min and max of their values across all frames in the temporal segment to capture
the relative motion information. The temporal relational features capture the
change across temporal segments and we use the vertical change in position
and the distance between corresponding object and joint locations. We perform
cumulative binning of all the feature values into 10 bins for each feature.
We categorize the features into two sets: additive features,  A(x), and non-
additive features,  NA(x). We compute the additive features for a set of frames
corresponding to a temporal segment by adding the feature values for the
frames belonging to the temporal segment. Examples of the additive features
include distance moved and vertical displacement of an object within a tempo-
ral segment. The features that do not satisfy this property are referred to as the
non-additive features, for example, maximum andminimum distances between
two objects. As we discuss in the next section, additive features allow efficient
joint segmentation and labeling by using dynamic programming, but may not
be expressive enough.
Non-additive features sometimes provide very useful cues for discriminat-
ing the sub-activity and affordance classes. For example, consider discrimi-
nating cleaning sub-activity from a moving sub-activity: here the total distance
moved could be similar (an additive feature), however, the minimum and max-
imum distance moved being small may be strong indicator of the activity being
cleaning. In fact, when compared to our model learned using only the addi-
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tive features, the model learned with both additive and non-additive features
improves macro precision and recall by 5% and 10.1% for labeling object affor-
dance respectively and by 3.7% and 6.2% for labeling sub-activities respectively.
4.7 Learning and Inference
4.7.1 Inference
The inference problem is to find the best labeling of the past nodes of the CRF for
detecting the past sub-activities and affordances and past as well as augmented
future nodes of the ATCRF for anticipation. The prediction yˆ is computed as the
argmax of an energy function Ew(y, (x)).
yˆ = argmax
y
Ew(y, (x)) (4.10)
For a given temporal segmentation, where the graph structure is fully
known, finding the argmax over labelings is a NP hard problem. However,
its equivalent formulation as the following mixed-integer program has a linear
relaxation which can be solved efficiently as a quadratic pseudo-Boolean opti-
mization problem using a graph-cut method [162] as described in Chapter 3.
yˆ=argmax
y
max
z
X
i2V
X
k2K
yki
h
wkn ·  n(i)
i
+
X
(i, j)2E
X
(l,k)2K⇥K
zlki j
h
wlke ·  e(i, j)
i
(4.11)
8i, j, l, k : zlki j  yli, zlki j  ykj, yli + ykj  zlki j + 1, zlki j, yli 2 {0, 1} (4.12)
Note that the products yliy
k
j have been replaced by auxiliary variables z
lk
i j. Re-
laxing the variables zlki j and y
l
i to the interval [0, 1] results in a linear program
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that can be shown to always have half-integral solutions (i.e. yli only take val-
ues {0, 0.5, 1} at the solution) [52]. When we consider the additional constraints
that each node can take only one label, the problem can no longer be solved
via graph cuts. We compute the exact mixed integer solution including these
additional constraints using a general-purpose MIP solver5 during inference.
However, during inference we only know the nodes in the graph but not
the temporal segmentation, i.e., the structure of the graph in terms of the edges
connecting frame level nodes to the segment level label nodes. We could search
for the best labeling over all possible segmentations, but this is very intractable
because our feature maps contain non-additive features (that are important as
described in Section 4.6).
Efficient Inference with Additive Features. We express the feature set,  (x),
as the concatenation of the additive and non-additive feature sets,  A(x) and
 NA(x) respectively. Therefore, by rearranging the terms in Eq. (4.4), the energy
function can be written as:
Ew(y, (x)) = Ew(y, A(x)) + Ew(y, NA(x))
We perform efficient inference for the energy term Ew(y, A(x)) by formulating
it as a dynamic program (see Eq. (4.13)). In detail, let L denote the max length
of a temporal segment, i denote the frame index, s denote the temporal segment
spanning frames (i   l) to i, and (s   1) denote the previous segment. We write
the energy function in a recursive form as:
V(i, k) = max
k0,l=1...L
V(i   l, k0) +
X
k2K
yks
h
wkn ·  An (s)
i
+
X
k2K
yks
h
wlke ·  Ae (s   1, s)
i
(4.13)
Here,  An (s) and  Ae (s   1, s) denote the additive feature maps and can be effi-
5http://www.tfinley.net/software/pyglpk/readme.html
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ciently computed by using the concept of integral images.6 The best segmenta-
tion then corresponds to the path traced by maxa V(t, a), where t is the number
of video frames. Using Ew(y, A(x)), we find the top-k scored segmentations7
and then evaluate them using the full model Ew(y, (x)) in order to obtain more
accurate labelings.
Merge and Split Moves. The segmentations generated by the approximate
energy function, Ew(y, A(x)), are often very close to the given ground-truth seg-
mentations. However, since the energy function used is only approximate, it
sometimes tends to over-segment or miss the boundary by a few frames. In
order to obtain a representative set of segmentation samples, we also perform
random merge and split moves over these segmentations, and consider them
for evaluating with the full model as well. A merge move randomly selects
a boundary and removes it, and a split move randomly chooses a frame in a
segment and creates a boundary.
Heuristic Segmentations. There is a lot of information present in the video
which can be utilized for the purpose of temporal segmentation. For example,
smooth movement of the skeleton joints usually represent a single sub-activity
and the sudden changes in the direction or speed of motion indicate sub-activity
boundaries. Therefore, we incorporate such information in performing tempo-
ral segmentation of the activities. In detail, we use the multiple segmentation
hypotheses proposed in Chapter 3. These include graph based segmentation
method proposed by [34] adapted to temporally segment the videos. The sum
6The additive features for temporal segments starting at the first frame and ending at frame
l, for l = 1..t are precomputed, i.e., the segment features for a total of t temporal segments are
computed. This needs (n ⇥ t) summations, where n is the number of features. Now the segment
features for a temporal temporal segment starting and ending at any frame can be computed by
n subtractions. Therefore, the total feature computation cost is linear in the number of possible
segmentations.
7k is 2 in experiments.
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of the Euclidean distances between the skeleton joints and the rate of change of
the Euclidean distance are used as the edge weights for two heuristic segmenta-
tions respectively. By varying the thresholds, different temporal segmentations
of the given activity can be obtained. In addition to the graph based segmenta-
tion methods, we also use the uniform segmentation method which considers a
set of continuous frames of fixed size as the temporal segment. There are two
parameters for this method: the segment size and the offset (the size of the first
segment). However, these methods often over-segment a sub-activity, and each
segmentation would result in a different graph structure for our CRF modeling.
We generate multiple graph structures for various values of the parameters
for the above mentioned methods and obtain the predicted labels for each us-
ing Eq. (4.10). We obtain the final labeling over the segments by either using the
second-step learning method presented in Chapter 3, or by performing voting
and taking the label predicted by majority of the sampled graph structures (our
experiments in Section 4.8.2 follow the latter). During anticipation, we only con-
sider the best graph structure obtained form the using the additive features and
split-merge moves. Algorithm 1 gives the summary of the inference algorithm
for anticipation.
4.7.2 Learning
The structure of the graph is fully known during learning. We obtain the param-
eters of the energy function in Eq. (4.5) by using the cutting plane method [81]
as described in Chapter 3. Given M labeled training examples (x1, y1), .., (xM, yM),
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Data: RGB-D video frames
Result: Future sub-activity and affordance anticipations
t = 0, P = {} ;
while new frame ft observed do
Generate frame features for frame ft (Section 4.6);
if temporal segmentation not given then
Find best segmentation using additive energy Ew(y, A(x)) (solve
Eq. 4.13);
Sample segmentations by split and merge moves (Section 4.7.1);
end
Compute segment features  n and  e (Section 4.6);
Compute yˆ, best labeling of the past-CRF (Eq. 4.11-4.12);
for each object do
Sample possible future affordance and sub-activity from the discrete
distribution P(Od,Ad | tH , tL);
Sample future object location based on the affordance heatmaps  o;
Generate corresponding object trajectory and human poses for d future
frames;
Augment the past-CRF to generate an ATCRF particle gt,d(s) ;
P = P [ {gt,d(s)};
end
for each particle gt,d(s) 2 P do
for each augmented frame do
Generate frame features (Section 4.6);
end
if temporal segmentation not given then
Find best segmentation using additive energy Ew(y, A(x)) (solve
Eq. 4.13);
Sample segmentations by split and merge moves (Section 4.7.1);
end
Compute segment features  n and  e (Section 4.6);
Compute yˆ, best labeling for the ATCRF particle (Eq. 4.11-4.12);
Compute weight wˆst (Eq. 4.8);
end
P = top-k scored particles in P;
At = future sub-activity and affordance labels of top-3 particles based on
Ew(y, (x));
t = t + 1;
end
Algorithm 1: Summary of our inference method.
123
we optimize the regularized upper bound on the training error.
R(h) =
1
M
MX
m=1
 (ym, yˆm),
where yˆm is the optimal solution of Eq. (4.10) and  (y, yˆ) is the loss function
defined as
 (y, yˆ) =
X
i2Vo
X
k2Ko
|yki   yˆki | +
X
i2Va
X
k2Ka
|yki   yˆki |.
To simplify notation, note that Eq. (4.11) can be equivalently written as
wT (x, y) by appropriately stacking the wkn and wlkt into w and the yki a(i), yki o(i)
and zlki j t(i, j) into  (x, y), where each zlki j is consistent with Eq. (4.12) given y.
Training can then be formulated as the following convex quadratic program
[81]:
min
w,⇠
1
2
wTw +C⇠ (4.14)
s.t. 8y¯1, ..., y¯M 2 {0, 0.5, 1}N·K :
1
M
wT
MX
m=1
[ (xm, ym)    (xm, y¯m)]    (ym, y¯m)   ⇠,
where N is the number of temporal segments per example and K is the total
number class labels. While the number of constraints in this QP is exponential
in M, N and K, it can nevertheless be solved efficiently using the cutting-plane
algorithm [81]. The algorithm needs access to an efficient method for computing
y¯m = argmax
y2{0,0.5,1}N·K
h
wT (xm, y) +  (ym, y)
i
. (4.15)
Due to the structure of  (., .), this problem is identical to the relaxed pre-
diction problem in Eqs. (4.11)-(4.12) and can be solved efficiently using graph
cuts.
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4.8 Experiments
In this section we describe the detailed evaluation of our approach on both of-
fline data as well as realtime robotic experiments. We first give the details of the
dataset in Section 4.8.1. We then present the detection results in Section 4.8.2,
anticipation results in Section 4.8.3 and the robotic experiments for anticipation
in Section 4.8.4.
4.8.1 Data
We use the CAD-120 dataset, which has 120 RGB-D videos of four different
subjects performing 10 high-level activities. The data is annotated with object
affordance and sub-activity labels and includes ground-truth object categories,
tracked object bounding boxes and human skeletons. The set of high-level ac-
tivities are: {making cereal, taking medicine, stacking objects, unstacking objects, mi-
crowaving food, picking objects, cleaning objects, taking food, arranging objects, having
a meal}, the set of sub-activity labels are: {reaching,moving, pouring, eating, drink-
ing, opening, placing, closing, scrubbing, null} and the set of affordance labels are:
{reachable, movable, pourable, pourto, containable, drinkable, openable, placeable, clos-
able, scrubbable, scrubber, stationary}. We use all sub-activity classes for prediction
of observed frames but do not anticipate null sub-activity.
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Table 4.1: Results on CAD-120 dataset for detection, showing averagemi-
cro precision/recall, and average macro precision and recall for
affordances, sub-activities and high-level activities. Computed
from 4-fold cross validation with testing on a new human sub-
ject in each fold. Standard error is also reported.
With ground-truth segmentation.
Object Affordance Sub-activity High-level Activity
micro macro micro macro micro macro
method P/R Prec. Recall P/R Prec. Recall P/R Prec. Recall
chance 8.3 (0.0) 8.3 (0.0) 8.3 (0.0) 10.0 (0.0) 10.0 (0.0) 10.0 (0.0) 10.0 (0.0) 10.0 (0.0) 10.0 (0.0)
max class 65.7 (1.0) 65.7 (1.0) 8.3 (0.0) 29.2 (0.2) 29.2 (0.2) 10.0 (0.0) 10.0 (0.0) 10.0 (0.0) 10.0 (0.0)
Our model: all features 93.9 (0.4) 89.2 (1.3) 82.5 (2.0) 89.3 (0.9) 87.9 (1.8) 84.9 (1.5) 93.5 (3.0) 95.0 (2.3) 93.3 (3.1)
Our model: only additive features 92.0 (0.5) 84.2 (2.2) 72.4 (1.2) 86.5 (0.6) 84.2 (1.3) 78.7 (1.9) 90.3 (3.8) 92.8 (2.7) 90.0 (3.9)
Without ground-truth segmentation.
Our DP seg. 83.6 (1.1) 70.5 (2.3) 53.6 (4.0) 71.5 (1.4) 71.0 (3.2) 60.1 (3.7) 80.6 (4.1) 86.1 (2.5) 80.0 (4.2)
Our DP seg. + moves 84.2 (0.9) 72.6 (2.3) 58.4 (5.3) 71.2 (1.1) 70.6 (3.7) 61.5 (4.5) 83.1 (5.2) 88.0 (3.4) 82.5 (5.4)
heuristic seg. (Chapter 3) 83.9 (1.5) 75.9 (4.6) 64.2 (4.0) 68.2 (0.3) 71.1 (1.9) 62.2 (4.1) 80.6 (1.1) 81.8 (2.2) 80.0 (1.2)
Our DP seg. + moves + heur. seg. 85.4 (0.7) 77.0 (2.9) 67.4 (3.3) 70.3 (0.6) 74.8 (1.6) 66.2 (3.4) 83.1 (3.0) 87.0 (3.6) 82.7 (3.1)
4.8.2 Detection Results
For comparison, we follow the same train-test split described in Chapter 3 and
train our model on activities performed by three subjects and test on activities
of a new subject. We report the results obtained by 4-fold cross validation by
averaging across the folds. We consider the overall micro accuracy (P/R), macro
precision andmacro recall of the detected sub-activities, affordances and overall
activity. Micro accuracy is the percentage of correctly classified labels. Macro
precision and recall are the averages of precision and recall respectively for all
classes.
Table 4.1 shows the performance of our proposed approach on object affor-
dance, sub-activity and high-level activity labeling for past activities. Rows 3-4
show the performance for the case where ground-truth temporal segmentation
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Figure 4.8: Confusion matrix for affordance labeling (left), sub-activity la-
beling (middle) and high-level activity labeling (right) of the
test RGB-D videos.
is provided and rows 5-8 show the performance for the different methods when
no temporal segmentation is provided. With known graph structure, the model
using the the full set of features (row 3) outperforms the model which uses only
the additive features (row 4): macro precision and recall improve by 5% and
10.1% for labeling object affordance respectively and by 3.7% and 6.2% for la-
beling sub-activities respectively. This shows that additive features bring us
close, but not quite, to the optimal graph structure.
When the graph structure is not known, the performance drops significantly.
Our graph sampling approach based on the additive energy function (row 5)
achieves 83.6% and 71.5% micro precision for labeling object affordance and
sub-activities, respectively. This is improved by sampling additional graph
structures based on the Split andMergemoves (row 6). Finally, combining these
segmentations with the other heuristically generated segmentations presented
in Chapter 3, our method obtains the best performance (row 8).
Figure 4.8 shows the confusionmatrix for labeling affordances, sub-activities
and high-level activities using our method (row 8). Note that there is a strong
diagonal with a few errors such as pouring misclassified as moving, and picking
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objectsmisclassified as having a meal. Figure 4.9 shows the labeling output of the
different methods. The bottom-most row show the ground-truth segmentation,
top-most row is the labeling obtained when the graph structure is provided, fol-
lowed by three heuristically generated segmentations. The fifth row is the seg-
mentation generated by our sampling approach and the sixth and seventh rows
are the labeling obtained by combining the multiple segmentations using a sim-
ple max-voting and by the multi-segmentation learning, respectively. Note that
some sub-activity boundaries are more ambiguous (high variance among differ-
ent methods) than the others. Our method has an end-to-end (including feature
computation cost) frame rate of 4.3 frames/sec compared to 16.0 frames/sec of
Chapter 3.
Figure 4.9: Illustration of the ambiguity in temporal segmentation. We
compare the sub-activity labeling of various segmentations.
Here, making cereal activity comprises the sub-activities: reach-
ing, moving, pouring and placing as colored in red, green, blue
and magenta respectively. The x-axis denotes the time axis
numbered with frame numbers. It can be seen that the vari-
ous individual segmentation methods are not perfect.
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4.8.3 Anticipation Results
Baseline Algorithms. We compare our method against the following baselines:
1) Chance. The anticipated sub-activity and affordance labels are chosen at ran-
dom.
2) Nearest Neighbor Exemplar. It first finds an example from the training data
which is the most similar to the activity observed in the last temporal seg-
ment. The sub-activity and object affordance labels of the frames following the
matched frames from the exemplar are predicted as the anticipations. To find
the exemplar, we perform a nearest neighbor search in the feature space for the
set of frames, using the node features described in Chapter 3.
3) Co-occurrence Method. The transition probabilities for sub-activities and af-
fordances are computed from the training data. The observed frames are first
labelled using the CRF model from Chapter 3. The anticipated sub-activity and
affordances for the future frames are predicted based on the transition probabil-
ities given the inferred labeling of the last frame.
4) ATCRF without {H ,L} anticipation (ATCRF-discrete). Our ATCRF model with
only augmented nodes for discrete labels (sub-activities and object affordances).
5) ATCRF. Our method that samples the future nodes (both segment and frame
level) as described in Section 4.5.3, and uses a fixed temporal structure, which
in this case is the segmentation output of Chapter 3.
Evaluation: We follow the same train-test split described in Chapter 3 and train
our model on activities performed by three subjects and test on activities of a
new subject. We report the results obtained by 4-fold cross validation by averag-
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Figure 4.10: Highest scored future anticipations for cleaning objects activ-
ity (top-row) and arranging objects activity (bottom-row).
ing across the folds. We consider the following metrics:
1) Labeling Metrics. For detecting and anticipating labels (for sub-activity and
affordances), we compute the overall micro accuracy (P/R), macro precision,
macro recall and macro F1 score. Micro accuracy is the percentage of correctly
classified labels. Macro precision and recall are the averages of precision and
recall respectively for all classes.
2) Robot Anticipation Metric. It is important for a robot to plan ahead for multiple
future activity outcomes. Therefore, wemeasure the accuracy of the anticipation
task for the top three predictions of the future. If the actual activity matches one
of the top three predictions, then it counts towards positive.
3) Trajectory Metric. For evaluating the quality of anticipating trajectories, we
compute the modified Hausdorff distance (MHD) as a physical measure of the
distance between the anticipated object motion trajectories and the true object
trajectory from the test data.8
8The MHD allows for local time warping by finding the best local point correspondence
over a small temporal window. When the temporal window is zero, the MHD is same as the
Euclidean distance between the trajectories. We normalize the distance by the length of the
trajectory in order to compare across trajectories of different lengths. The units of the MHD are
centimeters.
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Table 4.2: Anticipation Results of Future Activities and Affordances,
computed over 3 seconds in the future (similar trends hold for
other anticipation times).
model
Anticipated Sub-activity Anticipated Object Affordance
micro P/R macro
F1-score
robot anticipation
metric
micro P/R marco
F1-score
robot anticipation
metric
chance 10.0 ± 0.1 10.0 ± 0.1 30.0 ± 0.1 8.3 ± 0.1 8.3 ± 0.1 24.9 ± 0.1
Nearest-neighbor 22.0 ± 0.9 10.6 ± 0.6 48.1 ± 0.5 48.3 ± 1.5 17.2 ± 1.0 60.9 ± 1.1
CRF + co-occurence 28.6 ± 1.8 11.1 ± 0.4 34.6 ± 2.8 55.9 ± 1.7 11.6 ± 0.4 62.0 ± 1.8
ATCRF-discrete 34.3 ± 0.8 12.2 ± 0.2 44.8 ± 1.1 59.5 ± 1.5 12.4 ± 0.3 67.6 ± 1.3
ATCRF 47.7 ± 1.6 37.9 ± 2.6 69.2 ± 2.1 66.1 ± 1.9 36.7 ± 2.3 71.3 ± 1.7
Ours-full 49.6 ± 1.4 40.6 ± 1.6 74.4 ± 1.6 67.2 ± 1.1 41.4 ± 1.5 73.2 ± 1.0
Table 4.2 shows the frame-level metrics for anticipating sub-activity and ob-
ject affordance labels for 3 seconds in the future on the CAD-120 dataset. We use
the temporal segmentation algorithm from Chapter 3 for obtaining the graph
structure of the observed past frames for all the baseline methods. ATCRF (row
5) outperforms all the baseline algorithms and achieves a significant increase
across all metrics. Our full model (row 6), which estimates the graph structure
for both past and the future, improves the anticipation performance further.
Figure 4.10 shows the highest scored anticipations for the cleaning objects activ-
ity. We will now study our results on anticipation in the form of the following
questions:
How does the performance change with the duration of the future antici-
pation? Figure 4.11 shows how the macro F1 score and the robot anticipation met-
ric changes with the anticipation time. The average duration of a sub-activity in
the CAD-120 dataset is around 3.6 seconds, therefore, an anticipation duration
of 10 seconds is over two to three sub-activities. With the increase in anticipation
duration, performance of the others approach that of a random chance baseline,
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the performance of our ATCRF declines. It still outperforms other baselines for
all anticipation times.
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Figure 4.11: Plots showing how robot anticipation metric andmacro F1 score
changes with the future anticipation time for all methods.
How does the performance change with the duration of the past observa-
tions? Figure 4.12 shows how the macro F1 score changes with the past obser-
vation time and future anticipation time. The algorithm has lower performance
when predicting longer into the future, but this improves as more observations
become available. Therefore, context from the past helps in anticipating longer
into the future.
How good are the anticipated trajectories? Since trajectories are continuous
variables, we perform two types of estimation: MAP, where we take the highest
scored particle generated by our model, and MLE where we take the weighted
sum. Figure 4.13 shows how these distance errors, averaged over all the moving
sub-activities in the dataset, change with the progress of the sub-activity. Figure
4.6 shows the sampled trajectories along with the heatmap corresponding to the
distribution of trajectories. At the beginning of the sub-activity the anticipations
correspond to moving the cup to other places on the table and near the mouth
to drink. As the sub-activity progresses, depending on the current position of
the cup, a few new target locations become probable, such as moving the cup
on to the lap (such instances are observed in the training data). These new
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Figure 4.12: Plot showing how macro F1 score depends on observed time
and anticipation time.
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Figure 4.13: Plot showing how the trajectory distance error (MHD)
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particle and local mean) and other baselines (Kalman Fil-
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Table 4.3: Online Detection Results of Past Activities and Affordances.
model
Past Sub-activity Detection Past Object Affordance Detection
micro macro micro macro
P/R Prec. Recall P/R Prec. Recall
chance 10.0 (0.1) 10.0 (0.1) 10.0 (0.1) 8.3 (0.1) 8.3 (0.1) 8.3 (0.1)
CRF-online 80.3 (1.5) 78.0 (1.3) 68.1 (2.6) 89.6 (0.8) 80.7 (2.8) 67.8 (1.4)
ATCRF-discrete 84.0 (1.3) 72.2 (2.3) 60.7 (2.3) 87.7 (1.0) 67.9 (2.4) 48.9 (2.6)
ATCRF 84.7 (1.4) 80.6 (1.0) 75.6 (2.4) 92.3 (0.7) 84.8 (2.3) 77.1 (1.1)
possibilities tend to increase the distance measure as can be seen in the plot of
Figure 4.13. However, on observing more frames, the intent of the human is
inferred more accurately resulting in better anticipated trajectories, for example
in Figure 4.6-last frame, anticipating only moving to drink trajectories.
Effect of anticipation on detection of past activities. Table 4.3 shows the de-
tection results of the sub-activities and object affordances of the past temporal
segments, computed in an online fashion. Whenwe label each past segment, we
observe that segment’s features but not the future. The online metrics are com-
puted by aggregating performance on the recent past of three segments. (CRF
from Chapter 3 was used to label a segment given past, present, as well as the
future.) In this experiment, we assumed ground-truth segmentation and object
tracks for consistent comparison across the methods. If we instead use our algo-
rithm to segment, the overall performance drops, however similar trends hold.
We see that both the anticipation methods (rows 3-4) improve the detection re-
sults over the one that does not anticipate (row 2). This shows that anticipating
the future can improve present and past performance on detection.
Effect of unknown activities on anticipation performance. For activities
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not present in the training data, our approach generates most likely anticipa-
tions based on the affordances of the objects present in the environment and the
detected past sub-activities. However, our approach cannot anticipate a sub-
activity on which the anticipation model was not trained. In fact, around 14%
of the segments in our dataset are sub-activities which do not belong to the
nine sub-activity categories used to train our anticipation model. These sub-
activities include various background actions such as checking time, standing still,
etc., which are not relevant to the high-level activity being performed. We label
these segments as null sub-activities and include them for learning the energy
function in Eq. 4.4. Therefore, even though our model is unable to anticipate
such sub-activities in the future, they are correctly detected as null sub-activities.
This allows us to ignore such irrelevant sub-activities and proceed to anticipate
the most likely future. However, if null sub-activities are performed very often,
the performance of our anticipation model would go down further.
4.8.4 Robotic Experiments
In this section we show how future activity predictions can help the robot per-
form appropriate actions in response to what the human is going to do next.
By incorporating such reactive responses, the robot can better assist humans in
tasks which they are unable to perform as well as work along side the humans
much more efficiently.
We use a PR2 robot to demonstrate the following anticipatory response sce-
narios: (i) Robot is instructed to refill water glasses for people seated at a table,
but when it sees a person reaching a glass to drink, it waits for him to finish
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Figure 4.14: Robot Anticipatory Response for refilling water task. See
Figure 4.1 for opening fridge door task.
drinking before refilling, in order to avoid spilling, and (ii) Robot opens the
fridge door when a person approaches the fridge to place something inside the
fridge. PR2 is mounted with a Kinect as its main input sensor to obtain the
RGB-D video stream. We used the OpenRAVE libraries [25] for programing the
robot to perform the pre-programmed tasks described in the aforementioned
scenarios by incorporating the anticipations generated with our ATCRFs. Fig-
ure 4.1 and Figure 4.14 show the snapshots of the robot observing the human,
the anticipated actions and the response executed by the robot.
In our experiments, on the first scenario, we evaluate the success rate which
is defined as the percentage of times the robot identifies the correct response. We
have a new subject (not seen in the training data) performing the interaction task
multiple times in addition to other activities which should not effect the robot’s
response, such as reaching for a book, etc. We considered a total of 10 interaction
tasks which involve four objects including the cup, and 5 of these tasks were to
reach for the cup and drink from it. The robot is given an instruction to pour
water in the cup at four random time instants during each interaction tasks (40
total pour instructions). The robot makes a decision whether to execute the
pouring task or not, based on the anticipated activity and object affordance.
The robot considers the three top scored anticipations for taking the decision
following the robot anticipation metric.
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We obtain a success rate of 85%, which is the fraction of times the robot
correctly identifies its response (‘pour’ or ‘not pour’). Out of the 6 failed
instances, 3 instances are false-negatives, i.e., the robot anticipated an in-
teraction with the cup when no interaction occurred in future. Videos
showing the results of our robotic experiments and code are available at:
http://pr.cs.cornell.edu/anticipation/.
4.9 Conclusion
In this Chapter, we considered the problem of detecting the past human activi-
ties as well as anticipating the future using object affordances. We showed how
the anticipation of future activities can be used by a robot to perform look-ahead
planning of its reactive responses. We modeled the human activities and object
affordances in the past using a rich graphical model (CRF), and extended it to in-
clude future possible scenarios. Each possibility was represented as a potential
graph structure and labeling over the graph (which includes discrete labels as
well as human and object trajectories), which we called ATCRF. We used impor-
tance sampling techniques for estimating and evaluating the most likely future
scenarios.
The structure of the ATCRF was obtained by first considering the potential
graph structures that are close to the ground-truth ones by approximating the
graphwith only additive features. We then designedmoves to explore the space
of likely graph structures. We showed that anticipation can improve perfor-
mance of detection of even past activities and affordances. We also extensively
evaluated our algorithm, against baselines, on the tasks of anticipating activity
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and affordance labels as well as the object trajectories.
Our work shows a considerable advance by improving the state-of-the-art
results on both the detection and anticipation tasks. We have focused on the
algorithms for estimating the graph structure for both past and future activities
while using given noisy skeleton and object tracks. Improvements to human
pose estimation and object perception would further improve these results. In
our experiments, we see that there is still a large gap between the detection
performance with and without ground-truth temporal segmentation. Incorpo-
rating additional priors about the activities in future work would improve the
estimation of the graph structure. Also, we see that the anticipation accura-
cies fall rapidly with future prediction time. We believe that modeling larger
temporal-range dependencies and hierarchical structure of activities is an inter-
esting direction to explore for obtaining better anticipation.
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CHAPTER 5
COLLABORATIVE PLANNING FOR HUMAN-ROBOT TEAMS
Robots are being incorporated into human workspaces where they perform
tasks with humans – assistive settings in nursing homes [54, 157], collaborative
assembly line manufacturing [143], or in other outdoor applications [198]. The
challenge here is two-fold: the robots often have to operate in contextually-rich
environments, where they have to perform tasks involving manipulation of ob-
jects, and they have to work closely with humans performing the same task (see
Fig. 5.1).
Collaborative tasks are more challenging as compared to both reactive and
role-based tasks. In collaborative tasks, the goal of the robot is to perform ac-
tions along side humans in order to achieve the goal of the task. For example,
if the task is to set the dinner table, the various actions involved are reaching
for the objects (e.g., plates, cups and spoons), and moving them to appropriate
locations on the table. The robot can perform any action in order to achieve the
goal as opposed to a role-based scenario where the robot has a pre-assigned role
of setting plates or cups, etc. It needs to plan its actions by taking into account
the actions of the human. In order to achieve this, there are three aspects we
need to address: (i) model the contextually-rich environment to reason about
what can be done and how, (ii) perceiving the human’s actions and anticipating
their future moves, and (iii) plan robot’s actions taking into account the inherent
uncertainty in the human actions.
In Chapters 3 and 4, we presented a perception algorithm for modeling the
spatio-temporal relations of activities which allows us to detect the past actions
and anticipate the future actions. However, the robotic responses were only re-
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Figure 5.1: Robot performing collaborative task with human: The hu-
man and the robot are asked to follow a recipe – pour the in-
gredients in to the bowl and stir. At every time step both the
agents execute an action and change the state of the environ-
ment. The robot needs to plan its actions by taking in to ac-
count what actions the human would perform, where some
human actions are more likely than the others based on the
human’s strategy.
active and hand-designed. In related works, [144] consider collaboration for as-
sembling tasks with pre-assigned roles for human and robot, where they do not
explicitly model anticipation. [125] anticipate human actions to minimize pene-
tration of robot in humanworkspace and [199] introduced social-affordances for
planning. In comparison, we look at a more generic collaborative task planning
problem, where the role of robot and human are indistinguishable.
In this chapter, we formulate the collaborative task completion problem as
a two-agent planning problem, where we model the ambiguities in perception
as well as in the human’s choice of actions. Unlike planning for multi-robot
scenarios, where one has control over all agent behaviors [9, 196], the human
does not perform his actions according to a fixed strategy. Humans tend to
follow their habits when possible in a familiar environment, but will also try
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to adapt in response to the other agents in the environment. Therefore, our
problem of robot-human collaborative planning can be viewed as a two-agent
cooperative Markov game, where the goal of each game is to complete a pre-
specified activity in a given environment. We aim to learn the optimal policy for
the robot while taking into account the various human behaviors or strategies.
In detail, we represent the contextually rich environment in terms of the ob-
ject affordances and incorporate them as the states of our collaborative Markov
decision process. We propose a distributed Q-learning algorithm to learn the
policies for both the agents. We model the human’s actions in several ways—
taking the ✏-optimal action according to the MDP model, taking actions based
on past habits as seen in a RGB-D video dataset, and taking appropriate actions
by adapting to the environment and robot actions. Each human behavior results
in exploring a different subspace of states by the robot, resulting in a different
robot policy as shown in Fig. 5.1. Therefore, during learning we first estimate
how adaptive the human is in the given environment and then jointly estimate
the robot and human policies.
We evaluate our approach on five high-level activities in 60 environments
from the Cornell activity dataset as well as in a user study. We predict the cur-
rent object affordances from RGB-D videos and use our algorithm to plan ap-
propriate actions by the robot to be performed along with the human. We com-
pare our approach against the baselines on several metrics, and find that our
approach performs better collaborative planning. Specifically, our robot policy
learnt with an adaptive human model completes the tasks 36.5% faster as com-
pared to 13.8% when the human agent is not modeled explicitly
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5.1 Related Work
Our approach of anticipatory planning has three main aspects: human-robot
interaction, perception in contextually-rich environments, and planning algo-
rithms. We now review the relevant works specific to these aspects.
Human-robot collaboration. Many tasks are parallelizable or involve com-
plex interactions with objects in the environment, and can be more efficiently
completed if human and robot collaborate. Some recent works have addressed
this problem of collaboration in human-robot teams. Nikolaidis et al. [144] con-
sider collaboration for assembling tasks with pre-assigned roles for human and
robot. Mainprice et al. [125] anticipates human actions to minimize penetration
of robot in human workspace. Uyanik et al. [199] introduced social-affordance
where robot’s action depends on help from human. As opposed to them, in our
work the role of robot and human are indistinguishable, and for task completion
they interact with multiple objects performing different activities.
Another aspect of human-robot collaboration is the interaction between the
agents and their compatibility. Some works [126, 181, 130] encode the compati-
bility in the form of constraints on the distance of robot from user, the visibility
of robot and user arm comfort. Strabala et al. [183] and Cakmak et al. [13] con-
sider handover tasks where the robot reasons about its location w.r.t. human
and handover configuration. We differ from these in that, in our tasks both hu-
man and robot are active participants and collaborate towards a common goal.
Affordances. The concept of affordances was described by J.J. Gibson [42]
as the “Action possibilities in the environment in relation to the action capabili-
ties of an actor”. Affordances have been widely used in robotics for obtaining a
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functional understanding of the scene as well as enabling robots to interact and
manipulate objects. These works range from predicting opportunities for inter-
action with an object by using only visual cues [184, 59, 5] to observing effects of
exploratory behaviors [136, 133, 60, 83]. For instance, Sun et al. [184] proposed
a probabilistic graphical model that leverages visual object categorization for
learning affordances. Katz et al. [83] propose a framework for learning to ma-
nipulate objects in clutter by choosing robot actions based on object affordances.
There is some recent work in interpreting human actions and interaction
with objects [120, 3, 90, 78, 93] in context of learning actions from demonstra-
tions. Lopes et al. [120] use context from objects in terms of possible grasp
affordances to focus the attention for recognition. Aksoy et al. [3] propose a
dynamic graph sequence representation, constructed from human demonstra-
tions, for robot manipulation. Affordances have also been used in planning
(e.g., [121, 197]). In this work, we use object affordances to represent the state
of the environment, and these affordances evolve as the objects are used in an
activity (see Chapter 3).
Multi-agent Reinforcement Learning. The multi-agent reinforcement learning
(MARL) literature focus on multiple autonomous agents learning how to solve
dynamic tasks online. Besides single-agent reinforcement learning, MARL has
strong connections with game theory, evolutionary computation, and optimiza-
tion theory. We refer the reader to [12] for a survey of the works in this area
and discuss some relevant ideas here. Many multi-agent algorithms exist for
different tasks which range from fully cooperative setting [109, 88] to fully com-
petitive setting [116]. When collaborating with humans, the robot needs to be
aware of the human’s behavior, which might not always be fully cooperative.
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Figure 5.2: SystemOverview. The planning algorithm uses the affordance
and activity models, learnt from videos of people performing
various activities, to find the best action for the robot to per-
form for any given state of the environment. When working
with the human, the robot first uses the learnt activity model
to estimate the state of the environment and then executes the
best action based on its learned policy.
Adaptation of agents has been studied previously [192, 153, 203], where an
agent’s adaptation depends on the degree of awareness of other agent’s behav-
ior maintained by the learning algorithms. These algorithms use some form of
opponent modeling to keep track of the other agent’s policies [14, 68]. There is
a tradeoff between the stability (convergence) of the algorithms and the degree
of adaptability. We build upon some of these ideas and propose a two-agent
reinforcement learning algorithm, which models the various human behaviors
allowing the robot to learn an adaptive policy.
5.2 Approach
Our goal is to learn which actions a robot can perform in order to collaborate
with the human and assist in the task. As illustrated in Fig. 5.2, we first learn the
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spatio-temporal structure of activities using a conditional random field (CRF)
from RGB-D videos of people performing these activities. We model the sub-
activities and affordances of the objects, how they change over time, and how
they relate to each other (for details see Chapter3). We then learn a Q-value
function in simulation using the learnt activity and affordance models. When
working with the human, the robot first estimates the state of the environment
by detecting the object affordances and human actions, and then chooses an
appropriate action and executes it.
In detail, we consider a robot r working with a human h in an environment
having objects O. The goal is to learn a policy for the robot, ⇡r, which maps the
current environment to an action. We formulate the collaborative task planning
problem as a Markov decision process (MDP) with two agents – the human and
the robot. We define the following:
• State SpaceS: Let st = {s1t , ..., snt } denote the state of the environment, where
sit denotes the state of the ith object at time t and n denotes the number of
objects.
• Action Space A: Let at = haht , art i denote the joint action at time t, where aht
and art denote the human and robot actions respectively.
• Robot’s policy ⇡r: S ⇥ Ar ! [0, 1], where Ar denotes the set of possible
robot actions. ⇡r(s, ar) specifies the probability of choosing action ar in state
s.
We address the following challenging aspects of this problem: (i) Defining
an efficient state-action representation that captures the contextually rich envi-
ronments for performing complex activities, (ii) Learning task models which
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specify the effect of actions on the environment and the actions required for
completing the task, and (iii) Modeling human’s actions for learning the robot’s
policy.
5.2.1 Collaborative Markov Decision Processes
We use RGB-D videos of a single human performing the activities to define the
state-action representation and learn the task model of the activities.1 Once we
have the set of states, set of actions and the task model, we can solve the MDP
using dynamic programming techniques [154]. However, with large joint state-
action space, computing the optimal policy is computationally very expensive
and therefore, we take the model-free approach of Q-learning and learn the Q-
functions offline with the help of the learnt task models. When collaborating
with humans, the robot choses actions greedily with respect to its learnt Q-
function. We fix the robot’s policy after the offline learning, however, one can
also further refine the Q-functions on-the-fly while working with humans in the
real world. We now describe the details of our collaborative MDP algorithm.
State-Action Representation: We represent the environment in terms of the ob-
ject affordances, which leads to an efficient state action space for planning. For
example in Fig. 5.3, the state of the environment is represented in terms of the
affordance labels of the objects in the scene, i.e., the bowl is stirrable, the spoon is
the stirrer and the rest of the objects are stationary. The stir action corresponds to
the temporal motion trajectory of the spoon from the grounded stir affordance.
On performing the stir action, the spoon becomes placeable, thus changing the
1Such data is easier to collect for a wide variety of activities in a variety of environments
[200, 97] as compared to collecting data of humans working with robots.
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state s1: action < Human: reach cup, Robot: reach spoon>
state s2: action < Human: pour to bowl, Robot: stir in bowl> !
state s3: action < Human: place cup , Robot: place spoon> 
  .!
! ! !.!
state s7: action < Human: reach bottle, Robot: reach cup>
state s8: action < Human: pour to bowl, Robot: pour to bowl> !
state s9: action < Human: place bottle, Robot: place cup>
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Figure 5.3: Collaborative planning by the robot. In order to collaborate with the
human on a recipe following task, the robot learns the activity model
from RGB-D videos of human preparing a recipe (left), represents
the environment via affordances and uses our planning algorithm
(middle) to generate a policy for jointly performing the activity with
the human (right).
state of the environment.
TaskModel: State Transitions and Rewards. The affordance-based representa-
tion of the environment allows for factored representation of the transition and
reward functions. That is, it is sufficient to specify the state transitions with re-
spect to only a subset of affordances that are effected by an action. For example,
a move action would change only the state of the movable object where as a
pour action would change the state of the pourable and the pour-to objects. We
assume that each action can be completed in one time step and hence given the
nature of activities and affordances, the state transitions are deterministic. That
is, on performing a valid action, the affordance of the object changes to another
fixed affordance. The reward function allows us to specify valid actions at any
given affordance state, where all valid actions receive a fixed positive reward
and non-valid actions will incur a negative cost. We compute these task models
(i.e., transition and the reward functions) for each high-level activity from the
labeled RGB-D videos of a human performing the activity in various environ-
ments.
Learning Robot Policy. Given the deterministic nature of the state transitions,
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INPUT: State space S , Action space A
1: Initialize environment to start state; R 0; i 0;
2: loop
3: if goal state then
4: return Q-functions, R
5: end if
6: Sample ah from ⇡h and ar from ⇡r
7: Take action (ah, ar) and observe r, s0
8: Update Q-functions as in Eq. 5.2
9: R R +  i ⇤ r
10: i i + 1
11: end loop
Algorithm 2: RUN-EPISODE (Q, ⇡h, ⇡r)
we use the distributed Q-learning [109] algorithm to learn the local value func-
tions qht (s, a) and qrt (s, a) for the human and the robot respectively. Each agent
assumes that other agents are acting optimally and only updates their local Q-
functions when it results in an increase. This ensures that the local Q-value
always captures the maximum of the joint-action Q-values. Therefore at each
iteration, the local Q-functions are updated as in Eq. 5.1 while maintaining the
invariants in Eq. 5.2.
qjt+1(st, a
j
t ) = max{qjt (st, ajt ), R(st, aht , art ) +  max
a2A j
q jt (st+1, a)}, j 2 {r, h} (5.1)
qrt (s, a) = max
ah2Ah
Qt(s, ah, ar = a); qht (s, a) = maxar2Ar Qt(s, a
h = a, ar) (5.2)
Our collaborative distributedQ-learning algorithm is summarized in Algorithm
2. Here, an episode is defined as the sequence of actions performed by the robot
and human from the initial configuration to the goal configuration.
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5.3 Models of Human Behavior
Many studies on human behavior have shown that there are primarily two sys-
tems which drive the way humans think – the first being fast, intuitive and
emotional; and the second systemwhich is slower, more deliberative and logical
[82]. This also applies to our problem of performing collaborative tasks, where
humans can either think fast and perform activities following their habits or
think more carefully about collaborating by taking into account what the robot
can do. Therefore, the actions chosen by the human can range from fully coop-
erative, when humans are thinking for collaboration, to somewhat adversarial
when their habits conflict with the robot’s actions. Modeling these various types
of human behavior becomes extremely important for collaboration.
Previous works in game theory literature study such senarios in the setting
of general sum Markov games, where the types of opponent behaviors have
been roughly classified into fixed strategies or best-response strategies [117]. In
the fixed strategy case, the opponent always executes a fixed unknown policy
and Q-learning finds the best response with respect to the fixed opponent. In
the second case, it is assumed that the opponent adapts and chooses the best
response so that it is mutually beneficial to both agents. Following these ideas,
we model the following behaviors of a human agent:
• Habit-following human. In this model, we consider the perceptual data
of the human from RGB-D videos, and assume that the human follows
close to what he has done in the training videos. This is a fixed strategy
behavior, where the human has a preferred way of performing activities
and follows the same approach even when working with a robot. Let D be
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the set of activity videos and let c(s, a) be the number of times the human
performed action a when in state s in D. The policy followed by a habit-
following human, ⇡hd(s, a), is defined as
⇡hd(s, ai) =
8>>>>>>>><>>>>>>>>:
c(s, ai)/
P
a c(s, a) if s 2 D
1/n if s < D
0 otherwise
where n is the number of possible actions in state s.
• ✏-optimal human. In this model, we assume that the human takes the
best action according to the value function most of the time, but makes
a random choice ✏ fraction of the time. Here, human chooses a response
that is mutually beneficial most of the time, according to the value func-
tion learnt so far.2 This is equivalent to the ✏-greedy exploration strategy
which was shown to have better convergence properties [204] compared
to always choosing the action greedily. The human policy is defined as
⇡h✏ (s, ai) =
8>>>><>>>>: (1   ✏) + (✏/n) if ai = argmaxa(q
h(s, a))
✏/n otherwise
• Adaptive human. In the real world, when collaborating, humans usually
adapt to other agents while trying to maintain their preferences or habits.
That is, they follow their habits when possible in familiar situations, but
when faced with new situations while working with the robot, they adapt
2The ✏-optimal human behavior can differ from the habit-following human behavior, even when
the reward model for learning the ✏-optimal human’s value function is extracted from the same
data as the actions of habit-following human. There are two reasons for this: (i) The test envi-
ronment is not present in the training data, and therefore, the reward function learnt from the
training environments might not capture all valid ways of performing the activity in the test
environment. This would lead to differences in what a human might do and the policy learnt
from an incomplete reward function; (ii) Humans can follow a different reward model when
working alone as compared to when collaborating with others. Since we have adapted the re-
ward function learnt from a single-agent scenario to a two-agent scenario, it is possible for the
optimal-human policy to deviate from the habit-following human.
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INPUT: State space S , Action space A, Data D
1: Initialize ⇡h and ⇡r uniformly
2: Q 0; ⌘ 0.5
3: while burn-in period do
4: Sample s ⇠ Bern(⌘); s 2 {d, ✏}
5: Update ⇡hs
6: Q,R RUN-EPISODE(Q, ⇡hs , ⇡r)
7: end while
8: Update ⌘
9: loop
10: Update ⇡ha using Eq. 5.3
11: Q,R RUN-EPISODE(Q, ⇡ha, ⇡r)
12: end loop
13: return Robot’s Policy ⇡r
Algorithm 3: Learn Robot Policy
and try to perform the action that is beneficial to both for completing the
activity. We model this behavior by computing the probability of the hu-
man choosing one of the above two behaviors and define the human pol-
icy as
⇡ha(s, a) = ⌘ ⇤ ⇡hd(s, a) + (1   ⌘) ⇤ ⇡h✏ (s, a); 8s, a (5.3)
where ⌘ denotes the probability of the human to follow habits.
During test time, when the robot is collaborating with the human on a new
task, it should choose actions from the policy which is learnt with matching
human behavior. One approach is to assume that the opponent type is known
and fixed, and use the policy learnt with that type when executing the activities.
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Some works try to identify the opponents strategy on the fly and adapt accord-
ingly. Such an approach requires the robot to perform activities with humans for
long time durations, which is not very practical in most scenarios. In contrast
to these approaches, we present an algorithm (Algorithm 3) which adaptively
selects the human’s actions for exploration during the learning phase.
We need to estimate the Q-values along with the value of ⌘, which is the
probability with which the human follows his habits. This probability depends
on the human’s familiarity of the environment as well as the cost of deviating
from the optimal policy. Therefore, we model this probability as a function of
the joint reward obtained when the human follows one of the two extreme be-
haviors, habit-following and ✏-optimal, throughout the activity. Therefore, during
an initial burn-in period, we sample the behavior uniformly and fix the behavior
throughout an episode and learn the Q-values. We maintain a score for each of
the behaviors, denoted by wd and w✏ for the habit-following and ✏-optimal behav-
iors respectively. At the end of Q-learning episode, we compute the normalized
joint reward and update the corresponding score value as in Eq. 5.4.
Rˆ R  
rmin
1  
rmax
1     rmin1  
; w w + ↵(Rˆ   w) (5.4)
where rmax and rmin are the maximum and minimum reward at any given time,
respectively,   is the discount factor and ↵ is the learning rate. At the end of the
burn-in period we compute the value of ⌘ as:
⌘ e
(wd)
e(wd) + e(w✏ )
(5.5)
We then continue learning the Q-values for the adaptive human by updating
the human policy according to Eq. 5.3 using the estimated value of ⌘.
Effect of the human behavior on the learned robot policies. Fig. 5.4 illustrates
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Figure 5.4: Illustration of policies learnt with different human behav-
iors: Each figure shows the learnt probability distributions of
the various possible actions at the start state of the following
recipe activity. Blue and red bars represent the probability of
choosing the corresponding actions by the human and robot
respectively.
different human and robot policies corresponding to the different possible hu-
man behaviors we consider. Here, we consider an environment in which there
are two cups, a bowl and a spoon, and the robot can only reach the cups and
the bowl where as the human can reach all objects. The goal of the activity is to
follow a recipe involving transfer of the ingredients from the cups to the bowl
and mix them with the spoon. In the training videos, at the beginning of the ac-
tivity, the human reaches the first cup more often than the second cup as shown
by the policy for the start state in Fig. 5.4-(a). The corresponding learned robot
policy is to not do any action as reaching for a cup could result in a conflict.
Instead of following habits, if the human tries to optimizes for the joint re-
ward, he would reach for the spoon and let the robot use the cups, which allows
them to perform the activity together and complete it sooner. Fig. 5.4-(b) shows
the policies corresponding to the ✏-optimal human behavior. Given this environ-
ment, following habits turns out to be less rewarding and therefore a human
would try to adapt more. This is reflected in the estimated value of ⌘ which is
low for this particular scenario. Fig. 5.4-(c) shows our learnt adaptive human pol-
icy and the corresponding robot policy. Note that even small changes in human
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behavior can result in significant changes in the robot’s actions.
5.4 Experiments
We test our proposed algorithm and other baseline methods for generating col-
laborative plans for several household activities. We evaluate the learnt robot
policies on both an activity dataset as well as in interaction with real humans.
In this section we describe the data, experimental setup and the results.
Data: In order to evaluate our affordance and anticipatory planning models
we expanded the CAD-120 dataset to CAD-250 dataset, which has 130 addi-
tional RGB-D activity videos which contain more interesting object affordances
and activities which allow human-robot collaboration. The sub-activities in the
CAD-250 dataset include {moving, stirring, pouring, drinking, cutting, eating,
cleaning, reading, answering phone, wearing, exercising, hammering, measuring} and
the corresponding affordances are {movable, stirrable, pourable, pourto, drinkable,
cuttable, edible, cleanable, cleaner, readable, hearable, wearable, exercisable, hammer,
hammerable, measurer, measurable}.
We evaluated our planning algorithm on 60 RGB-D videos from the CAD-
250 dataset which allow for collaboration. These activities include two recipe
making tasks, setting dinner table, cleaning house, and loading shelves. These activi-
ties were performed by four subjects where each high-level activity is performed
three times by each subject in a different environment. For each activity video,
we labeled the sub-activities and the object affordances.
Baselines: We compare our method against the following baselines:
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Table 5.1: Collaborative Planning Evaluation. Metrics computed for the
collaborative plans generated on our RGB-D dataset.
Model
% time saving
% conflicts
Recipe Setting Cleaning Loading Overall
Human Expert Plans 36.8 53.1 16.4 42.4 37.2 0
Chance 3.3 10.5 -33.1 23.7 1.1 3.7
Mental-model MDP[144] -2.6 30.4 -5.1 32.3 13.8 6.4
Our Model – ✏-optimal human 27.5 45.6 18.3 30.8 31.2 13.5
Our Model – habit following human 28.4 48.1 18.6 41.4 33.4 11.9
Our Model – adaptive human 32.8 48.5 22.9 41.9 36.5 13.7
• Human Expert: A human expert manually designed collaborative plans
for each activity in the dataset.
• Chance: This algorithm chooses actions uniformly at random from the set
of possible actions.
• Mental-model MDP [144]: We follow Nikolaidis et al. and define a MDP
to model the robot’s mental model [144]. In this approach, the human
actions are incorporated into the state transition function and the policy
specifies only the robot’s actions. Therefore, we use the same state and
action spaces and reward function as described in our approach with only
one agent and compute the transition function from the state action se-
quences from the training data. Note that in our adaptation of [144] we fix
the transition function learned from the data and do not perform any cross
training iterations as the roles are fully exchangeable in our collaborative
setting.
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5.4.1 Evaluation on Data
We evaluate the generated collaborative plans on the following two metrics: (i)
Percentage time saving: The percentage of savings in time for task completion is
computed as nh ncnh ⇤ 100, where nh denotes the number of time steps taken if only
human performs the task and nc denote the number of steps to task completion
following the collaborative plan. (ii) Percentage conflicts: The percentage of
time steps robot’s chosen action conflicted with that of the human.
For each activity video in the dataset, we give the environment extracted
from the first frame and the goal state as input to the planning algorithm. We
perform leave-one-out cross-validation and use the rest of the activity videos
for learning the task model and the robot policies as described in Section 5.2.1
and Section 5.3. The sequence of human actions are taken from the test video
and executed together with the robot actions specified by the learnt robot policy.
Table 5.1 shows the results averaged for each high-level activity as well as for
all activities in the dataset.
As can be seen in Table 5.1, our algorithm allows for more collaboration be-
tween human and the robot, resulting in higher savings in the time required for
task completion compared to the baseline algorithms. When the robot chooses
actions uniformly at random (Chance baseline), it sometimes chooses action se-
quences that help in achieving the goal sooner, but can also perform undesirable
actions requiring additional time to complete the activity. Therefore, on average
it does not result in any savings in the execution time. These results show that
modeling the human actions along with the contextually rich environments is
very important for collaborative planning.
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(a) The robot was collaborative and helped. (b) The robot did the right things.
(c) I am satisfied working with the robot. (d) I will work with this robot again.
Figure 5.5: User Study Results: The subjects collaborated with the robot
on two different tasks in a total of eight different activities.
They rated their experience based on four different criteria.
The plots (a)-(d) show the comparison of the user ratings for
four different robot policies – mental-model MDP [144], and
our collaborative MDP trained with ✏-optimal human, habit-
following human and adaptive human.
5.4.2 User Study
Experiment setup. We performed an user study with five subjects to evaluate
the learned robot policies. We considered two high-level activities – setting table
and making recipe, and four different environments for each activity. The sub-
jects were asked to work with the robot to complete the tasks in a simulator. We
re-created the environments in OpenRAVE [24] and provided an interface to the
subjects to select an action they wish to execute. At every time instant, the users
were shown the current state of the environment, and were asked to choose
an action. The robot also selects an action based on the current state using its
learned policy. Both the human and robot actions are then executed in the sim-
ulator. After completing each task, the users were asked to rate the following
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statements on Likert scale from 1 (strongly disagree) to 5 (strongly agree).
(a) The robot was collaborative and helped in the activity.
(b) The robot did the right thing at the right time.
(c) I am satisfied working with the robot.
(d) I will work with this robot again in future.
In this study, we compared the robot policies generated by the mental-model
MDP [144] and our method learned with the three human behaviors. Therefore,
every user performed each task four times, resulting in a total of 640 ratings.
Results. Fig. 5.5 shows the comparison of the user ratings for the four differ-
ent robot policies on the four criteria mentioned above. Users rated the robot
trained with our collaborative MDP model significantly higher (p < 0.001) than
the robot using the mental-model MDP on all four criteria. For the robot poli-
cies learnt with our collaborative MDP using different human behaviors, when
asked if they thought the robot did the right action at the right time, the users
rated the robot trained with adaptive human higher than others (p = 0.08). For
other criteria, there is no significant difference in the user ratings, however, as
can be seen in Fig. 5.5, there is a slight preference for the robot trained with
adaptive human. Table 5.2 summarizes the two metrics on the collaborative plans
generated in the user study. The users completed the tasks faster when working
with robot trained with the adaptive human as compared to others.
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Table 5.2: Collaborative Planning Evaluation for User Study. Metrics
computed for the collaborative plans generated when working
with humans during the user study.
Model
% time saving
% conflicts
Recipe Setting Overall
Mental-model MDP[144] -0.9 13.9 6.5 2.7
Our Model – ✏-optimal human 34.3 46.5 40.4 4.6
Our Model – habit following human 16.5 48.9 32.7 4.4
Our Model – adaptive human 38.2 52.7 45.5 4.6
Figure 5.6: Robot and human collaborating to prepare a recipe.
5.4.3 Robot Experiment
We have also used the learned robot policy on our Kodiak (PR2) robot to
work with a human on a following recipe task. Fig. 5.6 shows the robot
collaborating with human to prepare a recipe, where the robot is execut-
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ing the pour action as the human is stirring, based on its learnt pol-
icy. Videos showing the human and robot collaborating are available at:
http://pr.cs.cornell.edu/collaborativeplanning/.
5.4.4 Discussion
We discuss the results of the evaluation on our dataset as well as the user study
in the light of the following questions.
What is the advantage of our collaborative MDP model over a single-agent
MDP model? The mental-model MDP doesn’t model the human explicitly as
an agent but incorporates the effect of human actions in to the state transition
probabilities. We observe a large variation in the performance of the mental-
model MDP [144] baseline across the types of activities – it performs well on the
setting table and loading shelf tasks, but takes longer to complete the recipe and
cleaning tasks. It is interesting to note that the setting table and loading shelf
tasks have a smaller action space as compared to the cleaning and recipe tasks.
Therefore, given limited training data, the mental-model MDP is sensitive to the
estimated state transition probabilities and fails when the action space is large.
On the other hand, our collaborative MDP approach, which models the actions
of human explicitly, overcomes this problem and performs significantly better
on all tasks.
How important is modeling human behavior for collaboration? As humans
tend to have specific preferences for executing tasks, the robot policy learnt with
habit-following human strategy, which incorporates these preferences into plan-
ning, achieves an additional 2.2% saving in time compared to the ✏-optimal hu-
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Figure 5.7: Joint reward received during Q-learning. Plots showing the
joint reward as a function of the number of Q-learning episodes
for three test environments.
man. However, when tested with new humans, whose habits were never seen in
the training data, the robot policy learnt with ✏-optimal human performs better
(see Table 5.2). Modeling human as an adaptive agent always performs better
and results in more collaboration – increasing the savings in the task completion
time by 3.1% when working with a familiar human (seen in the training data)
and by 5.1% when working with a new human.
We also study how the joint reward evolves over the Q-learning episodes
during training. At the end of each episode, we use the learned robot policy to
perform the activity with a human following the policy ⇡hd corresponding to the
test environment. Fig. 5.7 shows the joint reward received by the human and
the robot as a function of the number of training episodes. We see that the policy
learnt with the adaptive human converges to the highest joint reward much faster
in most cases. However, incorrect estimation of adaptation probability causes
the adaptive human to perform sub-optimally in some cases (Fig. 5.7-right).
How often does the robot conflict with human? The savings in task comple-
tion time increase as a result of the robot’s increased participation in the task.
This also leads to an increase in the percentage of conflicts between the robot’s
and the human’s actions. However, our model learnt with the habit-following
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human strategy reduces the percentage of conflicts compared to other baselines
as it models the human’s preferences. The percentage of conflicts again increase
in case of adaptive human due to increased participation of the robot in the activ-
ity. When a conflict occurs, the preference is given to the human and the robot
stops executing the action and chooses a new action in the next time step. In
our current model we prefer plans with increased collaboration and do not pe-
nalize conflicts heavily. However, it is possible to modify the reward function
to incorporate this, and we plan to explore this in future work.
5.5 Conclusion
In this Chapter, we considered the problem of anticipatory planning for human
robot teams, for enabling robots to work along side humans in contextually rich
environments to accomplish complex tasks. We proposed a two agent collab-
orative MDP model and learn robot policies by taking into account the actions
that can be performed by the human. We represented the contextually rich en-
vironments in terms of the object affordances and learn the activity model from
RGB-D videos of a human performing the activities. We used this learned task
model in a distributed Q-learning algorithm to learn the robot policy for a given
new environment. We model the different possible human behaviors – taking
the ✏-optimal action according to the MDP model, taking actions based on past
habits, and taking appropriate actions by adapting to the environment and robot
actions. We tested our collaborative MDP model on the activity dataset as well
as while directly interacting with humans in a user study. We show that ex-
plicitly modeling the human actions in the MDP formulation results in learning
better robot policies. We also showed that changes in the human behavior can
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lead to significant changes in desirable robot actions. Therefore, modeling hu-
man behavior is essential for collaborative planning.
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CHAPTER 6
CONCLUSION
One of the key goals of machine perception is understanding people and
their surroundings. The various challenges for achieving this goal include rea-
soning about the spatiotemporal aspects, modeling human intent, robustness
to noisy and incomplete data, and scaling the algorithms to large number of
classes and large datasets, etc.
In this dissertation we described new learning algorithms that address these
challenges. Our learning algorithms leverage the 3D structure as well as the the
spatial and temporal interactions between objects and humans in order tomodel
the human environments. We proposed a conditional random field model that
naturally captures the spatial and temporal relationships between the objects
and the humans in the environment.
Conditional random field models capture the relations between labels of all
pairs of nodes connected by an edge in the graph. In these models the number
of parameters grow very quickly with the increase in the number of labels. For
labeling tasks with a large number of classes, the model’s parsimony becomes
important. One of the key ideas in this work was to design appropriate sparse
clique potentials leading to reduced number of model parameters.
Estimating the spatio-temporal structure of activities is quite challenging.
Humans are very dexterous in using objects and often overlap their activities
in order to achieve efficiency. This results in an ambiguity in the temporal seg-
mentation and defining an exact boundary between sub-activities is often hard
even for humans. We addressed this problem by developing an algorithm that
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considers labelings over alternate possible segmentations as latent variables in
our learning algorithm. The key idea is to generate approximate initial segmen-
tations that are close to the ground-truth segmentation using our CRF model
with only additive features which lends to efficient dynamic programming.
For anticipation, we represented each possible future using an anticipatory
temporal conditional random field (ATCRF).We augmented the graph structure
of the CRF corresponding to the past with anticipated future nodes using the ob-
ject affordance and motion trajectories learnt form the data. We then considered
each ATCRF as a particle and represent the distribution over the potential fu-
tures using a set of particles. Our models admit efficient approximate inference
and we achieve efficient sampling of graph structures through use of affordance
representations.
We have shown how these algorithms have enabled some very challenging
tasks. They have significantly extended the state-of-the-art in 3D scene and hu-
man activity understanding. They have enabled a PR2 robot to assist in daily
activities by understanding what the people are doing. The ability to anticipate
what a person might do next allowed the robot to perform reactive responses.
For example, the robot does not pour a drink when a person is reaching for a
cup to move it. Finally, by taking into account the human habits and behav-
ior, the robot was able to work alongside the person and collaborate on various
complex tasks such as following a recipe.
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