Canonical quantization of spherically symmetric space-times is carried out, using real-valued densitized triads and extrinsic curvature components, with specific factor ordering choices. Comparison with previous work [1] reveals that the resulting physical Hilbert space has the same form, although the basic canonical variables are different in the two approaches. As an extension, holonomy modifications from Loop Quantum Gravity are shown to deform the Dirac space-time algebra, while going beyond 'effective' calculations.
Introduction
It has been shown that spherically symmetric gravity can be canonically quantized in a nonperturbative manner [1, 2] . In the original work by Kastrup and Thiemann, the theory was reformulated in terms of self-dual Ashtekar variables, i.e. self-dual connection coefficients and real densitized triads were used as the canonical variables to quantize the system. However, it has since been customary to introduce a real valued Immirzi parameter to define an Ashtekar-Barbero connection for several technical reasons [3, 4] . 1 In this article, we intend to carry out a quantization of spherically symmetric field configurations where the basic variables are all real. The densitized triads are now conjugate to extrinsic curvature components, which are themselves real variables. We also eliminate one canonical pair of variables as compared to [1] by classically solving for the Gauss constraint and the corresponding gauge flows it generates. Although the resulting classical systems we end up with in the two cases are canonical transformations of each other, the quantum theories are based on different basic canonical variables, and consequently different equal time commutation relations. This ensures that the form of the gravitational constraints are also vastly different. Indeed the number of constraints per spatial point in [1] was three compared to the two we are left with in this case. Thus the system after quantization can end up being inequivalent in the two cases. Remarkably, as we shall show in this paper, the physical Hilbert space for both these systems end up having the same form in the triad representation. This result goes to demonstrate the robustness of the canonical quantization procedure for such a system, irrespective of several details in the two methods.
In order to solve for this midi-superspace model, we consider the classical phase space as given in [5, 6, 7, 8] . We show that there exists particular factor ordering choices, in the formal sense, for the Hamiltonian and diffeomorphism contraints such that the Dirac space-time algebra is well defined. Using one such factor-ordering for the constraints, we employ Dirac quantization for extracting the physical Hilbert space and finally construct a suitable inner product on it. The basis for H physical , in the triad representation, turns out to be exactly the same for us as in [1] , although the technical details of the two approaches are quite different. However, then we do choose our physical states in a manner analogous to that in [1] in order to induce an inner product on this physical Hilbert space.
In the last section, we show the effects of including holonomy corrections from Loop Quantum Gravity on spherically symmetric space-times. In LQG, there is no well-defined operator corresponding to the connection components [3, 4, 9] . Instead the constraints are modified such that they are representated by holonomy variables. In this framework, quantum correction functions are introduced to capture the effects of replacing connections by their corresponding holonomies. Once again, we give a consistent operator ordering choice for the constraint operators that keeps the Dirac space-time algebra anomaly-free. Although the algebra remains first-class even in the presence of such correction functions, the structure functions are shown to get deformed by additional phase-space functions in their presence. Since these structure functions also encode the background structure of space-time itself, this indicates that classical background structures may not be valid anymore in the presence of such deformations. Our results seem to be consistent with expectations from 'effective' theories [10, 11, 12] , although they go beyond them by further restricting the exact form of gravitational constraints. The consequences of having such deformations of the algebra is also briefly discussed.
Classical phase space
In canonical general relativity (GR), the hamiltonian is a linear sum of constraints and thus trivial on the constraint surface. Since the theory is diffeomorphsim invariant, spacetime diffeomorphisms can be realized as gauge transformations on phase space functions generated by first-class constraints. As a consequence, time evolution is also a pure gauge transformation. The canonical variables of the theory, in this first-class formalism, are given by the su(2)-valued Ashtekar-Barbero connection A i a and the densitized triad vector fields E a i , both of which are functions on the three dimensional manifold Σ. The spatial metric on the manifold Σ can be written in terms of the triad,ab = E a i E b j δ ij with q := det(q ab ), whereas the Ashtekar-Barbero connection is related to the extrinsic curvature of Σ and the triad-compatible spin connection Γ 
Here x and y parametrizes the radial coordinate and we have a one dimensional Dirac delta function on the RHS of the above equations. In terms of these variables, the spatial metric on the three dimensional manifold can be expressed as
where the usual angular part is given by dΩ 2 = dθ 2 + sin 2 θdφ 2 . The symmetry reduced action looks like
where the various constraints are as follows. The only non-trivial component of the Gauss constraint generating U(1)-gauge transformations is
The prime denotes derivative with respect to the radial coordinate x. Similarly, the diffeomorphism constraint also has a single non-trivial component that generates spatial diffeomorphisms in the radial direction
Finally time evolution is generated by the Hamiltonian constraint
where
. In what follows, we are going to assume that we have solved the Gauss constraint (7), and thus eliminated the canonical pair (η, P η ). We are left with two constraints per spacetime point, and the two canonical pairs (E x , K x ), (E φ , K φ ). Thus one of the terms drops out to simplify the diffeomorphism constriant as
The modified symplectic structure is
and all other Poisson brackets are equal to zero. Therefore, we are left with two gravitational constraints per spatial point and two canonical pairs, indicating that our model has no local degrees of freedom, as expected in spherically symmetric gravity. All the basic variables in our model, are thus, real-valued. At this point, comparison with the canonical variables and the three gravitational constraints in [1] is helpful to realize how vastly distinct they are in form to that of ours.
Quantization

Algebra A
We define a * −algebra A by converting the Poisson brackets into equal time canonical commutation relations. The hats are to remind us that these are quantum operators corresponding to the classical variables. Only the non-trivial commutators are shown below.
(We note here that the above definitions for the algebra are given in a formal sense. To be more rigorous, we should smear the canonical variables with smooth functions to get rid of the delta functions on the RHS. However, from our viewpoint, we do not fully regularize the constraints but rather pay attention to factor ordering details for getting a consistent Dirac space-time algebra. This point shall be elaborated later on.) These real Ashtekar variables must also satisfy the * −relations
We shall use these relations (15, 16) to determine the physical scalar product as in, say, [13, 14] . These * −relations on the basic variables are to be imposed as adjointness conditions with respect to the inner product, as we shall explore in detail later on.
Triad Representation
We next need to construct a representation of the above * −algebra A on some linear space. In this article, we choose the 'triad representation', whereby the basic variables act via linear operators asÊ
where Ψ = Ψ[E x , E φ ] is a smooth (differentiable) functional of the triad variables, which remains to be determined.
Analysis of the constraint algebra
The diffeomorphism and Hamiltonian constraints for our model are given in (10, 9) . Classically, these constraints satisfy Dirac's space-time algebra [15] [
Our goal is to make sure the quantum constraint operators corresponding to the classical constraints obey the so-called 'Dirac consistency' condition. What this means is as follows. Schematically both the gravitational constraints can be written as C I (with I = 1, 2 for the diffeomorphism and Hamiltonian constraint respectively). Classically the constriants must be satisfied (C I = 0) to ensure that the resulting system is space-time covariant, even though we started with slicing up space and time in the canonical formulation. In the quantum theory, the presence of these constraint operators imply that not all wavefunctions of the form Ψ[E x , E φ ] correspond to valid physical states. Dirac quantization implies that Ψ phys is a physical state only if it is annihilated by both the gravitational constraints [16] ,Ĉ I Ψ phys = 0.
Obviously this implies that both the constraints acting consecutively on Ψ phys gives zero and thus their commutator must also annihilate the physical state.
Since the above relation must hold for any arbitrary physical state, we must have that the commutator of two constraints must itself be a linear combination of constraints. This is the requirement for the constraints to be 'first-class' in the language of Dirac. For the quantum constraint operators, this means
The coefficients on the RHS can be operators themselves depending on phase space variables. In the case of our model, the only non-trivial structure function showing up in the
, as is evident from (21) . However, the important thing is that this structure function appears to the left of the constraint operator appearing on the RHS. This must be so in order to have the commutator annihilate a physical state. This is the essence of the 'Dirac consistency' condition. Failing to satisfy this condition implies that the only physical state satisfying equations (22) is the trivial one. Unless we can find a factor ordering choice for the quantum constraint operators such that 'Dirac consistency' condition is satisfied, there shall be gauge anomalies arising due to the quantization procedure.
As we shall demonstrate next, there exists consistent factor ordering choices, for which the quantum algebra remains first-class. Here we shall refer to ordering of the constriant operators in a formal sense. For a full quantum analysis, we should regularize the quantum constraint operators first and then look for a consistent factor-ordering choice 3 [17] . Although we never need to utilize distributional relations of the form
δ(x − y), which was shown to be cause of several ambiguities in [17] , we need to make sense of derivatives of delta-functions that appear in the calculations. (This, of course, stems from the fact that we have several operators defined at the same spatial point in these constraints.) We can take the point of view that the contraint operators have been regularized, say, by point-splitting. In this case, instead of having two operators with the same argument x, we replace one of them by a dummy argument y and then multiply the operator-product by some smearing function very sharply peaked around x = y, while integrating over the dummy variable. In the limit of the smearing function approaching the delta function δ(x − y), we encounter divergences which are then removed by a rigorous subtraction scheme. Instead of doing these explicit calculations, we carry out the formal manipulations to show that the particular operator ordering of the constraints leads to a first-class algebra. Then we shall also have to show that the physical wave-functionals are annihilated by this particular choice of the factor-ordered constraint operators to get the physical Hilbert space.
Alternatively, we can take the point of view that this is a gauge theory defined on some finite lattice, whereby the constraint operators are already regularized by some lattice parameter. We can then carry out the formal manipulations before removing the lattice regulator at the end, at which point we shall, once again, require a precise subtraction to define how regularization works in this scheme. But our main interest lies in going beyond 'effective' models to show that there are further restrictions on how the quantum constraint operators must be ordered so as to have a well-defined constraint algebra. Thus we can ignore the details of the regularization scheme for our purposes.
Factor ordering choices
In order to demonstrate that a consistent factor ordering choice exists, we shall adopt the plan of starting with an ansatz and then showing that such an ordering works. We shall show that there are (at least) two different choices for the gravitational constraints that seem to work. As far as the Hamiltonian constraint goes, only the first two terms have both triads and connection components in them, thereby creating an ambiguity in their ordering. The rest of the terms only consists of triads and thus are free from factor ordering choices. For the diffeomorphism constraint, we need to pick an operator ordering for both the terms.
Let us start by factor ordering the Hamiltonian constraint. We shall drop all the hats on the quantum operators from now on, which were introduced to differentiate them from their classical counterparts (but remain careful with orderings).
We shall name this ordering choice for the Hamiltonian constraint the 'normal ordering' choice since in this case the triads are pushed to the left and the conjugate momenta to the right. If we start with this ordering for the Hamiltonian constraint and calculate the [H, H] bracket, then the factor ordering for the diffeomorphism constraint comes out to be
The details of the calculations which show that this is a consistent factor-ordering choice for both the gravitational constraints are shown in Appendix A. It is obvious from this factor ordering choice that there exists another identical ordering choice where for the Hamiltonian constraint operator, all the triads are pushed to the right whereas the curvature components are moved to the left. This leads to a diffeomorphism constraint operator which is identical to the one above in (26), with the canonical variables commuting places with each other. However, we do not consider this to be a new ordering choice, since this is exactly the opposite of our 'normal-ordering' choice.
There exists, at least, one other consistent factor-ordering choice as follows. In this case, the Hamiltonian constraint gets an ordering of the form
In this case, the diffeomorphism constraint has to take the form
Although we do not show the explicit calculations that this is indeed a consistent factor ordering choice for the gravitational constraints, they go similar to the calculations shown in Appendix A for the 'normal ordering' case. At this point, we are unable to choose between either of these ordering choices, and one of them is as good as the other. However, in the next section, we shall demonstrate that only one of these ordering choices gives us a non-trivial physical state as the solution to the constraint operators. It is also important to mention here that there certainly are many different factor ordering choices that do not obey the Dirac consistency relation, for instance a totally symmetric ordering of the Hamiltonian constraint.
The physical Hilbert space
The Dirac quantization condition [16] tells us that the physical subspace of states must be annihilated by the gravitational constraints
where D and H are the unsmeared version of the constraints. We can treat these equations (29) as functional differential equations and look for solutions which would correspond to the physical wave-functions. A theorem, proved in [1] , states that such solutions are guaranteed to exist, at least locally, if the Dirac space-time algebra remains first-class, and if the number of constraints per spatial point coincides with the number of configuration space variables (two for our model). In order to solve these equations, we first need to pick one of the consistent ordering choices mentioned in the section above. We pick the 'normal ordering' choice for the constraints to begin with. The diffemorphism constraint, as a functional differential equation, takes the form
The form of (31) shows that the wave-functional cannot be a local function of the spatial coordinate. The LHS of the above equation has functional derivatives w.r.t. E φ (x), followed by a spatial derivative operator. However the RHS has a functional derivative w.r.t. E
x (x) acting on the product of the wave-functional with the spatial derivative of E x (x). Thus the physical states can only be a functional of integrated out triads. When trying different ansatze, it is important to remember that the density weight of E φ (x) is one while that of E
x (x) is zero. Thus the functionals must be constructed with the integrand having the proper density weight. Thus the solutions of (31) are of the form
where f stands for a yet undetermined functional. There are obviously infinite such solutions for the diffeomorphism constraint, which are represented by the dots above. Next we should plug these solutions in the equation for the Hamiltonian constraint, which written in terms of functional derivative operators, (for simplicity we have set G = = 1 in the following)
The form of this equation (33) prompts an exponential ansatz for the wave functional.
(The factor 1/4 shall be explained later on.)
As of now, the functional f is still undetermined up to the form defined above, which will be determined as the solution of a differential equation obtained by plugging in our ansatz (34) in (33).
where a 'dot' on f denotes a derivative with respect to its argument E x′ E φ . The solution of the above differential equation turns out to be
The final solution for the wave-functional can be written as
where f is given by (36). Of course, any of the other infinite solutions from (32) are equally suited to be an ansatz for (33) with the exponential functional. However, as it turns out, the most general form for the solution can be written as
with
where c = c(t) is some arbitrary function of time. The above solutions form a basis for the physical Hilbert space in the triad representation. Thus we have the same basis for H phys as in [1] . To make a comparison, we need to identify E x and E φ in our notation with E 1 and √ E respectively. 4 It is also important to remember at this point that we have eliminated for one canonical pair by solving the Gauss constraint. Since we have quantized a system with fundamental canonical variables different from those in [1] , the resulting physical Hilbert space did not have to be the same in both cases. However since they do turn out to be the same, we want to stress that this exhibits the robustness of the quantization procedure. Canonical quantization of this midi-superspace model using real and self-dual (in the latter case, the Immirzi parameter is fixed to be i) Ashtekar variables seem to be consistent with each other.
We can now define physical states as in [1] as
where g(c) is a square integrable function on the real line. Although Ψ c itself is not normalizable, we can choose g(c) to be a sharply peaked function around some value c 0 such that we can define a normalizable physical wavefunction. 4 There is a factor of 1 4 in front of the integral in the exponential, which is different from that in [1] . The reason for this discrepancy stems from the difference in the basic Poisson brackets in the two approaches. There is an overall factor of 1 2 in [1] in both the brackets as compared to our convention.
Finally we have to get an inner product on this H phys . We shall employ an algebraic method to do this as described in [14] . This task is easier for us than in [1] , since both the triads and its conjugate extrinsic curvature components are real variables in this model. For the physical states defined above in (40), we can choose an ansatz for the inner product to be
Using the relations (15, 16), we solve for the measure µ. As we do not have 'hybrid' canonical variables as in [1] , this turns out to give the trivial solution µ = constant.
5
Choosing µ = 1 gives us the obvious form of the inner product to be
This form of the inner product again matches with the one given in [1] , except for a factor of exp( Σ E 1 Γ 1 ) in their notation. This is a factor absent for us both in the scalar product as well as the definition of a physical state. The reason is that Γ 1 (= η ′ in our notation) is pure gauge and η was eliminated by us right from the beginning by assuming that the Gauss constraint has been solved.
For the other choice of factor ordering, we can once again solve for states satisfying the diffeomorphism constriant first to be of the form
, . . .
However, it can be shown that none of these states satisfy the Hamiltonian constraint, leading to a trivial solution for the physical Hilbert space. Thus to get a non-trivial H phys we need to choose the 'normal ordering' for the gravitational constraints.
Deformed constraint algebra in the presence of holonomy corrections
Loop Quantum Gravity is based on holonomy and flux operators which are obtained by 'smearing' out the canonically conjugate connection components and densitized triad fields described above, with smooth functions [3, 4] . Instead of working with quantum operators corresponding to the gravitational constraints in full LQG, we shall work in a formalism whereby the effects of various modifications shall be encoded by appropriate correction functions (for 'effective' formulations using these ideas, see [6, 19, 10] ). To begin with, these functionals can depend generically on all the canonical field variables and their spatial derivatives. However, requiring that the constraint algebra closes in an anomaly-free manner imposes certain restrictions on these functions. In fact, a priori, it is not obvious that the quantum-corrected constraints would form a first-class system. (In case they do form a closed algebra, the quantum-corrected constraints, as generators of gauge transformations, must eliminate the same number of spurious degrees of freedom as in the classical theory.) This is sometimes referred to as the 'anomaly' problem in canonical quantum gravity [21] . We shall introduce such correction functions only in the Hamiltonian constraint since spatial diffeomorphism invariance is implemented in the full quantum theory through finite unitary transformations. There is no inifinitesimal quantum operator generating spatial diffeomorphisms in LQG, and the Hamiltonian constraint operator acts on diff-invariant states in the full theory. Thus we shall leave the diffeomorphism constraint unchanged although we introduce correction functions in the Hamiltonian constraint operator.
6
Different correction functions can be introduced to account for different non-perturbative quantum effects coming from LQG. Here we shall only be concerned with corrections due to the use of holonomies instead of connections in LQG. Also, as a first approximation, we shall require that the correction functions only depend on the K φ component and not on any spatial derivatives. This, in turn, implies that we are only considering point-wise holonomy corrections coming from the the angular extrinsic curvature component and not considering corrections coming from using the holonomy of the radial component K x . Corrections from the latter are more difficult to implement even in 'effective' theories and should come in the form of non-local corrections, which might be expanded in a formal derivative series [20] . The algebra of basic variables are thus modified as
In the following, our main aim is to show that the Dirac space-time algebra can indeed still be closed even after considering such point-wise holonomy modifications, although the structure functions get deformed in such cases (at the same level of formality). Let us start by introducing the modified Hamiltonian constraint with holonomy corrections, which are encoded by functions of the (angular) extrinsic curvature component
We have to be more careful with the factor ordering in this case compared to (25) as is evident from the form of the second term. Classically there is no E φ in this term. However, we need this (non-trivial) form of the operator ordering for a consistent constraint algebra.
The quantum correction functions f 1 (K φ ) and f 2 (K φ ) are not both independent but related to each other to ensure we have a closed algebra, as shown in Appendix B. Classically,
Although the holonomy corrections here are kept unspecified for our purposes, they can take specific form such as a periodic function of the extrinsic curvature. Of course, the modification must also be such that these functions have the correct classical limit 7 . The diffeomorphism constraint remains unchanged as stated above.
The commutator of the diffeomorphism contraint operator with itself and with the Hamiltonian constraint operator remains the same. However the commutator between two Hamiltonian constraint operators is modified as shown in Appendix B. The resulting Dirac spacetime algebra is deformed as follows
The structure function in the last equation is deformed by the second derivative of the function coming from holonomy corrections of LQG. Although we do not specify the exact form of the holonomy correction function, we do know that it is a bounded function of the extrinsic curvature component. In fact, generic singularity resolution in Loop Quantum Gravity models result from replacing connection components by their holonomies, which are represented by such bounded functions. Indeed if this function is bounded, then at its maximum value, the second derivative must be negative. This is interpreted sometimes as 'signature-change' [18, 19, 10] since this now has the right sign as in Euclidean GR. This is consistent with the interpretation of the inverse of the spatial metric effectively changing sign in presence of such deformations. Our main aim here is to show that, in a formal sense, there are consistent (yet, highly non-trivial) factor-ordering choices for the constraint operators even when we include some holonomy modifications from LQG. More interestingly, although the algebra of constraints is still closed, this leads to deformations of the effective structure functions in this scheme. Although this is sufficient to show the nature of the deformed Dirac space-time algebra in this setting, specific forms of these correction function must be introduced to construct a physical Hilbert space. However we do not aim to do so in this article, and leave it for later work.
Conclusion
Quantizing gravity in the full (3 + 1)−dimensional theory has been a daunting task for several years. This leads us to look towards symmetry-reduced toy models like spherically symmetric gravity to apply the general tools of canonical quantum gravity. Our main aim in this work has been two-fold:
1. To show that the canonical quantization of this model using real-valued triads and extrinsic curvature components agree surprisingly well with that done using self-dual Ashtekar connections, as constructed in [1] . Canonically equivalent phase spaces do not necessarily generate unitarly equivalent quantum theories. It is indeed rather satisfactory to have the same physical Hilbert space in the triad representation, coming from the two different approaches, keeping in mind the different techniques that have to be employed while dealing with complex-valued and real-valued basic variables.
2. To get a consistent Dirac ordering for the gravitational constraint operators, even when some holonomy modifications from LQG are taken into account and to show how the resulting algebra differs from the standard Wheeler-DeWitt case. Several interesting new features are touched upon in this respect, namely, that not all consistent factor-ordering choices can give rise to a non-trivial physical Hilbert space. This is in accordance with the expectation that different operator orderings leads to different physical solutions. The results are consistent with results from 'effective' theories [6, 19, 10] , although our formalism goes beyond them.
Building on similar methods used in this paper, future work would be focussed on constructing a similar physical Hilbert space for holonomy-corrected constraints, whereby we would have to choose a particular form for the correction functions. Another possible future extension would be to include matter degrees of freedom on such deformed algebras.
constraints, i.e. [D, D] or [H, H]
, then only those terms will survive when at least one of the terms contain the spatial derivative of the triad and the other a connection component. It is so because only in that case do we get the derivative of a delta function which prevents the term from being cancelled by another identical term from the commutator. We shall see this in detail below.
Let us start by calculating the commutator between the two Hamiltonian constraints
, which is the most non-trivial of all the commutators since it has a structure function on the right. The form of the Hamiltonian constraint operator is given in (25). The bracket between the first term and the last one is shown below:
There is another identical term coming from the commutator between the last term of the first Hamiltonian constraint H[N] and the first term of the second constraint
Calculating these two terms in (51, 52), we get
where we have exchanged the dummy variables x and y in (52). Now carrying out an integration by parts, and throwing away a surface term, we are left with two terms of the form
Obviously the first term just cancels out and we are left with the term below. This also illustrates why only those terms survive in the commutator which gives rise to the derivative of the delta function, and not just the delta function itself.
where we have suppressed the dependence of the field variables on x. Next we consider the commutator between the second and fourth terms of the Hamiltonian constraints.
Combining this with the corresponding bracket between the fourth and the second terms, and performing integration by parts like before, we get
Thus the terms in (55) and (57) 
Combining the above with the corresponding commutator between the last term of H[N] and the second term of H[M], we get
We immediately observe that the first term above is one of the required terms in the end. Finally we must calculate the commutator between the second term of H[N] and the fifth term of H[M]. This is a slightly different calculation from the rest since there is a second derivative on one of the triad terms. 1 4G 2 dxdy N(x)M(y) 2(E x (x)) 1/2 K φ (x)K x (x), −(E x (y)) 1/2 E x′′ (y)(E φ (y))
Appendix B 
The dot on f 1 (K φ ) denotes a derivative with respect to K φ . A similar calculation between the second and fourth terms of the Hamiltonian constraint yields
From the previous calculation we know that these two terms (67) and (68) must cancel each other in order to make the algebra close. This imposes a relation between the so-far unconstrained correction functions of the form
The bracket between the second and the fifth terms gives rise to a terms of the formalism
Performing integration by parts on the last term, we get
Finally, the bracket between the second and the last term gives
The second term of (72) cancels the second term of (71) and the final form of the commutator is
The term on the RHS is the diffeomorphism constraint as in (47). We have replaced the correction function f 2 in terms of the function f 1 , whereby the structure function now is no longer just the inverse of the spatial metric. It is now multiplied by the second derivative of the correction function (which replaces the extrinsic curvature component with its corresponding holonomy function).
