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A NOTE ABOUT DOMINATION AND MONOTONICITY IN
DISORDERED SYSTEMS.
VU-LAN NGUYEN
Abstract. In this note we establish several inequalities and monotonicity prop-
erties for the free energy of directed polymers under certain stochastic orders: the
usual stochastic order, the Laplace transform order and the convex order. For the
latter our results cover also many classical disordered systems.
1. Introduction
In the context of disordered systems, many models are analytically intractable, one
could compare them with more simple models to deduce certain qualitative properties.
In this note, we will first focus on the directed polymer model to clarify this idea.
The directed polymer model was introduced in the statistical physics literature by
Huse and Henley [11] to study the domain walls of Ising models with impurities and
have been applied to many others problems. In recent years they have received much
interest because of their strong relationship with the Kardar-Parisi-Zhang (KPZ)
equation and the universality class that it determines (see the review [6]).
Let P the law of the simple random walk on Zd with corresponding expectation
E. Let {ω(i, x) : i ∈ N , x ∈ Zd} be a collection of real numbers (the environment)
and define
ZN(ω, β) = E
[
eβ
∑N
i=1 ω(i,xi)
]
,
the point-to-line partition function of the directed polymers in environment ω at
inverse temperature β > 0. In this note, in order to be clear, we will denote it also
by Zpoln in some statements (in Section 3). The quantity of interest is the free energy
of the system, which is defined as
p(β) = lim
N→∞
logZN(ω, β)
N
.
In order to estimate p(β), Cook and Derrida [5] introduced the m-tree model as
an approximation of the directed polymer. The later model (see Definition 3.2) can
be viewed as a directed polymer on a tree and can be solved exactly by different
alternative approaches, for example by using an analogy with travelling waves or
replica approach [5],[8]. This approximation was introduced in mathematics literature
later by Comets and Vargas [4] to establish that the free energy pm−tree(β) of the
m-tree model is an upper bound for the free energy of directed polymer
p(β) ≤ inf
m≥1
1
m
pm−tree(β). (1.1)
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The statement (1.1) is quite interesting because it is not trivial that the directed poly-
mer can be obtain as a limit of other models with simpler geometric structure. One
natural question is: Can we extend the comparison between these models, for exam-
ple compare their partition functions, their fluctuations, · · · under certain stochastic
orders ?
It is well established that stochastic order relations constitute an important tool in
the analysis of random variables, mainly applications in various actuarial problems [7]
or comparison of queues [3]. Their basic goal is to compare two distribution functions,
not only by comparing the means or the dispersion of these distributions but also
expectation of a whole class of functions. In general, given two random variables X
and Y , the binary relation ≤F is defined as follows:
X ≤F Y if E
[
Φ(X)
] ≤ E[Φ(Y )], (1.2)
for all Φ ∈ F such that the integrals are well defined. The relation ≤F is reflexive
and transitive, so it always defines a partial ordering on the set of random variables.
Three basic examples of sets F are:
• The set {st} = {Φ : Rn → R, Φ non-decreasing} generates the increasing
integral order.
• The set {cx} = {Φ : Rn → R, Φ convex} generates the convex integral order.
• The set {Lt} = {Φ : R+ → R, Φ(x) = − exp(−λx) for all λ > 0} generates the
Laplace transform order.
The first main result of this note is that the directed polymer model is dominated
by the m-tree model in the following sense
Theorem 1.1. Fix m ≥ 1, and suppose that the random variables ω have some
exponential moments. Then we have the following inequality
Zpoln ≤Lt Zm-treen .
Here Zm-treen denoted the point-to-line partition function of m-tree model and ≤Lt is
the Laplace transform order.
As a consequence, certain estimations, which follow from general considerations
for Gaussian environment, can be proved in general media, such as
E[logZpoln ] ≤ E[logZm-treen ] for all n ≥ 1.
Moreover, we can deduce an upper bound (respect to the Laplace transform order)
for the solution of stochastic heat equation (SHE) via the m-tree model.
The second application of stochastic order for the polymer model is to understand
the variability of the free energy as a function of β. It is folklore that fluctuation of
thermodynamic quantities are increasing in the inverse temperature but mathemati-
cal formulations of this fact are rare. Let us define the normalized partition function
as
Wn(β) = E
[
eβHn(x)−nλ(β)
]
,
where λ(β) = log E(eβω(i,x)) <∞. Then we have the following monotonicity property
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Theorem 1.2. Fixed n ∈ N , the process (Wn(β), β ∈ R+) is increasing in the convex
order.
Such type of processes are called Peacocks. They were introduced and intensively
studied by B. Roynette, C. Profeta, F. Hirsch, and M. Yor [10]. Actually we will prove
that such property is also verified in many disordered systems such as Sherrington-
Kirkpatrick (SK) model, Edwards-Anderson (EA) model, Random field Ising (RFIM)
model.
The note is organised as follows: In Section 2 we recall some basic notations of
stochastic orders such as the convex order, the Laplace transform order and asso-
ciated random variables. In Section 3, we revisit the m-tree model introduced by
Cook, Derrida and prove Theorem 1.1 and its corollaries. In Section 4, we discuss
the relationship between the partition functions and Peacocks, and the constructions
of associated martingales.
2. Stochastic orders and Correlations
2.1. Stochastic orders. In this section we recall some basic properties of the
convex order and the Laplace transform order.
2.1.1. Usual stochastic order. Let X and Y be two random variables such
that
P[X ≤ x] ≤ P[Y ≤ x] for all x ∈ (−∞,∞).
Then X is said to be smaller than Y in the usual stochastic order, and we denote
it by X ≤st Y . It is direct to check that this definition is equivalence to the one in
Introduction, i.e. by (1.2) with F = {st}. An other important characterization of the
usual stochastic order is its pointwise presentation :
X ≤st Y ⇐⇒ ∃ a coupling (X˜, Y˜ ) of X and Y such that X˜ ≤ Y˜ a.s.
This order is useful to compare 2 random variables with different means. Indeed, if
X ≤st Y and E[X ] = E[Y ], then X = Y .
2.1.2. Convex order and peacock. Let X and Y be two real-valued r.v.’s X
is said to be dominated by Y for convex order if, for every convex function Φ : R → R
such that E[|Φ(X)|] <∞ and E[|Φ(Y )|] <∞, one has:
E[Φ(X)] ≤ E[Φ(Y )]. (2.1)
This definition is equivalent to say that for every d ∈ R, we have [16]:
E[(d−X)+] ≤ E[(d− Y )+].
The convex order is introduced to compare the dispersion of random variables with
the same expectation:
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Fact 2.1 ([16]). Suppose that X ≤cx Y with X, Y ∈ L1 then
E[X ] = E[Y ],
Var(X) ≤ Var(Y )
E[|X − a|p] ≤ E[|Y − a|p] for all p ≥ 1.
The latter statement shows that convex order is a fine way to compare the disper-
sion between two random variables.
Proof. The proof comes directly from the fact that the functions x 7→ x, x 7→ −x
and x 7→ x2 are convex. 
One of the most interesting features of the convex order is again here its construc-
tion on the same probability space:
Fact 2.2 ([13]). Let X and Y be two integrable random variables; X ≤cx Y if and
only if there exist two Rn-valued random variables X1 and Y1 defined on the same
probability space with the same distributions as X and Y respectively, and such that
E[Y1|X1] = X1 a.s.
By consequence, given a martingale (Xt, t ≥ 0) , the previous proposition shows
that for every s < t, we have:
Xs ≤cx Xt.
In other words, the one-dimensional marginals of a martingale is an increasing process
for the convex order. A process
(
Xt, t ≥ 0
)
is said to be integrable if, for every t ≥ 0,
E[|Xt|] <∞.
Definition 2.3. An integrable process which is increasing in the convex order is
called a peacock.
We call a process
(
Xt, t ≥ 0
)
a 1-martingale if there exists a martingale
(
Mt, t ≥
0
)
such that, for every fixed t ≥ 0:
Xt
law
= Mt.
Then Fact 2.2 can be extended to an identity between peacocks and 1-martingales :
Theorem 2.4. [13] The two following properties are equivalent:
(1) (Xt, t ≥ 0) is a peacock.
(2) (Xt, t ≥ 0) is a 1-martingale.
This theorem shows that a peacock can be associated to a martingale which shares
the same one-dimensional marginals with it. But normally it is a non-trivial question
to find such embedding which would be natural in the context. In Section 4, the
martingale representations of partition functions will be provided in certain special
cases. One can check the book [10] to get more information about various methods
to construct the associated martingales.
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2.1.3. Laplace transform order. Given two random variables X and Y , X
is said to be smaller than Y in the Laplace transform order, denoted as X ≤Lt Y ,
when the inequality
E[− exp(−λX)] ≤ E[− exp(−λY )] holds for all λ ≥ 0. (2.2)
By rewriting the definition 2.2, on can easily deduce that
X ≤Lt Y ⇐⇒ X
ε
≤st Y
ε′
,
where ε ⊥ X, ε ∼ Exp(1) , ε′ ⊥ Y, ε′ ∼ Exp(1). Let Ucm be the class of the
completely monotone functions, that is the class of the functions Φ : (0,+∞)→ R+
satisfying
(−1)kΦ(k) ≥ 0 for all k ≥ 0,
where Φ(k) denotes the kth derivative of Φ. An example of such function is x 7→ e−λx.
It is well known that for Φ ∈ Ucm, there exists a positive measure µ on R+, not
necessarily finite, such that
Φ(x) =
∫ +∞
0
exp(−tx)dµ(t), x ∈ R+,
see for example Theorem 1a, page 416 [9]. Then the Laplace transform order and
completely monotone functions are related as follows [14]
Proposition 2.5. : Let X and Y be two positive random variables; then X ≤Lt Y
is equivalent to each one of the following statements:
(1) Ef(X) ≥ Ef(Y ) for each c.m function f : (0,+∞)→ [0,+∞).
(2) Ef(X) ≤ Ef(Y ) for each function f : (0,+∞) → (−∞,+∞) having a c.m
derivative, provided the expectation exist.
(3) Ef(X) ≤ Ef(Y ) for each function f : (0,+∞)→ [0,+∞) having a c.m deriv-
ative.
Remark 2.6. The function f(x) = log x and f(x) = xα with α ∈ (0, 1] have c.m.
derivatives. Then, X ≤Lt Y implies
E[logX ] ≤ E[log Y ],
E[Xα] ≤ E[Y α].
Moreover it is also true that:
logX ≤Lt log Y.
The proof of this fact will be given later in page 12.
2.2. Correlation and stochastic order. One of the main difficulties in
studying directed polymers comes from its complicated correlation structure. In this
section, we would like to recall some useful tools to compare random vectors and
in our case different disordered systems. In the Gaussian case, the main tool is the
Slepian’s lemma [12].
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Theorem 2.7 (Slepian’s lemma). Let (Xi)i≤n, (Yi)i≤n two gaussian vectors with
mean 0, and F : Rn → R all of whose partial derivatives up to second order have
subgaussian growth. If
E(X2i ) = E(Y
2
i ), E(XiXj) ≤ E(YiYj),
and
∂2F
∂xi∂xj
≥ 0,
for all i 6= j, then
EF (X1, . . . , Xn) ≤ EF (Y1, . . . , Yn).
This result is a powerful and elegant way to compare the observables of two differ-
ent Gaussian vectors. In particular in order to compare the maximum of two vectors
[1]:
Corollary 2.8. Let X, Y be centered Gaussian vectors. Assume that E[X2i ] = E[Y
2
i ]
and E[XiXj ] ≥ E[YiYj] for all i 6= j. Then maxiXi is stochastically dominated by
maxi Yi, i.e.
max
i
Xi ≤st max
i
Yi.
In Section 3, we will provide an application of Slepian’s lemma (in the case of
Gaussian environment) to reprove a classic result in [4]. For general type of distribu-
tions, one can try to estimate an observable of a random vector by using the notion
of association.
Definition 2.9. A Rn valued random vector X = (X1, X2, . . . , Xn) is called associ-
ated if the inequality
E[f(X)g(X)] ≥ E[f(X)]E[g(X)],
holds for all coordinatewise non-decreasing (or non-increasing) mappings f, g : Rn →
R, for which the involved expectations exist.
The real vector {X1, . . . , Xn} is called an independent version of the random vector
{X1, .., Xn} if the variables {X1, . . . , Xn} are mutually independent, and for all 1 ≤
i ≤ n, the coordinates Xi and X i have the same distribution. If X is associated, then
an immediate induction shows that for all n-tuples of non-negative non-decreasing
(or non-increasing) fi : R → R+, then
E
[ n∏
i=1
fi(Xi)
]
≥
n∏
i=1
E
[
fi(Xi)
]
= E
[ n∏
i=1
fi(Xi)
]
. (2.3)
We stress on the requirement that fi ≥ 0 for all i. In general, computing explicitly the
joint distribution of a vector (Xi)i≤n is not trivial task, but the association property
can often be established using the following properties [3] :
Proposition 2.10.
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• The union of independent sets of associated random variables forms a set of
associated random variables.
• For all non-decreasing function φ : Rn → R, and all set of associated random
variables {X1, .., Xn}, the set of random variables
{φ(X1, ..., Xn), X1, .., Xn}
is associated.
3. m-tree domination
3.1. m-tree model. Let (x = (xn)n∈N , (P
x)x∈Zd) denote the simple random walk
on the d-dimension integer lattice Zd. We denote (ω(n, x))(n,x)∈N×Zd the random
environment on (Ω,G,P).We suppose from now on that the exponential moment of
ω exists at least for certain small β > 0. We define for k < n,
Hk,n(x) =
n−k∑
j=1
ω(k + j, xj),
and the point-to-point partition function is given by
Zx0k,n(y) = P
x0
(
eβHk,n(x)1xn−k=y
)
,
and the point-to-line partition function is given by
Zx0k,n = P
x0
(
eβHk,n(x)
)
.
If x0 = 0 and k = 0, we will denote shortly as Zn for the point-to-line partition
functions, and Zn(y) for the point-to-point partition functions. Moreover, we obtain
the following recursion for Zx0k,n
Zx0k,n =
1
2d
d∑
i=1
eβωk+1,x0+eiZx0+eik+1,n . (3.1)
where {ei, i ≤ d} is the canonical basis of Zd. This formula is quite simple but hard
to analyse because, for every i, j, the variables Zx0+eik+1,n and Z
x0+ej
k+1,n are correlated. To
obtain the m-tree approximation to this problem, one can iterate (3.1) m times ex-
actly and then neglects the remaining correlations. In other words one takes account
of the correlations on first m steps of the lattice and then constructs a tree from this
pattern, by neglecting other correlations. The construction of a 3-tree for directed
polymer in dimension 1+1 is illustrated in Figure 1. Mathematically, the m-tree can
be defined by using the multiplicative cascades formalism [17][15], that we introduce
first.
Let N ≥ 2 be a fixed integer and [[1, N ]] = {1, 2, · · · , N}
U =
⋃
k∈N
[[1, N ]]k,
be the set of all finite words u = u1u2...uk of elements in the alphabet {1, 2, ..., N −
1, N}. For u = u1u2...uk and v = v1v2...vk two finite words, let uv denote the words
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m = 3
2m = 6
Figure 1. 3-tree drawn for d=2
u1...ukv1...vk. Given a probability distribution q on R
N
+ , it is known that there exist
a probability space with probability measure denoted by P and random variables
(Au)u∈U defined on this space, such that the random vectors (Au1, ..., AuN)u∈U form
an i.i.d sequence with common distribution q.
Definition 3.1. We define the cascade W cascn by
W cascn =
∑
u1,..,un∈[[1,N ]]
Au1Au1u2 ...Au1..un. (3.2)
Let denote the filtration by
Gn := σ{Au; |u| ≤ n},
If
∑N
i=1 EAui = 1 then (W
casc
n ,Gn) is a non negative martingale. The m-tree corre-
sponds to a particular choice of q. Let m ≥ 1 and define Lm to be the set of points
visited by the simple random walk at time m:
Lm = {x ∈ Zd;P (xm = x) > 0}. (3.3)
Definition 3.2. The partition function (Zm−treen ), n ∈ mN , of the m-tree is the mul-
tiplicative cascade associated with the alphabet Lm and q = qn given by the joint
law of point-to point partition functions , (Zm(x))x∈Lm at time m. In particular
Zm−treen
D
= Zpolm .
Remark 3.3. By the same construction, for a fixed endpoint x ∈ Zd, we can also
define the point-to-point partition function for the m-tree model and we denote it
Zm-treen (x). More precisely, we sum over all the paths from (0, 0) to x, and the con-
tribution of each path depends on when it went through at time m, 2m, · · · , lm as in
the description of the multiplicative cascade.
It is well known from the multiplicative cascade theory [15] that the free energy
pm−tree exists,
pm−tree(β) = lim
l→∞
logZm−treeml
l
.
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Moreover it gives an upper bound for the free energy of directed polymer (Theorem
3.3 in [4]):
p(β) ≤ inf
m≥1
1
m
pm−tree(β). (3.4)
3.2. Gaussian case. In the case of Gaussian environment, we can recover the
result (3.4) as a direct consequence of the following stronger theorem:
Theorem 3.4. Given m > 0, for n = ml, in the case of Gaussian environment we
have the following inequality
E[logZpoln ] ≤ E[logZm-treen ].
Proof. By the Gaussian assumption, we want to apply Slepian’s lemma (2.7). Define
Πn the set of polymer paths x on Z
d of length n and the two Gaussian vectors are(
Hn(x),x ∈ Πn
)
and
(
Hm−treen (x),x ∈ Πn
)
. The function F is defined by
F (h) = log
∑
x∈Πn
exp{βh(x)} for h = (h(x);x).
It is clear that F
(
(Hn(x);x)
)
= logZpoln and F
(
(Hm−treen (x);x
)
= logZm-treen , for
n = lm. Moreover, if x,x′ ∈ Πn, we have for x 6= x′,
∂2F
∂h(x)∂h(x′)
(h) = β2CovQh
n,β
(
1{x}, 1{x′}
)
= − β
2 exp(h(x) + h(x′))(∑
x∈Πn
exp{βh(x)})2 ≤ 0
where the probability measure Qhn,β is the one with Hamiltonian h = (h(x);x). On
the other hand, we can check that the energy Hn(x) is a Gaussian vector with mean
0 and covariance
E
[
Hn(x)Hn(x
′)
]
=
n∑
i=1
1{xi=x′i},
and the covariance in case of the m-tree Hm−treen (x) is given by
E
[
(Hm−treen (x)(H
m−tree
n (x
′)
]
=
∑
0≤l≤n/m
([ l∏
k=0
1{xkm=x′km}
]
×
((l+1)m−1)∧n∑
i=lm
1{xi=x′i}
)
.
=
n∑
i=1
1
xi=x′i
i/m∏
k=1
1
xkm=x
′
km
One can check that
E
[
Hn(x)Hn(x
′)
] ≥ E[(Hm−treen (x)(Hm−treen (x′)],
and
E[Hn(x)
2] = E[Hm−treen (x)
2] = n.
Now Slepian’s lemma (Theorem 2.7) yields the result. 
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Moreover, by using the Slepian’s inequality (Corollary 2.8 ) we obtain
sup
x
Hpoln (x) ≤st sup
x
Hm−treen (x). (3.5)
Recall that the supremum is the free energy at zero temperature. One could hope
that the corresponding statement could be true at positive temperature:
Is it true that: logZpoln ≤st logZm−treen ? (3.6)
Actually if it was true, then it would imply that :
Zpoln ≤st Zm−treen . (3.7)
Since EZpoln = EZ
m−tree
n , (3.7) implies that Z
pol
n
D
= Zm−treen , which is clearly wrong.
In the next section we will prove that the inequality (3.6) is true with respect to the
Laplace transform order instead of the usual stochastic order.
3.3. Laplace order domination with general case. Since the stochas-
tic domination 3.5 does not extend to positive temperature, it is natural to look for
a different order for which the extension holds, at all temperature and with any dis-
order. In the rest of this section we will prove that Theorem 3.4 can be formulated
within a general framework of a standard stochastic ordering and provide some di-
rect consequences, specially an upper bound for the solution of the Stochastic Heat
Equation in dimension 1.
Theorem 3.5. Given m ≥ 1, we have the following inequality:
Zpoln ≤Lt Zm-treen ,
and for a fixed endpoint x:
Zpoln (x) ≤Lt Zm-treen (x).
Before proving this theorem, let us derive some direct consequences from the
Laplace transform order properties:
Corollary 3.6. We have for all α ∈ (0, 1) :
logZpoln ≤Lt logZm−treen ,
E[logZpoln ] ≤ E[logZm-treen ],
E[
(
Zpoln
)α
] ≤ E[(Zm-treen )α],
E
[
Zpoln logZ
pol
n
] ≥ E[Zm-treen logZm-treen ].
Proof of Theorem 3.5. We will present here only the proof for the case of point-to-
line partitions function. The proof for the point-to-point case is similar. The proof is
based on the simple fact that given a set of pair of times {(m1, n1), . . . , (mk, nk)} then
the variables {Zx1m1,n1(x′1), . . . , Zxkmk,nk(x′k)} are positively associated ( as can be seen
from Proposition 2.10). Here Zx1m1,n1(x
′
1) refers to the partition function of lattice
polymer model, as well as Zpoln . Let us fix m ∈ N and consider the point-to-line
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partition function Zkm. Recall that the notation of Lm is given in (3.3). We will
prove by induction on h ≥ 1 that there exists a set of random variables((
Z
x
im,(i+1)m(x
′)
)
(x,x′)∈Lim×L(i+1)m
)
k−h≤i≤k
,
such that the random vectors(
Z
x
im,(i+1)m(x
′)
)
(x,x′)∈Lim×L(i+1)m
with k−h ≤ i ≤ k are mutually independent and have the same law as (Z0,m(x′))x′∈Lm
and satisfies the following inequality:
E
[
exp(−λZpolkm)
] ≥ E[ ∏
(xk−h,...,xk−1)∈L(k−h)m×...×L(k−1)m
exp
(
− λZ0,(k−h)m(xk−h) . . .
Z
xk−h
(k−h)m,(k−h+1)m(xk−h+1)Z
xk−1
(k−1)m,km
)]
.
It clear that that if h = k − 1 then the right hand side is the partition function of
the m-tree, and it yields the result.
Let us begin with the case h = 1. By Markov property, the partition function Zkm
can be represented as :
Z
pol
km =
∑
x∈L(k−1)m
Z0,(n−1)m(x)Z
x
(k−1)m,km.
Fixed λ > 0, we have
E
[
exp(−λZpolkm)
]
= E
[ ∏
x∈L(k−1)m
exp
(− λZ0,(n−1)m(x)Zx(k−1)m,km)].
Let us denote Gk−1 = σ{ω(i, x), i ≤ (k − 1)m}, then
E
[
exp(−λZpolkm)
]
= E
[
E
[ ∏
x∈L(k−1)m
exp
(− λZ0,(n−1)m(x)Zx(k−1)m,km)|Gk−1]].
Under the conditional probability P[.|Gk−1], the variables {ω(i, x), i ≥ (k−1)m+1}
are still independent, hence {Zx(k−1)m,km, x ∈ Zd} are associated. By (2.3), we obtain:
E[exp(−λZpolkm)] ≥ E
[
E
[ ∏
x∈L(k−1)m
exp(−λZ0,(n−1)m(x)Zx(k−1)m,km)|Gk−1
]]
,
where the random variables Z
x
(k−1)m,km are mutually independent and do not depend
on Gk−1 as well. By consequence
E[exp(−λZpolkm)] ≥ E
[ ∏
x∈L(k−1)m
exp(−λZ0,(n−1)m(x)Zx(k−1)m,km)
]
.
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Now, we suppose that the result holds for h ≥ 1 ,
E[exp(−λZpolkm)] ≥ E
[ ∏
(xk−h,...,xk−1)∈L(k−h)m×...×L(k−1)m
exp(−λZ0,k−h(xk−h)
Z
xk−h
(k−h)m,(k−h+1)m(xk−h+1) · · ·Z
xk−1
(k−1)m,km)
]
,
we will prove it holds for h + 1 as well. For xk−h ∈ L(k−h)m, we have
Z0,k−h(xk−h) =
∑
xk−h−1∈L(k−h−1)m
Z0,(k−h−1)m(xk−h−1)Z
xk−h−1
(k−h−1)m,(k−h)m(xk−h).
By using again (2.3), we can insert the independent structure in such a way that for all
xk−h−1 ∈ L(k−h−1)m then the set of random variables (Zxk−h−1(k−h−1)m,(k−h)m(xk−h))xk−h∈L(k−h)m
are mutually independent and have the same law. By consequence, we obtain:
E
[
exp(−λZpolkm)
] ≥ E[ ∏
(xk−h−1,...,xk−1)∈L(k−h−1)m×..×L(k−1)m
exp
(− λZ0,k−h−1(xk−h−1) . . .
Z
xk−h−1
(k−h−1)m,(k−h)m(xk−h)Z
xk−1
(k−1)m,km
)]
,
and this yields the result. 
Proof of Corollary 3.6. The first result is a direct consequence of Theorem 3.5.
Indeed since the function x 7→ x−λ, with λ > 0, is a completely monotone function
and Zpoln ≤Lt Zm−treen , we obtain:
E
[
(Zpoln )
−λ
] ≥ E[(Zm−treen )−λ], for λ > 0.
Hence
E
[
exp
(− λ logZpoln )] ≥ E[ exp (− λ logZm−treen )], for λ > 0,
yields that
logZpoln ≤Lt logZm−treen .
The second and third results are a directly consequence of Remark 2.6. For the last
one, by using the fact that E[Zpoln ] = E[Z
m-tree
n ], for 0 ≤ α < 1 we have
E
[(Zpoln )α − Zpoln
α− 1
]
≥ E
[(Zm-treen )α − Zm-treen
α− 1
]
.
By taking the limit α→ 1, we get the result. 
As a consequence, we can obtain an upper bound for the solution of Stochastic
Heat Equation (SHE) . The SHE is defined shortly as
∂Z = 1
2
∆Z + ZW, (3.8)
with the initial condition Z(0, x) = δ0(x) and W is a space-time white noise. This
equation is well-posed and is related to the Kardar-Parisi-Zhang (KPZ) equation
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equation, via the transformation H = logZ. The following theorem by Alberts-
Khanin-Quastel ([2]) shows that the solution of SHE can be obtained as the limit of
the renormalized partition function of discrete directed polymers.
Theorem 3.7. For each t > 0 and x ∈ R, we have the convergence in law
Zn(t, x)→
√
4pie
x2
4tZ(2t, x), (3.9)
where
Zn(t, x) := Ztn(x
√
n, βn = n
−1/4)
EZtn(x
√
n, βn = n−1/4)
,
and Ztn(x
√
n, βn = n
−1/4) is the point-to-point partition function at x
√
n with the
temperature n−1/4.
Remark. To keep the notation simple, we denote the endpoint by x
√
n by ⌊x√n⌋,
though it is understood as a lattice point.
By Theorem 3.5, we can establish that for all endpoint x
√
n:
Ztn(x
√
n, βn = n
−1/4) ≤Lt Zm-treetn (x
√
n, n−1/4), (3.10)
which implies
Ztn(x
√
n, βn = n
−1/4)
EZtn(x
√
n, βn = n−1/4)
≤Lt Z
m-tree
tn (x
√
n, n−1/4)
EZm-treetn (x
√
n, n−1/4)
.
By taking n → ∞, the left hand side converges to √4piex24t Z(2t, x) as in (3.9). For
the right hand side, we use Fatou’s lemma and easily get the following result:
Theorem 3.8. We have
Z(2t, x) ≤Lt 1√
4pie
x2
4t
lim sup
n→∞
Zm-treetn (x
√
n, n−1/4)
EZm-treetn (x
√
n, n−1/4)
.
Remark 3.9. The limit of the right hand side should exist as an universal object
corresponding to the intermediate limit of the m-tree, this has been verified in the case
of directed polymer on square lattice [2] or on a hierarchical lattice [1]. This interesting
question will not be studied in the scope of this note but in a future research.
4. Disorder systems and Peacock
In this section we will consider many disordered systems, but in a first time, in
order to fix the idea let us start with the directed polymer. Recall the normalized
partition function is given by
Wn(β) = E
[
eβHn(x)−nλ(β)
]
.
Proof of Theorem 1.2. Let Φ : R → R a convex function. We need to prove that
the function β 7→ E[Φ(Wn(β))] is increasing in β. We have
d
dβ
E
[
Φ(Wn(β))
]
= EE
[
Φ′(Wn(β))
(
Hn(x)− nλ′(β)
)
eβHn(x)−nλ(β)
]
.
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By Fubini, the right hand side is equal to:
E E
[(
Hn(x)− nλ′(β)
)
eβHn(x)−nλ(β)Φ′(Wn(β))
]
.
For any fixed path x,we define the probability measure Qx,
dQx
dP
= eβHn(x)−nλ(β).
Under Qx, the random environment ω(n, x) are still independent, then are positively
associated and these two following applications are increasing for β ≥ 0:
(ω) 7→ Hn(x, ω),
(ω) 7→ Φ′(Wn(β, ω)).
Here we use the fact that the function Φ′(x) is increasing. By using the property of
positively associated random variables we get :
d
dβ
E
[
Φ(Wn(β))
]
= E Qx
[(
Hn(x)− nλ′(β)
)
Φ′(Wn(β))
]
≥ E Qx
[
Hn(x)− nλ′(β)
]
E Qx
[
Φ′(Wn(β))
]
.
But by a simple calculation we can verify that:
E Qx
[
Hn(x)− nλ′(β)
]
= 0,
that means
d
dβ
E
[
Φ(Wn(β))
] ≥ 0,
which yields the result. 
This result can be generalized in the scope of classical spin glass model such as
• Sherrington-Kirkpatrick (SK) model
• Edwards-Anderson (EA) model
• Random field Ising (RFIM) model
Let us describe these models. The first two models deal with Ising spins with ran-
domly distributed ferromagnetic and anti-ferromagnetic bonds Jik. For SK model,
given a configuration of N Ising spins,
σ = (σ1, . . . , σn) ∈ {−1,+1}N
the Hamiltonian of the model is given by
HSKJ (σ) =
1√
N
∑
i,j
Ji,jσiσj .
where (Ji,j) are i.i.d standard Gaussian random variables. In EA model, the sum runs
only over nearest neighbour bonds < ij > on the lattice:
HEAJ (σ) =
∑
<ij>
Jijσiσj .
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In the RFIM, we consider constant interactions J with local magnetic fields h =
(h1, h2, . . . , hN):
Hh = J
∑
<ik>
σiσk +
N∑
i
hiσi.
In all these three models, the normalized partition functions are defined by
WN =
E
(
eβHN
)
EE
(
eβHN
)
Here E is the measure of the random environment and E is the measure of the
configurations s = (s1, s2, . . . , sN). Let us provide a proof for the SK model.
Proof for SK model. The proof is similar as in the directed polymer case. For a
fixed configuration σ, we define a new random environment Jσ which is given by
Jσik = Jikσiσk
Then we can define the probability measure Qσ
dQσ
dP
= e
β√
N
∑
ik J
σ
ik
−
(N−1)
2
λ(β)
.
where λ(β) = log E(eβJik) < ∞. Under Qσ, the random variables Jσik are still inde-
pendent, then they are positively associated and these two following applications are
increasing for β ≥ 0:
(Jσik) 7→
∑
ik
Jσik,
(Jσik) 7→ Φ′(e
β√
N
∑
ik J
σ
ik
−
(N−1)
2
λ(β)
).
These facts can easily yield the desired result as in the previous proof. 
We come back to the polymer case and consider the problem of finding a martingale
corresponding to the normalized partition function Wn(β) in certain cases. Let first
consider the Bernoulli environment, i.e. when ω(i, x) are symmetric Bernoulli random
variables. In that case is elementary to check that:
eβω(i,x)
E(eβω(i,x))
= 1 + ω(i, x) tanhβ. (4.1)
And if we define the stopping time Tβ = inf{t, |Bt| = tanhβ}, then
eβω(i,x)
E(eβω(i,x))
= 1 +B(Tβ),
with B a Brownian motion. Hence given a family of independent Brownian motions
{Bi,x, i ∈ N , x ∈ Zd} then we define
Mn(β) :=
n∑
i=1
∏
x∈Πn
(
1 +Bi,xi
(
Tβ(i, xi)
))
, (4.2)
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where Πn is the set of paths of length n and Tβ(i, x) is the stopping time associated
with the Brownian motion Bi,x. Since the product of independent martingales is still
a martingale respect to the product filtration then Mn(β) is clearly a martingale.
Actually the key ingredient in this construction is the identity (4.1), which can be
generalized with other choices of distributions. One can find this list of distribution
in the Section Open Problems in [10] (page 359).
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