Although object-orientedness was not directly built into Fortran 90, the language's data-abstraction and modularity features allow it to simulate many of the features of C++. This has brought object-oriented programming to the realm of numerical computing.* Conversely, much progress has been made toward efficient numerical computing in C++,3,4 which has sparked a debate on which language is more appropriate for developing large technical applications.' From a performance perspective, the main difference between the two languages is that features for supporting technical computing are an integral part of Fortran 90 and have their semantics exposed to the compiler. C++ provides such features in the form of class libraries, which the compiler processes just like any other class. Our electromagnetics aplplication demonstrates that this additional knowledge available to the compiler gives Fortran 90 a performance advantage.
This article examines the applicability of Fortran 90's two main new features, away language and abstract data types, to CSE. We collectively call scientific and engineering applications techntcal applzcatzons. Technical applications are typically numerically intensive computations, often manipulating large collections of data in the form of arrays. Technical programmers have long cherished the ability of Fortran impleinencations to produce elficient code for numerical computations. Our implementation of an electromagnetics application will show that Fortran 90's new features can be used without compromising efficiency, provided that the appropriate compiler technology is used. Furthermore, compilers can successfully parallelize Fortran 90 code, making it run even faster on a multiprocessor system.
Although object-orientedness was not directly built into Fortran 90, the language's data-abstraction and modularity features allow it to simulate many of the features of C++. This has brought object-oriented programming to the realm of numerical computing.* Conversely, much progress has been made toward efficient numerical computing in C++,3,4 which has sparked a debate on which language is more appropriate for developing large technical applications.' From a performance perspective, the main difference between the two languages is that features for supporting technical computing are an integral part of Fortran 90 and have their semantics exposed to the compiler. C++ provides such features in the form of class libraries, which the compiler processes just like any other class. Our electromagnetics aplplication demonstrates that this additional knowledge available to the compiler gives Fortran 90 a performance advantage.
The electromagnetics application
In a shielded microstrip structure (see Figure la) , n parallel microstrips run inside a homogeneous dielectric, with permittivity q6 (For a brief discussion of permittivity and basic electromagiietics, see ithe sidebar, "Electroniagnetics 101 .") A conducting shield completely encloses the microstrips and the dielectric. T h e shield connects to a reference potential (V&ield = 0). Each microstrip k is at a voltage V , with respect to the shield. We want to computc the valuc of the potential field @(x,y) in each point of thc structurc. Let the origin (0, 0) be the lower-left corner of the shield.
Bccausc the dielectric has no charge (p = 0), the Poisson equation for the potential field in the dielectric is reduccd to Laplace's equation:
The potential field @(,(x,y) is subject to boundary conditions @ = 0 along the shield, and @ = Vk along microstrip k. Equation 1 is expressed in a continuous domain that covers the extent of the microstrip structure. To solve this equation numerically, we discretize the domain into a rectangular grid (also called a mesh) of evenly spaced points. Figure l b illustrates this discretization. T h e grid has w + 1 points along axis x and h + 1 points along axis y.
The step s of the grid is the distance between two neighboring points along the x ory axes. We want to find the value of 4, in points (q, 33) = (is,js) for i = 0, . . ., w andj = 0, . . ., h. The edges of the sheld and microstrips must align with the grid. We can represent a microstrip k by the set of grid points T k that it spans. For a microstrip with a rectangular cross section, knowing the locations of its lower-left and upper-right corners is sufficient.
With the grid in place, we can now approximate the second-order differential operators The iterative solver will stop when the current error is less than or equal to the desired error. 
Language considerations
High performance for numerical applications has always been a major design goal for Fortran. Up to and including Fortran 77, other features such as usability received only limited attention. Over the 40-plus years of Fortran's existence, the size of applications, particularly technical applications, has grown substantially. Large Fortran systems of a million or more lines o f code exist. Consequently, the language's design goals broadened with the Fortran 90 specification. In particular, Fortran 90 incorporated array language and three features proven useful in other languages for managing the complexity of large systems: encapsulation, modularity, and abstract data types. We'll illustrate these features through a program that implements the microstrip application.
Array language
Perhaps the most widely used of Fortran's new features is the array language. Fortran 90 allows manipulation of an entire array as a single object. All arithmetic operations, and most Fortran-intrinsic functions, are extended to handle arrays. Moreover, an array's shape (extents) cain be defined at runtime.
For. example, Figure 3a shows a code fragment from the main program of our microstrip application. P h i and P h i P r i m e are declared as 21) ALLOlCATABLE arrays of COMPLEX* 1 6 (doubleprecision complex) elements. During execution, the values of w and h (the grid extents) are read
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Classical electromagnetics' is described by the four Maxwell Equations, which in SI (SystPme lnternationalthat is, metric) units are In the restricted but very important case of electrostatics,
is a differential equation defining the potential field in terms of the charge field and the material's permittivity. Specifying a corresponding set of boundary conditions completes the definition of a system. After that, the arrays Phi and Phiprime can be created with the appropriate shape, using the AL-LOCATE statement. The statement Phi = 0 . 0 initializes all elements of Phi to zero. After the Updatestrips subroutine initializes the potential on the microstrips, the statement PhiPrime = P h i assigns the value of each element of Phi to the corresponding element of Phiprime. (This operation is not necessary for correctness; we present it to illustrate array assignment.) Statement s6 of procedure Jacobi can be implemented with a single Fortran 90 statement (see Figure 3b) . This statement performs an element-by-element subtraction between Phi and Phiprime, which generates another 2D array as a result. T h e intrinsic function ABS computes the absolute value of all elements of the Phi -Phiprime array (which logically results in yet another 2D array), while the intrinsic SUM computes the sum of all these absolute values. For comparison, the implementation of statement S6 in C++ would require the construct shown in Figure 3c .
Sections of arrays can be directly represented in Fortran 90 and used in the same way as a defined array ofthe same shape. Thus, the expression Phi(~l:ul:xl, 12:u2:s2) defines a 2D arrayconsisting of rows I I through u1 in steps of sl, and columns 1, through u2 in steps ofs,, of array Phi.
In many situations, the step is 1 and can be omitted. Using array sections, we can write statement S, of procedure Jacobi as a single Fortran 90 statement (see Figure 3d) . The Fortran 90 array language allows the succinct and natural expression of common array operations.
Much of the convenience ofthe Fortran 90 array language can be duplicated in c++ by defining a n array class and by overloading the standard arithmetic operators so that they are defined with Fortran's advantage is that the language processor (compiler) knows the meaning of arrays and of the overloaded operators, whereas in C++ the class is simply another collection of data and routines. T h e additional knowledge of the Fortran compiler can be exploited to generate more highly optimized code.
Derived data types, encapsulation, and abstract data types
Like arrays, derived data types allow data to be defined in ways that reflect the properties of the underlying system being modeled. Encapsulation is the ability to group data and operations on that data into a logical unit, or module, and expose only the external interface components of the data and operations. Fortran 90 supports encapsulation through the MODULE construct, which provides some, but not all, of the functionality of a C++ class. The derived data types and the MODULE construct combine to provide a mechanism to build abstract data types.
T h e MODULE Microstrip (see Figure 4) Figure   5 shows the complete code for the implementation of procedure Jacobi, illustrating the concepts introduced so far.
lntrinsics and base data types
Fortran 90 has several other features that contribute to efficient program execution. The first is inwinsic routines. Intrinsics are standard functions whose meanings are known to the compiler. Intrinsics allow the compiler to know what data the function changes and how that data is changed. This in turn lets the compiler perform optimization across an intrinsic call and create inline code whose meaning is equivalent to the intrinsic. T h e inlining is important, because it allow:; the compiler to optimize the calling code and the intrinsic together. Inlining also allows elimination of the overhead of a function call and return. Of special importance to parallelizing compilers,* an intrinsic function can be specialized for a particular execution environment.
Phi(T(i)%LL%X:T(i)%UR%X, T(i)%LL%Y:T(i)%UR%Y) = V(i)
END
Phi(T(i)%LL%X:T(i)%UR%X, T(i)%LL%Y:T(i)%UR%Y) = V(i) END DO END SUBROUTINE UpdateStripsReal

END MODULE Microstrip
Another optimizing feature is a rich collectioii of base data types. T h e array operations discussed earlier are one example of this. Of interest to technical computing, and particularly to our application, is the COMPLEX data type and all the intrinsics and standard numeric operations that support this data type. In C++, a class library supports complex numbers. Although the C++ approach delivers very good notationall convenience, Fortran once again has the advantage in that the compiler knows the COMPLE:r(. . . 
00
Phi PhiPrime data type and its semantics. We'll discuss the performance implications of this difference later. INTERFACE blocks give a compiler insight into the behavior of a procedure whose code either is not available (for example, a library function for which only the binary is available) or is available only through interprocedural analysis. For example, in the main program of our application, the interface shown in Figure 6 allows the compiler to know that Jacobi is a Fortran 90 routine, to check that the arguments passed to Jacobi are of the correct type, and to know that only Phi and Phiprime are changed. T h e writer of a library can place this information in a MODULE, thereby exposing a great deal of information useful for error checking and optimization.
Comparing features of C++ and Fortran
C++ allows much of the functionality we have described, and significantly extends it in some areas (for example, with the template facility). hguably, the C++ functionality places more generality in the hands of the application programmer.
T h e Fortran implementation of the features, however, has significant advantages for numerical coding if performance is important. First, Fortran argument semantics specify that arguments are not aliased. This, in conjunction with Fortran's more restrained pointer semantics and the use of INTERFACE, allows more dataflow information to be exposed to the compiler. Gathering the same information might be very difficult or impossible for a C++ compiler. Second, Fortran's richer set of base data types and use of intrinsics allows the compiler to infer more about a program's meaning than a C++ compiler can generally infer. Finally, a call to a Fortran procedure can always be resolved at compile time and implemented directly. When programming with inheritance, a call to a C++ method often must involve a lookup in a table of pointers to procedures (a virtualfknction table). This indirection is expensive at runtime, and by obscuring the program's actual calling hierarchy it reduces the compiler's ability to globally analyze the program. T h e use of VFTs is part of the cost of C++s superior extensibility.
Ease of parallelkation
Although no language makes parallel programming a trivial task, we believe that Fortran provides superior support for parallelization. At least three industry-supported standards for parallelizing Fortran code exist: MPI,9 HPF" and OpenMP (http://www. openmp. org). We parallelized our application with HPF, using the IBM XL HPF compiler,'1 because it was the simplest approach in our experimental environment.
The addition of eight HPF DISTRIBUTE directives enabled us to parallelize the Microstrip form shown in Figure 7a , and they specify a ( *, BLOCK) distribution for the Phi and PhiPrime arrays wherever they apcolumns allows stride one column major pear in the code. The * distribution for the accesses in a given processor, thereby enhancing cache locality. The BLOCK distribution along the rows enables parallelism. 
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The HPF version of our application demonstrates very good scalability. When running on 16 nodes, this version achieves a speedup of 11 for AC and 9 for DC. The speedup for AC is better because the operations with COMPLEX data types result in a larger granularity for each grid point.
Our C++ version implements the array operations through explicit doubly nested loops, which results in the best performance for C++. The use of expression templates4 and chainedexpression objects3 results in array classes that approach, but do not exceed, the efficiency of explicit loops. For DC, the C++ version is competitive with the best serial Fortran version. It achieves 80% of the baseline performance on a wide node and 90% on a thin node. However, for AC, the C++ version is approximately five Number of nodes times slower than the baseline for a thin node and eight times slower for a wide node. Dependence analysis is important to extract good performance from code with array operations. The Fortran version compiled without dependence analysis is one and one-half to two times slower than the baseline. In fact, for DC, Fortran without dependence analysis is slower than C++.
Without dependence analysis, an expression of the form
is first translated into a sequence of more elementary operations:
T l ( 1 : n ) = A ( 1 : n ) * B ( 1 : n ) 
Each operation is then implemented with a separate do loop:
This involves unnecessary manipulation of collapse the computation into a do loop:
A loop-fusion transformation can be used to
with no unnecessary temporary vectors. Dependence analysis is necessary to determine if loop fusion is legal. This optimization reduces the number of reads from 5% to 3n, and the number of writes from 3% to n. T h e Pooma project has successfully implemented a framework for automatic parallelization of scientific c++ application^.^ When running an application similar to ours (a ninepoint diffusion stencil with real arithmeticequivalent to DC mode) in the same eiivironment, they reported a speedup of 6.5 on 16 nodes. Pooma achieved a single-node Mflops rate of approximately 85% of the rate of our serial C++ version.
he choice of a language for implementing an application has both technical and nontechnical components. Nontechnical components include the availability of programmers familiar with a language, the set of languages already supported a t a site, the quality of accessible development enwronments, and the project's longterm goals. These issues, although important, are outside this article's scope.
Three main factors influence the choice of a language. The first is the language features and their suitability for the project at hand. Domainspecific languages (such as Fortran, Cobol, RPG, and SQL) are not well suited for projects outside their domain. Less obvious are the trade-offs involved in using a general-purpose language, such as C++ or Java, to implement applications in the domain of a domain-specific language. Fortran 90 remains oriented toward technical computing. However, its inclusion of modern programming-language features such as encapsulation, modularity, and abstraction lets it tackle large problems in a more structured way. On the other hand, Pooma and other projects have shown how to achieve good results in the implementation of a technical applicatlon in C++. However, based on our experience, we stlll feel that Fortran 90's features give it the edge. The second factor is the quality of implementation of the language. This is particularly important in languages such as Fortran, where performance is a major, if not the major, reason for its use. Early implementations of Fortran 90 did not use dependence analysis to determine whether to immediately copy the right-hand side in the statem e n t a ( 1 : n -1 ) = a ( 2 : n ) intotheleft-hand side, or to first copy a ( 2 : n ) into a temporary vector, and then copy the temporary vector into a ( 1 : n -1 1. The wrong choice-doing the copy to a temporary vector-will double the number of necessary memory moves. The performance of the serial Fortran code without dependence analysis showed the dramatic effects a lack of analysis and optimization has on program execution efficiency. This illustrates how a relatively poor implementation of a domain-specific language can perform worse than a good implementation of a more general language.
T h e third factor is the target architecture. T h e function of a high-level language compiler is to map the high-level language onto hardware. Hardware that is inore capable (that is, has more memory bandwidth, a larger cache, or more functional units) presents more resources for a smart compiler to exploit. As you will recall, C++ performance increased from 80% of the best Fortran performance to 90% when we moved from the wide to the thin nodes. Our experience shows that the less capable the hardware, the smaller the performance differences among programming languages. For the microstrip application, the smaller memory bandwidth of the thin nodes hid some of the computation inefficiencies of the C++ version.
Of course, an application might require more than one programming language (see the sidebar, "Using Multiple Programming Languages"). Even so, with the maturation of Fortran 90 compilers, Fortran continues to be a leader or major contender no matter what factor you consider, and should be a strong candidate for implementing the computationally intensive portions of an application.
Using Multiple Programming Languages
A common trend in the development of large applications is the use of multiple programming languages. Because a large application is bound to span several domains, it is natural to use multiple programming languages, choosing the one most appropriate for each part of the application. For example, C++ is appropriate for high-level coordination, file I/O, and database access. Fortran is appropriate for the numerically intensive lkernels that perform most of the computation and that could be parallelized. Java can handle communication and data transfer with other machines.
For this menagerie to work together, good language interoperability IS a key factor. It must be possible to easily pass data and control from a routine written in one language to a routine written in another. Java, for example, defines a native interface for interoperability with C and C++. Generally, languages work together more easily when all the compilers are from the same family. For example, the IBM XL family of compilers for AlX supports interoperability among C, C++, Fortran, and Pascal routines. Other vendors provide similar families of languages and developrnent tools. One major concern is to have compatible layouts for both base and derived data types across the various languages.
