I. Introduction R ADIATIVE heat transfer plays a very important role in many scientific and engineering applications [1] . The general equation to describe its transport process is the radiative transfer equation (RTE). Up to now, several approximate methods have been developed for solution of the RTE, and among them, the finite volume method (FVM) has proven to be an efficient algorithm [2] . Recently, it has been applied to various complicated problems, as is shown in [3] [4] [5] [6] [7] .
For any numerical method, uncertainty is an important and integral part in connection with the solution procedures; and essentially, FVM will encounter different errors when it is applied to investigate radiative heat transfer problems. The most common uncertainty that occurs is the so-called false scattering, which was initially identified by Chai et al. [8] in the discrete ordinate method (DOM). However, in many respects, FVM is similar to DOM, since the RTE is also solved through a set of algebraic equations that is obtained by discretizing the control equation over user-selected control volumes and specific control solid angles. It has been shown that many factors can cause uncertainty [9] influencing solution accuracy, including spatial discretization scheme [10] , grid resolution [11] , radiative properties [12] , and volumetric heat sources [13] . However, there are few effective routines for analyzing and evaluating the uncertainties.
The concept and theory of entropy, based on the second law of thermodynamics, has been an innovative and effective approach to studying computational errors within the fields of fluid flow and heat transfer [14] . The traditional theory of entropy production is used to analyze numerical errors for viscous compressible flow [15] . The concept of information entropy [16] has been shown to be an appropriate method and has been widely applied to error analysis for Euler's equations and the stability of numerical solution [17] . In radiative transfer, although some work has been done based on radiation entropy generation [18, 19] , much work has been focused on error analysis in computational fluid dynamics, conduction, and convection, instead of error analysis for radiative transfer.
In this Note, physical models of normal and oblique laser incidence are used as basic benchmark schemes, in addition to using reference data from the Monte Carlo method (MCM), which has been proven to generate no false scattering [9] . An entropy formula based on information theory [16] is proposed to investigate uncertainty in FVM during the solution procedure. Information entropy values for spatial discretization schemes, angular discretization numbers, spatial grid numbers and radiative properties will be evaluated.
II. Physical Models and Information Entropy Formula
In a participating medium, the RTE can be expressed as
For an oblique, diffuse emitting, and reflective boundary wall, the corresponding boundary condition can be written as
When FVM is used to solve the RTE, hemispherical space of 4 sr is divided to a solid-angle grid, i.e., a limited number of directions. Along a specific direction l , a relationship is usually taken to correlate the radiative intensities at the face of the control volume to the intensities at the center of control volume. This yields a spatial differencing scheme, which, in general, can be represented as where different values for f x , f y , and f z correspond to different types of differencing schemes.
Frequently, the following three kinds of differencing schemes are selected, namely, the step scheme with f x f y f z 1:0, the diamond scheme with f x f y f z 0:5, and the exponential scheme with
where is the optical thickness.
To access the numerical uncertainty, artificial physical models such as a two-dimensional rectangle containing a participating medium with normal and oblique laser incidence are adopted (see Figs. 1 and 2 ). Detailed information on these two models can be found in [9, 12] .
According to the definition of information entropy [16] , an error indicator can be defined as
where pi; j is the probability of temperature increasing due to numerical scattering, if any, in the region without laser incidence, according to specific temperature ranges. To obtain information entropy, the RTE is first solved by FVM, and temperature distribution is also obtained. In the region without laser incidence, the following expression for temperature increment is defined:
Since there are a number of T i;j values, they should be arranged by different ranges, and in the current study, all of the T i;j values are sorted to three ranges, i.e., 0; minT i;j ; minT i;j ; minT i;j maxT i;j 2 minT i;j maxT i;j 2 ; maxT i;j
Then the probability of temperature increasing or falling into a specific range can be determined. Furthermore, all of probabilities can be summed over all grid points according to Eq. (7).
III. Results and Discussion
In the following example, radiative properties and other computing parameters are the same as those in [12] , i.e., a 1 m 1 and s 0; emissivities of the four interfaces are all 0.8, with 10:6 m, " w 0, and w 0:8. In addition, temperature increment ranges are set according to the results from FVM calculations.
For the MCM, the information entropy H values for the cases of NX NY 5 5, 10 10, and 20 20 are equal to 0.0. As a statistical method, MCM has high accuracy, which suffers no numerical uncertainty caused by spatial and angular discretization numbers. In this sense, it has the minimum H value, the results of which can be adopted as the reference data for evaluating the uncertainties of FVM. In addition, to see that the results are independent of grid number, results in [9] can be reviewed in order to see verification of the computational program and the effect of grid number for unit optical thickness.
H values for different angular discretization and spatial grid values for FVM in the cases of normal laser incidence and oblique laser incidence are shown in Tables 1 and 2 , respectively. It can be seen that the uncertainty for FVM is affected by the interplay of angular discretization and spatial grid values simultaneously; i.e., if a higher accuracy is expected for FVM, a good compromise between both kinds of value is necessary. With increasing grid values, H decreases, which means fewer errors are generated. Table 3 and 4 display H values for different spatial discretization schemes, with a fixed N N' of 20 28 for different spatial grid values, in the cases of normal laser incidence and oblique laser incidence, and for the step scheme (FVM1), diamond scheme (FVM2), and exponential scheme (FVM3). It can be seen that the degree of uncertainty from best to worst is FVM2, FVM3, and FVM1, i.e., the diamond scheme, the exponential scheme, and the step scheme.
When is chosen to be 0.1, 1.0, 2.0, 5.0, and 10.0, with NX NY 10 10 and N N' 20 28, for MCM and FVM in the case of normal laser incidence, H is computed as shown in Fig. 3 . In the case of oblique laser incidence, the trends are similar, so that figure has been omitted for brevity.
It can be seen that for varying from 0.1 to 1.0, there is small variation in H and when > 0:1, H has an abrupt change. Although there is some change for oblique laser incidence, the trends are almost the same.
IV. Conclusions
Based on the definition of information entropy, an error indicator H is defined to evaluate and compare uncertainties caused by different factors in FVM for solving the RTE, which is proven to be an effective approach. MCM has the minimum values for H, which indicates that it suffers minimum uncertainty caused by spatial and angular discretization values. The information entropy indicator also shows that the uncertainty for FVM is affected by the interplay of angular discretization and spatial grid values simultaneously. H is also affected by different spatial discretization schemes to a large degree. In addition, information entropy is also affected by the spatial discretization scheme, with the diamond scheme being best, then the exponential scheme and step scheme, in rank order. Information entropy also varies with the amount of absorption, which can produce a large degree of uncertainty. 
