Abstract. We construct infinitely differentiable solutions of the functional
Introduction
Functions F, G satisfying (1) F(x+l) = eF (x) and (2) G(ex) = G(x) + 1 are called generalized exponential and logarithmic functions, respectively. They are important in numerical analysis, where they are used in a new system of computer arithmetic which has significant advantages over floating-point arithmetic, including freedom from overflow and underflow, and a more satisfactory error measure. Details of this can be found in [1] and [2] . More generally, solutions of the Abelian functional equation
where d> is a given function mapping a set X to itself, are important in studying the flow on X determined by qb. This is because the inverse function g (suitably defined) satisfies (4) g(4>(x)) = g(x) + I, and the composition 4>t(x) = f(g(x) +1), / e R, satisfies the formal identities <f>0(x) = x,4>x(x) = (p(x), and <t>t+u(x) = (f>t((f>u(x)).
In the case X = C, cp(x) = ex -1, the author showed [7] that (3) has a nonconstant entire solution. Mapping properties of this function and its inverse in C can be found in [9] . Numerical values are calculated in [6] , and by a different method in [8] .
The case X = C, <f>(x) = ex is of particular interest and difficulty owing to the absence of a real fixed point and the complicated nature of the trajectories of the exponential function, as is shown for instance in [3] . The existence of a real-analytic solution of (2) in this case was proved by Kneser [5] , but that method did not allow numerical values to be calculated.
In this paper we show how to construct a C°° solution of (2) by the use of a C°° auxiliary function h which satisfies
The numerical values of h are easy to calculate since the iterative procedure by which it is defined is rapidly convergent. Section 2 gives the construction of h and shows that it has the required properties. It is not clear whether h can be continued analytically off the real axis: if this were possible, then we could relate our solution to the one found by Kneser. This function h is composed with the solution g (which is known from [7] and [8] ) of g(ex -1) = g(x) + 1, to give the required G = g °h. The major difficulty arises in the calculation of g and this is discussed in §3.
Numerical values of G are calculated in the range [0,1]; values outside this range can be found from the functional equation.
Other approaches to the problem which have been considered are discussed and compared in §4.
The auxiliary function
The required properties of h are stated in Lemmas l(iii), 2 and Theorem 1.
These results may be taken on trust by a reader who wants to proceed directly to §3. We begin with the definition. Definition 1. For x e R, let h0(x) = x, hx(x) = log(l +ex), and generally for n > 1,
We shall use the notations l(x) = log(l + x), f-nX for the «th iterate of /, and xn = exp[n](x). In this notation hn(x) = l["\xn).
Lemma 1. (i) Each hn is increasing and real-analytic,
(ii) for all x, and n> 1, hn(x) > hn_x(x), and (iii) the limit h(x) = limn^oohn(x) exists, is continuous and satisfies x < h(x) <x + e~x for all x e R.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Proof, (i) is evident since both ex and l(x) = log(l + x) are increasing and real-analytic. For (ii) we see that for all n > 0 we have
since linX is increasing, and the result follows.
For (iii) observe that for x > 0,
which is a positive decreasing function, bounded above by 1/(1 + x).
But for all « > 1 we have xn > 0, and so from the mean value theorem applied to the above expression for hn+x(x) we obtain on putting kn = log(l + l/xn+x) that
In particular, we have the weaker inequality hn+x(x)<hn(x) + l/xn+x, and since the series ¿^ 1 ¡xn converges with extreme rapidity, we deduce the uniform convergence of the sequence (hn), the continuity of h(x), and the estimate h(x) = x + 0(e~x) as x -* oo. It remains to prove the sharper inequality stated in (iii). It is enough to do this for x > 0, since for x < 0, h(x) is increasing while x+e~x is decreasing. From (5) we have oo A(x) <x + log(l+0 + £{log(l + l/x"+1)}/(l+*") 1 <x + log(l+e-x) + if^l/xn+xy(l+ex), which we want to be < x + e~x. Hence, putting u = ex > 1, we want
We show this by proving that A < 1/(2«) < B.
Note that eu >e -l+u for u > 1, and so e [2] (u) > ee+u ', and similarly e[n](u) > e[n](l) ■ eu~x for all n > 1. Thus, oo A < e1_"£ l/e[n\l)< ex~u/2 < 1/(2«). i
For the other half of the required inequality, we have
and the result follows since the sum of the series is positive. D Lemma 2. For all x e R, h(ex) = e (x) -1, and h is the unique solution of this functional equation which has the additional property that x < h(x) < x + constant, for x > 0.
Proof. The functional equation is immediate since
Let g be any other solution with x < g(x) < x + C. Then
the second term tends to zero as in Lemma 1, and the proof is complete. D Note. The uniqueness result evidently holds under very much less restrictive conditions. Lemma 3. (i) For all x e R and n > 1, we have 0 < h'n(x) < 1.
(ii) Both h and all hn are convex.
(iii) h is differentiate on R, and h'(x) = cxpiJT/(xn-h(xn))\.
Also, 0 < h'(x) < 1 and 1 -h'(x) = 0(e~x) as x-n».
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Proof, (i) We have 0 < h\ (x) < 1 by inspection, and for n > 1
from which (i) follows by induction since hn(x) > x.
(ii) The convexity of hn (and thus of h also) follows from (i) and
(iii) Since h is convex, there is an at most denumerable set Dx such that h'(x) exists for all x e R \ Dx : also h' must have a limit as x -> oo through R \ Dx, and this limit must equal 1 to satisfy Lemma 1 (iii) -For some larger (but still denumerable) set D2 we can suppose that h'(x) and h'(xn) exist for all x e R \ D2 , n > 1. Proof. Since xx = ex , xn = exp(xn_x), we have-
But for all x > 0, both x and x2 are < ex , so xxx2 < x\ , xxx2x3 < x2lxi < x3, and generally Proof. We show inductively that h is k times differentiable and that both 1 -h'(x), and h (x) for k > 2, are 0(e~x) as « -> oo . Lemma 3(iii) gives the case & = 0. For the general case, let S(x) = Y^(xn -h(xn)), so we already know that S(x) = 0(e'x) as x -oo, and that h'(x) = eS{x).
It follows that S is differentiable with
where the series converges and its sum is 0(e~x) by comparison with Ya? e~X"(xn) ' usm8 Lemma 4. Hence h is twice differentiable, h"(x) = eS(x)S'(x), and this also is 0(e~x). Now 5 is twice differentiable and
where the convergence of the series is assured by Lemma 4.
We proceed inductively in this way. Having shown that S is k -1 times differentiable and that S(k~x)(x) = 0(e~x), the existence of h(k) is deduced from h = e by k -1 differentiations, each term being again 0(e ). Then from S(x) = /Zo^-*« ~ n^xn)) we see °y ^ differentiations and a suitable majorization from Lemma 4 that S ' exists and is 0(e~x) as n -> oo. This completes the proof of Theorem 1. D
Values of generalized logarithms
We construct a generalized logarithm as the composition G = g o h , where h is the auxiliary function defined in §2, and g is defined on ÇI = C\ (-oo, 0] as follows.
Let l(z) = log(l + z) (the principal value on C \ (-co, -1] ), let zQ = z, and for n > 1, let zn = l(zn_x) : zn = l[n](z) in the notation of §2. Then it can be proved (essentially as in [4] ) that zn -> 0 as «-»oo, and that the limit
exists locally uniformly on Q and satisfies g(l(z)) = g(z)-l, zea.
The restriction of £ to (0, oo) is the function we require. The above limit is attained too slowly to be of use for numerical calculation; however, if we take further terms in the asymptotic expansion of 2/zn we obtain (6) we obtain a quadratic equation for Wn with one large spurious root and a small root which gives the required value of Wn and so of g.
In Table 1 we give the value of g (I) found in this way for successively larger values of n. The values were calculated in quadruple-precision arithmeticonly the most significant figures are shown.
For the accuracy we may argue heuristically as follows. Each successive row in the table corresponds roughly to a doubling of n , and gives one extra digit in agreement between successive calculated values: this is consistent with the 0(logn/n) form of the error term in (6) . This persists until around n = 106, at which time accumulated errors from the iteration of l(x) start to overwhelm all other contributions. This makes it reasonable to conjecture that the first fifteen or so leading figures in the last rows of Table 1 are correct.
For higher accuracy one could either take additional terms in the asymptotic expansion (6), or a more accurate routine for logarithms, though both of these possibilities leave unanswered the question of the actual precision of the calculated values of g as defined by its iterative limit.
The same phenomenon is observed for other values of x, and values of g(x) found in this way are given in Table 2 .
The calculation of the auxiliary function h presents no comparable difficulty. The estimate 0 < h x(x) -hn(x) < l/*"+1 established in Lemma 1 shows that hN(x) is already a sufficient approximation to h(x), where .¡V is the least n with xn > 174 (when xn+x > 1075 ): for any real x, N < 5. The values of the required generalized logarithm are then calculated as the composition G = goh . Table 3 gives the normalized values G(x) = G(x)-G(0) for x = 0(0.1)1. The extra values in the neighborhood of jc = 0 enable Cr'(0) to be estimated, for use in the final section where it is compared with the value found by other means.
Other methods
One easy way to construct a solution of equation (2) is to define G(x) = x for 0 < x < 1 and use the functional equation to extend the definition to the By contrast, the value of G'(0) from Table 3 is 0.915356365 using a 3-point, and 0.91536681 using a 5-point formula. This discrepancy in only the fourth decimal place seems to indicate that the matrix method, if it converges at all, may converge to a different solution of (2) .
The values of G(x) found by the matrix method when N = 40 are in Table  4 and show similar differences from those in Table 3 . Table 4 G License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use These differences cannot be explained without at least a proof of convergence of the matrix method. And we cannot identify our function defined by the iteration method of §3, with Kneser's function defined by conformai mappings, without an extension of the domain of the function h to include nonreal values. Until both these difficulties have been overcome, the possibility remains that either two or three distinct generalized logarithms have been constructed.
