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We are concerned with shape optimal design of composite materials with periodic microstructures.
The homogenization approach is applied to obtain the computationally feasible macromodel. The
microstructural geometrical details of the microcells (such as lengths and widths of the different
layers forming the cell walls) are considered as design parameters. They have a tremendous im-
pact on the macroscopic behavior of the final produced composites. Our purpose is to find the best
material-and-shape combination in order to achieve the optimal performance of the materials. The
objective functional depends on the state variables describing the operational mode and the de-
sign parameters determining the shape. Our PDE constrained optimization routine is based on the
elasticity problem as a state equation and additional equality and inequality constraints which are
technically or physically motivated. The discretization of the PDE constrained optimization prob-
lem typically gives rise to a large-scale nonlinear programming problem. Primal-dual Newton-type
interior-point methods are used for the numerical solution. The inequality constraints are treated by
parameterized logarithmic barrier functions. The algorithm relies on an application of the adaptive
path-following predictor-corrector method, inexact Newton solvers, and the all-at-once optimization
approach. Numerical experiments are presented and discussed.
1 Introduction
This paper concerns an optimal shape design of periodic microstructural mate-
rials. In particular, we consider microcellular silicon carbide ceramics obtained
by biotemplating which is a new technology used in the materials science to
produce innovative devices and systems from biological materials. Our ceramic
materials are derived from naturally grown wood by a two-step process involv-
ing pyrolysis of the wood, which results in a graphite-like carbonized preform,
and a subsequent infiltration by liquid or gaseous silicon. The individual pro-
cessing steps are shown in Figure 1.
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Figure 1. Processing scheme of SiSiC- and SiC-ceramics
The first step involves drying of the wood samples at 700C for about 15h
followed by pyrolysis in N2-atmosphere at 1800
0C taking approximately four
hours. The weight loss of the wood preforms due to pyrolysis is in the range
between 60% and 80% (e.g., ebony 64.6%, balsa 73.5%, and pine 73.8%). This
goes along with an anisotropic shrinkage of about 40% in tangential, 30% in
radial and 20% in axial direction which depends on the composition of the
different cells in the tissue and the different orientation of the cellulose fibres
in the cell walls. The total porosity of the resulting graphite-like carbonized
preform is approximately 25% less than the initial porosity of the dried wood
and features a multimodal pore size distribution with pores of a diameter
between 1µm to 200µm. The second stage of biotemplating consists of an
infiltration of the biocarbon preforms by liquid or gaseous silicon at 16000C.
After infiltration, the carbon structure is partially or completely converted into
SiSiC-material (liquid infiltration) or β-SiC ceramics (gas infiltration). Note
that despite the shrinkage and the change in porosity, the porous microstruc-
tures retain after the processing, see, Figure 2 (left) in case of a pyrolyzed pine
specimen and Figure 2 (right) for a silicon-gas infiltrated pine preform.
The mechanical behavior of the final ceramics is largely determined by the
geometry of its microstructure which can be very precisely tuned during the
biotemplating process. The ultimate goal is to determine these microstructural
details in such a way that an optimal mechanical performance is achieved with
respect to merit criteria depending on the specific application. From a math-
ematical point of view, this amounts to a shape optimization problem where
the state variables are the displacements subject to the underlying elasticity
equations, and the design variables are the geometrical quantities determin-
ing the microstructure. Since a resolution of the microstructure is numerically
cost-prohibitive, we perform homogenization techniques, assuming periodically
3Figure 2. Microcellular biomorphic silicon carbide ceramics derived from natural wood: pyrolyzed
pine template (left) and silicon-gas infiltrated pine (right)
distributed microcells, and apply state-of-the-art optimization methods to the
homogenized model.
The paper is organized as follows: In Section 2 we elaborate on the homog-
enization technique that provides a macromechanical model where the com-
ponents of the homogenized elasticity tensor reflect the microstructural de-
tails. In Section 3 we formulate the shape optimization problem subjected by
equalities and inequalities constraints. Path-following interior-point method
by means of an adaptive predictor-corrector type continuation algorithm is
presented in Section 4 for the numerical solution of the optimization problem.
Some numerical results are discussed in Section 5. Section 6 summarizes the
results and gives concluding remarks.
2 Homogenization
Homogenization is a powerful mathematical tool to provide a model that ap-
propriately describes the macroscopic behavior of periodically distributed mi-
crostructures. The standard approach relies on a two-scale asymptotic analysis
(cf., e.g., [3, 5, 11,15]).
As an idealization of the microstructure of the final silicon carbide ceramics,
we assume the microcells to be periodically distributed and consider a spec-
imen of macroscopic length L occupying a bounded domain Ω in Euclidean
space lR2. The periodicity cell Y is supposed to be of microscopic length ℓ≪ L
consisting of a pore and different layers of materials, carbon (C) and silicon
carbide (SiC), forming the cell walls (cf. Figure 3):
Y = Pore ∪ SiC ∪ C (SiC/SiSiC-ceramics)
Y = Pore ∪ SiC (pure SiC-ceramics) .
Denoting by X the position vector, we introduce a macroscopic (slow) vari-
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Figure 3. Periodicity cell Y : SiC-ceramics (left) and pure SiC-ceramics (right)
Table 1. Young’s modulus and Poisson’s ration
Young’s modulus (GPa) Poisson’s ratio
carbon 10 0.22
silicon carbide 410 0.14
able x and a microscopic (fast) variable y according to
x = X/L (macroscopic (slow) variable)
y = X/ℓ (microscopic (fast) variable)
(1)
and refer to the ratio of the slow and the fast variable ε := x/y = ℓ/L≪ 1 as
the scale parameter. We assume linear elasticity in the periodicity cell Y
− div σ(X) = F(X) in Y (2)
with periodic boundary conditions on ∂Y , where F stands for the load vector
and the stress tensor σ = (σij)
2
i,j=1 is related to the linearized strain tensor
e(u) = 0.5(∇u + (∇u)T ) by Hooke’s law
σ = E e(u). (3)
Here, u = (u1, u2)
T denotes the displacements vector andE = (Eijkℓ)
2
i,j,k,ℓ=1
stands for the symmetric elasticity tensor which in case of plane stresses is
given by 
E1111 E1122 0E2211 E2222 0
0 0 E1212

 = E
1− ν2

 1 ν 0ν 1 0
0 0 1− ν

 , (4)
where E and ν refer to Young’s modulus and Poisson’s ratio, respectively.
Note that the coefficients Eijkℓ of the elasticity tensor E are discontinuous
across material interfaces (see Table 1 which contains the values of E and ν
5for the different materials).
We now consider the elasticity problem in the dimensionless macroscopic
description, i.e., with regard to the macroscopic slow variable x. The displace-
ment vector depends on the scale parameter ε and is denoted by uε. Assuming
prescribed normal stresses t on ΓT ⊂ ∂Ω (see Figure 4) and prescribed dis-
placements g on ΓD ⊂ ∂Ω, where ∂Ω = ΓT ∪ ΓD , ΓT ∩ΓD = ∅, the elasticity
problem reads as follows:
− div σε(x) = f(x) in Ω, (5)
n(x) · σε(x) = t(x) on ΓT , (6)
uε(x) = g(x) on ΓD, (7)
where n refers to the unit outward normal and uε(x) := u(x/ε) , σε(x) :=
Eε(x)e(uε(x)), and Eε(x) := E(x/ε) = E(y). For simplicity, in the sequel we
assume g = 0.
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Figure 4. Domain occupied by microscopic homogenized material
We perform the double scale asymptotic expansion
uε(x) = u
(0)(x, y) + εu(1)(x, y) + ε2u(2)(x, y) + . . . , (8)
where the vectors u(i)(x, y) , i ≥ 0, are Y−periodic in y, i.e., take equal values
on opposite sides of Y . Since y = ε−1x, we can use the following differential
6rules
d
dx
G
(
x,
x
ε
)
=
∂G(x, y)
∂x
+ ε−1
∂G(x, y)
∂y
.
In what follows, the subscripts x and y indicate the partial derivatives with re-
spect to the space variables x and y, respectively. Then, the elasticity equation
(5) reads
− divx (E(y)ex(uε)) = f(x). (9)
Replacing the solution uε from (8) in equation (9), one gets
− (divx + ε−1divy) {E(y)((ex(u(0) + εu(1) + ε2 u(2))+
ε−1ey(u
(0) + εu(1) + ε2 u(2))
)}
= f(x),
which yields
− (divx + ε−1divy) {E(y)(ε−1ey(u(0)) + ex(u(0)) + ey(u(1))+
ε(ex(u
(1)) + ey(u
(2))) + ε2ex(u
(2))
)}
= f(x).
Identify now the same powers of ε we arrive successively at the following
problems
A1u
(0) = 0, (10)
A2u
(0) +A1u
(1) = 0, (11)
A3u
(0) +A2u
(1) +A1u
(2) = f(x), (12)
where the operators Ai, i = 1, 2, 3, are defined as follows
A1 := − divy (E(y) ey) ,
A2 := − divy (E(y) ex)− divx (E(y) ey) ,
A3 := − divx (E(y) ex) .
The solution u(0)(x, y) of (10) is Y -periodic in y and A1u
(0) = 0. Hence,
u(0)(x, y) is independent of y, i.e., u(0)(x, y) = u(0)(x). Taking into account
7that ey(u
(0)(x)) = 0 the problem (11) results in
divy
(
E(y)ex(u
(0))
)
+ divy
(
E(y)ey(u
(1))
)
= 0. (13)
We look for u(1)(x, y) as a linear vector function of ex(u
(0)) in the form
u(1)(x, y) = −ξ(y)ex(u(0)(x)) + u¯(1)(x), (14)
where u¯(1)(x) is an arbitrary function of x, ξ(y) = ξ(y1, y2) is a third or-
der tensor, y−depending and periodic in each argument, i.e., ξklp (y1, y2) are
supposed Y -periodic functions, p, k, l = 1, 2. From (13) and (14) one gets
divy
(
E(y)−E(y)ey(ξkl)
)
= 0. (15)
ξ(y) is defined up to an additive constant. For uniqueness we choose ξ(y)
having zero mean value in Y , i.e., < ξ(y) >= 0, where the volume average
symbol is defined as
< ∗ >:= |Y |−1
∫
Y
∗ dY.
We solve then the equation (12) to find u(2)
A1u
(2) = f(x)−A3u(0) −A2u(1). (16)
Compatibility condition for existence of a periodic solution u(2) is given by
the Fredholm equality∫
Y
(
f(x)−A3u(0) −A2u(1)
)
dy = 0, ∀x.
Successively we get
−
∫
Y
divx
(
E(y)ex(u
(0)) + E(y)ey(u
(1))
)
dy = |Y | f(x). (17)
Replacing (14) in (17) and taking into account that ey(u¯
(1)(x)) = 0 the fol-
lowing expression holds
− divx
((∫
Y
(E(y)−E(y)ey(ξkl) dy
)
ex(u
(0))
)
= |Y | f(x). (18)
8Therefore, from (5) and (18), the homogenized elasticity tensor has the form
EH =
1
|Y |
∫
Y
(
E(y)−E(y)ey(ξkl)
)
dy =< E(y)−E(y)ey(ξkl) >,
which by using summation on repeated index may be written in the sense of
distributions as follows
EHijkl =
1
|Y |
∫
Y
(
Eijkl(y)−Eijpq(y)
∂ξklp
∂yq
)
dy, (19)
where ξkℓp ∈ H1per(Y ), k, ℓ, p = 1, 2, is the Y -periodic solution of the cell
problem
∫
Y
Eijpq(y)
∂ξkℓp
∂yq
∂Φi
∂yj
dy =
∫
Y
Eijkℓ(y)
∂Φi
∂yj
dy , Φ ∈ (H1per(Y ))2 . (20)
Theorem. Let uε ∈ H10,ΓD(Ω) := {v ∈ (H1(Ω))2 | v|ΓD = 0} be the weak
solution of the elasticity problem (5)-(7) with g = 0, i.e.,∫
Ω
(Eε)ijpq(x)
∂(uε)p
∂xq
∂(vε)i
∂xj
dx =
∫
Ω
f · vε dx+
∫
ΓT
t · vε ds , vε ∈ H10,ΓD(Ω),
where here and in the sequel we adopt Einstein’s summation convention.
Then, the sequence (uε)ε>0 converges weakly to u
(0) ∈ (H1(Ω))2 as ε goes
to 0, where the homogenized displacement vector u(0) only depends on x and
is the weak solution of the homogenized elasticity problem
− div σ(x) = f(x) in Ω, (21)
n(x) · σ(x) = t(x) on ΓT , (22)
u(x) = 0 on ΓD. (23)
Here,
σ(x) = EHex(u
(0)(x)) , x ∈ Ω, (24)
where EH = (EHijkℓ)
2
i,j,k,ℓ=1 stands for the homogenized elasticity tensor with
coefficients EHijkℓ given by (19).
9Proof: The assertions can be deduced following the lines of proof as in [3].
The computation of ξ = (ξkℓp )
2
k,ℓ,p=1 as the solution of (20) cannot be done
analytically for general configurations, but requires the use of numerical tech-
niques.
3 Shape optimization
Shape optimization is by now a well established discipline in structural opti-
mization (cf., e.g., [4, 7, 14, 16] and, in particular, [1] for shape optimization
by homogenization). In this paper, the design objective involves an objective
functional J = J(u,α) depending on the state variables u = (u1, . . . , uN )
T ,
which are the nodal values of the components of the discrete displacement vec-
tor, and the design variables α = (α1, . . . , αM )
T chosen as the microstructural
data determining the geometry of the periodicity cell (widths and lengths of the
different layers forming the cell walls). Depending on the specific application,
the objective functional can be chosen according to the various optimality cri-
teria, for instance, loading (bending, tension, torsion), mechanical properties
(minimum compliance), technological properties (minimum weight), thermal
or economical specifications.
For a given objective functional J , the optimization problem can be stated
as follows: Find (u,α) ∈ lRN × lRM such that
J(u,α) = inf
v,β
J(v,β) (25)
subject to the equality constraints
A(α)u = f , (26)
c(α) :=
M∑
i=1
αi = C , (27)
where (26) represents the discretized elasticity equations and (27) reflects a
global constraint due to the geometry of the periodicity cell.
We further consider the inequality constraints
α
(i)
min ≤ αi ≤ α(i)max , 1 ≤ i ≤M , (28)
which are given in terms of technologically motivated lower and upper
bounds for the design parameters. We note that the stiffness matrix A(α) =
(anm(α))
N
n,m=1 and the load vector f ∈ lRN in (26) are given by
10
anm(α) =
∑
K∈Th
∫
K
EHijkℓ(α)
∂ϕmk
∂xℓ
∂ϕni
∂xj
dx , 1 ≤ n,m ≤ N , (29)
bn =
∑
K∈Th
[
∫
K
f · ϕn dx+
∫
∂K∩ΓT
t · ϕn ds] , 1 ≤ n ≤ N , (30)
where (ϕn)Nn=1 denotes the basis of the linear space (S0,ΓD(Ω;Th))2 of vec-
tor fields whose components are continuous, piecewise linear finite elements
with respect to the simplicial triangulation Th of the computational domain Ω
vanishing on ΓD ∩ Th.
We further note that the dependence of the coefficients EHijkℓ(α) of the
homogenized elasticity tensor on the design variables cannot be computed
analytically. In order to provide a sufficiently smooth dependence, which is
needed within the solution of the shape optimization, we choose a uniform
grid
Πk := { α = (α(1), . . . ,α(M)) | α(i)j = α(i)min + jki(α(i)max − α(i)min) ,
0 ≤ j ≤ mi , ki = (α(i)max − α(i)min)/mi , 1 ≤ i ≤M } ,
of
M∏
i=1
[α
(i)
min, α
(i)
max] ⊂ lRM , compute the coefficients for α ∈ Πk as the solution
of the finite element discretized periodicity cell problems (20), and determine
EHijkℓ(α) as the multivariate spline interpolant with respect to the partition
Πk.
The thus discretized shape optimization problem is solved by a one-shot
method, also called all-at-once or all-in-one approach, where in contrast to
more traditional optimization strategies the numerical solution of the dis-
cretized state equations (26) is an integral part of the optimization routine.
4 Path-following interior-point methods
Recently, primal-dual Newton-type interior-point methods have been used for
the solution of nonlinear programming problems (cf., e.g., [6, 9, 10, 18]). We
apply the path-following primal-dual approach based on adaptive continuation
method by predictor-corrector steps.
The interior-point aspect is to couple the inequality constraints (28) by
11
logarithmic barrier functions
B(µ)(u,α) := J(u,α)− 1
µ
M∑
i=1
[log(αi − α(i)min) + log(α(i)max − αi)] , (31)
where ρ := 1/µ > 0, µ → ∞, is the barrier parameter. This leads to the
following parameterized family of equality constrained minimization subprob-
lems
inf
u,α
B(µ)(u,α) (32)
subject to
A(α)u = f , c(α) = C . (33)
Assume that the sufficient smoothness of the objective functional, regularity
of the equality and active inequality constraints, strict complementarity, and
first and second order Karush-Kuhn-Tucker (KKT)-conditions are satisfied. It
was proven (cf., e.g., [18]) that for sufficiently large µ > 0 the subproblems
(32)-(33) admit unique solutions (u(µ),α(µ)) which converge to a strict local
minimum (u,α) of (25)-(28) as µ→∞.
The primal-dual aspect is to couple the equality constraints (33) by La-
grangian multipliers λ for the discretized state equations and η for the geo-
metrical constraint resulting in the saddle point problem
inf
u,α
sup
λ,η
L(µ)(u,α,λ, η) , (34)
where the Lagrangian is given by
L(µ)(u,α,λ, η) := B(µ)(u,α) + λT (A(α)u− f) + η (c(α)− C) . (35)
The Karush-Kuhn-Tucker conditions with respect to (34) read as follows
F(µ)(ψ) := F(ψ(µ), µ) = ∇L(µ) = 0, (36)
where∇L(µ) =
(
L
(µ)
u , L
(µ)
α , L
(µ)
λ
, L
(µ)
η
)T
is the gradient of the Lagrangian func-
tion L(µ) with respect to ψ := (u,α,λ, η)T . Denoting by e := (1, . . . , 1)T the
vector of all ones, D1 := diag (αi − α(i)min), and D2 := diag (α(i)max − αi), the
12
diagonal matrices, we have
L
(µ)
u = ∇uJ +A(α)Tλ = 0 ,
L
(µ)
α = ∇αJ + ∂α(λTA(α)u) + η∇αc(α)− µ−1D−11 e+ µ−1D−12 e = 0 ,
L
(µ)
λ
= A(α)u− f = 0 ,
L(µ)η = c(α)− C = 0 .
The central path ψ(µ) := (u(µ),α(µ),λ(µ), η(µ))T depends on the parameter
µ and solves the nonlinear system (36). For the solution procedure we apply the
adaptive path-following predictor-corrector method explained in detail in [8]
(p.248). We refer to [2] for recent applications of this method.
Predictor step: The predictor step relies on tangent continuation along the
trajectory of the Davidenko equation
Fψ(ψ(µ), µ)ψ
′(µ) = −Fµ(ψ(µ), µ). (37)
For a given approximation ψ˜(µk) at µk > 0, compute ψ˜
(0)
(µk+1), where
µk+1 = µk +∆µ
(0)
k , according to
Fψ(ψ˜(µk), µk) δψ(µk) = −Fµ(ψ˜(µk), µk), (38)
ψ˜
(0)
(µk+1) = ψ˜(µk) + ∆µ
(0)
k δψ(µk). (39)
We use ∆µ
(0)
0 = ∆µ0 for some given initial step-size ∆µ0, whereas for k ≥ 1
the predicted step-size ∆µ
(0)
k is chosen by
∆µ
(0)
k :=
(
‖∆ψ(0)(µk)‖
‖ψ˜(µk)− ψ˜(0)(µk)‖
√
2− 1
2Θ(µk)
)1/2
∆µk−1, (40)
where ∆µk−1 is the computed continuation step-size, ∆ψ
(0)(µk) is the first
Newton correction (see below), and Θ(µk) < 1 is the contraction factor asso-
ciated with a successful previous continuation step.
Corrector step: As a corrector, we use Newton’s method applied to
F (ψ(µk+1), µk+1) = 0 with ψ˜
(0)
(µk+1) from (39) as a start vector. In par-
ticular, for l ≥ 0 and jl ≥ 0 we compute ∆ψ(jl)(µk+1) according to
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Fψ(ψ˜
(jl)
(µk+1), µk+1)∆ψ
(jl)(µk+1) = −F (ψ˜(jl)(µk+1), µk+1) (41)
and ∆¯ψ
(jl)(µk+1) as the associated simplified Newton correction
Fψ(ψ˜
(jl)
(µk+1), µk+1) ∆¯ψ
(jl)(µk+1) = −F (ψ˜(jl)(µk+1) + ∆ψ(jl)(µk+1), µk+1).
(42)
For the convergence of the Newton method we use the function
Θ(jl)(µk+1) := ‖∆¯ψ(jl)(µk+1)‖ / ‖∆ψ(jl)(µk+1)‖. (43)
In case of successful convergence, we accept the current step-size and proceed
with the next continuation step. However, if the monotonicity test
Θ(jl)(µk+1) < 1 (44)
fails for some jl ≥ 0, the continuation step has to be repeated with the reduced
step-size
∆µ
(l+1)
k :=
(√
2− 1
g(Θ(jl))
)1/2
∆µ
(l)
k , g(Θ) :=
√
Θ+ 1− 1 (45)
until we either achieve convergence or for a prespecified lower bound ∆µmin
observe
∆µ
(l+1)
k < ∆µmin.
In the latter case, we stop the algorithm and report convergence failure.
At each inner iteration l = 1, 2, . . . until convergence, we apply inexact
Newton’s method for the solution of problems (41) and (42). We introduce
additional multipliers z ≥ 0 and w ≥ 0 with respect to our inequality con-
straints and instead of the complementarity conditions D1z = 0 and D2w = 0
we consider
D1z = µ
−1 e , D2w = µ
−1 e . (46)
The relations (46) are called approximate complementarity, since for µ → ∞
they converge to the complementarity conditions that hold true at optimality.
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Denoting by L
(µ)
z := D1z − µ−1e, L(µ)w := D2w − µ−1e, Z := diag(zi), and
W := diag(wi), the Newton method results in the following primal-dual system


0 L
(µ)
uα L
(µ)
uλ
0 0 0
L
(µ)
αu L
(µ)
αα L
(µ)
αλ
L
(µ)
αη −I I
L
(µ)
λu
L
(µ)
λα
0 0 0 0
0 L
(µ)
ηα 0 0 0 0
0 Z 0 0 D1 0
0 −W 0 0 0 D2


︸ ︷︷ ︸
primal-dual system


∆u
∆α
∆λ
∆ η
∆ z
∆w

 = −


L
(µ)
u
L
(µ)
α
L
(µ)
λ
L
(µ)
η
L
(µ)
z
L
(µ)
w


. (47)
Since W and Z are diagonal matrices, static condensation of the approx-
imate complementarity can be easily performed. Rearranging the unknowns
according to x := (u,λ) and y := (α, η), the resulting condensed primal-dual
Hessian system can be written as the linear system(
Kxx Kxy
Kyx Kyy
) (
∆x
∆y
)
= −
(
f1
f2
)
, (48)
where
Kxx :=
(
0 L
(µ)
uλ
L
(µ)
λu
0
)
, Kxy :=
(
L
(µ)
uα 0
L
(µ)
λα
0
)
,
Kyx :=
(
L
(µ)
αu L
(µ)
αλ
0 0
)
, Kyy :=
(
L˜
(µ)
αα L
(µ)
αη
L
(µ)
ηα 0
)
,
f1 :=
(
L
(µ)
u , L
(µ)
λ
)T
, f2 :=
(
L˜
(µ)
α , L
(µ)
η
)T
.
Here,
L˜
(µ)
αα := L
(µ)
αα + D
−1
1 Z + D
−1
2 W ,
L˜
(µ)
α := L
(µ)
α + D
−1
1 L
(µ)
z − D−12 L(µ)w .
Note that L
(µ)
uλ
= L
(µ)
λu
= A(α) is the stiffness matrix and hence, the first
diagonal block Kxx is indefinite, but nonsingular. The resulting primal-dual
linear system (48) is solved by a null-space approach using right transform-
ing iterations (originally proposed in [17]) with respect to the special block
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Figure 5. Unstructured grid generated in the domain Ω
structure of the primal-dual Hessian. Applications of this method together
with a line-search approach after computation of the Newton increments are
described in detail in [12,13].
5 Numerical experiments
In this section, we consider the problem to compute the optimal distribution of
our composite material in a given domain. Let Ω ⊂ R2 be a suitable chosen do-
main that allows to introduce surface traction t applied to ΓT ⊂ ∂Ω, as shown
on Figure 4. On the remaining portion ΓD of the boundary the displacements
g are specified.
In our numerical experiments, the domain Ω is chosen to be a circle which
corresponds naturally to a cross section of our original wood structure, see
Figure 5. Unstructured triangular grid is generated in the domain. We impose
homogeneous boundary conditions on the Dirichlet nodes and inhomogeneous
Neumann boundary conditions on the loading surface.
We consider the mean compliance of the structure defined as follows
J(u,α) =
∫
Ω
f · u dx+
∫
ΓT
t · u ds, (49)
where f is the external body force applied to Ω. The displacement vector
u = (u1, u2)
T represents the state variables, and the vector α = (α1, α2)
T
stands for the design parameters α1 and α2, the widths of the carbon- and
SiC-layers, respectively, see Figure 3.
The microcell Y is fixed as the unit square, i.e. Y = [0, 1]× [0, 1]. We stated
at the end of Section 2 that the computation of ξ = (ξkℓp )
2
k,ℓ,p=1 as the solu-
tion of (20) has to de done numerically. For this purpose, we discretize the
periodicity cell problems (20) by continuous, piecewise linear finite elements
with respect to an adaptively generated simplicial triangulation Th of Y . Note
that adaptive grid refinement pays off due to the occurrence of both reentrant
corners and jumps in the elasticity coefficients across interior interfaces (ma-
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Table 2. Convergence results: α
(0)
1 = α
(0)
2 = 0.1, C = 0.3
k α1 α2 ‖L
(µ)
λ
‖ ‖L
(µ)
η ‖ ‖L
(µ)
z ‖ ‖L
(µ)
w ‖ µ
−1 J ‖F(µ)‖
1 0.212 0.08 4.915 1.0e-3 0.831 1.141 0.144 27.47 145.2
2 0.059 0.24 20.20 1.1e-5 0.053 0.757 0.061 3.79 38.53
3 5.8e-4 0.29 4.032 8.2e-6 0.026 0.478 0.027 2.73 23.47
4 5.9e-6 0.29 2.260 4.7e-6 0.023 0.038 4.4e-3 1.94 8.57
5 9.3e-5 0.29 0.012 9.5e-9 5.1e-3 5.1e-3 9.1e-4 1.25 0.06
6 1.8e-5 0.29 2.6e-5 7.e-13 1.0e-3 1.0e-3 1.8e-4 1.25 0.05
7 3.6e-6 0.29 1.1e-5 5.e-14 2.3e-4 2.3e-4 1.3e-5 1.25 0.01
8 2.6e-7 0.29 5.6e-8 5.e-17 1.8e-5 1.8e-5 7.1e-8 1.24 2.0e-3
9 1.4e-9 0.29 3.4e-10 0.0 1.e-7 1.1e-7 2.e-12 1.24 1.9e-4
10 5.e-14 0.3 1.4e-13 0.0 3.e-12 4.e-12 3.e-21 1.24 1.0e-6
terial interfaces). Here, the grid refinement is based on the Zienkiewicz-Zhu
(ZZ) a posteriori error estimator (cf. [19]). The adaptive refinement process is
visualized on Figure 6.
Figure 6. Adaptive refinement triangulation in Y , density 84%, a) 7 adaptive levels, 1346
triangles, 697 nodes; b) 10 adaptive levels, 2888 triangles, 1480 nodes
In Table 2 we present some convergence results for initial values of the widths
of the carbon and silicon carbide layers α1 = α2 = 0.1 and a constant C = 0.3
in (27). We report the number of outer iterations k in the continuation method,
the computed values of the widths of the layers α1 and α2, the l2−norm of the
gradient of the Lagrangian with respect to the Lagrangian multipliers and the
complementarity variables, the value of the barrier parameter, the final value
of the objective functional J , and the l2−norm of the global gradient of L. We
notice that the computed value α1 of the carbon layer goes to zero, i.e. the
solid part of the body is entirely occupied by the silicon carbide layer which
is natural due to the higher stiffness of this material.
Similar computational results can be observed in Table 3 where we vary
the values of the initial widths α
(0)
1 and α
(0)
2 of the material layers and the
constant C in the equality constraint (27). We present in this table the final
number of outer iterations k, the computed widths of the carbon- and SiC-
layers (respectively, α1 and α2), the final value of the barrier parameter µ
−1,
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Table 3. Convergence results for biomorphic microcellular SiC ceramics
α
(0)
1 α
(0)
2 C k α1 α2 µ
−1 J ‖F(µ)‖ ‖v‖
0.07 0.07 0.4 13 1.1e-11 0.4 6.3e-17 0.85 1.52e-5 e-10
0.15 0.15 0.2 12 8.7e-17 0.2 3.4e-23 2.34 1.24e-8 e-9
0.15 0.25 0.3 11 4.4e-13 0.3 2.1e-19 1.24 3.26e-6 e-6
0.25 0.05 0.4 19 1.7e-13 0.4 1.0e-21 0.85 3.16e-4 e-4
0.30 0.05 0.1 15 3.7e-17 0.1 1.0e-25 7.73 1.55e-8 e-8
0.20 0.15 0.4 11 1.7e-13 0.4 1.3e-20 0.85 1.69e-6 e-6
0.40 0.01 0.2 15 2.6e-12 0.2 3.2e-17 2.34 1.15e-5 e-6
the value of the objective functional J at the last continuation step, the l2-
norms of the gradient F(µ) of the Lagrangian function and the complementarity
multipliers v = (z,w). In the numerical experiments we initialize the barrier
parameter by µ0 = 1.
6 Conclusions
We have considered a shape optimization of biomorphic ceramic composites.
Our materials are produced using a naturally grown wood by a two-steps
processing: high-temperature pyrolysis of the wooden specimen and infiltration
reaction of the carbonized wood with a carbide forming metal, for instance,
silicon. Our purpose was to find the optimal material-and-shape distribution
in a given domain which is occupied by periodically distributed constituents.
The macroscopic homogenized model is obtained by the homogenization
approach assuming an asymptotic expansion of the solution of the nonhomog-
enized elasticity equation with a scale parameter close to zero. The lengths and
widths of the different material layers forming the cell walls are considered as
design parameters. These variables can be tuned very precisely during the pro-
cessing and have a significant impact on the macroscopic mechanical behavior
of the final ceramics. The homogenized elasticity equation is considered as an
equality constraint in the shape optimization problem. Additionally, we have
inequality constraints motivated by the microstructural geometry.
Interior-point methods have been chosen for the solution of the PDE con-
strained optimization problem. We focus on barrier methods that are used
to transform constrained problems to unconstrained ones. They typically give
rise to parameterized families of approximate subproblems whose solutions
converge asymptotically to the exact solution along centered paths. For the
parameter-dependent nonlinear system we apply a path-following predictor-
corrector strategy. For the prediction step we rely on a tangent continuation
along the trajectory of the solution of the Davidenko equation. If the predicted
step-size is too large, a correction is performed by using the Newton method
within an appropriate monotonicity test.
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