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Radiative heat transfer (RHT) between macroscopic bodies at separations that are much smaller
than the thermal wavelength is ruled by evanescent electromagnetic modes and can be orders of
magnitude more efficient than its far-field counterpart, which is described by the Stefan-Boltzmann
law. In this Letter we present a microscopic theory of RHT in van der Waals stacks comprising
graphene and a natural hyperbolic material, i.e. hexagonal boron nitride (hBN). We demonstrate
that RHT between hot carriers in graphene and hyperbolic phonon-polaritons in hBN is extremely
efficient at room temperature, leading to picosecond time scales for the carrier cooling dynamics.
Introduction.—The cooling stages of the temperature
dynamics of hot carriers in a crystal typically proceed
via energy transfer to phonons [1]. In the case of pris-
tine graphene, ultra-long cooling times, on the order of
nanoseconds, have been theoretically predicted [2, 3].
Such slow cooling dynamics is due to energy transfer to
graphene acoustic phonons via collisions that conserve
momentum. If realized experimentally, this intrinsic re-
laxation dynamics would imply notable figures of merit
for graphene-based photodetectors [4]. Unfortunately,
the cooling dynamics in “first-generation” graphene sam-
ples [5], i.e. samples deposited on SiO2, is believed
to be dominated by far more efficient disorder-assisted
momentum-non-conserving collisions between electrons
and graphene acoustic phonons [6–9]. According to the-
ory [8, 9], such “supercollisions” are due to short-range
(rather than long-range) disorder.
It is therefore not clear yet how to reach the intrin-
sic regime [2, 3]. In this respect, a natural question
arises: What is the fate of the temperature dynamics of
hot carriers in “second-generation” samples [10], where
graphene is encapsulated between hexagonal boron ni-
tride (hBN) crystals [11–16]? On the one hand, these
samples have shown nearly ideal transport character-
istics [11–16], whereby momentum-conserving electron-
acoustic phonon scattering [17, 18] fully determines dc
transport times at room temperature, at least for suffi-
ciently large carrier densities. On the other hand, hBN
crystal slabs are known to support low-loss standing
Fabry-Pe´rot phonon-polaritons [20–22]. These modes oc-
cur because hBN is a uniaxial crystal with intrinsic hy-
perbolic character [19], i.e. with in- (x) and out-of-plane
(z) components of the dielectric tensor ˆ having opposite
signs in the so-called “reststrahlen” frequency bands.
Could radiative heat transfer (RHT) to hyperbolic
phonon-polaritons in hBN significantly affect the late
stages of the cooling dynamics of hot carriers in
graphene? In this Letter we answer this question affir-
matively.
RHT between macroscopic bodies has been studied
since they early days of 1900, when Planck explained
the black-body radiation spectrum. In the regime d 
dT , where d is the separation between two bodies and
dT = ~c/(kBT ) is the thermal wavelength, RHT is due to
traveling electromagnetic (EM) waves and is controlled
by the Stefan-Boltzmann law. On the contrary, in the
limit d dT RHT is dominated by evanescent modes of
the EM field and power transfer can greatly exceed the
black-body limit (“super-Planckian” thermal emission).
Anomalous RHT between closely spaced bodies was first
studied experimentally by Hargreaves [23]. This pioneer-
ing work motivated the introduction of a general theo-
retical formalism [24], which was based on the theory of
fluctuating electrodynamics [25–27]. Near-field thermal
coupling has been intensively studied in the past both
experimentally [28–33] and theoretically [34–41].
In this work we present a theoretical study of RHT be-
tween a two-dimensional (2D) gas of hot massless Dirac
fermions (MDFs) in graphene [42] and nearby slabs of
hBN crystals. We follow an approach that differs from
fluctuating electrodynamics [24–27] and relies on a com-
bination of Fermi’s golden rule with an analytic electro-
static calculation of how phonon-polaritons modify the
instantaneous free-space photon propagator. We have,
however, checked (not shown in this work) that Eqs. (15)-
(16) can also be obtained from fluctuating electrodynam-
ics. We demonstrate that the hyperbolic nature of hBN
crystals sets an extremely efficient intrinsic pathway for
the dissipation of heat stored by graphene carriers. Cool-
ing into non-hyperbolic polar substrates has been studied
e.g. in Ref. 43. Below, we set ~ = kB = 1, unless explic-
itly stated otherwise.
Electron-photon coupling and the hBN-dressed photon
propagator.—RHT occurs because of the coupling be-
tween MDFs in graphene and the surrounding three-
dimensional (3D) EM field. This coupling is described
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2by the usual light-matter interaction Hamiltonian
Heph = e
cV
∑
q,qz,ν
j−q ·Aq,qz,ν(t) , (1)
where −e is the electron charge, c is the speed of light
in vacuum, V is the 3D quantization volume, ν =
TM,TE is the polarization of the EM field, and jq =∑
k,λ,λ′ c
†
k−q,λJk−q,λ;k,λ′ck,λ′ is the MDF particle cur-
rent operator [42]. Here, c†k,λ (ck,λ) creates (destroys)
an electron with momentum k in band λ = ±, and
Jk,λ;k′,λ′ are the matrix elements of the current operator
in the band representation. The intra-band matrix ele-
ment is Jk,λ;k′,λ = λvF
[
cos(θk,k′/2), sin(θk,k′/2)
]
, while
the inter-band one is Jk,λ;k′,λ¯ = izˆ × Jk,λ;k′,λ. Here
θk,k′ ≡ θk + θk′ is the sum of the polar angles of the
vectors k and k′ and λ¯ = −λ. Note that the current op-
erator jq (photon field Aq,qz,ν) in Eq. (1) is represented
by a 2D (3D) vector.
We now introduce the matrix element of the light-
matter interaction,
uλ,λ
′,ν
k,q,qz
=
√
2pie2
ωq,qz,ν
eν · Jk,λ;k+q,λ′ (2)
where ωq,qz,ν are the frequencies of the photonic modes,
and the second-quantized expression for the Fourier com-
ponents of the photon field,
Aq,qz,ν(t) =
√
2pic2
ωq,qz,ν
eν [a
†
q,qz,ν(t) + a−q,−qz,ν(t)] , (3)
where a†q,ν(t) (aq,ν(t)) creates (destroys) a photon with
momentum q and polarization ν at time t. The corre-
sponding 3D photon propagator
G3Dν,αβ(q, qz, t) ≡ −i
e2
c2
〈TAq,qz,ν,α(t)A†q,qz,ν,β〉 (4)
and its Fourier transform
G3Dν,αβ(q, qz, ω) ≡
∫ +∞
−∞
dt eiωtG3Dν,αβ(q, qz, t) (5)
contain all the necessary information. Here, “T” denotes
the time-ordering operator, α, β = x, y, z are Cartesian
indices, and 〈. . . 〉 denotes an average over the thermal
ensemble. For photons in free space, the propagator (5)
reduces to
G0,3Dν,αβ(q, qz, ω) = −
4pie2
(ω + iη)2 − ω2q,qz,ν
eν,αeν,β , (6)
where eν,α is the α-th component of the polarization vec-
tor corresponding to the photonic mode ν.
Because of the phonons in the nearby hBN crystals,
however, the bare propagator (6) is substantially altered.
This “dressing” can be easily captured analytically in
the non-retarded limit, where we can use the following
relation between the vector potential and the instanta-
neous electrostatic potential: ∂tAq,qz,ν = icqφ(q, qz, t),
for ν = TM. This identity implies that, in the non-
retarded limit, the 3D dressed propagator G3Dν,αβ(q, qz, t)
can be calculated from the knowledge of the 3D instan-
taneous Coulomb propagator. The latter, in turn, can
be calculated by utilizing a straightforward electrostatic
approach described in Ref. 22. Finally, the required 2D
propagator can be obtained after integrating over qz. The
end result is
Im[G2Dν,α,β(q, ω)] =

qαqβ
ω2
=m [Vq,ω] , if ν = TM
0, if ν = TE
,
(7)
where Vq,ω is the instantaneous Coulomb propagator
dressed by the presence of the surrounding hBN dielec-
tric slabs. Its frequency dependence stems from the fre-
quency dependence of the in-plane and out-of-plane per-
mittivities x(ω) and z(ω) of hBN. Explicit expressions
for Vq,ω and the permittivities x(ω) and z(ω) are re-
ported in Eqs. (A1)-(A2) below. As discussed in Ref. 22,
poles of the dressed Coulomb interaction Vq,ω yield the
dispersion relation of standing phonon-polariton modes
in the hBN slabs surrounding graphene. We now proceed
to calculate RHT between hot carriers in graphene and
the dressed EM field around graphene.
Boltzmann-transport theory of RHT.—The calculation
of the 2D dressed propagator (7) allows us to calculate
how phonon-polaritons dress the squared matrix element
of the light-matter interaction. We start by squaring the
bare matrix element in Eq. (2):∣∣∣uλ,λ′,νk,q,qz ∣∣∣2 = 2pie2ωq,qz,ν
∑
α,β=x,y
J
(α)
k,λ;k+q,λ′J
(β)
k+q,λ′;k,λeν,αeν,β
= −
∑
α,β=x,y
J
(α)
k,λ;k+q,λ′J
(β)
k+q,λ′;k,λ
×
∫ ∞
0
dω
pi
Im[G0,3Dν,αβ(q, qz, ω)] . (8)
Coupling of MDFs to phonon-polaritons is achieved by
replacing the bare propagator G0,3Dν,αβ(q, qz, ω) in Eq. (8)
with the dressed propagator G3Dν,αβ(q, qz, ω). Following
this procedure and integrating over qz, we find an effec-
tive 2D dressed squared matrix element:∣∣∣Uλ,λ′,νk,q ∣∣∣2 ≡ ∫ +∞
−∞
dqz
2pi
∣∣∣Uλ,λ′,νk,q,qz ∣∣∣2
= −
∑
α,β=x,y
J
(α)
k,λ;k+q,λ′J
(β)
k+q,λ′;k,λ
×
∫ ∞
0
dω
pi
Im[G2Dν,αβ(q, ω)] (9)
We now feed Eq. (9) to the collision integral Ik,λ in a
semiclassical Boltzmann equation ∂tfk,λ = −Ik,λ for the
3electron distribution function fk,λ [2, 3, 8, 9]. Here,
Ik,λ =
∑
k′,λ′
[
fk,λ(1− fk′,λ′)Wk,λ→k′,λ′ − fk′,λ′(1− fk,λ)
×Wk′,λ′→k,λ
]
, (10)
and the transition probability
Wk,λ→k′,λ′ = 2pi
∑
q,ν
∣∣∣Uλ,λ′,νk,q ∣∣∣2 [(nq,ν + 1)δ(∆ε− ωq,ν)
× δ(k − k′ − q) + nq,νδ(∆ε+ ωq,ν)
× δ(k − k′ + q)] , (11)
where nq,ν is the phonon-polariton distribution function
and ∆ε = εk,λ − εk′,λ′ the electronic transition energy.
We are now in the position to calculate the energy
transfer rate, which we define to be positive if Te > TL.
Multiplying both members of the Boltzmann equation by
εk,λ − µ and summing over k, λ we find an equation of
motion for the energy density E :
∂tE = −Q˜ , (12)
where the energy transfer rate is given by
Q˜ = −
∑
ν
∫
d2q
(2pi)2
∫ ∞
−∞
dω
pi
ω
[
nB(ω/TL)− nB(ω/Te)
]
× Im[χ(0)jα,jβ (q, ω)] Im[G2Dν,αβ(q, ω)] . (13)
Here, χ
(0)
jα,jβ
(q, ω) is the current-current response tensor
of a 2D system of non-interacting MDFs [44]. To obtain
Eq. (13) we assumed that both electrons and phonon-
polaritons are at equilibrium at the two temperatures
Te (electron temperature) and TL (lattice temperature),
respectively. Therefore, fk,λ and nq,ν are equilibrium
distribution functions: fk,λ ≡ nF((εk,λ − µ)/Te) and
nq,ν = nB(ωq,ν/TL), where nF,B(x) = (e
x ± 1)−1 is the
Fermi-Dirac (Bose-Einstein) distribution. The chemical
potential µ = µ(Te) is obtained by requiring the particle
density n to be time-independent.
We finally bootstrap Eq. (13) by introducing dynamical
screening at the level of the random phase approximation
(RPA) [45]. This is easily accomplished by the formal
replacement
Im[χ
(0)
jα,jβ
(q, ω)]→ Im[χ
(0)
L (q, ω)]
|ε(q, ω)|2
qαqβ
q2
+ Im[χ
(0)
T (q, ω)]
(
δαβ − qαqβ
q2
)
,(14)
where χ
(0)
L (q, ω) and χ
(0)
T (q, ω) are the longitudi-
nal and transverse current-current response functions,
and ε(q, ω) = 1 − Vq,ωχ(0)nn(q, ω), with χ(0)nn(q, ω) =
q2χ
(0)
L (q, ω)/ω
2 the density-density response func-
tion [46], is the dynamical RPA screening function [22].
0 2 4 6 8 10
q [106 cm−1]
0.00
0.05
0.10
0.15
0.20
h¯
ω
[e
V
]
0.00
0.25
0.50
0.75
1.00
(a)
0 1 2 3 4 5 6 7
q [106 cm−1]
0.00
0.05
0.10
0.15
0.20
h¯
ω
[e
V
]
0.00
0.25
0.50
0.75
1.00
(b)
FIG. 1. (Color online) Color plots of the dimensionless
function Z(q, ω) in Eq. (16) for an electron temperature
Te = 300 K and a top (bottom) hBN thickness d
′ = 9 nm
(d = 27 nm). All other heterostructure and hBN parame-
ters (phonon frequencies and lifetimes) are reported in the
Appendix below. Panel (a) n = 5.0 × 1012 cm−2. Panel
(b) n = 1.0 × 1012 cm−2. Dashed lines indicate the edges
of the graphene intra-band and inter-band particle-hole con-
tinua [42]. In panel (a), the bottom edge of the inter-band
continuum is not present since it occurs well above the hBN
reststrahlen bands for n = 5 × 1012 cm−2. In both panels,
we clearly see that Z(q, ω) is maximum at the location of the
poles of the dressed Coulomb interaction Vq,ω (standing hBN
phonon-polariton modes [20, 21]) and at the zeroes of the dy-
namical dielectric function ε(q, ω) (plasmon-phonon polariton
branches [15, 22]).
Using Eq. (14) in Eq. (13) and restoring ~ and kB, we
finally find the desired expression for the energy transfer
rate:
Q = ~
4
∫
d2q
(2pi)2
∫ ∞
−∞
dω
pi
ω[nB(ωe)− nB(ωL)]Z(q, ω) ,
(15)
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FIG. 2. (Color online) Panel (a) The cooling time τ∗ (19) as
a function of the electron density n, for different values of the
electron temperature Te. Panel (b) The cooling time τ
∗ as a
function of Te for different values of n.
where ωe,L ≡ ~ω/(kBTe,L) and
Z(q, ω) ≡ 4=m [Vq,ω] Im[χ
(0)
nn(q, ω)]
|ε(q, ω)|2 . (16)
A color plot of the real function Z(q, ω) for typical values
of microscopic parameters is reported in Fig. 1. Eqs. (15)-
(16) are the most important results of this work. The
transverse part of the current-current response function
in Eq. (7) drops out of the problem since the non-retarded
2D propagator (7) is purely longitudinal. We note that
the quantity Z(q, ω) in Eq. (16) is dimensionless and
bounded, 0 ≤ Z(q, ω) ≤ 1. The super-Planckian na-
ture of the energy transfer rate (15) stems from con-
tributions to the integral coming from phonon-polariton
modes with q  ω/c, the only natural short-wavelength
cut-off (∼ kF) for the integral being provided by the
graphene response function Im[χ
(0)
nn(q, ω)].
Cooling time and temperature dynamics.—The tem-
perature dynamics Te(t) can be calculated from the dif-
ferential equation (12), provided that we introduce the
heat capacity. Indeed, using that E = ∑k,λ(εk,λ−µ)fk,λ,
we can explicitly calculate ∂tE . We find ∂tE = Cn∂tTe,
where
Cn =
∑
k,λ
(
−∂fk,λ
∂εk,λ
) [
εk,λ − µ(Te)
]2
kBT 2e
+
∂µ(Te)
∂Te
∑
k,λ
(
−∂fk,λ
∂εk,λ
)
εk,λ − µ(Te)
kBTe
(17)
is the heat capacity at a constant density n. Using
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FIG. 3. (Color online) Panel (a) Intra-band (solid line),
inter-band (short-dashed line), and plasmon-phonon polari-
ton (long-dashed line) contributions to the cooling rate 1/τ∗.
The separate contributions to 1/τ∗ are plotted as functions
of electron density. Panel (b) A comparison between cool-
ing times for RHT into hBN (blue line) and a non-hyperbolic
crystal with identical phonon properties (grey-shaded area).
RHT into hyperbolic phonon polaritons is clearly much more
efficient. All data for τ∗ have been calculated by setting
Te = TL = 300 K.
Eq. (17), we can rewrite Eqs. (12)-(15) as Cn∂tTe = −Q.
We now note that we can formally rewrite the latter equa-
tion as
∂tTe = − Te − TL
τ(Te, TL)
, (18)
provided that we introduce τ(Te, TL) ≡ Cn(Te − TL)/Q.
Eq. (18) can be integrated numerically, as we will discuss
below. However, in the limit ∆T = Te−TL → 0, one can
expand the energy transfer rate Q for small values of ∆T
and the ratio (Te − TL)/Q does not depend on Te, i.e.
τ∗ ≡ lim
∆T→0
τ(Te, TL) =
(
1
Cn
∂Q
∂Te
∣∣∣∣
Te=TL
)−1
. (19)
In this case, Eq. (18) implies a simple exponential decay,
Te(t) = Te(0) exp(−t/τ∗) and τ∗ acquires the physical
meaning of a cooling time scale.
Numerical results for τ∗ are shown in Figs. 2 and 3. In
particular, in Fig. 2(a) we plot τ∗ as a function of carrier
density n, for different values of the electron temperature
Te = TL, while in Fig. 2(b) we plot τ
∗ as a function of
Te, for different values of n. Note that, in the limit of
n → 0, τ∗ saturates to a constant, since, in the same
limit, the heat capacity converges to a function that de-
pends only on the electron temperature (Cn ∝ T 2e ) and
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FIG. 4. (Color online) Cooling dynamics into hyperbolic
phonon-polaritons. We present typical results of the numeri-
cal solution of the complete heat equation (18), where we re-
tained the full dependence of τ(Te, TL) on Te(t). These data
have been obtained by setting Te(0) = 1000 K, TL = 1 K
(solid line) and TL = 300 K (dashed line), and n = 10
12 cm−2.
We clearly see that, for TL = 300 K, equilibration with the
lattice occurs exponentially fast.
so does ∂Q/∂Te. For most values of the electron den-
sity away from the n = 0 charge-neutrality point (CNP),
τ∗ shows a weak dependence on n, because of a can-
cellation that we now proceed to discuss. Because the
integrand in Eq. (15) is proportional to Im[χ
(0)
nn(q, ω)],
we can separate out contributions to Q that are due
to intra-band (i.e. ω < vFq) and inter-band excitations
(i.e. ω > max(vFq, 2εF/~ − vFq)). There is also a con-
tribution due to plasmon-phonon polaritons (zeroes of
ε(q, ω), Ref. 22), which we define by considering contri-
butions to the frequency integral in Eq. (15) coming from
the T = 0 Pauli-blocking gap, i.e. vFq < ω < 2εF/~−vFq.
These three contributions to the cooling rate 1/τ∗ are
shown in Fig. 3(a). We clearly see that the intra-band
contribution is dominant for most values of the carrier
density, with the exclusion of the low-density regime,
where intra- and inter-band contributions become com-
parable in magnitude. Note also that the increase with n
of the intra-band contribution is nearly exactly cancelled
by a decrease with n of the inter-band contribution. This
explains the weak dependence of τ∗ on n away from the
CNP displayed in Figs. 2(a). The contribution due to
the plasmon-phonon polariton branch is negligible. In
Fig. 3(b), we show the cooling efficiency of the process
investigated in this work by comparing RHT into hy-
perbolic phonon-polaritons (solid line) to RHT into non-
hyperpolic phonon-polaritons (grey-shaded area). The
latter is calculated by using Eqs. (15), (16), and (19) one
time with x(ω) → z(ω) in the equation for Vq,ω, and
one time with z(ω)→ x(ω). These replacements make
sure that the crystal slabs surrounding graphene are non-
hyperbolic. We clearly see that RHT into standing hy-
perbolic phonon-polariton modes is far more efficient.
Before concluding, we would like to discuss tempera-
ture dynamics in the overheating Te  TL regime. As
we have seen above, for Te ' TL the function Te(t) is an
exponential with time scale τ∗. This exponentially fast
equilibration does not occur, however, for Te  TL. In
this case, the temperature dynamics Te(t) can be found
by solving Eq. (18) with an initial condition, Te(0). In
Fig. 4(a) we show that the solution of this equation for
Te(0) = 1000 K  TL = 1 K (solid line) displays a slow
decay. Note that, even after 30 ps, the electrons are
not equilibrated with the lattice. On the contrary, for
TL = 300 K, the dynamics is exponential (dashed line).
In summary, we have presented a theory of near-
field thermal radiation transfer between hot carriers
in graphene and hyperbolic phonon-polaritons in hBN
slabs. Our theory is relevant for understanding the cool-
ing dynamics in ultra-clean encapsulated samples [10–
16], where extrinsic mechanisms [6, 7] due to disorder
are expected not to be at play. We have discovered that
hyperbolic phonon-polaritons in hBN are extremely ef-
ficient heat sinks for hot carriers in graphene at room
temperature, leading to picosecond time scales for the
carrier cooling dynamics in graphene. Within the realm
of high-quality samples, this understanding offers a path-
way to tuning cooling times by the hBN thickness, which
controls the standing phonon-polaritons shown in Fig. 1.
Thinner hBN slabs tend to lengthen the cooling time,
which is a relevant direction for greatly improving the
sensitivity of photodetectors [4].
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Electrostatics of the hBN/Graphene/hBN vertical
stack
We consider a vertical heterostructure composed of: 1)
a graphene sheet located at z = 0; 2) a homogeneous but
uniaxial insulator of thickness d′ with dielectric tensor
ˆ = diag(x, x, z) placed above graphene; 3) a homoge-
neous but uniaxial insulator of thickness d with dielectric
tensor ˆ = diag(x, x, z) placed below graphene; 4) ho-
mogeneous and isotropic insulators with dielectric con-
stants a and b filling the two half-spaces z > d
′ and
z < −d, respectively.
6` = x ` = z
`,0 6.70 3.56
`,∞ 4.87 2.95
γ` [meV] 0.87 0.25
~ωT` [meV] 170.1 92.5
~ωL` [meV] 199.5 101.6
TABLE I. Microscopic parameters entering Eq. (A2). See also
Supplementary Information in Ref. 15.
We calculate the electrical potential created by an elec-
tron sitting at the origin in graphene by following the
approach of Ref. 22. The three-dimensional displace-
ment field D(r, z) in cylindrical coordinates must sat-
isfy the condition ∇ ·D(r, z) = 0 everywhere in space.
However, the presence of an electron with charge den-
sity −eδ2(r)δ(z) at z = 0 implies a discontinuity of the
normal component Dz of the displacement field across
z = 0, while the tangential components Ex, Ey of the
electric field E(r, z) must be continuous.
Since the electric field E(r, z) is irrotational every-
where in space, we can introduce the electric potential
φ(r, z) in the four regions of space z > d′, d′ < z < 0,
−d < z < 0, and z < −d. The Laplace equation
−x∂2xφ(r, z) − y∂2yφ(r, z) − z∂2zφ(r, z) = 0 in the uni-
axial dielectrics (i.e. for d′ < z < 0 and −d < z < 0)
can be reduced [47] to an ordinary Laplace equation by
scaling x→ x/√x, y → y/√y, and z → z/√z.
Imposing the aforementioned boundary conditions and
carrying out tedious but elementary algebraic steps, we
find the following expression for the dressed 2D Coulomb
interaction on the real-frequency axis:
Vq,ω = vq
1
2
{
√
xz + (a + b) tanh
[
q
√
x
z
(d+ d′)
]
+ (b − a)
sinh
[
q
√
x
z
(d− d′)
]
cosh
[
q
√
x
z
(d+ d′)
]
+
(√
xz − ab√
xz
) cosh [q√ xz (d′ − d)]
cosh
[
q
√
x
z
(d+ d′)
] + ab√
xz
}{
√
xz + ˜ tanh
[
q
√
x
z
(d+ d′)
]}−1 (A1)
where vq = 4pie
2/[q(a + b)] and ˜ ≡ (ab + xz)/(a +
b). In the limit d
′ → 0, Eq. (A1) reduces to a recently
derived result [22].
The frequency dependence of the dressed Coulomb in-
teraction Vq,ω is due to optical phonons in the hBN
slabs [22]. Indeed, in the case of hBN, the components of
the uniaxial dielectric tensor have an important depen-
dence on frequency in the mid infrared, which is usually
parametrized in the following form
`(ω) = `,∞ +
`,0 − `,∞
1− (ω/ωT` )2 + iγ`~ω/(~ωT` )2
, (A2)
with ` = x or z. Here `,0 and `,∞ are the static and
high-frequency dielectric constants, respectively, while
ωT` is the transverse optical phonon frequency in the di-
rection `. The longitudinal optical phonon frequency
ωL` satisfies the Lyddane-Sachs-Teller relation ω
L
` =
ωT`
√
`,0/`,∞. The parameter γ` represents hBN phonon
losses (in meV).
All the calculations reported in the main text have
been done with the dielectric parameters reported in Ta-
ble I. Also, we have taken a = 1, b = 3.9, d
′ = 9 nm,
and d = 27 nm.
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