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ON INVARIANT RANDOM SUBGROUPS OF
BLOCK-DIAGONAL LIMITS OF SYMMETRIC GROUPS
ARTEM DUDKO AND KOSTYA MEDYNETS
Abstract. We classify the ergodic invariant random subgroups of block-diagonal
limits of symmetric groups in the cases when the groups are simple and the
associated dimension groups have finite dimensional state spaces. These block-
diagonal limits arise as the transformation groups (full groups) of Bratteli di-
agrams that preserve the cofinality of infinite paths in the diagram. Given a
simple full group G admitting only a finite number of ergodic measures on the
path-space X of the associated Bratteli digram, we prove that every non-Dirac
ergodic invariant random subgroup of G arises as the stabilizer distribution of
the diagonal action on Xn for some n ≥ 1. As a corollary, we establish that
every group character χ of G has the form χ(g) = Prob(g ∈ K), where K is a
conjugation-invariant random subgroup of G.
1. Introduction
Let G be a countable discrete group and let Sub(G) be the space of subgroups
of G. The set Sub(G) is compact and zero-dimensional when equipped with the
induced topology from {0, 1}G. The group G acts on Sub(G) by conjugation. A
Borel probability G-invariant measure on Sub(G) is called an invariant random
subgroup (IRS) of G. We notice that the Dirac measures supported by the trivial
subgroups {G} and {e} in Sub(G) are invariant random subgroups. More generally,
the Dirac measures correspond to normal subgroups of G. In some sense, the
invariant random subgroups can be regarded as “generalized” normal subgroups.
Suppose the group G acts on a measure space (Y, ν) by measure-preserving
transformations. Then the push-forward measure of ν under the stabilizer map
StabG : Y → Sub(G) given by StabG(y) = {g ∈ G : g(y) = y} is an IRS. In
fact, Abert-Glasner-Virag [1, Proposition 13] established that every IRS occurs
this way. Creutz-Peterson [4, Proposition 3.5] further refined this result by proving
that ergodic invariant random subgroups arise from ergodic actions.
Invariant random subgroups can be used to construct group characters for the
group in question. Recall that a character of a group G is a function f : G → C
such that (1) f(e) = 1, (2) f(ab) = f(ba) for every a, b ∈ G, and (3) f is positive
semidefinite, i.e, the matrix M = {f(gig−1j )}ni,j=1 is positive semidefinite for any
n ≥ 1 and any family of group elements gi ∈ G, i = 1, . . . , n. The classification
of group characters is equivalent to the classification of II1-factor group represen-
tations, see, for example, Dudko-Medynets [6, Section 2.3]. Given an invariant
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random subgroup ϕ of G, we can associate two characters to ϕ:
χϕ(g) = ϕ({H ∈ Sub(G) : g ∈ H}) and χ′ϕ(g) = ϕ({H ∈ Sub(G) : gHg−1 = H}).
It is natural to understand for what class of groups (1) the group characters are
always of the form χϕ or χ
′
ϕ and (2) χϕ ≡ χ′ϕ. A possibility of a strong connection
between group characters and invariant random subgroups was suggested by Vershik
[16]. Thomas-Tucker-Drob [13] classified IRSs of diagonal inductive limits of finite
symmetric groups in the cases when these groups are simple. Thomas-Tucker-
Drob’s result along with the classification of characters for such inductive limits
obtained by Leinen-Puglisi [11], Dudko [5] and for more general block-diagonal
limits by Dudko-Medynets [6] shows that group characters of diagonal inductive
limits of symmetric groups are of the form χϕ. The classification of IRSs and the
description of characters via IRSs were later obtained for the class of groups that
can be represented as increasing unions of finite alternating groups in Thomas [12],
Thomas-Tucker-Drob [13, 14], and Vershik [17].
The main result of the paper is the classification of invariant random subgroups
for block-diagonal limits of symmetric groups or, equivalently, for simple AF full
groups (see the definition in Section 2) whose associated Bratteli diagrams admit
only finitely many ergodic measures. One of the simplest examples of AF full groups
can be given as follows. Consider a sequence of natural numbers {hn}n≥0 such that
h0 = 1 and hn ≥ 2, hn divides hn+1 for every n ≥ 1. Set Xn = {0, . . . , hn − 1}.
Notice that the set Xn+1 can be represented as a disjoint union of hn+1/hn copies
of Xn. Then each element g of the symmetric group Sym(Xn) can be embedded
into Sym(Xn+1) by making it act on each copy of Xn in Xn+1 as g. Denote by G
the inductive limit of groups S(Xn) under this embedding scheme. The group G
is an example of an AF full group. The group G has a natural continuous action
on X =
∏
n≥1{0, . . . , rn − 1}, rn = hn/hn−1, preserving the tails of the sequences.
Equivalently, the space X can be viewed as the path-space of the Bratteli diagram
corresponding to the {rn}-odometer and the group G becomes the AF full group of
the odometer. In this paper, we are interested in the study of full groups of general
simple Bratteli diagrams.
The AF full groups arose from the study of orbit equivalence theory of Cantor
minimal systems developed in the series of papers Herman-Putnam-Skau [9] and
Giordano-Putnam-Skau [7, 8] and motivated by applications to the theory of C∗-
algebras. Giordano-Putnam-Skau [8, Corollary 4.11] and [7, Theorem 2.1] showed
that Cantor minimal Z-systems are strong orbit equivalent if and only if the associ-
ated AF full groups are isomorphic as abstract groups and that the isomorphism of
crossed product C∗-algebras is completely characterized by the strong orbit equiva-
lence of underlying dynamical systems. Thus, any information about the algebraic
structure of AF full groups can be used to distinguish the associated dynamical
systems and the crossed product C∗-algebras.
Let G be an AF full group and B be the associated Bratteli diagram. Denote
by X the path-space of B. Then the group G acts on X by homeomorphisms
by permuting initial segments of the infinite paths. Suppose that the dynamical
system (X,G) admits only a finite number of ergodic measures, say, µ1, . . . , µk.
Note that k ≥ 1. For a k-tuple α = (α1, . . . , αk), denote by |α| the 1-norm of α.
For α ∈ Zk≥0, denote by µα the product measure µα11 × · · · × µαkk on X |α|. Note
that µα is G-invariant under the diagonal action of G on X
|α|. By definition, X0
INVARIANT RANDOM SUBGROUPS OF FULL GROUPS 3
is a singleton and the action of G on X0 is trivial. For α ∈ Zk≥0, denote by ϕα the
stabilizer distribution of (X |α|, µα, G). Note that ϕ(0,...,0) = δ{G}. In this paper,
we prove that {ϕα : α ∈ Zk>0} are the only non-trivial ergodic IRSs the group G
possesses. The proof will rely on the classification of characters for this class of
groups established by the authors in [6].
Theorem 1.1. Let G be a simple AF full group and X be the path-space of the
associated Bratteli diagram. Suppose that the dynamical system (X,G) admits only
a finite number of ergodic measures {µ1, . . . , µk}, where 1 ≤ k <∞.
(1) For every α ∈ Zk≥0, the stabilizer distribution ϕα of (X |α|, G, µα), µα =
µα11 × · · · × µαkk , is an ergodic invariant random subgroup of G.
(2) If ϕ is an ergodic invariant random subgroup of G, then either ϕ = δ{e} or
ϕ is one of the following:
{ϕα : α ∈ Zk≥0}.
Combining the classification of the group characters established in [6] with The-
orem 1.1, we obtain the following result.
Theorem 1.2. Let G be an AF full group satisfying the assumptions of Theorem
1.1.
(1) For every character χ of G there exists a unique IRS ϕ such that
χ(g) = ϕ({H ∈ Sub(G) : g ∈ H}) for every g ∈ G.
(2) For every IRS ϕ, χϕ(g) = χ
′
ϕ(g) for every g ∈ G.
We note that the structure of the simplex of invariant measures of any Bratteli
diagram – and, thus, the structure of the IRSs for the associated full group – is
completely determined by the asymptotic/combinatorial properties of the diagram
and has been extensively studied both from the ergodic theory and operator theory
prospectives, see, for example, Bezuglyi-Kwiatkowski-Medynets-Solomyak [2] and
references therein. We note that the measures on a Bratteli diagram are in 1-1
correspondence with the states on the associated dimension group or, equivalently,
K0-group of the associated AF -algebra.
In Section 2 we give necessary background information on full groups and Bratteli
diagrams. In Section 3 we present several auxiliary results on stabilizer subgroups
of full groups and fixed point sets for actions of full groups on Bratteli diagrams.
The proofs of the main results are presented in Section 4.
2. Preliminaries
In this section we collect the notation and basic definitions that are used through-
out the paper. Since the notion of Bratteli diagrams has been discussed in numerous
recent papers, they might be considered as almost classical nowadays. An inter-
ested reader may consult the papers Herman-Putnam-Skau [9], Dudko-Medynets
[6], Bezuglyi-Kwiaktowski-Medynets-Solomyak [2] and references therein for all de-
tails concerning Bratteli diagrams and related dynamical concepts. We only give
here some basic definitions in order to fix our notation.
Definition 2.1. A Bratteli diagram is an infinite graph B = (V,E) such that the
vertex set V =
⋃
i≥0 Vi and the edge set E =
⋃
i≥1Ei are partitioned into disjoint
subsets Vi and Ei such that
(i) V0 = {v0} is a single point;
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(ii) Vi and Ei are finite sets;
(iii) there exist a range map r and a source map s from E to V such that
r(Ei) = Vi, s(Ei) = Vi−1, and s
−1(v) 6= ∅, r−1(v′) 6= ∅ for all v ∈ V and v′ ∈ V \V0.
The pair (Vi, Ei) or just Vi is called the i-th level of the diagram B. A finite or
infinite sequence of edges (ei : ei ∈ Ei) such that r(ei) = s(ei+1) is called a finite or
infinite path, respectively. We write e(v, v′) to denote a path e = (ei, ei+1, . . . , ej)
such that s(ei) = v and r(ej) = v
′. For a Bratteli diagram B, we denote by XB
the set of infinite paths starting at the vertex v0. We endow XB with the topology
generated by cylinder sets U(e1, . . . , en) = {x ∈ XB : xi = ei, i = 1, . . . , n}, where
(e1, . . . , en) is a finite path from B. Then
XB =

{en} ∈
∏
i≥1
Ei : s(ei+1) = r(ei) for every i ≥ 1


is a 0-dimensional compact metric space with respect to the product topology.
Given a Bratteli diagram B, for every n ≥ 1 denote by Gn the group of home-
omorphisms of XB that permute only the initial n segments of the infinite paths
{e1, . . . , en, en+1 . . .} ∈ XB. For each n ≥ 1 and each vertex v ∈ Vn, denote by X(n)v
the set of all infinite paths {e1, e2, . . .} such that r(en) = v. Denote by h(n)v the
number of finite paths connecting the root vertex v0 to the vertex v and denote by
E(v0, v) the set of finite paths connecting these vertices. Set X
(n)
v (e), e ∈ E(v0, v),
to be the set of infinite paths whose first n initial segments coincide with those of
e. Note that X
(n)
v (e) is a clopen set. Then for every n ≥ 1 and every v ∈ Vn, we
have that
X =
⊔
w∈Vn
X(n)w and X
(n)
v =
⊔
e∈E(v0,v)
X(n)v (e).
Denote by G
(n)
v the subgroup of G whose elements permute only the first n
segments of paths from X
(n)
v . Thus, the group G
(n)
v is isomorphic to the symmetric
group on E(v0, v), that is, G
(n)
v
∼= Sym(h(v)n ). It follows that
Gn =
∏
v∈Vn
G(n)v
∼=
∏
v∈Vn
Sym(h(n)v ).
Set GB =
⋃
n≥1Gn. Note that Gn ⊂ Gn+1 for every n ≥ 1 and GB is a locally
finite group.
Definition 2.2. Given a Bratteli diagram B, the group GB defined above is called
the full group associated to the diagram B. We will simply write G when the
diagram B is obvious form the context.
The following remark reveals the connection between algebraic properties of the
full groups and combinatorial properties of the associated Bratteli diagrams. The
proofs and the related references can be found in Dudko-Medynets [6, Section 2.1].
Remark 2.3. Let B = (V,E) be a Bratteli diagram and GB be the associated full
group.
(1) The dynamical system (XB, GB) isminimal, that is everyGB-orbit is dense,
if and only if the Bratteli diagram B is simple, that is, for every n ≥ 1 there
exists m > n such that every vertex in Vn is connected to every vertex in
Vm.
INVARIANT RANDOM SUBGROUPS OF FULL GROUPS 5
(2) The dynamical system (XB, GB) is minimal if and only if the commutator
subgroup of GB is simple, i.e., has no normal subgroups.
(3) The groupGB is simple if and only if for every n ≥ 1 there existsm > n such
that every vertex in Vn is connected to every vertex in Vm and the number
of paths between these vertices is even. We refer to Bratteli diagrams with
this property as even diagrams. In this case, the group GB coincides with
its commutator subgroup.
Fix an even Bratteli diagram B. Suppose that the dynamical system (XB, GB)
admits only a finite number of ergodic measures {µ1, . . . , µk}. For example, any
Bratteli diagrams whose number of vertices per level is uniformly bounded, say,
by K cannot admit more than K ergodic measures, see Bezuglyi-Kwiatkowski-
Medynets-Solomyak [2, Proposition 2.13].
Example 2.4. Given a Bratteli diagram B = (V,E), the incidence matrix Fn =
(f
(n)
v,w), n ≥ 1, is a |Vn+1| × |Vn| matrix whose entries f (n)v,w are equal to the number
of edges between the vertices v ∈ Vn+1 and w ∈ Vn. Consider the Bratteli diagram
B given by the sequence of incidence matrices
Fn =
(
1 1
n 1
)
.
The diagrammatic representation of B is shown in the following figure.
Figure 1. Diagrammatic representation of a Bratteli diagram.
Let h
(n)
b and h
(n)
t be the number of edges connecting the root (leftmost) vertex to
the bottom and to the top vertex of the level n, respectively. Then the full group of
the diagramB is isomorphic to GB =
⋃
n≥1Gn, where Gn = Sym(h
(n)
b )×Sym(h(n)t )
and the embedding scheme is described by the diagram B. Bezuglyi-Kwiatkowski-
Medynets-Solomyak [2, Example 5.8] showed that the dynamical system (XB, GB)
is uniquely ergodic and that
h
(n)
b = 2
(−i√
2
)n−2
Hn−2(i
√
2), n ≥ 2,
and
h
(n)
t = nh
(n−1)
b + (n− 3)h(n−2)b , n ≥ 3.
Here Hn(x) is the n-th Hermite polynomial.
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3. Stabilizer Subgroups and Fixed Point sets
In this section we establish several properties of stabilizer subgroups of full groups
and their fixed point sets.
Definition 3.1. Suppose a group G acts on a space Z. Given a group element
g ∈ G, the set FixZ(g) = {z ∈ Z : g(z) = z} is called the set of fixed points of g.
We will simply write Fix(g) when the group action is evident from the context.
Definition 3.2. Let G be the full group of a Bratteli diagram B and XB be the
path-space of B.
(1) For a closed set A ⊂ XB, denote by G◦(A) the subgroup of elements g ∈ G
such that Fix(g) = {x ∈ X : g(x) = x} contains the set A. In other words, if
g ∈ G◦(A), then g(x) = x for every x ∈ A. We note that the group G◦(A) is
supported by the complement of A. Observe that G◦(∅) = G.
(2) For a closed set A ⊂ XB, denote by F(A) be the set of subgroupsH ∈ Sub(G)
such that gHg−1 = H for every g ∈ G◦(A).
Remark 3.3. (1) We note that if A ⊂ B ⊂ X , then F(A) ⊂ F(B).
(2) Let B = (V,E) be an even Bratteli diagram, X the path-space, and G the
associated full group. Then for each clopen set A ⊂ X , the group G◦(A) is simple,
see Dudko-Medynets [5, Section 2.1].
The following lemmas establish several properties of the group G◦(A) and the
corresponding stabilizer set F(A).
Lemma 3.4. Let G be the full group of a simple Bratteli diagram B. Let X be the
path-space of B. Then for any clopen sets A,B ⊂ X with A∪B 6= X, we have that
(1) G◦(A ∩B) =< G◦(A), G◦(B) >;
(2) F(A ∩B) = F(A) ∩ F(B).
Proof. We will start by noticing that Statement (2) follows from Statement (1).
Indeed, H ∈ F(A)∩F(B) if and only if gHg−1 = H for every g ∈ G◦(A) ∪G◦(B).
Therefore, H ∈ F(A) ∩ F(B) if and only if gHg−1 = H for every g ∈ G◦(A ∩B).
To establish Part (1) of the result, we must show that the subgroups G◦(A) and
G◦(B) generate the group G◦(A ∩B). It will be convenient to work with the local
subgroups instead of G◦(A). For a clopen set C, denote by L(C) the set of elements
of G supported by the set C. Note that G◦(C) = L(X \ C). Thus, it suffices to
prove that L(C ∪ D) =< L(C), L(D) > whenever C and D are clopen sets such
that C ∩D 6= ∅.
First of all, notice that if g ∈ L(C), then g(x) = x for every x ∈ X \ C. In
particular, g(x) = x for x ∈ X\(C∪D). Hence, g ∈ L(C∪D) and L(C) ⊂ L(C∪D).
Similarly, L(D) ⊂ L(C ∪D).
Conversely, for a clopen set W , denote by Ln(W ) the set of elements of Gn
supported by W . Note that L(W ) =
⋃
n≥1 Ln(W ). We observe that for any pair
of finite sets W ′ and W ′′, the symmetrc groups Sym(W ′) and Sym(W ′′) generate
Sym(W ′ ∪W ′′) whenever W ′ ∩W ′′ 6= ∅. By minimality of (X,G), for all n large
enough and every x ∈ X , the Gn-orbit of x intersects the sets C \ (C ∩D), C ∩D,
and D \ (C ∩D). Therefore, < Ln(C), Ln(D) >= Ln(C ∪D) for all n large enough.
It follows that L(C ∪D) =< L(C), L(D) >. 
Lemma 3.5. For any clopen set A ⊂ X we have
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(1) for any x ∈ X \A, the orbit G◦(A)x is infinite;
(2) for any H ∈ Sub(G) \ F(A), the orbit G◦(A)H = {gHg−1 : g ∈ G◦(A)} is
infinite.
Proof. Since the group G◦(A) is infinite and simple, it does not admit non-trivial
actions on finite sets. Therefore, every orbit G◦(A)x, x ∈ X \A, is infinite. Anal-
ogously, we obtain that for every H ∈ Sub(G) \ F(A), the orbit G◦(A)H must be
infinite. 
Lemma 3.6. Let {Cn}∞n=1 be a decreasing family of closed sets and C =
⋂
n≥1 Cn.
Then ⋂
n≥1
F(Cn) = F(C).
Proof. The inclusion
⋂
n≥1 F(Cn) ⊃ F(C) follows from Remark 3.3. On the other
hand, assume that K ∈ F(Cn) for every n ≥ 1. Then gKg−1 = K for every
g ∈ ⋃
n≥1
G◦(Cn). Let g ∈ G◦(C). Note that the set Fix(g) ⊃ C is clopen. Therefore,
by compactness of X we obtain that there exists n such that Cn ⊂ Fix(g). Thus,
g ∈ G◦(Cn). It follows that
⋃
n≥1
G◦(Cn) = G
◦(C), which shows that K ∈ F(C). 
Lemma 3.7. Let C = {c1, . . . cm} ⊂ X be a finite set such that the orbits Gci,
i = 1, . . . ,m, are pairwise disjoint. Then
F(C) =
⋃
Z⊂C
{G◦(Z)} ∪ {{e}}.
Proof. Let K be a subgroup of G such that gKg−1 = K for every g ∈ G◦(C).
Assume that for every i = 1, . . . ,m, there exists ki ∈ K such that ki(ci) 6= ci.
In what follows, it will be convenient to write ba for aba−1. Set gm = 1. Find
gm−1 ∈ G◦(C) such that kgm−1m−1 kgmm (cl) 6= cl for l = m − 1,m. Proceeding by
induction, we can find a sequence of elements gm, gm−1, . . . , g1 from G
◦(C) such
that
kg11 · · · kgmm (cl) 6= cl for l = 1, . . . ,m.
Set k = kg11 · · · kgmm . Then k ∈ K and k(ci) 6= ci for every i = 1, . . . ,m. Addition-
ally conjugating k by elements of G◦(C) and multiplying by k−1 if needed, we can
show that for every g ∈ G there exists h ∈ K such that g(C) = h(C). Therefore,
g = g0h, where g0 ∈ G◦(C). Thus, for every q ∈ K,
gqg−1 = g0hqh
−1g−10 ∈ K,
which shows that K is a normal subgroup of G. By simplicity of G, we can conclude
that K = G or K = {e}.
If the group K stabilizes some points in C, we can find the largest subset Z ⊂ C
with K ⊂ G◦(Z). Using the previous argument and the fact the group G◦(Z) is
simple, we prove that K = G◦(Z). 
In [15, Theorem 2.4] Thomas and Tucker-Drob observed that every ergodic ac-
tion of a locally finite infinite simple group must be weakly mixing. Their idea
was to use the fact that if an action of such a group G is not weakly mixing, then
the Koopman representation has a finite-dimensional invariant subspace, which im-
plies that the simple group under consideration admits a finite-dimensional faithful
unitary representation. Then by the Jordan-Schur theorem the group G must be
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virtually Abelian, which contradicts the simplicity of G. We recall that one of the
equivalent characterizations of weak mixing for a measure-preserving system system
(X,µ,G) is the condition that if (Y, ν,G) is an ergodic system, then the product
system (X × Y, µ× ν,G) is also ergodic. This leads to the following result.
Proposition 3.8. Let G be the AF full group of a simple Bratteli diagram B.
Suppose that X is the path-space of B and {ν1, . . . , νm} is a collection of ergodic
G-invariant measures on X, not necessarily distinct. Then the diagonal action of
G on (Xm, ν), ν = ν1 × · · · × νm, is ergodic.
Proof. Note that the commutator subgroup G′ of G is simple. We notice that the
actions of G′ and G on (Xm, ν) give rise to the same orbit equivalence relations.
Therefore, they are either both ergodic or both non-ergodic. Since the action of G
on (X, νi) is ergodic for each i it follows that the action of G
′ on (X, νi) is ergodic
and, moreover, weakly mixing for each i. Using Thomas and Tucker-Drob’s result,
we obtain that the action of G′ on (Xm, ν) is ergodic. 
Proposition 3.9. Let H =
⋃
n≥1Hn be an increasing sequence of finite groups
acting on a measure space (Y, ν). Assume that the orbit H · y of ν-almost every
y ∈ Y is infinite. Then
(1) lim
n→∞
1
|Hn|
∑
h∈Hn
ν(FixY (h)) = 0
and the pre-limit sequence is monotone.
Proof. Consider the space
R = {(y, h · y) : y ∈ Y, h ∈ H} ⊂ X ×X.
Let ν be the “counting measure” on R, that is, for a measurable set A ⊂ R we have
that
ν(A) =
∫
Y
card(Ay)dν(y).
Here, Ay = A ∩ {(y, y′) ∈ R}. Set H = L2(R, ν) and pi(h) = f(h−1x, y) for every
h ∈ H and f ∈ H. Then pi is a unitary representation of H on the Hilbert space H.
The above construction of the representation pi is often referred to as the groupoid
construction.
Set
Pn =
1
|Hn|
∑
h∈Hn
pi(h).
Note that P ∗n = Pn and P
2
n = Pn, that is, Pn is an orthogonal projection. Further-
more, since Hn ⊂ Hm for m ≥ n > 0, we get that PnPm = PmPn = Pm whenever
m ≥ n. In other words, {Pn}n≥1 is a decreasing sequence of projectors.
It follows that the sequence {Pn}∞n=1 converges in the strong operator topology to
some orthogonal projection P , see, for example, [10, Corollary 2.5.7]. To establish
the result, it suffices to prove that P = 0.
Notice that for every x ∈ H and h ∈ H and for all n large enough, we have that
‖pi(h)Px− Pnx‖ = ‖pi(h)Px− pi(h)Pnx‖ = ‖Px− Pnx‖ → 0 as n→∞.
Therefore, pi(h)P = P for all h ∈ H . Assume there exists η ∈ H, η 6= 0, such that
Pη = η. Then, pi(h)η = η for every h ∈ H . Recall that
(pi(h)η)(x, y) = η(h−1x, y).
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In particular, we obtain that for ν-almost all (x, y) ∈ R if η(x, y) 6= 0, then η(y, y) 6=
0 and there exist infinitely many z such that η(z, y) = η(y, y). Fix Z ⊂ Y , ν(Z) > 0,
such that η(z, z) > 0 for every z ∈ Z. Denote by [H ] the group of ν-preserving
transformations of Y that preserve the equivalence relation R, the so-called full
group of R. Using the standard arguments, we can find an infinite sequence of
elements {hn} ⊂ [H ] such that h−1n z 6= h−1m z for almost every z ∈ Z and n 6= m.
Set Zn = {(h−1n z, z)|z ∈ Z}. Note that ν¯(Zn) = ν(Z) > 0 and Zn ∩ Zm = ∅
whenever n ≥ m. It follows from the definition of H that
‖η‖22 ≥
∑
n≥1
∫
Zn
|η(x, y)|2dν¯(x, y) =
∑
n≥1
∫
Z
|η(z, z)|2dν(z) =∞.
This contradiction shows that P = 0. 
The following result is an immediate application of Proposition 3.9.
Corollary 3.10. Let G be an AF-full group with the path-space X and let A be a
clopen subset of X.
(1) For every k ≥ 0 and every µ¯ on Xk invariant under the diagonal action of
G, we have that
lim
n→∞
1
|G◦n(A)|
∑
g∈G◦n(A)
µ¯(FixXk(g)) = µ¯(A
k).
(2) For every IRS ϕ, we have that
lim
n→∞
1
|G◦n(A)|
∑
g∈G◦n(A)
ϕ(FixSub(G)(g)) = ϕ(F(A)).
The convergence in each case is monotone.
Proof. Note that for every clopen set A ⊂ X , the sets Ak and Xk \Ak are invariant
under the action of the subgroup G◦(A) and that every G◦(A)-orbit in Xk \Ak is
infinite, see Lemma 3.5. Thus, using Proposition 3.9 we obtain that
1
|Gn(A)|
∑
g∈Gn(A)
µ¯(FixXk(g)) =
1
|Gn(A)|
∑
g∈Gn(A)
(
µ¯(FixAk(g))+µ¯(FixXk\Ak(g))
)
= µ¯(Ak) +
1
|Gn(A)|
∑
g∈Gn(A)
µ¯(FixXk\Ak(g))→ µ¯(Ak).
The second assertion can be established using similar arguments. We leave the
details to the reader. 
4. Proof of the main result
This section is devoted to the proof of Theorem 1.1. Throughout the section we
assume that G is a simple AF full group and X is the path-space of the associ-
ated Bratteli diagram. Additionally, we assume that the dynamical system (X,G)
admits only a finite number of ergodic measures {µ1, . . . , µk}, where 1 ≤ k <∞.
Set Ω = Sub(G). First of all, we notice that according to Proposition 3.8 for
every α ∈ Zk≥0, the measure µα on X |α| is ergodic under the diagonal action of G.
Therefore, the corresponding stabilizer distribution ϕα on Ω is an ergodic IRS.
Conversely, fix an ergodic IRS ϕ of G. If ϕ has atoms, then by ergodicity, the
measure ϕ is supported by a normal subgroup of G, which, in view of simplicity of
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G, implies that ϕ = δ{e} or ϕ = δG. In what follows we assume that the measure
ϕ has no atoms. For every g ∈ G define χ(g) = ϕ(FixΩ(g)). Then the function
χ : G → C is a character on G, see, for example, [16]. Using the description of
indecomposable characters for G obtained by the authors in [6], we conclude that
there exists a collection of nonnegative real numbers cα, α ∈ Zk≥0, that adds up to
1 and such that
χ =
∑
α∈Zk
≥0
cαχα + c∞χreg,
where
χα(g) = µα(FixX|α|(g)) =
k∏
i=1
µi(FixX(g))
αi
is the character corresponding to ϕα and χreg is the regular character of G.
Lemma 4.1. There exists α ∈ Zk≥0 such that cα > 0.
Proof. Assume that c∞ = 1. Given an element g ∈ G, set Hg = {H < G : g ∈ H}.
Note that Hg ⊂ FixΩ(g). Therefore,
ϕ(Hg) ≤ ϕ(FixΩ(g)) = χreg(g) = 0,
whenever g 6= e. Since ∪g 6=eHg = Ω \ {e}, we conclude that ϕ is supported on {e}.
Thus, ϕ = δ{e} is an atomic measure, which is a contradiction. 
Set
r = min{k : cβ > 0 for some β ∈ Zk≥0 with |β| = r}.
Fix β0 such that |β0| = r and cβ0 > 0.
Lemma 4.2. For any clopen set A ( X we have that
(2) ϕ(F(A)) =
∑
α∈Zk
≥0
cαµα(A
|α|).
Proof. Recall that for any g ∈ G we have that
ϕ(FixΩ(g)) = c∞χ∞(g) +
∑
α∈Zk
≥0
cαµα(FixX|α|(g)).
Using Corollary 3.10 and the Monotone Convergence Theorem, we obtain that for
a given clopen set A ( X ,
ϕ(F(A)) = lim
n→∞
1
|G◦n(A)|
∑
g∈G◦n(A)
ϕ(FixΩ(g))
= lim
n→∞
1
|G◦n(A)|
∑
g∈G◦n(A)
(
c∞χ∞(g) +
∑
α∈Zk
≥0
cαµα(FixX|α|(g))
)
=
∑
α∈Zk
≥0
lim
n→∞
1
|G◦n(A)|
∑
g∈G◦n(A)
cαµα(FixX|α|(g))
=
∑
α∈Zk
≥0
cαµα(A
|α|).

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Fix a sequence of nested clopen partitions {Ξn}∞n=1 ofX with max
C∈Ξn
diam(C)→ 0.
Denote by Ξp,n the collection of p-tuples {C1, . . . , Cp} of pairwise distinct sets
Ci ∈ Ξn, i = 1, . . . , p. For C = {C1, . . . , Cp} ∈ Ξp,n denote by ∪C the union
C1 ∪ · · · ∪Cp. Notice that Ξp,n is empty whenever |Ξn| < p. Fix N large enough so
that for any p ≤ r, n ≥ N and any C,D ∈ Ξp,n we have (∪C) ∪ (∪D) 6= X . Thus,
by Lemma 3.4
F((∪C) ∩ (∪D)) = F(∪C) ∩ F(∪D).
Lemma 4.3. For any n ≥ N and any p ≤ r we have that
ϕ
( ⋃
C∈Ξp,n
F(∪C)
)
=
∑
α∈Zk
≥0
cαµα
( ⋃
C∈Ξp,n
(∪C)|α|
)
Proof. For any n ≥ N applying the inclusion-exclusion principle (IEP) to the union
of sets in Ξp,n, we obtain that
ϕ
( ⋃
C∈Ξp,n
F(∪C)
)
=
∑
∅6=J⊂Ξp,n
(−1)|J|−1ϕ
( ⋂
C∈J
F(∪C)
)
(Lemma 3.4) =
∑
∅6=J⊂Ξp,n
(−1)|J|−1ϕ
(
F
( ⋂
C∈J
∪C
))
(Equation (2)) =
∑
α∈Zk
≥0
cα
∑
∅6=J⊂Ξp,n
(−1)|J|−1µα
(( ⋂
C∈J
∪C
)|α|)
((A ∩B)|α| = A|α| ∩B|α|) =
∑
α∈Zk
≥0
cα
∑
∅6=J⊂Ξp,n
(−1)|J|−1µα
( ⋂
C∈J
(∪C)|α|
)
(by the IEP) =
∑
α∈Zk
≥0
cαµα
( ⋃
C∈Ξp,n
(∪C)|α|
)
.

Since the union
⋃
C∈Ξr,n
(∪C)r covers the set Xr, we immediately obtain the following
result.
Corollary 4.4. For any n ≥ N we have
(3) ϕ

 ⋃
C∈Ξr,n
F(∪C)

 ≥ cβ0 > 0.
For p ∈ Z≥0 denote by Xp the collection of all finite subsets of X of cardinality
at most p. Given x¯ = {x1, . . . , xm} ∈ Xp, denote by Cn(x¯) = {C1, . . . , Cq} the
element of Ξq,n with xi ∈ ∪Cn(x¯) for i = 1, . . . ,m with q being the least possible.
Thus, for every 1 ≤ j ≤ q there exists at least one 1 ≤ i ≤ m such that xi ∈ Cj .
Notice that q ≤ m ≤ p and q = m for sufficiently large n.
Lemma 4.5. For any p ≥ 0 we have⋂
n≥N
⋃
C∈Ξp,n
F(∪C) =
⋃
x¯∈Xp
F(x¯).(4)
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Proof. Given x¯ ∈ Xp and n ≥ N , by Remark 3.3, one has
F(x¯) ⊂ F(∪Cn(x¯)) ⊂
⋃
C∈Ξp,n
F(∪C).
Conversely, suppose H ∈ F(∪C(n)) for every n ≥ N , where C(n) ∈ Ξp,n. Set Bn =⋂n
j=1 ∪C
(j)
. Using Lemma 3.4, we obtain that H ∈ F(Bn) for every n ≥ N . The
sequence {Bn} is decreasing and converging to a q-element subset x¯ = {x1, . . . , xq}
of X for some q ≤ p. Using Lemma 3.6 we obtain that H ∈ F(x¯). This completes
the proof. 
Note that by Remark 3.3 the sets
{⋃
C∈Ξr,n
F(∪C)
}
, n ≥ N, form a decreasing
family. It follows from Corollary 4.4 and Lemma 4.5 that
(5) ϕ
( ⋃
x¯∈Xr
F(x¯)
)
≥ cβ0 > 0.
Therefore, by ergodicity of ϕ, we obtain that the measure ϕ is supported by the
set
⋃
x¯∈Xr
F(x¯). We can further assume that r is the least number for which
Equation (5) still holds, which implies that the measure ϕ is supported by the set⋃
x¯∈Wr
F(x¯), where Wr consists of all r-element subsets of Xr. That is,
(6) ϕ
( ⋃
x¯∈Wr
F(x¯)
)
= 1.
Denote by Zr be the subset of Wr consisting of sets x¯ such that the orbits {Gy :
y ∈ x¯} are pairwise distinct.
Lemma 4.6. We have that
ϕ

 ⋃
x¯∈Wr\Zr
F(x¯)

 = 0.
Proof. First, we construct a collection C of measurable subsets of Wr \Zr covering
Wr \ Zr such that for any C ∈ C there exists a sequence hj ∈ G for which the sets
hjC, j ≥ 1, are pairwise disjoint. Given a clopen set element A and g ∈ G with
g(A) ∩ A = ∅, set
CA,g = {x¯ ∈Wr : ∃y, z ∈ x¯, y ∈ A, z = gy and t /∈ A ∪ gA for all t ∈ x¯ \ {y, z}}.
Given A, g as above, pick a sequence hj ∈ G with supp(hih−1j ) = A for each i 6= j.
Then the sets hjCA,g, j ≥ 1, are pairwise disjoint. Moreover, the collection C of all
sets of the form CA,g covers Wr \ Zr.
Given C ∈ C and a sequence of group elements {hj} as above, for any i 6= j we
have that ( ⋃
x¯∈hiC
F(x¯)
)
∩

 ⋃
x¯∈hjC
F(x¯)

 ⊂

 ⋃
x¯∈Xr−1
F(x¯)

 ,
which is a ϕ-null set. Since
ϕ

 ⋃
x¯∈hjC
F(x¯)

 = ϕ
(⋃
x¯∈C
F(x¯)
)
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for any j and ϕ is a probability measure, we obtain that ϕ(
⋃
x¯∈C F(x¯)) = 0. Thus,
the set
⋃
x¯∈Wr\Zr
F(x¯) can be covered by a countable collection of ϕ-null sets. This
establishes the result. 
Combing Equation (6), Lemma 4.6 and Lemma 3.7, we conclude that the measure
ϕ is supported by the G-invariant set S = ⋃l≥0{G◦(x¯) : x¯ ∈ Xl}. Observe that
G◦(x¯) is the stabilizer subgroup of x¯, that is, g ∈ G◦(x¯) if and only if g(xi) = xi
for every i. It follows that for every α ∈ Zk≥0 the measure ϕα is also supported by
the set S. By Lemma 4.2 for every clopen set A ( X we have
ϕ(F(A)) =
∑
α∈Zk
≥0
cαϕα(F(A)).
Furthermore, it is straightforward to check that the collection of sets
A = {F(A) : A ⊂ X is clopen and such that µi(A) < 1/3 for every i}
separates points of S, i.e. for any pair of elements of S there exists F ∈ A containing
exactly one of the elements from the pair. Thus, the family A generates the Borel
σ-algebra on S. Moreover, the condition that µi(A) < 1/3 for every i and every
A ∈ A ensures that the family A is closed under finite intersections, see Lemma
3.4. Therefore, by [3, Corollary 1.6.3], we conclude that
ϕ ≡
∑
α∈Zk
≥0
cαϕα.
By ergodicity of ϕ, we obtain that ϕ = ϕα for some α ∈ Zk≥0, which completes the
proof of Theorem 1.1.
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