ABSTRACT. In learning from examples, the main goal is to use a collection of positive examples and a collection of negative examples to derive a Boolean expression which satisfies the requirements imposed by the examples. In order to represent such a Boolean expression, the conjunctive normal form (CNF) and the disjunctive normal form (DNF) have been proposed. This paper makes two contributions. First it shows how to use any DNF algorithm to derive a CNF formula (or vice-versa). Furthermore, it demonstrates how to make efficient use of DNF algorithms which cannot handle a large number of positive (or negative) examples by using them as negative (or positive) examples and deriving CNF (or vice-versa). Therefore, the findings of this paper can be used to solve efficiently large scale learning problems. Two learning algorithms are used to illustrate the above issues.
Learning from examples has attracted the interest of many researchers in recent years. This is mainly due to the belief that any intelligent system should be able to improve its performance over time. In the typical learning problem of this type, both positive and negative examples are available and the main goal is to determine a Boolean expression that accepts all the positive examples, while it rejects all the negative examples. This kind of learning has been examined intensively in the last years (see, for instance, [2] , [6] , [8] , [9] , [10] , [11] , [12] , and [13] ). Typically the Boolean expression found by the system is either in the conjunctive normal form (CNF) or in the disjunctive normal form (DNF) (see, for instance, [1], [3] , [4] , [5] , [6] , [11] , and [12] ).
The findings of this paper reveal a useful relationship between the CNF and DNF systems derivable from the same data. This relationship can benefit approaches which attempt to solve large problems and use either 
Generating Systems in CNF and DNF Form.
Define the general form of a CNF and DNF system as (I) and (II), respectively. This theorem will be applied to two algorithms from learning by examples. In [11] an algorithm which infers CNF systems from positive and negative examples is developed. In that approach, CNF clauses are generated in a way which attempts to minimize the number of CNF clauses that constitute the recommended CNF system. The strategy followed there is called the One Clause At a Time (OCAT) approach. A new and enhanced version of the OCAT approach with some extensions is given in [12] . The OCAT approach is The second algorithm formulates the clause inference problem as a clause satisfiability (SAT) problem [6] . In turn, this satisfiability problem is solved by using an interior point method proposed by Karmakar, et al., [7] . Let M 1 and M 2 be the numbers of examples in the E + and E -sets, respectively, and N the number of atoms. In [6] it is shown that given two collections of positive and negative examples, then a DNF system can be inferred to satisfy the requirements of these examples. This approach pre-assumes the value of k; the number of conjunctions in the DNF system. In general, this SAT problem has k(N( Besides the fact that the first algorithm infers CNF systems, while the second infers DNF systems, the two approaches have another major difference.
The first approach attempts to minimize the number of disjunctions in the CNF system, while the second approach assumes a given number, say k, of conjunctions in the DNF system and solves a SAT problem. If this SAT problem is infeasible, the conclusion is that there is no DNF system which has k or less conjunctions and satisfies the requirements imposed by the examples.
An Example of Deriving CNF and DNF Systems.
Suppose that the following are two collections of positive and negative examples:
When the SAT approach is used on the previous data, the resulting satisfiability problem has 31 clauses and 66
Boolean variables (it is assumed that k=2). Since there are more positive examples than negative ones, the complemented problem is smaller . It has 58 variables and 26 clauses. The complemented sets are as follows:
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