Abstract: Individual tree detection methods leave smaller trees hiding below larger ones 2 undetected. This is a problem for remote sensing forest inventories, leading e.g. to severe 3 underestimation of stand density. We develop new methods of formulating the probability 4 of detecting individual trees -the detectability -based on stochastic geometry, and use 5 them to derive estimators of stand density. We assume that a tree remains undetected if the 6 center point of the crown falls within an erosion set based on the larger tree crowns. These 7 estimators allow the tree to be undetected even if a portion of its crown would be visible, 8 taking into account possible differences in accuracy of remote sensing data and detection 9 algorithms. The behaviour of these estimators is quantified using 36 field plots, and compared 10 to a previously proposed estimator. The best estimator according to the data used, allowing 11 trees to be undetected when 40 percent or more of crown radius is hidden, performs well 12 compared to the estimator formed directly from the number of algorithmically detected trees.
Individual tree detection (ITD) is one of the basic techniques to derive information from aerial 21 remote sensing data (Vauhkonen et al., 2014a) . In ITD, algorithms are developed for detecting individ-22 ual trees and extracting tree height and/or crown properties to derive tree stem attributes, which can 23 be aggregated to a desired geographical unit. A major practical limitation of the ITD methods is the 24 inability to detect all trees due to a proportion of them being typically covered by crowns of larger ones 25 (Peuhkurinen et al., 2011) . The performance of the ITD depends on the sensitivity and parameteriza-26 tion of the applied algorithm, but likely more on the prevailing forest structure than on the algorithm 27 or data source (Vauhkonen et al., 2012; Larsen et al., 2011) . compensate for the undetected trees have been developed (Flewelling, 2008; Breidenbach et al., 2010) .
37
The problem with the empirical approaches, in particular, is that practical forest inventories seldom 38 produce tree-level (positional) information that is required for the calibration.
39
Forest can be thought as an outcome of a random process that defines the locations and other 40 attributes of the trees. The field of stochastic geometry (see e.g. Chiu et al., 2013 ) studies random 41 structures like this. Useful models for forest are marked point processes, where a random point process 42 defines locations of objects, and every point has a mark that defines the properties of the object at-43 tached to it. An important subclass of marked point processes is the germ-grain model, where the mark 44 ("grain") that is attached to a point ("germ") is a geometric shape, e.g. a circle or an ellipsoid. ITD can 45 fit these models to remote sensing data, and stochastic geometry can be used to infer characteristics of 46 the forest from the fitted patterns. Stoica et al. (2012) 
79
ITD can be thought as probability sampling from the tree population in a plot. The size of the tree 80 affects its probability to be sampled, and this probability is called detectability (see e.g. Thompson, 81 2012). This work presents estimators for stand density based on the context of detectability for the 82 germ-grain models observed using ITD.
83
The use of marked point processes to improve ITD has previously been tested using airborne laser 84 scanning (Mehtätalo, 2006; Vauhkonen and Mehtätalo, 2015) and high-resolution satellite image data Vauhkonen and Mehtätalo, 2015) . This study can be seen as a continuation to that of Mehtätalo (2006) .
91
Old estimators are presented and new formulated. The new methods are based on fewer assumptions 92 on the forest structure than the previous one, while being more flexible, taking into account possible 93 differences in accuracy of remote sensing data and detection algorithms. Although the assumptions 94 made are not necessarily true, they allow for simple formulations that work quite well and can be used 95 as a starting point for further estimations.
96
The ITD method used with the estimators needs to produce tree objects with known crown areas, 
Methodology

101
Germ-grain models (see e.g. Chiu et al., 2013) kind of randomness in their shape or size. The germ-grain model is the union
107 where x i + Ξ i adds x i to every element of Ξ i . This can be understood as a translocation of the set Ξ i .
108
Usually the model is restricted to a window W with a finite area.
109
Germ-grain models are versatile tools. projections of tree crowns to a plane and λ is the number of trees per unit area.
123
The simplest statistic for a random set is the area fraction p. It is the expected relative area covered 124 by the random set (expected canopy cover); in other words Let us assume that the probability of a tree being observed depends on the crown area. This depen- 
137
The increasing property means that trees with greater crown areas are more easily observed -con-
138
versely, it is easier for a smaller tree to hide under other trees. Detectability can be considered as a 139 function of crown area or some relevant parameter. In our case, it depends on the radius of the disc 140 representing the crown.
141
The area fraction p defines how large of an area a germ-grain set covers. Hence, p is connected to 142 the ability of the observed part of the model to hide unobserved grains. This is made more precise by 143 the notion that the probability of a single random point belonging to a certain set depends only on the 144 area of that set. In other words, the probability that a single random point x in a window W hits a set
145
A ⊆ W is (Chiu et al., 2013, p. 36) 
147
This means that the probability of a single random point hitting a set formed by a germ-grain model is not have the Poisson property, we assume that the hidden points act as independent random points.
150
This suggests that detectability should be based on a transformation of the area fraction that depends 151 on the crown radius, denoted here by p ⋆ (r). As p ⋆ (r) defines the probability that a tree with a crown 152 radius r is covered by the set formed by the observed germ-grain model, the detectability is defined as 153 the probability of the complement event as Mehtätalo (2006) and Vauhkonen and Mehtätalo (2015) assumed that under the Boolean model, a 158 tree remains undetected if its center lies within the crown of a bigger tree. Additionally it was assumed 159 that the crown radii are independent and have a common distribution with a density function f . From 160 the properties of the Boolean model it follows that trees with radii R greater than r form also a Boolean 161 model with intensity λ R>r = λP (R > r). The area fraction (Equation (3)) of this process is
163
The expected value of R 2 for R > r is
165
Because the area fraction is the probability of a random point being covered (i.e. hidden) by the 166 model, the detectability is
168
Note that this detectability depends on λ which we want to estimate, and f which has to be estimated 169 from the data. with radii less than or equal to r out of the union. If we assume that a tree is not detected if its center is 175 within the crown of a bigger or an equal-sized tree, we can formulate the detectability as
wherep R>r is the empirical area fraction of Ξ R>r .
178
This construction can be generalized by considering the Minkowski-subtraction Using Equation (10) in Equation (9) these two extreme cases can be formed:
189
The 0-buffer case is understood as no erosion and becomes Equation (9). The optimal choice of α is of 190 interest, and likely depends on the ITD method used and properties of the forest. Detectability can be used to weight the density function of tree crown radii f to get the density Let us assume that trees with crown radii r i , i = 1, . . . , n, have been observed from a plot W .
204
By considering each radius as its own size class, the detectability can be interpreted as the inclusion 205 probability, and the Horvitz-Thompson (HT) estimator (Horvitz and Thompson, 1954) for the number
208 which leads to the following HT type estimator for λ:
210
If the detectability based on the Boolean model is used in (14), the crown area distribution has to 211 be estimated by maximum likelihood as in the first step of the area fraction based method. This can be 212 seen as an inconvenience as one of the desirable properties of HT estimator is its nonparametric nature.
213
If the empirical detectability (11) is used, this property is preserved and no assumptions of crown area 214 distribution are made. In addition, assumptions on the spatial model of tree locations are made only 215 for the hidden part, which is covered by trees that are larger than the tree in question. The required 216 model assumption is that the mean density per area unit (of the size class in question) in the hidden 217 part equals to observed mean density in the non-hidden part. The division to hidden and unhidden part 218 is estimated through α, which can be specified so that it minimizes the RMSE of λ. 
ITD data
238
The individual tree detection algorithm together with the corresponding segmentations of plots into 239 tree objects used in this work were previously studied by Lähivaara et al. (2014) . In this ITD method,
240
a single tree crown is defined by a parametric, rotationally symmetric surface. The parameters are the 241 position of the tree, the maximal crown radius, the crown height, the lower limit of the living crown, 242 and the crown shape parameter. Figure 2 shows the surface models corresponding to three different 243 realizations of the parameters. The indicative trunk is added for visualization purposes.
244
[ Fig. 2 Stand density estimates were calculated with the area fraction based estimator (Equation (13)) and
259
Horvitz-Thompson type estimator (Equation (15) (2013)).
264
When the empirical detectability is used with the area fraction based estimator, a continuous ap- 
270
For comparison, the area based approach (Naesset, 2002) , which is the most widely used methodology for interpreting ALS data, was used to estimate the stand density. The same plots used in forming the prior for the ITD algorithm were used as training data. A linear regression model was used to explain the number of trees on a plot: log(Number of trees) = β 0 + β 1 × log(Vegetation ratio) + β 2 × 90th ALS height percentile + ε.
This model was then used to predict the number of trees in our 36 study plots. In addition to this simple 271 model, stepwise selection with Bayesian information criterion was used to search for a better model.
272
In the end, the simple two predictor model gave the best results. 
Results
287
The best estimators were Horvitz-Thompson type estimators with empirical detectability with 288 buffer-sizes 0.35 and 0.4 (Table 1 ). Both of these reduce the RMSE by over 50 percent, to 227 trees/ha 289 (53 percent) and 221 trees/ha (54 percent), respectively. The ME for both is close to zero ( Figure   290 3). The RMSE as a function of buffer-size is rather flat around the optimum, and buffer-sizes within
291
[0.25, 0.65] provide RMSE that is below the RMSE of the second best method, AF-BMB (Figure 3 ).
292
While AF-ED can perform slightly better than AF-BMB with regards RMSE, it performs worse with 293 regards ME.
294
[ buffer-size minimizing the RMSE over the training data was chosen as "optimal" and used to calculate 305 RMSE and ME in the other 18 plots used as validation data. This random partition and calculation 306 procedure was repeated one million times. As can be seen in Figure 4 , the mode of optimal buffer-size 307 was 0.4, and over 86 percent of the random partitions choose a buffer-size from 0.35 to 0.45 as optimal.
308
The mean of RMSE was 238.2 trees/ha and the mean of ME was −26.5 trees/ha. estimator is based on re-scaling the densities of detected crowns by inverse detectability, it requires 337 moderate number of detected trees to represent the whole range of crown sizes in the forest stand.
338
Our comparison might be unfair to the Boolean model based detectability, because it is not as flexi- this is a worthwhile generalization to pursue, at least in this application field, as conditioning through
343
ED with what has been observed, especially combined with HT, seems to work well. In addition, we 344 think that the empirical detectability, where a strong model assumption is used only for the hidden part 345 of the process, is better justified than BMB where the assumption is made for the whole process.
346
It should also be noted that the estimation procedures presented here produce corrected distributions 347 of crown sizes which are needed for the density estimation. However, the goodness of fit of these 348 corrected distributions was not examined. Maximum crown radii and/or crown areas are not typically 349 field measured, which hinders the possibilities for these tests.
350
Modelling the forest as a Boolean model, or the hidden trees as uniformly distributed random points RMSE of stand density, it models simultaneously the detectability, interaction and non-homogeneity of 359 the spatial process, and scanning parameters, the effects of which are practically unidentifiable without 360 external information.
361
How does the quality of the ITD data affect the presented estimators? Obviously, these estimators 362 take the detected density as a lower bound for the true one and try to correct it to a higher value. What by the optimal choice of buffer-size, although it will not fix the size distributions.
370
We have assumed that the detectability of a tree depends only on the crown area, or as we interpret 
Conclusions
378
We have presented methods for estimating stand density from given ITD data based on stochastic 379 geometry. Especially the Horvitz-Thompson type estimator paired with empirical detectability showed 380 great promise in improving stand density estimates. When the fine-tuning parameter, the buffer-size 381 α, was chosen optimally, it gave better results than using the number of trees detected by ITD as an 382 estimator or the area based approach. In addition, this estimator is robust with regards the buffer-size.
383
In the future our aim is to develop these estimators further to fully utilize 3D forest segmenta-384 tion, which the ITD algorithm used here already produces. This enables the estimation of tree height 385 distributions and possibly makes the estimation of tree density and crown radii even more accurate.
386
Other future work includes changing the buffer from a constant to a function dependent on the tree 
