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HYPERCONTRACTIVITY, AND LOWER DEVIATION ESTIMATES IN NORMED
SPACES
GRIGORIS PAOURIS, KONSTANTIN TIKHOMIROV, AND PETROS VALETTAS
Abstract. We consider the problem of estimating probabilities of lower deviation P{‖G‖ 6 δE‖G‖} in
normed spaces with respect to the Gaussian measure. These estimates occupy central role in the probabilistic
study of high-dimensional structures. It has been confirmed in several concrete situations, using ad hoc
methods, that lower deviations exhibit very different and more complex behavior than the corresponding
upper estimates. A characteristic example of this diverse behavior is ‖G‖∞ = maxi6n |gi|, where gi are
i.i.d. standard normals. In this work we develop a general method for proving small ball lower deviation
estimates for norms. In the case of 1–unconditional norms we show that under certain balancing conditions,
which are fulfilled in many classical situations, our bounds are best possible up to numerical constants. We
also study the lower small deviation estimates for both 1-unconditional and general norms and we obtain
optimal results. In all regimes, ‖G‖∞ arises (at the computational level) as an extremal case in the problem.
The proofs exploit the convexity and hypercontractive properties of the Gaussian measure.
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1. Introduction
The concentration of measure phenomenon is one of the most important concepts in high-dimensional
probability and is an indispensable tool in the study of high-dimensional structures that arise in theoretical
and applied fields. In its most simple form it can be stated as follows: functions depending smoothly on
many independent variables have small fluctuations. More specifically, in Gauss’ space, asserts that any
function f on Rn which is L-Lipschitz is almost constant with overwhelming probability:
(1.1) max
(
P{f(G) 6 E f(G)− tL},P{f(G) > E f(G) + tL}) 6 exp(−t2/2), t > 0,
where G is the standard Gaussian vector in Rn, see e.g. [Pis86, Mau91]. This probabilistic phenomenon is
usually addressed as consequence of the solution to the Gaussian isoperimetric problem, which was solved
independently by Sudakov and Tsirel’son [ST74] and by Borell [Bor75]. The Gaussian isoperimetric inequality
asserts that among all Borel sets in Rn of a given Gaussian measure, the half-spaces have the smallest
Gaussian surface area.
Notably, the first groundbreaking application of the concentration of measure in high-dimensional ge-
ometry is the seminal work of V. Milman [Mil71] which provides an almost Euclidean structure of optimal
dimension, in any normed space. Applying (1.1) for f being a norm (and for t = εEf(G), ε > 0) we obtain
max
(
P{f(G) 6 (1− ε)E f(G)},P{f(G) > (1 + ε)E f(G)}) 6 exp(− 12ε2k(f)), ε > 0,
where k(f) := (Ef(G)/L)2 is usually referred to as the critical dimension or Dvoretzky number of f . It is
well known that for norms in the large deviation regime, that is for ε > 1, the above estimate is optimal up
to universal constants, see e.g. [LT91, Corollary 3.2], [LMS98], [PVZ17, Proposition 2.10]:
P{f(G) > (1 + ε)Ef(G)} > c exp(−Cε2k(f)), ε > 1,
where c, C > 0 are universal constants.1 However, depending on the applications, different regimes of the
distribution are of interest, and the concentration (for norms) in terms of the Lipschitz constant has a
major drawback: it provides suboptimal bounds in several key situations. For example, the behavior in
the small deviation regime, P{|f(G) − Ef(G)| > εEf(G)}, ε ∈ (0, 1) is much more complicated (see e.g.
[PVZ17, LT17], for f(x) = ‖x‖p). Small changes of the function can considerably affect the estimates in
this regime as opposed to the behavior in the large deviation regime which will remain essentially the same,
since it is controlled by the Lipschitz constant. To illustrate this instability behavior let us point out that
there exist examples of norms ‖ · ‖, ‖| · ‖| in Rn, which are isomorphic, i.e. ‖x‖ 6 ‖|x‖| 6 C‖x‖ for all x, yet
Var(‖G‖) ≍ 1 and Var(‖|G‖|) ≍ n−c; see e.g.[PVZ17], [Val17]. Even more surprising is the case of the ℓp
norms for p varying with n, where for the variance the transition from polynomially to logarithmically small
order happens at an almost isometric scale; see [LT17]. It turns out that the variance estimate
Varf(G) . L2,(1.2)
provided by (1.1) it can be rough even for nice functions. Conversely, it is proved in [Val17] that (1.1) is
tight for convex Lipschitz functions in full regime if and only if Varf(G) ≍ L2.
Improving upon the variance bounds, one may employ the classical Poincare´ inequality [Che82]
Varf(G) 6 E‖∇f(G)‖22.(1.3)
Although this inequality captures bounds of the right order in the previously discussed case of the ℓp-norm
(p fixed), it starts being loose when p grows with n. In particular, for the ℓ∞-norm one has (see e.g.
[Cha14, PVZ17, LT17]) that
Var[‖G‖∞] ≍ (log n)−1 ≪ 1 = E‖∇‖G‖∞‖22.
This is a typical situation of the so-called superconcentration phenomenon. We refer the reader to Chatterjee’s
monograph [Cha14] for this very interesting topic. The latter phenomenon can also be observed when one
1We shall make frequent use of the letters c, C, c1, . . . throughout the text for universal constants whose value may change
from line to line. We also use the (standard) asymptotic notation: For any two quantities Q1, Q2 we write Q1 . Q2 if there
exists universal constant c > 0 such that Q1 6 cQ2. We also write Q2 & Q1 if Q1 . Q2. Finally, we write Q1 ≍ Q2 if Q1 . Q2
and Q2 . Q1.
2
compares the behavior of ‖G‖∞ in the (right) small deviation regime with the one predicted by (1.1). Given
that k(‖ · ‖∞) ≍ logn, (1.1) yields
P{|‖G‖∞ − E‖G‖∞| > εE‖G‖∞} 6 C exp(−cε2 logn), ε ∈ (0, 1).
It is known that in this regime the bound is sub-exponential rather than sub-gaussian, namely
P{|‖G‖∞ − E‖G‖∞| > εE‖G‖∞} 6 C exp(−cε logn), ε ∈ (0, 1).
There exist already several proofs available in the literature for the upper bound, e.g. [Tal91, Sch07, PVZ17]
and in [Sch07] it is also computed that this estimate is sharp (up to universal constants),
c exp(−Cε logn) 6 P{‖G‖∞ > (1 + ε)E‖G‖∞}, ε ∈ (0, 1).(1.4)
From these approaches, only [Tal91] and [PVZ17] use general concentration tools, hoping for further extension
in the general case, while [Sch07] makes explicit use of the stochastic independence of |gi|’s, so that deviation
estimates for ‖G‖∞ boil down to tedious computations. Some progress in this direction was achieved in
[Tik18] where, exploiting ideas from [PVZ17], it is proved that for any 1-unconditional norm ‖ · ‖ in Rn,
there exists an invertible linear map T : Rn → Rn such that
P
{∣∣‖TG‖ − E‖TG‖∣∣ > εE‖TG‖} 6 CP{∣∣‖G‖∞ − E‖G‖∞∣∣ > cεE‖G‖∞} , ε ∈ (0, 1).(1.5)
Let us emphasize that if we want to find good tail estimates, the linear structure should be appropriately cho-
sen by a linear map to avoid degeneracies. The case of an arbitrary norm was settled recently in [PV18a], thus
establishing that for the concentration of norms in the small deviation regime, the ℓ∞ is the (approximately)
extremal structure.
The latter work indicates that there are roughly two heuristic principles that are responsible for uniformity
in high-dimensional normed spaces. Either they have relatively large “typical” parts in which case they are
described by the standard concentration, or they contain an extremal geometric structure which equips
the system with super-concentration properties (we note that a related dichotomy was earlier observed in
[Sch06], [AM83]). This leads to new concentration phenomena that had not been observed in previously
studied regimes. Given the importance of the concentration of measure in applications, it is vital to develop
new methods for obtaining finer bounds, as well as, to understand the underlying principles and possible
limitations in these phenomena. The present work is a step towards this understanding, with a special focus
on the class of norms. The main goal is to study systematically the lower deviation regimes, building on
ideas developed in our previous works [Tik18, PV19, PV18a] and introduce a new perspective as well.
Let us stress the fact that the situation below the mean is radically different and by far more “fractious”.
For context and comparison let us consider the diverse distributional behavior of ‖G‖∞. We have already
discussed the upper regime, hence we shall focus in the deviation below the mean. A careful study shows
that the lower small deviation estimate differs substantially. Namely, it is shown in [Sch07] that
c exp(−nCε) < P {‖G‖∞ < (1− ε)E‖G‖∞} < C exp(−ncε), ε ∈ (0, 1/2),(1.6)
while in [KV07] it was noted that in the small ball regime one has
exp(−Cn1−cδ2) < P {‖G‖∞ < δE‖G‖∞} < exp(−cn1−Cδ2), δ ∈ ((log n)−1/2, 1/2).(1.7)
Already these estimates indicate that the concentration below the mean might be much stronger, nonethe-
less they give no clue what concentration inequalities can be used to obtain such bounds in the general case.
Although small ball probabilities occupy central role in high-dimensional probability and have been verified
in concrete problems using ad hoc methods, few general estimates are available. Small ball probabilities
for norms with respect to log-concave measures have been studied in [Lat99, Gue99, Pao12]. We would like
to emphasize that in this note small ball probabilities correspond to deviations inequalities from the mean
of the random variable. Small ball probabilities of the form P(‖X‖ < ε) have been studied in [FGG16].
However these results are not comparable with the ones obtained here.
The first small ball estimate, with respect to the Gaussian measure, valid for any norm was given by
Latala and Oleszkiewicz in [LO05] asserting that
P {‖G‖ < εE‖G‖} < (Cε)ck, ε ∈ (0, 1/2),(1.8)
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where k is the Dvoretzky number of the norm, k = k(‖ · ‖) = (E‖G‖/L)2. Their proof makes use of the
Gaussian isoperimetric inequality and the B-inequality due to Cordero-Erausquin, Fradelizi and Maurey
[CEFM04]. Soon after, Klartag and Vershynin in [KV07] emphasized that stronger small-ball estimates can
be obtained. To this end, they associated with any norm f the following parameter
d(f, δ) := − logP {f(G) 6 δmed(f(G))} , δ ∈ (0, 1),(1.9)
and they showed, using the B-inequality, that
P {f(G) 6 εmed(f(G))} 6 1
2
ε
d(f,δ)−log 2
log(1/δ) , ε ∈ (0, δ).(1.10)
Note that this formulation recovers Latala–Oleszkiewicz’s bound: for δ = 1/2 in the definition of d and by
taking into account (1.1) we obtain d(f, 1/2) & k(f). This general lower bound is insufficient to retrieve the
bound in the case of ℓn∞. Note that in the light of (1.7) we have d(ℓ
n
∞, δ) ≍ n1−cδ
2
, whereas k(ℓn∞) ≍ logn.
Let us emphasize the fact that the discussed general estimates use mainly the Gaussian isoperimetry and
the metric properties of the norm, i.e. the Lipschitz constant.
It turns out that the main reason behind the stronger estimates is different and relies on geometric
properties, namely the convexity of both the distribution and the norm. Let us illustrate why one can hope
for stronger concentration below the mean under these circumstances. It was observed in [Val17, Proposition
2.12] that the distribution of a convex function of a Gaussian random vector is skew to the right. Although
this shows that any convex function deviates less to the left than to the right, this observation doesn’t quantify
this difference. For this purpose, improved lower deviation inequalities are available for convex functions.
As a consequence of the Gaussian isoperimetry and the convexity of f one can obtain an improved version
of the lower deviation in (1.1) where the Lipschitz constant of f is replaced by the expected length of the
gradient. Further improvements can be achieved if we additionally exploit the Gaussian convexity. This
was established in [PV18b], where one replaces the Lipschitz constant now in the lower deviation in (1.1)
by the variance. Key ingredient of the proof is Ehrhard’s inequality [Ehr83] which can be viewed as the
Gaussian counterpart of the classical Brunn–Minkowski inequality for the n-dimensional volume. Although
this significant improvement provides a better general bound for d(f, 1/2), namely
(1.11) d(f, 1/2) & 1/β(f) := Var[f(G)]/(Ef(G))2 & k(f),
it still fails to recover the optimal dependence in the small ball regime in key situations. For example, it is
known (see e.g. [PV19]) that β(‖G‖∞) ≍ (log n)−2, while (1.7) shows that the right bound is of polynomial
order. At this point we would like to suggest a plausible explanation of this deficiency. All the aforementioned
approaches take into account only the decay of the tail in the microscopic regime ((1 − ε)E‖G‖,E‖G‖) , ε ∈
(0, 1/2). However, (1.9) and (1.10) indicate that the phenomenon starts becoming more dramatic, in view of
the monotonicity of the function δ 7→ d(f, δ), when we transition in the macroscopic regime (0, δE‖G‖), δ ∈
(0, 1/2). In addition, in this regime, the small deviation estimate is no more elucidative, since it only provides
a bound of constant order e−c/β for all δ ∈ (0, 1/2). On the other hand it is not difficult to check, based
on volumetric arguments, that already for sufficiently small δ > 0 the small ball estimate behaves as δcn.
Therefore, this phenomenon cannot occur from deficiency of the variance-sensitive small deviation inequality,
but rather from improper perspective and specifics of the situation. The main challenge that motivates the
present work is to overcome this obstacle and upgrade the existing probabilistic tools in order to establish
the correct order of magnitude for the probability P{‖G‖ 6 δE‖G‖}, δ ∈ (0, 1/2).
Our method makes essential use of convexity in various stages. Let us demonstrate some key ingredients
of the method. A main feature, as we have already discussed, is that convex functions exhibit stronger one-
sided concentration in terms of the variance. Further, smoothening via the Ornstein-Uhlenbeck semigroup Pt
endows the function with stronger concentration properties, e.g., it is known that Var(Ptf) decays exponen-
tially fast with time [BGL14]. In addition, Ptf well approximates f and interpolates between f = P0f and
Ef = P∞f (due to ergodicity), while the expectation is unaltered during the ensuing motion, i.e. EPtf = Ef ,
for all t > 0. Introducing the semigroup has a twofold purpose. On the one hand, in view of the above
approximation, we may replace f by Ptf and reduce the problem of estimating P{f(G) 6 δEf(G)} to a
deviation for Ptf , which also enjoys better concentration properties. This becomes of particular importance,
once it is combined with the simple, but crucial, observation that Pt preserves the convexity of f thanks to
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Mehler’s formula. Hence, one may apply the stronger variance-sensitive deviation estimate for convex func-
tions to Ptf . On the other hand, the latter application of the inequality is not loose in the small deviation
regime for Ptf , after specific time t. In other words, Pt “lifts” f in order to “slide” the small ball regime of
f to the lower small-deviation regime of Ptf , where deviation estimate provides bound of the right order of
magnitude. Roughly speaking, we have an inequality of the form
P{f(G) < δEf(G)} 6 P{Ptf(G) < ε(t, δ)EPtf(G)},
for which one would like to choose t as large as possible, when Ptf has almost no deviation. The admissible
range for ε(t, δ) determines the specific time t that has to be chosen with respect to δ in order to obtain the
desired estimate. The goal is to efficiently estimate the decay of the parameters that govern the deviation
inequality for Ptf as t →∞. In the case of the variance, this is done by quantifying the superconcentation
of Ptf using hypercontractivity. The superconcentration phenomenon (as presented by Chatterjee [Cha14])
has played central role in the recent developments in the concentration of norms (see [Tik18], [PV18a]).
The described method yields general bounds for P{f(G) < δEf(G)} which involve analytic and statistical
(global) parameters of f , e.g. the L1 norm of the partial derivatives ∂if and the variance of f . Later, these
bounds are used to obtain sharp small ball estimates for norms that satisfy certain balancing conditions. A
norm f in Rn is said to be in ℓ-position if it satisfies
E[〈G, ei〉∂if(G)f(G)] = E‖G‖
2
n
, i = 1, 2, . . . , n.
We will also consider the case where the norm f satisfies
E|∂if(G)|p = E|∂jf(G)|p, i, j = 1, . . . , n,
for p > 0 (of particular interest for us is the case p = 1). For the purpose of this work, in the latter case,
we will say that f satisfies the w1,p–condition or that the unit ball BX of X = (R
n, ‖ · ‖) is in w1,p–position.
Recall that a norm ‖ · ‖ in Rn is said to be 1–unconditional, if it satisfies ‖∑ni=1 εiαiei‖ = ‖∑ni=1 αiei‖ for
all scalars (αi) ⊂ R and any choice of signs εi = ±1. With this terminology we prove the following:
Theorem 1.1 (Small ball estimates for norms). Let ‖ · ‖ be a norm in Rn.
(1) If ‖ · ‖ is 1–unconditional, in the ℓ–position or w1,1–position, then for any δ ∈ (0, 1/2] we have
(1.12) P {‖G‖ 6 δE ‖G‖} 6 2 exp
(
−n1−Cδ2
)
,
where C > 0 is a universal constant.
(2) If ‖ · ‖ is an arbitrary norm in Rn, then there exists a linear invertible map T such that for every
δ ∈ (0, 1/2] we have
(1.13) P {‖TG‖ 6 δE ‖TG‖} 6 2 exp
(
−n1/4−Cδ2
)
,
where C > 0 is a universal constant.
Let us emphasize that for finding the optimal small ball behavior, one has to choose appropriately the
linear structure. Generally, for any semi-norm f(·) and any log-concave probability measure µ one has
µ{x : f(x) 6 εEµf(x)) 6 cε (see [Lat99] and [Gue99]). This estimate is sharp in the case where f(·) = |〈·, θ〉|
for some θ ∈ Sn−1. The linear image that appears in the statement of Theorem 1.1.(2) is different (in
our approach) than the commonly used positions in the geometry of normed spaces, e.g. the ℓ-position.
Moreover, the existence of the linear map T is based on several results; some of topological nature (the
Borsuk–Ulam theorem), structural (the Alon–Milman theorem) and analytic ones. This technique has been
developed in [PV18a] and plays significant role in the present work, too. Let us point out that the existence
of a linear invertible map T for which d(‖TG‖, 1/2) grows faster than any polylogarithmic (but slower than
any polynomial) can be derived by classical means. However, to the extend of our knowledge, it has not
appeared in the literature before. We outline this argument in §3.2.
Now we turn in discussing small deviations below the mean, which are by far a more delicate matter.
Note that (recall (1.4), (1.6)) in the case of the ℓ∞ norm one essentially has
− logP{‖G‖∞ < (1− ε)E‖G‖∞} > 1/P{‖G‖∞ > (1 + ε)E‖G‖∞},
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reflecting that ‖G‖∞ is skewed left in a strong sense. The method we described for small ball probabilities
can immediately yield a double exponential bound in this regime by approximating the function f and
apply the variance-sensitive small deviation estimate for Ptf . However, since an approximation of f by
Ptf satisfies an a priori error bound f − Ptf = O(
√
t) (see e.g. [Pis86] Chapter 1), this approach would
only yield a tail estimate of exp(−ncε2). To obtain the matching bound exp(−ncε) requires extra effort.
The smoothening via the Ornstein-Uhlenbeck-semigroup is still involved but the main difference now is that
instead of applying Pt directly to f we apply it to an appropriately chosen norming set of f . We perform
a step-by-step procedure (algorithm) based on smoothening and elimination of spiky parts of the norm,
which requires at most polynomial number of steps, and allows to deform the original norm to one which
almost preserves the mean and enjoys better variance bounds. The final stage employs the variance-sensitive
deviation inequality once more. Let us emphasize that our method heavily depends on the fact that the
variance governs the lower deviation estimate for obtaining both the right dependence on ε and the full
regime ε ∈ ((log n)−1, 1). This is evident at the computational stage of the argument which apparently
wouldn’t have produced the optimal form if a small-deviation inequality with different variance proxy has
been used.
As before, we establish this result for 1-unconditional norms in canonical positions, and in the case of
general norms, we have to apply once more the “non-standard” linear transformation. Namely, we obtain
the following:
Theorem 1.2 (Small deviations for norms). Let ‖ · ‖ be a norm in Rn.
(1) If ‖ · ‖ is 1-unconditional in the ℓ–position or w1,1–position, then for any ε ∈ (0, 1/2) we have
(1.14) P {‖G‖ 6 (1− ε)E ‖G‖} 6 2 exp (−ncε) ,
where c > 0 is a universal constant.
(2) In the general case, there exists an invertible linear map T such that for any ε ∈ (0, 1/2) we have
P{‖TG‖ 6 (1− ε)E‖G‖} 6 2 exp (−ncε) ,(1.15)
where c > 0 is a universal constant.
We have chosen to present the results in this introductory part according to the regime under study because
we believe it is more instructive. Nonetheless, this presentation may raise questions, such as what is the
relation between the linear transformation of Theorem 1.1 with Theorem 1.2? The reader of the subsequent
material will convince himself that the argument in the case of an arbitrary norm can be arranged in order
to obtain an invertible linear transformation T for which ‖TG‖ satisfies the same estimates as ‖G‖∞ in
(almost) all regimes. More precisely, there is a T ∈ GL(n) such that for all ε > 0 we have
P{‖TG‖ > (1 + ε)E‖TG‖} 6 2 exp(−cmax{ε2, ε} logn),(1.16)
while for all ε ∈ (0, 1/2) we have
P{‖TG‖ < (1− ε)E‖TG‖} 6 2 exp(−ncε),(1.17)
and for any δ ∈ (0, 1/2) we have
P{‖TG‖ < δE‖TG‖} 6 2 exp(−cn1/4−Cδ2),(1.18)
where C, c > 0 are universal constants. Estimate (1.16) has been previously established in [PV18a].
We believe that the method we develop for establishing small ball probabilities can be applied in a much
more general setting than the one we pursue here. However, our motivation to work with norms is initiated
by Dvoretzky’s theorem. It is the seminal work of V. Milman [Mil71] that introduced the concentration of
measure in geometry and led to a new, probabilistic, understanding of the structure of convex bodies in high
dimensions. The Dvoretzky theorem was also the motivation in the work of Klartag and Vershynin [KV07].
They used their small ball probability (1.10) to show that for all m . d(f) the random m-dimensional
subspace (with respect to the Haar measure on the Grassmannian) satisfies a lower ℓ2-estimate, that is
‖x‖ > cEf(G)√
n
‖x‖2, x ∈ F,
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with overwhelming probability. In geometric language the latter asserts that any high-dimensional convex
body admits (random) sections of dimension proportional to d, which have relative small diameter. In view
of the new small ball estimates this phenomenon is established in polynomial dimension for all norms. We
provide the details in the last section.
The rest of the paper is organized as follows: In Section 2 we recall the main tools for Gaussian measure and
lay them out carefully, in order to assemble them into the proof of the general lower deviation estimates. We
provide two variants of the method. In Section 3 we discuss applications of the aforementioned deviations in
the framework of normed spaces, establishing Theorem 1.1 (Corollary 3.4, Theorem 3.6, and Theorem 3.10).
In Section 4 we describe the algorithmic construction, based on smoothing and truncation of peaks, which
allows to deform any given norm to a smaller one which almost preserves the Gaussian expectation and admits
improved fluctuations. Employing this construction we show that any norm exhibits double exponential decay
in the lower small deviation regime, similar to the case of ℓ∞-norm. This establishes Theorem 1.2 (Theorem
4.1 and Theorem 4.2). Finally, in Section 5 we conclude with applications in asymptotic geometric analysis
and questions that arise from our work.
Acknowledgment. Part of this work was conducted while the authors were in residence at the Math-
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2. Main tools
In this section we introduce a general method (see §2.4) for proving small ball probability estimates
for convex, positively homogeneous functions. We provide two variants of the method. The first uses
the hypercontractivity property of the Gaussian measure; the second is based on the superconcentration
phenomenon, whereas both of them depend heavily on the convexity properties of the underlying function.
The convexity ensures that the function deviates less below the median and this becomes even more drastic
when the function is proportionally smaller than its mean. We start by providing the background material
on Gaussian tools that we will need for proving the aforementioned results.
2.1. Gaussian deviation inequalities for convex functions. The fact that for any convex function the
deviation below the median is smaller than the deviation above the median, with respect to the Gaussian
measure, it is perhaps more or less intuitively clear:
P{f(G) 6 med(f)− t} 6 P{f(G) > med(f) + t}, t > 0, G ∼ N(0, In).(2.1)
Another fact which illustrates this skew behavior is due to Kwapien [Kwa94] and states that the expectation
of a convex function is at least as large as the median
E[f(G)] > med(f(G)), G ∼ N(0, In).(2.2)
A rigorous proof of these facts can be given by employing Ehrhard’s inequality [Ehr83] (see [Val17] for
the details). However, the inequality (2.1) does not give any information how this skew behavior can be
quantified. To this end, there exist one-sided deviation inequalities which improve upon the classical deviation
inequality (1.1), when the function under consideration is additionally convex.
An inequality of this type can be traced back to the works of Samson [Sam03] and Bobkov-Go¨tze [BG99]
(see also [PV19, §5.2]). It essentially states that one may replace the Lipschitz constant of f by the
(E‖∇f(G)‖22)1/2. Note that for any smooth Lipschitz function one has
E‖∇f(G)‖22 6 Lip(f)2.(2.3)
The precise statement is the following:
Theorem 2.1 (isoperimetry+convexity). For any smooth, convex map f : Rn → R with ‖∇f‖2 ∈ L2(γn),
we have
P
{
f(G) 6 Ef(G)− t (E‖∇f(G)‖22)1/2} 6 e−t2 , t > 0,(2.4)
where G is the standard Gaussian vector in Rn.
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Let us mention that this inequality is obtained by melting together the Gaussian isoperimetry and the
convexity properties of the function. In fact, it holds true for a much larger class of measures, e.g. for all
measures satisfying a logarithmic-Sobolev inequality. We refer the reader to [Led01, Chapter 6] and the
references therein for related notions.
Another inequality of this type was recently established in [PV18b]. For convex functions, one may replace
the L2-norm of the gradient by the variance of the function. More precisely, we have the following:
Theorem 2.2 (convexity+convexity). Let f be a convex map in L2(γn). Then, we have
P
{
f(G) 6 Ef(G)− t
√
Var[f(G)]
}
6 e−t
2/100, t > 0,(2.5)
where G is the standard Gaussian vector in Rn.
Note that, in the light of the Gaussian Poincare´ inequality [Che82],
Var[f(G)] 6 E‖∇f(G)‖22,(2.6)
the estimate (2.5) improves considerably upon (2.4). Moreover, there exist classical examples which indicate
that the variance can be dramatically smaller than E‖∇f(G)‖22 or Lip(f)2 (see [PVZ17], [LT17], [Val17],
[Cha14]). Let us emphasize the fact that, the aforementioned variance-sensitive inequality is strongly con-
nected with the Gaussian convexity, via Ehrhard’s inequality, and it is not known if holds true for other than
Gaussian-like distributions, see [PV18b, Theorem 2.2], [PV19, Theorem 5.6] and [Val17, §2.1.3].
In many problems, one is interested in studying the small deviation from the mean (or the median) of a
positive convex function f
P{f(G) 6 (1− ε)E[f(G)]}, 0 < ε < 1.
This probability can be estimated by using either (2.4) or (2.5) to obtain
P{f(G) 6 (1− ε)E[f(G)]} 6 exp
(
−ε2/β˜(f)
)
, 0 < ε < 1, β˜(f) :=
E‖∇f(G)‖22
(E[f(G)])2
,(2.7)
in the first case, and
P{f(G) 6 (1− ε)E[f(G)]} 6 2 exp (−cε2/β(f)) , 0 < ε < 1, β(f) := Var[f(G)]
(E[f(G)])2
,(2.8)
in the latter case. If f is smooth and Lipschitz, by taking into account (2.6) and (2.3) we infer that
k(f) 6
1
β˜(f)
6
1
β(f)
,
where k(f) is the Dvoretzky number of f and β(f) is referred to as the normalized variance (see e.g. [PV18b]).
Furthermore, if f is additionally a norm one may easily check (see e.g. [PV19]) that
n ≍ k(‖ · ‖2) > k(f) > k(|〈·, θ〉|) = 2/π, β(f) > β(‖ · ‖2) ≍ 1/n,
where θ is some (any) unit vector.
2.2. Talagrand’s L1−L2 bound. We have already reviewed that there exist mainly two reasons for having
suboptimal concentration, but the fact that Var[f(G)] ≪ E‖∇f(G)‖22 is by far more delicate. Following
Chatterjee [Cha14, Definition 3.1], we will say that a smooth function f : Rn → R is εn-superconcentrated,
for some εn ∈ (0, 1), if we have
Var[f(G)] 6 εnE‖∇f(G)‖22.(2.9)
In view of the above, we may define the superconcentration constant of f (see also [Val17]) by
s(f) :=
Var[f(G)]
E‖∇f(G)‖22
.(2.10)
Although, superconcentration occurs quite often, unfortunately, not many methods for establishing it are
available. Hence, it is of great importance to develop general approaches for quantifying this phenomenon
efficiently. A way for proving superconcentration is via Talagrand’s inequality [Tal94], which improves upon
the classical Poincare´ inequality (2.6).
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Theorem 2.3 (Talagrand). For any absolutely continuous function f : Rn → R, we have
Varγn(f) 6 C
n∑
i=1
‖∂if‖2L2
1 + log (‖∂if‖L2/‖∂if‖L1)
,(2.11)
where ∂if stands for the i-th partial derivative of f .
In the study of the asymptotic theory of finite-dimensional normed spaces, Talagrand’s inequality and the
superconcentration phenomenon were put forward in [PVZ17]. The authors there, invoke (2.11) to prove
that the ℓp-norms are superconcentrated for p > logn and to establish sharp concentration inequalities for
this range of p. Soon after, the inequality was used in [Tik18] for proving that every 1-unconditional norm, in
ℓ-position, has concentration at least as good as the ℓ∞-norm. Subsequently, it was exploited in [PV18a], to
show that every norm admits an invertible linear image with concentration at least as good as the ℓ∞-norm.
In the present work we will use Talagrand’s inequality, to give an upper bound for the super-concentration
constant, in the following form:
Corollary 2.4. Let f be a smooth function on Rn. For the following parameters:
s(f) =
Var[f(G)]
E‖∇f(G)‖22
, R(f) =
E‖∇f(G)‖22∑n
j=1 ‖∂jf‖2L1
,(2.12)
we have
2
s(f)
> α logR(f),(2.13)
where α > 0 is a universal constant.
This estimate follows from Talagrand’s inequality with an appropriate application of Jensen’s inequality
(see e.g. [Cha14, Chapter 5] for the details). Since an explicit constant is required for our approach,
we provide a proof in §2.4.2 which yields α = 1. The proof is nothing more than a repetition of the
existing argument in [Cha14, Chapter 5], or [BKS03], with a careful bookkeeping of the constants in each
computational stage.
Let us mention that Talagrand [Tal94] proved (2.11) for the uniform probability measure on the Ham-
ming cube. An alternative approach was presented by Benjamini, Kalai and Schramm in [BKS03]. Both
approaches rest on the Bonami-Beckner hypercontractive inequality and therefore (2.11) holds true for any
hypercontractive measure, see e.g. [CEL12]. An explicit proof of the Gaussian version (Theorem 2.3) can
be found in [CEL12] or [Cha14, Chapter 5]. Our approach also depends on the hypercontractive property of
the Gaussian measure. We recall some basic facts in the next paragraph.
2.3. Ornstein-Uhlenbeck semigroup. The hypercontractive property of the Gaussian measure can be
expressed in terms of the associated Ornstein-Uhlenbeck semigroup (OU-semigroup). Let us first recall the
definition. For any f ∈ L1(γn) we define
Ptf(x) = Ef
(
e−tx+
√
1− e−2tG
)
, x ∈ Rn, t > 0,(2.14)
where G is the standard Gaussian vector in Rn. It is known that Ptf is solution of the following heat
equation: {
∂tu = Lu
u(x, 0) = f
,(2.15)
where L stands for the generator of the semigroup, that is Lu = ∆u−〈x,∇u〉 for sufficiently smooth function
u. For background material on the OU-semigroup we refer the reader to [BGL14]. In the next lemma we
collect several properties of the semigroup (Pt)t>0 that will be useful for our approach.
Lemma 2.5. The Onrnstein-Uhlenbeck semigroup (Pt)t>0 enjoys the following properties:
(1) P0f(x) = f(x) and P∞f(x) = limt→∞ Ptf(x) = E[f(G)], x ∈ Rn.
(2) For each i 6 n, we have ∂i(Ptf) = e
−tPt(∂if) .
(3) EPtf(G) = Ef(G).
(4) If f > 0, then Ptf > 0.
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(5) For every 1 6 p 6∞ we have that Pt : Lp → Lp is a linear contraction.
(6) If f is convex, then Ptf is also convex.
These properties can be easily verified from the definition of the OU-semigroup. Alternatively, proofs of
these facts can be found, e.g., in [Led01, Chapter 5] or [BGL14]. Let us emphasize the fact that properties
(1)-(5) are satisfied by any Markov semigroup, while property (6) depends crucially on the fact that the
OU-semigroup admits the integral representation (2.14) with respect to the Mehler kernel. Indeed; for any
λ ∈ [0, 1] and x, y ∈ Rn we may write
Ptf((1− λ)x + λy) = E
[
f
(
e−t ((1 − λ)x+ λy) +
√
1− e−2tG
)]
= E
[
f
(
(1− λ)
(
e−tx+
√
1− e−2tG
)
+ λ
(
e−ty +
√
1− e−2tG
))]
6 E
[
(1− λ)f
(
e−tx+
√
1− e−2tG
)
+ λf
(
e−ty +
√
1− e−2tG
)]
= (1− λ)Ptf(x) + λPtf(y),
where we have used the convexity of f pointwise.
The fact that Pt is a linear contraction admits an improvement by, roughly speaking, relaxing the inte-
grability assumption in the domain. This important property of the Ornstein-Uhlenbeck semigroup called
hypercontractivity is due to Nelson [Nel67]. We have the following:
Theorem 2.6 (Nelson). Let f : Rn → R be a function and let 1 < p 6 q. Then, for any t > 0 with
q 6 1 + e2t(p− 1), we have
‖Ptf‖Lq(γn) 6 ‖f‖Lp(γn).(2.16)
Gross [Gro75] showed that the hypercontractive property is intimately connected to the logarithmic
Sobolev inequality. In particular, he proved that a probability measure is hypercontractive if and only
if satisfies a logarithmic Sobolev inequality. See also [BGL14, Chapter 5].
2.4. Lower deviations with respect to global parameters. We are now ready to present the proofs of
the new small ball estimates governed by the parameters β˜ and β.
2.4.1. From hypercontractivity to small ball estimates. Recall that for any smooth function f with E[f(G)] 6=
0 we define
β˜(f) =
E‖∇f(G)‖22
(E[f(G)])2
.(2.17)
Our goal is to prove the following small ball estimate:
Theorem 2.7. Let f : Rn → [0,∞) be a positively homogeneous2, convex map with ‖∇f‖2 ∈ L2(γn) and let
β˜ = β˜(f(G)). Suppose that for some L > 0 we have
n∑
j=1
‖∂jf‖2L1(γn) 6 L(Ef(G))2.(2.18)
Then, for any δ ∈ (0, 1/2) we have
P {f(G) 6 δE[f(G)]} 6 exp
{
−cδ2
(
1
β˜
)τ(δ)(
1
L
)1−τ(δ)}
,
where τ(δ) ≍ δ2.
Next proposition is the key observation.
2A function f : Rn → R is said to be positively homogeneous if f(λx) = λf(x) for all λ > 0 and x ∈ Rn.
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Proposition 2.8. Let f be a smooth function with ‖∇f‖2 ∈ L2 and let L > 0 be such that
n∑
j=1
‖∂jf‖2L1(γn) 6 L(E[f(G)])2.
Then, for all t > 0 we have
1
β˜(t)
> e2t
(
1
β˜
) 2e−2t
1+e−2t
(
1
L
) 1−e−2t
1+e−2t
,
where β˜(t) := β˜(Ptf).
For the proof we will need the following lemma which is a consequence of Nelson’s hypercontractivity.
Lemma 2.9. Let h be a function in L2. Then, for all t > 0 one has
‖Pth‖L2 6 ‖h‖L2
(‖h‖L1
‖h‖L2
) 2
p(t)
−1
, p(t) = 1 + e−2t.(2.19)
Proof. Using the hypercontractivity we get
‖Pth‖2 6 ‖h‖p, p = 1 + e−2t.
By Ho¨lder’s inequality we derive
‖h‖pp 6 ‖h‖2−p1 ‖h‖2(p−1)2 .
The result follows. ✷
Now we turn to proving the key proposition. The argument we follow can be traced back to [BKS03] (see
also [Cha14, Theorem 5.1]):
Proof of Proposition 2.8. Let Ai = ‖∂if‖L2 and ai = ‖∂if‖L1. We may write
E‖∇(Ptf)‖22 = e−2t
n∑
i=1
‖Pt(∂if)‖2L2 6 e−2t
n∑
i=1
A2i
(
a2i
A2i
)tanh t
,(2.20)
where we have also used Lemma 2.9. Note that the function u 7→ utanh t, u > 0 is concave, thus Jensen’s
inequality implies
n∑
i=1
A2i
(
a2i
A2i
)tanh t
6 E‖∇f‖22
(∑n
i=1 a
2
i
E‖∇f‖22
)tanh t
.(2.21)
Combining (2.20) with (2.21) we arrive at
E‖∇(Ptf)‖22 6 e−2tE‖∇f‖22R− tanh t.(2.22)
Dividing both sides with (E[f(G)])2, using the assumption and the definition of β˜, the above estimate yields
β˜(t) 6 e−2tβ˜
(
L
β˜
)tanh t
,
as required. ✷
Now we turn to proving our first main result.
Proof of Theorem 2.7. Since f is positively homogeneous and convex it is also sub-additive, hence
Ptf(x) 6 e
−tf(x) +
√
1− e−2tEf(G), x ∈ Rn, t > 0.
We fix δ ∈ (0, 1/2). For any t > 0, using Theorem 2.1, we may write
P (f(G) 6 δEf(G)) 6 P
(
Ptf(G) 6
(
δe−t +
√
1− e−2t
)
E[Ptf(G)]
)
6 exp
(
−cε(t)2/β˜(t)
)
,
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provided that
ε(t) := 1− δe−t −
√
1− e−2t = e−t
(
e−t
1 +
√
1− e−2t − δ
)
> 0.
We select time t0 = t0(δ) > 0 such that
e−t0
1 +
√
1− e−2t0 = 2δ.
For this choice we have e−t0 ≍ δ and by taking into account Proposition 2.8 we conclude with
τ(δ) =
e−2t0
1 + e−2t0
≍ δ2.
The proof is complete. ✷
2.4.2. From superconcentration to small ball estimates. Recall the definition of the parameter β. For any
smooth function f with Ef 6= 0 we have
β(f) =
Var[f(G)]
(E[f(G)])2
.(2.23)
The main result of this section is the following variant of Theorem 2.7:
Theorem 2.10. Let f : Rn → [0,∞) be a positively homogeneous, convex function in L2(γn) and let
β = β(f(G)). Suppose that
n∑
j=1
(E|∂jf(G)|)2 6 L(Ef(G))2, L > 0.
Then, for any δ ∈ (0, 1/2) we have
P {f(G) 6 δEf(G)} 6 exp
{
−cδ2
(
1
β
)ω(δ)(
1
L
)1−ω(δ)}
,
with ω(δ) ≍ δ.
The proof follows the same lines as in the previous paragraph with the appropriate modifications. Unlike
to the previous one, this approach exploits the exponential decay of the variance along the flow Pt as was
previously discussed in the Introduction. More precisely, for any Markov semigroup Pt with invariant measure
µ one has
Var(Ptf) 6 e
−λ1tVar(f), t > 0,(2.24)
where λ1 is the spectral gap of µ. This well known property can be found in any classical text concerned
with semigroup tools, see e.g. [Led00, BGL14]. However, this dimension free estimate cannot later provide
dimension dependent bounds of the right order of magnitude, which is the central theme of this work due
to the conjectured extreme case of ℓ∞-norm. Note that the latter is genuinely high-dimensional functional
whereas (2.24) takes into account the extremals in Poincare´ inequality, i.e. linear functionals. In other words,
the bound in terms of λ1 is the worst case scenario amongst the ones we have to encounter in the light of
λ1(µ) = inf
{
1
sµ(f)
: f smooth, nonconstant
}
.
By carefully revisiting the proof of (2.24) we see that something more is true, which fixes this sub-optimality
issue. Therefore, the proof of the next lemma is standard and can be found implicitly in [Led00, BGL14].
Nonetheless, this formulation is not explicitly stated there, hence we shall include a (sketch of) proof for
reader’s convenience.
Lemma 2.11. Let f be a smooth function on Rn. We define v(t) = Var[Ptf(G)] and s(t) = s(Ptf). Then,
we have the following properties:
i. v′(t) = −2E‖∇(Ptf)‖22.
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ii. v′(t)s(t) = −2v(t), hence for all t > 0 we have
v(t) = v(0) exp
(
−2
∫ t
0
dz
s(z)
)
.
iii. v(t) is log-convex and hence, s(t) is nondecreasing.
Proof. Since all assertions include shift invariant quantities we may assume without loss of generality that
Ef = 0. Thus, v(t) = E(Ptf)
2 and differentiation in terms of t, under the integral sign, yields
dv
dt
=
d
dt
(
E(Ptf)
2
)
= 2E[PtfLPtf ] = −2E〈∇Ptf,∇Ptf〉 = −2E‖∇(Ptf)‖22,
where we have used that Pt solves the heat equation (2.15) and the generator L satisfies the integration
by parts formula, i.e. E(uLv) = −E〈∇u,∇v〉 for u, v smooth functions. The rest of the assertions easily
follow. 
Remark 2.12. The above lemma provides a link between the superconcentration phenomenon and the vari-
ance decay, during the ensuing motion. This can be viewed as an alternative definition to the superconcen-
tration. Alternative (equivalent) definitions (via the gap in Poincare´ inequality or in connection with chaos)
can be found in [Cha14, Chapter 3 & 4]. Note also that Lemma 2.11 is true for any Markov semigroup.
Proof of Corollary 2.4 (with α = 1). Recall estimate (2.22),
E‖∇(Ptf)‖22 6 e−2tE‖∇f‖22R− tanh t, t > 0.
Integrating the latter and taking into account the fact that
Var[f(G)] = v(0) = −
∫ ∞
0
v′(t) dt = 2
∫ ∞
0
E‖∇(Ptf)‖22 dt,
which follows from Lemma 2.5, we get the assertion. ✷
We will need the next proposition, which is the analogue of Proposition 2.8 in terms of the parameter β.
Proposition 2.13. Let f ∈ L2(γn) be a smooth function and let L > 0 such that
n∑
j=1
(E|∂jf(G)|)2 6 L(Ef(G))2.
Then, for all t > 0 we have
1
β(t)
> e2t−2
(
1
β
)e−t (
1
L
)1−e−t
,
where β(t) := β(Ptf).
Proof. First, note that Lemma 2.11 yields
1
β(t)
=
1
β
exp(ψ(t)), ψ(t) := 2
∫ t
0
dz
s(z)
.(2.25)
Next, we employ Corollary 2.4 to link s(t) with β(t). To this end, it suffices to bound from below the
parameter R(t) = R(Ptf). Indeed; we have
R(t) =
E‖∇(Ptf)(G)‖22∑
j ‖∂j(Ptf)‖2L1
>
E‖∇(Ptf)(G)‖22
e−2t
∑
j ‖∂jf‖2L1
>
e2tVar[Ptf(G)]
L(Ef(G))2
= e2tβ(t)/L,
where we have also used Lemma 2.5 and the Poincare´ inequality (2.6). Whence, we obtain
ψ′(t) =
2
s(t)
> α log(e2tβ(t)/L).(2.26)
Inserting (2.25) into (2.26) we obtain
ψ′(t) > α log
(
β
L
e2t−ψ(t)
)
=⇒ ψ′(t) + αψ(t) > 2αt+ α log(β/L).
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Integrating the above in [0, t] we find
eαtψ(t) =
∫ t
0
eαz (ψ′(z) + αψ(z)) dz >
∫ t
0
eαz (2αz + α log(β/L)) dz
= 2teαt − 2
α
(eαt − 1) + (eαt − 1) log(β/L)
= 2teαt + (eαt − 1) log(e−2/αβ/L).
It follows that
ψ(t) > 2t+ (1− e−αt) log(e−2/αβ/L), t > 0.
Plug the latter in (2.25) we arrive at
1
β(t)
>
e2t
β
(
β
e2/αL
)1−e−αt
=⇒ 1
β(t)
> e2t
(
1
β
)eαt (
β
e2/αL
)1−e−αt
,
as required. It remains to notice that we have established Corollary 2.4 with α = 1. ✷
Remark 2.14. Note that the above estimate holds true for any hypercontractive semigroup; see [CEL12] for
a proof of the fact that hypercontractive measures satisfy Talagrand’s inequality (2.3).
Now we turn to proving our second main result.
Proof of Theorem 2.10. The proof follows the same lines as before: For δ ∈ (0, 1/2) and t > 0 we have
P {f(G) 6 δEf(G)} 6 exp (−cε(t)2/β(t)) ,
provided that
ε(t) := 1− δe−t −
√
1− e−2t = e−t
(
e−t
1 +
√
1− e−2t − δ
)
> 0.
Selecting time t0 = t0(δ) > 0 such that
e−t0
1 +
√
1− e−2t0 = 2δ,
and taking into account Proposition 2.13, we conclude with ω(δ) = exp(−t0) ≍ δ. ✷
3. Small ball probabilities for norms
In this section we apply Theorem 2.7 to derive optimal small ball estimates in normed spaces. Since our
study takes into account the unconditional structure of the norm both explicitly and implicitly, we begin
with some auxiliary results in this context.
3.1. Unconditional structure. Let ‖ · ‖ be a norm on Rn and let (bi) be a basis. Following [FJ80], we
define the unconditional constant of the norm with respect to the basis, denoted by unc(‖ · ‖, {bi}), to be
the least r > 0 such that ∥∥∥∥∥
n∑
i=1
εiαibi
∥∥∥∥∥ 6 r
∥∥∥∥∥
n∑
i=1
αibi
∥∥∥∥∥ ,(3.1)
for all choices of signs εi = ±1 and all scalars (αi) ⊂ R. Next, we define
unc(Rn, ‖ · ‖) = inf {unc(‖ · ‖, {bi}) : (bi) basis} .(3.2)
We denote by (ei) the standard (orthonormal) basis in R
n.
The following lemma can be viewed as a Lozanovski type result (see e.g. [Sza80] or [Pis89]):
Lemma 3.1. Let ‖ · ‖ be a norm on Rn, let ai = E|∂i‖G‖| for i = 1, . . . , n and let r = unc(‖ · ‖, {ei}).
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(1) For every x ∈ Rn, we have
1
r
n∑
i=1
ai|xi| 6 ‖x‖ 6 r
√
π
2
E‖G‖ · ‖x‖∞.(3.3)
(2) The following estimate holds:
c
E‖G‖√
logn
6
n∑
i=1
ai 6 r
√
π
2
E‖G‖.(3.4)
In particular,
c′
n logn
6
∑n
i=1 a
2
i
(E‖G‖)2 .
(3) Assuming that ai = aj for all i, j = 1, 2, . . . , n, we have the following estimate:
|BX |1/nE‖G‖ 6 Cr
√
log n.(3.5)
Proof. (1). Note that we have
∀x, y ∈ Rn, y 6= 0,
n∑
i=1
xi · ∂i‖y‖ = 〈x,∇‖y‖〉 6 ‖x‖.
Applying the latter for xi → xisgn{xi∂i‖y‖} ≡ εixi, we obtain
n∑
i=1
|xi| · |∂i‖y‖| 6
∥∥∥∥∥
n∑
i=1
εixiei
∥∥∥∥∥ 6 r‖x‖.
Integration with respect to y yields the lower estimate. For the upper estimate we may argue as follows:
‖x‖ 6 rE
∥∥∥∥∥
n∑
i=1
εixiei
∥∥∥∥∥ 6 r‖x‖∞E
∥∥∥∥∥
n∑
i=1
εiei
∥∥∥∥∥ ,
where we have used the contraction principle [LT91, Theorem 4.4]. Jensen’s inequality and the fact that
(εi|gi|) have the same distribution as (gi) (see e.g. [Pis74, Proposition 1] or [LT91, Lemma 4.5]) yields
E
∥∥∥∥∥
n∑
i=1
εiei
∥∥∥∥∥ 6 (E|g1|)−1E
∥∥∥∥∥
n∑
i=1
giei
∥∥∥∥∥ .
The assertion follows.
(2). The rightmost inequality follows by integrating the left-hand side of (3.3) and using the fact that
E|g| =√2/π. For the leftmost we argue as before. Set A = {‖G‖∞ > 100√logn} and note that P(A) 6 n−2.
Then, we may write
E‖G‖ = E
[
n∑
i=1
gi∂i‖G‖
]
6 E [‖G‖∞ · ‖∇‖G‖‖1] 6 100
√
lognE ‖∇‖G‖‖1 + nCE‖G‖ · P(A),
where we have used the fact that
|∂i‖G‖| 6 b 6 CE‖G‖, a.s.
The in particular part follows from the leftmost estimate and the Cauchy-Schwarz inequality.
(3). The left-hand side of (3.3) implies that BX ⊆ raBn1 . Hence, taking volumes on both sides, we get
|BX |1/n 6 r
a
2
(n!)1/n
6
2er
an
6
2er
cE‖G‖
√
logn,
where in the last step we have used the leftmost estimate from (3.4).
Remark 3.2. (1) Both lower and upper estimates are sharp (up to constants) in the case of ℓn∞ and
ℓn1 -norm, respectively.
(2) Note that Ho¨lder’s inequality implies that |BX |1/nE‖G‖ > c. Thus, (3.5) should be viewed as a
reverse Ho¨lder estimate.
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Theorem 3.3. Let ‖ · ‖ be a norm in Rn which satisfies E|∂i‖G‖| = E|∂j‖G‖| for all i, j = 1, 2, . . . , n. If
r = unc(‖ · ‖, {ei}), then for any δ ∈ (0, 1/2) we have
P {‖G‖ 6 δE‖G‖} < exp
(
−c
(
1
β˜
)τ(δ) ( n
r2
)1−τ(δ))
,(3.6)
with τ(δ) ≍ δ2.
Proof. By Theorem 2.7 we get
P {‖G‖ 6 δE‖G‖} < exp
(
−cδ2(1/β˜)τ(δ)(1/L)1−τ(δ)
)
,
where L is given by
L =
∑n
i=1(E|∂i‖G‖|)2
(E‖G‖)2 .
We distinguish two cases.
• δ > 110r
√
Ln. Then, 1/L > n100r2δ2 and thus,
δ2(1/L)1−τ(δ) > c′(n/r2)1−τ(δ).
• δ < 110r
√
Ln. Note that by Lemma 3.1 we have
a‖x‖1 6 r‖x‖, a = E|∂i‖G‖| = E‖G‖
√
L
n
,
by the definition of L and the equality for the partial derivatives of the norm. Therefore, we obtain
{x : ‖x‖ 6 δE‖G‖} ⊂
{
x : ‖x‖1 6 δr
a
E‖G‖
}
⊂
{
x : ‖x‖1 6 n
10
}
,
where for the last inclusion we have used the assumption on δ.
In each case we get the desired result. ✷
The following corollary is immediate:
Corollary 3.4. Let ‖ · ‖ be a 1-unconditional norm on Rn, which satisfies E|∂i‖G‖| = E|∂j‖G‖| for all
i, j = 1, 2, . . . , n. Then, for any δ ∈ (0, 1/2) we have
P {‖G‖ 6 δE‖G‖} < exp
(
−cn1−Cδ2
)
,(3.7)
where c, C > 0 are universal constants.
3.2. The general case. Here we show that every centrally-symmetric convex body A in Rn has an invertible
linear image A1 which satisfies a small-ball estimate with d(A1, 1/2) of power type. A linear image A˜ of
A which satisfies d(A˜, 1/2) & ec
√
logn can be derived by using a dichotomy based on the Alon–Milman
theorem [AM83]. Let us mention that a refined version of the dichotomy in [AM83, p.278-279] was also used
by Schechtman [Sch06] in connection with the problem of the dependence on ε in the existential form of
Dvoretzky’s theorem. Since our method is also rooted in a structural dichotomy which employs the Alon–
Milman theorem we find it instructive to outline the former argument and comment on the resemblance and
the difference between the two. A (slightly reformulated) form of Alon–Milman theorem reads as follows.
Proposition 3.5 (Alon–Milman). Let X = (Rn, ‖ · ‖) be a normed space whose unit ball BX is in John’s
position, that is Bn2 is the maximal volume ellipsoid in BX . Then,
(1) Either k(X) > cec
√
logn, or
(2) There exists a subspace F with dimF > cec
√
logn such that
c‖x‖∞ 6 ‖x‖ 6 C‖x‖∞, x ∈ F.
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We may argue as follows. In view of Proposition 3.5 we may assume that we are in the second case
(otherwise we employ the general estimate d & k, see e.g. (1.11), to conclude), hence there exists a subspace
F with dimF = m > ec
√
logn such that ‖x‖∞ ≍ ‖x‖ for all x ∈ F . Therefore,
P(‖W‖ 6 δE‖W‖) 6 P(‖W‖∞ 6 CδE‖W‖∞) 6 e−cm1−Cδ
2
, δ ∈ (0, 1/(2C)),
whereW is the standard Gaussian vector on F . Finally, we argue as in [PV18a] in order to “lift” the identity
map on F up to a linear invertible map on Rn by adding a sufficiently small multiple of the identity on F⊥.
That is, we choose a > 0 such that E‖TG‖ 6 2E‖W‖, where T = IF ⊕ (aIF⊥) and G is the standard
Gaussian vector in Rn. Since,
P
(
‖TG‖ 6 δ
2
E‖TG‖
)
6 P(‖W‖ 6 δE‖W‖), δ > 0,
the assertion follows.
Our method shares common points with the described proof. The lifting argument and the dichotomy
based on the Alon–Milman theorem are still involved. The main difference is that instead of using the
Alon–Milman theorem (as a black box) in order to locate ℓ∞-structure, we utilize it to preclude extremal
unconditional structure in some lower dimensional subspace F . This permits us to construct a linear map
S : F → F which equips the norm with extra properties. Moreover, the argument is integrated with the new
small ball estimate (Theorem 2.7) and allows to boost the lower bound from e
√
logn to polynomial. Namely,
we have the following:
Theorem 3.6. Let ‖ · ‖ be a norm on Rn. Then, there exists T ∈ GL(n) with the following property: for
any 0 < δ < 14 one has
P {‖TG‖ 6 δE‖TG‖} 6 exp
(
−cn 14−Cδ2
)
, G ∼ N(0, In),(3.8)
where c, C > 0 are universal constants.
Let us demonstrate the steps of the proof in more detail. First we show that an estimate of polynomial
type holds true conditionally, i.e. if the underlying norm has moderate unconditional structure. In view of
Theorem 3.3, this can be accomplished if the norm also satisfies the w1,1–condition. This is promised by the
following lemma from [PV18a].
Lemma 3.7. Let f be a smooth norm on Rm. Then, there exist λ1, . . . , λm > 0 such that
‖∂i(f ◦ Λ)‖L1 = ‖∂j(f ◦ Λ)‖L1 , i, j = 1, . . . ,m,
where Λ = diag(λ1, . . . , λm).
Combining this with Theorem 3.3 we derive the following:
Theorem 3.8. Let ‖ · ‖ be a norm on Rm. There exists S ∈ GL(m) such that, for any δ ∈ (0, 1/2) we have
P {‖SG‖ 6 δE‖SG‖} < exp
(
−c (m/r2)1−Cδ2) ,(3.9)
where r = unc(Rm, ‖ · ‖) and c, C > 0 are absolute constants.
This result almost reaches the final goal, except from the parameter r = uncX . Note that John’s theorem
[Joh48] readily implies that uncX 6
√
dimX for any finite dimensional normed space. On the other hand,
it is known (see e.g. [FKPc77] and [FJ80]) that a “typical” subspace F of ℓn∞ of proportional dimension
satisfies uncF &
√
dimF , which marks the end of usefulness of Theorem 3.8 in those cases. Hence, the next
crucial step is to locate moderate unconditional structure in every normed space. This is possible by using
the Alon–Milman theorem, and its sharper form due to Talagrand [Tal95]. Below we state it as a lemma in
a customized form that will be of immediate use for us.
Lemma 3.9. Let X = (Rn, ‖ · ‖) be a normed space and let Bn2 be the maximal volume ellipsoid inscribed
in BX . Then, there exists σ ⊂ [n] with |σ| > c
√
n such that
1
8
max
i∈σ
|αi| 6
∥∥∥∥∥∑
i∈σ
αiei
∥∥∥∥∥ 6 4√k(X)maxi∈σ |αi|,
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for all scalars (αi)i∈σ ⊂ R.
The reader is referred to [PV18a, Theorem 4.4] for the detailed proof of this formulation which uses
the classical Dvoretzky-Rogers lemma [DR50]. Combining Lemma 3.9 with Theorem 3.8, we can prove the
announced small ball estimate for any norm.
Proof of Theorem 3.6. We may assume that A = {x : ‖x‖ 6 1} is in John’s position, and k(A) = (E‖G‖)2 6
n1/4, since d(A, 1/2) & k(A). Then, Lemma 3.9 yields a σ ⊂ [n] with |σ| ≍ √n such that
c1max
i∈σ
|αi| 6
∥∥∥∥∥∑
i∈σ
αiei
∥∥∥∥∥ 6 C1√k(A)maxi∈σ |αi|,(3.10)
for all scalars (αi) ⊂ R. Set Eσ = span{ei : i ∈ σ} and note that the above estimate shows that
r := unc(Eσ , ‖ · ‖) 6 C2
√
k(A) 6 C2n
1/8.
Therefore, Theorem 3.8 yields the existence of S ∈ GL(Eσ) with the property that for all δ ∈ (0, 1/2) one
has
P {‖SZ‖ 6 δE‖SZ‖} 6 exp
(
−(|σ|/r2)1−Cδ2
)
6 exp
(
−cn 14−C′δ2
)
, Z ∼ N(0, IEσ ).
Now we apply the “lifting” argument as before: We consider the linear map T = S ⊕ (aIE⊥σ ) to get
E‖TG‖ 6 2E‖SZ‖,
provided a > 0 is sufficiently small and, moreover,
P (‖TG‖ 6 t) 6 P (‖SZ‖ 6 t) , t > 0,
The result readily follows. ✷
3.3. 1–unconditional norms in the ℓ-position and position of minimal M . Theorem 2.7 allowed to
prove optimal small-ball estimates for 1–unconditional norms in the position where absolute first gaussian
moments of partial derivatives of the norm are all equal (Corollary 3.4). In the classical ℓ or minimal
M positions, a direct adaptation of the argument will lead to a weaker estimate for small δ “close” to
log−1/2 n. The reason is that partial derivatives of the norm in the ℓ– (or in minimal M–) position are
not necessarily equal and can vary up to the factor O(log1/2 n). Indeed, in that setting we rely on the
identities E (Gi ∂i‖G‖) = E (Gj ∂j‖G‖) for all i 6= j (in the position of minimal M) and E (Gi ∂i‖G‖ ‖G‖) =
E (Gj ∂j‖G‖ ‖G‖) (in the ℓ–position) which, as can be easily checked, imply E |∂i‖G‖| 6 C
√
lognE |∂j‖G‖|
for all i 6= j, and considering a direct sum of ℓ2 and ℓ∞ (of appropriate dimensions), one can check that the
inequalities are in general optimal up to the constant multiple C.
In this subsection, we prove the small-ball inequality for 1–unconditional norms in position of minimal
M , which matches the estimate in Corollary 3.4. For this, we augment the above argument, based on
Theorem 2.7, with specially constructed norm replacement. The proof can be repeated for the ℓ–position
with minor modifications, so we will state the main result for both.
Theorem 3.10. Let ‖ · ‖ be a 1–unconditional norm in the position of minimal M or ℓ–position. Then for
any δ ∈ (0, 1/2] we have
P
{‖G‖ 6 δE ‖G‖} 6 2 exp(−cn1−Cδ2),
where c, C are universal constants.
The main technical step of the proof is to construct a seminorm T (·) satisfying three conditions:
• E T (G) > cE ‖G‖,
• T (x) 6 C‖x‖ for all x ∈ Rn, and
•
∑n
i=1(E |∂iT (G)|)2
(E T (G))2 6 Cδ
2/n.
The first two conditions immediately yield
P
{‖G‖ 6 δE ‖G‖} 6 P{T (G) 6 C′δ E T (G)},
while the third condition, together with Theorem 2.7, implies the desired deviation estimate. The seminorm
is constructed in Proposition 3.18 as a composition of three mappings: a diagonal contraction D˜, an auxiliary
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seminorm U(·) and a mapping F·,·(·) defined below. Each of the mappings from the composition is responsible
for particular structural properties of T (·): D˜ is needed to “balance” the quantities EGi∂iT (G), the auxiliary
seminorm U(·) provides an upper bound on the ℓn1–norm of norming functionals, and F·,·(·) controls the size
of the support of the norming functionals, which, together with the estimate for EGi∂iT (G), implies the
upper bound for
∑n
i=1(E |∂iT (G)|)2.
Everywhere in this subsection, by a norming functional for a seminorm ‖ · ‖ in Rn we mean any vector
x ∈ Rn such that sup
‖y‖61
〈y, x〉 = 1 and 〈y, x〉 = 0 for all y with ‖y‖ = 0.
As the first step of the proof, we define a mapping F on the class of all 1–unconditional seminorms in Rn.
Definition 3.11. Let ‖ · ‖ be a 1–unconditional seminorm, and fix a parameter τ > 1. We will define a
new 1–unconditional seminorm F‖·‖,τ (·) as follows. Take any norming functional x for the seminorm ‖ · ‖.
We associate with x a collection of vectors {v(x, I)}I ⊂ Rn indexed over all subsets I ⊂ [n], and with each
v(x, I) defined by
v(x, I) :=
(
1 +
‖x1I‖ℓn1
τ‖x‖ℓn1
)
x1[n]\I ,
where 1J denotes the indicator of a subset of indices J . In a sense, we truncate and rescale the original
functional x. Now, set
F‖·‖,τ (y) := sup
x
sup
I⊂[n]
〈v(x, I), y〉, y ∈ Rn,
where the supremum is taken over all norming functionals x for the seminorm ‖ · ‖.
It is immediately clear that F‖·‖,τ (·) is a 1–unconditional seminorm. Another elementary observation is
Lemma 3.12. For any 1–unconditional seminorm ‖ · ‖ and τ > 1, the seminorm F‖·‖,τ (·) satisfies
‖y‖ 6 F‖·‖,τ (y) 6
(
1 +
1
τ
)
‖y‖, ∀ y ∈ Rn.
The following is a crucial property that says that norming functionals for F‖·‖,τ (·) are supported on the
sets of large coordinates of corresponding vectors.
Lemma 3.13. Let K > 0 be a parameter, and let ‖ · ‖ be a 1–unconditional seminorm such that every
norming functional for ‖ · ‖ has ℓn1–norm at most K. Further, let τ > 1 and let F‖·‖,τ (·) be as above. Take
a vector y ∈ Rn with ‖y‖ 6= 0 and let x˜ be a norming functional with respect to the seminorm F‖·‖,τ (·), such
that 〈y, x˜〉 = F‖·‖,τ (y). Then necessarily
supp x˜ ⊂
{
i 6 n : |yi| > τ‖y‖
(τ + 1)2K
}
.
Proof. Let x be the “original” norming functional with respect to x˜, i.e. let x be a norming functional with
respect to the seminorm ‖ · ‖, and let I ⊂ supp (x˜)c be the set such that
x˜ =
(
1 +
‖x1I‖ℓn1
τ‖x‖ℓn1
)
x1[n]\I .
Since our seminorms are 1–unconditional, we may assume without loss of generality that all components of
y and x are non-negative. Fix any i ∈ supp x˜, define J := I ∪ {i}, and set
x′ :=
(
1 +
‖x1J‖ℓn1
τ‖x‖ℓn1
)
x1[n]\J .
Then x′ belongs to the collection of functionals {v(x, I)}I from the definition of F‖·‖,τ (·). Hence, 〈x˜, y〉 =
F‖·‖,τ (y) > 〈x′, y〉. On the other hand,
1
α˜
〈x˜, y〉 = 1
α′
〈x′, y〉+ xiyi,
with
α˜ :=
(
1 +
‖x1I‖ℓn1
τ‖x‖ℓn1
)
; α′ :=
(
1 +
‖x1J‖ℓn1
τ‖x‖ℓn1
)
.
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Note that
α′
α˜
=
τ‖x‖ℓn1 + ‖x1J‖ℓn1
τ‖x‖ℓn1 + ‖x1I‖ℓn1
=
τ‖x‖ℓn1 + ‖x1I‖ℓn1 + xi
τ‖x‖ℓn1 + ‖x1I‖ℓn1
.
Therefore, from the above we get
〈x˜, y〉 > τ‖x‖ℓn1 + ‖x1I‖ℓn1 + xi
τ‖x‖ℓn1 + ‖x1I‖ℓn1
〈x˜, y〉 − α′xiyi, so that 〈x˜, y〉
τ‖x‖ℓn1 + ‖x1I‖ℓn1
6 α′yi.
This inequality, together with the relation ‖y‖ 6 F‖·‖,τ (y) = 〈x˜, y〉 from Lemma 3.12, implies that
‖y‖
(τ + 1)‖x‖ℓn1
6
‖y‖
τ‖x‖ℓn1 + ‖x1I‖ℓn1
6
〈x˜, y〉
τ‖x‖ℓn1 + ‖x1I‖ℓn1
6 α′yi 6
(
1 +
1
τ
)
yi,
and the result follows. 
Proposition 3.14. For any ε ∈ (0, 1] there are C, c > 0 depending only on ε with the following property.
Let n > C, let ‖ · ‖ be a 1–unconditional norm in the position of minimal M , with E ‖G‖ = 1, and let δ > 0.
Then at least one of the following two assertions is true:
• Either P{‖G‖ 6 δE ‖G‖} 6 exp(−cn), or
• There is a 1–unconditional seminorm U(·) in Rn such that U(y) 6 ‖y‖ for all y ∈ Rn; all norming
functionals for U(·) have ℓn1–norm at most Cδ; and for any subset J ⊂ [n] of size |J | 6 cn we have
EU(G1[n]\J) > (1− ε)E ‖G‖.
Proof. Let I be the subset of all indices i such that E |∂i‖G‖| > C′δ/n, where C′ = C′(ε) will be chosen
later. Note that for any vector y ∈ Rn we have
(3.11) ‖y 1I‖ > E
∑
i∈I
|yi ∂i‖G‖| > C
′δ
n
‖y 1I‖1.
We will consider two possibilities:
• |I| > 2nC′ . Then, in view of (3.11) and applying standard concentration estimates for Lipschitz
functions, we get
P
{‖G‖ 6 δE ‖G‖} 6 P{‖G1I‖ 6 δ}
6 P
{‖G1I‖1 6 n/C′}
6 P
{‖G1I‖1 6 |I|/2} 6 exp(−cn),
for some c > 0 depending on ε.
• |I| < 2nC′ . First, let
B∗ :=
{
x ∈ Rn : max
y: ‖y‖61
〈x, y〉 6 1 and 〈x, y〉 = 0 for all y ∈ Rn with ‖y‖ = 0},
and for any t > 1 define a collection of functionals
S(t) :=
{
x1[n]\I : x ∈ B∗ and ‖x1[n]\I‖1 6 C′δ t
}
.
Choose any subset J ⊂ [n]. By our assumption and by Markov’s inequality, we have
P
{ ∑
i∈[n]\(I∪J)
|∂i‖G‖| 6 C′δ t
}
> 1− 1
t
, t > 1.
On the other hand, again by Markov’s inequality and the assumption that ‖ · ‖ is in the position of
minimal M , we have
P
{ ∑
i∈I∪J
Gi ∂i‖G‖ 6 t(|I|+ |J |)/n
}
> 1− 1
t
, t > 1,
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whence
P
{ ∑
i∈[n]\(I∪J)
Gi ∂i‖G‖ >
(‖G‖ − t(|I|+ |J |)/n) and
∑
i∈[n]\(I∪J)
|∂i‖G‖| 6 C′δ t
}
> 1− 2
t
, t > 1.
Together with the definition of S(t) this gives
P
{
sup
w∈S(t)
〈G1[n]\J , w〉 >
(‖G‖ − t(|I|+ |J |)/n)} > 1− 2
t
, t > 1, J ⊂ [n].
Finally, we define U(·) as
U(y) := sup{〈y, w〉 : w ∈ S(8/ε)}, y ∈ Rn.
Clearly, U(·) is a 1–unconditional seminorm with U(·) 6 ‖ · ‖. Further, it is known that in minimal
M position one has that k(‖ · ‖) is at least of order logn [Proposition ? []]. So, since we have assume
that E‖G‖ = 1 we have that (for large enough n) ‖G‖ > 1− ε8 with probability at least 1− ε8 . Then
the above relations imply that for any J ⊂ [n] with |J | 6 2n/C′ we have
P
{
U(G1[n]\J) > (1− ε/8− 32/(C′ε))
}
> 1− ε
8
− ε
4
.
Finally, choose C′ := 512ε2 . It is then easy to see that the last relation implies that EU(G1[n]\J) >
1− ε, completing the proof.

The next technical lemma describes a continuous diagonal contraction, which will be used later to “bal-
ance” coordinates of a seminorm.
Lemma 3.15. Let V(·) be any 1–unconditional seminorm in Rn. Denote by D the set of diagonal n × n
matrices with diagonal entries in [0, 1]. Then for any L > 0 there is a differentiable function D : [0,∞)→ D
having the following properties:
• D(t) is a solution to initial value problem{
D(0) := In;
∂
∂tdii(t) = H(D(t))i, i 6 n, t ∈ [0,∞),
where for each i 6 n, and A = (akj) ∈ D
H(A)i := −max
(
0,E (Gi ∂iV(A·)(G)) − L
)−max(0, 1
4
−
∣∣∣aii − 1
4
∣∣∣),
and ∂iV(A·)(G) denotes i-th partial derivative of the seminorm
y −→ V
( n∑
i=1
aiiyiei
)
, y ∈ Rn,
at point G;
• Setting D˜ = (d˜ii) ∈ D to be the entry-wise limit of D(t) when t → ∞, we have d˜ii ∈ {0} ∪ [1/2, 1]
for all i 6 n,
E (Gi ∂iV(D˜·)(G)) 6 L for all i with d˜ii 6= 0,
and ∣∣{i 6 n : d˜ii = 0}∣∣ 6 2EV(G)
nL
.
Proof. For any A ∈ D we have H(A) ∈ (−∞, 0]n, and the function H is continuous everywhere on D.
Further, the relation
E (Gi ∂iV(A·)(G)) 6 EV
(
A(Giei)
)
< aiiV(ei), i 6 n,
implies that |H(A)i| 6 aii whenever aii 6 LV(ei) . Hence, the initial value problem stated above has a solution,
by the Cauchy–Peano theorem.
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Further, if dii(t0) < 1/2 for some t0 > 0 then the term −max
(
0, 14 −
∣∣dii(t)− 14 ∣∣) in the definition of the
function H forces dii(t) to converge to zero when t→∞. This implies d˜ii ∈ {0} ∪ [1/2, 1], i 6 n.
For the next property, note that for any two matrices A,A+∆A ∈ D, and any vector y ∈ Rn,
V(Ay) > V((A+∆A)y) + 〈x,−∆Ay〉,
where x is a norming functional for (A+∆A)y with respect to the seminorm V(·). It is not difficult to check
that the functional x can be represented in the form
x =
(
(aii +∆aii)
−1∂iV((A+∆A)·)(y)
)n
i=1
,
where ∂i(V((A+∆A)·))(y) denotes the partial derivative of the seminorm V((A+∆A)·), evaluated at point
y (as long as the gradient of V((A+∆A)·) at point y is well defined). Hence,
V(Ay) > V((A+∆A)y) +
n∑
i=1
−∆aii yi
aii +∆aii
∂iV((A+∆A)·)(y).
Applying this last identity to D(t) and integrating (we are interested only in the intervals corresponding to
dii(t) > 1/2), we obtain
V(y) > V(D˜y) +
n∑
i=1
∞∫
0
1{dii(t)>1/2}
− ∂∂tdii(t) yi
dii(t)
∂iV(D(t)·)(y) dt
for almost all y ∈ Rn. Now, our definition of D(t) implies that ∂∂tdii(t) < 0 and dii(t) > 1/2 only if
E (Gi ∂iV(D(t)·)(G)) > L. Using this inequality and integrating the above relation with respect to the
Gaussian measure, we get
EV(G) > EV(D˜G) +
n∑
i=1
∞∫
0
(−L)1{dii(t)>1/2}
∂
∂t
dii(t) dt > EV(D˜G) + nL
2
∣∣{i 6 n : d˜ii = 0}∣∣,
implying the bound on the cardinality of
∣∣{i 6 n : d˜ii = 0}∣∣. Finally, for any i 6 n such that d˜ii 6= 0, we
necessarily have E (Gi ∂iV(D˜·)(G)) 6 L.

Remark 3.16. On the conceptual level, the continous contraction D(t) constructed above is designed to act
on the coordinates which give the main input to the expectation EV(G). This way, we balance coordinates by
making their input approximately equal. When “reasonable” balancing does not work for some coordinates,
that is, when after being rescaled by 1/2 they still produce a large input to the norm, we zero them out.
Definition 3.17. Let ‖ · ‖ be a 1–unconditional seminorm in Rn and let τ > 1 be a parameter. We will say
that ‖ · ‖ is in Mτ–position if for any i 6 n we have
E (Gi ∂i‖G‖) 6 τ
n
E ‖G‖,
where G is the standard Gaussian vector in Rn.
Proposition 3.18. There are universal constants C, c > 0 with the following property. Let n > C, let ‖ · ‖
be a 1–unconditional norm in the position of minimal M , with E ‖G‖ = 1, and let δ > 0. Then at least one
of the following is true:
• Either P{‖G‖ 6 δE ‖G‖} 6 exp(−cn), or
• There is a 1–unconditional seminorm T (·) in Rn in the MC–position such that T (y) 6 2‖y‖ for all
y ∈ Rn; E T (G) > 14E ‖G‖; and E |∂iT (G)| 6 Cδn E ‖G‖ for all i 6 n.
Proof. We will apply Proposition 3.14 with ε := 1/2. Assuming that the constant c > 0 is sufficiently small
and that the first assertion of the statement does not hold, there is a 1–unconditional seminorm U(·) with
the properties stated in Proposition 3.14. Define a seminorm W(·) in Rn by setting
W(y) := FU(·),1(U(y)), y ∈ Rn,
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where the transformation FU(·),1 was constructed earlier. Note that, in view of Lemma 3.12 and properties
of U(·),
(3.12) EW(G) 6 2.
Next, we apply Lemma 3.15 with V := W and L := τnE ‖G‖ (τ to be chosen a bit later) to obtain a
diagonal contraction operator D˜ with d˜ii ∈ {0} ∪ [1/2, 1], i 6 n, and with the set
J :=
{
i 6 n : d˜ii = 0
}
of cardinality at most 2nEW(G)τ , which is less than
4n
τ , in view of (3.12). Set
T (y) :=W(D˜y), y ∈ Rn.
We claim that T (·) is a 1–unconditional seminorm in the MC–position, for an appropriate C > 0. By
the properties of D˜, for all i ∈ [n] \ J we have d˜ii > 1/2, whence T (y) > 12W(y) for any y ∈ Rn with
supp y ⊂ [n] \ J . Take τ := 4/cε, where the constant cε is taken from Proposiion 3.14. Then, by that
proposition, we have
E T (G) > E T (G1[n]\J) > 1
2
EW(G1[n]\J) > 1
4
E ‖G‖.
Hence, by Lemma 3.15 and the definition of L,
E (Gi∂iT (G)) 6 τ
n
E ‖G‖ 6 4τ
n
E T (G), i 6 n,
so indeed T (·) is in MC–position for C := 4τ .
It only remains to check the assertion about the partial derivatives, i.e. that
E |∂iT (G)| 6 C
′′δ
n
E ‖G‖, i 6 n,
for some C′′ > 0. For that, we will apply Lemma 3.13. Pick any vector y ∈ Rn with supp y ⊂ [n] \ J and
T (y) 6= 0. Observe that D˜x is a norming functional for y with respect to the seminorm T (·) if and only
if x is a norming functional for D˜y with respect to the seminorm W(·). On the other hand, according to
Lemma 3.13, we have
supp x ⊂
{
i 6 n : |d˜iiyi| > U(y)
22K
}
,
where K is the maximal ℓn1–norm of a norming functional for U(·). The definition of U(·) implies that
K 6 C′δ. Since all diagonal entries of D˜ indexed over [n] \ J , belong to the interval [1/2, 1], we get from the
above
supp D˜x ⊂
{
i 6 n : |yi| > T (y)
16C′δ
}
,
or, equivalently,
∂iT (z) 6= 0 only if |zi| > T (z)
16C′δ
for almost all z ∈ Rn.
But this immediately implies that for any i 6 n we have
|∂iT (G)| 6 16C
′δ
T (G)Gi∂iT (G)
almost everywhere on the probability space, whence, together with the above relations,
E |∂iT (G)| 6 C1τδ
n
for a universal constant C1 > 0. The result follows. 
Proof of Theorem 3.10. We need to show that
P {‖G‖ 6 δE ‖G‖} < 2 exp (− cn1−Cδ2), δ ∈ (0, 1/2].(3.13)
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The proof essentially follows by combining Proposition 3.18 and Theorem 2.7. If the first assertion of
Proposition 3.18 holds then we are done. Otherwise, let T (·) be the seminorm defined within the second
assertion of that proposition. We set
L :=
∑n
i=1(E |∂iT (G)|)2
(E T (G))2 .
Then, by the properties of T (·), we have L 6 Cδ2/n for some C > 0. On the other hand, again by the
properties of T (·),
P {‖G‖ 6 δE ‖G‖} 6 P {T (G) 6 8δE T (G)} .
It remains to apply Theorem 2.7. 
4. Small deviations for norms
The goal of this section is to obtain lower deviation estimates P
{‖G‖ < (1 − ε)E ‖G‖}, ε ∈ (0, 1/2], for
norms ‖ · ‖ satisfying certain “balancing” conditions. The following two theorems are consequences of the
main technical result of the section (Theorem 4.16):
Theorem 4.1. For any norm ‖ · ‖ in Rn there is an invertible linear transformation T such that
P
{‖T (G)‖ < (1− ε)E ‖T (G)‖} 6 2 exp(−ncε), ε ∈ (0, 1/2],
where c > 0 is a universal constant.
For 1–unconditional norms, we can choose certain classical positions to get these deviation estimates:
Theorem 4.2. For any 1–unconditional norm ‖ · ‖ in Rn in the position of minimal M , or ℓ–position, or
w1,1–position, we have
P
{‖G‖ < (1− ε)E ‖G‖} 6 2 exp(−ncε), ε ∈ (0, 1/2],
where c > 0 is a universal constant.
For the standard ℓn∞–norm in R
n, a reverse estimate is known [Sch07]:
c exp(−nCε) < P{‖G‖∞ < (1− ε)E ‖G‖∞}, ε ∈ (0, 1/2],
which implies that the above result is optimal (in an appropriate sense).
The proof of the main result follows a different strategy compared to the results of Section 2. Although
the operator Pt still plays a fundamental role, instead of “replacing” the original norm with Pt‖G‖ (as is
done in the proofs of Theorems 2.7 and 2.10), we will replace it with an auxiliary seminorm by carefully
choosing a subset of norming functionals for ‖ · ‖, in such a way that the seminorm satisfies strong lower
deviation estimates. In that respect, the proof is similar to the approach from Subsection 3.3, although the
actual construction is completely different.
4.1. Construction of seminorms. Let H > 1, τ ∈ [log−1 n, 1/2] and δ ∈ (0, 1] be parameters. Given a
norm f(·) = ‖ · ‖ in Rn with H > unc(‖ · ‖, {ei}ni=1), and
(4.1) n−δ >
1
R(f)
=
∑n
i=1(E |∂if(G)|)2
E ‖∇f(G)‖22
,
and a collection of Borel subsets (Et)t>τ of Rn, define the seminorm Υ(·) as follows: For every t > τ , set
(4.2) Ft :=
{
x ∈ Rn : 〈x, Pt∇f(x)〉 > (1− 4t)E f(G) and ‖Pt∇f(x)‖2 6 ‖∇f‖L2(γn) n−δt/8
}
,
and
w(x) := sup
{〈x, Pt∇f(y)〉 : y ∈ Ft \ Et, t > τ}, x ∈ Rn
(if Ft \ Et = ∅ for all t > τ then we set w ≡ 0). Then for every vector x = (x1, x2, . . . , xn) ∈ Rn we define
Υ(x) := max
(
w(x),
1
H
max
ǫ1,...,ǫn∈{−1,1}
w
( n∑
i=1
ǫixiei
))
.
The next statement immediately follows from the definition:
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Lemma 4.3. For any parameters H, τ, δ and Borel subsets (Et)t>τ , the seminorm Υ(·) satisfies
• unc(Υ(·), {ei}ni=1) 6 H;
• Υ(x) 6 f(x) for all x ∈ Rn;
• Lip(Υ) 6 Lip(f)n−δτ/8.
We will view the above procedure as a construction of a family F of seminorms parameterized by H, τ, δ, f
and Borel sets (Et)t>τ . In what follows, by Υ(·) we will understand a particular seminorm from the family
F for a given realization of parameters (which are clear from the context and are either given explicitly or
required to take values from a specific range).
4.2. Lower bound for the expectation EΥ(G). In what follows, G and Z denote independent standard
Gaussian vectors in Rn, and for any t > 0, by Gt we denote the random vector e
−tG +
√
1− e−2tZ. The
goal of this subsection is to prove
Proposition 4.4. Let the norm f(·) satisfy (4.1), as well as the conditions δ√lognLip(f) 6 E f(G) and
P
{|f(G)− E f(G)| > sE f(G)} 6 2 exp(−δs logn), s > 0,
for some δ ∈ (0, 1]. Let H > 0, τ ∈ [log−1 n, 1/2] and assume that the Borel sets Et, t ∈ [τ, 1/2], satisfy
P(Et) 6 2n−δt/4. Then the seminorm Υ(·) defined above with parameters H, τ, δ, (Et)t>τ , satisfies
EΥ(G) > (1− C4.4δ−2τ)E f(G)
for some universal constant C4.4 > 0.
Remark 4.5. We note that the proposition, combined with the lower deviation Theorem 2.2, allows to obtain
the lower deviation inequality for the norm f(·) in the regime ε ∈ [C′ log logn/ logn, 1/2] (taking Et = ∅ for
all admissible t), namely
P
{
f(G) 6 (1− ε)E f(G)} 6 2 exp(−nc′ε),
for some c′, C′ > 0 depending only on δ. Indeed, setting τ := δ2ε/(2C), we get
P
{
f(G) 6 (1− ε)E f(G)} 6 P{Υ(G) 6 (1− ε)(1− Cδ−2τ)−1EΥ(G)} 6 2 exp (− cε2(EΥ(G))2/VarΥ(G)),
where, in view of Lemma 4.3,
VarΥ(G) 6 Lip(Υ)2 6 Lip(f)2 n−δτ/4 6 δ−2(log n)−1(E f(G))2 n−δτ/4,
implying the bound. In order to extend the range to all ε ∈ (0, 1/2], we will need to carefully choose the
events Et in the definition of Υ(·) in order to obtain stronger bounds on the variance VarΥ(G). That will be
done in the next subsections.
Lemma 4.6. Assume that a norm f(·) in Rn satisfies δ√lognLip(f) 6 E f(G) for some parameter δ > 0.
Then for any t ∈ (0, 1/2] and x ∈ Rn \ {0} such that the gradient of f at x is well defined, we have
P
{〈e−tx+√1− e−2tZ,∇f(x)〉 6 e−tf(x)− δ−1√t/ lognuE f(G)} 6 2 exp(−cu2), u > 1,
where c > 0 is a universal constant.
Proof. Obviously,
〈e−tx+
√
1− e−2tZ,∇f(x)〉 = e−tf(x) +
√
1− e−2t〈Z,∇f(x)〉.
The inner product 〈Z,∇f(x)〉 is equidistributed with g‖∇f(x)‖2, where g is a standard Gaussian variable.
Further, ‖∇f(x)‖2 6 Lip(f) 6 E f(G)/(δ
√
logn), by the assumptions of the lemma. The result follows. 
Lemma 4.7. Let the norm f(·) satisfy δ√log nLip(f) 6 E f(G) and
P
{|f(G)− E f(G)| > sE f(G)} 6 2 exp(−δs logn), s > 0,
for some parameter δ ∈ (0, 1]. Then for any u > 1 and t ∈ [log−1 n, 1/2] we have
P
{〈G,Pt∇f(G)〉 6 e−tf(G)− δ−1√t/ lognuE f(G)} 6 2 exp(−cu),
for some universal constant c > 0.
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Proof. Fix any u > 1. Define a subset S of Rn by setting
S :=
{
x ∈ Rn : 〈x, Pt∇f(x)〉 6 e−tf(x)− δ−1
√
t/ lognuE f(G)
}
.
Fix for a moment any x ∈ S. By definition,
e−tf(x)− δ−1
√
t/ lognuE f(G) > 〈x, Pt∇f(x)〉 = E Z〈x,∇f(e−tx+
√
1− e−2tZ)〉.
The upper bound on the expectation then implies that there is an integer i = i(x) > 1 with
(4.3) PZ
{〈x,∇f(e−tx+√1− e−2tZ)〉 6 e−tf(x)− ciδ−1√t/ lognuE f(G)} > 1
i2
,
for a sufficiently small universal constant c > 0 (instead of 1i2 on the right hand side, we can take the i-th
element of arbitrary convergent series). Indeed, this immediately follows from the obvious relation
E ξ > (a− b)P{ξ > a− b}+
∞∑
i=1
(
a− (i+ 1)b)P{a− (i + 1)b < ξ 6 a− ib}
> a− b− 2b
∞∑
i=1
P{ξ 6 a− ib},
which is valid for any variable ξ and any parameters a ∈ R and b > 0.
For a given i > 1, denote the collection of all x ∈ S satisfying (4.3) by Si. Since
∞⋃
i=1
Si = S, we get that
there is i0 > 1 with γn(Si0) > c
′γn(S)/i20. Thus,
P
{〈G,∇f(Gt)〉 6 e−tf(G)− ci0δ−1√t/ lognuE f(G)} > c′
i40
γn(S).
This implies
P
{〈G,∇f(Gt)〉 6 e−tf(Gt)− c2 i0δ−1√t/ lognuE f(G)}
>
c′
i40
γn(S)− P
{|f(G)− f(Gt)| > c2 i0δ−1√t/ lognuE f(G)}.
Observe that the probability on the left hand side of the inequality is equal to
P
{〈Gt,∇f(G)〉 6 e−tf(G)− c2 i0δ−1√t/ lognuE f(G)},
and in this form can be estimated with help of Lemma 4.6. This gives
c′
i40
γn(S) 6 P
{|f(G)− f(Gt)| > c2 i0δ−1√t/ lognuE f(G)}+ 2 exp(−c˜i20u2).
It remains to note that the condition on the concentration of f(G) implies
P
{|f(G)− f(Gt)| > c2 i0δ−1√t/ lognuE f(G)} 6 2e−c′′i0u√t log n,
and solve the inequality for γn(S). 
Lemma 4.8. Let f(·) be a norm in Rn satisfying (4.1). Then for any t ∈ (0, 1/2] we have
P
{‖Pt∇f(G)‖2 6 ‖∇f‖L2(γn) n−δt/8} > 1− n−cδt,
where c > 0 is a universal constant.
Proof. Repeating the argument from the proof of Proposition 2.8, or employing (2.22), we get
E ‖Pt∇f(G)‖22 6 E ‖∇f(G)‖22R− tanh t 6 E ‖∇f(G)‖22 n−δ tanh t
6 E ‖∇f(G)‖22 n−δt/e.
The result follows by a standard application of Markov’s inequality. 
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Lemma 4.9. Let the norm f(·) satisfy δ√log nLip(f) 6 E f(G) and
P
{|f(G)− E f(G)| > sE f(G)} 6 2 exp(−δs logn), s > 0,
for some parameter δ ∈ (0, 1]. Then for any t ∈ [log−1 n, 1/2] we have
P
{〈G,Pt∇f(G)〉 < (1− 4t)E f(G)} 6 2 exp(−cδ√t logn)
for a universal constant c > 0.
Proof. We have
P
{〈G,Pt∇f(G)〉 < (1− 4t)E f(G)}
6 P
{〈G,Pt∇f(G)〉 < (1 − t)f(G)− 2tE f(G)}
+ P
{
(1− t)f(G)− 2tE f(G) < (1− 4t)E f(G)}.
Applying Lemma 4.7, we get
P
{〈G,Pt∇f(G)〉 < (1 − t)f(G)− 2tE f(G)} 6 2 exp (− cδ√t logn)
for some universal constant c > 0. On the other hand, the assumptions of the lemma imply
P
{
(1− t)f(G)− 2tE f(G) < (1− 4t)E f(G)} 6 2 exp(−c′δt logn)
for a universal constant c′ > 0. The result follows. 
Proof of Proposition 4.4. Without loss of generality, τ 6 1/4. We have
EΥ(G) =
∞∫
0
P
{
Υ(G) > s
}
ds
> 4
1/4∫
τ
P
{
Υ(G) > (1 − 4s)E f(G)}E f(G) ds
= (1− 4τ)E f(G)− 4
1/4∫
τ
P
{
Υ(G) < (1− 4s)E f(G)}E f(G) ds.
Take any s ∈ [τ, 1/4]. Combining Lemmas 4.8 and 4.9 and the conditions on events Es, we get that the event
{G ∈ Fs \ Es} (where the sets F· are defined in (4.2)) has probability at least 1 − 2 exp(−c′δ
√
s logn), for
some constant c′ > 0. By the definition of the seminorm Υ(·), we have Υ(G) > (1 − 4s)E f(G) whenever
G ∈ Fs \ Es. Hence,
1/4∫
τ
P
{
Υ(G) < (1− 4s)E f(G)} ds 6 2 1/4∫
τ
exp(−c′δ
√
s logn) ds 6 Cδ−2τ,
for some constant C > 0. The result follows. 
4.3. Seminorm deformation. Let T be non-empty closed bounded origin-symmetric subset of Rn \ {0},
and let w(·) be a seminorm in Rn given by
w(x) := max
y∈T
〈x, y〉, x ∈ Rn.
Further, assume that for some i 6 n and α ∈ (0, 1) we have
E |∂iw(G)| > α
√
E ‖∇w(G)‖22.
We are interested in properties of a new seminorm w˜(·) obtained from w(·) by “removing” functionals with
large scalar products with the i-th coordinate vector:
w˜(x) := max
y∈Ti
〈x, y〉, x ∈ Rn,
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where
Ti :=
{
y ∈ T : |yi| 6 α4
√
E ‖∇w(G)‖22
}
.
The main statement of the section is the following:
Proposition 4.10. Let w(·), w˜(·), α ∈ (0, 1) and i 6 n be as above. Then, we have
E w˜(G) 6 Ew(G) − cα4
√
E ‖∇w(G)‖22,
where c > 0 is a universal constant.
Remark 4.11. The proposition can be interpreted as follows: if the partial derivative of the i–th coordinate
of a seminorm is large then removing the “spikes” in the definition of the set of norming functionals produces
a seminorm with expectation significantly less than the expectation of the original seminorm. In a sense,
this implies that the total number of such coordinates cannot be large. This will be very important in the
next subsection when we choose the events (Et) for the parametric family of seminorms Υ(·) and prove the
main technical statement of the section.
Lemma 4.12. Let x ∈ Rn be a vector such that the gradient ∂iw(x) is well defined and let us assume that
∂iw(x) >
α
2
√
E ‖∇w(G)‖22. Then, for any r > 0 one has
w˜(x+ rei) 6 w(x + rei)− rα
4
√
E‖∇w(G)‖22.
Proof. Let r > 0 and let y ∈ Ti such that w˜(x+ rei) = 〈x+ rei, y〉. It follows that
w˜(x+ rei) = 〈x, y〉+ ryi 6 w(x) + rα
4
√
E‖∇w(G)‖22,(4.4)
where we have used the definition of Ti and the fact that Ti ⊆ T . On the other hand, the mapping
xi 7→ w(x1, . . . , xi, . . . xn) is convex (when the other coordinates remain fixed), thus
w(x) 6 w(x + rei)− r∂iw(x) 6 w(x + rei)− rα
2
√
E‖∇w(G)‖22.
Inserting the latter into (4.4) we get the result. ✷
Proof of Proposition 4.10. We fix 1 6 i 6 n such that E|∂iw(G)| > α
√
E‖∇w(G)‖22. The trivial bound
E|∂iw(G)|2 6 E‖∇w(G)‖22 and the Paley-Zygmund inequality [BLM13, p.47] imply
P
{
|∂iw(G)| > α
2
√
E‖∇w(G)‖22
}
> P
{
|∂iw(G)| > 1
2
E|∂iw(G)|
}
>
1
4
(E|∂iw(G)|)2
E|∂iw(G)|2 >
α2
4
.
It follows that3 the set
Q :=
{
x : ∂iw(x) >
α
2
√
E ‖∇w(G)‖22
}
,
satisfies γn(Q) > α
2/8. By a result of Kuelbs and Li [LK98, Theorem 1] we have for all r > 0 that
γn(Q + rei) > Φ(Φ
−1(γn(Q))− r).
The choice r0 :=
1
8 (− log(γn(Q)/2))−1/2 yields
γn(Q+ r0ei) >
γn(Q)
4
.
Indeed; setting p = γn(Q)/2 ∈ (0, 1/2) we may write
Φ−1(p)− Φ−1(p/2) =
∫ 1
1/2
p
I(tp)
dt >
p
2I(p)
>
1
8
√
log(1/p)
= r0,
3Note that if Q =
{
∂iw >
α
2
√
E‖∇w(G)‖2
2
}
, then the evenness of w implies −Q =
{
−∂iw >
α
2
√
E‖∇w(G)‖2
2
}
, and hence{
|∂iw| >
α
2
√
E‖∇w(G)‖2
2
}
⊆ Q ∪ (−Q).
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where I = Φ′ ◦ Φ−1 stands for the Gaussian isoperimetric function and we have also used the facts that
p 7→ I(p) is nondecreasing in (0, 1/2) and satisfies I(p) 6 4p√log(1/p) for all p ∈ (0, 1/2), see e.g. [BLM13,
Lemma 10.3]. By Lemma 4.12, for any z ∈ Q+ r0ei we have
w˜(z) 6 w(z)− r0α
4
√
E ‖∇w(G)‖22.
This, together with the obvious relation w˜(y) 6 w(y), y ∈ Rn, gives
Ew(G) − E w˜(G) > E[(w(G) − w˜(G))1Q+r0ei ] >
r0αγn(Q)
16
√
E ‖∇w(G)‖22
>
cαγn(Q)√− log(γn(Q)/2)
√
E ‖∇w(G)‖22.
The bound γn(Q) > α
2/8 yields the estimate
Ew(G) − Ew˜(G) > cα
3√
log(1/α)
√
E‖∇w(G)‖22,
as required. 
4.4. Balancing the seminorm: improving bounds on the variance. Our bound on the Lipschitz
constant of a seminorm Υ(·) from Proposition 4.4 holds under very general (or no) assumptions on parameters
δ,H , the norm f(·) and events (Et)t>τ , but is not sufficiently strong to imply the main results of the section.
However, the bound on the variance of the seminorm can be improved provided that H is “sufficiently small”
and that the events (Et)t>τ are carefully chosen to guarantee that the seminorm is “well balanced”. It will
be convenient to revise our notation a little. Let F be the collection of all seminorms defined as in the
Subsection 4.1. We will inductively construct a finite sequence of seminorms (Υk)
m
k=0 ⊂ F , with each Υk(·)
sharing the same set of parameters with the other seminorms of the sequence, except for the collection of
events (Ekt )t>τ , which will be defined inductively, starting with E0t := ∅, t > τ for the initial seminorm Υ0(·).
Let θ > 0 be a parameter (later, we will connect it with paramters H and δ), and assume that for some
k > 1, the seminorm Υk−1(·) has been constructed. If for every i 6 n we have E |∂iΥk−1(G)| < θEΥ0(G),
then we set m := k − 1 and stop the construction. Otherwise, choose an index i 6 n with E |∂iΥk−1(G)| >
θEΥ0(G), and for any t > τ let
Ekt := Ek−1t ∪
{
y ∈ Rn : |〈ei, Pt∇f(y)〉| > θ4EΥ0(G)
}
.
Then we let Υk(·) to be the seminorm from F defined with parameters τ, δ,H , f and (Ekt )t>τ , and proceed
to the next step.
The following is a consequence of results of the previous subsection:
Lemma 4.13. The sequence of seminorms constructed above is finite, with m 6 Cθ−4, and for any k 6 m
we have
EΥk(G) 6 EΥk−1(G)− cθ4 EΥ0(G),
for universal constants c, C > 0.
Proof. Take any two adjacent seminorms Υk−1(·) and Υk(·) from the sequence. According to the construc-
tion, there is an index i 6 n such that
√
E ‖∇Υk−1(G)‖22 > E |∂iΥk−1(G)| > θEΥ0(G). Define α > 0
by α := θEΥ0(G)/
√
E ‖∇Υk−1(G)‖22. Note that the definition of the seminorm Υk(·) implies that ev-
ery norming functional of Υk(·) is (a coordinate projection of) a vector Pt∇f(y) for some y ∈ Ft \ Ekt
or a vector 1H (ǫjPt∂jf(y))
n
j=1 for some y ∈ Ft \ Ekt and ǫj ∈ {−1, 1}, j 6 n. Together with the defini-
tion of the events Ekt , t > τ , this implies that every norming functional v = (v1, . . . , vn) of Υk(·) satisfies
|vi| 6 θ4EΥ0(G) = α4
√
E ‖∇Υk−1(G)‖22.
Then, by the definition of Υk(·) and by Proposition 4.10, we get
EΥk(G) 6 EΥk−1(G) − c′α4
√
E ‖∇Υk−1(G)‖22 6 EΥk−1(G)− c˜θ4 EΥ0(G)
for a universal constant c˜ > 0. Recursive application of this bound gives
EΥk(G) 6 (1− c˜θ4k)EΥ0(G), k > 0,
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whence m 6 1c˜θ4 . 
Next, we will estimate the Gaussian measure of events Ekt constructed above.
Lemma 4.14. Let the norm f(·) satisfy condition (4.1), and assume that δ√lognLip(f) 6 E f(G) and
P
{|f(G)− E f(G)| > sE f(G)} 6 2 exp(−δs logn), s > 0.
Further, assume that log−1 n 6 τ 6 δ2/(2C4.4), where the constant C4.4 is taken from Proposition 4.4.
Then for any k 6 m and t > τ we have
γn(Ekt ) 6
Ck
θ
n−δ/2,
where C > 0 is a universal constant.
Proof. It is sufficient to show that for any given i 6 n, we have
q := γn
{
y ∈ Rn : |Pt∂if(y)| > θ
4
EΥ0(G)
}
6
C
θ
n−δ/2.
By our conditions on parameters and in view of Proposition 4.4,
EΥ0(G) >
1
2
E f(G).
Hence,
E |∂if(G)| > E |Pt∂if(G)| > θq
8
E f(G) > cθq
√
E ‖∇f(G)‖22.
This, together with condition (4.1), implies the bound. 
As a combination of Lemma 4.3, Proposition 4.4 and the above Lemmas 4.13 and 4.14, we obtain
Proposition 4.15. There is a universal constant C4.15 > 0 with the following property. Let n > C4.15; let
the norm f(·) and parameter δ be as in Lemma 4.14. Assume additionally that log−1 n 6 τ 6 δ2/(2C4.15)
and that θ5 > n−δ/4. Then the seminorm Υm(·) constructed above satisfies
• Υm(x) 6 f(x) for all x ∈ Rn;
• EΥm(G) > (1− C4.15δ−2τ)E f(G);
• Lip(Υm) 6 Lip(f)n−δτ/8;
• E |∂i(Υm(G))| 6 2θEΥm(G) for all i 6 n.
Finally, we can prove the main technical result of the section. For convenience, we will explicitly restate
all conditions on the parameters involved.
Theorem 4.16. There are universal constants C4.16, c4.16 > 0 with the following property. Let δ ∈ (0, 1],
and let f(·) be a norm in Rn such that nδ/64 > H := unc(f, {ei}ni=1). Further, take τ satisfying log−1 n 6
τ 6 δ2/(2C4.16). Assume that (4.1) is satisfied, that δ
√
lognLip(f) 6 E f(G) and
P
{|f(G)− E f(G)| > sE f(G)} 6 2 exp(−δs logn), s > 0.
Then
P
{
f(G) 6 (1− C4.16δ−2τ)E f(G)
}
6 2 exp
(− nc4.16δτ ).
Proof. We will assume that C4.16 > 2C4.15. Let θ := n
−δ/32, and let Υm(·) be the seminorm constructed
above. We have Υm(·) 6 f(·) and
EΥm(G) > (1− C4.15δ−2τ)E f(G),
by Proposition 4.15. This implies
P
{
f(G) 6 (1− C4.16δ−2τ)E f(G)
}
6 P
{
Υm(G) 6 (1− C4.15δ−2τ)EΥm(G)
}
.
Next, we will estimate the variance VarΥm(G). As a corollary of Talagrand’s L1 − L2 bound (see Corol-
lary 2.4), we obtain
(4.5) VarΥm(G) 6
C˜E ‖∇Υm(G)‖22
1 + log
E ‖∇Υm(G)‖22∑
n
i=1 ‖∂iΥm‖2L1(γn)
,
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for a universal constant C˜ > 0. Clearly, E ‖∇Υm(G)‖22 6 Lip(Υm)2 6 n−δτ/4Lip(f)2, in view of Proposi-
tion 4.15. Further, by the same proposition we have for any i 6 n:
‖∂iΥm‖L1(γn) 6 2θEΥm(G).
This implies
n∑
i=1
‖∂iΥm‖2L1(γn) 6 maxj6n ‖∂jΥm‖L1(γn)
( n∑
i=1
‖∂iΥm‖L1(γn)
)
6 CθH(EΥm(G))
2 6 Cn−δ/64(EΥm(G))2,
where we have used H–unconditionality of the standard vector basis with respect to Υm(·). Now, if
(EΥm(G))
2 < nδ/128E ‖∇Υm(G)‖22 then the last estimate gives
n∑
i=1
‖∂iΥm‖2L1(γn) 6 Cn−δ/128E ‖∇Υm(G)‖22,
so, (4.5) implies
VarΥm(G) 6
C′n−δτ/4Lip(f)2
1 + δ logn
6
C′n−δτ/4δ−2(E f(G))2
logn+ δ log2 n
.
On the other hand, if (EΥm(G))
2 > nδ/128E ‖∇Υm(G)‖22 then the Poincare´ inequality immediately implies
a bound
VarΥm(G) 6 2n
−cδ(EΥm(G))2 6 2n−cδ(E f(G))2.
As the final step of the proof, we observe that, according to Theorem 2.2, we have
P
{
Υm(G) 6 (1− C4.15δ−2τ)EΥm(G)
}
6 2 exp
(− cδ−4τ2(EΥm(G))2/VarΥm(G)).
The result follows from the upper bound on the variance obtained above. 
4.5. Proof of Theorems 4.1 and 4.2.
Proof of Theorem 4.1. Apart from applying Theorem 4.16, the proof essentially reproduces the ideas from
Subsection 3.2, so we only sketch the argument. The starting point is the dichotomy employed earlier in paper
[PV18a]: given any norm f(·) in Rn with the unit ball in John’s position, either the critical dimension k(f)
is greater than nc, or, as a corollary of Alon–Milman’s theorem [AM83], there is a subspace X := (E, f(·))
of (Rn, f(·)) of dimension c′n1/2 which has a Cnc/2–unconditional basis. Here, c > 0 is a sufficiently small
universal constant, which will be chosen later. In the former case, the required result immediately follows
from standard concentration estimates for Lipschitz functions in the Gauss space. In the latter case, applying
an appropriate linear transformation to X (whose existence is guaranteed by the Borsuk–Ulam theorem, see
[PV18a, Lemma 3.1]), we obtain a normed space (Rc
′n1/2 , f˜(·)) such that the standard basis {ei}c′n1/2i=1 is
Cnc/2–unconditional, and, moreover, E |∂if˜(G′)| = E |∂j f˜(G′)| for all i 6= j, where G′ is the standard
Gaussian vector in Rc
′n1/2 . The Cnc/2–unconditionality of the standard basis then implies
c′n1/2∑
i=1
(
E |∂if˜(G′)|
)2
6 C′nc/2E f˜(G′)E |∂1f˜(G′)|
= C′′nc/2−1/2E f˜(G′)
c′n1/2∑
i=1
E |∂if˜(G′)|
6 C′′′nc−1/2(E f˜(G′))2.
If (E f˜(G′))2 6 ncE ‖∇f˜(G′)‖22 and assuming that the constant c > 0 is sufficiently small, the norm f˜(·)
satisfies assumptions of Theorem 4.16 with c′n1/2 in place of n, and with δ := 256c, implying the lower
deviation estimates for f˜(·) (the conditions δ√lognLip(f˜) 6 E f˜(G′) and P{|f˜(G′)−E f˜(G′)| > sE f˜(G′)} 6
2 exp(−δs logn), s > 0, follow from the argument in the proof of Theorem 3.4 of [PV18a]). On the other
hand, if (E f˜(G′))2 > nc E ‖∇f˜(G′)‖22 then the deviation estimates follow immediately from Theorem 2.2 and
the Poincare´ inequality. Finally, we apply the argument from [PV18a] (see the proof of Theorem 4.5 there)
to “lift” the lower deviation estimates for f˜(·) back to an appropriate linear transformation of (Rn, f(·)). 
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Proof of Theorem 4.2. Clearly, it is sufficient to show that any 1–unconditional norm f(·) in the position of
minimal M , or ℓ–position, or w1,1–position satisfies the conditions of Theorem 4.16 with δ being a universal
constant. We consider the position of minimal M for concreteness. The conditions δ
√
lognLip(f) 6 E f(G)
and P
{|f(G)−E f(G)| > sE f(G)} 6 2 exp(−δs logn), s > 0 (for constant δ) are known; see, in particular,
[Tik18, PV18a]. If, additionally, (4.1) holds then a direct application of Theorem 4.16 gives the result. On
the other hand, if (4.1) does not hold, say, for δ = 1/10, then it can be easily checked, using the balancing
conditions E (Gi∂if(G)) =
1
nE f(G), i 6 n for the position of minimal M , and the Poincare´ inequality, that
Varf(G) 6 n−c(E f(G))2 for a universal constant c > 0. Then Theorem 2.2 implies the required bound. 
5. Further Remarks and Questions
We conclude this paper with an application of Theorem 3.6 in the asymptotic geometric analysis. As we
have already mentioned in the Introduction the motivation to study small-ball probabilities for norms stems
for the need to better understand the (random) local Euclidean structure.
5.1. Dvoretzky-type results. Although the connection of local almost Euclidean structure with the Gauss-
ian concentration has its origins in Milman’s work [Mil71], the link to the Gaussian small ball estimate had
not been considered until the work of Klartag and Vershynin in [KV07]. The authors there establish the re-
markable phenomenon that any centrally symmetric convex body in Rn, admits random sections of dimension
larger than the Dvoretzky number which are well bounded in terms of the expected radius.
Theorem 5.1 (Klartag–Vershynin). Let A be a centrally symmetric convex body in Rn. Then, for any
1 6 m 6 cd(A), the random m-dimensional subspace F (with respect to the Haar probability measure on the
Grassmannian Gn,m) satisfies
A ∩ F ⊆ C
M(A)
BF , M(A) =
∫
Sn−1
‖θ‖A dσ(θ),
with probability greater than 1− e−cd(A).
In order to make the connection of the small ball estimate with the one-sided random version of Dvoretzky’s
theorem more transparent, let us first recall the definition of the lower Dvoretzky dimension d due to Klartag
and Vershynin: For a centrally symmetric convex body A in Rn and δ ∈ (0, 1), one defines
d(A, δ) = min {n,− logP (‖G‖A 6 δmed(‖ · ‖A))} ,
where med(‖G‖A) is the median of ‖G‖A. For δ = 1/2 we simply write d(A) = d(A, 1/2). Recall (1.10)
P {‖G‖A 6 cεE‖G‖A} 6 ε
d(A,δ)−log 2
log(1/δ) , ε ∈ (0, δ).(5.1)
Let us point out that the original formulation uses the uniform probability measure σ on the sphere Sn−1.
However, one can equivalently work with the Gaussian measure for this problem in the light of the following
(standard) estimates that compare the two measures:
γn(tB
n
2 )σ(A ∩ Sn−1) 6 γn(tA), γn(sA) 6 γn(sBn2 ) + σ(A ∩ Sn−1), t, s > 0,
where A is any centrally symmetric convex body in Rn; see in particular [KV07] and [LO05].
The next step is to express small ball estimates in terms of reverse Ho¨lder inequalities. More precisely,
the estimate (5.1) implies the following:(
E‖G‖−qA
)−1/q
> cδE‖G‖A, q 6 cd(A, δ)/ log(1/δ).
The final step requires to bound the diameter of random sections in terms of the negative moments of
‖G‖A. Note that this cannot be achieved now by the standard net argument. The reason is that the latter
works once we have first established an upper bound for the norm in the subspace, equivalently that the
section contains relatively large ball. This is not the case in this regime. To overcome this obstacle Klartag
and Vershynin devise a dimension lift technique based on the low M -inequality from [Kla04].
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Lemma 5.2 (Dimension lift). Let A be a centrally symmetric convex body in Rn. Then, for any 1 6 m 6
q 6 n/8 we have (∫
Gn,m
diam(A ∩ F )m dνn,m(F )
)1/m
6
C
M(A)
 E‖G‖A(
E‖G‖−qA
)−1/q
2 .(5.2)
The latter shows that the diameter of a random section is controlled by the tightness of the reverse
Ho¨lder inequality for the negative moments. In view of the above and the findings of this paper one gets the
following:
Theorem 5.3. Let A be a centrally symmetric convex body in Rn and let ‖ · ‖A be the corresponding norm.
(1) If ‖ · ‖A is 1-unconditional in the position of minimal M , or ℓ-position, or w1,1–position, then for
any δ ∈ (0, 1/2) and k 6 cn1−Cδ2 , the random k-dimensional subspace E of Rn satisfies
A ∩ E ⊆ Cδ
−2
M(A)
BE ,
with probability greater than 1− e−cn1−Cδ
2
.
(2) In the general case, there exists an invertible linear map T with the following property: for every
1 6 m 6 n1/5, the random m-dimensional subspace F satisfies
TA ∩ F ⊆ C
M(TA)
Bn2 ∩ F,
with probability greater than 1− e−cn1/5, where C, c > 0 are universal constants.
Quermassintegrals. Similar Dvoretzky-type results can be proved for other geometric quantities associ-
ated with the convex body than the negative moments of the norm. For example, as an application of the
dimension lift (Lemma 5.2) and the Gaussian deviation inequality (Theorem 2.2) it is proved in [PPV19] a
quantitive reversal of the classical Alexandrov inequality. The latter says that the sequence of quermassin-
tegrals of a convex body A, appropriately normalized, is monotone. Recall that the k-th quermassintegral
of A is the average of volume of the random k-dimensional projection of A, that is
Qk(A) :=
(
1
|Bk2 |
∫
Gn,k
|PFA| dνn,k(F )
)1/k
,
where νn,k is the (unique) Haar probability measure invariant under the orthogonal group action on the
Grassmannian Gn,k. With this normalization Alexandrov’s inequality reads as follows:
Qn(A) 6 Qn−1(A) 6 . . . 6 Q1(A).
Note that Qn(A) is the volume radius of A, Qn−1(A) is (an appropriate multiple of) the surface area of A,
while Q1(A) stands for the mean width. We refer the reader to Schneider’s monograph [Sch14] for related
background material and an excellent exposition in convex geometry. The main result of [PPV19] asserts
that a long initial segment of the above sequence is essentially constant, where the length and the almost
constant behavior is quantified in terms of the parameter 1/β(A◦), namely
Qk(A) >
(
1−
√
kβ(A◦) log
(
c
kβ(A◦)
))
Q1(A),
where A◦ is the polar body of A.
The strong small-ball probabilities established in the present paper yield an isomorphic reversal (up to
constant) which extends to a polynomial order length, regardless the order of magnitude of β(A). More
precisely, we have the following:
Corollary 5.4. Let A be a centrally symmetric convex body in Rn and let A◦ its polar.
(1) If A is 1–unconditional, and A◦ is in the ℓ-position, or position of minimal M , or w1,1–position,
then for any δ ∈ (0, 1/2) and for any k 6 cn1−Cδ2 we have
Qk(A) > cδ
2Q1(A).
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(2) In the general case there exists a linear image A˜ of A such that for all k 6 cn1/5 we have
Qk(A˜) > cQ1(A˜).
The corollary follows by applying Theorem 5.3 in the dual setting to the polar body A◦. We omit the
details.
5.2. Open questions. 1. Optimality of Corollary 2.4. We do not know what is the optimal constant α
in Corollary 2.4 for (even functions). If Corollary 2.4 can be established with α = 2, then the argument
described in §2.4.1. through the parameter β˜ is redundant and then one has only Theorem 2.10 with β and
ω(δ) ≍ δ2. Note that a posteriori the sharp constant α in Corollary 2.4 cannot exceed 2.
2. Optimality of Theorem 3.6. The exponent 1/4 we derive in the small ball estimate in the general case
is product of the optimization in the dichotomy argument based on dependences from the Alon–Milman
theorem. It seems plausible that a better organization of the argument and the tools might provide a
slightly better exponent. However, we are not aware if one should expect that the exponent can be pushed
arbitrary close to 1, or how this can be achieved.
3. Further research direction. Additional results on small ball probabilities for norms requires further
investigation in other classical positions, say John’s position or minimal surface area position. This can
be achieved either by estimating (if possible) in those positions the global parameters R(f) or L(f) that
govern the probabilistic estimates, or by rebuilding the existing methodology and tailoring it for geometric
properties of the aforementioned positions. We do not pursue these research directions here.
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