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Abstract 
The no-reference/blind image quality assessment (NR-IQA) is the most difficult due to the reference images are not 
available. Nature scene statistics (NSS) has been proven successful in image modeling and feature extraction. 
However, classical NSS models could not capture the high-order dependencies reside in nature signals. In order to 
avoid this problem, we propose a NR-IQA algorithm with an independent component analysis (ICA) based NSS 
model. In the evaluations on LIVE database, experiment results show that the proposed approach outperforms state-
of-the-art IQA algorithms. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
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Introduction 
Image quality assessment (IQA) has been widely used in the image processing field nowadays. 
According to the accessibility of source images, IQA algorithms are sorted into three categories: full-
reference (FR) IQA [1], reduced-reference (RR) IQA [2] and no-reference (NR) IQA [3-4]. Some FR-
IQA and RR-IQA algorithms are shown to be highly correlated with objective image qualities. But it is 
often the case that the original source is not available, such as the images from TV, thus the NR-IQA is 
required. However, since the reference images are not available, NR-IQA is very difficult. 
Current NR-IQA algorithms use various approaches, but all these approaches mainly follow three 
trends: 1) Distortion specific. As we know that each type of distortion has special effects on images, such 
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as the ringing effect introduced by JPEG2000 compression. But the distortion specific condition limits 
their applications. 2) Feature based training. Such algorithms generally follow two procedures: feature 
extraction and feature based training. However, the performance of this kind of method heavily relies on 
the features extracted.  3) Nature scene statistics (NSS). Nature scenes form a tiny set of all possible 
images, and its properties have been studied by a lot of researchers in the past few years [5-6]. The 
fundamental philosophy of NSS based NR-IQA is that all original images are “natural”, the distortion 
process disrupt this naturalness and make images seem “unnatural”. This method is superior to the 
previous two ones, as it is only based on that simple hypothesis. The difficulty of NSS method lies in 
modeling the nature signals.  
In this article, a NR-IQA algorithm based on ICA is proposed. We decompose the image data into 
several independent components using ICA, and model the distribution feature of each component with 
the generalized Gaussian distribution (GGD) model. We pre-extracted the features of images without any 
distortion as references. Features of distorted images are then extracted to compare with the references. 
Our proposed NR-IQA shows good performance for image quality assessment especially for some types 
of distortion.  
1. Image Feature Extraction Based on ICA 
As image signals are highly dimensional, it is necessary for any probability model to capture the 
essential yet computational tractable features. Researchers are of special interest to NSS features because 
it has shown great power in the image processing field.  However, it is still very difficult to model the 
nature signals. One major reason is that nature scene signals exhibit striking redundancy. Another 
difficulty stems from the high dimensionality of nature signals.  
Independent component analysis (ICA) seems very promising of solving the problems met in NSS 
modeling [7]. It has been previously used in several image processing algorithms [8-9]. Compared to the 
other NSS models, the ICA method is more closed to the low level visual system of animals [10]. 
Detailed discussions about ICA could be found in [7, 11]. 
The ICA based image feature exaction has the following procedures: first, the ICA generative model is 
estimated from large samples of nature scenes, which results a set of filters. Fig. 1 (a) shows a filter set 
obtained by the estimation step. Images are then decomposed into several independent components by 
applying each filter. The distributions of these independent components are well characterized by the 
GGD model. Fig. 1 (b) shows the distribution of one independent components and its GGD fitting.  
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Fig. 1. (a) Feature filter set obtained by ICA; (b) Marginal distribution of one independent component with its GGD fitting 
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Because these components are assumed to be statistically independent, we can model each of them 
separately. We use the GGD model to parameterize all the distributions of independent components, 
result in n pairs of features. Features that extracted from the distortion free images are served as reference. 
Features of the distorted images are also extracted to compare with the references. Image quality can then 
be accessed by measuring the variation of in these features. 
2. Proposed Scheme Implementation 
Fig. 2. The framework of the proposed algorithm. 
Our proposed NR-IQA algorithm takes the following procedures: first, a preprocessing step to estimate 
the ICA generative model and extract reference features from nature scenes. Then extract the features of 
the distorted images and compare these features with the reference features. The framework of our 
algorithm is shown in Fig. 2. It has four main steps: 1) Model estimation. In order to get a feature filter set, 
a number of image patch samples are collected from the reference images of LIVE database, each patch 
size is 11x11. Then apply the FastICA [12] algorithm on these samples to estimate a filter set. The 
obtained filter set is then used for image decomposition. 2) Nature scene feature extraction. Extract the 
features of the distortion free images as the reference features. The estimated parameters are denoted as 
(α1, β1),…, (α121, β121). 3) Distortion image feature extraction. For distorted image feature extraction, 
apply the same filter set on each of the distorted images to get a set of responses, denoted as pi(x). We 
directly use the histograms of these components as features of distortion images because the distribution 
has been disrupted by noise. 4) Feature comparison and polling. The KLD is used to measure the variance 
between the reference features and distorted features, which is given in (1), where di represents the 
distance, qi(x) and pi(x) are reference features and distorted features, respectively. qi(x) is calculated using 
the estimated parameters in step 2. 
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After we get the KLD of all the 121 features, we poll these distances di to get a distortion index of one 
image. As the worst features determine DMOS the most, polling is taken by averaging the 10th percentile 
of the largest distances. 
Finally, a five-parameter logistic function is used to give a nonlinear mapping between the resulted 
distortion indexes to perceptual image quality. The mapping function is given in (2), where β1-β5 are 
parameters to be estimated. Fitting was performed using MATLAB’s nlinfit function.  
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3. Experiments and Discussions 
We validate the performance of the proposed algorithm on LIVE database [1]. The LIVE database has 
been used widely to test the performance of IQA algorithms; it has 29 reference images and 779 images 
with five different kinds of distortions (JPEG2000, JPEG, White noise, Gaussian blur and FastFading). In 
order to compare our proposed algorithm to state-of-the-art algorithms, we follow the performance 
validation procedures employed by VQEG. In the validation scheme of VQEG, metric 1 is the linear 
correlation coefficient (LCC) between subjective and objective DMOS after nonlinear mapping; metric 2 
is the Spearman rank-order correlation coefficient (SROCC) between subjective and objective DMOS. 
They are related to prediction accuracy and monotonicity respectively. Besides, we calculated the root-
mean-square error (RMSE) between subjective/objective DMOS. The proposed algorithm is compared 
with the recent NR-IQA algorithm BIQI [3] and GRNN [4]. 
Table 1. Median SROCC, LCC, and RMSE between algorithm and DMOS 
Type of distortion JP2K JPEG WN Blur FF 
PSNR 0.8558 0.8762 0.9388 0.8592 0.8592 
BIQI [3] 0.7995 0.8914 0.9510 0.8463 0.7067 
GRNN [4] 0.8156 0.8721 0.9794 0.8331 0.7354 
SROCC
proposed 0.8200 0.6465 0.9768 0.9061 0.8164 
PSNR 0.8616 0.8849 0.9249 0.7476 0.8589 
BIQI [3] 0.8086 0.9011 0.9538 0.8293 0.7328 
GRNN [4] 0.8276 0.8798 0.9887 0.8250 0.8189 
LCC
proposed 0.8220 0.6374 0.9669 0.8991 0.8150 
PSNR 12.7725 14.8307 10.6394 12.2175 14.5182 
BIQI [3] 14.8427 13.7552 8.4094 10.2347 19.2911 
GRNN [4] N/A N/A N/A N/A N/A 
RMSE
proposed 13.8907 18.6910 5.6053 9.5184 12.8005 
As our algorithm has a preprocessing step to get a set of reference features, its performance might rely 
on that estimated feature set. Because of this, we run this algorithm 500 times to get the median SROCC, 
LCC and RMSE. The results are given in Table 1. It can be seen from Table 1 that the proposed algorithm 
works quite well on distortions of white noise and Gaussian blur type. The SROCC and LCC are higher 
than that of the FR-IQA algorithm PSNR. But it seems difficult to predict the quality of the image with 
JPEG compression distortion. The result remains unchanged when the feature filter set is estimated from 
different databases. This might because the white noise and Gaussian blur are natural distortions, they are 
prevalent in the real world. The visual system has evolved over time to optimally estimate nature signals 
embedded in these types of distortions. On the other hand, the JPEG2000 and JPEG compression 
distortions are artificial; they might be estimated by higher levels of visual system. We found the features 
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extracted from the JPGE distortion images do not change much compared to those reference features. 
This might because the JPEG compression tends to affect local structures of images and does not change 
the overall statistical behavior of independent components very much.  
4. Conclusion 
In our NSS based NR-IQA, ICA is employed to model the statistical properties of nature scenes. The 
ICA based statistical model is estimated and then used to extract features from images. We used the KLD 
to measure feature variation between nature scenes and distorted images. Despite its simplicity, our 
proposed algorithm has shown comparable performance with some recent NR-IQA algorithms. We 
believe the performance of our algorithm could be further improved. Future work is to improve the ICA 
based statistical model and to find a better way to measure the variation of these features. 
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