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Abstract
In this paper, the Adomian decomposition method is modiﬁed to solve a class of nonlinear singular boundary
value problems which arise as nonlinear normal modal equations in nonlinear conservative vibratory systems. The
effectiveness of the modiﬁed method is veriﬁed by three examples.
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1. Introduction
Nonlinear normal mode (NNM) [8] for conservative vibratory systems is a kind of periodic motion
of the system at which all the mass points of the system will reach their maximum displacements and
pass through the zeroes of conﬁguration space, simultaneously. It is a natural extension of the concept of
linear normal mode to nonlinear systems.
Consider an n-dimensional conservative vibratory system
x¨i = fi(x1, x2, . . . , xn), i = 1, . . . , n, (1)
where the xi’s are the displacements of the system and the dots stand for the derivative over the time t . By
choosing some variable, for example, the ﬁrst displacement x1, as the reference variable, the equations
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for nonlinear normal modes would be as follows (x1 = u):
2(h− V (u, x2(u), . . . , xn(u)))d
2xi(u)
du2
+
(
1+
n∑
i=2
(
dxi(u)
du
)2)(dxi(u)
du
f1 − fi
)
= 0, i = 2, . . . , n, (2)
where h stands for the total energy of the system. The corresponding boundary conditions would be
xi(0)= 0, (3a)
dxi(u)
du
f1 − fi = 0, (3b)
V (u, x1(u), . . . , xn(u))− h= 0, i = 2, . . . , n. (3c)
The coefﬁcients of the highest derivative terms in Eq. (2) will become zero when the energy surface V
approaches h. So, Eqs. (2) and (3) constitute a singular boundary value problem. Furthermore, the position
of the right-end boundary is to be determined.
Customarily, such equations are solved approximately by using the singular perturbation methods [8].
However, the computation involved is tedious and it is difﬁcult to apply this method to higher degree-of-
freedom systems. So it is necessary to explore more efﬁcient method for solving this type of nonlinear
singular boundary value problems.
The Adomian decomposition method (ADM) [2–4], proposed by Adomian at the beginning of 1980s,
has received extensive studies in the past two decades. It has been used, by Adomian and many other
authors, to investigate a large variety ofmathematical and physical problems involving (ordinary or partial)
differential, integral, integro-differential, algebraic and systems of such equations. In [1], the ADM was
used by Adomian and Rach to investigate nonlinear multidimensional BVPs. In [5], a modiﬁed ADM,
based on the use of Padé approximants, was proposed by Andrianov, et al. to deal with initial-boundary
value problems. In [6], the integral representation of the BVPwas obtained through the construction of the
underlying Green’s function, then theADM is used. In [10], an efﬁcient way for using properly theADM
for BVPs was introduced and a framework dealing with the BVPs in a general way was presented. In [9], a
slight but powerful modiﬁcation forADMwas made byWazwaz to speed up the convergence of the series
solution, and a further modiﬁcation was made byWazwaz and El-Sayed in [11]. The modiﬁedADMwas
used to investigate various BVPs, see [12–16]. For approximating the solution of the Korteweg-deVries
equation via the AMD, see, for example, [7]. It has been shown that, in most cases, the decomposition
method has a signiﬁcant advantage: it provides a recursive procedure to build the explicit solutions for a
wide variety of nonlinear equations. The series solution is convergent rapidly and its components can be
easily calculated. No linearization and perturbation which result in intensive computation are needed. In
addition, the method is insensitive to the types of the nonlinearity.
In the next section, the Adomian decomposition method is modiﬁed to solve Eqs. (2) and (3).
2. Modiﬁcation of the Adomian decomposition method
Firstly, the standardAdomian decomposition method will be simply reviewed. Consider the following
differential equations:
Lu+ Ru+Nu= g(x), (4)
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where L is an operator with the highest order derivative which is assumed to be easily invertible, R is the
remainder linear differential operators of less order than L, Nu represents the nonlinear operators, and
g(x) is the external exciting terms, and u is the unknown function. Note that Eq. (4) may be a vectorial
equation. So, all the terms appearing in it may be of vector form. Applying the inverse operator L−1 to
both sides of (4), one obtains
u= f (x)− L−1(Ru)− L−1(Nu), (5)
where the function f (x) stands for the response terms arising from integrating the external exciting term
g(x) and from the given initial and/or boundary conditions. For the convenience of constructing the
approximate solution by a recursive procedure, Eq. (5) is modiﬁed as follows:
u= f (x)− (L−1(Ru)+ L−1(Nu))= f (x)− F(u), (6)
where the formal parameter  is artiﬁcially introduced and has no speciﬁc meaning. It should be noted
that the function F(u) in Eq. (6) contains not only the nonlinear terms but also the linear terms. In fact,
there is no need to distinguish them.
In the standard Adomian decomposition method, the solution u is decomposed into an inﬁnite sum of
components as follows:
u=
∞∑
i=0
ui
i , (7)
where the formal parameter  is the same one as in Eq. (6). Expanding the right-hand side function
F(u, )= f (x)− F(u) of Eq. (6) with respect to  as
F(u, )=
∞∑
i=0
Ai(u0, u1, . . . , ui)
i . (8)
Substitute Eqs. (7) and (8) into Eq. (6) and sets the coefﬁcients of  of the same order to be zero,
respectively. The following recursive formulae can be easily deduced:
u0 = f (x),
u1 = A0(u0),
u2 = A1(u0, u1),
...
un = An(u0, u1, . . . , un−1), (9)
where the Ai’s are the so-called Adomian polynomials. Note that the Adomian polynomials are loosely
deﬁned here and the Ai depends only on the components u0, u1, . . . , ui . So it can always be explicitly
calculated via the initial components of u in Eq. (7). Finally, one gets the (n+1)-component approximate
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solution as follows:
u=
n∑
i=0
ui. (10)
In Eq. (10), the formal parameter  is set to be 1.
In principle, Eqs. (2) and (3) could be solved by the standard Adomian decomposition method. The
corresponding operator L and the function Fu in Eq. (6) could be chosen as follows:
L= d
2
du2
diag[1, . . . , 1],
Fu= [(Fu)2, . . . , (Fu)n]T,
(Fu)i = 12(h− V (u, x2(u), . . . , xn(u)))
(
1+
n∑
i=2
(
dxi(u)
du
)2)(
fi − dxi(u)du f1
)
. (11)
Then, according to the procedure stated above, one could obtain the desired components of the approximate
solution. In these cases, it is actually very hard to proceed further. The reason is simply that the function
Fu is a polynomial fraction but not a pure polynomial.Additionally, the denominator of Fuwould become
singular at the energy surface V = h. These facts force us to make other choices for the operator L and
for the function Fu.
By a careful observation, a very natural choice for L and Fu can be made as follows:
L= h d
2
du2
diag[1, . . . , 1],
Fu= [(Fu)2, . . . , (Fu)n]T,
(Fu)i = V (u, x2(u), . . . , , xn(u))d
2xi(u)
du2
+ 1
2
(
1+
n∑
i=2
(
dxi(u)
du
)2)(
fi − dxi(u)du f1
)
, i = 2, . . . , n. (12)
The main difference between the modiﬁed scheme (12) and the standard ADM is that part of the highest
order linear operator terms is combined with the function Fu.
When actually implementing the ADM for Eqs. (2) and (3) based on (12), the following boundary
conditions are exploited:
ui(0)= 0, duidu1 (0)= ai, i = 2, . . . , n, (13)
where the unknown parameters ai’s are to be determined by the right end boundary conditions (3b)
and (3c).
In the next section, three examples are given to illustrate the effectiveness of our modiﬁed scheme.
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3. Examples
The ﬁrst model considered here is a 2 degree-of-freedom (DOF) vibratory system with complicated
nonlinear coupling, whereas the second model is a 3-DOF vibratory systemwith simpler nonlinear terms.
The last model is a 2-DOF system too, but with very high energy h.
Example 1. Consider the following 2-DOF vibration model [8]:
u¨= f, v¨ = g. (14)
The corresponding nonlinear modal equation is as follows:
2(h− V (u, v(u)))
2
v
u2
(u)+
(
1+
(
dv
du
(u)
)2)(dv
du
(u)f (u, v(u))− g(u, v(u))
)
, (15)
where
f =−u− k1(u− v(u))− 1u3 − 2(u− v(u))3,
g =−v(u)+ k1(u− v(u))− 1v(u)3 + 2(u− v(u))3,
V (u, v(u))= 1
2
(u2 + v(u)2)+ k1
2
(u− v(u))2 + 1
4
(u4 + v(u)4)+ 2
4
(u− v(u))4
and the parameterh stands for the total energyof the system, the parameters1,2 stand for the nonlinearity
and the parameter k1 is the stiffness. The corresponding boundary conditions are as follows:
v(0)= 0,
dv
du
(u)f (u, v(u))− g(u, v(u))= 0,
V (u, v(u))= h. (16)
According to Eq. (12), the linear operator L and the function Fu are chosen as follows:
L= h d
2
du2
,
Fu= V (u, v(u))d
2v(u)
du2
+ 1
2
(
g − dv(u)
du
f
)(
1−
(
dv(u)
du
)2)
=
(
1
2
(u2 + v(u)2)+ k1
2
(u− v(u))2 + 1
4
1(u
4 + v(u)4)+ 1
4
2(u− v(u))4
)
d2v(u)
du2
+ 1
2
(
−v(u)+ k1(u− v(u))− 1v(u)3 + 2(u− v(u))3 −
dv(u)
du
(−u− k1(u− v(u))
−1u3 − 2(u− v(u))3)
)(
1+
(
dv(u)
du
)2)
. (17)
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One can easily obtain the following components of the approximate solution (n= 1):
v0(u)= au,
v1(u)= − 1120h(1+ a
2)u3(−3a1u2 + 6a2u2 − 6a32u2 + 3a41u2
+ 3a32u2 − 32u2 − 10k1 + 10k1a2). (18)
Substitute these expressions into the boundary conditions (3b) and (3c). Assuming the parameters take
some speciﬁc values, for example, h= 1, k1 = 1.3, 1 = 1, 2 = 0.7, one can easily obtain a =±1. So
v(u)= v0(u)+ v1(u)=
{
u, 1st mode,
−u, 2nd mode. (19)
They are the exact solutions (similar normal modes) to system (15) for the above speciﬁc parameters.
Example 2. The following 3-DOF vibratory system is considered, which would result in a system of
nonlinear singular BVP:
u¨= f, v¨1 = g1, v¨2 = g2. (20)
Its corresponding NNM equation is
2(h− V (u, v1(u), v2(u)))
2
v1
u2
(u)+
(
1+
(
dv1
du
(u)
)2
+
(
dv2
du
(u)
)2)
×
(
dv1
du
(u)f (u, v1(u), v2(u))− g1(u, v1(u), v2(u))
)
= 0,
2(h− V (u, v1(u), v2(u)))
2
v2
u2
(u)+
(
1+
(
dv1
du
(u)
)2
+
(
dv2
du
(u)
)2)
×
(
dv2
du
(u)f (u, v1(u), v2(u))− g2(u, v1(u), v2(u))
)
= 0, (21)
where
f =−2u+ v1(u)− u3 − (u− v1(u))3,
g1 =−2v1(u)+ u+ v2(u)+ (u− v(u))3 + (v2(u)− v1(u))3,
g2 =−2v2(u)+ v1(u)− v2(u)3 − (v2(u)− v1(u))3,
V (u, v1(u), v2(u))= 12 (u2 + v2(u)2)+ 12 (v1(u)− u)2 + 12 (v2(u)− v1(u))2
+ 14(u4 + v2(u)4)+ 14(v1(u)− u)4 + 14(v2(u)− v1(u))4
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and h is the total energy of the system,  is the nonlinear parameter. The corresponding boundary
conditions are
v1(0)= 0, v2(0)= 0,
dv1
du
(u)f (u, v1(u), v2(u))− g1(u, v1(u), v2(u))= 0,
dv2
du
(u)f (u, v1(u), v2(u))− g2(u, v1(u), v2(u))= 0,
V (u, v1(u), v2(u))= h. (22)
It can be easily recognized that
L= h


d2
du2
d2
du2

 ,
Fu=


V (u, v1(u), v2(u))
d2v1(u)
du2
+ 1
2
(
g1 − dv1(u)du f
)(
1−
(
dv1(u)
du
)2)
V (u, v1(u), v2(u))
d2v2(u)
du2
+ 1
2
(
g2 − dv2(u)du f
)(
1−
(
dv2(u)
du
)2)


=
[
(Fu)1
(Fu)2
]
,
(Fu)1 =
(
1
2
(u2 + v2(u)2)+ 14u
4 + 1
2
(v1(u)− u)2 + 12 (v2(u)− v1(u))
2
+ 1
4
(v1(u)− u)4 + 14(v2(u)− v1(u))
4 + 1
4
v2(u)
4
)
d2v1(u)
du2
+ 1
2
(u− 2v1(u)+ v2(u)− (v1(u)− u)3
+ (v1(u)− u)3 − dv1(u)du (−2u+ v1(u)− u
3 + (v1(u)− u)3))
×
(
1+
(
dv1(u)
du
)2
+
(
dv2(u)
du
)2)
,
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(Fu)2 =
(
1
2
(u2 + v2(u)2)+ 14u
4 + 1
2
(v1(u)− u)2 + 12 (v2(u)− v1(u))
2
+ 1
4
(v1(u)− u)4 + 14(v2(u)− v1(u))
4 + 1
4
v2(u)
4
)
d2v2(u)
du2
+ 1
2
(−2v2(u)+ v1(u)− (v2(u)− v1(u))3
− v2(u)3 − dv2(u)du (−2u+ v1(u)− u
3 + (v1(u)− u)3))
×
(
1+
(
dv1(u)
du
)2
+
(
dv2(u)
du
)2)
. (23)
Then the following approximate solutions can be obtained (n= 1):
v1,0(u)= a1u,
v2,0(u)= a2u,
v1,1(u)= 1120h(1+ a
2
1 + a22)u3(3a31u2 − 3a1u2 + 3u2 + 3a32u2
− 9a1a22u2 + 9a2a21u2 − 3a41u2 + 10+ 10a2 − 10a21),
v2,1(u)= − 1120h(1+ a
2
1 + a22)u3(6a32u2 − 9a1a22u2 − 3a31u2
− 6a2u2 + 3a2a21u2 + 9a1a2u2 − 10a1 + 10a1a2). (24)
Substitute these expressions into the boundary conditions (22). For h= 1, = 0.1, the parameters a1 and
a2 can be found as follows:
(a1, a2)=
{
(1.472615533, 1), 1st mode,
(−1.441480265, 1), 2nd mode,
(0,−1), 3rd mode.
(25)
So the following 2-component approximate solutions are obtained:
1st mode:
v1(u)= v1,0(u)+ v1,1(u)= 1.472615533u− 0.05856756787u3 + 0.01152643489u5,
v2(u)= v2,0(u)+ v2,1(u)= u. (26a)
2nd mode:
v1(u)= v1,0(u)+ v1,1(u)=−1.441480265u− 0.0264603691u3 + 0.068169581u5,
v2(u)= v2,0(u)+ v2,1(u)= u. (26b)
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3rd mode:
v1(u)= v1,0(u)+ v1,1(u)= 0,
v2(u)= v2,0(u)+ v2,1(u)=−u. (26c)
Example 3. Consider the following 2-DOF vibration system with a high level of energy (h= 10)
u¨= f, v¨ = g. (27)
Its normal modes satisfy the following equation:
2(h− V (u, v(u)))d
2v(u)
du2
+
(
1+
(
dv(u)
du
)2)(dv(u)
du
f − g
)
= 0, (28)
where
f =−u− k(u− v(u))− g0u3,
g =−v(u)+ k(u− v(u)),
V (u, v(u))= 1
2
(u2 + v(u)2)+ k
2
(u− v(u))2 + 1
4
g0u
4.
The corresponding boundary conditions are as follows:
v(0)= 0,
dv(u)
du
f = g,
V (u, v(u))= h. (29)
For this model, the linear operator L and the function Fu can be easily identiﬁed so are omitted here for
saving the space. As well known, with the increasing of the total energy h of the system, the nonlinear
effects would become dominated, so more components are needed to approximate the solution of (28).
In the following, a 4-component series is used.
The approximate solution is as follows (n= 3):
v0(u)= au,
v1(u)=− 1120h(1+ a
2)u3(−3ag0u2 − 10k + 10ka2),
v2(u)= 113440h2 (1+ a
2)u5(35ag20u4(1+ a2)− 104g0ka2u2 − 184g0ka4u2
+ 96g0(1+ k)(1+ a2)au2 + 80g0ku2 − 280k2a(1− a4)
+ 224k(1+ k)(1− a4)), (30a,b,c)
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v3(u)= − 1691891200h3 (1+ a
2)u7(3294720k(1+ 2k)a6 + 7687680a3(1− a4)k2
− 6589440a2k2 − 2951520k3 − 259875ag30u6 − 1284192g20a(1+ a4)(1+ k)u4
+ 1900080g20u4ka6 + 851760g20u4ka2 + 3276000g20u4ka4 − 3294720g0u2ka5
+ 6074640g0u2k(1+ k)a6 − 4990700g0u2k2a7 − 2022020g0u2k2a3
+ 926640g0u2k2a2 + 1484340g0u2k2a + 9575280g0u2k2a4
+ 7687680k3a(1+ a2)(1− a4)− 7756320k3a2(1− a4)
+ 4804800k3a8 − 1853280k3a4 − 3294720k − 1647360g0u2a(1+ a4)
− 2574000g0u2k2 − 524160g20ku4 − 259875g30u6a5
− 519750g30u6a3 − 3294720ka2(1− a2)− 8497060g0u2k2a5
− 2568384g20u4a3(1+ k)− 3294720g0u2a3 − 2574000g0u2k
+ 7687680k2a(1− a4)− 6589440k2(1− a4)
+ 926640g0u2ka2 + 9575280g0u2ka4 − 3294720g0u2ka(1+ 2a2)). (30d)
For speciﬁc parameters, for example, k= 1, g0= 0.5, h= 10, the unknown quantity a can be determined
to be: a = 2.203510955 or −0.4592145056. So the corresponding approximate solutions are
1st mode:
v(u)= v0(u)+ v1(u)+ v2(u)+ v3(u)
= 2.203510955u− 0.1881291412u3 + 0.0327486458u5 − 0.0075355585u7
+ 0.0015324876u9 − 0.0002206809u11 + 0.0000207699u13. (31a)
2nd mode:
v(u)= v0(u)+ v1(u)+ v2(u)+ v3(u)
= − 0.4592145056u+ 0.007962754u3 − 0.0001986962u5 + 0.167188× 10−4u7
− 0.3723× 10−5u9 − 0.6774× 10−6u11 − 0.3828× 10−7u13. (31b)
The numerical simulation in the following indicates that, for the high energy case (h = 10), although
the second mode (31b) is quite accurate, the ﬁrst mode (31a) is somewhat inaccurate. Taking more
components in (10) could improve the accuracy, but the improvement is insigniﬁcant for this model. It is
known in the ﬁeld of nonlinear vibration that changing the reference variable may result in a signiﬁcant
improvement in the convergence and therefore the accuracy of the approximate solution. It is necessary
to reformulate the NNM equation based on the reference variable v instead of the variable u. For saving
the space, here only the ﬁnal modal expression for the ﬁrst mode is given as follows:
1st mode (v as the reference variable):
u(v)= u0(v)+ u1(v)+ u2(v)+ u3(v)
= − 1.54533175v + 0.79772126× 10−2v3 + 0.1338567× 10−3v5
+ 0.28549× 10−5v7 − 0.72278× 10−6v9 + 0.5055× 10−8v11. (32)
In the next section, numerical simulation will be done for the above models to verify the effectiveness of
the modiﬁed ADM.
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Fig. 1. Numerical simulation results of models (20) and (27). In all curves the following line types are used: ——-, direct
simulation of the original system of equations; - - - - - -: simulations based upon the nonlinear modal oscillators obtained via
the modiﬁed ADM. All the initial conditions are placed on the individual modal manifolds. (a) u, 1st mode for (20); (b) u, 2nd
mode for (20); (c) u, 3rd mode for (20); (d) u, 1st mode for (27); (e) u, 2nd mode for (27); (f) v, 1st mode for (27);
4. Numerical simulation and conclusions
Theoretically, there are two ways to verify the accuracy of the approximate solutions obtained above,
one is to compare the approximate solutions with the “numerical accurate solutions” of the BVPs; the
other is to compare directly the approximate solutions with the “numerical accurate solutions” of the
original dynamical equations. Note that the nonlinear normal mode is not only a geometrical concept but
also a dynamical entity and that solving the above BVPs, even numerically, is not an easy task. Based on
such considerations, the dynamical simulation is chosen here.
For model (14), since the obtained solutions for the speciﬁc parameters are exact, so the simulation is
omitted here. In the following, our attention is given to the other two models. Figs. 1(a), (b) and (c) are,
respectively the ﬁrst, the second and the third modal responses of the system (20), and (d), (e) are the
ﬁrst and the second modal responses of system (27). The ﬁrst modal response of (27) is plotted again in
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Fig. 1(f), based upon the reference variable v but not the variable u. All of the initial conditions for the
simulations are given as follows:
(a) 1st mode: [u(0), u˙(0), v1(0), v˙1(0), v2(0), v˙2(0)] = [0.901948, 0, 1.292129, 0, 0.901948, 0],
(b) 2nd mode: [u(0), u˙(0), v1(0), v˙1(0), v2(0), v˙2(0)] = [0.698633, 0, 0, 0,−0.698633, 0],
(c) 3rd mode: [u(0), u˙(0), v1(0), v˙1(0), v2(0), v˙2(0)] = [0.372005, 0,−0.537115, 0, 0.372005, 0],
(d) 1st mode: [u(0), u˙(0), v(0), v˙(0)] = [1.886211, 0, 3.3409, 0],
(e) 2nd mode: [u(0), u˙(0), v(0), v˙(0)] = [2.1395, 0,−0.917146, 0],
(f) 1st mode: [u(0), u˙(0), v(0), v˙(0)] = [1.863656, 0, 3.358181, 0].
It can be seen from Fig. 1(a)–(c) that, for model (20), the approximate solutions via the modiﬁed ADM
are perfectly consistent with the original “numerical exact” solutions. As for model (27), although the
approximate solutions for the second NNM of (27) is quite accurate (see Fig. 1(e)), the approximation for
the ﬁrst NNM is not so satisfactory. By changing the reference variable from u to v, the accuracy for the
ﬁrst NNM is improved greatly, as shown in (f). However, further simulations indicate that, in this case,
the approximate solution for the second NNMwould become poor. That is, different reference variable is
suitable for solving different NNMs. This is a common case in solving nonlinear problems approximately.
Note that, for model (27), high total energy with h= 10 will cause strong nonlinear effects. So it is very
hard to solve such problems with the traditional singular perturbation methods.
In conclusion, for a class of nonlinear singular BVPs which describe the nonlinear normal modes of
conservative vibratory systems, a modiﬁed Adomian decomposition method is proposed. The analysis
and the simulations verify that the modiﬁed ADM is quite accurate and effective.
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