ABSTRACT Sparsity is a tough problem in a single domain collaborative filtering (CF) recommendation system as it is difficult to compute the similarities among users accurately. Recently, cross domain CF is a new way to alleviate this difficulty. In this paper, we propose a user-based cross domain CF algorithm based on a linear decomposition model. We pour the items together and learn a linear decomposition model to explore the relationship between the total similarity and the local similarities of different domains. We first construct training samples by computing the similarities of any two users in different domains. Then, we solve a linear least square problem to obtain the decomposition coefficients. Finally, we compute the local similarity in the target domain using the decomposition model. Since we compute the similarity in the target domain with the help of rich ratings in other domains, this similarity would be expected to be more accurate than the measured similarity computed by the sparse ratings in the target domain. We conduct extensive experiments to show that the proposed algorithm is effective in addressing the data sparsity problem, as compared with many state-of-the-art CF methods.
I. INTRODUCTION
The rapid growth of information on Internet demands intelligent agents which can sift all information available and find the most valuable one to us. In recent years, recommendation systems [1] , [2] are widely used in e-commerce sites and online social media and their majority offer recommendations for items belonging to a single domain. The collaborative filtering (CF) algorithm [3] , which is boiled down to analyzing tabular data in a user-item rating matrix, is one of the most widely used methods in recommender systems.
Various CF methods, such as memory-based methods, model-based methods and matrix factorization approaches, have been proposed in the last decade. Memory-based algorithms first find users in the training database similar to the test user and then, predict the test user's ratings based on the corresponding ratings of these similar users [4] . Modelbased algorithms firstly build models of user-item rating patterns based on the observed ratings in the rating matrix, and then predict the ratings of test users using the estimated models [5] . Given a user-item rating matrix, matrix factorization algorithms first learn a latent vector for each user and each item by finding a low-rank approximation for the rating matrix [6] . Then predict missing ratings using the latent vectors. However, in real-world recommendation systems, users usually dislike rating items and the items rated are very limited. Thus the rating matrix is very sparse. As a result, it is hard for memory-based algorithms to find similar users, for model-based algorithms to build models of user-item rating patterns and for matrix factorization algorithms to learn a latent vector precisely. The sparsity problem has become a major bottleneck for most CF methods.
To alleviate this difficulty, recently, a number of CrossDomain Collaborative Filtering (CDCF) methods have been proposed [7] . CDCF methods exploit knowledge from the auxiliary domains (e.g., movies, which have relatively more user preference data) to improve recommendation on a target domain (e.g. books, which have relatively less user preference data). They can effectively relieve the sparsity problem in the target domain.
Currently, CDCF methods can be categorized into two classes. One class [8] - [10] assumes shared users or items, which is an important and commonly appeared case in many large-scale websites. For instance, Amazon website contains different domains, including books, music CDs, DVDs and video tapes. They share the identical users though their items are totally different. The other class contains a limited number of CDCF methods [11] , [12] that do not require shared users and items.
In this paper, we proposed a new user-based cross domain collaborative filtering algorithm. We compute user similarities in the target domain with the help of rating information from multiple auxiliary domains. We first compute the total similarity by pouring all the items in different domains together and compute the local similarity individual in each domain. Then we learn a linear decomposition model to explore the relation between the total similarity and the local similarities of different domains. We obtain the decomposition coefficients by solving a linear least square problem. Finally, based on the linear decomposition model, we compute the local similarity in the target domain according to the total similarity and the local similarities in the auxiliary domains. Since the rating data in the auxiliary domains are richer than that of the target domain, so the total similarity and the local similarities in the auxiliary domains would be more accurate. Therefore we can compute a more accurate local similarity in the target domain than the measured similarity computed according to the ratings in the target domain only.
Extensive experiments validate that the proposed algorithm can obtain more accurate similarities among users in the target domain, and show that the proposed algorithm can outperform many state-of-the-art CF methods. To the best of our knowledge, this paper is the first study to explore the relation between the total similarity and local similarities of different domains.
The remainder of this paper is organized as follows: Section II reviews the related work on CDCF. In Section III, we first design a linear decomposition model to explore the relation between the total similarity and the local similarities of different domains. Then we propose a user-based Cross Domain Collaborative Filtering algorithm based on a Linear Decomposition Model (CDCFLDM). We conduct extensive experiments to test the performance of the proposed algorithm in Section IV and conclude the paper in Section V.
II. RELATED WORK
Some early studies on CDCF was carried out by Berkovsky et al. [13] , who deployed a variety of mediation approaches for importing and aggregating user rating vectors from various domains. As mentioned before, previous CDCF methods can be categorized into two classes. One class does not require shared users and items in different domains [11] , [12] , and the other class assumes shared users or items [8] - [10] . As in our paper, we require that the users in all the domains are identical, so next we give a brief review on the first class of CDCF methods, but give a detailed review on the second class of CDCF methods.
For the first class, Li et al. [11] propose a codebook-based knowledge transfer (CBT) for recommender systems. They first compress the ratings in the auxiliary rating matrix into an informative and yet compact cluster-level rating pattern representation referred to as a codebook. Then, they reconstruct the target rating matrix by expanding the codebook. Further, Li et al. [12] propose a rating-matrix generative model (RMGM). In this model, the knowledge is shared in the form of a latent cluster-level rating model. Each rating matrix can thus be viewed as drawing a set of users and items from the user-item joint mixture model as well as drawing the corresponding ratings from the cluster-level rating model. However, these methods are based on matrix factorization, which learns a latent vector for each user and each item. Matrix factorization techniques for a single-domain fail in the cross-domain recommendation task because the learned latent factors are not aligned over different domains.
For the second class, Berkovsky et al. [13] mentioned an early neighborhood based CDCF (N-CDCF). As neighborhood based CF compute similarity between users or items, which can be sub-divided into two types: user-based nearest neighbor and item-based nearest neighbor, the N-CDCF algorithm can also be divided into two types: a user-based neighborhood CDCF model (N-CDCF-U) and an item-based neighborhood CDCF model (N-CDCF-I). For simplicity, we only give a detail review on N-CDCF-U, and the detail method of N-CDCF-I is in the same manner.
Let
For a user-based CDCF algorithm, we first calculate the similarity, s u,v , between the users u and v who have co-rated the same set of items. The similarity can be measured by the Pearson correlation:
denotes the items over all domains D co-rated by u and v; r u,i and r v,i are the ratings on item i given by users u and v respectively; r u andr v are the average ratings of user u and v for all the items rated respectively.
Then, the predicted rating of an item p for user u can be calculated by a weighted average strategy [4] :
where U k u,p denotes the set of top k users (k neighbors) that are most similar to user u who rated item p.
Since there are more co-rated items in all the domains, the total similarity may be more accurate. However it is not very VOLUME 5, 2017 reasonable to replace the local similarity in the target domain with this total similarity, as the user preference will vary on different domains. Detailed definitions on the total and local similarities will be given in Section III. In addition to the above model, the traditional MF model can also be employed to solve the CDCF problems straightforward. The Funk-SVD model is the most commonly used MF model [6] , [14] . As shown in Figure 1 , for a single domain collaborative filtering recommendation system, the Funk-SVD model maps both users and items to a joint latent factor space of dimensionality f .
In this model, each item i is associated with a latent vector q i ∈ R f , and each user u is associated with a latent vector p u ∈ R f . q i measures the distribution of item i on those latent factors, and p u measure the interest distribution of user u on those latent factors. The resulting dot product, q T i p u , captures the interaction between user u and item i. This approximates user u's rating on item i, which is denoted byr ui in the following formr
To learn the latent vectors (p u and q i ), the Funk-SVD model minimizes the regularized squared error on the set of known ratings
Here, κ is the set of the (u, i) pairs for which r ui is known. The constant λ controls the extent of regularization to avoid overfitting and is usually determined by cross-validation [15] . An effective approach to minimize optimization problem (4) is stochastic gradient descent, which loops through all ratings in the training set. For each given training case, the system predicts r ui and computes the associated prediction error
Then it modifies the parameters by a magnitude proportional to γ (i.e., the learning rate) in the opposite direction of the gradient, yielding:
Based on the traditional MF model, we can solve the CDCF problems straightforward. We can pour all the items from different domains together and then an augmented rating matrix, M D , can be built by horizontally concatenating all matrices as shown in Figure 2 .
Thus we can use MF model to obtain the latent user factors and latent item factors. These latent factors are used for prediction. In this paper, the MF model on CDCF problems is denoted as MF-CDCF.
MF-CDCF accommodates items from all domains into a single matrix so as to employ single-domain MF. However, single domain model assumes the homogeneity of items. Obviously, item factors for different domains may be quite heterogeneous so MF-CDCF fails to express them. Furthermore, such model absolutely loses the information to model domain factors for CDCF problem.
Pan et al. [8] propose an approach called Coordinate System Transfer (CST), which first learns latent vectors of users and items from an auxiliary domain and then adapts them to a target domain. CST requires, however, that the target domain and the user-side auxiliary domain have homogeneous items such as movies, suggesting that it cannot address the case of heterogeneous items such as movie and music.
Further, Pan et al. [9] propose an extension of this approach, which exploits implicit user feedback, rather than explicit user ratings, to constitute the auxiliary domain. It requires that the target and the auxiliary domains simultaneously share the same users and items. Under this assumption, precise information on the mapping between auxiliary and target data can be provided, which is beneficial to a high performance. There are, however, scarce scenarios in realworld applications where the assumption is held.
Loni et al. [10] propose a Cross-Domain Collaborative Filtering algorithm with Factorization Machines (CDCFFM). They first encode the auxiliary information as a real-valued feature vector and then construct a regression model. However the regression model is always very high-dimensional, so it will lead to over-fitting, especially when the data are very sparse. Figure 3 shows an example of CDCF problem, where u, v, t and z denote four users in all the domains, i 0 1 , i 0 2 and i 0 3 denote three items in the target domain, i 1 while the N-CDCF method computes the user similarities according to the ratings in all the domains. For convenience, we define the similarity computed by the traditional neighborbased CF method as local similarity, and the similarity computed by the N-CDCF method as total similarity. Formal definitions are given in the following.
III. OUR MODEL

Definition 1 (Local Similarity):
The local similarity is computed based on the ratings in a single domain.
Definition 2 (Total Similarity):
The total similarity is computed based on ratings in all the domains.
The local similarity will not be very accurate if the ratings in the target domain are very sparse, so the traditional neighbor-based CF method cannot perform well on the data sparsity problems. Since there are more co-rated items in all the domains, the total similarity may be more accurate. However it is not very reasonable to replace the local similarity in the target domain with this total similarity, as the user preference will vary on different domains. Thus the N-CDCF method also cannot perform well on the data sparsity problems.
In this section, we design a Linear Decomposition Model (LDM) to explore the relation between the total similarity and local similarities of different domains. Based on this relation, we can compute a more accurate local similarity in the target domain. For simplicity, we only present the userbased case, but the item-based case can be analyzed in the same manner.
A. NECESSARY DEFINITIONS AND ASSUMPTION IN LDM
From the previous analysis, we cannot achieve a good recommendation performance by using either the total similarity or the local similarity. In this paper, we design a Linear Decomposition Model (LDM) to explore the relation between the total similarity and local similarities of different domains. In order to give this model, for clarity, we first give two necessary definitions and one assumption in the following.
Definition 3 (Measured Similarity):
The measured similarity is computed by the current rating data.
Definition 4 (True Similarity): Ture similarity is the essential similarity between two users. If the number of co-rated items between two users is large enough, then the measured similarity between two users can be regarded as the true similarity.
Assumption 1:
The number of co-rated items in any auxiliary domain is large enough. Therefore the true local similarities in the auxiliary domains and the true total similarity can be approximated by the corresponding measured similarities.
B. IDEAS OF THE MODEL
We first explore the relation between the true total similarity and the local similarities. As the true total similarity is computed in all the domains, so it can be regarded as the combination of the true local similarities of different domains. For simplicity, in this paper, we use the linear decomposition model which can be given in the following form to explore this relation
where s total denotes the true total similarity which can be achieved by pouring all the items together, s local−tar denotes the true local similarity in the target domain, s local−auxm denotes the true local similarity in the m-th auxiliary domain, and w i (0 ≤ i ≤ m) denotes the decomposition coefficient.
A more complicated decomposition model is interesting to be studied and we will continue this work in the future. If we determine the relation between the true total similarity and the true local similarities, in other words, if we obtain the reasonable decomposition coefficients, then the true local similarity in the target domain can be computed in the following form
Note that all the similarities in the right of Eq. (8) should be true similarities. Based on our assumption, they can be replaced by the corresponding measured similarities. Thus the true local similarity in the target domain can be obtained.
C. THE COMPUTATION OF THE DECOMPOSITION COEFFICIENTS
In the following, we first construct a training set by computing the measured similarities. Then we fit the linear decomposition model on the training set to obtain a system of linear equations. Finally, we compute the decomposition coefficients in Eq. (7) by solving a linear least square problem.
A training set is constructed in the following way. For every two users in the user set, we can compute their measured total similarity and measured local similarities based on Eq. (1). These similarity values can be combined into a training sample
Thus we can obtain C 2 n training samples for a user set of size n. For example, in Figure 3 , the user set has four users, u, v, t and z, thus we can compute C 2 4 = 6 training samples. The training samples can be listed as follows. Then we can use these training samples to fit the linear decomposition model. We can obtain a system of linear equations with C 2 n linear equations. Note that the system of linear equations usually has no accurate solution, so we can only solve the least square solution. Thus the computation of the decomposition coefficients can be converted as a linear least square problem. For the case in Figure 3 , we can achieve the following system of linear equations. 
The least square solution of this system of linear equations is as follows w 0 = −0.0341
In general, for a linear least square problem in the following form
according to linear algebra, the analytical least square solution is in the form
An efficient approach to solve this problem is the Cholesky decomposition [16] . If A ∈ R l×(m+1) , where l = C 2 n (n denotes the number of users), and m denotes the number of auxiliary domains, the Cholesky decomposition will require
operations.
In practice, we randomly partition the training samples into 10 equal sized groups. Of the 10 groups, we randomly select 9 groups to compute the linear least square problem. Thus we will compute the decomposition coefficients for ten times. The results of the decomposition coefficients are evaluated on the remaining group according to the root mean square error (RMSE) metric. RMSE is defined as
where T denotes the remaining group for evaluation, s q total denotes the measured total similarity of sample q from T , and 
D. THE COMPUTATION OF THE TRUE LOCAL SIMILARITY IN THE TARGET DOMAIN
Once the decomposition coefficients (w 0 , w 1 , · · · , w m ) are computed, the true local similarity in the target domain can be computed based on Eq. (8). We rewrite the Eq. (8) Note that all the similarities in the right of the equation should be true similarities. Based on our assumption, they can be replaced by the measured similarities. Thus the true local similarity in the target domain can be obtained.
For the case in Figure 3 , the true similarities among users in the target domain can be computed easily based on Eq. (18) . We list them below. In this paper, since the similarity is computed by the Pearson correlation, so the measured similarities in the training samples are in the range [−1,1]. As the decomposition coefficient vector (w 0 , w 1 , · · · , w m ) t is the least square solution, the obtained true similarities in the target domain may beyond the range [−1,1] . For the LDM model, how to confine the true similarities to the range [−1,1] is an interesting question, and it will be studied in our future work. In this paper, though some obtained true similarities may beyond the range [−1,1], they can still be compared by size, so we can also use CF algorithm to do recommendation.
However, in order to maintain the consistency of the range of similarity, we use min-max normalization to map the and we can use these similarities in the target domain to do recommendation.
E. THE ADVANTAGE OF OUR MODEL
For the case in Figure 3 , the decomposition equation is in the following form. From the decomposition equation, we can find that the weights on the two auxiliary domains are much larger than the weight of the target domain, so the total similarity is badly affected by the local similarities of the auxiliary domains. In other words, the total similarity reflects the user similarity in the auxiliary domains more, but reflects the user similarity in the target domains little. As the user preferences vary among different domains, it is not very reasonable to employ the total similarity to do recommendation. In this paper, we compute the true local similarity in the following form
Based on our assumption, all the true similarities in the right of the equation can be replaced by the measured similarities. Thus we can obtain a better local similarity in the target domain with the help of rating data from the auxiliary domains, especially when the rating data in the target domain are very sparse.
F. THE PROPOSED ALGORITHM
We summarize the user-based Cross Domain Collaborative Filtering algorithm based on a Linear Decomposition on the other groups by solving a linear least square problem, and obtain the decomposition coefficient vector 
IV. EXPERIMENTS
In this section, we conduct extensive experiments to test the performance of the proposed algorithm. We compare our algorithm to four state-of-the-art algorithms, namely, Funk-SVD, N-CF-U, N-CDCF-U, and CDCFFM. Funk-SVD and N-CF-U are two single domain algorithms, where Funk-SVD is a matrix factorization model (UV decomposition model), minimizing the squared error by stochastic gradient descent, and N-CF-U is a memory-based model using Eq. (1) and (2) for prediction. N-CDCF-U and CDCFFM are two cross domain algorithms, where N-CDCF-U is a cross domain version of N-CF-U, and CDCFFM is a modelbased model in which the rating prediction problem is converted to a regression problem, and a Factorization Machine (FM) is employed to solve this problem. All experiments are run on 2.20 GHz, Intel (R) Core (TM) i5-5200U CPU with 8GB main memory under window 7. All algorithms are implemented with Matlab 2015B on top of two open source libraries for recommender systems: MyMediaLite [17] which implements most common CF approaches including Matrix Factorization, and LibFM [18] which implements FM learning algorithms.
A. DATA SETS
We conducted our experiments on Amazon dataset [19] which consists of rating information of users in four different domains: books, music CDs, DVDs and video tapes. The dataset contains 7,593,243 ratings on the scale 1-5 provided by 1,555,170 users over 548,552 different products including 393,558 books, 103,144 music CDs, 19,828 DVDs and 26,132 VHS video tapes. We build the training and testing set in two different ways similar to [10] to be able to compare our approach with them. In detail, we selected Book and Music CD as the target domain to evaluate respectively. We filtered out users who have rated at least 50 books or 30 music CDs so that there are enough observations to be split in various proportions of training and testing data for our evaluation. Finally, 2,505 users were selected, and in addition we retrieved all items rated by these users in these four domains and set aside top K rated items for each domain respectively. Table 1 shows the statistics of the data for evaluation. Then, we constructed rating matrices over filtered out data for each domain.
To simulate the sparse data problem, we constructed two sparse training sets, TR 20 and TR 75 , by respectively holding out 80% and 25% data from the target domain Book, i.e. the remaining data of target domain for training is 20% and 75%.
The hold-out data serve as ground truth for testing. Likewise, we also construct two other training sets TR 20 and TR 75 when choosing Music as the target domain.
B. THE SETTING OF THE COMPARED METHODS
(1) Funk-SVD (the UV decomposition model): Map both users and items to a joint latent factor space of dimensionality f . In the empirical tests, we observed that the performance is rather stable when f is in the range of [30] , [70] . Here we simply set f = 50 from the range. The weight of the regularization terms λ is determined by cross-validation. The learning rate γ is a constant typically having a value between 0.0 and 1.0. If the learning rate is too small, then learning will occur at a very slow pace. If the learning rate is too large, then oscillation between inadequate solutions may occur. In this paper, for simplicity, we set γ = 0.3 (2) N-CF-U: A user-based neighborhood CF model, using Eq. (1) for prediction. In this experiment, we use k = 10 closest users. (5) CDCFLDM: The proposed method, using linear decomposition model to explore the relation between the total similarity and local similarities. In this experiment, we use k = 10 closest users.
C. EVALUATION PROTOCOL
We used mean absolute error (MAE) as evaluation metrics in our experiments. MAE is defined as
where T denotes the set of test ratings, r i is the ground truth andr i is the predicted rating. A smaller value of MAE means a better performance.
D. RESULTS
The comparison results are reported in Table 2 . As shown in Table 2 , N-CDCF-U, CDCFFM and CDCFLDM all perform better than Funk-SVD and N-CF-U, because Funk-SVD and N-CF-U are single domain CF algorithms which cannot deal with the sparsity problem effectively. As expected, our algorithm (CDCFLDM) outperforms the other two CDCF algorithms. It is also worth noting that from TR 20 to TR 75 , our method possesses the largest performance improvements. Because with the number of training ratings increasing, the measured similarity can be computed more accurate, so CDCFLDM can fit a better linear decomposition model. Thus the local similarity in the target domain can be computed more accurate according to Eq. (8) . N-CDCF-U also achieves a not bad performance when the data are relatively dense, i.e. TR 75 , but the performance decreases very fast when the data become sparser. Because when the data are sparse, the total similarity used in N-CDCF-U cannot replace the local similarity in the target domain well. However, according to Eq. (1), with the number of training ratings increasing, the total similarity can represent the local similarity in the target domain better. Though CDCFFM can introduce useful information from the auxiliary domain to the target domain, it faced with a highdimensional regression problem. Thus it cannot achieve a satisfactory result when the ratings are not sufficient.
V. CONCLUSION
In this paper, we propose a user-based Cross Domain Collaborative Filtering Algorithm Based on a Linear Decomposition Model (CDCFLDM). We construct training samples and use a linear decomposition model to explore the relation between the total similarity and local similarities of different domains. To the best of our knowledge, this is the first study to explore this relation. Based on the assumption that the number of co-rated items in an auxiliary domain is large enough, the local similarity in the target domain computed by CDCFLDM is more accurate. The experimental results have shown that CDCFLDM significantly outperform all other state-of-the art methods, especially for cold-start cases.
In the future, we will explore the relation between the total similarity and local similarities of different domains with a more complex model. Thus we can better fit the constructed training samples. Furthermore, we will study how to confine the true similarities to the range [−1, 1] 
