An essential cycle on a surface is a simple cycle that cannot be continuously deformed to a point or a single boundary. We describe algorithms to compute the shortest essential cycle in an orientable combinatorial surface in O(n 2 log n) time, or in O(n log n) time when the genus and number of boundaries is fixed. Our result corrects an error in a paper of Erickson and Har-Peled.
Introduction
Cutting surfaces into topologically simpler components is a common technique in combinatorial and algorithmic topology. For example, algorithms that repeatedly cut a given surface along short non-contractible cycles have been used for removing topological noise from graphical models [16] , finding short cut graphs for surface parameterization [12] , computing shortest paths in a given homotopy class [7] , approximating optimal traveling salesman tours in surface-embedded graphs [9] , and drawing abstract graphs in the plane with the fewest possible crossings [21] . These and other applications have motivated a series of algorithms for computing shortest non-contractible cycles [28, 24, 12, 4, 1, 22, 2] .
Cutting a surface along noncontractible cycles decomposes the surface into components with genus zero, but those components may have an unbounded number of boundary cycles. Further simplifying those components requires cutting along essential cycles, which are simple cycles that cannot be continuously deformed either to a point or to a boundary cycle. Repeatedly cutting along essential cycles decomposes the surface into pairs of pants: surfaces with genus zero and three boundary cycles. Pants compositions are a standard tool in Riemannian geometry and lowdimensional topology; see, for example, [20, 27, 19, 17, 14] . Colin de Verdiére and Lazarus describe a polynomial-time algorithm to compute the shortest pants decomposition in a given homotopy class [8] . Colin de Verdiére and Erickson's shortest homotopic path algorithm uses pants decompositions in its preprocessing phase [7] . Eppstein [11] and Poon and Thite [26] describe algorithms to approximate the shortest pants decomposition for the punctured plane.
The fastest algorithm known for computing shortest noncontractible cycles was described by Erickson and Har-Peled [12] . In the same paper, the authors claim that a simple modification of their algorithm computes the shortest essential cycle. However, as we show in Section 3, this claim is incorrect, in part because the set of inessential cycles does not have the 3-path property of Thomassen [28, 24] . We give a weaker characterization of shortest essential cycles that leads S = (M, G) by gluing a disk to each the boundary cycle of M . Specifically, the dual graph G * has a vertex for every face in G (irrespective of whether the face is a subset of S) and an edge for each edge in G. The presence of a boundary cycle in M is recorded by setting a bit in the corresponding face of the graph G; the dual graph G * stores the same information in the vertices. (Note that our definition of the dual graph differs slightly from the definition in Erickson and Colin de Verdière [7] .)
For any source vertex s, we let T s denote the shortest-path tree of G rooted at s. The cut locus with respect to s is the subgraph of G * dual to the graph G \ T s . If the surface has genus zero, the cut locus is a spanning tree of G * ; more generally, Euler's formula implies that for a surface with genus g, the cut locus is a tree with 2g extra edges [10] . The reduced cut locus R * s is the graph obtained by repeatedly removing vertices of degree 1 from the cut locus [13] .
For a fixed graph G, let σ(u, v) denote the shortest path from vertex u to vertex v. For any vertex s and edge uv, let C(s, uv) denote the oriented cycle formed by concatenating the shortest path σ(s, u), the edge uv, and the shortest path σ(v, s). Similarly, for any edges st and uv, let C(st, uv) denote the oriented cycle formed by ts, σ(s, u), uv, and σ(v, t). In particular, C(st, uv) and C(st, vu) are different cycles.
Without loss of generality, we assume that any two vertices in the graph have a unique shortest path between them. A standard perturbation technique like the isolation lemma [25] can be used to enforce this assumption if necessary.
Antipodal Edges
Fix an orientable combinatorial surface S. Let K be a family of cycles in S, and let α, β, and γ be paths in G between the same endpoints. The set K has the 3-path property if, given that two of the three cycles α ·β, β ·γ, and γ ·ᾱ are not in K, it follows that the third cycle is also not in K.
Thomassen [28, 24] defined the 3-path property and proved that the set of contractible cycles has the 3-path property. It follows that for any vertex x on the shortest non-contractible cycle , the cycle can be decomposed into two shortest paths from x to its furthest point along . This observation allows the cycle to be computed by combining Dijkstra's shortest path algorithm with a linear-time test for non-triviality in O(n 3 ) time [28, 4] . By interleaving the non-triviality test with Dijkstra's algorithm Erickson and Har-Peled [12] improved the running time of this algorithm to O(n 2 log n). Faster algorithms are known for surfaces with small genus and few boundaries [4, 1, 22, 2] ; see Section 5.
Erickson and Har-Peled claimed that a similar algorithm computes the shortest essential cycle, but their algorithm is incorrect, in part because the set of inessential cycles does not have the 3-path property [6] . In fact, the shortest essential loop through a point x is not necessarily composed of two shortest paths from x; see Figure 1 (a). Moreover, in the combinatorial setting, the overall shortest essential cycle cannot necessarily be split into two equal-length shortest paths that share a vertex; see Figure 1 (b). However, we can prove a weaker structural result. Lemma 3.1. Let be the shortest essential cycle in a surface. There is a point x ∈ such that consists of two equal-length shortest paths from x to its farthest point on .
Proof: Let x be any point of , let x be the point furthest from x along , and let α and β be the two paths from x to x that comprise . Clearly α and β have the same length. Suppose α and β are not shortest paths, and let γ be any shortest path from x to x . The loops = α ·γ and = γ ·β are both shorter than , so neither of them is essential. In particular, and . On the other hand, neither nor can be contractible, since · . Thus, both and are freely homotopic to boundary cycles, which implies that must bound a pair of pants. (In particular, if the surface has at most one boundary, the proof is complete.) If necessary, reparameterize the cycle : [0, 1] → M so that (0) = (1) = x and for all t, the point on furthest from (t) is (t ± 1/2). For each t, let α t and β t denote the two paths from (t) to (t ± 1/2) in , and let γ t denote the shortest path from (t) to (t ± 1/2). By our previous argument, for all t, the loops α t ·γ t and γ t ·β t are freely homotopic to boundary cycles.
For purposes of deriving a contradiction, let us assume that α t and β t are never shortest paths. If every path γ t is inside the pair of pants separated by , then for some t, there must be two shortest paths γ t and γ t from (t) to (t ± 1/2) that are not homotopic. If γ t does not separate the two boundary circles, then either α t ·γ t or γ t ·β t is an essential cycle shorter than , which is a contradiction. Otherwise, γ t and γ t must cross. By switching paths at the crossing, we obtain a third shortest path γ t that does not separate the two boundary circles, and again we obtain a contradiction. On the other hand, if γ t is not always inside the pair of pants, then for some t, there are two non-homotopic shortest paths γ t and γ t , one inside the pair of pants and the other outside. By our earlier argument, the outside must also be a pair of pants, whose legs are separated by γ t . It follows that γ t ·γ t is an essential cycle shorter than , which is a contradiction. Lemma 3.1 immediately implies the following characterization of shortest essential cycles on combinatorial surfaces.
Theorem 3.2 (Antipodal edges).
In any combinatorial surface S, there are two edges uv and st such that C(uv, st) is the shortest essential cycle in S.
At this point, we take a small digression to describe some preprocessing of the input that simplifies our algorithms. We replace each edge uv in the graph by a path p(u, v) of length 3. The middle edge of path p(u, v) has weight equal to the weight of uv; the other two edges have 0 weight. Now observe that the shortest essential cycle in the new graph coincides with the shortest essential cycle in G. We need to consider only cycles of the form C(st, uv) in the modified graph such that st and uv have non-zero weight. From now on, G will always refer to the modified graph, and the edges st and uv defining any cycle C(st, uv) are assumed to have non-zero weight.
Our modifications imply the following characterization of when a cycle C(st, uv) is simple.
Lemma 3.3. For any edges st and uv with non-zero weight, if uv ∈ T s ∪ T t or st ∈ T u ∪ T v then the cycle C(st, uv) is simple.
Proof: Assume without loss of generality that uv ∈ T s . Under this condition, the shortest paths σ(s, u) and σ(v, t) cannot cross. If st ∈ T u ∪ T v , then C(st, uv) consists of two copies of one of the shortest paths σ(s, v), σ(s, u), σ(v, t), or σ(t, u). Otherwise, we have two cases to consider. If u is an ancestor of v in T s then all vertices in C(st, uv) occur only once in a traversal of C(st, uv).
Otherwise v is an ancestor of u in T s and C(st, uv) is equal to σ(s, v) · vu · σ(v, t) · ts. In all cases cycle C(st, uv) is simple.
Lemma 3.4. For any edges st and uv with non-zero weight, the cycle C(st, uv) is simple if and only if the shortest paths σ(s, u) and σ(v, t) do not cross.
Proof: If C(st, uv) is simple then clearly σ(s, u) and σ(v, t) do not cross.
On the other hand, suppose σ(s, u) and σ(v, t) do not cross. Assume that σ(s, u) and σ(v, t) intersect, since otherwise C(st, uv) is clearly simple. Uniqueness of shortest paths implies that τ = σ(s, u) ∩ σ(v, t) is single path. Similarly, we can assume that uv / ∈ T s ∪ T t and st / ∈ T u ∪ T v , since otherwise Lemma 3.3 implies that C(st, uv) is simple. Our preprocessing of the input graph G implies that st joins two leaves in T u and in T v , and uv joins two leaves in T s and T t . Thus, vertices s, t, u, and v each appear exactly once in C(st, uv), and therefore do not lie on τ . Because the paths σ(s, u) and σ(v, t) do not cross, we can perturb σ(s, u) and σ(v, t) within an arbitrarily small neighborhood of τ so that they become disjoint. This neighborhood avoids st and uv, so the perturbation removes all self-intersections from C(st, uv). We conclude that C(st, uv) is simple.
We are now ready to describe our algorithm for computing the shortest essential cycle. Lemma 3.5. Given two shortest paths σ and τ with distinct endpoints, we can determine whether they cross in O(n) time.
Proof: Color the vertices of σ \ τ red, τ \ σ blue and σ ∩ τ purple. If there are no purple vertices, then σ and τ are disjoint and therefore do not cross. Otherwise the uniqueness of shortest paths implies that σ ∩ τ is a single path; let x and y denote the endpoints of this path. If either x or y is an endpoint of either σ or τ , then the paths do not cross. Otherwise, there are two cases to consider. If there is only one purple vertex x = y, then σ and τ cross if and only if the red and blue neighbors of x alternate in cyclic order. Otherwise, σ and τ cross if the cyclic orders of red, blue, and purple neighbors of x and y are the same.
We can color the vertices of σ and τ and identify x and y in O(n) time by simply traversing the paths. The cyclic order of the neighbors of x and y can be obtained in O(n) time from the embedding. Thus, the total running time is O(n). Theorem 3.6. The shortest essential cycle in an orientable combinatorial surface can be computed in O(n 3 ) time.
Proof:
We begin by computing the shortest tree T s for every vertex s using, for example, Dijkstra's algorithm. Then for every pair of non-zero weight edges st and uv, we check whether the cycles C(st, uv) and C(st, vu) are essential as described below. Finally, we return the shortest candidate cycle that is found to be essential.
Given a candidate cycle C(st, uv), we first check whether it is simple using Lemma 3.5. If the cycle is simple, we then perform simultaneous depth-first searches on both sides of the cycle, following the strategy of Thomassen [28] and Erickson and Har-Peled [12] .
Constructing n shortest path trees requires O(n 2 log n) time, and we test each of the O(n 2 ) candidate cycles in O(n) time, so the overall running time of our algorithm is O(n 3 ).
Faster Algorithms
In this section, we improve the brute-force algorithm described in the previous section. The key ingredient in our improvement is a preprocessing phase that allows us to determine in constant time whether a given cycle C(st, uv) is simple, and if so, whether the cycle is essential. We first describe the improvement for genus-zero surfaces in Section 4.1, then its generalization to arbitrary surfaces in Section 4.2.
Genus Zero
Fix a combinatorial surface S with genus 0 and b boundary cycles. We can assume that b ≥ 4, since otherwise there are no essential cycles in S. For any oriented simple cycle C in S, we let b(C) denote the number of boundary cycles in the component of S \ C lying to the right of C.
We first describe our data structure for fast simplicity queries. In the preprocessing phase, for each vertex s, we compute the shortest path tree T s in O(n log n) time using Dijkstra's algorithm, and then compute a clockwise ordering (defined below) of the leaves of T s in O(n) time, as follows.
We define our ordering by a clockwise traversal of T s . We select an arbitrary child x of s and use the local clockwise ordering around s to linearly order the neighbours of s starting from x. We visit the subtrees of s in this linear order. For each vertex y = s, we visit the neighbours of y starting with the successor of the parent of y in the local clockwise ordering about y. We rank the leaves of T s by their position in this linear order; thus, a leaf visited earlier has a lower rank than a leaf visited later. We store the assigned ranks in a hash table. Now if the rank of u is less than the rank of v, which is less than the rank of w, we say that the clockwise ordering of u, v, and w about s is (u, v, w). We consider the clockwise orderings (u, v, t), (t, u, v), and (v, t, u) about s equivalent, so the choice of starting vertex x is arbitrary.
We can now determine whether a given cycle C(st, uv) is simple in O(1) time by applying the following lemma. For the sake of brevity, we denote the clockwise ordering of three of the vertices (say t, u, and v) among s, t, u, v about the fourth (say s) by the phrase 'ordering about s'. Lemma 4.1. For any edges st and uv with non-zero weight, the cycle C(st, uv) is not simple if and only if the orderings about vertices s, t, u, and v are either (t, u, v), (s, u, v), (v, s, t), and (u, s, t), or (t, v, u), (s, v, u), (v, t, s), and (u, t, s), respectively.
Proof: Suppose C(st, uv) is nonsimple. Lemma 3.4 implies that the shortest paths σ(s, u) and σ(v, t) cross. No other pair of shortest paths among these four crosses. Without loss of generality assume that the clockwise ordering about s is (t, u, v); the other case is symmetric. Thus, t lies to the right of cycle C(s, vu). Since σ(s, u) and σ(v, t) cross, the path σ(t, u) must lie to the right of C(v, ts). Otherwise the Jordan curve theorem implies that σ(t, u) would cross σ(s, v) or σ(v, t). We conclude that the clockwise ordering about t is (s, u, v). Since t lies to the right of C(s, vu), and σ(s, u) and σ(v, t) cross, the clockwise ordering about v is (u, s, t). The orderings about s, t, and v imply that the clockwise ordering about u is (v, s, t) .
On the other hand, suppose that the clockwise orderings about s, t, u, and v are (t, u, v), (s, u, v), (v, s, t), and (u, s, t), respectively; the other case is symmetric. The clockwise ordering about s implies that t lies to the right of C(s, vu), and the clockwise ordering about t implies that s lies to the right of C(t, vu). Thus, either σ(s, u) and σ(v, t) cross, or σ(s, v) and σ(t, u) cross. If σ(s, v) and σ(t, u) cross then vertex v lies to the right of C(u, st), and therefore σ(v, t) lies to the right of C(u, st). This implies that the clockwise ordering about v is (u, t, s), which contradicts our initial assumption. We conclude that σ(s, u) crosses σ(v, t), so by Lemma 3.4, C(st, uv) is nonsimple.
Once we know that a cycle C(st, uv) is simple, we will check whether it is essential by directly computing the number of boundary cycles it encloses; C(st, uv) is essential if and only if 2 ≤ b(C(st, uv)) ≤ b−2. We describe a second preprocessing phase that allows us to compute b(C(st, uv)) in constant time. Proof: Fix a vertex s. Recall that we have already computed the shortest path tree T s , and that boundary cycles are represented by marked vertices in the dual graph G * . Fix an arbitrary unmarked dual vertex r * as the root of the dual spanning tree (G \ T s ) * . For any dual vertex w * , let b(w * ) denote the number of marked vertices in the subtree rooted at w * . We can compute b(w * ) for all dual vertices w * in O(n) time, by a simple depth-first traversal of (G \ T s ) * . We store these values in another hash table.
Now consider a cycle C(s, uv), where uv is an edge with non-zero weight. Let f be the face immediately to the right of uv, and let g be the face adjacent to uv whose dual vertex g * is further form the root r * . We can easily determine f and g in O(1)
Thus, after preprocessing, we can compute b(C(s, uv)) in constant time.
Finally, observe that C(st, uv) is the symmetric difference of the oriented cycles C(v, st) and C(t, uv). If the regions to the right of C(v, st) and
Thus, we can check whether C(st, uv) is essential in O(1) time.
We conclude:
Theorem 4.3. The shortest essential cycle in a combinatorial surface of genus 0 can be computed in O(n 2 log n) time.
Positive Genus
Now suppose the input surface S has genus g > 0 and b ≥ 0 boundary cycles. In this case, our algorithm relies on the following observation. Recall that S is obtained from S by gluing a disk to each boundary cycle.
Lemma 4.4. Suppose C(st, uv) is the shortest essential cycle in S. Either C(st, uv) is also the shortest non-contractible cycle in S , or the cycles C(s, uv), C(t, uv), C(u, st), and C(v, st) are all contractible in S .
Proof: Every noncontractible cycle in S is essential in S. The cycle C(s, uv) cannot be longer than C(st, uv). Thus, if C(s, uv) is noncontractible in S, it must have the same length as C(st, uv). The uniqueness of shortest paths then implies that C(s, uv) and C(st, uv) are in fact the same cycle. Thus, C(st, uv) is the shortest essential cycle in S and is noncontractible in S , which implies that it must be the shortest noncontractible cycle in S . Similar arguments apply if C(t, uv), C(u, st), or C(v, st) are noncontractible in S .
We now characterize the shortest essential cycle in S that is contractible in S . The definition of reduced cut locus implies that for any vertex s and any edge uv, the cycle C(s, uv) is contractible in S if and only if the dual edge (uv) * is not in the reduced cut locus R * s . Every dual edge in the cut locus (G \ T s ) * belongs either to the reduced cut locus R * s or to the complementary forest
is contractible in S if and only if either uv ∈ T s or (uv) * ∈ F * s . Say that cycle C(st, uv) is reducible if the antipodal edges st and uv do not belong to the reduced cut locus of any of the vertices s, t, u and v. Lemma 4.4 now implies that either the shortest essential cycle C(st, uv) is non-contractible in S , or C(st, uv) is the shortest essential reducible cycle.
Our algorithm to find the shortest essential reducible cycle in S now requires only a few changes from the genus-zero case. As before, our algorithm preprocesses the graph so that we can quickly determine whether a cycle C(st, uv) is simple and essential; however, we now only have to test reducible cycles. For any cycle C that is contractible in S , let b(C) denote the number of holes in the component of S \ C with genus 0.
Fix a vertex s. We compute the shortest path tree T s in O(n log n) time, and compute ranks for its leaves by clockwise traversal as before. We also compute the reduced cut locus R * s and its complement F * s . We compute b(C(s, uv)) for every edge uv such that (uv) * ∈ F * s as follows. We define the root of each tree F * s to be the unique vertex that is also in the reduced cut locus R * s . For each node f * in F * s , let b(f * ) denote the number of marked dual vertices (representing boundary cycles) in the subtree of F * s rooted at f * ; we can compute all these values in O(n) by a simple depth-first search. For each edge uv, let f (uv) denote the face adjacent to uv whose dual vertex f (uv) * lies further from the root. Observe that b(C(s, uv)) = b(f (uv) * ). We also store whether the face f (uv), and thus the genus-zero component of S \ C(s, uv), lies to the right or left of the oriented edge uv.
In the main algorithm, we test all reducible cycles C(st, uv) as follows. First, we check whether C(st, uv) is simple in O(1) time, using Lemma 3. Finally, we compute the shortest non-contractible cycle C in S in O(n 2 log n) time, using the algorithm of Erickson and Har-Peled [12] , and compare it to the shortest reducible essential cycle found in the previous paragraph, and return the shorter of the two cycles as the shortest essential cycle of S. The correctness of our algorithm follows from Lemma 4.4.
Theorem 4.5. The shortest essential cycle in a combinatorial surface can be computed in O(n 2 log n) time.
Small Genus and Few Boundaries
In this section, we describe how to compute the shortest essential cycle in O(n log n) time when the genus and the number of boundaries are both fixed. As in the previous section, we first describe our algorithm for genus-zero surfaces, and then generalize to the higher genus case. Our algorithm relies on several previous results. The first is a classical algorithm of Frederickson [15] to compute the shortest non-contractible cycle in an annulus (genus zero, two boundaries) in O(n log n) time. The second is an algorithm by Cabello and Chambers [?] to compute the shortest non-contractible cycle in O((g + b) 3 n log n) time. The last ingredient is a recent algorithm of Cabello et al. [3] , which computes the shortest cycle homotopic to a given boundary on the surface in O(n log n) time (even if g and b are not constants).
For surfaces of genus zero, our approach is to identify two pairs of boundary cycles, one on each side of the shortest essential cycle. We enumerate all possible twin pairs of boundaries δ 1 , δ 2 and δ 3 , δ 4 . We choose arbitrary vertices v 1 , v 2 , v 3 , and v 4 on cycles δ 1 , δ 2 , δ 3 , and δ 4 , respectively. Theorem 3.2 implies that if the shortest essential cycle separates δ 1 ∪ δ 2 from δ 3 ∪ δ 4 , then it does not cross σ(v 1 , v 2 ) or σ(v 3 , v 4 ). Thus, if σ(v 1 , v 2 ) and σ(v 3 , v 4 ) cross, then the shortest essential cycle does not separate δ 1 , δ 2 from δ 3 , δ 4 . So we first check whether σ(v 1 , v 2 ) and σ(v 3 , v 4 ) cross, use the algorithm in Lemma 3.5, in O(n) time.
If the paths do not cross, we cut S along the shortest paths σ(v 1 , v 2 ) and σ(v 3 , v 4 ), and glue disks into every other boundary cycle on S, to obtain a combinatorial annulus. We use the algorithm of Frederickson [15] to find the shortest non-contractible cycle in this annulus in O(n log n) time. Now suppose S has positive genus. Clearly, either the shortest essential cycle is noncontractible in S , or the shortest essential cycle cuts S into two components, one of which has genus zero. We run the algorithm of Cabello and Chambers [?] to find the shortest non-contractible cycle C in S in O((g + b) 3 n log n) time. To find the shortest essential cycle that is contractible in S , we enumerate all pairs of boundaries δ 1 and δ 2 ; for each pair, we find the shortest cycle that separates a genus-zero component containing δ 1 and δ 2 . Let v 1 and v 2 be vertices on δ 1 and δ 2 , respectively. We cut the surface along the path σ(v 1 , v 2 ) and replace the remaining boundary cycles on S with disks, to obtainthe surface S 2 . We use the algorithm of Cabello et al. [3] to find the shortest cycle C 2 homotopic to the (only) boundary cycle of S 2 in O(n log n) time. Let C be the shortest cycle of this form. Finally, we compare cycles C and C and return the shorter cycle.
Theorem 5.2. The shortest essential cycle in a combinatorial surface with genus g > 0 and b boundaries can be computed in O((g + b) 3 n log n) time.
Conclusion
Finding the shortest essential cycle in a genus 0 surface is a special case of computing shortest cycles with at least k holes on either side. This more general problem is NP-hard for k = Ω(n) by a reduction from the Hamiltonian cycle problem. It would be interesting to find efficient algorithms for smaller k and/or smaller values of k for which the problem becomes NP-hard. Even the special case k = 3 is interesting, since the desired cycle does not seem to have a simple characterization like Theorem 3.2.
The proof techniques in this paper can also be applied to other problems. For example, suppose one is given the shortest path σ between two points on a surface with genus 0 and boundary cycles. Using our techniques, it is relatively simple to find the shortest path π between the endpoints of σ such that π is not homotopic to σ, in near quadratic time. The proof follows from a decomposition of π into two shortest paths, in a manner similar to our antipodal edges theorem.
