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Abstract 
Let k be a positive integer. An ordered k-colouring of a graph G is a function c from V(G) into 
{ 1,. ., k} such that for every pair of distinct vertices x and y and for every (x, y)-path P, if 
c(x) = c(y), then there exists an internal vertex z of P such that c(x) < c(z). We prove some 
theorems on ordered colourings of trees and planar graphs, and examine the relationship 
between connectivity and ordered colourings. Let A be a set of graphs which is ordered by 
subgraphs and closed under subgraphs. We characterize when A is a well-quasi-order. A gener- 
alization of ordered colourings is given. 
1. Introduction 
We use the notation and terminology of Bondy and Murty [2]. Let k be a positive 
integer. We define an ordered k-colouring of a graph G to be a function c from V(G) 
into (1, . . ..k} such that for every pair of distinct vertices x and y and for every 
(x, y)-path P, if c(x) = c(y), then there exists an internal vertex z of P such that 
c(x) < c(z). Equivalently, a function c from V(G) into { 1, . .., k} is an ordered 
k-colouring of a graph G if for every i E { 1, . . . , k >, each component of G [ {x ) c(x) < i}] 
has at most one vertex y such that c(y) = i. If c(x) = i, then we say that x is coloured 
with i and that x has colour i. We note that an ordered k-colouring is also a proper 
k-vertex colouring. Also note that a colouring of G is an ordered k-colouring of G if 
and only if it is an ordered k-colouring of the underlying simple subgraph of G. If 
c colours each vetex of G with a different integer, then c is trivially an ordered 
colouring of G. Therefore, every graph has an ordered colouring. The ordered chro- 
matic number x,(G) of a graph G is defined to be the smallest integer k such that G has 
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an ordered k-colouring c. In this case we refer to c as a minimum ordered colouring of G. 
If x,,(G) = k, and for every proper subgraph H of G, x0(H) < x0(G), then we say that 
G is k-critical. 
Section 2 is on ordered colourings of trees. We derive a method for constructing all 
trees which are k-critical. It is then easily proven that all k-critical trees have exactly 
2k-1 vertices and that ~~(7’) d 1 + /_logZ v(T) j for all trees T. We present an algo- 
rithm for finding a minimum ordered colouring of a tree. The principal results listed in 
Section 2 are the independent findings of Iyer et al. [8]. According to [7], a minimum 
ordered colouring of a tree is called an optimal tree node ranking. Finding a minimum 
ordered colouring of a tree is identical to the problem of generating a minimum height 
node separator tree for a tree graph. Node separator trees are used in VLSI layout 
(see [lo]). 
A polynomial algorithm for finding a minimum ordered colouring of the line graph 
of a tree is given in [13]. In [l], Grotschel and Pulleyblank examine linear program- 
ming solutions to the travelling salesman problem. In particular, they discuss linear 
constraints called clique tree inequalities. In [3], Boyd and Pulleyblank show that, in 
some cases, the Chvatal rank of a clique tree inequality is equal to the ordered 
chromatic number of a tree or a line graph of a tree. Ordered colourings of trees and 
line graphs of trees are also of interest in developing algorithms for planning efficient 
assembly of products in manufacturing systems (see [13,7]). 
The problem of finding the ordered chromatic number of an arbitrary graph has 
been shown to be NP-complete by Llewellyn et al. [12]. 
Section 3 is on ordered colourings of planar graphs. A theorem of Dzhidzhev [S] is 
used to show that any planar graph G has an ordered colouring using at most rm 
colours, where r is a positive constant. This result was independently proven by 
Llewellyn et al. [12]. We give planar graphs which show that this is asymptotically the 
best possible upper bound. 
A lower bound on the ordered chromatic number of a graph is given in Section 4. 
We prove a theorem which roughly says that if we must remove a ‘large’ number of 
vertices from a graph in order to break the graph up into ‘small’ components, then the 
graph has ‘large’ ordered chromatic number. We give graphs for which the bound of 
the theorem is sharp. 
A quasi-order (A, Q ) is a set A with a reflexive, transitive relation < . A sequence 
a1,a2, . . . of elements of A is strictly decreasing if ai+ 1 < ai, i = 1,2, . . . . A subset S of 
A is an antichain if S does not contain elements a and b such that a < b. A quasi-order 
is a well-quasi-order if it has no infinite strictly decreasing sequence and no infinite 
antichain. In [14], Robertson and Seymour outline a proof that any set of graphs, 
when ordered by minors, is a well-quasi-order. In quest of this theorem, they looked at 
the set of graphs having ordered k-colourings, which they called the set of graphs of 
B-type < k. In Section 5, we will be interested in sets of graphs ordered by subgraphs, 
that is, G < H if G is a subgraph of H. A set A of graphs ordered by subgraphs has no 
infinite strictly decreasing sequence of graphs. Hence, (A, < ) is a well-quasi-order if 
and only if it has no infinite antichain. A set A of graphs will be said to be closed under 
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subgraphs if every subgraph of a graph in A is also in A. We will characterize the sets of 
graphs closed under subgraphs which are well-quasi-orders. In particular, we show 
that the set .& of all graphs with an ordered k-colouring is a well-quasi-order. This 
result is stated without proof in [14] and has also been independently proven by Ding 
[4]. From this result it will follow that the set of k-critical graphs is finite for all k. 
We can generalize ordered colourings. Let * be a binary relation on a set Q. We 
define a (Q, t )-colouring of a graph G to be a function c from V(G) into Q such that for 
every pair of distinct vertices x and y and for every (x, y)-path P, if c(x) = c(y), then 
there exists an internal vertex z of P such that c(x) ??c(z) and c(x) # c(z). Equivalently, 
a function c from V(G) into Q is a (Q, t )-colouring of a graph G if for every i E Q, each 
component of G - {x ( i ??c(x), c(x) # i} has at most one vertex y such that c(y) = i. 
A (Q, t )-colouring will also be referred to as a binary relation colouring. If c(x) = i, then 
we say that x is coloured with i and that x has colour i. We note that a (Q,*)-colouring 
is also a proper k-vertex colouring. If G has a (Q,*)-colouring and every such 
colouring uses all elements in Q, then we say that G is (Q,*)-chromatic. If G is 
(Q, ??)-chromatic and no proper subgraph of G is (Q, ??)-chromatic, then we say that 
G is (Q, *)-critical. 
Section 6 is about binary relation colourings. We prove that if (Q,t) is a finite 
binary relation such that ?? is contained in a linear ordering of Q, then there are only 
a finite number of (Q, *)-critical graphs. For two choices of (Q, ??), we give a conjecture 
on the maximum number of vertices in a (Q, *)-critical graph. 
Most of the results of this paper can be found in [9]. 
2. Trees 
In this section, we describe a method for constructing all trees which are k-critical, 
for every k. An algorithm for finding a minimum ordered colouring of a tree is also 
given. 
Proposition 2.1. Let G be a k-critical graph and let x be a vertex of G. Then there exists 
an ordered k-colouring c of G such that c(x) = k. 
Proof. Since G is critical, there exists an ordered (k - 1)-colouring c’ of G - x. Let 
c(y) = c’(y) for every y in V(G) - {x} and let c(x) = k. Then c is the required ordered 
k-colouring of G. 0 
Lemma 2.1. If G1 and G2 are disjoint (k - 1)-critical graphs and x1 and x2 are vertices 
in V(G,) and V(G,), respectively, then G = (G, u G2) + x1x2 is k-critical. 
Proof. Since Gi is (k - 1)-critical, Proposition 2.1 gives an ordered (k - 1)-colouring 
ci of Gi such that ci(Xi) = k - 1, i = 1,2. We now define an ordered k-colouring c of 
G as follows: c(yl) = cl(yl) for every y, in V(G,), c(y2) = c2(y2) for every y2 in 
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V(G,) - {x2}, and C(Q) = k. Since c(xi) = k - 1 and c(xz) = k, it is clear that c is an 
ordered k-colouring. Thus, x,,(G) < k. 
Suppose G has an ordered (k - 1)-colouring c’. Since G1 and G2 are (k - 1)-critical, 
they are both connected, and so G = (G, u G2) + x1x2 is also connected. Hence, 
c’ can assign the largest colour k - 1 to at most one vertex. Then if we consider 
the restrictions of c’ to Gi and G2, we will get an ordered (k - 2)-colouring of Gi 
or GZ. But this contradicts the fact that xO(G,) = xo(G2) = k - 1. Therefore, 
z,(G) = k. 
We now show that G is k-critical by showing that G - e has an ordered (k - l)- 
colouring for any e in E(G). If e = xix*, then ci u c2 is the required ordered 
colouring. Suppose e E E(G) - { x1x2]. We may assume e E E(G,). Since G1 is (k - l)- 
critical, Gi - e has an ordered (k - 2) colouring c;. Then cl u c2 is an ordered 
(k - 1)-colouring of G - e because c2(x2) = k - 1. 0 
Lemma 2.2. Let G be a tree with x,,(G) 3 k > 2. There exists an edge e of G such that 
both components of G - e have ordered chromatic number at least k - 1. 1f v E V(G), 
then there exists a k-critical subgraph G’ of G such that v E V(G’). 
Proof. It is trivial to see that there exists an edge e = x1x2 in E(G) such that 
xO(G,) >, k - 1, where G1 is the component of G - e containing xi. Suppose e is 
chosen so that v(G,) is minimal. Let G2 be the other component of G - e. By 
assumption, each component of Gi - x1 has an ordered (k - 2)-colouring. If G2 has 
an ordered (k - 2)-colouring, then G has an ordered (k - 1)-colouring, where x1 is 
coloured with k - 1. Thus, xo(G2) 3 k - 1. 
We prove the second result by induction on k. Since K2 is the only 2-critical graph, 
it is easy to prove the result for k = 2. Suppose k > 3. By the first result there exists an 
edge e such that the two components of G - e, Gi and G2, have ordered chromatic 
number at least k - 1. We may assume v E V(G,). By induction, Gi has a (k - l)- 
critical subgraph G; containing v. Let H2 be the component of G - V(G;) with 
subgraph G2 and let e be the edge joining a vertex xi of G; and a vertex xi of H,. 
Again by induction H, has a (k - 1)-critical subgraph G; containing xi. By Lemma 
2.1, G’ = (G; u G;) + xix; is k-critical. 0 
Theorem 2.1. Zf G is a k-critical tree, then there exists an edge x1x2 of G such that 
G = (G, u G2) + x1x2, where G1 and G2 are (k - 1)-critical trees and x1 and x2 are 
vertices in V(G,) and V(G,), respectively. 
Proof. By Lemma 2.2, there exists an edge e = x1 x2 of G such that the components of 
G - e, G1 and G2, have ordered chromatic number at least k - 1. Suppose xi E V(Gi), 
i = 1,2. By Lemma 2.2, Gi has a (k - 1)-critical subgraph Gf such that xi E V(G;), 
i = 1,2. Then G’ = (G; u Gi) + x1x2 is k-critical by Lemma 2.1. Since G is k-critical, 
G = G’, Gr = G;, and G2 = G;. 0 
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Theorem 2.2. All k-critical trees have exactly 2k-1 vertices. For all trees T, 
L(T) d 1 + Llog, v(T)]. 
Proof. The first result follows from Theorem 2.1 by induction on k. 
Let T be a tree such that x0(T) = k. There exists a k-critical subgraph T, of T. Since 
c is k-critical, it is connected, and so T, is a tree. Hence, v(T) >, v(T,) = 2km ‘. 
Therefore, x0(T) d 1 + Llog, v(T) J. ??
We now give an algorithm for finding a minimum ordered colouring of a tree T. 
The algorithm proceeds by sequentially colouring the vertices of T. At the start of 
step i we will have a colouring ci- 1 of a set Si_ I of i - 1 vertices such that ci _ I is 
an ordered colouring of T[Si_ I]. Then we choose a leaf Ui of the graph induced by 
the uncoloured vertices and give vi the smallest colour possible so that we now have 
a colouring ci of the set Si = Si_ 1 u {vi} of i vertices such that Ci is an ordered 
colouring of T[Si]. Since Di is a leaf of T[ V( T) - Si_ 1], it is easy to prove by 
induction on i that T[ V(T) - Si] is a tree. 
It is easy to see that this algorithm results in an ordered colouring of T. We 
now show that the algorithm results in a minimum ordered colouring by proving 
by induction on i that ci can be extended to a minimum ordered colouring of 
T. Initially, we start with the empty colouring c0 which can be extended to any 
minimum ordered colouring. Suppose ci_ 1 can be extended to a minimum ordered 
colouring c of T. If we restrict c to Si we get an ordered colouring of T[S,] which 
extends ci - 1 . Since Ci(Ui) is chosen as the smallest colour which extends ci- 1 
to an ordered colouring T[Si], Ci(vi) d C(vi). If we have equality we are done, SO 
suppose ci(Vi) < C(Ui). Since ai is a leaf of the tree T[V(T) - St- 1], there exists 
a unique vertex Ui adjacent to Ui which is not coloured by ci. We now define 
a colouring c’ of V(T) which extends Ci. Let C’(C) = Ci(x) if x E Si, let 
c’(Ui) = max{c(Ui),c(Ui)}, and let C’(X) = C(X) if x E V(T) - ({Ui} u Si). It is routine to 
prove that c’ does not use any colour larger than the colours used by c, and so c’ is 
a minimum ordered colouring. 
We have just described an algorithm for finding a minimum ordered colouring of 
a tree. We now show that it can be implemented in O(v log, v) time. 
Let c be an ordered k-colouring of a subgraph H of a graph G and let v be in 
Ne( V(H)). We say that i in { 1, . . ., k} is represented at u by c if there exists a (u, u)-path 
P in G such that u E V(H), c(u) = i, P - v is a path in H, and there is no internal 
vertex x of P with i < c(x). If there exist two such paths, Q1 and Q2, such that 
VQI)~ VQ2)= {u>, th en we say that i is represented twice at v. 
In order to choose ci(Ui) we must know which colours cannot be assigned to Ui to 
extend ci_ 1 to an ordered colouring of T[Si]. For every x in V(T) - Si_ i, we let 
Ri _ 1 (x) be the set consisting of all colours represented at x by cc _ 1 and all colours that 
are less than some colour represented twice at x by ci _ 1. It is easy to see that Ri _ 1 (vi) 
is the set of colours which cannot be assigned to vi in step i. If x in V(T) - Si- , is not 
adjacent to a vertex in Si _ 1, then Ri- 1 (x) = 0. It is easy to see that ci(ai) is the smallest 
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colour not in Ri- t (Oi)* Initially, R,(x) = 0 for every x in V(T). After step i we update 
to obtain Ri(x), for every x in V(T) - Si. 
Let ui be the unique vertex adjacent to vi which is not coloured by ci. If x # Uiy then 
R,(x) = Ri- 1 (x). If x = Ui, then we obtain Ri(ui) from Ri- l(ui) and Ri- 1 (Vi) as follows. 
Let li be the largest element in ({j E Ri-I( Ci(Vi) < j} u {Ci(Vi)}) n Ri_t(ui) 
if this set is nonempty; otherwise, let Ii = 0. Then Ri(ui) = 
(j E Ri- I( Ci(ui) < j} U {ci(ni)} U Ri-l(ui) LJ { jI 1 < j < li}. 
By Theorem 2.2, x0(T) Q 1 + log, v, and so R,(x) E (1, . . . . 1 -t- log, v}, for every 
X in V(T) - Si, i = 1, . . . . v. Hence, determining c(ri) from Ri(Vt) and obtaining Rt(ut) 
from Ri_ l(ui) and Ri- l(ui) can both be done in O(log, v) time. Since there are v steps 
the algorithm can be done in O(v log, v) time. 
3. Planar graphs 
In this section, we prove that any planar graph G has an ordered colouring using at 
most rJ?@) colours, where I is a positive constant, and show that this is asymp- 
totically the best possible upper bound. 
Let G, be the (n x n)-grid, that is, the graph with vertex set (1, . . . . rr} x (1, . . . . n}, 
where (i,,j,) and (&,j,) are adjacent if ii = i2 and lj, -j,l = 1, or ifji =j, and 
Iii - iZl = 1. Define Pi to be G,[{(i,j)ll < j < n}]. 
Theorem 3.1. xJG,) 2 n. 
Proof. Let c be an ordered colouring of G,. Let Ii be the largest integer used to colour 
a vertex in V(Pi) and suppose c(Ti) = li, where ri E V(Pi), i = 1, . . . . n. If Ii, . . . . I,, are 
distinct, then we are done. Suppose C(rj) = 1 F c(rk). It is easy to see that there are 
n pairwise disjoint (Pj, P,)-paths Q1, . . . , Qn. Let mi be the largest integer used to colour 
a vertex in v(Qi) and suppose C(pi) = mi, where pi E V(Qi), i = 1, ..,, n. If mi < 1, then 
there exists an (rj, rk)-path with no vertex receiving a greater colour than 1. Therefore, 
1 < mi, i = 1, . . . . n. Now for every a and b, 1 < a < b < n, Pi u Pk u Q. u Qb contains 
a (pa,pb)-path such that m, or mb is the largest integer used to colour a vertex of the 
path. Thus, ml, . . . . m, are distinct and we are done. 0 
The following result is due to Dzhidzhev [S]. It improves the constants of an earlier 
theorem of Lipton and Tarjan [ll]. 
Lemma 3.1. Zf G is a planar graph, then there exists a partition of V(G) into sets A, B, 
and C such that I Al < 2v(G)/3, IBI < 2v(G)/3, I Cl < m, and no edge joins a vertex 
in A to a vertex in B. 
Theorem 3.2. If g(v) denotes the smallest number g such that every planar graph on 
v vertices has an ordered colouring using at most g colours, then g(v) < 3(46 + 2)fi. 
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Proof. We use induction on v(G). It is trivial for 1 = v. Suppose 1 < v. By Lemma 3.1, 
there exists a partition of V(G) into sets A, B, and C such that 1 Al < 2v/3, IBI < 2v/3, 
1 C I 6 $5, and no vertex in A is adjacent to a vertex in B. By the induction hypothesis, 
G[A] and G[B] have ordered g(2v/3)-colourings. We can extend cA and cB to an 
ordered colouring of G by assigning distinct integers greater than g(2v/3) to the vertices 
in C. Hence, g(v) d g(2v/3) + fi < 3($ + 2),,~‘%7?3 + ~‘6 = 3(J6 + 2)&. 0 
Theorems 3.1 and 3.2 imply that there exist positive constants k and K such that 
kfi < g(v) < KJ; for every v. 
Dzhidzhev [S] describes a polynomial algorithm for finding the sets A, B, and C of 
Lemma 3.1. We therefore have a polynomial algorithm for finding an ordered 
colouring of a planar graph on v vertices using only 3(,,6 + 2),,6 colours. 
4. A lower bound 
In Section 2, we showed that trees can have arbitrarily large ordered chromatic 
number, and so large ordered chromatic number does not imply large connectivity. 
On the other hand, large connectivity implies large ordered chromatic number. This 
follows from the theorem of this section which gives a lower bound on the ordered 
chromatic number of agraph. We give graphs for which the bound is sharp. 
Theorem 4.1. Let d and m be real numbers greater than 1 and let G be a graph such that 
v(G) > m. Suppose that for every subset S of V(G) such that ISI < d, G - S has 
a component with at least v/m vertices. Then x0(G) 2 (d - l)/[m - 11 + 2 colours. 
Proof. Suppose c is an ordered colouring of G. Let r = (d - l)/rm - 11. We will 
prove that c uses at least r + 2 colours. 
If x is the unique vertex receiving the largest colour, then {x} is a subset A of V(G) 
satisfying the following conditions: 
(1) O< IAI. 
(‘4 (MI - 1)/b - 11+ 1 G I44I. 
(3) If H is the union of the components of G - A with at least v/m vertices, then 
c( I’(H)) n c(A) = 8. 
(4) IAl < d. 
Choose a maximal subset S satisfying the four conditions above. By assumption, 
ISI < d implies that G - S has a component with at least v/m vertices. Hence, H is 
nonempty and there exists a largest colour b in c( V(H)). Let B be the set of vertices in 
V(H) with colour b. Let S’ = S u B and let H’ be the union of the components of 
G - S’ with at least v/m vertices. 
Since v(H) < v(G - S) < v(G) - 1 and every component of H has at least v/m 
vertices, o(H) < m. Hence, w(H) d rm - 11. Since each component of H has at 
most one vertex with colour b, (BI <[m - 11. Hence, (IS’1 - l)/[m - l]+ 1 = 
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(ISI - i)/rm - 11+ 1 + IBl/rm - 11 d Ic(S)l + 1 = lc(S’)I. It is easy to see 0 < IS’1 
and c( V(H’)) n c(S’) = 8 because H’ is a subgraph of H. Thus, S’ is a subset of V(G) 
satisfying conditions (l)-(3). By the maximality of S, S’ cannot satisfy (4) and so 
d ,< IS’]. Hence, r + 1 < (IS’/ - l)/rm - 1 1 + 1 < Ic(S’)(. Since m < v, every com- 
ponent of H has at least two vertices. Hence, V(H) - B and c(V(H) - B) are 
nonempty. Since c(V(H)) and c(S) are disjoint, c(V(H) - B) and c(S’) are disjoint 
because of the choice of B. Thus, I + 2 6 Ic(S’)( + Ic(V(H) - B)I < Ic(V(G))(. 0 
We now give a family of graphs which show that Theorem 4.1 is the best possible. 
If Gi and G2 are disjoint graphs, Gi v G2 is defined to be the graph obtained 
from Gi u Gz by adding every edge from a vertex of Gi to a vertex of G2. Let m 
anddbeintegerssuchthat2,<m<dandm-1dividesd-1.LetL=Kd_, v K,, 
let H be the disjoint union of m - 1 copies of L, and let G = H v {x}. We have 
v(G) = (m - l)(r + d - m) + 1 = m(d - m + 1) > m. 
If every vertex in Kd_m is given colour 1 and the vertices in K, are given distinct 
colours, then we have an ordered colouring of L with r + 1 colours. Thus, if we colour 
every copy of L in the same way and give x a higher colour, then we have an ordered 
colouring of G with Y + 2 colours. Hence, x,,(G) d r + 2. 
We will show that Theorem 4.1 implies r + 2 ,< x0(G). Suppose S c I’(G) and 
ISI < d. 
If IS n V(L)/ < r - 1 for some copy of L in G, then some vertex y in the 
K, subgraph of L is not in S. Since y is adjacent to every other vertex in L, 
L - [S n V(L)] is connected and v(L - [S n V(L)]) = v(L) - IS n V(L)/ 3 
(r + d - m) - (r - 1) = d - m + 1. Hence, in this case G - S has a component with at 
least d - m + 1 vertices. 
If r d IS n V(L)1 for every copy of L in G, then d - 1 d IS n V(H)/ because 
H consists of m - 1 copies of L. Therefore, d - 1 = IS) = 1 S n V(H) I and x $ S. Since 
x is adjacent to every other vertex in G and m 2 2, G - S is connected and v(G - S) = 
v(G) - ISI = m(d - m + 1) - (d - 1) = (m - l)(d - m) + 1 k d - m + 1. Hence, in 
this case G - S also has a component with at least d - m -t- 1 vertices. 
Thus, if S E I’(G) and ISI < d, then G - S has a component with at least d - m + 1 
vertices. Now Theorem 4.1 implies r + 2 < x0(G). Thus, r + 2 = x,,(G) and G is 
extremal with respect to Theorem 4.1. 
5. Subgraphs and well-quasi-orders 
In this section, we will characterize the sets of graphs closed under subgraphs which 
are well-quasi-orders. This will imply that, for all k, the set of graphs with an ordered 
k-colouring is a well-quasi-order and the set of k-critical graphs is finite. 
Let (A, < ) be a quasi-order. A sequence al, a2, . . . of elements of A is increasing if 
f&<ai+i,i= 1,2 ,.... Let B be a subset of A and let m be an element of B. Then m is 
minimal (with respect to B) if there does not exist b in B such that b < m. Equivalent 
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conditions for a quasi-order to be a well-quasi-order are given in the next theorem (see 
[6, Theorem 2.11). 
Theorem 5.1. If (A, < ) is a quasi-order, then the following conditions are equivalent. 
(1) (A, d ) has no infinite strictly decreasing sequence and no infinite antichain. 
(2) For every sequence a,, a2, . . . of elements in A, there exists i and j such that i < j 
and ai < aj. 
(3) Every sequence of elements in A has an infinite increasing subsequence. 
(4) For every subset B of A, the set of minimal elements of B is finite. 
We will use Q to denote the relation of more than one quasi-order. The relation 
in question will be clear from the context. The following theorem is from [6, 
Theorem 4.31: 
Theorem 5.2. Let (A, < ) be a well-quasi-order. Let SA be the set of allJinite subsequen- 
ces of elements in A. Dejne a relation d on SA by setting c( < p if cI = (aI, . . . , a,) and 
there exists a subsequence (b,, . . ., b,) of /I such that ai 6 bi, i = 1, . . . , n. Then (S,, d ) is 
a well-quasi-order. 
Let J&~ be the set of graphs with an ordered k-colouring. For every k, n > 0, 
define &_ to be the set of all (n + 1)-tuples (G, V,, . . . . V,) such that x0(G) < k and 
F c V(G), i = l,..., n. Define a relation d on A$‘~,, where (G’, Vi, . . . . VA) < 
(G, 5, . . . . V,) if and only if there exists an embedding f of G’ into G such that 
f(V/) s V$, i = l,..., n. For the sake of simplicity, we may assume that G’ is a sub- 
graph of G and Vi E 6, i = 1, . . . . n, when (G’, V;, . . . . Vd) d (G, VI, . . . . V,,). Let &kc,” be 
the set of all (G, VI,..., V.) in zZ~,” such that G is connected. 
We now prove that, for every k, the set of graphs with an ordered k-colouring is 
a well-quasi-order. This result is stated without proof in [14]. It is a special case of the 
following theorem. 
Theorem 5.3. For every k, n > 0, (JZ&, 6 ) is a well-quasi-order. 
Proof. We will first prove the theorem for simple graphs by induction on k. The 
induction step has two stages. First, we prove that if _vJ’~- l,n+ 1 is a well-quasi-order, 
then so is J$;,~. Second, we prove that if d:,, is a well-quasi-order, then so is A&‘,_. 
Finally, we will prove the result for all graphs. 
It is trivial to prove that ai,, has no infinite antichain, for every n z 0. Suppose 
1 < k and 0 < n. Let C(i = (Gi, Vf , . . . . Vi), i = 1,2, . . . be a sequence of elements in 
dC k,n, where Gi is a simple graph, i = 1,2, . . . . We will prove that there exists i and 
j such that i < j and Ui 6 Qj. 
Consider a positive integer i. If Gi = 0, then the result is trivial. Hence, we may 
assume that Gi has at least one vertex. By assumption, Gi has an ordered k-colouring. 
Since Gi is connected it has at most one vertex with colour k. Thus, Gi has a vertex 
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Xi such that Gi - xi has an ordered (k - I)-colouring. Let pi = (Gi - xi, I’; - 
Ixi}, ***Y Vi - {Xi},NG,(Xi)). Then pl,pz, . . . is a sequence of elements in ~&i,~+i, 
where Gi - Xi is a simple graph, i = 1,2, . . . . By the induction hypothesis and Theorem 
5.1, P1.82, **. has an infinite increasing subsequence pi,, pi*, . . . . We can then find 
pi, and pi, such that i, < i, and xi, E Vj’p if and only if xiy E I’:, j = 1, . . . . n. It then 
follows that Cli, < Xi,. Theorem 5.1 now implies that && is a well-quasi-order. 
We now prove that J&, has no infinite antichain. Let ai = (Gi, Vf , . . . . I$, 
i = 1,2,... be a sequence of elements in A?~,~, where Gi is a simple graph, i = 1,2, . . . . 
Consider a positive integer i. Let Hi, . . . , H, be the components of Gi in some order. 
Let /?j = (Hj, Vf n I’(Hj), . . . . I’: n V(Hj)),J’ = 1, . . . . Wi, and let yi = (pi, . . . . /I?:,). Then 
yi is a finite sequence of elements in &L,“. Now consider the sequence yl, yz, . . . . Since 
(d kc,,., < ) is a well-quasi-order, the set of all finite sequences of elements of &‘& is 
also a well-quasi-order by Theorem 5.2. Then Theorem 5.1 implies that there exists 
p and q such that p < q and yP d yq. Therefore, yq has a subsequence p$, , . . . , /3& such 
that pj”-< /?lj,j = 1, . . . . wP. It then follows that KY.* < tlq. Hence, Theorem 5.1 implies 
that ZJ& is a well-quasi-order when restricted to simple graphs. 
We now prove the theorem for graphs which can have loops and multiple edges. Let 
C(i = (Gi, I’f, . . . . I’;), i = 1,2, . . . be a sequence of elements in -TQk,n. Consider a positive 
integer i. Let GI be obtained from Gi by subdividing every edge, that is, by replacing 
every edge by a path of length 2. Let Ci be an ordered k-colouring of Gi. It is easy to see 
that GI has an ordered (k + 1)-colouring: give every vertex x in V(G) colour 
c(x) + 1 and give every vertex in V(G’) - I’(G) colour 1. Let ai = 
(G;, I’;,..., V,‘,P’(Gi), V(G;)- I’(Gi)).ThenU;,a;,...isasequencein&k+i,n+2,such 
that G,! is simple, for every i 2 1. We have shown that J&+ l,n+2 is a well-quasi-order 
when restricted to simple graphs, and so Theorem 5.1 implies the existence of p and 
q such that p < q and cl;l< ai. Then Gi is a subgraph of G; such that I’,!’ E Vj”, 
j=l , . . . . n, V(G,) E V(G,), and V(G;) - V(G,) c V(G;) - V(G,). It then follows 
that G, is a subgraph of G,. Hence, up ,< clq. Now Theorem 5.1 implies (JJ~,~, < ) is 
a well-quasi-order. 0 
The next result was originally proven by the authors without using Theorem 5.3. 
Corollary 5.1. For every k 2 1, there are only a Jinite number of k-critical graphs. 
Proof. The set of all graphs with ordered chromatic number k is the subset 
J& - J& _ 1 of dk. Then Theorems 5.1 and 5.3 imply that AZ& - _z& 1 has a finite set of 
minimal graphs. But this set of minimal graphs is the set of k-critical graphs. ??
Let H be a graph and let pi be a path with end xh, i = 1, . . . , n, such that 
H,P, , . . ., p,, are disjoint. Let G be a graph obtained by identifying each x5 with 
a vertex of H, i = 1, . . . , n. We say that H is a core of G and that pl,. . . , pn are the paths 
of G relative to H. By letting H be G and letting pl, . . ..p” be paths with only one 
vertex, we see that G can be a core of itself. In general, a graph G will not have a unique 
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core. If x,,(H) < k, then we say that G is a B anemone oftype k. Let @ be the set of all 
B anemones of type k. 
Theorem 5.4. (9&, < ) is a well-quasi-order. 
Proof. Let G be in ak. Then G has a core H in dk. Let pi = x6,x;, . . . . xi, 
i=l , . . ..n. be the paths of G relative to H, where x6 is the end of pi in V(H), 
i=l , . . ..n. Let G’=G-{xj_ixjl3< j61i,1di<n}+{xfxj13< jbli,l< 
i d n}. Let Vi = (xjj2 6 j d li, 1 d i < n) and let V, = {xi ) 1 Q i < n}. Let c be an 
ordered k-colouring of H. It is easy to see that G’ has an ordered (k + 2)-colouring: 
give every vertex x of H colour c(x) + 2 and give every vertex in 5 colour j, j = 1,2. 
Let E(G) = (G’, Vi, V,, V(H)). 
Let Gl,Gz, . . . be a sequence in 4. Let Hi be a core of Gi and let E(Gi) be 
determined using Hi, i = 1,2, . . . . Then ~(Gi),cr(G,), . . . is a sequence in &‘k+,,,. By 
Theorem 5.3, J&+ 2, 3 is a well-quasi-order, and so there exists p and q such that p < q 
and cr(G,) d cc(G,). Then Gi is a subgraph of G6 such that Vi(G;) E Vi(G;), 
V1(Gb) c V,(Gi), and V(H,) L V(H,). It then follows that G, is a subgraph of G,. 
Theorem 5.1 now implies (Bkk, d ) is a well-quasi-order. 0 
The following lemma is stated without proof in [14]. 
Lemma 5.1. Jf every path qf G has length at most k - 1, then x,,(G) 6 k. 
Proof. We prove the lemma by induction on k. It is trivial for k = 1. Suppose 2 6 k 
and every path of graph G has length at most k - 1. First suppose k is odd and let 
k = 2n + 1. We may assume G is connected and has a path P = x, , . . . , xzn + , of length 
2n. Let c be the ordered k-colouring of P, where C(xi) = 2i - 1, i = 1, . . . . n + 1, and 
C(Xi) = 4(?l + 1) - 2i, i = n + 2, . . . . 2n + 1. 
Let H be a component of G - V(P). Choose a vertex xj adjacent to a vertex in 
H such that c(xj) is minimal. Suppose 1 < j < n + 1. Let Q be a longest path of H and 
let R be an (xj, V(Q))-path with no internal vertices in V(P) or V(Q). If Q has length at 
least 2j - 2, then P(xj, xZn+ i ), Q, and R can be used to construct a path of length at 
least k. Hence, every path of H has length at most 2j - 3, and so H has an ordered 
(2j - 2)-colouring by the induction hypothesis. Similarly, if n + 2 < j < 
2n + 1, we can show that H has an ordered (2j - 2)-colouring. 
Since every vertex in V(P) which is adjacent to a vertex in H has colour at least 
2j - 1, and since all such vertices have different colours, c can be extended to an 
ordered k-colouring of G[ V(P) u V(H)]. It now follows that c can be extended to an 
ordered k-colouring of G. The induction step is similar when k is even. 0 
For every m 3 6, let H, be the graph with vertex set {x1, , . . , x,- 2, y, z} and edge set 
{x~x~+~) i = 1, . . ..m - 3) u {~~y,x,,_~zS. For every m B 3, let C, be the cycle with 
m vertices. 
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Theorem 5.5. Let A be a family of graphs which is closed under subgraphs. Then (A, < ) 
is a well-quasi-order if and only if there exists a k such that A G J?&. 
Proof. Suppose there is no k such that A c ?&. Then we may choose a graph G in 
A - & such that k is arbitrarily large. We will show that G has a subgraph_H, or C,, 
where m is large relative to k. 
Choose a minimal core H of G. Then H does not have an ordered k-colouring. 
Let P = u 1, . . . . u1 be a longest path of H. By Lemma 5.1, k < 1. Let y be a 
neighbour of ul. If y is in V(H) - V(P), then yu,, P is a longer path of H than P. 
If y is in V(P) and the length of P(ut, y) is large relative to k, then the length of 
the cycle C, = P(ut, y), yul is large relative to k. Hence, y E V(G) - V(H), or y 
is in V(P) and the length of P(ut , y) is small relative to k. If u2 is the only vertex 
of H adjacent to al, and u1 is adjacent to at most one vertex in V(G) - V(H), 
then H - ul is also a core of G, and we have contradicted the minimality of H. 
Therefore, ul is adjacent to a vertex Ui such that 3 < i and i is small relative to k, or 
ul is adjacent to at least two vertices in V(G) - V(H). Similarly, ur is adjacent to 
a vertex UI_j such that 2 < j andj is small relative to k, or u1 is adjacent to at least two 
vertices in V(G) - V(H). It now follows that G has a H, subgraph such that m is large 
relative to k. Since A is closed under subgraphs, A contains the subgraph H, or C,, 
where m is large relative to k. Since k can be chosen to be arbitrarily large, 
z={ilHi~A} or J= {j[CjEA} is infinite. Hence, {HiJiEZ} or {CjljEJ} is an 
infinite antichain of A. 
Conversely, if A E Bkk, for some k, then Theorems 5.1 and 5.4 imply that A has no 
infinite antichain. Hence, A is a well-quasi-order by Theorem 5.1. 0 
6. Binary relation colourings 
In this section, we prove that if (Q, ??) is a finite binary relation and ??is contained in 
a linear ordering of Q, then there are only a finite number of (Q, *)-critical graphs. We 
also give a conjecture on the maximum number of vertices in a (Q, *)-critical graph, for 
two instances of (Q, ??). 
We first give some examples of binary relation colourings. If Zk = { 1, . . . , k} and 
< = { (i,j) 1 1 < i < j < k}, then a (Z,, < )-colouring is an ordered k-colouring. If 
Zk={O,bl ,..., bk} and o={(O,bt)li=l,..., k}, then a connected graph G has an 
(Z,,o)-colouring if and only if it has an independent set of v(G) - k vertices. If 
Ck = {Cl, . ..) ck} and ??= { (ci, cj) I ci, cj E Ck, i # j}, then a (C,, ??)-colouring is equiva- 
lent to a k-vertex colouring. 
Corollary 6.1. Let (Q, ??) be ajnite irrejlexive binary relation such that t is contained in 
a linear ordering of Q, and let A be the set of all graphs with a (Q, ??)-colouring. (A, < ) is 
a well-quasi-order and there are only a finite number of (Q, *)-critical graphs. 
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Proof. Suppose ( Q 1 = k. We may assume that Q = { 1, . . . , k) and t is contained in d . 
Hence, any graph in A has an ordered k-colouring. The corollary now follows from 
Theorems 5.3 and 5.1. 0 
Since ??is not contained in a linear ordering of Ck, for k 2 2, Corollary 6.1 does not 
imply there are only finitely many (C,, .)-critical graphs. Indeed, for every k Z 3, there 
are infinitely many (C,, .)-critical graphs. 
For ordered colourings and (Ikr o)-colourings we make the following two 
conjectures. 
Conjecture 6.1. IfG is k-critical, then v(G) 6 2k-1. IfG is k-critical and v(G) = 2k-1, 
then G is a tree. 
Conjecture 6.2. If G is (I,,‘)-critical, then v(G) d 2k. 11 G is (I,,‘)-critical and 
v(G) = 2k, then G is a tree. 
Both conjectures have been verified for k = 1,2,3,4 by finding all the critical 
graphs. 
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