Abstract This paper proposes an Automata Networks approach to address the influence of memory loss on the formation of shared conventions. We focus our analysis on a numerical description of the dynamics over one and two dimensional periodic lattices, through an energy function that measures the local agreement between the individuals. For the two dimensional case, it exhibits a sharp transition on the relation between the energy and the parameter defined to measure the amount of memory loss. Finally, we briefly discuss the implications for the formation of language.
Introduction
How a population of language users can reach agreement on a linguistic convention? The answer is a hard task because (1) there is no central control influencing the formation of language [10, 3] ; and (2) the individuals are mostly involved in local "conversations" with a small set of participants. To solve explicitly this question, the Naming Game [8, 9 ,1] models the negotiations on a finite population of agents in order to agree about the naming of certain object. At each time step, two individuals are choosen: one plays the role of speaker and one plays the role of hearer. The agents are endowed with a memory in which they store in principle an unlimited number of words. The speaker selects a word w from its memory and shows it to the hearer. The main feature of the interaction is that if w belongs to the hearer's memory (a successful interaction), both speaker and hearer cancel all the words in their memories, except w. Otherwise, the hearer adds w to its memory (a failure interaction). A failure game is then an opportunity to increase the chance of successful future interactions [11] .
Based on the Naming Game, recently has been proposed an Automata Networks model of the emergence of linguistic conventions on a population of agents: the Naming Automata [6] . Within this approach, the observed rich patterns of behavior are understood as the result of microscopic interactions (inspired in communicative tasks) [13] . In the Naming Automata, each agent is located on one vertex of a network and it interacts with all its neighbors: the vertex plays the role of hearer and the neighbors play the role of speakers (in other words, the number of speakers strongly depends on the neighborhood size). For this model (as well as for the Naming Game), a crucial cognitive mechanism is that the memories are in principle unlimited. Moreover, the dynamics of both models exhibits an interesting behavior: after a peak of the total number of words stored in the individual's memories, the system evolves until reach a final absorbing state where all individuals share the same unique word [6, 1] . This fact lead us to study the robustness of the system to maintain its behavior under perturbations on the memory capacities. In particular, the aim of this work is to answer a simple question: To what extent the dynamics of the Naming Automata is robust to microscopic effects of memory loss? The perturbation of the memory loss ca-pacities attempt to find the minimal number of stored words that could lead to a shared convention by the entire population. We may hypothesize that there is a "threshold" or "critical" memory size that allows the convergence of the system.
We develop an experimental description of forgetfulness effects on the dynamics of the Naming Automata. The work proceeds by introducing the rules of the automata (Section 2). This is followed in Section 3 by experiments based on an energy function that measures the amount of local agreement on linguistic conventions. We describe over one and two dimensional periodic lattices the final value of the energy function versus a forgetfulness parameter, for different neighborhood sizes. Finally, we give a brief discussion about the implications of our results for the formation of language.
The model: naming automata with memory loss
Let L = (V, E) be a connected and undirected graph with vertex set V = {1, ..., n} and edge set E. We define the neighborhood of radius r of the vertex i as the set
r}, where d is the usual distance on L (the length of the shortest path between two vertices). Let W be a finite set of words. On L, we define the Naming Automata [6] as the touple The application of the local rule follows a function (the updating scheme) that gives the order in which the vertices are updated. Here, we assume that at each time step one vertex is choosen uniformly at random (the fully asynchronous scheme).
To model the negotiation of linguistic conventions on a population, the Naming Automata involves an addition (a) action, where M i is updated by adding words, and a collapse (c) action, where all words of the memory M i are cancelled except one of them. Let W i = {x j : j ∈ V r i } the set of all words showed by the neighbors of the vertex i. LetW i ⊆ W i be the subset of words that the vertex i do not know. To measure the amount of memory loss, in this work we also introduce a third action: forgetfulness (f ). Let p ∈ [0, 1] be a parameter. We call P i the subset of M i \ {x i } formed by ⌊p(|M i | − 1)⌋ words (selected at random without replacement from M i \ {x i }), where ⌊p(|M i | − 1)⌋ means the largest integer lower than p(|M i | − 1). Then, the family of local rules takes the form:
In other words, in the case that ∅ =W i the local rule acts following two steps, first, by the forgetfulness action and, second, by the addition action (along these two steps the set W i do not change).
In this paper, we focus on the class of automata associated to an extremal collapse action (for more details, see [6] ). Suppose that each agent is endowed with an internal total order for the set of words (equivalently, if we consider W ⊆ Z then the agents are endowed with the order <). Every agent chooses to collapse in the minimum word presented in the neighborhood. This rule represents, for example, the situation that the words differ according to their degree of relevance related to linguistic contexts [12] .
Methods
To describe explicitly the amount of local agreement between the individuals of the population, we define a function, that we call the "energy" [6] :
where δ(x, y) = 1 if x = y and 0, otherwise. Clearly, the function E(t) is bounded: −1 E(t) 0. A large value of energy (max E(t) = 0) supposes that in principle the dynamics tends to evolve to the global minimum (min E(t) = −1), in which each individual of the population shows the same linguistic convention (just as in the Naming Game model, where the final absorbing state involves one unique shared word). To simplify the exposition, we say that the dynamics converges to a fixed point at step t ′ if t ′ = min{t : E(t) = −1}. The first experiment explores the appearance of critical values for a one dimensional ring. The second experiment describes sharp transitions on two dimensional periodic lattices.
An initial configuration of the system is considered as a random permutation of the set of words W , where each vertex receives a different word and it is associated to an initial state ({x}, x), with x ∈ W . We study the average value of the function E(t) over a one dimensional ring of length n = 256, and a two dimensional periodic lattice of size N = 128 × 128. For both cases, we define 100 initial conditions with |W | = n and |W | = N , respectively. For the one dimensional case, we study a large set of values of r from 1 to 64; and for the two dimensional case, we focus on r = 1, 2. For both cases, p varies from 0 to 1 with an increment of 10%. For each pair of values r and p, we measure the final value of the energy function (denoted E f ) for the 100 initial conditions, after 10 5 /200N steps (depending on the one or two dimensional lattice) or the function E(t) takes its global minimum value −1. On a ring of length n = 256, we show the final value of the energy function E f versus the parameter p, after 10 5 steps or E(t) takes the global minimum −1. We measure the average value for 100 initial conditions with |W | = n. We vary r ∈ {1, 2, 4, 8, 16, 24, 32, 48, 64} and p from 0 to 1 with an increment of 10%. For the figure (a), r ∈ {1, 2, 4, 8}; and (b), r ∈ {16, 24, 32, 48, 64}. These two figures exhibit a qualitative change on the dynamics between r = 8 and r = 16.
Two different behaviors can be distinguished in E f versus p, as shown the Figures 1(a) and 1(b) . For r < r c ∼ 16, it dominates a dynamics where there is a slow increasing in the value of E f to the extent that p grows (Figure 1(a) ). By contrast, for r > r c ∼ 16 a drastic change is found in E f versus p (Figure 1(b) ). The value of E f drastically increases around p c ∼ 0.1 to a stationary value that remains stable for all the values of p.
As for large values of r (> r c ∼ 16) there is a critical zone in which the system changes its behavior, it is suggested that the two dimensional case will exhibit more sharp transitions. As shown in Figure 1(b) , the stationary value decreases to the extent that p increases. For instance, E f ∼ −0.4, for r = 16, and E f ∼ −0.8, for r = 64. We measure the average value for 100 initial conditions with |W | = N . We vary r ∈ {1, 2} and p from 0 to 1 with an increment of 10%.
For two dimensional lattices, several aspects are remarkable in the behavior of E f versus p, as shown in Figure 2 . For r = 1, the dynamics converges for all p < 1. For r = 2, the behavior of E f versus p exhibits three clear domains. First, E f reaches the minimum −1 for p < p c ≈ 0.43. Then, a drastic change is found for p = p c . The dynamics losses the convergence to the global minimum E f = −1. Finally, for p > p c the dynamics seems to reach the same stationary value of E f ∼ −0.3.
Discussion
The sudden changes observed on two dimensional lattices, as shown in Figure 2 , and the presence of power laws ( Figure 3 ) suggest the appearance of a phase transition at p = p c ≈ 0.43 [4] . This result provide a new theoretical insight for the absence of intermediate stages in the formation of (human) languages [2, 7, 5] . In other words, when it is reached the threshold of the individual's memory loss capacities, the system abruptly losses the typical evolution to a shared convention by the entire population.
Phase transitions have been described for the formation of linguistic conventions [1] , and for the modeling of vocabulary formation under the minimization of communication needs [5] . Therefore, the simple approach of this paper to the individual's forgetfulness introduces a novel framework to study the influence of minimal cognitive mechanisms on the formation and evolution of languages.
Future work could involve the study of the dynamics on general topologies (for instance, random graphs), more complex cognitive mechanisms of memory capacities, or the influence of the radius r on the appearance of sharp transitions. 
