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Introduction. Spin-density-wave (SDW) order, in which the modulation wavevector of the SDW is incommensurate with the underlying lattice, is one of the most fascinating ordered states found in nature. Incommensurate magnetism occurs in both metallic and insulating phases and on both frustrated and unfrustrated lattices. In general, incommensurate magnetic order may be driven by either frustration or by Fermi surface nesting with a wavevector that lies away from commensurate wavevectors. It is important to understand which process plays a more important role, and to understand how many-body effects modify the stability of incommensurate phases. Here the effect of nesting is examined on an unfrustrated lattice with strongly correlated electrons. The resulting phase diagram is then compared to approximate results in the weak-and strong-coupling limits (Figs. 2 and 3).
Finally, our theoretical results are compared to those found in Cr and its dilute alloys.
Elemental Cr is a paradigm for an antiferromagnetic (AF) metal [1] with incommensurate order driven by Fermi-surface nesting. The lattice structure of Cr is an unfrustrated bodycentered-cubic structure which may be modeled by a Hubbard model [2] near half filling with moderate electron-electron correlations. Adding electrons to Cr (by alloying with Mn) rapidly makes the magnetic order commensurate with the lattice, whereas removing electrons from the system (by alloying with V) rapidly increases the incommensuration and decreases the magnetic transition temperature, eventually to zero [3] .
Heretofore, incommensurate magnetic order has mainly been examined within the Hartree-Fock (HF) (weak-coupling) approximation that neglects quantum fluctuations.
Penn [4] found incommensurate order in the three-dimensional Hubbard model, and Schulz [5] found evidence for incommensurate phases on a square lattice.
Formalism. In this contribution the magnetic phase diagram of the single-band Hubbard model is investigated in the limit of infinite dimensions [6] . This limit is useful, because it has been shown to contain most of the physics expected of three-dimensional Hubbard models, and the many-body effects can be treated essentially exactly with the quantum Monte Carlo (QMC) techniques of Hirsch and Fye [7] . This allows us to demonstrate the existence of incommensurate order at finite temperatures in a model that only includes Fermi-surface nesting effects and electron-electron correlations. We find incommensurate magnetism to be a ubiquitous property of this model. The Hubbard model [2] is described by the following Hamiltonian:
where c † i (c i ) is a creation (destruction) operator for an electron at site i with spin σ. The hopping matrix elements connect nearest neighbors on a hypercubic lattice in d-dimensions;
its magnitude is written as t = t * /2 √ d [to have a well-defined limit in infinite dimensions
All energies are expressed in units of the rescaled hopping matrix element t * .
The Coulomb repulsion is represented by U and the chemical potential by µ.
In the limit of infinite dimensions the local approximation becomes exact. The electronic Green's function G(iω n ) ≡ G n is represented by an integral over the noninteracting density
with Σ n ≡ Σ(iω n ) the electronic self energy. The magnetic susceptibility satisfies Dyson's equation
with Γ mr ≡ Γ(iω m , iω r ) the (local) irreducible vertex function in the SDW channel. The
The bare susceptibility only depends on the scalar parameter X(q) ≡ d i=1 cos q i /d, which defines an equivalence class of wavevectors in the infinite-dimensional Brillouin zone [8] .
X(q) can be parametrized by the line that extends along the Brillouin zone diagonal from the zone center (X = 1) to the zone corner (X = −1). The self energy and irreducible vertex function are extracted from the self-consistent QMC simulations as described previously [9] (for each value of U, we employ a constant small value of ∆τ for the spacing of the imaginary time slices in the Trotter breakup).
It is important to qualify the region of validity of different approximation techniques by comparing them with the essentially exact QMC results. Here we compare both weakcoupling and strong-coupling perturbation theories.
In the weak coupling limit a renormalized Hartree-Fock approach [10] is employed. The Néel temperature is determined by the Stoner criterion
where the bare particle-hole susceptibility χ 0 n (X) is calculated with noninteracting Green's functions G 0 n [Σ n = 0 in Eq. (2)]. This HF transition temperature is reduced by factors of order three due to quantum fluctuations [10] , even in the limit U/t * → 0. Quantum fluctuations modify the Stoner criterion to [11] 1
in the limit U/t * → 0. These fluctuations initially reduce T c by the factor exp[−χ 0 (0, T c )/ρ(µ)] in the weak-coupling limit [10, 11] .
In the strong-coupling limit the Hubbard model can be mapped onto a Falicov-Kimball model [12, 13] . This mapping is exact in the limit U/t * → ∞ (which reproduces the atomic limit) for the self energy but is not exact for the irreducible vertex functions in this limit. As a result, the strong-coupling theories display pathological behaviors. More explicitly, these approximations assume that the down-spin particles form a static background when the upspin particles move and vice versa; this system is then described by Falicov-Kimball models [14] for both the spin-up and spin-down electrons that are self-consistently coupled together.
Two different self-consistent coupling schemes have been proposed so far [12, 13] . Janiš and Vollhardt's approximation [12] underestimates the SDW susceptibility at half filling which strongly suppresses T c and does not reproduce the Heisenberg limit of T c ≈ t * 2 /2U.
Li and d'Ambrumenil's approximation [13] is correct for large U at half filling, but has the pathological behavior of predicting ferromagnetism away from half filling (with a finite transition temperature in the U/t * → ∞ limit) because of segregation in the effective FalicovKimball model. This latter pathology occurs because the zero temperature occupation number of the static particles is 0, 0.5, or 1, and segregation occurs in the Falicov-Kimball model whenever the static particle concentration is 0.5, and does not equal the mobile particle concentration [15] . We deal with this pathology, by only considering ordered states with X < 0.
Results. To determine the magnetic transition temperatures, we calculated the magnetic susceptibility for all X(q) in the Brillouin zone. As shown in Fig. 1 , the susceptibility always displayed a maximum at a distinct value of X. The transition temperature was then inferred from interpolation (or extrapolation) of the peak inverse susceptibility, as shown in the inset to Fig. 1 . At half filling [9] the Hubbard model in infinite dimensions has a transition to a commensurate AF state (X = −1) at the Néel temperature T N . T N increases monotonically from zero at U = 0 to 0.14t
T N decreases monotonically to zero at U = ∞. As the system is doped away from half filling, the Néel temperature drops until a critical filling is reached where the commensurate SDW becomes incommensurate. This is shown in Figs. 2a and 2b for the weak-coupling and strong-coupling results respectively. As the system is doped further away from half filling, the wavevector of the ordered phase changes continuously with the electron concentration until T c drops to zero at the incommensurate-paramagnetic phase boundary. The shape of the magnetic phase boundary changes continuously from a BCS-like curve (as a function of doping) at weak coupling to an almost linear curve at strong coupling, with the same crossover region (U ≈ 3t * ) as found for T N at half filling.
Phase diagrams in the weak-coupling regime (U/t * ≤ 3) have been obtained from both QMC simulations and from the theory of Eq. (6). They are plotted in Fig. 2(a) for four values of U/t * (U/t * = 1, 1.5, 2, 3). Let X max denote the largest value of the scalar parameter X with which incommensurate order is found for each value of U. In the QMC simulations, we find that both X max increases, and that the ratio of the transition temperature at the commensurate-incommensurate phase boundary T I to the Néel temperature at half filling T N decreases, as the coupling strength increases. However, when the modified Stoner criterion is used, we find that the transition temperature curves scale with the coupling strength and maintain the same approximate shape. This implies that X max will increase, while the ratio
QMC results in the strong-coupling regime (U/t * ≥ 3), along with Li and d'Ambrumenil's approximation for T c are plotted in Fig. 2(b) for U/t * = 3, 4, 5, 7. The approximate results are generated with the restriction that only ordered states with X < 0 are considered (which suppresses the ferromagnetism due to phase separation). Under this assumption, the approximate strong-coupling theory predicts no incommensurate order (near X = −1), and the transition temperature curves also maintain the same shape as the coupling strength changes. Accurate simulations at very large values of U are not possible with the QMC.
Thus, we are unable to determine whether X max continues to increase in the strong-coupling regime, nor are we able to determine what happens to T I /T N . Of course, the strong-coupling approximation predicts both X max and T I /T N are constants, since it does not display any incommensurate order.
Comparison of both weak-coupling and strong-coupling approximations with the QMC solutions shows that the approximate methods are unable to reproduce the qualitative change in shape of the finite-temperature phase diagrams as a function of U. 
