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Summary
The aim of this thesis is to uncover interesting phenomena emerging in quantum
out-of-equilibrium systems such as Bose-Einstein condensates driven in asymmetric po-
tentials. A BEC is formed when a large fraction of bosons in a system occupies the
lowest quantum state of the external trapping potential. The interesting phenomenon
we discuss is that of directed transport, which consists in giving a preferred direction
of motion to particles without applying any net force. This is possible in systems
out-of-equilibrium once some relevant symmetries are not present. The study of driven
BECs also allows us to study the interplay between the atom-atom interaction, naturally
present in the condensates, and the external driving.
In this work, two different experimental set-ups for the confinement of a BEC have
been considered: (i) a quasi-1D torus-like trap and (ii) a quasi 1-D cigar-like trap. In
addition, two experimentally feasible but different types of external asymmetric driving
potential have been analyzed: (i) kicked potentials and (ii) smoothly time-changing
driving potentials.
In the first part, a model in which a non-interacting BEC presents a directed
acceleration is studied. Interestingly, classical mechanics, for the corresponding Hamil-
tonian, would predict no acceleration. This is an example of directed acceleration that
has only recently been tested experimentally.
In the second part, the role of the atom-atom interaction, in qualitatively changing
the resulting directed current, is studied in two different models. In the first model, the
vi
interaction breaks a symmetry present in the non-interacting quantum system which
would not allow any current to be generated. In the second model, it is shown that only
a decaying current can emerge from time-symmetrically driven interacting BECs. Even
though decaying, depending on the size of the condensate, the emerging current can be
long-lasting if compared to the duration of actual experiments.
Lastly, it is shown how BEC solitons respond to an asymmetric (directed current
generating) driving potential. These solitons can only exist due to the atom-atom
interaction. We have found that the speed that these solitons acquire from the oscillating
driving potential is dependent on the number of atoms they are constituted of. Moreover
it is shown that colliding solitons in a driven potential can change their status of motion.
Finally we have demonstrated that for multiple solitons of dfferent sizes, this effect could
result in spatial filtering of solitons.
vii
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Chapter 1
Introduction
In 1995 the group at JILA, University of Colorado, led by Weiman and Cornell
produced the first Bose-Einstein condensate (BEC) [1]. This fascinating state of matter
was predicted by Bose and Einstein around 70 years earlier [2, 3], when they showed
that below a critical temperature, the majority of bosons in an ensemble would occupy
the same quantum state hence behaving as one single entity. Since 1995, numerous
research laboratories around the globe have been able to produce BECs and they have
studied their properties. Many theoretical physicists have also contributed to explain
the experimental results and propose new experiments (some good reviews are [4, 5, 6]).
An interesting kind of experiment focuses on Bose-Einstein condensates in optical
lattices, that is in periodic potentials generated by lasers which are easily and precisely
controllable in experiments [7, 8]. These studies are important on many levels: they
provide a test-bed to condensed matter theories; they provide a possible experimental
realization of quantum computers and, in the case of time-varying optical lattices they
also allow the study of quantum systems out of equilibrium.
In systems out of equilibrium it is possible to obtain a non-transient current in a
particular direction without applying any net-force and with little or no sensitivity to
initial conditions. This is called a directed or ratchet current. This is not in contradiction
with the impossibility of producing a perpetuum mobile forbidden by the second law
of thermodynamics. In fact the second law only applies for systems at equilibrium
2[9, 10, 11, 12, 13, 14]. Devices which generate directed transport, for their ability to
give a preferred direction of motion from fluctuations of zero average, are also called
rectifiers by analogy with electronics.
In this thesis I study directed transport in a BEC out of equilibrium in the
presence of time varying optical lattices. In particular I study systems that display
transport properties very different from those of classical particles in the same potential.
Another important aspect of BECs is that when atoms are Bose-condensed, they have
densities such that the effect of inter-atomic interaction becomes important. I will
then concentrate on the role of the interaction in changing qualitatively the transport
properties of the condensate.
In this introductory chapter I will cover several topics necessary to understand
the work I have done during my PhD. I will first describe what is a Bose-Einstein
condensate and then discuss about optical lattices. Finally I will introduce the reader
to the phenomenon of directed transport in both classical and quantum systems.
31.1 Bose-Einstein condensation
In this section I describe some basic concepts regarding BECs. The ideal no-
tion of Bose-Einstein condensation in a non-interacting system at equilibrium will be
introduced. I will then discuss interacting and out-of equilibrium cases. I will derive
the Gross-Pitaevskii equation, which is a mean-field description of the evolution of a
condensate. Lastly I will give a brief description of the experimental steps which led to
the realization of BECs and mention some important experiments.
1.1.1 Bosons in a box
Let us consider N non-interacting bosonic particles (integer spin) in a box of
volume L3 with periodic boundary conditions. They follow the Bose statistics which in
the grand-canonical ensemble can be written as:
〈ni〉 = 1
eβ(i−µ) − 1 . (1.1)
Here 〈ni〉 is the average number of bosons in the i-th state, i its energy , β = 1/kBT , kB
is Boltzmann’s constant, T the temperature in Kelvin and µ is the chemical potential.
Eq. (1.1) makes sense only if µ < i for every i. The chemical potential is fixed by the
condition: ∑
i
〈ni〉 = N (1.2)
where N is the total number of particles.
Let us now take the thermodynamical limit defined by:
N,L→∞ with N
L3
= n = constant
In this limit the energy levels i can be treated as as forming a continuum because the
level spacing goes as 1/L2. A single-particle density of states ρ() can thus be introduced
and Eq. (1.2) becomes: ∫ ∞
0
ρ()d
exp(β(− µ))− 1 = N (1.3)
4The left hand side (LHS) of (1.3) is a uniformily increasing function of µ for µ < 0,
hence it can be written: ∫ ∞
0
ρ()d
exp(β )− 1 ≥ N. (1.4)
While for very high temperatures (β → 0) this is certainly fulfilled, for low temperatures,
it depends on the form of ρ() in the limit → 0. If ρ() is constant or proportional to
a negative power of , then the LHS of (1.3) is divergent for any finite value of β and
hence the condition (1.4) is fulfilled. However, if ρ() goes like a positive power of ,
then (1.4) cannot be fulfilled below a critical temperature Tc (that is above a critical
βc = 1/kBTc) defined by: ∫ ∞
0
ρ()d
exp(βc )− 1 = N. (1.5)









When T < Tc the spectrum can no longer be treated as a continuum, but it is necessary
to single out the lowest state [6]. Eq. (1.2) is of course valid, but µ becomes a very small
negative value and as a result, a macroscopic number of particles occupy the lowest
single-particle state, while the rest is distributed over the excited states according to
(1.2) with µ = 0. Denoting the total number of particles in the lowest single-particle





exp(β )− 1 = N. (1.7)
If the single-particle density of states goes as ρ() ∝ l−1, then the integral is propor-








for T < Tc. (1.8)
In the case of a free gas in three dimensions l = 3/2 [6].
51.1.2 BEC in an interacting system
So far it has been assumed that there are no interactions and also that the system
is at thermal equilibrium. However a definition of Bose-Einstein condensation can also
be generalized to interacting systems out of equilibrium. The generalization can be
stated as when a macroscopic number of particles occupies a single one-particle state.
In order to translate this into a mathematical language, following [15], let us consider
a system consisting of a large number of bosons N characterized by the coordinates ri
with i = 1, 2, ...N and, for simplicity, with spin 0. Any pure many-body state of the
system at time t can be written as:
ΨsN (t) ≡ Ψs(r1, r2, ...rN , t), (1.9)
where ΨsN is symmetric under exchange of any pair of atoms for bosonic systems. The
most general state of the system can be written as a mixture of different states s, which
are all normalized and orthogonal, with weight ps. The single-particle density matrix
ρ1(r, r′, t) is defined as a partial trace over N − 1 atoms and for the state (1.9) it reads:





dr2...drN Ψ∗s(r, r2, ...rN , t)Ψs(r
′, r2, ...rN , t) (1.10)
The physical meaning of ρ1(r, r′, t) is the probability amplitude of finding a boson in
the position r at time t multiplied by the amplitude to find it at r′ averaged over the
behavior of all the other N − 1 particles.
Note that ρ1(r, r′, t) = ρ∗1(r′, r, t) shows that ρ1 is Hermitian. Hence it can be
diagonalized as:







where the functions χ(r, t) form a complete orthogonal set at every t. Both χ and ρ1
are functions of time and χ does not need to be an eigenfunction of the single particle
Hamiltonian. Now there are three different scenarios:
1) if all the ni are of order unity then the system is normal;
62) if there is only one eigenvalue ni of order N then a BEC is present;
3) if there are more eigenvalues of order N then a fragmented BEC is present. In this
thesis I will focus exclusively on simple BECs, not fragmented ones.
I would like to comment on the fact that the wording of order N is, so far,
not mathematically clear cut and still open to interpretations. In some systems this
definition can be made quantitatively precise by taking the thermodynamic limit. In
this limit, the ratio ni/N will tend to a finite limit for eigenvalues of order N while it
will tend to zero for those of order unity. In a real system it might not be physically
justified to take the thermodynamic limit, however, suppose that there are 107 atoms
in a trap and one of the eigenvalues is of order 106 while the others are of order 103. In
this case it could be safely said that a BEC is present.
1.1.3 The Gross-Pitaevskii equation
A BEC is a quantum many-body system of identical particles, hence a good








∇2 + Vext(r, t) +
(∫




Here Ψˆ (Ψˆ†) are the boson field operators that annihilate (create) a particle at the posi-
tion r, while Vext(r, t) is the external potential and V (r−r′) is the two-body interatomic
potential. With Ψˆ being a bosonic field, the equal time commutator reads:
[Ψˆ(r, t), Ψˆ†(r′, t)] = δ(r − r′) (1.13)














+ Vext(r, t) +
∫
dr′Ψˆ†(r′, t)V (r′ − r)Ψˆ(r′, t)
]
Ψˆ(r, t)
In a dilute and cold gas, only binary collisions at low energy are relevant. These colli-
sions are characterized by a single parameter, the s-wave scattering length a, which is
7independent of the details of the two-body potential [6]. It is hence possible to replace
V (r′ − r) in (1.14) with an effective interaction:
V (r′ − r) = g δ(r′ − r) (1.15)





g is positive when the interaction is repulsive (a > 0) and negative when attractive
(a < 0).
This is still very difficult to solve and in order to simplify the problem, it is pos-
sible to derive a mean-field equation which describes approximately the evolution of
the BEC. The basic idea for a mean-field description of a dilute Bose gas was formu-
lated by Bogoliubov [16] and it consists of separating out the condensate contribution
from the bosonic field operator Ψˆ. In general, the field operator can be written as
Ψˆ(r) =
∑
α Ψα(r)aˆα, where Ψα(r) are single-particle wave functions and aˆα are the
corresponding annihilation operators. The bosonic creation and annihilation operators
aˆ†α and aˆα are defined in Fock space through the usual relations:
aˆ†α|n0, n1, ..., nα, ...〉 =
√
nα + 1 |n0, n1, ..., nα + 1, ...〉
aˆα|n0, n1, ..., nα, ...〉 = √nα |n0, n1, ..., nα − 1, ...〉
(1.17)
where nα are the eigenvalues of the operator nˆα = aˆ
†
αaˆα giving the number of atoms in
the single-particle α-state.
The bosonic operators aˆα and aˆ
†
α obey the usual commutation rules [aˆα, aˆ
†
β] = δα,β, as
well as [aˆ†α, aˆ†β] = 0 and [aˆα, aˆβ] = 0.
In a BEC, the number of atoms n0 of a ground single-particle state is very large,
n0 = N0  1, and the ratio N0/N remains finite in the thermodynamic limit N →∞.
In this limit the states with N0 and N0 ± 1 ≈ N0 correspond to the same physical
8state and, consequently, the operators aˆ0 and aˆ
†






Hence Ψˆ can be split as:
Ψˆ(r, t) = Φ(r, t) + Ψˆ′(r, t), (1.18)
where Φ(r, t) is a complex function defined as the expectation value of the field operator:
Φ(r, t) = 〈Ψˆ(r, t)〉. Its modulus corresponds to the condensate density through n0(r, t) =
|Φ(r, t)|2 and when integrated over space gives the total number of atoms condensed
N0 =
∫ |Φ(r, t)|2dr. The function Φ(r, t) is a classical field and is often called the wave
function of the condensate.
The use of (1.18) and of the effective potential (1.15) in (1.14) gives, once it is
assumed that Ψˆ′ is small and expanding to the lowest orders in it, the following equation









+ Vext(r, t) + g|Φ(r, t)|2
)
Φ(r, t) (1.19)
This is known as the Gross-Pitaevskii (GP) equation because it was derived indepen-
dently by Gross [17] and Pitaevskii [18]. This equation is also known as the nonlinear
Schro¨dinger equation because of the nonlinearity |Φ|2Φ. A more detailed derivation of
the GP equation and the equation which describes the evolution on the non-condensed
part is presented in Appendix B.
1.1.4 Experimental overview
Cold atoms behave either like fermions or like bosons according to their net spin
being respectively half-integer or integer. Bosonic atoms can, at the approriate tem-
perature and density, be Bose condensed. This has been achieved for the first time
in 1995 in experiments on vapors of 87Rb [1], 23Na [19] and 7Li [20]. It was possible
to achieve Bose-Einstein condensation as a result of advances in the cooling and trap-
ping of atoms. In the 1980s laser cooling and magneto-optical trapping techniques were
9developed [21, 22, 71]; they made it possible to trap atoms and cool them down to
temperatures in the order of the micro-Kelvins (µK). These temperatures are however
still too high to obtain a BEC. With the use of evaporative cooling it was possible to
cool atoms to temperatures of the order of 50− 200 nK [24, 25] and then Bose-Einstein
condensation became possible.
These efforts were rewarded by the Nobel Foundation which awarded the most
prestigious prize for a physicist to S. Chu, C. Cohen-Tannoudji and W.D. Phillips in
1997 for the development of methods to cool and trap atoms with laser light. A Nobel
prize was also awarded to C. E. Weiman, E.A. Cornell and W. Ketterle in 2001 for the
achievement of Bose-Einstein condensation in dilute gases of alkali atoms, and for early
fundamental studies of the properties of the condensates.
Fig. 1.1 shows the image of the velocity distribution of ultracold rubidium atoms
from the experiment in Ref. [1]. From left to right, the temperature of the system is
decreased from 400nK to 50nK, and a BEC gradually appears. The left-most frame
has a negligible condensate fraction since it is just above the transition temperature Tc.
In the right-most frame, nearly all of the atoms are condensed in the same momentum
state, giving rise to the sharp peak in the velocity distribution.
Today tens of laboratories worldwide, in USA, Canada, Australia, China, and
Europe are able to Bose-condense alkali atoms and perform new and fascinating experi-
ments with BECs. Experiments more related to this thesis are those relative to BECs in
driven systems (for example [26, 27]) and those concerning solitons in BECs [28, 29]. It
is also important to remark that in experiments it is possible to tune g, the interaction
strength between atoms, using Feshbach resonances [30].
10
Figure 1.1: Velocity distribution of ultracold 87Rb atoms after an expansion. From left
to right the temperature varies from 400nK (where the condensed part is negligible) to
50nK (where the BEC appears). Figure adapted from Ref. [1].
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1.2 Optical lattices
When an atom is in the presence of the oscillating electric field E(r, t) of a laser,
it develops a time-dependent dipole moment d. When the field oscillations are far from
any atomic resonant frequency (also called off-resonance), the induced dipole moment





where i = x, y, z , di is the corresponding component of d, ωL is the laser frequency,
and αij denotes the matrix elements of the polarizability tensor. The polarizability α
depends in general on the laser frequency ωL, and on the energies of all the nonresonant
excited states of the atom. The laser frequency can be tuned so that it is closer to
one atomic frequency (for example E1 = ~ω1) than to others. In the limit of large
detuning, the polarizability α becomes inversely proportional to the laser detuning from
the resonance:
α ∝ ∆−1 (1.21)
where ∆ = ωL − ω1.
The interaction between the induced dipole and the electric field leads to an




αij(ωL)〈Ei(r, t)Ej(r, t)〉 ∝ I(r)/∆ (1.22)
where the bracket denotes the averaging of the product of electric fields over one period
of the fast optical oscillations, and I(r) is the laser beam intensity. The atom hence feels
an effective optical potential Vopt(r) = ∆E(r), that follows the spatial pattern of the
laser field intensity. This is the basis for optical manipulations and trapping of atoms
in dipole traps. If the laser is “red-detuned”, ∆ < 0, the atoms are attracted toward
the regions of high laser intensity and if it is “blue-detuned”, ∆ > 0, the laser pushes
the atoms out of the high intensity regions.
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It is not too difficult to add more lasers and generate different optical potentials
corresponding to interference patterns of the intensity (which is in general a three-
dimensional lattice). Of particular interest for us is the case of two laser waves of the
same polarization and wave-lenght kL propagating at an angle θ between each other.
They create a standing wave, and thus a one-dimensional spatially periodic potential
for the cold-atoms given by:





where V0 is the lattice depth, d = pikL sin(θ/2) is the spatial periodicity of the potential.






With optical lattices, a large number of potential shapes can be created with almost
complete control over parameters such as lattice depth and spatial period. This allows
us to study models from condensed matter physics describing for example Bloch oscil-
lations, the superfluid to Mott insulator transition and so on. The potential produced
by an optical lattice can also be changed in time allowing the study of phenomena out
of equilibrium such as directed transport which is introduced in the next subsection.
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1.3 Directed transport
At the nano-scale, in a field at the intersection of physics, chemistry and biology,
studies of motors and devices are of great interest. For nano-particles and molecules
to move deterministically in the presence of thermal fluctuations would be equivalent
to us doing so in a raging sea. However, even though random forces exerted by the
environment are really strong, every cell in our body, for example, is able to pump
ions, build proteins, move from one place to another and so on. Symmetries or better
asymmetries play a very important role in these activities.
In order to understand this better I will describe a model analyzed first by Smolu-
chowsky [31] and then popularized and generalized later by Feynman [32]. These studies
have shown that it is not possible to extract work out of unbiased random fluctuations
if all acting forces have zero mean at thermal equilibrium.
The model analyzed consists of a ratchet attached to a paddle wheel shown in
Fig. 1.2. If the ratchet could prevent the wheel from going in one direction, in this
case clockwise, molecular collisions would cause an irregular but relentless rotation of
the wheel. The result would be a perpetuum mobile which defies the second law of
thermodynamics. As Feynman illustrated, in order for this device to work, it is necessary
that the pawl is attached to the ratchet by a spring, which itself is affected by thermal
fluctuations. These fluctuations cause the spring to lift the pawl and disengaging the
break mechanism that it constitutes.
If there is only one heat bath, the paddle wheel and pawl are at the same tem-
perature. The tendencies to move counterclockwise, because of molecular collisions in
the side of the paddle wheel, and to move clockwise, because of the failing of the spring,
exactly cancel. Hence, despite the fact that the system presents a strong asymmetry,
because of the presence of the ratchet-pawl mechanism, it will not rotate consistently
in one direction at thermal equilibrium.
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Figure 1.2: Ratchet mechanism studied by R. Feynman. The gas molecules hitting the
propeller cause the gear to turn. If the spring-loaded pawl works correctly, the gear
turns counterclockwise. If thermal noise causes the spring to release and reengage, the
gear tends to turn clockwise. This effect dominates whenever more heat is applied to
the spring than to the gas. Figure from Ref. [10].
In contrast, different scenarios are possible when out of equilibrium: if the paddle
wheel is at a higher temperature than the ratchet-pawl side, the ratchet rotates forward.
If the spring is hotter, the ratchet rotates backward. Not only motion of the wheel is
possible, but depending on the temperatures, the direction can also be controlled. This
rotation can be used to lift weights and hence generate work. However it is important
to keep the two temperatures always different and this requires inputing or dissipating
energy.
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1.3.1 Directed transport in classical Hamiltonian systems
The examples that I have mentioned earlier consist of systems interacting with at
least one heat-bath. They are dissipative systems and the thermal fluctuations are used
to generate transport. However it is also possible to generate directed transport from
fluctuations deriving from determinist chaos in Hamiltonian systems. These systems
are generally much easier to implement and study with optical lattices.
A periodically driven system is classified as unbiased or without a bias if the









dt dx = 0 (1.25)
where T is the temporal period of the force F = − ∂∂xV (x, t) and λ is its spacial period.
Different kinds of transport can occur depending on the system. In general the
position of particle, x(t), goes with time as:
x(t) ∝ tα (1.26)
where α is a real number. If α = 2 there is acceleration (≈ 12a t2), if 0 < α < 1 there
is sub-diffusive transport [34] and if α = 1 there is a current (≈ v t). The average








which is non-zero when you have a current, that is when α = 1.
The fact that only an unbiased driven system with a particular initial condition
produces an asymptotic current J 6= 0 does not necessarily mean that a non-trivial
directed transport has been obtained. If, for example, the particle already has a certain
velocity and the potential only affects it slightly then what is really happening is that
the particle is just moving above the potential and nothing interesting is happening.
Also if the particle starts at time t = 0 with momentum p = 0, in general J 6= 0
does not mean that this is a directed current. In fact it could well be the case where
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the particle is on a regular trajectory which happens to pass by the momentum p = 0
at time t = 0 but its time-average J is different from 0. This is very common in driven
systems and the resulting current is strongly dependent on the initial condition and on
the phase of the driving.




+ V0 cos(x) sin [ω(t− t0)] (1.28)
where V0 is the potential strength, ω is the frequency of the driving and t0 is a phase
of the driving.
The Poincare´ section of this dynamical system, for the parameters V0 = 2, ω = 10
and t0 = 0 is depicted in Fig. 1.3. It is obtained using as initial condition a uniform
distribution of phase-space points in the region x ∈ [0, 2pi] and p ∈ [−0.2, 0.2].
It is obvious that many trajectories, for example the trajectory which has been
highlighted with red points in the Poincare´ section, happen to have momentum equal
to zero at a certain time and, once computed the averaged current J it is found that
J 6= 0 1 . The current obtained is strongly dependent on the initial position x(0) and on
the initial phase of the driving. Any uncertainty in the choice of the initial condition,
or the presence of noise would strongly affect the resulting current. This system, hence,
does not present a robust current.
1 being the Poincare´ section a stroboscopic picture of the trajectories ( i.e. (x,p)(T), (x,p)(2T),
... ), it is not correct to assume that the current J can be computed by the average momentum of
the points in the plot because the trajectory also acquires different values of the momentum for times
not represented in this section. However this representation can give interesting information about the
features of the trajectory.
17
Figure 1.3: Poincare´ section of the dynamical system described by Hamiltonian (1.28).
The red line represents a particular trajectory. Parameter values are V0 = 2, ω = 10
and t0 = 0.
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Let us now discuss another model which illustrates in a clear way the ratchet




+ V0 cos(x) + F x {cos [ω(t− t0)] + γ sin [2ω(t− t0)]} (1.29)
It describes a particle in a periodic potential, of depth V0, under the influence of an
oscillating force of amplitude F . The force oscillates as a sum of two sinusoidal functions
of frequency ω and relative strength γ. In Fig. 1.4 its Poincare´ section for V0 = 2,
F = −2, γ = 2, ω = 2 and t0 = 0 is shown. The initial condition is a uniform
distribution of points for x ∈ [0, 2pi] and p ∈ [0.5, 0.5].
Figure 1.4: Poincare´ section of the dynamical system described by Hamiltonian (1.29).
Parameter values are V0 = 2, F = −2, γ = 2, ω = 2 and t0 = 0.
Here an asymmetric chaotic layer is present. This means that any initial condition
taken inside the layer will develop into a trajectory with the same average momentum
J 6= 0 because of the ergodicity of the chaotic layer. The current is not dependent on
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the initial condition x(0) and phase of the potential t0 as long as (x(0), p(0)) is inside
the chaotic layer. Thus there is a directed current which is called a ratchet current and
the phenomenon displaying it is the ratchet effect.
The model described in Fig. 1.4 is an example of a system with a mixed phase-
space, that is, a mixture of chaotic regions and regular islands. In Ref. [35] there is an
interesting analysis of these systems showing that the current given by the chaotic part
is the exact opposite to the current given by the sum of the regular islands inside the
chaotic layer and bounded by KAM-tori. It is also possible to obtain a directed current
in fully chaotic systems [36].
The key aspect in a system with ratchet effect, be it dissipative or Hamiltonian,
is the breaking of space-inversion and time-reversal symmetries. Both these symmetries
need to be broken in order to have a directed current. In fact, the momentum of a





If there is a symmetry operation of x → x˜ and/or t → t˜ such that for every trajectory
[x(t), p(t)] there is another trajectory (x˜(t˜), p˜(t˜)) such that p˜(t˜) = dx˜
dt˜
= −p(t), the
current averaged over these two trajectories will be zero. If for example a trajectory in
a chaotic layer is chosen, and in the same chaotic layer there is its symmetric trajectory
with opposite momentum, then it can be deduced, because of ergodicity, that the average
current is zero.
The Hamiltonian (1.28) was symmetric under both the symmetry operation x→
−x and t → −t + 2t0 + pi/ω. Hence none of the symmetries which sends p → −p is
broken. However, for the Hamiltonian (1.29) none of the symmetries which transforms
a trajectory into another one with opposite momentum is present. This is because both
F and γ are different from zero.
Another important ingredient to have a strong ratchet current is that the initial
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condition is distributed with momentum close to zero. This is because far from p = 0 the
kinetic energy is much stronger then the potential energy and a particle basically moves
ballistically. An initial distribution which is symmetric in momentum and spreads over
a large portion of the phase space will tend to give a current equal to zero.
The symmetry analysis described before [33] is to be applied to both dissipative
and Hamiltonian systems. In dissipative systems the time-reversal symmetry is always
broken, hence it is enough to break the space-inversion symmetry.
The breaking of the relevant symmetries allows the system to have a ratchet cur-
rent. However this does not ensure that the current exists nor does it help to predict the
direction of the current itself. This depends on individual models and on the particular
values of the variables chosen. For example for certain values of the potential depth
there is no current, for others there is a current in one direction and yet for others the
transport is in the opposite direction. The phenomenon of current reversal has captured
a lot of attention and plays an important role. For example if different particles are
drifted in different directions, a rectifier can be used as a particle separator.
Some systems allow the presence of currents much stronger than others. Partic-
ularly interesting is the work presented in [37] in which very strong currents are found
and also the study [38] where the shape of an unbiased potential is optimized in order
to have a stronger current.
Particularly interesting are new ways of obtaining currents which are not possible
according to a classical analysis of the system. For this reason this thesis focuses on
quantum systems and the role of the interaction between atoms in the ratchet effect is
analyzed.
21
1.3.2 Directed transport at the quantum level
New scenarios arise when quantum mechanics is incorporated into the operation
of rectifiers. This is especially important in a bottom-up approach in the engineering
of nano-devices, for example quantum dots, SQUIDS and semiconductor heterostruc-
tures. In quantum mechanical systems, new features such as tunneling of particles
under barriers, which could not be overcome classically, and the complementary above
barrier-reflection, due to interference, play an important role in the transport properties.
The theoretical study of a quantum ratchet was pioneered by Reimann et al. in
a dissipative system [39]. Other important examples of dissipative quantum ratchets
were studied theoretically in [40, 41] and experimentally in [46, 47]. In these systems,
quantum strange attractors (if present) play an important role in stabilizing the current.
Experiments with cold atoms can be tuned in order to present almost perfect
Hamiltonian quantum dynamics [42]. Many cold-atom ratchets have been realized in
the last few years, for example Refs. [43, 44, 45] to cite a few.
The dynamics of a non-interacting atom in a potential V (x, t) (for example gen-




ψ = Hˆψ (1.31)
where ψ is the wavefunction, in one dimension (1D), of the atom. The physical interpre-
tation is that |ψ|2dx gives the probability of finding the atom in the interval [x, x+ dx].
The quantum Hamiltonian is given by:





+ V (x, t) (1.32)
The corresponding classical dynamics, position q(t) and momentum p(t), of a particle
in the same potential can be derived from Hamilton’s equation:
dp
dt













+ V (q, t) (1.34)
In the context of quantum ratchets one must distinguish between the ratchet
effect, that is the rectification of a current, and a quantum ratchet acceleration, that is
the rectification of a force, where the momentum grows linearly with time [48, 49, 50, 52].
In Chapter 2, I will present in detail my work on quantum ratchet accelerators [52]. This
phenomen originates from the physics of quantum δ-kicked systems which is discussed
in detail in Appendix A.
Recently, there is a growing interest both from theoreticians and experimentalists
in the study of the role of the interaction between atoms in affecting the properties of
the quantum ratchet effect. This is often studied, for the case of bosonic atoms, within
mean field theory by a nonlinear Schro¨dinger equation or Gross-Pitaevskii equation.
The first study in this direction has been my work [53] which is described in detail in
Chapter 3 and more interesting results are being discovered [54, 55, 56].
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1.4 Solitons
A soliton is a solitary wave that maintains its shape while it travels at constant
speed. This is possible because dispersion, that is the broadening due to the speed
difference of different harmonics, is compensated by nonlinear effects, which depend on
the exact shape of the soliton.
The soliton phenomenon was first described by John Scott Russell who, in 1834,
observed a solitary wave in the Union Canal in Scotland while riding his horse in the
vicinities. Fascinated by what he saw, he studied both theoretically and experimentally
the phenomenon, being able to reproduce it in a wave tank: he named it the wave
of translation. It was only in the 1960s, though, that the study of this phenomenon
attracted due attention, in particular starting from the work of Zabusky and Kruskal
[51]. Studying the Korteweg-deVries equation, from a continuous approximation of the
Fermi-Pasta-Ulam model, they draw the following conclusions: an initial profile repre-
senting a long-wavelength excitation would break up into a number of solitary waves,
which would propagate with different speeds. These solitary waves would “collide” but
preserve their individual shapes and speeds. At some instant all of them would collide
at the same point, and a near recurrence of the initial profile would occur. In order to
emphasize the particle-like behavior of these waves they named them solitons.
There exist two kinds of solitons, topological and non-topological. A topological
soliton is stable against decay. Its stability is due to topological constraints and there is
no continuous transformation that will map a solution into another. The solutions are
truly distinct, and maintain their integrity, even in the face of powerful forces.
Many exactly solvable models related to interesting physical systems have soli-
tonic solutions. For example the above mentioned Korteweg-de Vries equation which
describes shallow water waves, the sine-Gordon equation which is a continuous version of
the Frenkel-Kontorova model, and the nonlinear Schro¨dinger equation which describes
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the propagation of light in nonlinear media. The nonlinear Schro¨dinger equation, as
previously seen, also describes the dynamics of Bose-Einstein condensates.
For an attractive BEC in a 1D (or quasi-1D) configuration and with Vext = 0 it









Ψ(x, t) + |Ψ(x, t)|2Ψ(x, t) = 0 (1.35)
in units where ~ = m = 1. Here Eq.(1.19) has been reduced to a 1D equation and the
wavefunction has been rescaled in order to have the coefficient in front of the nonlinear









e i v[x−x0(t)]−i µ t (1.36)
where v is the speed of the soliton, µ = −N 28 − v
2
2 its chemical potential and x0(t) =
x0(0) + v t is the trajectory of its center of mass. Ψ is normalized to:∫ ∞
−∞
|Ψ(x, t)|2dx = N (1.37)
This is a non-topological soliton hence it might be unstable against perturbation and
decay. In chapter 5 I will show how my collaborators and I were able to perturb this
soliton with an asymmetric potential and set it into motion while remaining stable to
decay for a long time.
This soliton has been observed in various experiments. The first two were realized
by the groups at Rice University [28] and at Ecole Normale Supe´rieure (U¨lm) [29]. The
French group, in particular, compared the evolution in a repulsive potential of an ideal,
non-interacting 7Li BEC gas (Fig. 1.5A), with that of an attractive one (Fig. 1.5B).
While the cloud propagates in the waveguide, its width becomes broader and broader
in the non-interacting case, while there is no detectable change of the width in the
attractive case. The attractive interaction is compensating the dispersion. Given that
the soliton has the shape of a peak over a background, it is also called a bright soliton.
2 for a detailed explanation of this procedure see chapter 5
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Figure 1.5: Absorption images at variable delays after switching off the vertical trapping
beam. Propagation of an ideal BEC gas (A) and of a soliton (B) in the horizontal 1D
waveguide in presence of an expulsive potential. Propagation without dispersion over
1.1 mm is a clear signature of a soliton. Corresponding axial profiles integrated over
the vertical direction. Figure taken from Ref. [29].
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1.5 Overview of the thesis
In chapter 2 I am going to describe an interesting model of non-interacting ultra-
cold atoms which, under a particular driving potential, presents a strong acceleration
in a direction that can be controlled. The main feature of this model is that it presents
directed transport in a case where its classical counterpart does not show any transport
[52].
In chapter 3 I begin to study the role of atom-atom interaction in the trans-
port properties of a BEC. Here I discuss a model which presents a ratchet effect at
the classical level, but not for a non-interacting BEC because of the presence of a par-
ticular quantum symmetry. This symmetry is broken by the presence of interactions
and directed transport is again possible. More interestingly, the ratchet current is dif-
ferent from what is classically expected and it can change direction depending on the
interaction strength [53].
While in chapter 3 the ratchet effect was present at a classical level because all
relevant symmetries were broken, in chapter 4 I discuss a model which does not present
any current neither in the classical nor in the quantum non-interacting cases because not
all relevant symmetries are broken. Nonetheless, interesting currents can appear once
the interaction is stronger than a certain value. This interesting phenomenon will be
studied in the mean-field approximation but also in a full quantum many-body approach
[56].
In chapter 5, I will pursue the study of the role of interaction in the transport
properties of a BEC. One of the most interesting aspects of interacting BEC is that
solitons can be formed and their properties depend on the strength of the interaction.
I will then examine the transport properties of a solitonic BEC in a ratchet potential
[57, 58]. Finally, in chapter 6 I will present my conclusions.
I have added two appendices to help the reader who wants to follow the technical
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details of the models studied. In Appendix A I discuss in detail the classical and quan-
tum kicked rotor and in particular the phenomenon of quantum resonance. Appendix
B focuses on the mean-field description of a BEC in a time varying potential and the
evolution of its non-condensed fraction.
Chapter 2
Current behavior of a quantum Hamiltonian ratchet in resonance
An interesting model of non-interacting ultra-cold atoms which, under an asym-
metric kicking, presenting a strong directed acceleration was examined in Ref.[49]. The
evolution of the wavefunction ψ(x, t˜) whose modulus squared describes the probability


















Here kL is the wave-length of the laser used for the optical lattice, V is the intensity of
the potential, b is the relative strength of the second harmonic, φ its de-phasing with
the first one and T˜ is the period of the kicking. The kicking is expressed as a sum of
δ-functions
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where θ = 2kLx, t = 8ωRt˜, T = 8ωRT˜ , k = V/(8ER) is the kicking intensity and
ωR = ER/~ = ~k2L/2m. The evolution is performed with periodic boundary conditions
and θ ∈ [0, 2pi). This corresponds to having the gas cloud on a quasi-1D torus or on
an optical lattice where the gas is equally spread on many lattices. It is important to
emphasize that this is a non-dissipative system. Given that the kick consists of two
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harmonics, this system is also called double-well kicked rotor (dw-KR). As discussed in
more detail in Appendix A, for T = 4pi rq , where r and q are co-prime integer numbers,
the system is in the so-called quantum resonance regime. In this regime the energy of
the system typically grows quadratically with time, 〈p2〉 ∝ t2 [59].
It has been shown that for r/q = 1/4, r/q = 1/8 and an homogeneous initial
condition with no momentum, ψ = 1/
√
2pi, the atoms are accelerated by the potential
and their momentum increases linearly in time [49]. This behavior is extremely different
from the one with the same initial condition in the usual kicked rotor (that is, with only
one harmonic), where the atoms would obtain any momentum. In addition, the classical
system corresponding to Eqs. (2.1)-(2.2) would not present any directed current nor
directed acceleration. It is an interesting system behaving in a completely different
manner from that classically expected.
Certain that new aspects would be observed, my collaborators and I attempted
to analyze this in greater detail [52]. First of all it turned out that the acceleration
is quite a typical behavior for q > 2. We also realized that by changing the kicking
intensity k, it was possible not only to control the modulus of the acceleration, but also
to change the direction of motion of the atoms. This phenomenon of current reversal
repeats itself regularly.
Current reversals are one of the ratchet features that has attracted considerable
interest [13, 60, 61, 62, 63, 64]. The reversal presented in this chapter is not related to
changes in the phase-space of the corresponding classical system [61, 62, 63, 64]. In fact
the system that we study, being in quantum resonance and not with a small T = ~eff ,
is independent of the structure of the classical phase-space1 . The reversal is also not
related to a variation of the temperature of an external heat bath, as in [39], because
the system is Hamiltonian.
In particular we have been able to derive an analytical expression for the acceleration
1 see Appendix A in particular for an interpretation of the period T as an effective ~ i.e. ~eff
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imparted to the atoms in a regime where the second harmonic is considered as a small
perturbation. Lastly we have shown what are the necessary conditions for the occurrence
of this directed acceleration.
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2.1 Directed acceleration and current reversal
The dw-KR differs from the usual kicked rotor because of the presence of the
second harmonic, i.e. b 6= 0. Moreover, when the dephasing φ 6= 0, pi the kicking
potential is asymmetric under spacial reflection, that is there is no θ0 such that V (θ) =
V (θ0 − θ) with V (θ) = k [cos(θ) + b cos(2θ + φ)]. As we will show in the next section,
the breaking of the spacial reflection symmetry is necessary for the existence of the
directed acceleration.
Figure 2.1: The effective force < f > as a function of the kick strength k, for r/q = 1/3,
a = 2 and φ = pi/4. In the inset we show the linear growth of the momentum 〈p〉 versus
the number of kicks for k = 5, r/q = 1/3, b = 0.01 and φ = pi/4.
Since the atoms accelerate, which is clearly shown in the inset of Fig. 2.1, where






ψ dθ is plotted versus time (that is the number
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where m is an integer number. In Fig. 2.1 we show the effective force versus the
kick strength. We can see that there is an overall growth of |〈f〉| with k, but more
interestingly, we also see that 〈f〉 oscillates markedly, going from positive to negative
values, i.e., there is current reversal. In order to see if this behavior can be detected
in an experiment with cold atoms, we have evaluated 〈p〉/√〈p2〉 − 〈p〉2. For this set of
parameters, we have found that it saturates to the value 0.18 at about 15 kicks (N = 15),
guaranteeing the feasibility of an experimental realization.
33
2.1.1 Perturbative analysis and acceleration reversal
In Ref. [59] it was shown that the exact one-kick evolution of an initial condition































































where A stands for the combinations given in the previous line of this equation.























































































because there is a derivative of a product of N terms.
Hence, we can approximate Eq.(2.9) by:


























′ )dθ + ...) (2.12)
Here we make a further approximation, we drop all the integrals with the exception of
the first one. This is justified by the fact that their integrands are rapidly oscillating
functions of θ compared to the first, so their contribution to the final result is negligible.
In order to simplify the analytic treatment without losing the essential features
of 〈p〉 that we want to describe, we focus on the usual KR perturbed by a second
harmonic, i.e., we take k ∼ O(1) and b  1. As we can see from the inset of Fig. 2.1,
the directed acceleration is present even for kb = 0.05 1 so we are confident of finding
this phenomenon also in this limit.
In this case, we can approximate βm ' β˜m = exp(−ik cos(θ + 2pim/q))(1 +










These terms are all integrable and after a few computations we can write the momentum
as 〈pN+1〉 ≈
∑
m,n Lm,n where Lm,n is given by:












q + φ− 2ωm,n
)− cos (4pimq + φ− 2ωm,n)]× [k J1(ωm,nk)− 2J2(ωm,nk)ωm,n
]
+
− cos (2pinq − ωm,n) [sin (4pinq + φ− 2ωm,n)− sin (4pimq + φ− 2ωm,n)] 2J2(ωm,nk)ωm,n +









. Here we have used µm,n =
[cos(2pin/q)− cos(2pim/q)] and νm,n = [sin(2pin/q)− sin(2pim/q)]. The momentum 〈p〉
depends on the period parameter r through the coefficients γm.
We now see that it is not surprising to find current inversion. In fact, we expect a
different sign of the effective force for different values of k, because the Bessel functions
oscillate.




(Γ is the gamma function which gener-





For higher values of the period parameter q (T = 4pi r/q), the situation is more complex
because we have many different Ωm,n and so there is a superposition of many terms like
cos(Ωm,nk − αpi/4− pi/2). This is much more difficult to study analytically.










)1/2 cos(Ωm,nk − 3pi4 ) +B( kΩm,n )1/2 cos(Ωm,nk − 5pi4 )]
(2.15)
where A and B are two constants that can be obtained from Eq.(2.14). We can think
of this expression as divided into two parts. The first part dominates for large values of
k when it is far enough from its zeros. Even if we consider only the first part, the sum
of many cosine functions with different periods results in a very fluctuating behavior.
To confirm the above analysis, we compute the particular cases r/q = 1/3 and
r/q = 1/5 and compare them with the numerical solution obtained from the evolution
of the wavefunction. In the case r/q = 1/3, the frequencies Ωm,n take only two values,
either 0 or
√
3 and so we only have terms like Jη(
√
3k) where η = 1, 2.
After some analytical computations we find that the effective force (〈f〉 ∝ 〈p〉/(NT ) )
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is given by:





















Figure 2.2: Effective force 〈f〉 versus k for b = 0.01 and φ = pi/3. Results from
the numerical evolution of the wavefunction (circles) and the analytical approximation
(solid line) are compared. In (a) T = 4pi 1/3 while in (b) T = 4pi 1/5. We can see the
oscillations showing current reversals.
The case for r/q = 1/3 is shown in Fig.2.2(a) where the numerical (circles) and
analytical (solid line) results are compared and show good agreement. A different period
implies different values of Ωnm and hence different values of the period of oscillation
for the same value of k. We should expect very different behavior for different r/q.
This is clarified in Fig.2.2(b) where we plot the numerical (circles) and analytical (solid
line) results showing the effective force versus k for r/q = 1/5. In this case, differences
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are due to the cut-off of oscillating terms but the basic oscillation is captured by our
approximation.
It is interesting to note that from Eq.(2.15), there are two components which
contribute in the growing of the local maxima of the modulus of the effective force: one
of them causes the maxima to grow with a power 1/2 (〈f〉 ∝ k1/2, i.e. 〈p〉 ∝ k1/2t) and
the other makes it to grow with a power 3/2 (〈f〉 ∝ k3/2).
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2.1.2 Generic initial condition
It is most likely that the initial condition in an experiment will not be perfectly
symmetric and homogeneous. For an asymmetric initial condition and a symmetric kick,
quantum resonance induces directed acceleration: the momentum will increase linearly
with time and with the strength of the kick. To show this, suppose for simplicity that
T = 4pi, b = 0 but ψ(θ, 0) is generic. At time N T the wavefunction is given by:
ψ(θ,N T ) = e−i N k cos(θ)ψ(θ, 0) (2.17)













The second term clearly shows that the momentum grows linearly with time, N , and
also with k. This is a general behavior in quantum resonance.
With an asymmetric kick in quantum resonance and an asymmetric initial con-
dition we expect to observe the oscillating behavior that we have discussed so far,
superimposed to a linear growth due to the asymmetry of the initial condition. This is
confirmed by the numerical results shown in Fig. 2.3 where we have used T = 4pi 1/3,
b = 0.01, φ = pi/3 and the initial condition ψ0(θ) = 1√2pi cos(cos(θ) + sin(2θ)).
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Figure 2.3: Effective force 〈f〉 versus k for T = 4pi 1/3, b = 0.01 and φ = pi/3. The
initial condition is ψ0(θ) = η cos(cos(θ) + sin(2θ)), where η is a normalization constant.
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2.2 Necessary condition for directed acceleration in quantum res-
onance
In the absence of a net force, either an asymmetry in the initial condition or in
the kicking potential is necessary to have directed acceleration. These are necessary
but not sufficient conditions, because it is possible to have zero transport also when at
least one of these two asymmetries is present for some special values of the parameters.








δ(t− nT ) (2.19)
where V (θ) is the kicking potential. In quantum resonance the wavefunction after N+1















q − i2pimnq ). Using the
definition of γ one can verify that
γn = γn+q = γq−n. (2.21)
Suppose the initial condition is symmetric, that is ψN (2pi − θ) = ψN (θ), and that
the kicking potential is symmetric too, V (2pi − θ) = V (θ). It is easy to derive that
βn(2pi − θ) = βq−n(θ) and then:




2pi − θ + 2pi nq
)








It is then now that given a symmetric initial condition and a symmetric kicking potential,
the wavefunction will always be symmetric and therefore the momentum 〈p〉 will always
be zero. This result is readily extended to anti-symmetric initial conditions, that is
ψN (2pi − θ) = −ψN (θ). Since, as we have discussed above, either with a symmetric
kick and asymmetric initial condition or with an asymmetric kick and symmetric initial
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condition, it is possible to have a directed acceleration, it is then possible to conclude
that the breaking of the space reflection symmetry is necessary in order to observe the
acceleration.
It is also possible to show, with similar arguments, that if the initial condition
has a shape like ψN (θ) = eiLθfN (θ) where fN (θ) = fN (2pi− θ) is even, the kick will not
change the value of the momentum which is 〈p〉 = L. For example, an eigenstate of the
momentum ψ0 = e
iLθ√
2pi
will not change its direction or speed.




























where we have factorized out the eiLθ which contributes to the momentum and now the
factors γn are multiplied by a phase e
iL(2pi n
q
). The symmetry of ψN+1(θ) is given by:































































From this equation it is evident that after any kick, ψN (θ) can be decomposed as
ψN (θ) = eiLθfN (θ), and this proves that the momentum will not change.
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2.3 Summary
The ratchet acceleration theoretically predicted in these modified kicked rotor
models [49, 52, 66], requires tuning to exact resonance. Failing to do so will cause
the acceleration to decay in time. Interesting experiments have reproduced these re-
sults. For a phase-dependent initial preparation of a Bose-Einstein condensate kicked
at resonance, a momentum acceleration has been observed at zero quasi-momentum
[44], while for an arbitrary quasi-momentum directed quantum Brownian transport has
been realized in Ref. [45]. In particular, the latter experiment also evidenced that an
experimentally unavoidable finite width in quasi-momentum causes a suppression of the
acceleration thus leading to a saturation effect after a certain time. It is also important
to point out that accelerator models obtained from either a generalization of a quantum
kicked rotor or a generalization of a kicked Harper model [48] are generic rectifiers of
force because there is no need for tuning to an exact resonance.
Chapter 3
Quantum ratchet in an interacting Bose-Einstein condensate
The realization of Bose-Einstein condensation of dilute gases has opened up new
opportunities for the study of dynamical systems:
(i) it is now possible to prepare initial states with high precision. This is important in
the study of kicked systems such as the one presented in chapter 2 and in this chapter.
For example, as shown in [45] for a cold-atom gas an initial condition without a well-
defined quasi-momentum will eventually stop accelerating;
(ii) in a BEC the atoms naturally interact between themselves. In a complex dynamical
situation like that of a BEC driven by an optical potential, my collaborators and I
expected that the interaction could qualitatively and dramatically change the transport
properties of the non-interacting gas;
(iii) the interaction can be tuned in experiments as a result of Feshbach resonance [30],
thus providing us with another interesting parameter to study the dynamics of the
atoms.
The study discussed in this chapter and published in Ref.[53, 67], is to our knowl-
edge the first study of a quantum ratchet in a many-body system.
In particular it is presented here a model in which at the classical level the ratchet
effect is possible but, for a cold gas of non-interacting atoms, the system has a symmetry,
present only at the quantum level, which prevents the directed current from happening.
However, the interaction breaks this symmetry and a ratchet current is again possible.
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The current depends on the strength of the interaction and changes direction for small
values of the interaction to larger ones. Others can be the causes of the breaking of
the quantum symmetry present in this system, for example experimental errors in the
reproduction of the Hamiltonian. To clarify this point, we showed that at the current
state-of-the-art of the experiments, the current due to interaction is much stronger than
that possibly caused by experimental errors. We have also studied the validity of the
mean-field description in this strongly perturbed system. We have shown that when
the interaction is less than a critical value, the system analyzed here can be correctly
described by the mean-field approximation.
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3.1 The model
We consider N condensed atoms confined in a toroidal trap of radius R and cross
section pir2, with the condition r  R, so that the motion is essentially one-dimensional.
The dynamics of a dilute condensate in a pair of periodically kicked optical lattices











+ g|ψ(θ, t)|2 + V (θ, φ, t)
]
ψ(θ, t), (3.1)
where θ is the angle, between 0 and 2pi, which parametrizes the position in the trap.
g = 8NaR/r2 is the scaled strength of the nonlinear term, a is the s-wave scattering
length for elastic atom-atom collisions. Here we only consider the case in which the
interaction between the atoms is repulsive, that is g, a > 0. This is because in this
model, for a < 0 the system would be unstable for a < −|a∗| which depends on the size






This gives an upper bound to the number of atoms which can be in the condensate.
The kicked potential V (θ, φ, t) is defined as:
V (θ, φ, t) =
∑
n[V1(θ)δ(t− nT ) + V2(θ, φ)δ(t− nT − ξ)],
V1(θ) = k cos(θ), V2(θ, φ) = k cos(θ − φ),
(3.3)
where k is the kicking strength and T the period of the kicks. The parameters φ ∈ [0, 2pi)
and ξ ∈ [0, T ) are used to break the space and time symmetries, respectively. Note that
the system is rescaled so that the length and the energy are measured in units of R
and ~2/mR2, with m as the atomic mass. The wave function normalization reads∫ 2pi
0
dθ|ψ(θ, t)|2 = 1 and boundary conditions, being in a toroidal trap, are periodic,
ψ(θ + 2pi, t) = ψ(θ, t).
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The torus-like potential confining the BEC has been recently achieved by different
groups [69, 70, 71, 72]. The kicks may be applied using a periodically pulsed and strongly
detuned laser beam with a suitably engineered intensity, as proposed in Ref. [73]. Kicked
interacting BEC have also been studied before. An interesting example is the work in
Ref. [26], where a BEC of 87Rb atoms is confined in a static harmonic magnetic trap
and it has been kicked up to 25 times with kicking strength k ∼ 1 and in the quantum
anti-resonance case for the kicked oscillator model. Finally, as also mentioned in the
introductory chapter, the interaction strength g can be tuned over a very large range
using a Feshbach resonance [30].
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3.2 Non-interacting case
It is important to first fully understand the non-interacting case that is when
g = 0. Here when φ 6= 0, pi and ξ 6= 0, T/2 space-time symmetries are broken and
there is directed transport, both in the classical limit and, in general, in quantum
mechanics [41]. In fact for φ 6= 0, pi there is no θ0 such that V (θ, t) = V (θ0 − θ, t) and
for ξ 6= 0, T/2 there is no t0 such that V (θ, t) = V (θ, t0 − t). So all the symmetries
which forbid a ratchet current from appearing are broken. However, if we take T = 6pi
and ξ = 4pi, independently of the kicking strength k and on its phase φ, the evolution
of the wavefunction ψ, whichever the initial condition, is periodic of period 2T .





where An = 12pi
∫ 2pi
0 ψ(θ, 0) exp(−inθ) is the Fourier amplitude. After free evolution up




















(−i pi n2 + inθ) = ∑nAn exp (−i pi n+ inθ) = ψ(θ − pi, 0)
(3.6)
This is because exp(−i pi n2) = exp(−i pi n), as when n is even (odd) then also n2 is
even (odd). Using these relations we can easily see that the system is periodic with
period 12pi. Indeed, using the notation ψ(θ, lpi+) to express the wavefunction ψ just
after the kick at time lpi and by the fact that Vi(θ− pi) = −Vi(θ) with i = 1, 2, we find:
48
ψ(θ, 4pi+) = exp[−iV1(θ)]ψ(θ, 4pi) = exp[−iV1(θ)]ψ(θ, 0),
ψ(θ, 6pi+) = exp[−iV2(θ, φ)]ψ(θ, 6pi) = exp[−iV2(θ, φ)]ψ(θ − pi, 4pi+) =
= exp{−i[V2(θ, φ)− V1(θ)]}ψ(θ − pi, 0),
ψ(θ, 10pi+) = exp[−iV1(θ)]ψ(θ, 10pi) = exp[−iV1(θ)]ψ(θ, 6pi+) =
= exp(−iV2(θ, φ))ψ(θ − pi, 0),
ψ(θ, 12pi+) = exp[−iV2(θ, φ)]ψ(θ, 12pi) = exp[−iV2(θ, φ)]ψ(θ − pi, 10pi+) =
= ψ(θ, 0)
(3.7)
The momentum 〈p(t)〉 = −i ∫ 2pi0 [ψ∗(θ, t) ∂∂θψ(θ, t)] dθ also changes periodically
with period 12pi (4 kicks). We define the asymptotic averaged momentum, 〈p〉asym, as:
〈p〉asym ≡ lim
t→∞ p(t) (3.8)













0 [sin(θ)− sin(θ − φ)] |ψ(θ, 0)|2dθ.
(3.10)
In particular, for the constant initial condition ψ(t, 0) = 1/
√
2pi, which is the ground
state of a particle in the trap, the momentum is zero at all times.
This initial condition has an important physical meaning, as it corresponds to the initial
condition for a Bose-Einstein condensate. This is the first interesting result, because
a ratchet current is present at the classical level with this choice of T and ξ, but no
current is possible at the quantum level for the non-interacting atoms.
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3.3 Ratchet effect in a BEC
It is now interesting to study the case of a BEC because atom-atom interactions
may break the above periodicity, and this may lead to generation of momentum.
The numerical integration of the Gross-Pitaevskii equation (3.1) confirms this
expectation as shown in Fig. 3.1. The momentum of the BEC is plotted versus time for
different values of the interaction g. For g 6= 0, and in particular for g = 0.5 (continuous
line) and g = 1 (dotted line) in Fig. 3.1 the momentum oscillates around a mean value
clearly different from zero. Notice that without interactions (g = 0) the momentum
is always exactly zero, as shown in the previous section, so it can be stated that the
directed current is induced by the many-body atom-atom interactions. In this example
we have used φ = −pi/4 because it breaks the space-reflection symmetry. We have also
chosen k = 0.74 because for this value of the kicking parameter the phase-space of the
corresponding classical system is completely chaotic.
In Fig. 3.2, we compare the asymptotic value 〈p〉asym, obtained from long nu-
merical integrations of Eq. (3.1) (dotted line with triangles), with the average of 〈p(t)〉
over the first 30 kicks (p¯(90pi), continuous line with boxes). It can be seen that this
short-time average is sufficient to obtain a good estimate of the averaged momentum
〈p〉asym, provided that g & 0.5. It is interesting to remark that the averaged momentum
after the first kicks grows monotonically with g. Therefore, the ratchet current provides
a method to measure the interaction strength in an experiment.
It is also very important to point out that, for g . 0.3, p is, although very small,
negative. Hence there is current reversal.
In the inset of Fig. 3.2 we show the averaged momentum p(t) versus time t for
different values of the interaction strength g. Once again, we can clearly see that for
strong enough interactions (g & 0.5), the convergence to the asymptotic value 〈p〉asym
is rather fast as we can already see from the main part of Fig. 3.2. Instead, for g = 0.1
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Figure 3.1: Momentum versus time for different values of the interaction strength: g = 0
(dashed line), g = 0.5 (continuous line), g = 1 (dotted line). The potential parameters
are k ≈ 0.74 and φ = −pi/4.
and g = 0.2 after a time t = 300pi the averaged momentum p has not yet converged
to the asymptotic value 〈p〉asym. The time t = 300pi corresponds in this model to 100
kicks, which is a very large number of kicks for a BEC.
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Figure 3.2: Momentum averaged over the first 30 kicks (solid line with boxes) and
asymptotic momentum (dotted line with triangles). Inset: Cumulative average p(t) as
a function of time for different values of the interaction strength g. From bottom to top
g = 0.1, 0.2, 0.4, 1.0, 1.5. Parameters of the potential: k ≈ 0.74, φ = −pi/4.
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3.4 Stability of the effect
The complete periodicity of the evolution of the wavefunction ψ in the non-
interacting case depends very much on how exact the kicks are δ-like and on the correct
periodicity of them. Both these properties cannot be exactly achieved in experiments
and both these defects could cause the non-interacting gas to acquire some momentum.
It is hence important to check the visibility of the ratchet effect when the unavoidable
noise leads to a departure from the ideal periodic behavior. If the directed current
generated by these errors is much smaller than the one generated by the interaction, it
will be possible to see in experiments the interaction-induced ratchet current.
For this purpose, as an initial test, we have considered fluctuations in the kicking
period. These are modeled as random and memoryless variations of the period between
consecutive kicks, with the fluctuation amplitude at each kick randomly drawn from
a uniform distribution in the interval [−, ]. We have seen that, when the size of the
fluctuations is  = T/200, the ratchet current generated in the non-interacting case is
p¯(90pi) = −0.007. This value of p¯ is much smaller than the genuine many-body ratchet
current already shown in Fig. 3.2 for values of g & 0.2.
As a second test we have substituted the ideal δ-like kicks by more realistic gaus-
sian pulses of width T/10. In this case p¯ after 30 kicks is equal to p¯(90pi) = −0.01, again
too small to hide or to be confused with the many-body ratchet effect.
We therefore can conclude that the ratchet effect induced by the interaction is
a strong effect, for g & 0.2, which can be singled out from possible currents due to
experimental errors.
53
3.5 Perturbative study by means of a split-step calculation
The interaction-induced generation of a nonzero current can be understood by a
perturbative study of the evolution of the wavefunction ψ for small values of g [74].
We approximate the free evolution of the BEC by a split-operator method as in [52].
This consists in approximating
ψ(t) = e−i
R t
0 H(τ)dτψ(0) = e−i
R t













where V and T stand respectively for the potential and kinetic part of the Hamiltonian
H. The last equality is exact if [T, V ] = 0.
So we have:













In particular, we obtain
ψ(θ, 4pi) ≈ exp(−i4pig|ψ(θ, 0)|2)ψ(θ, 0) (3.13)
and introducing F (θ, 0) = ipig[ψ∗(θ, 0)ψ(θ + pi, 0)− ψ(θ, 0)ψ∗(θ + pi, 0)] we find:
ψ(θ, 2pi) ≈ exp{−ipig[|ψ(θ, 0)|2 + |ψ(θ + pi, 0)|2]}
×{cos[F (θ, 0)]ψ(θ + pi, 0)− sin[F (θ, 0)]ψ(θ, 0)}.
(3.14)
Note that, in the limit g → 0, Eqs. (3.13) and (3.14) become ψ(θ, 4pi) = ψ(θ, 0) and
ψ(θ, 2pi) = ψ(θ+ pi, 0), as expected for the non-interacting free evolution (see Sec. 3.2).
Using this approximation, we compute the evolution of the condensate for the




ψ(θ, 4pi+) ≈ 1√
2pi
exp[−iV1(θ)] exp(−i2g),
ψ(θ, 6pi+) ≈ 1√
2pi
exp{−i[V2(θ, φ)− V1(θ)]} exp(−i3g)
×{cos[Ω(θ)] + sin[Ω(θ)] exp[−i2V1(θ)]} ,
(3.15)
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where Ω(θ) = g sin(2V1(θ)). The mechanism of the ratchet effect is now clear: due to
atom-atom interactions (g 6= 0), the squared modulus of the wave function at time 6pi
(before the second kick) is no longer constant in θ. Instead we have, to first order in g,
|ψ(θ, 6pi)|2 ≈ 12pi{1 + g sin[4V1(θ)]}, so that the initial constant probability distribution
ψ(θ, 0) is modified by a term symmetric under the transformation θ → −θ. The current
after the kick at time t = 6pi is then given by (V ′ ≡ ∂θV ):
〈p(6pi+)〉 = − ∫ 2pi0 dθV ′2(θ, φ)|ψ(θ, 6pi)|2
≈ gk ∫ 2pi0 dθ sin(θ − φ) sin(4k cos θ) = −gk sin(φ)J1(4k), (3.16)
where J1 is the Bessel function of the first kind of index 1 1 . This current is in general
different from zero, provided that V2(θ, φ) = K cos(θ−φ) Eq.(3.3) is not itself symmetric
under θ → −θ, that is, when φ 6= 0, pi.
3.6 Symmetry and control of the direction
The transport properties of direction and speed, will be naturally different for
different values of the relative phase of the second harmonic φ. In particular, it is
possible in this model to reverse exactly the current by the transformation φ → −φ.
This is clearly shown in Fig. 3.3. This current reversal can be exactly explained by
means of the following symmetry considerations.
The evolution of the wavefunction ψ(θ, t) is given by Eq. (3.1). After substituting











+ g|ψ˜(θ, t)|2 + V (θ,−φ, t)
]
ψ˜(θ, t), (3.17)
where ψ˜(θ, t) ≡ ψ(−θ, t). Therefore, if ψ(θ, t) is a solution of the Gross-Pitaevskii
equation, then ψ˜(θ, t) is also a solution, provided that we substitute φ → −φ in the





potential V . The momentum 〈p˜(t)〉 of the wavefunction ψ˜(θ, t) is obviously given by
〈p˜(t)〉 = −〈p(t)〉, where 〈p(t)〉 is the momentum of ψ(θ, t). This means that, for ev-
ery ψ(θ, t) whose evolution is ruled by the Gross-Pitaevskii equation with potential
V (θ, φ, t), the wavefunction ψ˜(θ, t) evolves with exactly opposite momentum if φ→ −φ
in V . Starting with an even wavefunction, ψ˜(θ, 0) = ψ(−θ, 0) = ψ(θ, 0), a transforma-
tion φ→ −φ changes the sign of the momentum at any later time.
Figure 3.3: Momentum versus time for different values of the phase: φ = −pi/4 (contin-
uous curve), φ = 0 (dashed line), φ = pi/4 (dotted curve). Other parameters: k ≈ 0.74
and g = 0.5.
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3.7 Evolution of non-condensed particles
As discussed in the introductory chapter, a BEC is achieved when the great
majority of the atoms are in the same quantum state. When a BEC is perturbed or
driven, the gas is excited and some atoms can go to a different quantum state. If too
many atoms get excited to different quantum states, it is evident that the mean-field
description would no longer be valid to describe the evolution of the cold atoms [75, 76].
It is then important to monitor the number of non-condensed atoms and check if and
how their total number changes. This is even more crucial when dealing with kicked
atoms where the driving is quite strong and can induce excitations.
In the following section it is shown that, for the parameters considered in this
study, the number of non-condensed particles is negligible compared to the number
of condensed particles, thus demonstrating that our theoretical and numerical results
based on the Gross-Pitaevskii equation are reliable.
Following the approach developed in [68] (see also [76] and Appendix B), the
mean number of non-condensed particles at zero temperature is computed as δN(t) =∑∞
j=1
∫ 2pi







 H1(θ, t) H2(θ, t)






H1(θ, t) = H(θ, t)− µ(t) + gQ(t)|ψ(θ, t)|2Q(t) (3.19)
H2(θ, t) = gQ(t)ψ2(θ, t)Q∗(t)
where H(θ, t) = −12 ∂
2
∂θ2
+ g|ψ(θ, t)|2 +V (θ, φ, t) is the mean-field Hamiltonian that gov-
erns the Gross-Pitaevskii equation (3.1), µ(t) is the chemical potential (H(θ, t)ψ(θ, t) =
µ(t)ψ(θ, t)) and Q(t) = I− |ψ(t)〉〈ψ(t)| projects orthogonally to |ψ(t)〉.
We can integrate in parallel Eqs. (3.1) and (3.18). The initial condition of the
non-condensed part is obtained by diagonalizing the linear operator in (3.18) [68, 76],
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obtaining  uj(θ, 0)
vj(θ, 0)
 = 12








j2/2 + 2g|ψ(θ, 0)|
)1/4
, with ψ(θ, 0) =
1√
2pi
initial condition of the BEC.
The numerical evolution is performed using the split-operator method as in Eq. (3.12),
with small integration steps τ  T . This method is based on forward/backward Fourier
transforms between the coordinate and the momentum representations, where the non-
linear and the kinetic energy terms in (3.12) are diagonal, respectively.
We observe in our numerical computations that the number of non-condensed
particles δN grows polynomially or exponentially. This is shown in Fig. 3.4, where δN
is plotted versus time in a log-log scale for different values of g. For g = 0.5 and g = 1.5
the number of non-condensed atoms grows polynomially (approximately a straight line
in this log-log graphic). For these parameter values, the BEC is stable because the
non-condensed part will remain much smaller than the condensed one for long times.
In Fig. 3.4 it is also shown that, for g = 2, the growth of the non-condensed part is
exponential. In this case the BEC is unstable because the number of non-condensed
atoms will soon become of the same order as the number of condensed atoms. In this
regime the mean-field description of the gas loses its physical meaning after a short
time.
The transition from stability to instability takes place at g = gc ≈ 1.7. For g > gc,
thermal particles proliferate exponentially fast, δN ∼ exp(rt), leading to a significant
depletion of the condensate after a time td ∼ ln(N)/r. On the other hand, for g < gc the
exponential growth rate r = 0 and the number of non-condensed particles is negligible
for up to long times. For instance, as shown in Fig. 3.4, δN ≈ 0.2 (10) after t = 90pi
(30 kicks) at g = 0.5 (1.5), which is much smaller than the total number of particles
N ≈ 103 − 105 in typical BEC experiments. In the inset of Fig. 3.4 it is clearly shown
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that for g ≈ 2 the growth of the non-condensed atoms is much faster than for g ≤ 1.5.
There is a clear transition between two different behaviors. This phenomenon has been
studied in more detail in Ref. [77]. In particular it was found that the instability regions
depend on both the interaction strength g and the kicking period T . The instability
regions occur at the so-called Bogoliubov resonances which proliferate for larger values
of the kicking intensity k.
Figure 3.4: Mean number δN of non-condensed particles versus time for different values
of the interaction strength g: from bottom to top, g = 0.5, 1.5, and 2.0. Inset: δN
versus g after 30 kicks. Parameter values: k ≈ 0.74, φ = −pi/4.
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3.8 Summary
The work presented in this chapter was the first to study a quantum ratchet in
an interacting quantum gas. The investigation was pursued further both using a mean-
field approach [55] or a full-quantum many-body approach [54]. In the next chapter,
our extension of the analysis of the role of interaction in qualitatively changing the
transport properties of a cold gas will be presented [56]. In this work both a mean-field
and a full quantum many-body approach will be used.
Chapter 4
Steering Bose-Einstein condensates despite time-reversal symmetry
In the previous chapter we have studied a system which at the classical level
presents a ratchet current, because the space and time-reversal symmetries are broken,
but at the quantum level another symmetry appeared, related to the particular driving
chosen. This symmetry would not allow the ratchet current to form. However if the
atoms are interacting between themselves, the nonlinear GP term would break the
quantum symmetry allowing transport to appear.
At this point, it would be more interesting and relevant if the interaction could
generate a current in a system that at the classical level does not display current. That
is, in the case where one of the two symmetries, either the space reflection or time
reflection, or both, are not broken. In such a case the interaction would have a more
significant and fundamental role in generating transport together with the phenomenon
of condensation.
In order to find such a behavior we study a Bose-Einstein condensate confined in
a quasi-1D toroidal trap (as in the model presented in the previous chapters), and driven
by a space-asymmetric and periodic in time potential. Unlike the model presented in
the previous chapters, the driving evolves smoothly with time, it is not a sequence
of kicks and it is symmetric in time. The system exhibits a directed current for an
ensemble of initial conditions which are symmetric in space and momentum. As before,
this phenomenon occurs only if there is interaction between atoms, and this is treated
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in the mean-field approximation. Moreover we will show that in order to have a current,
the interaction must exceed a critical value. We will also show that a simplified three-
mode model (TMM) description of this system reproduces, at a qualitative level, all the
numerical results found.
As it will be discussed in this chapter, the presence of a directed current in a
system driven by a potential which is symmetric under time-reversal is only possible
because the evolution equation of the system is nonlinear. However, the nonlinear
equation is just a mean-field approximation of a linear quantum many-body evolution
equation of the system. As the system is correctly described by a linear equation, there
should not be any asymptotic directed current. There is thus an apparent contradiction
since two different descriptions of the same system render two different results. We
find that our results in the mean-field approach compare well with a many-body study,
wherein this directed transport persists over an extended time scale which increases with
increasing number of condensed atoms. Ideally for a BEC with an infinite number of
atoms, the mean-field description would give an exact description of the evolution of the
condensate for an infinitely long time and hence the directed current would be always
present. It is clear that the presence of the current is related to the phase transition to
condensate in the thermodynamical limit.
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4.1 The model
As discussed in chapter 3, we consider a BEC of N atoms confined in a toroidal
trap of radius R and cross section pir2, subjected to the condition r  R, so that
the motion is essentially one-dimensional. Different toroidal traps have already been
realized [69, 70, 71, 72]. The condensate is driven by a time-periodic potential:
Vext(θ, t) = V (θ)f(t) = K [cos(θ) + cos(2θ + φ)] cos [ω(t− t0)] , (4.1)
whereK denotes the potential depths of the two lattice harmonics, φ their relative phase,
ω the frequency of the oscillation of the perturbation and f(t) = cos [ω(t− t0)]. The
potential V (θ) = K [cos(θ) + cos(2θ + φ)] can be readily realized in experiments [65].
The space-reversal symmetry (θ → −θ + θ0, with θ0 constant [33]) is broken.
In fact there is no constant θ0 such that Vext(θ, t) = Vext(−θ + γ, t). The driving is
symmetric under t → −t + 2t0 inversion and in particular, for t0 = 0, under t → −t
inversion because the cosine function is an even function.
At zero temperature and as long as the number N0 of condensate particles is
much larger than the number δN of non-condensate ones, the evolution of a BEC is
well described by the Gross-Pitaevskii equation [4, 5, 6, 68]. Thus, for our system the
evolution of the condensate wavefunction ψ(θ, t), normalized to 1, is described by (in










+ g|ψ(θ, t)|2 + Vext(θ, t)
]
ψ(θ, t), (4.2)
where θ ∈ [0, 2pi) is the angle which parametrizes the position in the trap, g = 8NaR/r2
the scaled strength of the nonlinear interaction (we consider the repulsive case, i.e.,
g > 0), a the s-wave scattering length for elastic atom-atom collisions. For 6Li and a
trap of radius R = 2.5 µm our used unit of time is mR2/~ = 6.93× 10−4 s.
As initial condition we use a wavefunction which is symmetric both in space, θ,
and in momentum, p, i.e. it is of the form ψ(θ, 0) =
∑
n ane
iαn cos(n θ) where n ∈ N
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where α is the relative phase between the uniform part and the last term which cor-
responds to a cosinusoidal modulation in the initial density of particles. The initial
condition (4.3) can be implemented by properly exciting the ground-state of a conden-
sate in a toroidal trap. The phase α can be tuned by letting the excited condensate
evolve freely in the toroidal trap over a given time span. In fact the excited mode will
evolve in time with a different phase from the homogeneous mode and hence at different
times α will be different.
4.1.1 Non-interacting case
In the non-interacting case, the evolution equation of the wavefunction is the
linear Schro¨dinger equation with the periodic potential Vext(θ, t). Any initial condition





where ψβ does not depend on the choice of t0. The evolution of the wavefunction ψ at




Cβ(0) e−i mT βψβ(θ) (4.5)
where β is the quasi-energy of the Floquet state ψβ.
In our model, for an initial condition close enough to the momentum p = 0, all the
Floquet states ψβ(θ), over which the initial condition is projected, are non-degenerate
and all have momentum 〈pβ(t0)〉 = 0. An interesting study about the symmetries of an
Hamiltonian and the properties of the Floquet states can be found in Ref.[78].
1 Floquet states are eigenstates of the evolution operator over one period of the potential T , U(t0, t0+
T )ψβ = e
iβψβ where β is real
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where j(τ) = limM→∞ 1M
∑M


























This obviously gives 1 for χ = 2lpi (with l ∈ Z) and zero for any other value. In our





Since all the considered Floquet states ψβ have momentum equal to zero, then the
asymptotic current 〈p〉asym is zero as well.
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4.1.2 Interacting case
In the interacting case, the evolution of the wavefunction ψ describing the BEC
is (in the mean-field picture) no longer linear, but it is well described by the Gross-
Pitaevskii equation which is a nonlinear Schro¨dinger equation. In this frame, the pre-
vious result would no longer hold. It is then possible that some interesting dynamical
behaviors would appear. For example, it was previously found that for a BEC in a
double-well potential the tunneling can be suppressed due to interaction-induced self-
trapping [79, 80, 81], thus maintaining population imbalance between the two wells.
This phenomenon of self-trapping has also been predicted for a periodically driven BEC
in a double well [82, 83, 84, 85, 86]. This demonstrates the importance of nonlinearity
in the coherent control of quantum tunneling between wells.
In the remainder of this chapter we study the evolution of the momentum of the
BEC for different values of the relevant parameters. Firstly, we study the evolution of
the momentum versus time for K = 2, g = 0.2, ω = 10, t0 = 0 (see Eq.(4.1)) and
α = 0 or α = pi/2, that is with an initial condition which is real (α = 0) or complex
(α = pi/2) (see Eq.(4.3)). The results are diplayed in Fig. 4.1 where it is shown that the
momentum oscillates around zero for α = 0 giving 〈p〉asym = 0 (black curve). However,
interestingly enough, the asymptotic momentum 〈p〉asym is clearly different from zero
for α = pi/2 as shown by the red curve. It is thus demonstrated that because of the
nonlinear term, due to the atom-atom interaction, it is possible to obtain a directed
current even when the time-reversal symmetry is present.
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Figure 4.1: Momentum expectation 〈p〉 versus time t for a real initial condition α = 0
(dark black curve) and for a complex one α = pi/2 (light red curve). The parameters
used are: g = 0.2, K = 2, ω = 10, t0 = 0.
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We also study the dependence of the asymptotic time-averaged momentum 〈p〉asym
on the interaction strength g for the case α 6= 0 in which we have observed the phe-
nomenon. The result is shown by the black squares in Fig. 4.2. This figure indicates
that:
1) there is a finite threshold value g? below which the asymptotic current is zero
but that above which there is a net current;
2) there exists an optimal value of the interaction strength gopt that maximizes
the current.
Figure 4.2: Asymptotic time-averaged momentum 〈p〉asym versus the interaction
strength g for α = pi/2. Data are obtained from the GP equation (4.2) (filled squares) or
from the TMM-Ansatz (4.14) (empty circles). Here g? ≈ 0.065 and gopt ≈ 0.15. Other
parameters are: K = 2, ω = 10, t0 = 0.
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4.1.3 Dependence of the asymptotic current on the initial phase of the
driving
It is important to verify that the directed current is present if averaged over
the initial phase of the driving t0. In fact different experimental realizations of the
experiment might have different t0 and if the current is averaged to zero, the effect
would be much harder to observe.
The results of the asymptotic time-averaged current, 〈p〉asym, is shown as a func-
tion of the initial phase ωt0 of the driving field in Fig. 4.3. It is clearly demonstrated
that in the non-interacting case 〈p〉asym is zero for whichever choice of t0, as expected.
We also observe that 〈p〉asym is not symmetric with respect to ωt0 = pi and that this
asymmetry is more pronounced for a coupling strength g ≈ 0.075. This is clearly shown
in the inset of Fig. 4.3 where ¯〈p〉asym, that is 〈p〉asym averaged over t0 is plotted versus
g. Again we see that there is a threshold value, g?, below which there is no directed
current. For g > g?, ¯〈p〉asym grows initially linearly and very rapidly with g, then it
reaches a maximum at a gopt and, for larger values of g, it decays. In the decay, ¯〈p〉asym
also changes sign.
This complex behavior is to be attributed to the nonlinearity of the evolution
equation of the BEC.
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Figure 4.3: Asymptotic time-averaged momentum 〈p〉asym versus ωt0 for g = 0.05 (filled
black squares), g = 0.075 (empty red circles), g = 0.1 (filled blue triangles), and g = 0.2
(pink asterisks). Inset: asymptotic current averaged over t0, ¯〈p〉asym, as a function of
the interaction strength g. Other parameter values are: K = 2, ω = 10, α = pi/2 and
φ = pi/2.
4.1.4 Dependence of the asymptotic current on the relative phase in the
initial condition
It is important as well to study the asymptotic time-averaged momentum, 〈p〉asym,
as a function of the relative phase in the initial condition α (Eq.(4.3)). The asymptotic
time-averaged momentum is depicted as a function of the relative phase α in Fig. 4.4.
The first interesting result that we observe from this figure is that 〈p〉asym is non-zero
only for α near the value pi/2. The non-zero range, which is of size zero for g less than
a critical value, widens as g increases. This means that 〈p〉asym 6= 0 only for:
|α± pi/2| < ξ(g) (4.11)
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We also observe an anti-symmetric behavior of the current around the value α =
pi/2, that is 〈p〉asym(α) = −〈p〉asym(2pi − α). This means that the average over all α
yields zero current.
Figure 4.4: Asymptotic time-averaged momentum 〈p〉asym versus α for g = 0.05 (filled
black squares), g = 0.075 (empty red circles), g = 0.15 (filled blue triangles), and g = 0.2
(pink asterisks). Other parameter values are: K = 2, ω = 10, t0 = 0 and φ = pi/2.
This α → (2pi − α) anti-symmetry can be easily explained. Let us take, for
simplicity but without loss of generality t0 = 0. Now let τ = −t and perform complex










+ g|ψ˜(θ, τ)|2 + Vext(θ, τ)
]
ψ˜(θ, τ), (4.12)
where ψ˜(θ, τ) ≡ ψ∗(θ,−τ). Remember that V (θ, t) = V (θ,−t). Therefore, if ψ(θ, t) is
a solution of the GP equation, so is ψ˜(θ, τ). It follows that 〈p˜(τ)〉 of the wave function
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ψ˜(θ, τ) is such that 〈p˜(τ)〉 = −〈p(t)〉, where 〈p(t)〉 is the momentum expectation of
ψ(θ, t). For the initial condition (4.3), ψ(θ, 0)→ ψ?(θ, 0) = ψ˜(θ, 0) when α→ (2pi−α).
We thus conclude that:
〈p〉asym(α) = −〈p〉asym(2pi − α) (4.13)
Clearly, if ψ(0) ∈ R, that is for α = 0, pi in Eq. (4.3), then 〈p〉asym = 0.
While in the linear case the current is asymptotically vanishing for any initial
condition, complex or real [78], in the nonlinear case we can only prove that the current
will be zero for a real (up to a global phase of course) initial condition. A directed
current can, in principle, arise when α 6= 0, pi and this is what we have studied in this
chapter.
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4.2 Dependence of the asymptotic current on asymmetry and depth
of the driving potential
We have also studied the dependence of the current on the asymmetry in the
driving φ (see Eq.(4.1)). In Fig. 4.5 we show that a directed current is obtained and
remains stable in two φ-regions around the maximum symmetry violation values, φ =
pi/2 and φ = 3pi/2.
Figure 4.5: Asymptotic time-averaged momentum 〈p〉asym versus α for K = 0.2 (filled
black squares), K = 0.5 (empty red circles), K = 1 (filled blue triangles), and K = 2
(pink asterisks). Other parameter values are: g = 0.2, ω = 10, t0 = 0 and α = pi/2.
Our computations also show that 〈p〉asym is proportional to K for 0.001 < K <
0.1, that is for small values of the depth of the potential.
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4.3 Three-mode model
In order to gain a deeper insight into these results, we try to analyze a system
with the same driving and nonlinear interaction, but with only three modes. The
modes correspond to the momenta p = 0, p = 1 and p = −1. These three modes are
the minimum number of modes necessary in order to have an initial condition which
is symmetric in θ and p and at the same time complex. The choice of only one mode
cannot possibly show anything. With two modes, that is the momenta 1 and −1, the
only symmetric initial condition obtainable would be ψ(θ, 0) = e
iµ√
pi
cos(θ) where µ is a
global phase. This initial condition is, up to the global phase, real, so no asymptotic
time-averaged current can be observed.
Moreover we have observed that, for the parameters chosen, the wavefunction ψ
is projected mostly on these three momenta. In order to write down the equation of





A(t) + P (t)e+i θ +M(t)e−i θ
]
, (4.14)
where A(t), P (t) and M(t) are time-dependent, complex coefficient such that |A|2 +














|ψ(θ, t)|2 + Vext(θ, t)
]
ψ(θ, t) (4.15)
and hence the Lagrangian of the system:









[|A|4 + |P |4 + |M |4 + 4(|A|2|P |2 + |A|2|M |2 + |P |2|M |2) + 2(P ∗M∗A2 + PMA∗2)]+
−K
2
[A(M∗ + P ∗) +A∗(M + P ) + i(P ∗M − PM∗)] cos(ωt)
(4.16)
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(|M |2 + 2|A|2 + 2|P |2)M +A2P ∗]+ K
2
(A− iP ) cos(ωt).
(4.17)
This TMM qualitatively captures the behavior of the asymptotic time-averaged
current (see Fig. 4.2). For instance there exist a threshold value of the interaction g
for the system to present a non-zero asymptotic time-averaged current, and an optimal
value of g which maximizes the current. Thus the behavior of 〈p〉asym is qualitatively
the same in the TMM and in the analysis comprising all the modes.
In the TMM, it is easy to follow the evolution of the population of each mode
over time. In Fig. 4.6 we show the evolution of the populations |A|2 (in black), |P |2 (in
light gray) and |M |2 (in gray). The top panel corresponds to the case for α = 0, that is
with a real initial condition that gives 〈p〉asym = 0, while in the middle and lower panel
are the cases representing α = pi/2 and α = −pi/2 respectively. We can clearly see the
symmetric behavior of |P |2 and |M |2.
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Figure 4.6: Population of the three levels, |A|2 (black), |P |2(light gray), and |M |2 (gray)
which carry momentum 0,+1, and -1, respectively, for α = 0 (top), pi/2 (middle), and
−pi/2 (bottom), at K = 2, ω = 10, t0 = 0.
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4.4 Quantum many-body approach
The quantum many-body problem, within the three-mode approximation, is easily
accessible to numerical investigation. It is important to study it because it can shed
light on the physics of this model. In fact, the fully quantum many-body approach
gives a linear evolution equation, hence, on the basis of symmetry arguments [33, 78]
it is possible to predict that the asymptotic current is zero. However in the mean-
field approach, we do find a current. Studying the fully quantum system can help
us understand what would happen in an experimental situation where the number of
particles and the time of the experimental run are both bound to be finite. Therefore we
will study the TMM with a fully quantum approach and compare it to the semi-classical
one presented in the previous section.
The system can be fully described in an Hilbert space of dimension D = (N +
1)(N + 2)/2, where N is the total number of atoms. Any state in this space can be
described by a vector of the same dimension. The bosonic operators that describe
the system are aˆ (aˆ†), pˆ (pˆ†) and mˆ (mˆ†) which respectively annihilate (or create)
an atom with momentum 0, 1 and −1. These operators satisfy the usual bosonic
commutation relations [aˆ, aˆ†] = 1, [pˆ, pˆ†] = 1, [mˆ, mˆ†] = 1, and operators corresponding
to different modes commute between themselves, i.e. [aˆ, pˆ†] = [aˆ, mˆ†] = [mˆ, pˆ†] = 0.
The conservation of the total number of atoms reads 〈aˆ†aˆ+ pˆ†pˆ+ mˆ†mˆ〉 = N .































ψˆ† = aˆ† + pˆ†eiθ + mˆ†e−iθ, (4.20)
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[aˆ†(pˆ+ mˆ) + (pˆ† + mˆ†)aˆ+ i(pˆ†mˆ− mˆ†pˆ)] cos[ω(t− t0)].
(4.21)
It is possible to write the number conserving operators a+p, a+m, m+p, a+a, p+p, m+m
and their transpose in a matrix form of dimension D2. These six operator and their
transpose are sufficient to describe the effective Hamiltonian of the system. In fact, for
example, the operator aˆ†pˆ†aˆpˆ = aˆ†aˆpˆ†pˆ = (aˆ†aˆ)(pˆ†pˆ).
We also study numerically the evolution of the N -body system governed by the
Hamiltonian (4.21) to compare it to the semi-classical results previously shown. The
population imbalance between levels with momenta +1 and −1 divided by the total
number of atoms is shown in Fig. 4.7. We observe that the mean field TMM is a good
approximation to the behavior of the condensate, which is described by the full-quantum
analysis, up to increasingly longer times t? as N increases. In order to investigate how
the time-scales up to which the mean-field treatment approximates well the full quantum
treatment of the system, we define t?(N) as the time at which the N -body population
imbalance deviates by more than 1% from the mean-field value and we plot its variation
with N . This is shown in the inset of Fig. 4.7 which is in lin-log scale. Our numerical
data are well fitted by a logarithmic dependence, t? ∝ lnN . In particular we obtain
that t? = A+B lnN , with A ≈ 73 and B ≈ 54.
If we extrapolate the dependence given in Fig. 4.7 of t? on the number N of
condensate particles, we obtain t? ≈ 800 for N ≈ 5×105 particles [71] (in an experiment
this corresponds to a time scale 0.1s).
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Figure 4.7: Population imbalance divided by N between levels with p = +1 and p = −1
versus time t for N = 10 (continuous black line), N = 80 (dashed red line), and mean-
field TMM (dotted blue line), for g = 0.2, K = 2, ω = 10, t0 = 0, α = pi/2. Inset: t∗
versus N (squares) and numerical fit t? = A+B lnN , with A ≈ 73 and B ≈ 54.
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4.5 Summary
In this chapter we have shown that the interaction in BECs plays a very promi-
nent role in inducing long lasting currents, which would not be possible otherwise.
Changing the number of condensed particles opens the possibility to explore in situ the
range of validity of the Gross-Pitaevskii description via a measurement of our predicted,
intriguing directed transport.
We would like to stress a few more aspects of this work.
First of all, it is evident that the thermodynamical limit in which the total number
of particles goes to infinity does not commute with the limit for time going to infinity.
In fact it is very different to (a) study the asymptotic behavior of this quantum system
and then taking the thermodynamical limit; (b) take first the thermodynamical limit
and then study the asymptotic behavior. In the first case, the system described by the
linear many-body quantum equation does not present any directed current and thus
the asymptotic behavior will show no directed current. In the second case, when the
thermodynamical limit is performed first, the nonlinear Schro¨dinger equation describes
the behavior of the system and hence an asymptotic directed current is present.
The second interesting aspect that we would like to clarify is the reason why
the mean-field description of the system fails to describe the real quantum system at a
certain time.
In order to shed some light on this point, in Fig. 4.8 we have plotted the ratio
of the number of non-condensed particles at time t over the initial number of non-
condensed particles versus time. It is clear that there is no exponential growth of the
non-condensed part. Instead it is confined and it oscillates. The initial condition of the
non-condensed part is given by a small excitation of a few high momenta, δψ(θ, 0) =
(sin(θ) + sin(2θ) + i sin(3θ) + i cos(2θ))/50.
It is possible though that, in a driven system, the GP equation can describe well a
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BEC only up to a certain time. This time depends on the number of condensed atoms,
the number of non-condensed atoms and the particular dynamic of the system itself.
Figure 4.8: δN(t)/δN(0) versus time t for g = 0.2, K = 2, ω = 10, t0 = 0,
α = pi/2. We have used as initial condition of the non-condensed fraction δψ =
[sin(θ) + sin(2θ) + i sin(3θ) + i cos(2θ)] /50
.
To investigate further this point, we have diagonalized the single-particle reduced
density matrix, whose matrix elements read 〈xˆ†yˆ〉, with xˆ, yˆ being aˆ, pˆ or mˆ. According
to [6], we have a BEC if this matrix possesses one eigenvalue of order N . Defining tR as
the time for which the condensed state is highly populated, we have found numerically
that tR ∝ N0.45. This is shown in Fig. 4.9 where, in a log-log scale, three different
definitions of tR are plotted versus the total number of particles N . The black squares
represent the time after which the condensed part has lost 1% of the initial number of
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atoms, the red circles for 5% and the blue triangles for 10%. An interesting deduction
can be done at this point. Given that tR scales as a power-law while t∗ as a logarithm,
for large enough N , tR can be larger than t∗. This implies that for times t obeying
t˜ > t > t∗, the mean-field approach no longer provides an accurate description of the
many-body system despite the presence of a condensate. The duration of the these time
scales probes the validity of the mean-field approximation.
Figure 4.9: tR versus total number of particles N . Different symbols correspond to the
condensate having lost a different relative amount of particles: 1% for black square, 5%
for red circles and 10% for blue triangles.
Chapter 5
Ratchet-induced matter-wave transport and soliton collisions in
Bose-Einstein condensates
As a physical system with intrinsically present nonlinear interactions (due to
atomic scattering), a Bose-Einstein condensate supports the presence of spatially lo-
calized, particle-like collective excitations, that is, matter-wave solitons. It is therefore
natural to consider the possibility that a ratchet potential can not only provide the
means to transport the condensate bulk, but also to control a directed motion of indi-
vidual matter-wave solitons.
The concept of soliton ratchets was introduced more than 10 years ago [87, 88]
for the driven dynamics of topological (kink) solitons, and those pioneering ideas have
been developed further in a number of theoretical studies (see, e.g., Refs. [89, 90, 91,
92, 93, 94, 95]). In particular, it was shown [88] that the mechanism underpinning the
kink ratchet can be understood through the existence of an asymmetric internal mode
of the kink soliton that couples, through the damping in the system, to the soliton
translational mode. More recently [95], it was demonstrated that in the damped sine-
Gordon equation with periodic nonsinusoidal, additive, and parametric driving forces,
the ratchet motion of kinks appears as a consequence of a resonance between the os-
cillations of the momentum and the width of the kink. These results follow from the
topological nature of this type of soliton possessing a finite rest mass.
Unlike the ratchet dynamics of kinks, the effect of the ratchet potential on bright
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non-topological solitons has received little attention. Until recently, the research in this
direction has been restricted to discrete dissipative nonlinear systems [96].
In this chapter, it is presented a study of the dynamics of bright matter-wave
solitons in an attractive Bose-Einstein condensate (i.e. with negative scattering length),
under the influence of a weak time-periodic ratchet potential [57, 58]. The potential
is formed by a one-dimensional bichromatic optical flashing lattice such that the time
average of its amplitude oscillations vanishes (as in chapter 4). This has helped to reveal
many novel features of the bright soliton dynamics. For example, it has been shown (i)
that both the ratchet effect and soliton directed transport are observed in this system
even in the absence of dissipation (damping). This sets it apart from previously studied
dissipative nonlinear systems [96], and also indicates that the mechanism for ratchet
transport of bright solitons differs dramatically from that of kinks. In addition, it has
been shown (ii) how the properties of the individual localized states affect the outcome
of their collisions depending also on the driving potential.
In order to achieve a deeper insight into the problem, the use of Hamiltonian the-
ory for the mean field, which treats the extended matter-wave excitation as an effective
classical particle, become extremely useful.
This work is of general importance as a first study of the ratchet dynamics of
a general class of non-topological, non-dissipative solitons described by a continuous
Gross-Pitaevskii (or nonlinear Schro¨dinger) equation.
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5.1 The model
To simplify the modeling of the system, we consider a strongly elongated conden-
sate cloud [29] subjected to a flashing one-dimensional optical lattice (e.g., [57]). As
long as the energy of the longitudinal excitations is not sufficient to excite the trans-
verse modes of the condensate, the system can be treated as one-dimensional [97] and









+ |Ψ|2Ψ− V (x, t)Ψ = 0, (5.1)
where the lattice potential,
V (x, t) = V0 f(t) [cos(x) + cos(2x+ φ)] , (5.2)
is driven biperiodically: f(t) = sin(ωt) + sin(2ωt), and V0 depends on the intensity of
the laser beams forming the lattice. The space inversion symmetry of this potential is
broken for φ 6= 0, pi (as in chapter 4). In its time-dependent form, the potential (5.2) is
not invariant with respect to the time inversion (t→ −t+ t˜) either. The importance of
breaking these symmetries for the ratchet dynamics will be discussed in the following
sections.
The dimensionless form of Eq. (5.1) is derived by using the following energy,
length, and frequency scales: E0 = ~2k2/m, a0 = 1/k, and ω0 = ~k2/m, where m is the
mass of the atoms, and k is the wavevector of the optical lattice. The dimensionality
reduction procedure, valid for a quasi-one-dimensional trapping geometry considered
in this chapter, allows us to separate the condensate wavefunction into its transverse
and longitudinal components [97]: Φ(r) = Φ(x, y, z) = ψ1D(x)Φr(y, z), where Φr(y, z)
is the ground state wavefunction of the two-dimensional harmonic oscillator with the
transverse trapping frequency ω⊥. The dimensionless wavefunction Ψ in Eq. (5.1) relates
to ψ1D as follows: Ψ = ψ1D
√
g1D, where g1D = 2(asω⊥)/(a0ω0) is the renormalized
coefficient that characterizes the s-wave interaction of the condensate atoms with the
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scattering length as. The norm of the dimensionless wavefunction, N =
∫∞
−∞ |Ψ|2dx,
and the actual number of atoms in the condensate or in a localized excitation N are
related by:
N = N/g1D (5.3)
In the case of a localized matter-wave soliton, N may be referred to as the soliton’s
effective mass [98].
5.2 Effective particle approach
To understand the effect of the weak flashing potential on the dynamics of a col-
lective excitation in the BEC, we consider a single localized excitation in the form of
a one-dimensional bright soliton. In the absence of the driving potential, the shape of
the soliton is defined by self-focusing of the matter-wave due to the attractive interac-

















Ψ∗(x, t) x Ψ(x, t)dx.
The Hamiltonian description of the field [99] allows us to write an effective energy








∣∣∣∣2 − |Ψ|42 + V |Ψ|2
]
dx (5.5)
If the ratchet potential is weak, the soliton shape is preserved during its evolution and
its dynamics is described by the motion of the center of mass. In this case, the extended



















Using Eq.(5.6) the soliton velocity can be obtained by integrating the classical equation






The effective particle approach (EPA) allows us to make intuitive predictions about the
transport properties of the soliton as a classical particle in the external potential V (x, t).
We note that the instantaneous shape of the effective potential, Veff , shown in
Fig. 5.1 (red line) becomes closer to the asymmetric shape of the optical lattice, V (x, t),
as N grows and the soliton becomes more localized. Therefore, the spatial asymmetry of
the ratchet potential is most pronounced for strongly localized excitations, containing
a large number of atoms, and as a result we expect larger values of time-averaged










In contrast, for small N the second term in (5.6) becomes exponentially smaller than
the first one, and hence the effective potential becomes practically symmetric, as shown
by the dashed black line in Fig. 5.1. The loss of spatial asymmetry should translate
to the suppression of the average current for weakly localized solitons with low peak
densities.
At large driving frequencies the dynamics of the classical particle in the effective
potential Veff is regular. There are two basic types of trajectory - transporting (in
position) and non-transporting or oscillating, whereas the momentum always remains
bounded [57, 58]. The soliton in ballistic motion will then exhibit acceleration and
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Figure 5.1: Effective potential Veff at f(t) = 1 versus initial position of soliton’s centre of
mass, X0, for N = 1 (dashed line) and N = 5 (continuous line), and the time-averaged
potential Vs(x) at N = 5 (dotted line). Parameters are: V0 = 0.3, φ = pi/2, ω = 10.
deceleration on a short time scale, as shown in Fig. 5.2(b), with a constant non-zero
average momentum which will result in the overall transport [see Fig. 5.2(a)]. The
simulations of ballistic motion in Fig. 5.2 were performed with periodic boundary
conditions, however making sure that the tails of the soliton never overlap. From these
simulations we infer that the typical soliton motion is therefore characterised by two
different time scales, T0 = 2pi/ω, the period of fast driving, and Ts, the time of slow
motion (see Fig. 5.2).
Following the standard averaging technique for rapidly driven classical nonlinear
systems [102, 103], we decompose the motion of the centre of mass into a sum of slowly
and rapidly varying parts, X(t) = Xs(t) + ξ(t), where the mean value of the fast
oscillations, ξ(t), is zero over the period of driving. Substituting this decomposition
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into the equation of motion (5.7), expanding the right hand side in the powers of ξ, and
performing the averaging over T0, we obtain in the lowest order of the small parameter
of the system, ε = T0/Ts, the explicit expression for the fast variable:



























g(Xs) = s1 sinXs + s2 sin(2Xs + φ), (5.12)
and s1 = 1/sinh(pi/N ), s2 = 4/sinh(2pi/N ). The typical form of Vs is shown in Fig.5.1
with a blue dotted line.











Figure 5.2: (a) Soliton center of mass position and (b) velocity as a function of time
corresponding to the drift motion. Parameters are: V = 0.3, φ = pi/2, ω = 10, t0 = 0.
As pointed out in [33], all the asymmetries of the system are now concealed not
only in the spatial asymmetry of Vs (see blue line in Fig. 5.1) but also in the initial
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conditions (at t = t0) for the slow variable and its velocity:











where it was assumed that the soliton is initially at rest. Given these initial conditions,
Eq. (5.10) can be integrated once to give:
v2s = v
2
s(t0) + 2 [Vs(X0)− Vs(Xs)] . (5.14)
As we will demonstrate in the following sections, even though the main equations (5.10)
and (5.13) of the time-averaged EPA do not offer an analytical dependence vs(t;X0, t0)
in the simple, closed form, they nevertheless allow us to make intuitive predictions about
the properties of the soliton current in the ratchet potential. This would not have been
easy to do with the Gross-Pitaevskii equation or the EPA alone.
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5.3 Dynamics of a single soliton
To describe the properties of the soliton’s motion caused by the ratchet potential,
we first consider the cumulative velocity of the single soliton. As can be seen in Fig. 5.3,
where we have used T ≈ 103 × 2pi/ω, X0 = 0 and t0 = 0, the EPA predictions (dashed
line) obtained by integrating Eq. (5.7) are in qualitative agreement with the numerical
results obtained from the GP equation (continuous line). As shown in Fig. 5.3, for a
given initial position of a soliton, its cumulative velocity is a function of its effective
mass, N . Clearly as T → ∞ the main contribution to the cumulative velocity comes
from nearly-ballistic trajectories, for which v(t) = vs(t) ≈ vs(t0). Consequently, the
cumulative velocity for large N can be estimated from the equations for the slow soliton
motion to be v¯ = vs(t0) = 6V0pi/(Nω)sinh−1(2pi/N ), which is in good agreement with
numerical solutions (dotted line in Fig. 5.3). As N → ∞ the velocity of the ballistic
motion tends to a constant value, for which the parameters in Fig. 5.3 is equal to
vs(0) ≈ 3V0/ω = 0.09.
In the absence of transporting motion in the system, the cumulative velocity is
zero. This is reflected in the sharp cut-off for the cumulative velocity at low N seen in
Fig. 5.3. Naturally, according to the time-averaged EPA theory, the soliton acquires
transporting motion if its initial energy, Es, is greater than the peak amplitude of the
effective confining potential V maxs , otherwise the soliton oscillates. Given the explicit
form of the effective potential for the slow motion Vs and the soliton velocity, vs(t0),











The solution of the equation Es = V maxs with respect to N determines the cut-off value
of the effective mass, which for the case X0 = 0 is Ncr = 2.13 (see Fig. 5.3).
As suggested by Eq. (5.15), the type of the soliton motion (transporting or
oscillating) will strongly depend not only on N , but also on its initial position relative
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to the lattice potential. The illustration of this drastic dependence is given in Fig. 5.4,
where solitons with the same N = 2 but different X0 are shown to be trapped (a,b) or
transported (d) by the flashing lattice. We note that Eq. (5.15) correctly predicts the
behaviour of the soliton for the given X0 in all cases, giving Es/V maxs = (23/5)s
2
2/(s1 +
s2)2 < 1 in the case (a), Es/V maxs = (23/5)(s1 − s2)2/(s1 + s2)2  1 in the case (b),
and Es/V maxs = 23/5 > 1 in the transporting case (d).
Figure 5.3: Cumulative velocity v¯ versus norm of the BEC wavefunction, N , calculated
using the GP equation (5.1) (continuous line), the EPA (5.7) (dashed), and vs(t0) from
the time-averaged EPA (5.13) (dotted); v¯ = 1 corresponds to 3.5 mm/s. Parameters
are: V = 0.3, φ = pi/2, ω = 10, X0 = 0, t0 = 0.
In addition, transported solitons starting off at different positions, X0, can move in
different directions, as shown in Figs. 5.4(c,d). The direction and speed of the transport
as a function of X0 and N are readily predicted by the expression for the initial velocity
vs(t0) of the slow motion (5.13). The qualitative correspondence between the value
of the initial velocity vs(t0) and that calculated by the numerical solution of the GP
equation (5.1) is clearly illustrated in Figs. 5.4(c,d) and 5.5.
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Figure 5.4: Density plots of the mean-field evolution, |Ψ(x, t)|2, shown for (a) N = 2
and X0 = 0, (b) N = 2 and X0 = pi/2, (c) N = 4 and X0 = 0, and (d) N = 2 and
X0 = −pi/2. Parameters are: V = 0.3, φ = pi/2, ω = 10, t0 = 0.
A close examination of the dependence of the cumulative velocity v¯ on the initial
position of the center of mass, X0, shows that the predictions of the EPA (5.7) and
the numerical solution of the GP equation (5.1) disagree for small values of N . As
shown in Fig. 5.6(a,b) for both N = 1 and N = 2 the numerical results show that the
soliton has either no cumulative velocity, or moves in only one direction. In contrast, the
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Figure 5.5: Initial velocity of the soliton center of mass, vs(t0) as a function of initial
position for N = 4 (black) and N = 2 (red). The marked points correspond to the
ballistic motion shown in Fig. 5.4(c,d). Parameters are: V = 0.3, φ = pi/2, ω = 10,
t0 = 0.
cumulative velocity calculated using the effective equation of motion (5.7) arising from
the EPA is almost symmetric with respect to X0 = 0 as expected in the limit of small
N due to the symmetry of the effective potential (see Fig. 5.1). These discrepancies
are due to the fact that for N < 2.5, the soliton’s size is comparable to or larger than a
period of the optical lattice, and hence it is more accurately described as a wavepacket
than an effective particle.
For large values of the effective mass, N ≥ 5, corresponding to a strongly local-
ized matter-wave soliton, the dynamics is well described by the EPA. Accordingly, in
Fig. 5.6(c) we see a good agreement between the numerics and the EPA in the details
of the cumulative velocity dependence on X0.
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5.4 Average current
Despite the strong dependence of the dynamics on the initial position of the
soliton, since the space inversion symmetry of the lattice is broken, it is expected that







and thus signal the true ratchet effect. Indeed, even the rough analytical estimate of












is non-zero when averaged over X0. This rough approximation, however, underestimates
the absolute value of the cumulative (and hence averaged) velocity; the numerical so-
lution of the equations of motion (5.7) and (5.10) can be employed to obtain a more
accurate dependence. In Fig. 5.7 we plot the soliton velocity calculated using the GP
equation, EPA (5.7) and time-averaged EPA (5.10) averaged over all initial positions as
a function of the number of atoms. It can be observed indeed that the average velocity
is non-zero and therefore the ratchet transport is present in this system, as long as the
number of atoms (or the norm, N ) of the solitons is large.
As expected and seen in Fig. 5.7, the EPA results obtained by solving Eq. (5.7)
and numerical solution of Eq.(5.1) agree for large values of N , but clearly disagree both
on the onset of the ratchet effect and on its magnitude at small N . In particular, as
demonstrated in Fig. 5.6(a,b), for N < 2.5 a soliton attains a much larger average
velocity than that predicted by the EPA, due to the fact that the effective potential,
Veff , loses its spatial asymmetry. It is specially remarkable that the ratchet works much
better for a weakly localized soliton than it does for a strongly-localized particle-like
excitation, achieving larger average velocities when the extended nature of the excitation
cannot be ignored.
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We note that the time-averaged EPA (5.10) [dotted line in Fig. 5.7] correctly
predicts the order of magnitude of the non-zero average current for smaller N , but is


















Figure 5.6: (a) Cumulative velocity, v¯, versus soliton initial position, X0, for (a) N = 1;
(b) N = 2; (c) N = 5; calculated from the numerical solution of the GP equation (solid
line) and EPA (dashed). Parameters are: V0 = 0.3, φ = pi/2, ω = 10, t0 = 0.
5.4.1 Average over t0
Finally, we discuss the importance of the time-reversal symmetry breaking for the
ratchet dynamics of a matter-wave soliton. So far, we have discussed the averaging over
the initial positions of the soliton, X0 assuming that the soliton is loaded into the lattice
at the time t0 = 0. However, in an experiment both X0 and t0 would be difficult to
control. Therefore any attempt to detect an average current would involve the averaging
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Figure 5.7: (a) Average velocity 〈v¯〉 versus number of atoms in the soliton, N , calcu-
lated using the GP model (solid line), EPA (dashed), and time-averaged EPA (dotted).
Parameters are: V0 = 0.3, φ = pi/2, ω = 10, t0 = 0.
over many experimental realizations, i.e. effectively over both X0 and t0. Figure 5.8
shows the cumulative velocity of the soliton computed using the GP equation over a
range of initial conditions t0 sampled over a single driving period. Importantly when
the time-reversal (shift) symmetry {t→ −t+pi/ω, Ψ→ Ψ∗} is preserved, as is the case
for a single-harmonic driving with f(t) = sin(ωt), the dependence v¯(t0) is completely
symmetric (solid line in Fig. 5.8) and averaging over all t0 produces zero total current
(〈v¯s〉t0 = −1.75 × 10−5 in Fig. 5.8). In contrast, the biperiodic in time potential (5.2)
with f(t) = sin(ωt) + sin(2ωt) breaks the symmetry and produces a non-zero average
velocity (〈v¯s〉t0 = 5.14× 10−3 in Fig. 5.8).
Remarkably, this result can be confirmed in the time-averaged EPA picture, where
the potential confining the effective particle neither depends on time t nor on t0. In-
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stead the critical information about the time-dependence of driving and hence time-
reversal (shift) symmetries in this approach is contained in the initial condition vs(t0)
[see Eq. (5.13)]. We have checked that averaging of the cumulative velocity v¯s over
all t0 with the parameters used to produce Fig. 5.8 yields 〈v¯s〉t0 = 2 × 10−6 ≈ 0 and
〈v¯s〉t0 = −7.5× 10−3 for a single-harmonic and biperiodic vs(t0), respectively.








Figure 5.8: Cumulative velocity, v¯, versus initial time, t0, calculated using the GP
equation (5.1) and the time-varying lattice amplitude, f(t), which includes either one
(solid line) or two harmonics (dashed). Parameters are: V0 = 0.3 for biperiodic and
V0 = 0.528 for single-harmonic driving, ω = 10, N = 2.5, and X0 = −pi/2. Two
different V0 have been used in order to have the same barrier height with a single and
with a double harmonic.
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5.5 Ratchet-induced soliton collisions
The dependence of the soliton velocity on N means that dissimilar solitons placed
at equivalent positions (i.e. at X0 + 2pim) relative to the ratchet potential will move at
different speeds and engage in collisions. Conversely, if the solitons are identical, colli-
sions can occur only if they have different initial positions in the lattice (and therefore
different cumulative velocities). The difference between the two scattering scenarios is
in the interaction energy, which for a pair of solitons 1 and 2 is proportional to N1N2
(see, e.g., [98]). For a fixed N1 ≥ N2, the interaction is stronger in the case of solitons
with equal effective masses N . This leads to different scattering patterns in the cases
of N2 6= N1 and N1 = N2.
A single collision event is nearly elastic in the case of strongly dissimilar solitons.
The driving has little effect on the soliton collisions because of its small amplitude
and fast variation, and each collision event leads to small incremental changes in the
soliton’s position in the phase space. In order to detect the effect of the ratchet potential,
multiple soliton collisions should be realized. This would be possible in an experiment
if the ratchet potential was combined with a toroidal trap [69, 70, 71, 72]. Numerically,
toroidal geometry is easily simulated by adopting periodic boundary conditions. As
can be seen in Fig. 5.9(a), in a multiple scattering process of in-phase solitons, a larger
moving soliton can induce the transport of a smaller soliton which would otherwise
not be transported by the ratchet. This is due to the fact that incremental changes
in the soliton’s position and momentum eventually move the smaller soliton from a
non-transporting to a transporting trajectory in the phase space.
In the case of identical in-phase solitons, each collision event can induce a sudden
shift from a non-transporting to transporting trajectory in the soliton’s phase space,
and vice versa. This is evident in Fig. 5.9(b) where we can see dramatic changes in
the soliton velocities after collisions. In this scenario, the spatial shift that solitons
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acquire during each collision may lead to an effective averaging over X0 after multiple
collisions. As a result, a non-zero average current can, in principle, be observed for a
sufficiently large number of collisions or for a sufficiently large number of interacting
solitons. An example of this effect is shown in Fig.5.10(a), which displays the collision of
seven solitons with different norms. Such a distribution of solitons can be prepared, for
example, if a ground state of an attractive condensate in a harmonic trap is fragmented
by a deep optical lattice. We show the details of the profiles of the wavepackets at time
t = 0 in Fig.5.10(b), t = 300 in Fig.5.10(c) and t = 600 in Fig.5.10(d). One can see that
solitons with large peak densities are strongly transported by the ratchet and as a result
get spatially separated from the smaller wavepackets. This suggests the possibility of

















Figure 5.9: (a) Collision between two solitons, one with N = 4 with initial position
X0 = 0 and the other one with N = 2.2 and initial position X0 = 4pi. (b) Collision
between two solitons with N = 4 located at X0 = 0 and x0 = 3pi+ 1.2. Parameters are:
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Figure 5.10: (a) Density plot of the mean-field evolution, |Ψ(x, t)|2 of 7 solitons with
N = 5 and X0 = 0, N ≈ 4.01 and x0 = ±4pi, N ≈ 2.1 and X0 = ±8pi and N ≈ 0.7
and X0 = ±12pi. (b)-(c)-(d) Density of the wavefunction |Ψ|2 versus x at time t = 0,
t = 300 and t = 600 respectively. Parameters are: V = 0.3, φ = pi/2, ω = 10, t0 = 0.
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5.6 Physical parameters
To relate our dimensionless quantities to typical experimental parameters, we
consider, as an example, the experimental setup of Ref. [29] employed to observe a
bright matter-wave soliton in a strongly elongated 7Li condensate cloud. In order to
observe the one-dimensional soliton, the scattering length of 7Li was modified to be
as ≈ −0.21 nm, and the condensate was trapped in a quasi-one-dimensional atomic
waveguide with ω⊥ = 2pi × 710 Hz. We note that, for this value of the transverse
frequency, the chemical potential corresponding to a BEC soliton is always smaller than
the transverse excitation energy, which justifies the dimensionality reduction in the
mean-field model (GP equation).
To realize an optical ratchet potential in a similar setup, an additional optical
lattice can be superimposed along the waveguide axis. The realization of the flashing
lattice is within current experimental capabilities and the stationary form of the poten-
tial (5.2) was recently realized in the experiments with ultracold rubidium vapor in a
Fourier-synthesized optical lattice [65]. If the lattice is formed by light beams derived
from a CO2 laser with wavelength λ = 10.62µm, crossed at an angle θ = 38◦, then our
scaling units of length and frequency take the values a0 = λ/[4pi sin(θ/2)] = 2.52µm
and ω0 = 2pi × 224 Hz. A stable bright soliton typically created in the experiment [29]
contains N ≈ 5 × 103 atoms, which corresponds to the soliton norm N ≈ 2.62 in our
units. Finally, we note that due to the nature of our scaling, the same value of the atom
number, N , may correspond to larger or smaller values of a0 (and hence N ), depending
on the angle θ.
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5.7 Summary
In this chapter the dynamics of bright matter-wave solitons in a weak flashing
optical ratchet potential has been studied. It has been found that the soliton velocity
depends both on the number of atoms in the soliton and on its initial position. For
instance, for small atom numbers, the soliton transport occurs in one direction only,
while larger solitons may be transported in either direction. This implies that, averaging
over all initial positions, a stronger ratchet effect will appear for solitons with small peak
densities.
The scattering of the matter-wave solitons moving under the influence of a ratchet
potential has been also investigated and resulted in interesting findings. In fact, depend-
ing on the size of the solitons, their collisions can cause either gradual or instantaneous
transitions between moving ballistically or oscillating. It has also been demonstrated




In this thesis I have focused on systems which describe ultra-cold atoms in time-
varying optical lattices and which present interesting transport properties. For example,
systems where directed currents can be generated, and in which the current is qualita-
tively different from what is expected in the corresponding classical system. We have
also focused on quantum systems in which the interaction between the atoms can change
qualitatively the current properties. In order to do so, we have:
1) analyzed the symmetries of the system in order to predict the occurrence/ absence
of a directed current;
2) explored qualitative features of the current as a function of various parameters, for
example the possible appearance of current reversals;
3) tried to study simple models where general conclusions could be drawn, and at the
same time studying realistic models always taking into account the experimental possi-
bilities.
We started analyzing in detail the phenomenon of directed transport for a kicked
Hamiltonian system in quantum resonance. We found that directed transport can be
in different directions depending on the intensity of the kick or on its period. This
phenomenon was unexpected and, interestingly, the direction of the motion changed
periodically with the intensity of the kick. We have also shown that for an asymmetric
initial condition the periodic effect due to quantum resonance was superimposed on the
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expected drift due to the asymmetry of the initial condition. Finally, we have found that
even though an explicit time-symmetry breaking is not required, breaking the spatial
symmetry is a necessary condition to have directed transport, in this case acceleration.
Then we investigated the quantum dynamics of a Bose-Einstein condensate in
a pair of periodically flashed optical lattices. We showed how the interaction between
atoms in the condensate, studied in the mean-field approximation, can break a quantum
symmetry (present in the model that we have studied in the non-interacting limit), thus
giving rise to the ratchet effect. The directed current generated was a clear signature
of the presence of interaction. We also analyzed the role of noise and experimental
errors and found that these could not generate a signal as strong and clear as the
interaction. We also discussed the validity of the mean-field description in this strongly
perturbed (kicked) system. We found that this description was valid for a large region
of parameters hence validating the results obtained.
We then considered a system in which the time-reversal symmetry is not broken
and the system is driven smoothly. This therefore separates this investigation from all
previous works on Hamiltonian ratchets and from studies of time-symmetric quantum
resonant directed currents. We have shown that starting from initial conditions sym-
metric both in momentum and space, interactions treated in the limits of a mean-field
approximation can induce a directed current in the condensate. In a full many-body
analysis of the system, symmetry considerations imply that this directed current is
asymptotically decaying; despite this fact we demonstrated that a finite current persists
over a time scale which increases with increasing atom numbers in the condensate. Hence
we have shown that, in Bose-Einstein condensates, the interaction plays a prominent
role in inducing long lasting currents, when otherwise impossible.
We also studied the dynamics and transport of bright matter-wave solitons in a
weak flashing optical ratchet potential. The important feature of the ratchet-induced
transport is the dependence of the soliton cumulative velocity on both the number
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of atoms and the initial position of the soliton. For small atom numbers, the soliton
transport occurs in one direction only, while larger solitons may be transported in either
direction. As a result, the averaging over all initial positions results in a strong ratchet
effect for solitons with small peak densities. The results obtained by direct numerical
integration of the one-dimensional mean-field model (Gross-Pitaevskii equation) showed
good qualitative agreement with the effective-particle approximation. However, the
ratchet works best for solitons whose width is comparable to the spatial period of the
perturbing potential, in the regime where the effective particle approximation is less
applicable.
In this model we have also investigated the scattering of the matter-wave solitons
moving under the influence of a ratchet potential and found unexpected results. De-
pending on the size of the interacting solitons, their collisions can cause either gradual
or instantaneous transitions between transporting and non-transporting trajectories in
phase space. We have demonstrated that for multiple solitons of different sizes, ini-
tially formed in a harmonically trapped condensate, this effect could result in directed
transport or spatial filtering of solitons.
Possible future developments of the topics addressed in this thesis could be pur-
sued in various directions. It would be natural to study, for example, directed transport
in dimensions higher than one. In particular, with drivings which break some relevant
symmetries, not only would it be possible to have directed currents, but also vortices in
two dimensional systems and knots in three dimensional systems could be generated.
Extension of the current work to open systems is another interesting direction of
research where, for example, the role of temperature in affecting the direction of motion,
can be analyzed in detail.
Research in the field of quantum ratchets open the possibility to study and con-
tribute in many exciting areas in physics, and this is why I am glad to have dedicated
my thesis to this topic.
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Appendix A
Quantum resonances in the δ-kicked rotor
Here I would like to present in a more detailed form the phenomenon of quantum
resonance [104, 105]. I am not aiming to give a complete review on the rich physics of the
classical and quantum kicked-rotor because a book would be needed for it. I would like
just to point out a few aspects that can help the reader to understand parts of my thesis.
The starting point that I chose is the physical Hamiltonian of an atom of mass
M in a quasi 1-D toroidal trap with period λ = pi/kL. The atom is driven by a cosine










where p and x are the conjugate variable momentum and position of a particle,
V0 is the intensity of the potential. Given the δ-like nature, in time, of the potential, it
is also called δ-kick potential and the period between two kicks is T .
From Hamilton equations it is possible to derive the equation of motions in the form of
a simple map which relates the position and momentum after the l − th kick (xl, pl) to
the position and momentum after the l − th kick plus one (xl+1, pl+1). The map is: pl+1 = pl − k sin(2kLxl+1)xl+1 = xl + plT/M (A.2)
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where k = 2kLV0. It is possible to simplify the equation by a change of variable, that is
θ = 2kLx and n = 2kLT/M p which gives: nl+1 = nl −K sin(θl+1)θl+1 = θl + n (A.3)
where K = kT/M . This is known as the Chirikov-Taylor map or the standard map. It
is clear that only the parameter K affects the dynamics of this classical system. For
K < 1 the system is mostly regular, for K ∼ 1 the last KAM-tori is broken and for
K  1 the system is completely chaotic.
At a quantum level, the commutation relation between momentum and position is given
by:
[x, p] = i~ → [θ, n] = i8ωRT (A.4)
where ωR = ~k2L/2M is the recoil frequency. It is hence clear that the kicking period is
related to an effective ~, that is:
8ωRT = ~eff (A.5)
The evolution of a quantum wavefunction from the time 0+ (that is just after the kick
at time 0) to just after the lth kick is given by:
ψ(θ, lT+) = Uˆ lψ(θ, 0+) (A.6)








It is evident now that the parameters k and T play a separate role in the evolution of
the wavefunction. The behavior of the wavefunction would be well described by the
classical map only for ~eff (that is T ) going to zero while keeping K = kT/M constant.
Working in units where ~ = M = 2kL = 1 we have:





where nˆ = −i ∂∂θ and given the boundary conditions, can only take integer values.
Thus for T = 4pi rq (where r and q are co-prime) we expect a very peculiar behavior
[59]. This behavior is called quantum resonance and it is characterized by a quadratic
growth of the energy in time.
For instance, the simplest case is for T = 4pi, where we have:
ψ(θ, lT+) = eik l cos(θ)ψ(θ, 0+) (A.9)
which leads to a quadratic growth of the energy of the particle E ∝ k2l2. This
is independent of the value of k unlike in the classical case. It is a purely quantum
behavior.






































We present a derivation of the Gross-Pitaevskii (GP) equation and of the evolution
equations of the non-condensed part. This allows us to estimate the range of validity
of the time-dependent GP equation. The derivation of these equations is performed in
a system with a fixed number of particles N following Ref.[68, 106].
B.1 Basic equations and assumptions
We consider N scalar bosons in a time-dependent trapping potential Vext(r, t).
Those bosons undergo pair interactions, and as usual in theoretical treatments, we
replace the true interaction potential by a local pseudopotential as in Eq.(5.2) where g
follows Eq.(1.16). The Hamiltonian is described by Eq.(1.12).
B.1.1 Definition of the condensate wave function
As discussed in subsection 1.1.2, we are in the presence of a condensate when
there is one eigenvector Φex of the one-body density matrix ρ1 (see Eq.(1.10)) with
eigenvalue Nex of order N . That is:
ρ1|Φex〉 = Nex|Φex〉 (B.1)
In what follows, Φex will be normalized to unity:
〈Φex|Φex〉 = 1 (B.2)
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The existence of a macroscopically populated state Φex motivates splitting the field
operator into a part with macroscopic matrix elements and a remainder, which accounts
for non-condensed particles:
Ψˆ(r, t) = Φex(r, t)aˆex(t) + δΨˆ(r, t) (B.3)
The mode operator aˆex is given by
aˆex =
∫
dr Φ∗ex(r, t)Ψˆ(r, t) (B.4)
In the Schro¨dinger picture, aˆex(t) annihilates a particle in the condensate wave function
Φex(r, t). It has matrix elements on the order of
√
Nex since the expectation value is
〈aˆ†ex(t)aˆex(t)〉 = Nex . The remainder δΨˆ is obtained by projection of the field operator
Ψˆ(r) orthogonally to Φex:
δΨˆ(r, t) =
∫
dr′ Qex(r, r′, t)Ψˆ(r′, t) (B.5)
where Qex(r, r′, t) = δ(r − r′) − Φex(r, t)Φ∗ex(r′, t) projects onto the one-particle states
orthogonal to the condensate wave function Φex(r). Hence δΨˆ is orthogonal to Φex and
satisfies quasibosonic commutation relations
[
δΨˆ(r, t), δΨˆ†(r′, t)
]
= Qex(r, r′, t) (B.6)
and it commutes with aˆ†ex.
B.1.2 Identification of a small parameter
We consider the regime where the mean number of non-condensed particles is
much smaller than the number of condensed particles:
〈δNˆ〉 =
∫
dr 〈δΨˆ†(r, t), δΨˆ(r, t)〉  Nex ≈ N. (B.7)
From the fact that δΨˆ(r, t) in Eq.(B.3) has matrix elements scaling as
√
〈δNˆ〉, whereas
those of aˆex are of order
√
N , we conclude that the small expansion parameter under
118
consideration is the square root of the non-condensed fraction
√
〈δNˆ〉/N . In the weakly
interacting regime we can approximate
√
〈δNˆ〉/N with √1/N and use this as a small
parameter.
From Eq.(1.10, B.3, B.4) we get:
〈aex(t)δΨˆ(r, t)〉 = 0 (B.8)
where the expectation 〈 ... 〉 is taken in the initial state at t = 0. This is due to the
fact that there are no off-diagonal matrix elements in the one-body density operator
between the condensate and any excited state.





where Nˆ is the total number of particles operator. The matrix elements of Λex are of
order one and the expectation value of Λex vanishes exactly:
〈Λˆex(r, t)〉 = 0 (B.10)
We can now expand Λˆex and Φex in powers of 1
√
N :











|Φ〉 is also normalized to unity. The expectation value of Λˆ also disappears and Λˆ obeys
the commutation relation
[
Λˆ(r, t), Λˆ†(r′, t)
]
= Q(r, r′, t) (B.12)
where Q(r, r′, t) = δ(r − r′)− Φ(r, t)Φ∗(r′, t).
From an expansion in powers of 1/
√




it is possible to derive an equation for each order of the expansion. At the lowest order
of approximation,
√





|Φ〉 = η(t)|Φ〉 (B.13)
where H = pˆ22m + Vext(r, t) + g|Φ|2 and the arbitrary real function η(t) corresponds to
an arbitrary global phase of the wavefunction Φ. We have thus derived the time GP
equation (1.19) with the choice η(t) = 0.
Given a system in a steady state, ρ1 is time independent and Φ can be chosen to
be time independent as well. Eq.(B.13) then reduces to:
H|Φ〉 = µ|Φ〉 (B.14)
where η(t) = µ is a constant which corresponds to the chemical potential. In what
follows, we take the solution of Eq.(B.14) as the initial condition for the time evolution
of Φ(t) and we set
η(0) = µ (B.15)













 H+ gQ|Φ|Q gQΦ2Q∗
−gQ∗Φ2Q −H− gQ∗|Φ|Q∗
 (B.17)
The operator L is not Hermitian and it obeys the following properties:










. This implies that if (u, v) is an eigenvector of L with eigenvalue
E, (u∗, v∗), it is also an eigenvector of L but with eigenvalue −E∗ and (u,−v) is a vector
of L† with an eigenvalue E. The eigenbasis can be normalized so that
〈uk|uk′〉 − 〈vk|vk′〉 = δkk′
〈uk|u∗k′〉 − 〈vk|v∗k′〉 = 0
(B.20)




 (〈Φ|, 〈0|) +
 |0〉
|Φ∗〉





















 (−〈v∗k|, 〈u∗k|) (B.22)











where the coefficients bˆk are obtained by projection on the eigenvector (uk, vk) using
the adjoint vector (uk,−vk):
bˆk =
∫
dr u∗kΛˆ− v∗kΛˆ† (B.24)












To compute (Λˆ, Λˆ†) at any later time, it is necesary to evolve the decomposition










which keeps the bˆk time independent:
d
dt
bˆk = 0 (B.28)











which shows explicitly that the time evolution of Λˆ(r, t) is contained in the time de-
pendence of the mode functions (uk(r, t), vk(r, t)). This is very convenient, because it is
not necessary to deal with operators but just with the evolution of regular functions to
calculate the evolution of Λˆ.





〈bˆ†k bˆk〉〈uk|uk〉+ 〈bˆ†k bˆk + 1〉〈vk(t)|vk(t)〉 (B.30)
where 〈bˆ†k bˆk〉 = [exp(Ek/kBT )− 1]−1. At a temperature T = 0 it is simply given by:
〈δNˆ〉 =
∑
k
〈vk(t)|vk(t)〉 (B.31)
