We introduce a new numerical algorithm for solving one-dimensional time-fractional Tricomi-type equations (T-FTTEs). We used the shifted Jacobi polynomials as basis functions and the derivatives of fractional is evaluated by the Caputo definition. The shifted Jacobi Gauss-Lobatt algorithm is used for the spatial discretization, while the shifted Jacobi Gauss-Radau algorithmis applied for temporal approximation. Substituting these approximations in the problem leads to a system of algebraic equations that greatly simplifies the problem. The proposed algorithm is successfully extended to solve the two-dimensional T-FTTEs. Extensive numerical tests illustrate the capability and high accuracy of the proposed methodologies.
Introduction
The fractional calculus is a mathematical tool was firstly mentioned by Riemann and Liouville about 300 years ago, and has been developed successively up to now. In different modeling, such as bioengineering [1] , anomalous transport [2] , economics [4] , chemistry [3] and others [5, 6] , fractional equations was introduced as a value tool in modeling various phenomena. The exact solutions of al-most fractional differential equations can not be obtained, therefore, the development of numerical methods for solving fractional equations has received considerable attention in recently times [7] [8] [9] [10] [11] [12] [13] [14] [15] .
Recently, spectral methods [16] [17] [18] [19] [20] are efficient and highly accurate schemes when compared with the local methods. The exponential rates of convergence and high level of accuracy are the more advantages of spectral methods. They have been used as powerful techniques to numerically solve several types of differential equations [21, 22] and fractional differential equations, see [23, 24] . The major step of all techniques of spectral methods is to write the approximate solution as a finite sum of specific basis functions, which may be orthogonal polynomials or combination of them, and then select the coefficients with a view to decay the difference between the approximate and exact solutions as possible as we can. The spectral collocation method is one of the most important of spectral methods, that is more applicable and frequently applied to obtain the numerical solution of the different types of the fractional integro-differential equations [25] and fractional partial differential equations [26, 27] .
In early times, Tricomi [28] started the work on the linear partial differential equations of variable type with boundary condition. Frankl [29] mentioned that the gas flows with nearly sonic speeds can be modeled using the Tricomi problem. For more applications of the Tricomi equation, see [31] [32] [33] [34] [35] . The local discontinuous Galerkin finite element (LDG-FE) method has been used by Zhang et al. [30] for numerically solve the one-dimensional linear T-FTTE. The authors in [36] , discussed the numerical solution of two-dimensional time-fractional tricomi-type equations using the finite element method.
The main goal of this paper is to introduce a new efficient spectral technique to numerically solve the TFTTEs. The shifted Jacobi spectral collocation method by means of the Jacobi Gauss-Lobatto and Jacobi GaussRadau quadratures has been constructed in this paper. The proposed algorithm is successfully extended to solve the two-dimensional T-FTTEs. Finally, we apply this technique to numerically solve numerous examples to prove that this method is accurate and efficient compared with alternative methods.
Our paper is arranged as follows. Few facts of fractional calculus and shifted Jacobi polynomials are listed in the coming section. In Sections 3 and 4 the spectral collocation method is applied to solve the one-and twodimensional T-FTTEs. In Section 5, several examples have been solved to show the accuracy and efficiency of the proposed method. Finally, Section 5 outlines the conclusions.
where m is the ceiling function of ν.
Definition 2.3. The Caputo fractional derivatives of order ν is defined as
Properties of shifted Jacobi polynomials
Some few properties of shifted Jacobi polynomials are presented in this subsection. In the following, few relations related to Jacobi polynomials are listed:
where
Moreover, the rth derivative (r is an intger) of P (θ,ϑ) j (x), may be obtained from
For the shifted Jacobi polynomial
, L > 0, the explicit analytic form is written as
Thus, we can derive the following properties for any integer r
Assuming that w
we can define the norm and inner product for the weighted space L
The set of shifted Jacobi polynomials forms a complete L 
We used x The corresponding nodes and corresponding Christoffel numbers of the shifted Jacobi on the interval [0, L] can be given by
For any ϕ ∈ S 2N+1 [0, L] and using quadrature property, we have
3 One-dimensional T-FTTEs
By means of the shifted Jacobi Gauss-Lobatto and shifted Jacobi Gauss-Radau quadrature formulaes, the shifted Jacobi spectral collocation method is applied to solve the TFTTEs.
Consider the T-FTTEs in the following form
with the initial condition (16) and boundary conditions
where is real non-negative number and f (x, t), ϕ 0 (t), ϕ 1 (t), u 0 (x), u 1 (x) are given functions. Here, △ is the differential operator
We are ready to use the SJ-GL-C and SJ-GR-C methods to transform the above T-FTTEs into a system of algebraic equations. To do so, we approximate the independent space variable x using the SJ-GL-C method, while the independent temporal variable t was approximated by the SJ-GR-C method. Now, we list the major steps of the mixed SJ-GL-C and SJ-GR-C methods for solving the T-FTTEs. The solution of Eq. (15) is approximated as
may be written as
Consequently, we get
while the numerical treatment of initial and boundary conditions are
In the novel spectral collocation algorithm, the residual of (15) is set to zero at (N − 1) × (M − 1) of collocation points. Consequently, we find
This create a system of (M − 1) × (N − 1) algebraic equations in the unknown coefficients, a ij , and the remainder of this system is acquired by the initial (16) and boundary (16) conditions, as
where t
The combination of Eqs (24), (25) and (26) generate a system of (M + 1) × (N + 1) algebraic equations in the unknown coefficients a i,j , that can be easily solved. After the coefficients a i,j are determined, it is straight forward to compute the approximate solution u N,M (x, t) at any value of (x, t) in the given domain.
Two-dimensional T-FTTEs
In the current section, we extend the previous algorithm to numerically solve the two-dimensional T-FTTEs in the following form
related to the initial and boundary conditions
where H(x, y, t), g 0 (x, y), g 1 (x, y), g 2 (y, t), g 3 (y, t), g 4 (x, t) and g 5 (x, t) are given functions. While, the differential operator △ is given by
Similar steps to that given in the previous section, enable one to write
where 
Also, the second spatial partial derivatives
can be computed as
Moreover, the time fractional derivative c D ν t can be obtainted as
Therefore, adopting (29)- (35), enable one to write (27) - (28) in the form:
Moreover, the collocation treatment of the initialboundary conditions immediately, gives
Setting the residual of (27) 
and from the initial conditions, we obtain 
The combination of (39) and (40) provides (M + 1) × (N + 1) × (K + 1) algebraic equations
The resulting system (24) can be easily solved. 
Numerical results
In this section, we compare the new results with those obtained in the literature for revealing that our results are more accurate and effective. The absolute difference between the approximate and exact solutions, namely absolute error, is given by
where u(x, y, t) and u N,M,K (x, y, t) are the exact and numerical solutions at the point (x, y, t), respectively. Moreover, the maximum absolute errors (MAEs) is computed by
Also we can denote to L 2 by
Example 1. We start with the following problem
The exact solution is given by u(x, t) = t 3 (x − x 2 ) 5 .
Zhang et al. [30] used the LDG-FE method to numerically solve the previous problem. To show that the novel algorithm is more accurate than the LDG-FE [30] , in [30] . Moreover, we list the CPU time of problem (45) using the novel algorithm at θ 1 = ϑ 1 = θ 2 = ϑ 2 = 0 with several choices of ν, N, M, in Table 3 .
In Fig. 1 
Example 2. Consider the following periodic boundary condition problem
with f (x, t) = (
The exact solution is given by u(x, t) = t 3 cos(2πx). 
Example 3. Consider the following time-fractional wave equation
with the exact solution u(x, t) = sin(2πx)(sin(2πt) + cos(2πt)). Table 6 and Table 7 display L 2 -error and L ∞ -error using our method with several choices of N, M, θ 1 , ϑ 1 , θ 2 , and ϑ 2 with ν = 2 and compare the achieved results with those obtained using the LDG-FE [30] .
Example 4. Finally, we will test the following twodimensional T-FTTES
The exact solution is given by u(x, t) = t 2 sin(2πx) sin(2πy). Table 8 displays L 2 -error using our method with θ 0 = ϑ 0 = θ 1 = ϑ 1 = θ 2 = ϑ 2 = 0, and several choices of N, M, and ν. In this table, we compare the achieved results with those obtained using the finite element method [36] . In Fig. 6 , we plot the curves of the exact u(x, y, t) and numerical u 8, 8, 8 
Conclusion
By means of SJ-GL-C and SJ-GR-C schemes, we have introduced a space-time spectral algorithm for solving T-FTTEs . According to the numerical results obtained above, we can concluded the high accuracy of our technique. Numerical examples were given to confirm the rightness and reliability of our method. The results display the accuracy of the novel method.
