In this paper, the influence of four key issues on wavelet-based analysis of hydrologic series' complexity under multi-temporal scales, including the choice of mother wavelet, noise, estimation of probability density function and trend of series data, was first studied. Then, the complexities of several representative hydrologic series data were quantified and described, based on which the performances of four wavelet-based entropy measures used commonly, namely continuous wavelet entropy (CWE), continuous wavelet relative entropy (CWRE), discrete wavelet entropy (DWE) and discrete wavelet relative entropy (DWRE) respectively, were compared and discussed. Finally, according to the analytic results of various examples, some understanding and conclusions about the calculation of wavelet-based entropy values gained in this study have been summarized, and the corresponding suggestions have also been proposed, based on which the analytic results of complexity of hydrologic series data can be improved.
Introduction
Hydrologic processes in nature are influenced by many and often associated physical factors, mainly involving the climatic and land surface conditions [1] [2] [3] . Moreover, when encountering the great influence of climatic change [4, 5] and human activities [6, 7] , hydrologic time series show more complicated characteristics. Observed hydrologic series usually show non-stationary and multi-temporal scale characteristics in daily, monthly, annual and multi-annual processes [3, 8] . Revelation of these complicated characteristics, as well as description of hydrologic series' complexity, is a substantial issue in the field of stochastic hydrology, because it is not only the basis of hydrologic forecasting, water resources management and many other practical water activities, but also the basis of evaluating the impacts of climatic change and human activities on hydrologic processes [9] .
Presently information theories have been widely applied in hydrology to quantify the variability in hydrologic variables (e.g., precipitation, runoff, temperature and discharge) [10] [11] [12] , in which the Shannon entropy is a primary measure of the degree of uncertainty, such as disorderliness, randomness and irregularity [13, 14] . Generally, higher entropy reflects more random and complicated systems, and vice versa. Therefore, the highest entropy is assigned to white noise process that is completely random and unpredictable [9] . Presently, various entropy-based methods have been applied in hydrologic series analysis, such as the use of principle of maximum entropy (POME) in hydrologic frequency analysis [3, 15] , maximum entropy spectral analysis (MESA) in period identification [16] . As for the description of hydrologic series' complexity, traditional entropy measures usually provide inaccurate or incomplete descriptions of hydrologic systems which generally operate over multi-temporal scales and have higher complexity than those just on a single scale [9, 11] . Compared with traditional entropy measures, the sample entropy (SE) and multi-scale entropy (MSE) are more effective and applicable for analysis of those systems with multi-temporal scales characteristics [9, 17, 18] , but they cannot deal with the non-stationary characteristics of hydrologic series data; moreover, many key parameters which are difficult to be accurately estimated in practice, such as the tolerance criterion and embedding dimension, influence their analytic results.
Another popular and powerful method of time series analysis is the wavelet analysis (WA) which presently has been widely applied to many fields of hydrology, because it has the advantage of elucidating localized characteristics of non-stationary time series both in temporal and frequency domains [19, 20] . The wavelet entropy (WE), which is the combination of WA with information theory, is an important and commonly used concept of describing the complexity of hydrologic series under multi-temporal scales [21, 22] . Concretely, it is used first to analyze hydrologic series data by WA, such as the continuous wavelet transform (CWT) and multi-resolution analysis (MRA), and then to calculate the entropy measures, mainly including the conventional Shannon entropy [13] , mutual information content [23] and relative entropy [24] . However, when applying these wavelet-based entropy measures to hydrologic series, the analytic results are usually influenced by many key issues, such as the choice of mother wavelet, noise, estimation of probability density function (pdf), and series' trend. To the authors' knowledge, there are few studies on these key issues in present contributions, therefore the accuracy and reliability of analytic results of WE cannot be verified; moreover, the differences of performances of various wavelet-based entropy measures are also unknown. Therefore, two main objectives are pursued in this study; one is to evaluate the influence of several key issues on the calculation of entropy values; and the other is to compare the performances of various wavelet-based entropy measures. To achieve the two goals, the wavelet theory and entropy measures used in this paper are briefly introduced in Section 2. In Section 3, the selected representative hydrologic series data are first described; then, the complexities of them are described by using various wavelet-based entropy measures, and analytic results are compared and discussed, based on which some understanding and findings are gained. Finally, this study is summarized and concluded in the last section.
Methods

Wavelet Analysis
We use wavelet analysis (WA) to reveal the multi-temporal scale characteristics of hydrologic series. The continuous wavelet transform (CWT) is operated via the translation and dilation (or contraction) of a mother wavelet ȥ(t) across the series f(t) as a function of time t [8] :
Therefore, the time series f(t) after wavelet decomposition can be described as:
where f is the residual component reconstructed by using approximations wavelet coefficients under the DL M, which generally corresponds to the mean or trend of f(t). f j (t) is the sub-signal under the DL j reconstructed by using details wavelet coefficients [25] .
Entropy Measures
We use two entropy measures, Shannon entropy and relative entropy, to quantify the complexity of hydrologic series in this paper. Their calculation methods are described as follows.
According to information theory [13] , the Shannon entropy (H) is calculated as:
where p(x i ) is the pdf used to describe the random characters of variable x with the length of n. In Equation (8) the base of 2 is used, thus entropy is measured in bits. H is a measure of information; more information results in lower entropy, and vice versa. Therefore bigger value of H presents more disordered and complicated hydrologic systems. Besides, relative entropy (RE) is a measure of the similarity between two variables x and y given by the pdf of p and q respectively, and it is described as:
Equation (9) can be interpreted as the amount of additional information necessary to represent p given the q. Therefore a smaller value of RE reflects better agreement between p and q [11] . The RE is used in this paper mainly to analyze the similarity between original series and its sub-signals under different TSs (or DLs), based on which we can identify the real components of series data.
Because the values of H and RE are calculated based on the wavelet results in this paper, four wavelet-based entropy measures are considered, namely continuous wavelet entropy (CWE), discrete wavelet entropy (DWE), continuous wavelet relative entropy (CWRE) and discrete wavelet relative entropy (DWRE) respectively. Furthermore, two approaches are used to estimate the pdf; one is the interval-sampling based on the assumption of series' random characters [11] , and the other is based on the wavelet energy distribution of series data [22] ; they are called the Type-I pdf and Type-II pdf respectively for easily stating contents. The latter is described as follows.
The CWT-based pdf p E (a,b) is defined in Equation (10), and it is estimated according to the wavelet energy (i.e., variance):
in which E(a,b) presents the wavelet energy under TS a and time position b, whereas E(a) presents the total energy of series under TS a. The estimated pdf p E (a,b) of variables is substituted into Equation (8) and Equation (9) to calculate the CWE and CWRE respectively. Correspondingly, the DWT-based pdf p E (j,k) is defined as:
where E(j) presents the total energy of series under DL j. The estimated pdf p E (j,k) of variables is substituted into Equation (8) and Equation (9) to calculate the DWE and DWRE respectively.
Results and Discussion
Data
We select five representative series of observed hydrologic data from various basins with obviously different climatic conditions, mainly to explain the relevant contents and to verify the conclusions in this paper. They are briefly described in Table 1 , and their global wavelet spectra are presented in Figure 1 . Among them, the RS1, RS3 and RS4 series have a dominant period of 12 months; the RS2 series has a dominant period of 12 months and an obviously decreasing tendency; whereas the RS5 series has first an increasing and then a decreasing tendency, but no period. Moreover, their statistical characters, including mean ( x ), coefficient of variation (C v ), coefficient of skewness (C s ) and lag-1 autocorrelation coefficient (R 1 ), are calculated and summarized in Table 2 . The variability of RS2 series is the most obvious because the value of its C v is 1.08, but the value of C v of RS5 series is just as little as 0.30; the skew degree of RS3 series is the most obvious with the C s value of 2.21, whereas the C s of RS4 series has the smallest value of í0.07; the RS5 series has the best auto-correlate characteristics because its R 1 is 0.96, but the R 1 of RS3 series has the smallest value of 0.29. To continue, we choose appropriate mother wavelets by using the method proposed in [26] , and then remove noise in these series data by using the wavelet threshold de-noising (WTD) method proposed in [26, 27] , which is more effective than other traditional de-noising methods as discussed in [26, 28, 29] . The chosen wavelets are listed in Table 2 , and the de-noising results are depicted in Figure 1 . Calculation results of signal-to-noise ratio (SNR) indicate that RS4 series includes the smallest content of noise because its SNR value is 42.02, but the noise-contaminated degree of RS3 series is the worst with the SNR value of í0.59. In the following four sub-sections, we mainly discuss the influence of four key issues, namely choice of wavelet, noise, estimation of pdf and series' trends, on the calculation of wavelet-based entropy values. In the final sub-section, we compare the performances of four entropy measures, namely CWE, CWRE, DWE and DWRE. In the analytic process in each sub-section, we select two representative series data from Table 1 
Analysis of Influence of Wavelets
We use the RS1 and RS2 series as examples, which are little and greatly impacted by human activities, respectively, to discuss the influence of wavelets used on the calculation of wavelet-based entropy values. Specifically, we first choose various wavelets from different wavelet series whose mathematical properties can be found in [25] , and then apply CWT to the two series data; finally we calculate the values of CWE and CWRE. The results are presented in Figure 2 , based on which we compare the chosen wavelets in Table 2 with other wavelets. It indicates that analytic results of certain series under the whole temporal scales vary with the wavelets used, and four entropy values reflect obviously different complexities of series data. As a whole, the analytic results of RS1 and RS2 series obtained by using the chosen "dmey" and "coif4" wavelets in Table 2 are comparatively the best. As shown in Figure 2 , the RS1 series has the dominant period of 12 months, and the value of its CWRE under the TS 12 but not other temporal scales obtained by using "dmey" is much close to zero; the RS2 series has the dominant period of 12 months and an obviously decreasing tendency, and the values of its CWRE under the TS 12 and big temporal scales obtained by using "coif4" are the most close to zero. Besides, it shows that the RS2 series as a whole is more complicated than RS1 series; this is due to the great influence of human activities on the Yellow River [30] .
According to the wavelet theory, it is very easily understandable that because the choice of mother wavelet is the foremost task in all wavelet-based analytic processes [20, 31] , it also influences the calculation of wavelet-based entropy values. Therefore, this issue should be first considered and solved in the analysis of hydrologic series' complexity. In this paper, the authors recommend the method proposed in [26] , because its basic idea is to choose wavelet based on wavelets' prosperities and analyzed series itself, which can make the chosen wavelet more reasonable. Besides, analytic results of RS1 and RS2 series in Figure 2 also verify the effectiveness of this method.
Figure 2.
Calculation results of wavelet-based entropy values (CWE and CWRE) used to describe the complexities of RS1 and RS2 series using various wavelets.
Analysis of Influence of Noise
We use the RS3 and RS4 series as examples, whose noise-contamination degrees are the worst and least respectively, to discuss the influence of noise on the calculation of wavelet-based entropy values. Concretely, we first remove noise in the two series data by WTD method; then, we apply CWT to both the original and de-noised series using the chosen "db10" wavelet in Table 2 , and calculate the values of their CWE and CWRE finally. The analytic results are depicted in Figure 3 . It shows that the entropy values of original and denoised series data show obvious differences, especially the results of the RS3 series with the SNR value of í0.59. As for the RS3 series, it includes too much noise, thus the values of CWRE of the denoised series under the whole temporal scales are smaller than those of original RS3 series; as for the RS4 series, it has big SNR value of 42.02 and shows analogously trigonometric fluctuation with the period of 12 months, thus the entropy values (both CWE and CWRE) of the original and de-noised RS4 series under the whole temporal scales are similar to each other. Therefore, it can be concluded that noise has great influence on the complexity of hydrologic series data, that is, noise adds complexity to hydrologic series data, and the influence of noise becomes worse along with the decreasing value of SNR; moreover, noise has a more severe influence on the analytic results of CWRE than those of CEW. Besides, because the energy of noise mainly concentrates in small temporal scales, it has severer influence on the entropy values under small temporal scales than those under big temporal scales.
To sum up, noise has great influence on various processes of hydrologic series analysis [3, [32] [33] [34] [35] , such as the periods' identification, parameters estimation and hydrologic series prediction, and the calculation of entropy values is not a exception as discussed above. Here, the authors suggest the wavelet threshold de-noising method proposed in [26, 27] be used in practice, because by using it not only the appropriate mother wavelet can be chosen, but also reliable de-noising results of hydrologic series data can correspondingly be obtained, based on which the analytic results of complexity of hydrologic series data can be improved.
Analysis of Influence of pdf
We use the RS1 and RS4 series as examples, both of which have a dominant period of 12 months, to discuss the influence of pdf estimated on the calculation of wavelet-based entropy values. Here, the two types of Type-I pdf and Type-II pdf are used. To be specific, we first remove noise in the RS1 and RS4 series, and then apply CWT to the two de-noised series; finally we calculate their CWE and CWRE using two different types of pdf. The analytic results are depicted in Figure 4 . It shows that both the values of CWE and CWRE of series data show obvious differences when using different types of pdf. As a whole, the two curves of CWE obtained by using the two types of pdf have the same tendency; but the two CWRE curves are approximately inverse. Because the RS1 and RS4 series have a dominant period of 12 months, their CWRE values under TS 12 should be much closer to zero. However, Figure 4 indicates that the results obtained by using the Type-II pdf accord with this requirement, but those by using the Type-I pdf disobey this requirement. Therefore, it can be held that the Type-II pdf is more effective and reasonable than Type-I pdf. In the authors' opinion, this conclusion makes sense from the physical point of view. Because the Type-II pdf is estimated based on the energy distribution (both the characteristics and composition) of series data [22] , by using it the complexity of hydrologic series data under multi-temporal scales can be quantified more accurately and reliably.
Analysis of Influence of Series' Trend
Present studies demonstrate that if a trend is present in the series data analyzed, this will most likely cause the Type-I pdf to appear as a more uniform distribution, and will further result in increasing entropy values [11] . Considering that the Type-II pdf is more effective and reasonable than the Type-I pdf, as explained in the above sub-section, we here use the RS2 and RS5 series as examples, which have obviously decreasing and increasing-decreasing tendencies, respectively, mainly to discuss the influence of series' trend on the calculation of wavelet-based entropy values when using the Type-II pdf. Specifically, we first remove trends of the two de-noised series data by subtracting their residual component f according to Equation (7), and then apply CWT to both the de-noised series, and the de-noised and de-trend series; finally we calculate their CWE and CWRE by using the Type-II pdf. The analytic results are presented in Figure 5 . It indicates that series' trend influences the calculation results of entropy values under big but not small temporal scales; moreover, the influence on CWRE is severer than that on CWE. Generally speaking, series' trends cause increasing values of entropy; for example, the values of CWRE of de-noised RS5 series under the temporal scales of 60-80 are bigger than 2, but those of the de-noised and de-trend RS5 series under the temporal scales of 60-80 are smaller than 1. Therefore, the trend of series data should get more attention in the analytic process of hydrologic series' complexity.
Comparison of Various Entropy Measures
After discussing the influence of four key issues on the calculation of wavelet-based entropy values, we use the RS3 and RS5 series as examples to further compare the performances of four wavelet-based entropy measures used in this paper. Concretely, we first analyze the de-noised RS3 and RS5 series by using CWT and dyadic DWT, respectively, based on which we quantify their complexities by using four entropy measures, namely CWE, CWRE, DWE and DWRE. The analytic results are depicted in Figure 6 . It shows that the analytic results of CWE and DWE as a whole are close to each other under the whole temporal scales; the results of CWRE and DWRE are symmetrical to the zero-coordinate but also reflect the similar complexities of the two series. Therefore, it holds that the effectiveness of CWT is similar to that of DWT when used to analyze hydrologic series' complexity. Besides, this is the reason for only using CWT in the above four sub-sections.
Furthermore, comparison results of Shannon entropy and relative entropy indicate that the latter is more effective. Because the values of wavelet-based relative entropy can denote the degree of similarity between the original series data and its sub-signal under certain TS (or DL), based on which we not only can quantify hydrologic series' complexity more authentically, but also can clearly understand the characteristics and composition of hydrologic series data under multi-temporal scales. In the authors' opinion, the deficiencies of CWE and DWE are mainly caused by the assumption of series' random characters when using Shannon entropy. If a period exists under certain temporal scale, its complexity quantified by using CWE and DWE would be much bigger, which does not accord with the physical basis and thus is unreliable. We take the RS3 series with the dominant period of 12 months for example, the value of its CWE and DWE under the TS 12 are maximum with the value of bigger than 0.9; but its CWRE and DWRE under the TS 12 are minimum with the absolute value of smaller than í2; therefore the latter results are more reasonable. Besides, this conclusion can also be gained from the results of RS1 series in Figure 4 , RS2 series in Figure 5 and RS4 in Figure 3 .
By comprehensive analysis of these results, it can be concluded that CWT is as effective as DWT, but the relative entropy is better than conventional Shannon entropy in the analytic process of hydrologic series' complexity. Therefore the performances of CWRE and DWRE are the best comparatively among the four entropy measures used in this paper. 
Conclusions
Quantification of the complexity of hydrologic series data under multi-temporal scales is the substantial issue in hydrologic series analysis. In this paper, we first studied the influence of four key issues on calculation of entropy values, and then compared the performances of four wavelet-based entropy measures used commonly. By comprehensively analyzing the results of various examples, several conclusions and suggestions gained in this study have been drawn as follows:
(1) Both the wavelet choice and noise have great influence on the quantification of hydrologic series' complexity. It is suggested that the method of choosing wavelet in [26] be used in practice, because by using it both the appropriate wavelet and reliable de-noising results of hydrologic series data can be obtained.
(2) The estimation of probability density function is a key issue influencing the calculation of entropy values. Comparatively, the Type-II pdf is recommended, because it is based on the energy distribution of series data, and by using it the complexity of hydrologic series data under multitemporal scales can be quantified more accurately and reasonably.
(3) The trend of hydrologic series also influences the calculation of entropy values. Therefore in the analytic process of hydrologic series' complexity, the composition of series data, especially the trend, should be carefully taken into consideration. (4) Analytic results of complexity of hydrologic series data vary with the entropy measures used. It is suggested that the wavelet-based relative entropy (CWRE and DWRE) be used in practice, because it can not only subtly quantify the complexity but also reveal the characteristics and composition of hydrologic series data.
