Most multinomial choice models, particularly in practice (e.g., multinomial logit model), assume an 2 extreme-value Gumbel distribution for the random components of utility functions. violated, then the maximum likelihood estimators are neither consistent nor efficient. 22 In prediction settings, the MNL model ensures that predicted market shares match the observed 23 shares in the sample (Ben-Akiva and Lerman, 1985). In the case of the MNL model, violations of the 24 distributional assumption will therefore not adversely affect the predicted aggregate market shares. 25 In the case of the MDCEV model, however, such a property does not hold. Jäggi et al. (2013) found 26 that predictions from MDCEV models of vehicle fleet composition and usage are quite sensitive to 27 model specification. As the unobserved but significant factors affecting vehicle fleet composition and 28 usage are absorbed into the random error components, they are bound to influence the nature of the 29 distribution of the random error terms. If the model specification results in a situation where there 30 is violation of the standard Gumbel distributional assumption on the random error terms of the 31 MDCEV model, it is reasonable to expect gross inaccuracies in model predictions depending on the 32 severity of the violation. 33 It is therefore important to validate the assumed distributions on the random error terms prior to 34 applying the MLE method to estimate model coefficients of either discrete or discrete-continuous 35 travel choice models. The objective of this paper is to propose a practical but strict statistical method 36 to test whether the error terms in random utility functions of MNL or MDCEV models follow the 37 assumed Gumbel distribution. 38 39 2. LITERATURE REVIEW 40 Econometricians have been questioning the validity of the distributional assumption on random error 41 components of utility functions ever since McFadden (1974) first proposed the multinomial logit 42 model formulation (e.g., Manski, 1975). Concerns about error distribution violations motivated the 43 development of semi-parametric and semi-nonparametric choice models. The semi-parametric choice 44
INTRODUCTION
The Gumbel distribution (also called Type-I extreme value distribution) plays a central role in travel 2 choice models, including both discrete choice models (McFadden, 1974) and multiple discrete-3 continuous choice models (e.g., Bhat, 2005 and Bhat, 2008) . This can be attributed to two main 4 reasons. First, the Gumbel distribution is close to the normal distribution; in the absence of any 5 specific information about the behavioral phenomenon under investigation, it is often assumed in 6 econometric choice models that the random disturbance term which captures the overall impact of 7 unobserved factors is normally distributed. Second, when the Gumbel distribution is assumed for 8 random components in utility functions, a closed-form expression for the likelihood function is 9 obtained when the utility maximization principle is applied. With a neat closed-form expression for 10 the likelihood function, maximum likelihood estimation (MLE) methods can be easily applied to 11 estimate model coefficients consistently and efficiently. 12 Given these advantages, the Multinomial Logit (MNL) model and Multiple Discrete-Continuous 13 Extreme Value (MDCEV) model, both of which are based on the Gumbel distribution assumption for 14 the random error components, are widely used in practice. Although strides have been made in 15 estimating model formulations that assume a normal distribution for the random error components, 16 namely, the Multinomial Probit Model (Train, 2009) and Multiple Discrete-Continuous Probit (MDCP) 17 model (Bhat et al., 2013) , the logit-based models continue to be the model forms of choice for travel 18 demand forecasting. However, the theory of maximum likelihood estimation indicates that the 19 consistency and efficiency of maximum likelihood estimators depend on the validity of the 20 distributional assumption made on the random error components. If the distributional assumption is 21 violated, then the maximum likelihood estimators are neither consistent nor efficient. 22 In prediction settings, the MNL model ensures that predicted market shares match the observed 23 shares in the sample (Ben-Akiva and Lerman, 1985) . In the case of the MNL model, violations of the 24 distributional assumption will therefore not adversely affect the predicted aggregate market shares. 25 In the case of the MDCEV model, however, such a property does not hold. Jäggi et al. (2013) found 26 that predictions from MDCEV models of vehicle fleet composition and usage are quite sensitive to 27 model specification. As the unobserved but significant factors affecting vehicle fleet composition and 28 usage are absorbed into the random error components, they are bound to influence the nature of the 29 distribution of the random error terms. If the model specification results in a situation where there 30 is violation of the standard Gumbel distributional assumption on the random error terms of the 31 MDCEV model, it is reasonable to expect gross inaccuracies in model predictions depending on the 32 severity of the violation. 33 It is therefore important to validate the assumed distributions on the random error terms prior to 34 applying the MLE method to estimate model coefficients of either discrete or discrete-continuous 35 travel choice models. The objective of this paper is to propose a practical but strict statistical method 36 to test whether the error terms in random utility functions of MNL or MDCEV models follow the 37 assumed Gumbel distribution. 38 39 2. LITERATURE REVIEW 40 Econometricians have been questioning the validity of the distributional assumption on random error 41 components of utility functions ever since McFadden (1974) first proposed the multinomial logit 42 model formulation (e.g., Manski, 1975) . Concerns about error distribution violations motivated the 43 development of semi-parametric and semi-nonparametric choice models. The semi-parametric choice 44 model employs the kernel density method to estimate the distribution of the random errors, and 1 therefore does not rely on any parametric distributional assumptions (e.g., Klein and Spady, 1993; Lee, 2 1995). The semi-nonparametric (SNP) choice model is based on a polynomial approximation of a 3 probability density function (PDF) that takes a flexible form (Gallant and Nychka, 1987) . Because the 4 likelihood function has an explicit analytical expression, the SNP choice modeling method appears to 5 be applied more widely than the semi-parametric approach in practice (e.g., Chen and Randall, 1997; 6 Creel and Loomis, 1997; Crooker and Herriges, 2007) . In this paper, the SNP approach is used to 7 derive a statistical test of the validity of the Gumbel distribution in logit models of discrete choice. It 8 would therefore be prudent to first review the SNP binary choice model. 9 Similar to the binary probit model, the SNP binary choice model is also based on a random utility 10 (U) function, which can be expressed as U = V + ε, where "V" is the systematic or deterministic 11 component of the utility function and "ε" is the random component. If a dummy variable "y" 12 indicates whether an alternative is chosen or not, then P y = 1 = P U > 0 = P V + ε > 0 = 13 P ε > − . The probability density function takes the following form: 14
(1) 15 In Equation (1), φ ε represents the PDF of the standard normal distribution. The denominator 16 ensures that ! "! #∞ $∞ = 1. Equation (1) can be extended and written in the following form: 17
Then, P y = 1 = P ε > − =
For the probability value above, recursion formulas may be applied to compute the integral: 20 ε )#* φ ε dε. 21 When K = 0, the SNP model will reduce to a binary probit model. Thus, the SNP binary choice 22 model nests the binary probit model as a special case, and can be used to validate the assumption of 23 normality for the random error component in the binary probit model based on the likelihood ratio 24 test. In the case of the logit model, it is possible to replace φ ε in Equation (1) estimating distributions semi-nonparametrically on the unit interval. In the transportation literature, 32 this approach has been used to test normal and log-normal distributions of random coefficients in 33 mixed logit model (Fosgerau and Bierlaire, 2007) . In the method proposed in this paper, the 34 orthonormal Legendre polynomial will be used to test the validity of the Gumbel distribution in both 35 MNL and MDCEV models. 
In Equation (6) . 7
The advantage of using this polynomial is to ensure that: 8 9 : ; 9 < ; "; =
Then, the polynomial can be used to construct a semi-nonparametric probability density function that 10 extends and nests the PDF of a standard Gumbel distribution as: 11 12 where g x = exp −e $H · exp −x , G x = exp −e $H , and δ Q are parameters. Note that the 13 functional expression "exp(x)" is equivalent to "e x ". Based on Equation (7), it is easy to show that 14 ; #R $R = 1. To test the standard Gumbel distribution, only consider the situation where K = 1 and 15 simplify the formula as: 16 
"G ε , and letting z = G ε , 21
. Thus, one should have that: 22 In a discrete choice model, it is assumed that Uj = Vj + εj , where the index of alternatives, j = 1, 2,..., J. 26 In the interest of brevity, the index "i", corresponding to the individual decision-maker, is suppressed 27 in the equation above. In an MNL model, εj is independently and identically distributed (i. The log-likelihood function over the entire sample can then be formulated as: 5 15 where w * is a satiation parameter that accounts for diminishing marginal utility and x * is a 16 translation parameter that accommodates corner solutions (zero consumption of certain alternatives). 17 The baseline utility q * = y z & # & and tj represents the continuous resource being allocated to the 18 alternative "j". The index of alternatives, j = 1, 2, ..., K, where "K" is the total number of alternatives 19 and "M" represents the total number of alternatives that are allocated resources (M ≤ K). In the 20 interest of brevity, the index denoting the individual "i" is dropped from the equation above. 21 Suppose it is of interest to test the distributional assumption on random error ε . of the utility 22 function of the first alternative. If t1 > 0, calculate: 23 The log-likelihood function for the entire sample can be formulated as 99 = ∑ lB n )[. i ) , which can 29 be maximized to estimate model coefficients as well as the parameter δ . . Similar to the case of the 30 MNL model, if the parameter δ . is fixed at 0, the model will reduce to the MDCEV model. Therefore, 31 the likelihood ratio test can be applied to test the null hypothesis that the random error term of the 32 utility function of the first alternative follows the standard Gumbel distribution (a complete 33 mathematical derivation is given in Appendix B). 34 35
Simulation Experiments 1
Before applying the methods for models estimated on travel survey data sets in an empirical context, 2 the suitability of the methods was confirmed through the use of simulation experiments. This section 3 describes results of the simulation experiments that were conducted to demonstrate the applicability 4 of the proposed testing methods. The second objective of the simulation experiments is to 5 determine the sample sizes required for controlling the probability of Type-I and Type-II errors in 6 statistical testing. Travel survey sample sizes are often limited and it would be of value for modelers 7 to be aware of the sample sizes required to apply the test proposed in this paper. 8 9
Simulation Experiments for Test of MNL Model 10
The experiment is designed with four alternatives; four random utility values are computed as:
In the equations above, x1, x2, x3, and x4 follow an independent uniform distribution between 0 and 10. 16 ε2, ε3, and ε4 follow an independent standard Gumbel distribution [i.e. G(0,1)], while ε1 follows either 17 G(0,1) or a distribution other than G(0,1). Then, four dummy choice variables, say y1, y2, y3, and y4, are 18 generated in accordance with the utility maximization principle:
Both MNL and SNP models are first estimated and then the χ 2 statistic is computed as 2× (LLSNP -21 LLMNL), where LLSNP and LLMNL are the log-likelihood values of the SNP and MNL models at convergence. 22 At one degree of freedom, the critical χ 2 value is 3.84 at a 0.05 significance level. If the value of the 23 χ 2 statistic is greater than 3.84, the null hypothesis that ε1 follows the standard Gumbel distribution is 24 rejected at a 95 percent confidence level. Two types of simulation experiments are conducted to 25 investigate the probability of making Type-I and Type-II errors in the hypothesis tests. The Type-I error 26 refers to the case where the null hypothesis is rejected when it is true, while the Type-II error refers to 27 the case where the null hypothesis is not rejected when it is false. 28 To determine the probability of making a Type-I error, the true standard Gumbel distribution is 29 generated for ε1. Then simulation experiments are repeated 100 times and the frequency of rejection 30 of the null hypothesis (even though it is true) is recorded. This frequency of erroneously rejecting the 31 null hypothesis is used to estimate the probability of making a Type-I error. The first two rows of 32 Table 1 show the estimated probabilities of making a Type-I error when the sample size is 200 (small) 33 and 4000 (large) respectively. It is found that the Type-I error probability is less than 0.05 for both 34 sample sizes. Results of the simulation experiment thus demonstrate that the probability of making 35 a Type-I error is very small for the proposed testing method. 36 For examining the probability of making Type-II errors, ε1 should follow a distribution other than 37 the standard Gumbel distribution, G(0,1). Two types of normal distributions are chosen for ε1 in this 38 simulation experiment. One is the standard normal distribution, i.e., N(0,1), and the other is a 39 normal distribution adjusted to have the same expectation and standard deviation as that of a 40 standard Gumbel distribution. Figure 1 compares the PDFs of the three distributions. Based on a 41 visual examination, the standard normal distribution seems closer to the standard Gumbel distribution 42 than the adjusted normal distribution. Distributions that are very similar to one another are chosen 43 for this experiment to examine the statistical power of the proposed test. The statistical power can 44 be defined as the probability of correctly rejecting the null hypothesis, i.e., P(Reject H0|H0 is wrong), 1 which is equal to [1 -P(Type-II error)]. Through simulation experiments, it is found that the 2 probability of making Type-II errors (or statistical power of the test) depends on both the sample size 3 and how close the erroneous distribution is to the standard Gumbel distribution with respect to 4 expectation and standard deviation. A sample size of 4000 is found to be adequate to provide a statistical power of 0.97 and a Type-II 13 error probability less than 0.05 in distinguishing the standard normal distribution from the standard 14 Gumbel distribution. However, when the erroneous distribution is the adjusted normal distribution 15 with the same expectation and standard deviation as that of a standard Gumbel distribution, the 16 sample size needs to be as high as 200000 to obtain satisfactory statistical power and Type-II error 17 probability. Although the standard normal distribution appears more similar (visually) to the 18 standard Gumbel distribution than the adjusted normal distribution, it is actually much more difficult 19 to distinguish the adjusted normal distribution (than the standard normal distribution) from the 20 standard Gumbel distribution presumably because the adjusted normal distribution has the same 21 expectation and standard deviation as the standard Gumbel distribution. 22 23
Simulation Experiments for Test of MDCEV Model 24
In the MDCEV model specification, either parameter αj or γj needs to be normalized for identification 25 purposes. Alternative normalization approaches will result in two different model profiles, namely, 26 the "α" profile and "γ" profile. Simulation experiments are conducted for both profiles. 27 Similar to previous experiment for the MNL model, the experiment is designed with four 28 alternatives and corresponding random utility values, computed as: 29 u1 = -1.0 + 0.9×x1 + ε1; 1 u 2 = -0.6 + 0.8×x2 + ε2; 2 u 3 = -0.7 + 0.4×x3 + ε3; 3 u 4 = 0.6×x4 + ε4. 4 Once again, x1, x2, x3, and x4 follow an independent uniform distribution between 0 and 10, i.e., U(0,10). 5 ε2, ε3, and ε4 follow an independent standard Gumbel distribution, i.e., G(0,1), while ε1 follows either 6 G(0,1) or a distribution other than G(0,1 0.5, α2 = 0.6, α3 = 0.7 and α4 = 0.8. Then, four resource allocation variables, t1, t2, t3, and t4, are 10 calculated by applying the efficient algorithm proposed in Pinjari and Bhat (2011). 11 Table 2 The experiment for γ−profile MDCEV models also considers four alternatives with random utility 1 values computed as: 2 u1 = 0.4 -0.5×x1 + ε1; 3 u2 = -0.5 -0.4×x2 + ε2; 4 u3 = -0.6 -0.3×x3 + ε3; 5 u4 = -0.5×x4 + ε4. 6 x1, x2, x3, and x4 follow an independent uniform distribution between 0 and 10, i.e., U(0, 10). ε2, ε3, and 7 ε4 follow an independent standard Gumbel distribution, i.e., G ( allocation variables t1, t2, t3, and t4 are calculated by applying the efficient forecasting algorithm of 11 Pinjari and Bhat (2011) . Table 2 provides the simulation experiment results for γ−Profile MDCEV 12 models. 13 Similar to the α-profile MDCEV models, γ-profile MDCEV models have satisfactory Type-I error 14 probabilities when the sample size is 500 (relatively small) and 4000 (relatively large), respectively. 15 As for the statistical power, γ-profile MDCEV models require even fewer observations (750) The data set used for the MNL model case study is obtained from the "AER" package available in R 27 statistical platform (Greene, 2011) . The data set includes 210 observations of mode choice for long-28 distance travel among four alternative modes: Air, Train, Bus, and Car. The MNL model is estimated 29 using a specification that includes a number of explanatory variables. All of the explanatory variables 30 exhibit behaviorally intuitive and statistically significant coefficients in the MNL model. The model 31 estimation results furnish goodness-of-fit statistics that are consistent with those typically seen for 32 MNL models in research studies and practice. The proposed method is applied to test the validity of 33 the standard Gumbel distribution in each utility function. Estimation results are presented in Table  34 3. It is seen that the test does not reject the null hypothesis that the random error follows the 35 standard Gumbel distribution for the first, third, and fourth alternatives (air, bus and car). However, 36 the test does reject the standard Gumbel distributional assumption in the case of the second utility 37 function (train mode). The χ 2 statistic is 8.933 and the corresponding p-value is 0.003. As per the 38 simulation result in Table 1 , the Type-I error probability is almost zero when the sample size is as small 39 as 200. A Type-I error occurs when the standard Gumbel distribution is rejected even though the 40 random error truly follows the standard Gumbel distribution. 41 The proposed method is next applied to an MDCEV model of activity (stop) engagement and time 6 allocation for home-based work tours, where the primary purpose of the tour is to go to the workplace. 7 The model predicts the secondary activities that will be undertaken during the tour, along with the 8 time allocated to each activity. sample has 4262 observations and the log-likelihood value at convergence is -77020.486. 5 The proposed method is applied to test the validity of the standard Gumbel distribution for the 6 random error term in the utility function of each vehicle type. Results of the test are shown in Table  7 5. It is seen once again that the likelihood ratio tests reject the distributional assumption for all utility 8 functions of the MDCEV model. As in the previous case, the χ 2 statistic for the outside good is much 9 lower than those for other goods, which implies that the distributional assumption is more invalid for 10 alternatives that are not treated as outside goods. In this model, non-motorized vehicle is treated as 11 the outside good as all individuals are assumed to walk for at least some minimal duration over the 12 course of a day. Thus, the non-motorized vehicle is chosen by all observations in the data set. 13 14 In this paper, a practical but statistically rigorous method is proposed to test the validity of the standard 18 Gumbel distribution assumption that is often associated with the random error components in 19 multinomial travel-related choice models, including both discrete and discrete-continuous models. 20 The method is based on the use of the orthonormal Legendre polynomial to derive a closed-form 21 likelihood expression that nests the likelihood functions of the multinomial logit (MNL) and multiple 22 discrete-continuous extreme value (MDCEV) models. The standard likelihood-ratio test can then be 23 applied to test the validity of the Gumbel distribution innate to the logit-based choice models. The 24 efficacy of the proposed method is first examined via simulation experiments. Results of the 25 simulation experiments show that acceptably low Type-I and Type-II error probabilities in the 26 application of the test may be realized at typically available travel survey sample sizes, except for the 27 case of the Type-II error probability for the multinomial logit model (which needs a sample size on the 28 order of 200000 to ensure Type-II error probability less than 0.05). The proposed method is then 1 applied to three real-world case studies, including a multinomial logit model of long-distance travel 2 mode choice, a multiple discrete-continuous choice model of activity-time allocation in home-based 3 work tours, and another multiple discrete-continuous choice model of vehicle fleet composition and 4 utilization. For all three models, the proposed test shows that the assumption of a standard Gumbel 5 distribution for the random error components is rejected at a high level of confidence. 6 In theory, the violation of underlying distributional assumptions will lead to the estimation of 7 parameters that are statistically inconsistent and inefficient. However, the extent to which departures 8 from the standard Gumbel distribution affect the magnitudes of model coefficients and model 9 sensitivity to policy scenarios remains unclear. This question could be addressed in future research 10 using simulation experiments in which a robust model based on valid distributional assumptions is 11 developed. Then, the impacts of modifying the distribution on the random error component on 12 parameter estimates in logit-based models can be explicitly quantified. 13 The three real-world models considered in this paper are typical discrete or discrete-continuous 14 choice models with a rich set of explanatory variables and exhibiting goodness-of-fit statistically 15 typically encountered in practice. Given that violations of the standard Gumbel distribution are 16 occurring even in the context of these models, it is prudent to identify approaches that could 17 potentially overcome any ill-effects of the distributional assumption violations. Three strategies are 18 noted below: 19 1. Adopting an alternative parametric distribution 20 The normal distribution is usually a preferred distribution for the error term that captures the 21 effects of unobserved factors (as opposed to the Gumbel distribution). Thus, the corresponding 22 multinomial probit (MNP) or multiple discrete-continuous probit (MDCP) models (Bhat et al., 2013) 23 are likely to be better alternatives to MNL and MDCEV models. In addition, heteroskedastic 24 versions of the logit model or discrete-continuous choice model (Bhat, 1995; Sikder and Pinjari, 25 2013) may also prove to be better alternatives. However, tests should be conducted to determine 26 whether violations of the chosen alternative parametric distribution are occurring. There are 27 methods currently available to test for violations of the normal distribution in the econometric 28 literature (e.g., Bera et al., 1984) . 29 2. Adopting mixed logit model with random coefficients of known distribution 30 Modelers may still use the standard Gumbel distribution for the random error components, but 31 could identify a random coefficient that follows a certain parametric distributional assumption. 32 Then, this coefficient may be scaled up to approximate the random utility values and minimize the 33 impact of the Gumbel random disturbance. Details of this method are described in Train (2009). 34 Note that the existence of such a random coefficient is a necessary condition to apply this method. 35 The test proposed by Fosgerau and Bierlaire (2007) may be used to test the distributional 36 assumption on a random coefficient in a mixed logit model. 37 3. Developing a robust multinomial choice model free from distributional assumptions 38 Statistical or econometric models estimated using maximum likelihood methods necessarily 39 involve the making of distributional assumptions. Modelers have longed for the development of 40 robust choice models free from distributional assumptions for several decades (e.g., Manski, 1975; 41 Gallant and Nychka, 1987; Klein and Spady, 1993) ; however, most practical distribution-free or 42 semi-parametric choice methods have been limited to the analysis and modeling of binary choice 43 variables, rendering their application to multinomial choice contexts computationally challenging. 44 The extension of such distribution-free or semi-parametric approaches to the modeling of 1 multinomial choice variables would constitute a worthy research endeavor. Ben-Akiva, M. and S.R. Lerman (1985) . Discrete choice analysis: theory and application to travel 11 demand, MIT Press, Cambridge, M.A. 12 Bera, A., Jarque, C., and Lee, L. (1984) . Suppose there are "J" alternatives in the choice set and their random utility functions are U1, U2, ..., UJ. And 2 the utility Uj is expressed as the sum of the systematic component Vj and the random component εj , i.e. Uj 3 = Vj + εj. Suppose the standard Gumbel distributional assumption of ε1 needs to be tested. All the other 4 εj (j > 1) really follow the standard Gumbel distribution. One can derive the probability that the alternative 5 1 is chosen as: 6 i k = 1 = i ‹ . > ‹ 6 , ‹ . > ‹ 8 , … , ‹ . > ‹ Ž 7 = i . + ε . > 6 + ε 6 , . + ε . > 8 + ε 8 , … , . + ε . > Ž + ε m 8 = i ε 6 < .6 + ε . , ε 8 < .8 + ε . , … , ε m < .Ž + ε . . 9
In the formulae above, Vij represents Vi -Vj. Since εj are assumed to be independently distributed in an 10
By plugging the PDF of the semi-nonparametric distribution in Equation (9), one can obtain that 12
Then, it can be simplified as i k = 1 = ∑ ξ : For the alternative other than the 1 st one (say the 2 nd alternative), its choice probability: 24 i k = 2 = i ‹ 6 > ‹ . , ‹ 6 > ‹ 8 , … , ‹ 6 > ‹ Ž 25 = i 6 + ε 6 > . + ε . , 6 + ε 6 > 8 + ε 8 , … , 6 + ε 6 > Ž + ε m 26 = i ε . < 6. + ε 6 , ε 8 < 68 + ε 6 , … , ε m < 6Ž + ε 6 . 
