The M -polynomial of a graph G is defined as i≤j mi,j(G)x i y j , where mi,j (G), i, j ≥ 1, is the number of edges uv of G such that {dv(G), du(G)} = {i, j}. Knowing the Mpolynomial, formulas for bond incident degree indices (an important subclass of degreebased topological indices) can be obtained by means of specific operators defined on differentiable functions in two variables. This is illustrated on three infinite families of Bethe cacti. Gutman's approach for the computation of the coefficients of the M -polynomial is also recalled and an extension of it is given. This extension is used to determine the M -polynomial of a two-parameter infinite family of lattice graphs.
Preliminaries
Let G = (V (G), E(G)) be a graph and let m i,j (G), i, j ≥ 1, be the number of edges uv of G such that {d v (G), d u (G)} = {i, j}, where d v (G) (or d v for short) is the degree of the vertex v in G. (It seems that the variables m i,j were introduced for the first time in [11] .) For instance, if G is k-regular, then m k,k = |E(G)|, while m i,j (G) = 0 as soon as i = k or j = k. The M -polynomial of G is the two variable polynomial defined as i≤j m i,j (G)x i y j .
The role of this polynomial for degree-based indices is similar to the role of the Hosoya polynomial [15] (see also [7, 10, 18, 26] ) for distance-based invariants.
A degree-based topological index I of a graph G is an arbitrary graph invariant that is defined as a function of the degrees of the vertices of G. In many important cases, I is of the form
where f = f (x, y) is a function to be suitable for chemical applications [12, 14] . The degreebased topological indices I that are of the form (1) were named bond incident degree indices in [28] ; we follow this terminology here. We will also abbreviate bond incident degree index to BID index. For instance, the generalized Randić index R α (G), α = 0, is a BID index because it is obtained by selecting f (x, y) = (xy) α [4] ; see Table 1 for additional important BID indices.
As examples of degree-based topological indices that are not BID indices consider the higher order Randić indices. In this case the summation is taken over all paths in a graph of a given length instead over all edges as it is done in (1).
From our point of view it is utmost important to note that (1) can be rewritten as
Consider the following operators defined on differentiable functions in two variables:
Now we can recall the following key result from [8] .
, where f (x, y) is a polynomial in x and y, then Balasubramanian [3] considered families C n , D n , and E n (n ≥ 1) of cactus graphs. Since the recursive structure of the families C n and E n can be described using the family D n , we first consider the family D n .
Bethe cacti D n
The recursive definition of the family of the Bethe cacti D n , n ≥ 1, is shown in Fig. 1 . Here the black vertex of D n denotes the attaching vertex, where D n is attached to D n+1 (three times).
The smallest Bethe cactus D 1 is shown in the recursive description ( Fig. 1 
Assume in the rest that n ≥ 2 and for the initial condition in the following three recurrences consider D 2 from Fig. 2 . We first infer that
Note further that two 24-edges of D n−1 become 44-edges in D n . Consequently,
which in turn solves into m 4,4 (D n ) = 2 · 3 n−1 − 4. Putting together the three solutions of the recurrences, the result follows.
Bethe cacti C n
The recursive definition of the family of the Bethe cacti C n , n ≥ 1, is shown in Fig. 3 . The vertex at which each of the four copies of D n−1 is attached to the central 4-cycle, respectively, is the black vertex of D n−1 as shown in Fig. 2 . The smallest Bethe cactus C 1 is thus the 4-cycle graph, while the Bethe cacti C 2 and C 3 are drawn in Fig. 4 . The general construction should then be clear. 
Proof. Clearly, M (C 1 ; x, y) = 4x 2 y 2 . Assume in the rest that n ≥ 2. Recalling from the proof
Recalling further that m 2,4 (D n ) = 2 · 3 n−1 + 2 and m 4,4 (D n ) = 2 · 3 n−1 − 4, and observing that two 24-edges of D n−1 become 44-edges in C n , we get Hence the result.
Bethe cacti E n
The recursive definition of the family of the Bethe cacti E n , n ≥ 1, is shown in Fig. 5 . Again, the vertex at which each of the three copies of D n−1 is attached to the central path on three vertices, respectively, is the black vertex of D n−1 as shown in Fig. 2 . Thus the smallest Bethe cactus E 1 is the path on three vertices, the next two Bethe cacti E 2 and E 3 are drawn in Fig. 6 .
The general construction should then be clear.
Proof. Clearly, M (E 1 ; x, y) = 2xy 2 and M (E 2 ; x, y) = 6x 2 y 2 +4x 2 y 3 +2x 2 y 4 +2x 3 y 4 . Assume in the rest that n ≥ 3. Note that two 24-edges of the middle D n−1 become 44-edges in E n , and that two 24-edges of an extreme D n−1 become 34-edges in E n . Hence, recalling again from the proof 
Putting all this together, the result follows.
Topological indices of Bethe cacti
Combining Theorem 3.1 with the expressions from Table 1 , routine computations yield the expressions for the selected listed topological indices of D n , C n , and E n , n ≥ 2. Let us demonstrate this by computing the symmetric division index of D n , n ≥ 2. From Table 1 we know that this reduces to compute (D x S y + D y S x )(M (G; x, y)) x=y=1 . Now,
and hence
Similarly we compute that
Summing (3) and (4) we get
from where we conclude that
All the other entries from Table 2 are computed along the same lines.
second Zagreb 56 · 3 n−1 − 48 224 · 3 n−2 − 64 56 · 3 n−1 − 88 second modified Zagreb
(An extension of ) Gutman's approach
As already pointed out in [8] , an approach to determine the coefficients m i,j of an M -polynomial has been proposed by Gutman [11] by considering corresponding linear equations. Let us briefly recall the approach here, in particular to correct a statement from [8, p. 99 ] (see below).
Let G be a chemical graph (a graph of maximum degree at most 4) with n vertices and m edges, and let n i , 1 ≤ i ≤ 4, be the number of vertices of degree i. Clearly, m 1,1 = 0 as soon as the graph has at least three vertices and is connected, while for the the other m i,j s we have:
Equations (5)- (9) are linearly independent, while (10) is a consequence of (5)- (9). (In [8] it is said that all these equations are linearly independent.) Gutman's approach is to determine first some of the m i,j s and then the remaining ones can be obtained from the above relations.
We extend Gutman's approach by adjoining to Equations ( 
usable whenever dealing with a plane graph whose number of faces f can be determined.
In the rest we are going to use this extended Gutman approach to determine the Mpolynomial of the networks G(p, q), p, q ≥ 1. In Fig. 7 
where 2(p + 1) correspond the side edges with both end-points of degree 2, and 4 corresponds to the corner edges (with both end-points of degree 2). Furthermore, n 2 = 4q + 4(p + 1) + 2p = 6p + 4q + 4, where 4q comes from the top and bottom vertices of degree 2, the term 4(p + 1)
comes from the sides, and the term 2p from the almost sides. Equation (7) in our case reduces 
Equation (8) reduces to m 2,3 + 2m 3,3 = 3n 3 and therefore, 3n 3 − 2m 3,3 = 8p + 8q − 4 .
Since the number of 8-gons of G(p, q) is pq, the number of its 6-gons is 2q(p + 1), and the number of its 5-gons is 2p(q − 1), Equation (11) reduces to m 3,3 − n 3 = 5pq − 6p − 2q + 1 .
Solving (14) and (15) yields n 3 = 10pq − 4p + 4q − 2 and m 3,3 = 15pq − 10p + 2q − 1 .
From Equations (12), (13) , and (16) we conclude that M (G(p, q); x, y) = (2p + 6)x 2 y 2 + (8p + 8q − 4)x 2 y 3 + (15pq − 10p + 2q − 1)x 3 y 3 .
