A quantitative structure-property relationship (QSPR) study based on multiple linear regression (MLR) and artificial neural network (ANN) techniques is carried out to investigate the retention time behavior of some pesticides on the DB-5ms fused-silica column in gas chromatography. 
Introduction
Pesticide is a term used for a broad range of chemicals (synthetic or natural) that serve to control insects, fungi, bacteria, and other pests. Monitoring of pesticide residue is one of the most important aspects in minimizing potential hazards to human health. Numerous analytical methods for determination pesticide residue have been published (1) (2) (3) . The one most frequently used is gas chromatography (GC).
Quantitative structure-property relationships (QSPRs) have been demonstrated to be a powerful tool for the investigation of the chromatographic parameters. QSPRs have been used to obtain simple models to explain and predict the chromatographic behavior of various classes of compounds. QSPRs have been used extensively to explain separation mechanisms, predict retention behavior, and characterize the physicochemical properties of solutes in thin-layer chromatography (4), GC (5, 6) , and high-performance liquid chromatography (7, 8) . Also, there are some reports on QSPR studies in capillary electrophoresis (9) (10) (11) . QSPR study cannot only develop a method for the prediction of the property of interests but also can identify and describe important structural features of molecules that are responsible for variations in molecular properties. The advantage of this approach over other methods lies in the fact that the descriptors used can be calculated from structure alone and are not dependent on any experiment properties. This method has become very useful in the prediction of physicochemical properties.
An artificial neural network (ANN) consists of many pathways and nodes organized into a sequence of layers. The first layer is an input layer with one node for each variable. The last layer is an output layer consisting of one node for the variable to be investigated. In between layers, there is a series of one or more hidden layer(s) consisting of a number of nodes, which are responsible for learning. Nodes of one layer are connected to the nodes of other layer. Each connection is represented by a number called weight. Initially, a learning phase is defined in which each of the input parameter is applied to a processing element. The weight between these parameters is adjusted until the output is correct. Then the system can be applied to unknowns (12) . ANNs have been applied to a wide range chemical problems such as: simulation of mass spectra (13) , prediction of carbon-13 NMR shift (14) , ion interaction (15), GC (16, 17) , and liquid chromatography (12, 18) . It also can be used in classification and pattern recognition.
The goal of the present work was to generate a QSPR model between the molecular based structural parameters and observed retention time of some pesticides on the fused silica column. Then, this ANN was employed for the prediction of retention time of some pesticides.
Experimental

Data set
The data set of the retention time of pesticides on DB-5ms fused-silica column was taken from the work by X.G. Chu (19) . A collection of 70 pesticides was chosen as the data set and was randomly divided into two groups: a training set and a prediction set consisting of 45 and 25 molecules, respectively. The molecules in the data set including different pesticides are shown in Table I . The training set was used for the model generation and the prediction set was used for the evaluation of the generated model.
Descriptors
The molecular descriptors used to search for the best model of the retention time were calculated by the Dragon program A detailed description of the theory behind of these descriptors has been adequately described elsewhere (22) . E1v is one of the WHIM descriptors obtained as statistical indices of the atoms projected onto 3 principal components obtained from weighted covariance matrices of the atomic coordinates (23). Molecular descriptor obtained from the positive and negative eigenvalue of the adjacency matrix weighted the diagonal elements with atom weights are named BCUT descriptors (24) . BEHv7 is the highest eigenvalue n.7 of burden matrix weighted by atomic van der Waals volume. Topological descriptors were calculated using two-dimensional representation of the molecules (25) . MoR23m is one of the 3D-MoRSE descriptors that can be calculated by summing atomic properties viewed by different angular scattering functions. The 3D-MoRSE codes have great potential for representation of molecular structure. It is worth noting that they reflect the three-dimensional arrangement of the atoms of a molecule and do not reflect the chemical bonds (26) . Principal moments of inertia B (PMIB) was calculated using the MOPAC program (Version 6) (21).
ANN generation
The program for the feed-forward neural network that was trained by a back-propagation algorithm was written in FOR-TRAN 90. This network has five nodes in the input layer and one node in the output layer. Descriptors that appeared in the selected MLR model were used as inputs for the generated ANN, and its output was the retention time for the molecule of interest. The number of nodes in the hidden layer would be optimized. The initial weights were randomly selected from a uniform distribution that ranged between −0.3 and +0.3. The initial bias values were set to be one. These values were optimized during the network training. The value of each input was divided into its mean value to bring the values of the input variables into the dynamic range of the sigmoid transfer function in the ANN. Before training, the network was optimized for the number of nodes in the hidden layer, learning rates, and momentum. Then, the network was trained using the training set to optimize the values of weights and biases. Finally in order to evaluate the prediction power of the ANN, a trained network was employed to calculate the retention time for the prediction set.
Results and Discussion
The data set and corresponding observed and ANN predicted values of the retention time of all pesticides studied in this work are shown in Table I. Table II shows the best MLR models. It can be seen from Table II that five descriptors are used in the MLR model. These descriptors are: E1v, BEHv7, X2a, MoR23, and PMIB. Each of these variables encodes different aspects of the molecular structure. The calculated values of these descriptors are shown in Table III for all the molecules included in the data set.
The next step was the generation of the artificial neural network. Before training the network according to Figure 1 , the parameters of the number of nodes in the hidden layer, weights and biases learning rates, and momentum values were optimized, which were 5, 0.7, 0.9, and 0.6 respectively. After optimization of the ANN parameters, the network was trained using a training set for the adjustment of weights and biase values. To control the over fitting of the network during the training procedure, the values of standard error of calibration (SEC) and standard error of prediction (SEP) were calculated and recorded to monitor the extent of the learning after each 100 iterations. Results showed that after 2800 iterations, the SEP values started to increase and over fitting began. To maintain the predictive power of the network at a desirable level, training was stopped at this point. For the evaluation of the predictive power of the network, a trained ANN was used to predict the retention time of the pesticide included in the prediction set. Table I represents 
Conclusion
The results of this study demonstrate that the QSPR method using the ANN techniques can generate suitable models for the prediction of retention time. The key strength of the neural networks is their ability to allow for flexible mapping of the selected features by manipulating their functional dependence implicitly, unlike regression analysis. Neural network handles both linear and nonlinear relationships without adding complexity to model. This capability offset the larger computing time required and complexity of the ANN method with respect to MLR.
