Multigroup structural equation modeling (SEM) plays a key role in studying measurement invariance and in group comparison. When population covariance matrices are deemed not equal across groups, the next step to substantiate measurement invariance is to see whether the sample covariance matrices in all the groups can be adequately fitted by the same factor model, called configural invariance. After configural invariance is established, cross-group equalities of factor loadings, error variances, and factor variancescovariances are then examined in sequence. With mean structures, cross-group equalities of intercepts and factor means are also examined. The established rule is that if the statistic at the current model is not significant at the level of .05, one then moves on to testing the next more restricted model using a chi-square-difference statistic. This article argues that such an established rule is unable to control either Type I or Type II errors. Analysis, an example, and Monte Carlo results show why and how chi-squaredifference tests are easily misused. The fundamental issue is that chi-square-difference tests are developed under the assumption that the base model is sufficiently close to the population, and a nonsignificant chi-square statistic tells little about how good the model is. To overcome this issue, this article further proposes that null hypothesis testing in multigroup SEM be replaced by equivalence testing, which allows researchers to effectively control the size of misspecification before moving on to testing a more restricted model. R code is also provided to facilitate the applications of equivalence testing for multigroup SEM.
Reliable and valid measurements are key to social science research. When studying difference or change across groups, an equally important concept is measurement invariance/equivalence, which entails that measurements in different groups are comparable. It has been argued that equivalent measurements are logical prerequisites to the evaluation of substantive hypotheses, regardless of whether it is as simple as a between-groups mean difference test or as complex as testing whether theoretical constructs are invariant across groups (Millsap, 2011; Vandenberg & Lance, 2000) . This is because when measurements are not invariant across populations, the observed or estimated cross-group difference can be simply due to different attributes of different populations, rather than the difference in the same attribute between the populations that a researcher intends to capture. Because multigroup comparison is needed in many areas of research (e.g., gerontology, education, individual differences, cross-cultural psychology, developmental psychology, marketing, criminology, sport psychology, and the organizational sciences), various statistical and psychometric methods have been developed to study measurement invariance (Bentler, Lee, & Weng, 1987; Byrne, 1989; Cole & Maxwell, 1985; Jöreskog, 1971; Lee & Tsui, 1982; Millsap & Hartog, 1988; Muthén, 1989; Reise, Widaman, & Pugh, 1993; Schmitt, 1982; Sörbom, 1974) . All these methods involve multigroup structural equation modeling (SEM) and rely on a sequence of chi-squaredifference tests. In this article, we show that the chi-squaredifference tests as recommended and practiced in the multigroup SEM literature cannot provide valid inference. The fundamental issue is that a nonsignificant chi-square statistic tells little about how good the current model is, and a chi-square-difference test with a grossly misspecified base model is unable to control either Type I or Type II errors (see, e.g., Yuan & Bentler, 2004) . To overcome this problem, we propose to replace null hypothesis testing (NHT) in multigroup SEM by equivalence testing (Dunnett & Gent, 1977; Wellek, 2010) , which allows researchers to effectively control the size of misspecification before moving on to testing a more restricted model.
Chi-square and chi-square-difference tests are instrumental when measurement invariance is examined through multigroup SEM. Although different researchers may have tested different sets of hypotheses in their examination of measurement invariance (see, e.g., Vandenberg & Lance, 2000) , a general consensus is that a test on the cross-group equality of the population covariance matrices (i.e., H : ⌺ ͑l͒ ϭ ⌺ ͑lЈ͒ with l and l= being group indices) needs to be performed first (e.g., Cole & Maxwell, 1985; Horn & McArdle, 1992; Jöreskog, 1971; Rock, Werts, & Flaugher, 1978) . A nonsignificant statistic for H is commonly regarded as an endorsement of overall measurement equivalence. However, rejection of H does not imply that the involved groups are not comparable. One can next examine the sources of nonequivalence through multigroup SEM or confirmatory factor models using a sequence of chi-square-difference tests. These tests aim for the following hypotheses or constraints: H c , all the covariance matrices (⌺) can be fitted by the same factor model, called configural invariance (Horn & McArdle, 1992) ; H , the factor loading matrices (⌳) are equal across the groups, also called metric invariance (Horn & McArdle, 1992) ; H , the error variances or uniquenesses 1 (⌿) are equal across the groups; and H , the factor variances-covariances (⌽) are equal across the groups. The factor variances-covariances in ⌽ might be further divided into two categories, factor variances and factor covariances. When mean structures are of interest, there also involve tests on H , the intercepts () of the observed variables as predicted by the latent factors are equal across the groups; and H , the means () of the latent factors are equal across the groups. The properties represented by H , H , and H are called measurement invariance, and those represented by H and H are called structural invariance (see, e.g., Byrne, Shavelson, & Muthén, 1989) . As for the order of these tests, it is recommended to follow the sequence H c ¡ H ¡ H ¡ H for establishing equivalence in covariances, and the sequence H c ¡ H ¡ H ¡ H for establishing equivalence in means (Millsap, 2011; Vandenberg & Lance, 2000) . In this article, we will mainly study the performances of chi-squaredifference tests according to the recommended sequences, while our analysis and proposed methodology equally apply to other orders of sequences when testing nested models using chi-squaredifference statistics.
Two models are necessarily involved in the formulation of each chi-square-difference statistic: the base model and the model nested within the base model. Under certain conditions (e.g., normally distributed data and sufficiently large sample sizes), when both models are correctly specified, the widely used chisquare-difference statistic (derived from likelihood ratio) approximately follows a central chi-square distribution. Thus, when the base model is correctly specified, except for Type I errors, a significant chi-square-difference statistic implies that the nested model is in fault. Following the development in Steiger, Shapiro, and Browne (1985) , we might believe that even if the base model is misspecified, the chi-square-difference statistic still performs well in detecting misspecifications in the nested model. However, Yuan and Bentler (2004) showed that when the base model is misspecified as indicated by a significant test statistic, the chisquare-difference test cannot properly control either Type I or Type II errors. In this article, we further show that even if the statistic for the base model is not statistically significant, one is still unable to control the size of misspecification in the base model, and thus chi-square-difference tests as being practiced cannot properly control either Type I or Type II errors. In particular, we will systematically examine the performance of chisquare-difference test by analysis, examples, and Monte Carlo simulation.
Conventional statistical tests as used in multigroup SEM are set up to reject the null hypothesis-they do not technically allow us to conclude measurement equivalence even if the involved statistics are not significant. However, in performing a sequence of chi-square-difference tests, a prerequisite is that each base model needs to fit the population reasonably well in order to have proper control of Type I and/or Type II errors (Yuan & Bentler, 2004) . To solve the logical issues with the conventional method for testing nested models in multigroup analysis, we propose to replace the null hypothesis H 0 :
͑l͒ ϭ ͑lЈ͒ by H 0a : the dif ference between (l) and (lЈ) is greater than ε, a small positive number, where can be factor loadings, error variances, factor variancescovariances, or any set of model parameters. Note that the hypothesis H 0a is for a difference to be greater than a small number, instead of no difference, as in conventional NHT. Such a switch puts multigroup analysis in the framework of equivalence testing, which has been used in psychology and other disciplines (Barker, Luman, McCauley, & Chu, 2002; Cribbie, Arpin-Cribbie, & Gruman, 2010; Cribbie, Gruman, & Arpin-Cribbie, 2004; Dunnett & Gent, 1977; MacCallum, Browne, & Sugawara, 1996; Rogers, Howard, & Vessey, 1993; Seaman & Serlin, 1998; Wellek, 2010; Yuan, Chan, Marcoulides, & Bentler, 2016) . But equivalence testing has never been applied to multigroup SEM, although its setup is very germane to validating measurement invariance. For such a development, we need a measure for the difference between ͑l͒ and ͑lЈ͒ , which can be defined via the discrepancy function that the involved test statistic is derived from. The number ε is up to a meaningful standard or our tolerance on the difference between ͑l͒ and ͑lЈ͒ . Then, rejection of H 0a implies that the difference between ͑l͒ and ͑lЈ͒ is within a tolerable size. We will use an example to illustrate the procedure of multigroup analysis under equivalence testing and contrast the results to those obtained by conventional NHT. The example also shows how equivalence testing overcomes the logical issues faced by chi-square-difference tests under conventional NHT.
For multigroup SEM, in addition to issues of chi-squaredifference tests with misspecified base models, there also exist issues of choosing a referent indicator whose loading is fixed at 1.0 to identify the scale of each latent factor. With single-group SEM, different selections of referent indicators do not make substantive difference when inference is based on the likelihood ratio test (Gonzalez & Griffin, 2001 ). However, in multigroup SEM, the selection of a referent indicator implies that the loadings of the corresponding indicators across the groups are forced to be equal. Such constraints are called improper by Hancock, Stapleton, and Arnold-Berkovits (2009) if these loadings are different across populations. These authors showed that improper constraints may lead to erroneous conclusions regarding the invariance of other loadings or related factor variances-covariances and intercept parameters. Simulation results in Johnson, Meade, and DuVernet (2009) 1 Following the notation of LISREL, many authors choose to use ⌰ to denote the matrix of error variances-covariances. We use ⌿ and reserve the symbol for the vector of free parameters of the structural model. This document is copyrighted by the American Psychological Association or one of its allied publishers.
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loadings are held equal across groups. Our analysis also indicates that when all the factor loadings are under cross-group-equality constraints, the likelihood ratio statistic is invariant 2 with selecting different referent indicators. Because the focus of this article is on issues with chi-square-difference tests and how to address them using the idea of equivalence testing, we will study the issues at scale/construct-level when all the loadings, uniquenesses, factor variances-covariances, intercepts, or factor means are held equal across groups. Each set of constraints is a standard component of measurement invariance (see Cheung & Rensvold, 2002; Millsap, 2011; Vandenberg & Lance, 2000) . Issues with partial measurement invariance are not our focus and will be further discussed toward the end of this article.
We will examine conventional chi-square-difference tests in the following section in which an example and analysis are used to identify their logical and practical issues in multigroup SEM. Type I error and power of chi-square-difference tests in multigroup analysis will be studied using Monte Carlo simulation in a subsequent section. Multigroup analysis under the framework of equivalence testing will be examined and illustrated in a separate section, also through the same example. For specification of tolerable size and for qualitatively labeling goodness of fit under equivalence testing, another section is devoted to developing rules to adjust conventional cutoff values of a widely used fit index (i.e., RMSEA). Conclusions, discussion, and recommendations will be offered at the end of the article.
There also exist proposals of using difference of fit indices for testing measurement invariance (e.g., Cheung & Rensvold, 2002) . Because most popular fit indices are functions of chi-square statistics, our results on the chi-square-difference test also shed light on the utility of difference of fit indices, although fit indices are not the focus of the article.
Problems With Chi-Square-Difference Tests
In this section, we first illustrate the problems of chi-squaredifference tests through an example, and then explain why the problems occur by analysis. Our illustration and follow-up studies will be through the likelihood ratio statistic T ml ϭ ͑N Ϫ 1͒F ml , where, for a single group, N is the sample size and F ml is the normal-distribution-based measure of discrepancy 3 between sample moments (i.e., means and covariances) and their estimated counterparts. The statistic T ml for more than one group is simply the summation of individual T ml s for all the groups and obtained under the corresponding constraints. Our example is a standard two-group covariance structure analysis, which shows that a sequence of chi-square-difference tests leads to a conclusion that the two population covariance matrices ⌺
(1) and ⌺ (2) can be regarded as equal, whereas the statistic T ml for the null hypothesis H : ⌺ ͑1͒ ϭ ⌺ ͑2͒ is highly significant. In the analysis, we explore the discrepancy between model and population under the condition that the corresponding test statistic is nonsignificant. The results show that even when a chi-square statistic is not significant, the base model can still be substantially different from the population, which further explains why chi-square-difference tests as being practiced cannot control either Type I or Type II errors.
Chi-Square-Difference Tests Have Logical Issues
The logical issues faced by chi-square-difference tests will be illustrated numerically in this subsection. Although two-group confirmatory factor models might be most common in all applications of multigroup SEM, because group comparisons are of interest in so many areas, it is hard to say how many variables or what kind of sample sizes applied researchers tend to use. We choose a two-group confirmatory factor model with nine manifest variables and three latent factors for the example. Because our purpose is to show the problems with the chi-square-difference tests, balanced sample sizes are chosen under which test statistics in group comparison are expected to perform best. Our follow-up analysis shows that the problems are inherited from conventional NHT, not due to the size of the chosen model. We can reach the same conclusion by choosing another model with different sample sizes.
Example 1. Appendix A contains two sample covariance matrices 4 S (1) and S (2) . Both samples have nine variables and 200 observations (i.e., p 1 ϭ p 2 ϭ 9, and N 1 ϭ N 2 ϭ 200). Following the recommended steps for multigroup covariance structure analysis, we first test the null hypothesis H : ⌺ ͑1͒ ϭ ⌺ ͑2͒ . The likelihood ratio statistic T ml for testing H is reported in the first line of Table 1 , where the associated degrees of freedom (df) and the p-value are also included. Because T ϭ 89.784 (df ϭ 45) is highly significant (p-value ϭ .00008), the two covariance matrices cannot be regarded as equal.
Moving on to the next step in multigroup analysis, we fit both S
(1) and S (2) by a confirmatory factor model
where ⌳ ϭ ͑ jk ͒ is a 9 ϫ 3 factor loading matrix in which 11 ϭ 42 ϭ 73 ϭ 1.0, 21 , 31 , 52 , 62 , 83 , 93 are free parameters, and others are zero; all the six-factor variancescovariances in ⌽ ϭ ͑ jk ͒ are free parameters, and ⌿ ϭ diag͑ 11 , 22 , . . . , 99 ͒ is a diagonal matrix with all its nine diagonal elements being free parameters. Likelihood ratio statistics T ml of fitting the model to S
(1) and S (2) are, respectively, T c1 ϭ 28.446 and T c2 ϭ 32.228, and each with df ϭ 24. Neither of them is significant at the level ␣ ϭ .05 nor is the combined statistic T c ϭ T c1 ϩ T c2 ϭ 60.675. Thus, we cannot reject the hypotheses of configural invariance H c ϭ H c1 ϩ H c2 .
Continuing with the analysis, we next test whether the six free factor loadings can be regarded as equal across the two groups. Let ͑l͒ , ͑l͒ , and (l) represent the vectors of free factor loadings, free factor variances-covariances, and free error variances in the lth group, l ϭ 1, 2, respectively. Under the hypothesis H : ͑1͒ ϭ ͑2͒ of equal factor loadings, with all the other parameters ͑1͒ , ͑2͒ , ͑1͒ and (2) not being subject to any constraint, the 2 The invariance property can be verified numerically or proved mathematically. 3 The definition of F ml can be found in essentially all textbooks and its computation is the default option in most SEM software. With p-manifest variables and a mean structure, it is given by F ml ϭ ͑y Ϫ͒Ј⌺ Ϫ1 ͑y Ϫ͒ ϩ tr͑S⌺
| Ϫ p, where y and are the vectors of sample and model implied means, respectively, and S and ⌺ are the sample and model implied covariance matrices, respectively. 4 The two covariance matrices are constructed manually rather than computed from real data. This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. If we trust the procedure of chi-square-difference tests, we would conclude that there is not enough evidence against the hypotheses that the two groups have equal population covariance matrices, and each can be adequately fitted by a three-factor model without cross-loadings. This is clearly different from the conclusion drawn from testing H .
The issues illustrated by Example 1 are not due to sampling errors. As we shall explain, it is because conventional NHT does not give us a control over the size of misspecification in the base model, which can still be misspecified even if the corresponding statistic is not significant at the level of .05. Such kind of misspecification creates problems for inferring the follow-up hypothesis with a more restricted model.
A Model Can Still Be Misspecified Even if the Test Statistic is Not Significant
In multigroup analysis under conventional NHT, comparing a statistic T against the critical value of a chi-square distribution, or equivalently when the corresponding p-value is greater than level ␣, is a standard practice when deciding whether a more restricted model should be tested next. However, the discrepancy between the model and population can still be substantial even if T is not statistically significant. We will show this numerically and in graphics. In particular, we will assume that T follows a noncentral chi-square distribution under an alternative hypothesis, and we denote this by T ϳ df 2 ͑␦͒, where ␦ is the noncentrality parameter (ncp). We will show that for a model with sizable errors in its specification as measured by ncp or the corresponding root mean square error of approximation (RMSEA; Steiger & Lind, 1980) , the corresponding statistic can still have 50% chance of not being rejected. We will use c 1Ϫ␣ to denote the critical value for the chi-square distribution df 2 corresponding to cumulative probability (1 Ϫ ␣).
Suppose T ϳ df 2 ͑␦͒ under an alternative hypothesis. Then its expected value is
We want to see how large ␦ can be when T is less than the critical value c 1Ϫ␣ on average. It follows from Equation 2 that E͑T͒ Յ c 1Ϫ␣ if ␦ Յ ͑c 1Ϫ␣ Ϫ df͒. To understand the implication of E͑T͒ Յ c 1Ϫ␣ , we will use the standard normal distribution N(0, 1) to approximate that of a standardized variable. Accordingly, at ␦ ϭ c 1Ϫ␣ Ϫ df, there exists
where sd is the standard deviation of T ϳ df 2 ͑␦͒. Equation 3 simply says that there is about a 50% chance that T is less than its expected value. Equivalently, for a misspecified model with corresponding ncp ␦ Ͻ ͑c 1Ϫ␣ Ϫ df͒, the conventional statistical test has a probability of more than 50% not rejecting a null hypothesis H 0 . We next study how good/poor the model is via the size of ␦ at E͑T͒ ϭ c 1Ϫ␣ .
Notice that, for a given df, c 1Ϫ␣ at ␣ ϭ .05 can be obtained using the inverse of the cumulative distribution function of df 2 in most commonly used statistical software (e.g., SAS, R). Table 2 contains the ncp ␦ ϭ c 1Ϫ␣ Ϫ df at ␣ ϭ .05 as df varies from 1 to 100. For visually examining the relationship between the ncp ␦ and df, the plot of the ␦ against the df is given in Figure 1 . To better understand the value of the ncp, we relate ␦ to RMSEA 0 , the population value of RMSEA, according to RMSEA 0 ϭ ͕␦ ⁄ ͓͑N Ϫ 1͒ ϫ df͔͖ 1 ⁄ 2 . Table 2 contains the values of RMSEA 0 (denoted as "ra") corresponding to Note. The subscripts in T represent the joint hypotheses corresponding to the base model, and the superscript represents the additional hypothesis for the more restricted model. This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
sample size N ϭ 200, and they can also be regarded as the RMSEA 0 for two groups with N 1 ϭ N 2 ϭ 200 (Steiger, 1998) . The results in Table 2 and Figure 1 suggest that the ncp ␦ increases rapidly as df increases at beginning, and the change gradually becomes stable when df Ͼ 30. In particular, all the values of RMSEA 0 corresponding to df Յ 25 are greater than .05. The results suggest that although the discrepancy between model and population can be greater than the well-established cutoff value of .05 for RMSEA 0 , we only have about a 50% chance to reject the model. For the other 50%, we move on to testing a further-restricted model. Consequently, misspecification in the base model and the further restrictions to be tested jointly affect the value of the chi-square-difference statistic. For example, if factor loading matrices are not equal across groups but error variances are, then imposing the equality of factor loadings forces the error variances to become unequal, and vice versa. Thus, although the further restrictions hold in the population, a significant chi-square-difference statistic can be caused by the misspecification in the base model. Similarly, although further restrictions do not hold in the population, the misspecification in the base model can render the chi-squaredifference statistic not significant (Yuan & Bentler, 2004) . This explains why the sequence of chi-square-difference tests as reported in Table 1 yields conclusions contradicting that of testing H :
. We will further study the performances of various chi-squaredifference statistics empirically in the next section.
Monte Carlo Study
In this section, we use Monte Carlo simulation 6 to study Type I and Type II errors of chi-square-difference tests. Yuan and Bentler (2004) conducted simulation studies of chi-square-difference tests via a onefactor model with two groups. In particular, they studied the performance of the chi-square-difference statistic in testing the cross-group equality of factor loadings and factor variance simultaneously, not separating the hypotheses H and H . Also, they did not control the This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
expected power of each statistic in their design of the simulation studies. They also did not study the performances of chi-squaredifference statistics sequentially, by which a test continues only when the current statistic is not significant. They did not conduct any Monte Carlo study on models with mean structures either. The Monte Carlo study in this section is systematic and closely follows the procedure typically used for multigroup analysis in the context of measurement invariance. In particular, the value of the expected power of each statistic is controlled in designing the current Monte Carlo study so that we can tell how much the empirical power is off the expected value when the base model is misspecified.
As described in the introduction, we are mostly interested in how the chi-square-difference tests perform when the base model is misspecified but the target hypothesis of the further restrictions may or may not hold. In particular, we are going to study the most widely used likelihood ratio statistic T ml when data are normally distributed. If the chi-square-difference statistics derived from T ml fail to behave as expected with normal data, then we believe that they will not perform as desired with real data or when derived from other test statistics either. To keep the study with a reasonable scope, we consider just two groups, which are also most commonly encountered in practice. The study includes Type I error and power of these statistics. We will first introduce the design and chi-square-difference statistics to be studied before presenting the Monte Carlo results.
Model, Population, and Test Statistics
The model for the covariance matrix of each group is the same as in Equation 1, where ⌳ is a 9 ϫ 3 factor loading matrix in which each factor is measured by three unidimensional indicators, ⌽ is a 3 ϫ 3 factor variance-covariance matrix, and ⌿ is a 9 ϫ 9 diagonal matrix of error variances. In evaluating Type I errors, the nine factor loadings in each of the two populations 7 are put at 1.0 ( ij0 ͑1͒ ϭ ij0 ͑2͒ ϭ 1.0); the three factor variances in each population are also put at 1.0 ( jj0 ͑1͒ ϭ jj0 ͑2͒ ϭ 1.0); the factor covariances are given
͑1͒ ϭ 230 ͑2͒ ϭ .6; and the nine error variances are put at 1.0 as well ( jj0 ͑1͒ ϭ jj0 ͑2͒ ϭ 1.0). These population values are chosen for convenience because they have little effect on the performance of T ml either asymptotically or at finite sample sizes (see, e.g., Jackson, 2001 ) once the value of the ncp ␦ is controlled. The model for the means of the two groups is
(1) ϭ
, and
, where (1) and (2) are each a 9 ϫ 1 vector of intercepts, and is a 3 ϫ 1 vector of factor means. In evaluating Type I errors, the intercepts in the population are set as j0 ͑1͒ ϭ j0 ͑2͒ ϭ 1, and factor means of Group 2 are set as k0 ϭ 0. We will refer the parameter values in the above specification as
0 ϭ ͑ 10 , 20 , . . . , 90 ͒Ј and 0 ϭ ͑ 10 , 20 , 30 ͒Ј, respectively. The model remains the same throughout this section, and factor loadings 11 , 42 , and 73 are fixed at 1.0 for model identification. Thus, for each group, before implementing any constraint, there are six free factor loadings ( (l) , l ϭ 1, 2), six free factor variances-covariances ( (l) , l ϭ 1, 2), and nine error variances ( (l) , l ϭ 1, 2). However, the constraint H : ͑1͒ ϭ ͑2͒ must be enforced for the mean structure to be identified when is subject to estimation (see, e.g., Sörbom, 1974) .
Seven statistics are studied, as shown in Table 3 . Notice that T c is not for testing configural invariance represented by H c , just a notation needed to define the following chi-square-difference statistics. There
, T c ) for testing cross-group equality of parameters in covariance structures, and two chi-square-difference statistics (T c , T c ) for testing cross-group equality of parameters in mean structures.
Violations against each of the seven null hypotheses (H c1 , H c2 , H , H , H , H , H ) are needed in order to study the power properties of the chi-square-difference statistics, and we need to consider reality in designing the violations for the simulation results to be informative. Many times in the literature, the likelihood ratio statistics are reported as statistically significant (pvalues below .05). However, researchers typically do not know what part of the null hypotheses is violated, due to unknown populations in practice. With multigroup SEM, it is possible that a significant chi-square or chi-square-difference statistic is due to one or two major violations of the null hypothesis, but such a case is unlikely because each hypothesis was deemed as substantially plausible when it is formulated. It is most likely that a null hypothesis is violated by many minor departures from the hypothetical model. In our study of power, violation against each null hypothesis is formulated by letting all the involved parameters differ, and the size of the accumulated violation is controlled via the expected power to be described below. Technical details on how the violations are implemented are given in Appendix B.
Violations against configural invariance H c1 and H c2 are obtained by keeping the diagonal elements of ⌿
(1) and ⌿ (2) the same as in ⌿ 0 , while letting their off-diagonal elements depart from zero and in opposite directions. Let F ml0 be the discrepancy between the structural model and the population covariance matrix corresponding to the statistic T ml ϭ ͑N Ϫ 1͒F ml . The sizes of the off-diagonal elements of ⌿
(1) and ⌿ (2) are manipulated so that the expected power values of T c1 and T c2 are controlled according to T c1 ϳ 24 2 ͑␦ c1 ͒ and T c2 ϳ 24 2 ͑␦ c2 ͒, where
͑2͒ . Violations against H are obtained by adding a small disturbance to each of the nonzero factor loadings in ⌳ 0 and letting the disturbances for the two groups be in opposite directions. The size of the disturbance is manipulated so that T c ϳ 6 2 ͑␦ ͒ will have a certain expected power to be specified momentarily. Violations against H are obtained by adding a small disturbance to each of the diagonal elements of ⌿ 0 in the two groups in opposite directions, and the size of the disturbance is manipulated so that T c ϳ 9 2 ͑␦ ͒ will have a certain expected power. Similarly, violations against H are obtained by adding a 7 We use a subscript 0 to denote the population value of a parameter.
Table 3 Seven Test Statistics Examined in the Monte Carlo Studies

Statistic
Hypothesis being tested df
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small disturbance to each of the elements of ⌽ 0 and letting the disturbances for the two groups be in opposite directions. Again, the size of the disturbance is manipulated so that T c ϳ 6 2 ͑␦ ͒ will have a certain expected power. Violations against H or H for the mean structure are obtained similarly: by adding a small disturbance to each of the elements of 0 and letting the disturbances for the two groups be in opposite directions, and by varying the value of 1 in ϭ ͑ 1 , 2 1 , 3 1 ͒Ј, respectively. The sizes of the misspecification in the mean structures are controlled so that T c ϳ 6 2 ͑␦ ͒ and/or T c ϳ 3 2 ͑␦ ͒ will have a certain expected power. The expected power for each of the chi-square-difference statistics described above is calculated according to the separation between df 2 and df 2 ͑␦͒, where
͑2͒ is obtained by minimizing the discrepancy between the structural model and the disturbed population means and covariances under the corresponding constraint. Eighteen conditions are used in our study: C1 to C9 are for examining the performances of the statistics with covariance structure models, and C10 to C18 are for the performances of the statistics with mean-and-covariance structure models. These conditions are listed in Table 4 , where the corresponding tables that contain the Monte Carlo results under each of the 18 conditions are also listed for easier cross-reference. Corresponding to each null hypothesis, the population covariance matrix or mean vector for each group is evaluated at ⌳ 0 , ⌿ 0 , ⌽ 0 , 0 or 0 , respectively. When a null hypothesis is violated, the corresponding population means and covariances in the two groups are as described in the previous paragraph, so that the expected power of rejecting the null hypothesis is controlled at either 50% or 25%. These power values might be called medium and small, respectively. We do not consider greater power values because the purpose of multigroup SEM is to endorse the equivalence of measurements among the groups rather than to reject the corresponding null hypotheses with enough power. Also, we are interested in how much the empirical power of each statistic is deviated from its expected value with violation of conditions, rather than in a particular power value itself. Condition C1 is to evaluate Type I errors of the statistics with covariance structures. In Conditions C2 to C5, hypotheses H c ϭ ͑H c1 ,H c2 ͒, H , H , and H are each violated in sequence and the expected power value of the corresponding statistic is controlled at 50%. Configural invariance is violated in Conditions C6 to C8, together with one other hypothesis being violated, and the expected power value of each corresponding statistic is controlled at 50%. In Condition C9, all the null hypotheses (H c , H , H , H ) are false, and the expected probability of rejecting each of them is controlled at 25%. Covariance matrices in Conditions C10 to C12 are the same as in Conditions C1 to C3, respectively, but the interest is the performances of test statistics with mean structures. One hypothesis is violated in Conditions C13 (H ) and C14 (H ), and the expected power value of the corresponding test statistic is controlled at 50%. In Conditions C15 to C17, two hypotheses are violated: configural invariance H c plus H , H , or H , and the 
Note. A statistic followed by a percentage within parentheses implies that the misspecification is done by controlling the expected power of that statistic at the given percentage; and T c ͑50%͒ implies the power values of both T c1 and T c2 are at 50%.
expected power of each corresponding statistic is controlled at 50%. All the hypotheses are violated in C18, with the expected power of each corresponding statistic being controlled at 25%. For each condition of population in Table 4 , three conditions of sample size are used. Because the interest is in the performances of the chi-square-difference statistics under idealized conditions, we choose balanced sample sizes N 1 ϭ N 2 ϭ 150, 300, and 500. These sample sizes might be considered small to medium. Larger sample sizes are not considered because they have little effect on the performance of each statistic once the expected power is controlled. For each condition of population and sample size, 1,000 replications are used.
In our study, each statistic is evaluated at each of the 1,000 replications, and the numbers of significance and nonsignificance are recorded by comparing the value of the statistic against the corresponding critical value c 1Ϫ␣ of df 2 with ␣ ϭ .05. Because, according to the rule of performing chi-square-difference tests, all subsequent model comparisons will stop once the chi-squaredifference statistic at the current step is found to be significant, we also recorded the number of replications (N rp ) that have passed the sequence of previous tests as well as the number of rejections out of these replications in the current test. Consequently, we have two significance/rejection rates for each chi-square-difference statistic-one is based on all of the 1,000 replications and the other is based on the N rp replications; we will refer the latter as the rejection rate in sequential tests. To provide a complete picture, we report both rejection rates and the corresponding number N rp in Tables 5 to 8 , with the rejection rate in sequential tests being in parentheses and N rp in squared brackets. Table 5 contains the results with Conditions C1 to C5. Under Condition C1 when all the hypotheses hold, the empirical rejection rates of all the statistics are around 5%. In particular, each rejection rate in a sequential test is very close to that based on the 1,000 replications, although many replications could not reach the final stage when testing the hypothesis H . Except for the fact that more replications were filtered out at smaller sample sizes in sequential tests, there is no other obvious pattern for the effect of sample size on rejection rates of each statistic. The empirical rejection rates under C1 will serve as references when examining the properties of these statistics under alternative conditions next.
Results
When configural invariance is violated in C2 and the expected power values of T c1 and T c2 are both at 50%, their empirical rejection rates are underlined for easier identification. Note that in the design for alternative hypotheses, the size of each misspecification is controlled through the ncp such that F ml becomes smaller Note. Underlined numbers are expected to be .500; numbers not underlined are expected to be .050. The number within parentheses is the rejection rate in sequential tests, and the number within square brackets is the number of replications subject to the sequential tests. All the hypotheses are held in Condition C1 (Type I error). In Condition C2, configural invariance is violated so that the expected power of T c1 and T c2 are both 50%. In C3, ⌳ ͑1͒ ⌳ ͑2͒ and the expected power of T c is 50%. In C4, diag͑⌿ ͑1͒ ͒ diag͑⌿ ͑2͒ ͒ and the expected power of T c is 50%. In C5, ⌽ ͑1͒ ⌽ ͑2͒ and the expected power of T c is 50%.
as N increases, and the expected rejection rate is a constant rather than increases with N. As expected, the rejection rates of T c1 and T c2 are close to 50%. However, due to the base model being misspecified, the empirical rejection rates of T c and T c in sequential tests or across all 1,000 replications are clearly much higher than 5%. In contrast, the misspecification only slightly affects the rejection rates of T c for testing H , with the largest Type I error equal to .094 in sequential tests and .067 across the 1,000 replications. For the statistic T c , the rejection rates in sequential tests are somewhat smaller than those across 1,000 replications. There is no clear difference between the two types of rejection rates of T c . When H of equal factor loadings does not hold in C3 and T c is expected to have 50% power, the empirical rejection rates of T c are around the expected value. However, rejection rates of T c are substantially greater than 5%. Rejection rates of T c are also greater than those under C1. As noted previously, this is because the hypothesis H is involved in the computation of each of the following chi-square-difference statistics.
Under Condition C4 when error variances are not equal across the two groups, the statistic T c is expected to reject H 50%, the actual rejection rates are also close to 50%. The performance of the statistic T c is barely affected, indicating that it is not sensitive to the violation of H .
When H of equal factor variances-covariances does not hold in C5 with expected power of T c being at 50%, the actual rejection rates of this statistic are also close to the expected value. The performances of T c1 , T c2 , T c , and T c are not affected. This is because the constraint H : ⌽ ͑1͒ ϭ ⌽ ͑2͒ is not involved in the evaluation of these statistics. Results in Table 5 indicate that violation of configural invariance strongly affects the evaluation of cross-group equalities of factor loadings and error variances, but the violation has little effect on evaluating the cross-group equality of factor variancescovariances. Violation of cross-group equality of factor loadings strongly affects the evaluation of cross-group equality of error variances, and, to a lesser degree, the evaluation of cross-group equality of factor variances-covariances. However, violation of cross-group equality of error variances barely affects the evaluation of that of factor variances-covariances, although H appears in the base model when evaluating H . Table 6 contains the empirical rejection rates of the five statistics with covariance structure models when configural invariance and one other (C6 -C8) or all hypotheses (C9) are violated. In Condition C6, when T c1 , T c2 , and T c are expected to reject 50%, the empirical rejection rates of T c1 and T c2 are close to those under C2 in Table 5 . However, rejection rates of T c are substantially below 50%, especially those in sequential tests. In contrast, rejection rates of T c are substantially above 5%, and those of T c are also clearly above 5%.
In Condition C7, when T c1 , T c2 , and T c are expected to reject 50%, the performances of T c1 and T c2 are similar to those in C2, but the rejection rates of T c are substantially above 5%, whereas those of T c are substantially above 50%, and those of T c are This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
also mildly affected, especially those in sequential tests with N 1 ϭ N 2 ϭ 150. Under C8 when T c1 , T c2 , and T c are expected to reject 50%, the performances of T c1 and T c2 are again similar to those in C2, but the rejection rates of T c and T c are substantially above 5%. Those of T c are also clearly above 50% or greater than those in C5 when H c holds.
In Condition C9 when all the statistics are expected to reject 25%, the rejection rates of T c1 and T c2 are close to the target value, especially at N 1 ϭ N 2 ϭ 500. However, the rejection rates of other statistics are clearly deviant from the target value. In particular, those of T c are clearly below 25%, whereas those of T c are close to 70%, and those of T c are also substantially above 25%.
The empirical rejection rates of test statistics with mean structures under Conditions C10 to C14 are reported in Table 7 , and those under Conditions C15 to C18 are reported in Table 8 . For easier comparison, the rejection rates of T c1 , T c2 , and T c are also included in the tables. Only in a few conditions are the empirical rejection rates of T c and T c clearly affected by the misspecification in the base model. In particular, in Condition C18, the rejection rates of T c are consistently below the expected rate of 25%, especially in sequential tests, and the empirical rates of T c are consistently above the expected rate of 25%. In C13 and C16, the rejection rates of T c are also affected by the violation of H .
The results in this section, together with those in Yuan and Bentler (2004) , imply that when the base model is misspecified, chi-square-difference tests do not behave as expected. They cannot control Type I errors when the targeted hypotheses hold in the population, and their power is also not as expected when the targeted hypotheses are violated. In particular, the performances of T c and T c closely depend on whether H c is violated, and the performance of T c also closely depends on whether H is violated. The statistic T c tends to be more stable than T c and T c , although it is also substantially affected by misspecifications in the base model, as reflected in Conditions C8 and C9 in Table 6 . In contrast, the performances of the two mean statistics T c and T c are substantially affected by the misspecification in the base model only in Condition C18. In addition to the results reported in Tables 5 to 8, we and T c , respectively, suggesting that chi-squaredifference tests for multigroup SEM by following the order H ¡ H ¡ H are also not immune to misspecified base models, and such an order is also widely used in practice (Vandenberg & Lance, 2000) . Note. Underlined numbers are expected to be .500; numbers not underlined are expected to be .050. The number within parentheses is the rejection rate in sequential tests, and the number within square brackets is the number of replications subject to the sequential tests. All the hypotheses are held in Condition C10 (Type I error). In Condition C11, configural invariance is violated so that the expected power of T c1 and T c2 are both 50%. In C12, ⌳ ͑1͒ ⌳ ͑2͒ and the expected power of T c is 50%. In C13, ͑1͒ ͑2͒ and the expected power of T c is 50%. In C14, 0 and the expected power of T c is 50%. This document is copyrighted by the American Psychological Association or one of its allied publishers.
The results in this section imply that the commonly used chisquare-difference tests may not be a valid tool for examining measurement invariance. Although T c and T c for evaluating mean structures are less affected by misspecified base models, we still cannot safely apply the chi-square-difference tests. This is because the models with mean structures are nested within the corresponding covariance structure models, and Type I and II errors might have been already out of control before testing the mean structures.
Multigroup Analysis With Equivalence Testing
Multigroup SEM is instrumental in endorsing equivalence of measurements across groups. However, conventional methods of statistical inference, NHT in particular, are designed to reject the hypotheses of interest. If the ultimate goal is to falsify a null hypothesis and measurement invariance is not an issue, conventional NHT combined with the Student t-or F-statistic in ANOVA may work reasonably well. If the ultimate goal is to endorse equivalence, the setup of conventional NHT becomes awkward. In particular, a nonsignificant test statistic only implies that there is not enough evidence to reject the model. It does not imply that the current model is correctly specified; neither does it tell us the size of misspecification in the current model. To overcome the problem, we propose to replace NHT by equivalence testing, which has been used in establishing the equivalence of different treatment programs (Dunnett & Gent, 1977; Rogers et al., 1993) , equivalence of confidence intervals for means (Seaman & Serlin, 1998) , bioequivalence or equivalence of different drugs in biostatistics (Wellek, 2010) , and in testing for lack of associations among variables (Goertzen & Cribbie, 2010) . Because measurement invariance needs a sequence of tests and each is based on the assumption that the previous hypothesis approximately holds, equivalence testing accommodates the needs of multigroup SEM ideally. In the remainder of this section, we will first describe how to apply equivalence testing in multigroup SEM, and then contrast its difference and similarity with conventional NHT using analysis and by applying it to analyzing the two sample covariance matrices considered in Example 1.
Consider again the statistics T ml ϭ ͑N Ϫ 1͒F ml for one group and
for m groups, where N ϭ N 1 ϩ N 2 ϩ . . . ϩ N m . Let F ml0 be the population counterpart of F ml , that is, the value of F ml when the sample moments are replaced by their population counterparts. The null hypothesis in equivalence testing is
where ⑀ 0 is a small positive number that one can tolerate for the size of misspecification. Let c ␣ ͑⑀ 0 ͒ be the left-tail critical value of df 2 ͑␦͒ corresponding to cumulative probability ␣, with ␦ ϭ ͑N Ϫ m͒⑀ 0 . Because T ml stochastically increases as F ml0 increases, we reject the Note. Underlined numbers are expected to be .500; except in Condition C18, numbers not underlined are expected to be .050. The number within parentheses is the rejection rate in sequential tests, and the number within square brackets is the number of replications subject to the sequential tests. Configural invariance is violated in Conditions C15 to C17 so that the expected power of T c1 and T c2 are both 50%. Also, in C15, ⌳ ͑1͒ ⌳ ͑2͒ and the expected power of T c is 50%; in C16, ͑1͒ ͑2͒ and the expected power of T c is 50%; in C17, 0 and the expected power of T c is 50%. In C18, all the hypotheses are violated so that the expected power values of T c1 , T c2 , T c , T c and T c are 25%, respectively. This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
null hypothesis H 0a in Equation 4 if T ml Յ c ␣ ͑⑀ 0 ͒, and Type I error is controlled at level ␣. When H 0a is rejected, we can conclude that the size of misspecification in the current model, as measured by F ml0 , is no greater than ⑀ 0 . When a chi-square-difference statistic is used under the setup of equivalence testing, denote the statistic as T b c ϭ T bc Ϫ T b , where b represents the set of constraints in the base model, c represents the set of additional constraints, and both T b and T bc are special cases of T ml . Then
where all the F b ͑l͒ , l ϭ 1, 2, . . . , m, are related through the constraints in b, and all the F bc ͑l͒ are related through the constraints in b and c. The null hypothesis in equivalence testing for nested models is
Notice that F bc0 is as large as F b0 at least, and they are equal only when parameter values that are subject to constraints in b, corresponding to the population means and covariances, also satisfy the additional constraints in c. When Equation 5 is rejected, we can claim that the size of misspecification due to the additional constraints in c is no greater than the tolerable size ⑀ 0 . Also notice that the value of ⑀ 0 in Equation 5 does not need to be equal to the one in Equation 4. In particular, the size of misspecification may tend to increase as the number of cross-group constraints or df increase.
For equivalence testing, we need to have a reasonable value of ⑀ 0 . Following the development of Steiger (1998) , we may relate ⑀ 0 to RMSEA 0 through
where m is the number of groups, with corresponding ncp ␦ ϭ ͑N Ϫ m͒df͑RMSEA 0 ͒ 2 ⁄m. Equation 6 implies that for a given RMSEA 0 , ⑀ 0 increases with df. It also implies that, for a given RMSEA 0 , we need to tolerate a greater misspecification with a more restricted model. This is why RMSEA is called a parsimonious index, which discourages including too many parameters in the model (Hu & Bentler, 1999) . We will discuss the possibility of adopting other fit indices for specifying the value of ε 0 in the concluding section. With respect to the use of RMSEA, MacCallum et al. (1996) suggested cutoff values .01, .05, .08, and .10 to distinguish between excellent, close, fair, mediocre, and poor fit, respectively. They also discussed how to use these cutoff values to specify hypothesis of not-close fit (RMSEA 0 Ͼ .05), and developed methods for power analysis and related sample-size determination for testing not-close fit. As we shall see, these existing cutoff values might be too stringent in the context of equivalence testing when conducting chi-square-difference tests for multigroup analysis. For the purpose of communicating the difference between equivalence testing and NHT, we still use the existing cutoff values for RMSEA to label the goodness of fit in this section. In the following section, we will consider how to adjust these values for the purpose of qualitatively labeling goodness of fit under equivalence testing.
For better understanding of equivalence testing, we contrast it against conventional NHT. The similarity and difference of the two setups allow us to see even more clearly about the logical and practical issues faced by NHT and how equivalence testing overcomes them.
• First, the implication of Type I error in equivalence testing is different from that in conventional NHT. With equivalence testing, a Type I error occurs when claiming a notacceptable model (F ml0 Ͼ ⑀ 0 ) as acceptable, and the probability of committing such an error is controlled at level ␣ (ϭ .05). With NHT, a Type I error occurs when claiming a correctly specified model (F ml0 ϭ 0) as a misspecified one (F ml0 Ͼ 0). • Second, when c ␣ ͑⑀ 0 ͒ is smaller than c 1Ϫ␣ and the observed statistic (of chi-square-difference) falls between these two numbers, we are unable to reject the null hypothesis of F ml0 ϭ 0 under NHT, but cannot claim the model as acceptable under equivalence testing. This scenario shows again why conventional NHT does not fit the need of multigroup SEM for conducting sequential chi-squaredifference tests, for which we need to have an acceptable base model before testing a further restricted model. Although the two setups yield the same action in conducting such that c ␣ ͑⑀ 0 ͒ ϭ c 1Ϫ␣ . Then, the procedure (decision of whether to proceed with a more restricted model) of equivalence testing will be identical to that of NHT. But, again, the results or implications are different. For equivalence testing at c ␣ ͑⑀ 0 ͒ ϭ c 1Ϫ␣ , we have agreed that a misspecification at size ⑀ 0 ϭ F ml0 in the current model is acceptable before moving onto a more restricted model, whereas in conducting a conventional chi-square or chi-squaredifference test, we have no information on the degree of misspecification in the current model.
With the similarity and difference noted above, we might be interested in comparing the two critical values c ␣ ͑⑀ 0 ͒ and c 1Ϫ␣ numerically. In addition to ␣, these values also depend on ⑀ 0 , the sample sizes, and df. Because the value of c ␣ ͑⑀ 0 ͒ increases with ⑀ 0 , and the sample size and df are the same under equivalence testing and NHT, comparison of the two critical values can also be done via the value of ⑀ 0 , such that c ␣ ͑⑀ 0 ͒ ϭ c 1Ϫ␣ . With two groups and ␣ ϭ .05, Table 9 contains the values of such ⑀ 0 as well as the corresponding ncp and ra ϭ RMSEA 0 for df ϭ 1 to 30, and N ϭ N 1 ϩ N 2 ϭ 300, 500, and 800. The results in Table 9 indicate that, at a given N, both ncp ␦ and ⑀ 0 ϭ F ml0 increase as df increases, but RMSEA 0 decreases as df increases. When N ϭ 300, RMSEA 0 ranges from .295 at df ϭ 1 to .089 at df ϭ 30, implying that there can be a substantial discrepancy between model and the underlying population even if the model is not rejected under NHT. If labeling the goodness of fit according to cutoff values of RMSEA as suggested in MacCallum et al. (1996) , the model-fitness under equivalence testing is from poor (df ϭ 1 to 20) to mediocre (df ϭ 21 to 30). At N ϭ 800, the model fitness under equivalence testing ranges from poor (df ϭ 1, 2, 3, 4) to mediocre (df ϭ 5, 6, 7, 8, 9) , and to fair (df ϭ 10 to 30). For all the scenarios listed in Table 9 , conventional chi-square-difference tests will assume that the null hypothesis H 0 holds and proceed with testing a more restricted model, which will cause problems for model inference as described in the previous sections. In contrast, equivalence testing will give a warning on possible misspecifications for each case, as reflected by the size of RMSEA 0 .
Example 1 (continued). We now reanalyze the two sample covariance matrices in Example 1 using equivalence testing. Because chi-square and chi-square-difference statistics for overall and nested models have been reported in Table 1 , we will only evaluate their goodness of fit under equivalence testing. At N 1 ϭ N 2 ϭ 200, Table 10 contains the critical values c ␣ ͑⑀ 0 ͒ corresponding to RMSEA 0 ϭ .01, .05, .08, and .10 for the df reported in Table 1 . Comparing the statistic T ϭ 89.784 in Table  1 with the critical values with df ϭ 45 in Table 10 suggests that the model with equal population covariance matrices is mediocre. Comparing the statistics T c1 ϭ 28.446 and T c2 ϭ 32.228 in Table  1 with the critical values with df ϭ 24 in Table 10 indicates that both ⌺(
(1) ) and ⌺( (2) ) reached fair fit. If models with fair fit are acceptable, we then move on to testing H . Comparing the statistic T c ϭ 69.499 with the critical values in Table 10 with df ϭ 54 indicates that the model corresponding to the hypotheses H c ϩ H reached a fair fit. With respect to testing H by T c ϭ 8.824, because the critical value corresponding to df ϭ 6 and RMSEA 0 ϭ .10 is 7.022, the model under H is poor. The testing stops at configural invariance unless one can tolerate a model that is poor. If continuing the test with further restricted models regardless, one finds that the models represented by H c ϩ H ϩ H and H c ϩ H ϩ H ϩ H reached fair fit, but neither of them can be claimed as achieved a close fit. In particular, T c ϭ 11.798 with df ϭ 9 suggests that the model with equal cross-group error variances (H ) is mediocre, and T c ϭ 9.850 with df ϭ 6 suggests that the model with equal cross-group factor variancescovariances cannot avoid being poor.
Table 10 also contains the critical value c .95 corresponding to each df 2 . The critical values c .05 ͑⑀ 0 ͒ corresponding to RMSEA 0 ϭ .10 at df ϭ 6 and 9 are a lot smaller than c .95 , suggesting that models not rejected by conventional chi-square-difference tests might be poor under equivalence testing when labeling goodness of fit according to cutoff values in MacCallum et al. (1996) . For 45 Յ df Յ 69, each c .95 in Table 10 is between the two values of c .05 ͑⑀ 0 ͒ corresponding to RMSEA 0 ϭ .05 and RMSEA 0 ϭ .08, suggesting that models not rejected by conventional chi-square or chi-square-difference tests only achieved fair fit.
Comparing the observed statistic with the critical value corresponding to a given level of significance is a key step in conventional NHT. A more informative element is the p-value, which is the significance level of the observed statistic. We will reject the corresponding null hypothesis if we cannot tolerate the significance level as represented by the p-value. The concept of p-value can be equally defined in equivalence testing. For a given ⑀ 0 and with m groups, it is the area below the observed statistic under the density curve of the noncentral Note. RMSEA ϭ root mean square error of approximation.
chi-square distribution df 2 ͑␦͒, where ␦ ϭ ͑N Ϫ m͒⑀ 0 . Because the p-value depends on sample size, an even more informative element is the value of ⑀ 0 defined by
where T is the observed statistic. Clearly, the hypothesis H 0a in Equations 4 or 5 will be rejected marginally if we can tolerate the size of a misspecification corresponding to the ⑀ 0 in Equation 7 or the related value of RMSEA 0 . Any smaller value of ⑀ 0 than that in Equation 7 implies that T Ͼ c .05 ͑⑀ 0 ͒, and consequently the H 0a in Equations 4 or 5, cannot be rejected. Thus, we may call the ⑀ 0 defined in Equation 7 the minimum tolerable size of misspecification for conducting the next step in a sequence of chi-squaredifference tests.
To facilitate applications of equivalence testing, an R program 9 is provided for solving the ⑀ 0 defined in Equation 7, using an approximation method in Venables (1975) . The program also computes the value of RMSEA 0 corresponding to the ⑀ 0 , given the number of groups m and the sample sizes N 1 , N 2 , . . . , N m . A description for the use of the R program is provided in Appendix C.
Example 1 (continued). For each statistic reported in Table 1,  Table 11 contains the values of ncp, ⑀ 0 , and RMSEA 0 obtained by solving Equation 7, where RMSEA 0 ϭ ͑⑀ 0 ⁄ df͒ 1 ⁄ 2 for one group and RMSEA 0 ϭ ͑2⑀ 0 ⁄ df͒ 1 ⁄ 2 for two groups. If we are unable to tolerate any of the sizes of ⑀ 0 or RMSEA 0 reported in Table 11 , the sequential chi-square or chi-square-difference tests will have to be stopped, and measurement invariance can only be processed up to the previous stage. The results in Table 11 indicate that all RMSEA 0 s are above .05, and those corresponding to the chisquare-difference statistics for testing H and H are above .10. For example, if we are unable to tolerate a size of misspecification in a model with RMSEA 0 ϭ .075, configural invariance cannot be established. If we are able to tolerate RMSEA 0 ϭ .075, but are unable to tolerate a misspecification with RMSEA 0 ϭ .112, then metric invariance ͑1͒ ϭ ͑2͒ cannot be established with the chisquare-difference statistic T c ϭ 8.824. Similarly, even if we are able to tolerate a misspecification with RMSEA 0 ϭ .112, but are unable to tolerate a misspecification with RMSEA 0 ϭ .118, then ͑1͒ ϭ ͑2͒ cannot be established using the chi-square-difference statistic T c ϭ 9.850.
The development in this section shows that, for the same data sets and same statistic T ml , equivalence testing provides us with much more information than conventional NHT. In particular, results in Tables 10 and 11 indicate that, under equivalence testing, whether using the statistic T for the saturated covariance matrices or via the sequence of chi-square-difference statistics for the structural model, we get essentially the same conclusion regarding the two population covariance matrices in Example 1. That is, ⌺
( 1) and ⌺ (2) have sizable differences as quantified by either the minimum tolerable size ⑀ 0 or the corresponding RMSEA 0 . According to the cutoff values for RMSEA as suggested in MacCallum et al. (1996) , the model with equal saturated covariance matrices reached mediocre fit, and the goodness of fit for the structural models under the sequence of constraints ranges from fair to mediocre and to poor. Thus, the results of the sequence of chisquare-difference tests agree well with that of T . Consequently, the logical issues faced by conventional NHT in Table 1 are eliminated by equivalence testing. However, cutoff values for RMSEA as suggested in the literature might be too stringent when applied under equivalence testing. We will discuss the meaning of cutoff values for fit indices in general and show how to adjust cutoff values of RMSEA in the next section.
Adjusted Cutoff Values for RMSEA With Equivalence Testing
Cutoff values are needed in the context of equivalence testing, simply because they facilitate the specification of null hypothesis as well as qualitative judgment about the minimum tolerable size ⑀ 0 in Equation 7. In the previous section, we observed that conventional cutoff values for RMSEA as given in Browne and Cudeck (1992) and MacCallum et al. (1996) might be too exacting when evaluating the minimum tolerable size ⑀ 0 in the context of equivalence testing. In particular, if the RMSEA 0 corresponding to a set of hypothetical constraints is .05 in the population, and the ⑀ 0 corresponding to RMSEA 0 ϭ .05 is chosen as the tolerable size of F ml0 , we only have probability ␣ (Type I error) to reject the null This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
hypothesis (H 0a : F ml0 Ͼ ⑀ 0 ). If RMSEA 0 corresponding to each hypothesis in the sequence ͑H c1 , H c2 ͒ ¡ H ¡ H ¡ H is .05, and the corresponding ⑀ 0 is chosen as the tolerable size in conducting equivalence testing, then the probability for us to reach the end of the sequence (assuming the events are independent) is ␣ 5 (ϭ 3.125 ϫ 10 Ϫ7 at ␣ ϭ .05). Thus, although it might be convenient to use the established cutoff values for RMSEA to judge the tolerable size of misspecification, these values might not be proper for conducting statistical tests in the context of equivalence testing. This section aims to develop alternative cutoff values for RMSEA 0 that fit the needs of equivalence testing.
Although, without a set of unified cutoff values, model evaluation becomes subjective, any proposal for cutoff values cannot avoid being arbitrary. This was made clear when fit indices and cutoff values were first proposed (Bentler, 1990; Bentler & Bonett, 1980; Browne & Cudeck, 1992; Hu & Bentler, 1998 , 1999 MacCallum et al., 1996; McDonald & Marsh, 1990) . In particular, cutoff values as proposed in the literature are simply crude aids for interpretation rather than of any particular scientific value or based on any theoretical justification. Recent literature also repeatedly warned against overinterpreting cutoffs values (e.g., Fan & Sivo, 2005 , 2007 Markland, 2005; Marsh, Hau, & Wen, 2004; McDonald & Ho, 2002; Yuan, 2005) . Cutoff values to be developed in this section are also only for qualitative judgment about model's adequacy at each step in the evaluation of measurement invariance. Because labels attached to cutoff values .01, .05, .08, and .10 for RMSEA have been well-established in the literature, rather than proposing a totally new set of cutoff values for RMSEA 0 under equivalence testing, we will adopt those existed ones and make proper adjustment. In the context of single-group analysis, Yuan et .08, and .10) . With m groups and given N ϭ N 1 ϩ N 2 ϩ . . . ϩ N m , the corresponding statistic T ml is given by
where df is the total df. For the above T ml , let ⑀ 0 be the solution to Equation 7 with T ϭ T ml , then the corresponding RMSEA 0 in equivalence testing is given by RMSEA 0 ϭ ͓m⑀ 0 ⁄ df͔ 1 ⁄ 2 (Steiger, 1998) . Clearly, RMSEA 0 is a function of N, m, df, and RMSEA c . Following the approach in Yuan et al. (2016) , we will linearly predict ln͑RMSEA 0 ͒ by ln͑N Ϫ m͒ and ln͑df͒, as well as other transformations of N -m and df at each value of RMSEA c and a given m. In our development, four conditions of m are selected-2, 3, 4, and 5; 32 conditions of N are selected-50, 60, 70, 80, 90, 100, 120, 140, 160, 180, 200, 250, 300, 350, 400, 450, 500, 550, 600, 650, 700, 750, 800, 900, 1,000, 1,200, 1,400 , 1,600, 1,800, 2,000, 2,500, 3,000; and 100 conditions of df are selected-1, 2, 3, . . . , 100. These conditions 10 are chosen because reality with more than five groups is rare although possible; the conditions of N clearly cover small to large sample sizes, and so do the conditions on df. , n, and ln͑df͒ ln͑n͒ be predictors, with n ϭ N Ϫ m. Applying the best subset regression to the 3,200 cases, Table 12 contains the coefficients of the best predictors of ln͑RMSEA 0 ͒, together with the corresponding R 2 of the prediction. For completion, the coefficients for m ϭ 1 obtained in Yuan et al. (2016) are also included in The value of the adjusted RMSEA a is greater than the value of the corresponding RMSEA c in general. For a given RMSEA c , the value of RMSEA a tends to increase as m increases, and decreases as N or df increases. A greater RMSEA a implies that we should tolerate a large value of RMSEA 0 due to the increased uncertainty with a smaller N or df, or a larger number of groups with given N and df. To facilitate applications, the formulas for evaluating the adjusted cutoff values are implemented in the same R program 11 that solves Equation 7. The needed inputs are the number of groups m (Յ5), the sample sizes N 1 , N 2 , . . . , N m , or the total sample size N, and the df. A description for the use of the R program is given in Appendix C.
Example 1 (continued). We have observed in Table 11 that if using the conventional cutoff values of RMSEA to judge the value of RMSEA 0 in Example 1, the model under metric invariance is simply poor. Evaluation of measurement invariance cannot proceed unless we can tolerate a model that is poor. Table 13 contains the adjusted cutoff values corresponding to the four conventional cutoff values of RMSEA. The adjusted cutoffs for T c1 and T c2 are obtained using the formula corresponding to m ϭ 1 and n ϭ N Ϫ 1 ϭ 199 in Table 12 , and the rest are obtained using the formulas 10 The purpose is to develop formulas for cutoff values with realistic conditions. Although the number of groups, sample size, or df can be infinitely many in theory, we cannot include all possibilities in the development. Also, the density curve of a noncentral chi-square distribution is very smooth at its tail when df Ͼ 10 (Krishnamoorthy, 2016, pp. 259 -264) ; the developed formulas can tolerate moderate extrapolation beyond the range of the calibration conditions. The condition of m ϭ 1 is examined in Yuan et al. (2016) . 11 The program can be downloaded at http://www3.nd.edu/~kyuan/ mgroup/Equivalence-testing.R. This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
corresponding to m ϭ 2 and n ϭ N 1 ϩ N 2 Ϫ 2 ϭ 398. The last column of the table contains relabeling of the goodness of fit according to the adjusted cutoff values. Now the model under metric invariance is labeled as close fit, and so are those under configural invariance as well as the one under H . In particular, the model under H is fair, and so is the model under H . Thus, both the equality of the two saturated covariance matrices and that of the two structured covariance matrices achieved fair fit. Consequently, the issues faced by the conventional NHT in Example 1 is again eliminated. The results in Table 13 showed that the adjusted cutoff values are a lot more tolerant than the conventional ones. But the relabeling does not change the fact that we need to tolerate a model with RMSEA 0 ϭ .112 to claim with confidence that the two groups in Example 1 are metric invariant.
Before ending this section, we would like to emphasize once again that the cutoff values for RMSEA 0 obtained in this section are to facilitate the communication of the goodness of fit of models. Although referring RMSEA 0 to the derived cutoff values according to Table 12 may yield the same qualitative judgment about a model as referring the conventional RMSEA to the conventional cutoff values, the implications are different. Under equivalence testing, we have to tolerate a larger size of misspecification in order to reach the same conclusion about the underlying model.
Discussion, Conclusion, and Recommendation
There is a general agreement among researchers that any model is an approximation to the real world and that there are good approximations and bad ones (Bentler, 1990; Box, 1976) . For a chi-square-difference test in multigroup SEM, the degree of approximation in the base model directly affects the result of the test for the further restricted model. What we intend to reflect as the quality of the further restricted model may actually reflect that of the base model or the collection of constraints that chi-squaredifference tests failed to reject in sequence. However, conventional NHT does not permit us to quantify the degree of approximation. Furthermore, most researchers for conducting multigroup SEM aim to establish certain level of measurement or structural invariance/equivalence, whereas conventional NHT was developed to reject interesting hypotheses rather than accepting them. Researchers mistakenly trust the model corresponding to a nonsignificant test statistic as being correctly specified. In this article, we illustrated the problems with the most commonly used tests for multigroup SEM, explored the reasons, and proposed to replace NHT by equivalence testing. The most important difference between equivalence testing and conventional NHT is that the former explicitly informs us about the size of a possible misspecification at each step of the sequence of endorsing measurement/structural invariance, whereas the later tells us little of it.
We have showed how equivalence testing eliminated the logical and practical issues faced by chi-square-difference tests under conventional NHT through analysis and numerically using Example 1. With equivalence testing, it does not mean that measurements across groups will be all equivalent or all nonequivalent. Instead, the method informs us the size of a possible misspecification at each step of the sequence of the chi-square-difference tests. In particular, for the solution ⑀ 0 to Equation 7 at ␣ ϭ .05, one can be 95% confident that the size of misspecification is below the ⑀ 0 . Such a guarantee is not offered by conventional NHT. In contrast, NHT only guarantees that the probability for a correct model to be rejected is under 5%, which is different from the desired property that a model not being rejected is 95% correct. Equivalence testing also does not mean that Type I and Type II errors are always well controlled in the sequence of chi-squaredifference tests. On the contrary, it explicitly admits that the model is not error free at each stage of the sequence unless the ⑀ 0 in Equation 7 is zero. Furthermore, when a chi-square-difference test is formally conducted under equivalence testing, the misspecification in the base model also affects the inference for the further restricted model, and the extent of the effect depends on the tolerable size of misspecification specified in Equations 4 and 5. In particular, such an effect is explicitly accounted for in equivalence testing as reflected by the critical value c ␣ ͑⑀ 0 ͒ that directly depends on the value of ⑀ 0 . Also, Type I error and power under equivalence testing have different implications from those under conventional NHT, as discussed in the text.
In application of equivalence testing with multigroup SEM, we recommend reporting the minimum tolerable size via the value of RMSEA 0 and label the goodness of fit according to the adjusted cutoff values, as we did in Table 13 . Because "it can be taken for granted that every model is false and that we can prove it so, if only we collect a sufficiently large sample of data" (Lord & Novick, 1968, p. 383) , we may regard hypotheses on equality of parameters that have achieved excellent or close fit as being essentially held. Of course, theoretical consideration should be always of primary concern in evaluating measurement equivalence. For models/hypotheses that are in fair or mediocre fit, alternative models need to have been considered together with a strong theoretical argument before endorsing the corresponding hypotheses.
If the fit is poor, then one may consider modifying the model by including additional parameters starting from the step of configural invariance. Alternatively, if conditions permit, one might consider selecting a subset of items by removing an item that corresponds to the largest drop of the statistic T ml each time, and then treat the left items as a complete set in performing the sequence of chisquare-difference tests. Of course, removing items according to the observed value of T ml is not free of concerns, and may capitalize on chance, especially when sample sizes are relatively small. It is important for the final set of items to be substantively sound in addition to meeting the criteria for being equivalent across groups. With respect to selecting items, we would like to note that results based on the z or Wald test may not be valid. This is because misspecification in the model affects the performance of the Wald or z test (Yuan & Bentler, 2004) . Selection of proper referent indicators is another challenge (Hancock et al., 2009; Johnson et al., 2009) . In contrast, the statistic T ml is not affected by the selection of particular referent indicators, as noted in the introduction of the article. The practice of using a subset of items in evaluating measurement invariance is called partial measurement invariance, and readers interested in this direction are referred to Byrne et al. (1989) , Hancock et al. (2009 ), Johnson et al. (2009 , and Millsap and Kwok (2004) for further discussion. This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. is still preferred with regard to H . A limitation of this article is that we only examined the statistic T ml with normally distributed data by assuming T ml following the nominal central or noncentral chi-square distribution. In practice, data may not be normally distributed; T ml or any other statistic may not follow the nominal chi-square or noncentral chi-square distribution. How to relate the distribution of the observed statistic to a population quantity by which null hypotheses parallel to those in Equations 4 and 5 under equivalence testing can be formulated needs to be further studied (see, e.g., Yuan, 2008) .
We have chosen RMSEA for measuring the size of ⑀ 0 to facilitate the formulation of null hypotheses as well as the evaluation of a minimum tolerable size. Such a choice is motivated by the fact that, in each given context, RMSEA 0 and ⑀ 0 are uniquely determined by each other. Also, RMSEA has the desired feature of taking model parsimony into consideration. In addition to RMSEA, other fit indices might also be considered for specifying the tolerable size of misspecification. However, the formulations of most fit indices also involve other elements in addition to the F ml0 in Equation 4 or ͑F bc0 Ϫ F b0 ͒ in Equation 5. These elements will bring in extra uncertainty that is not desired in model testing. For example, the formulation of the popular comparative fit index (Bentler, 1990 ) also involves T ml evaluated at a base model, and the distribution of such a statistic needs to be considered in performing equivalence testing. Also, it is not clear whether the same base model should be used throughout the sequence of the chi-square-difference tests or each base model should be chosen according to the formulation of the hypothesis being tested (see, e.g., Widaman & Thompson, 2003) . Additional thoughts are needed when considering fit indices other than RMSEA for the purpose of multigroup analysis under equivalence testing.
A final note is that the tolerable size ⑀ 0 in Equation 4 is to set a bound on F ml0 , which is a summary of the overall misspecification in the model. The value of F ml0 does not convey the information on possible misspecification about any particular parameters. In fact, the value of F ml0 varies as the population values of certain parameters vary, even if they satisfy a given null hypothesis while other parameters do not satisfy a separate null hypothesis (e.g., Hancock & Mueller, 2011; Saris, Satorra, & van der Veld, 2009) . Such an issue also occurs to models in other contexts. For example, given a set of different means, the effect size in ANOVA varies with the size of common standard deviation. In multivariate statistics, we have to use a summary measure to proceed with the analysis. In the development of statistics, the size of the ncp ␦ in T ml ϳ df 2 ͑␦͒ or the related ⑀ 0 and RMSEA 0 have been regarded as a good summary for the size of overall misspecification about the model being tested. However, controlling the size of ⑀ 0 does not mean that we are controlling the absolute cross-group difference on any set of parameters, even if they are broken into nonoverlapping sets in the context of measurement invariance. The same issue also applies to omnibus F test in ANOVA and to conventional NHT in multigroup SEM as well as other multivariate models. This seems to be the nature of statistical models with more than one parameter, and we may have to satisfy with summary measures in multivariate methodology.
(Appendices follow)
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This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. Lines 9 to 14 are the input for computing the ⑀ 0 and the associated value of RMSEA 0 corresponding to T c ϭ 8.824, with df ϭ 6, for testing metric invariance with the two groups of Example 1. In particular, the R function needs the input of the total sample size N ϭ N 1 ϩ N 2 and the involved number of groups (m ϭ 2). Line 15 runs the R function with the following output noncentrality parameter ncp= 14.96497 minimum tolerable size= 0.03760044 RMSEA_0 under equivalence testing= 0.111953
After rounding to three decimal places, these numbers are the same as given in Table 11 These numbers, after rounding to three decimal places, are reported in Table 13 , corresponding to T c . To apply the program, one just needs to download and save the program, change the numbers in Lines 1 to 5 and 9 to 14, and post the updated program into the R Console. Note that the maximum number of groups is 5.
