Entanglement is one of the most intriguing features of quantum theory and a main resource in quantum information science. Ground states of quantum many-body systems with local interactions typically obey an "area law" meaning the entanglement entropy proportional to the boundary length. It is exceptional when the system is gapless, and the area law had been believed to be violated by at most a logarithm for over two decades.
Introduction
Entanglement is the most distinguished feature of quantum systems, and a core of quantum computation and quantum information theory [1, 2] . Recently, the role of entanglement has also been emphasized in quantum field theory by Witten [3] . When a subsystem A is picked from a given full system S, entanglement between A and its complement B = S − A is extracted from the reduced density matrix of A: ρ A , which is obtained by tracing out the density matrix of the full system ρ with respect to the Hilbert space with α real positive not equal to 1 has further importance, because we can reconstruct the whole spectrum (entanglement spectrum) of ρ A or equivalently of the entanglement Hamiltonian H ent, A ≡ − ln ρ A once S A, α is known as a function of α. By taking the limit α → 1, the Rényi entropy reduces to the von Neumann entanglement entropy. We can represent the reduced density matrix in terms of the entanglement Hamiltonian as ρ A = exp(−H ent, A ). Then Tr A ρ α A is a partition function of this Hamiltonian and the Rényi entropy (1.1) is proportional to free energy of the entanglement Hamiltonian. The α plays the role of inverse temperature. In this paper, we discover a phase transition with respect to this temperature.
Ground states of quantum many-body systems typically show an "area law" that means the amount of entanglement between the subsystems A and B with ρ being the density matrix of the ground states is proportional to the area of the boundaries of A and B. More precisely, for a quantum many-body system with local interactions on Ddimensional spatial lattice, its von Neumann entanglement entropy for the ground state is believed to behave as S A = O L D−1 when the system has a gap. L is a typical length scale of the subsystem A, and the behavior is estimated for L large. On the other hand, when the system is gapless, it is expected to obey similar behavior but with a possible logarithmic correction as S A = O L D−1 ln L [5] . For example, an exactly solvable spin chain introduced by Affleck, Kennedy, Lieb and Tasaki (the AKLT model) [6, 7] has a gapped spectrum and S A yields a constant value independent of L, which coincides with the area law for D = 1 [8] . Other spin chains (XXZ and XY models) which contain critical regime realizing gapless spectrum are investigated to find consistency with the above behavior [9, 10] . Results of (1 + 1)D conformal field theories (CFTs) [11] [12] [13] and of the Fermi liquid theory [14] also yield the logarithmic correction with D = 1. The rigorous proof of the belief and expectation has not been provided yet, except for the area law for gapped 1D systems: S A = O(L 0 ) [15] 1 .
Motzkin and Fredkin Spin Chains
This situation has been drastically changing, since a solvable spin chain model was introduced by Movassagh and Shor [17] (this model is called as Motzkin spin chain).
Spin degrees of freedom at each lattice site are s kinds of up-and down-spins (|u k and |d k with k ∈ {1, 2, · · · , s}), and a single zero spin (|0 ), which compose spin-s degrees of freedom (2s + 1) with s = 1, 2, · · · . The Hamiltonian of the model consists of nearest neighbor local interactions of the spins, and has a translational invariant bulk part. The system is frustration-free and has a unique ground state, whose von (1, 0) respectively, starts at the origin, ends at (2n, 0), and paths are not allowed to enter y < 0 region. In this case, the von Neumann entanglement entropy for the subsystems A and B divided at the middle of the chain behaves as S A = 1 2 ln n + (constant) up to terms vanishing as n → ∞ [18] . For s > 1, s-color degrees of freedom are assigned by putting a color index k ∈ {1, 2, · · · , s} to up-and down-steps, and the color of each up-step should be matched with that of subsequent down-step at the same height in each path. Motzkin walks implementing these natures are referred as colored Motzkin walks.
As an example, colored Motzkin walks of length 2n = 4 are depicted in Fig. 1 . The matching of colors leads to strong correlation between distant spins achieving the large entanglement of √ n.
Salberger and one of the authors (V.K.) constructed an analogous model for halfinteger spins [19] (see also [20] ), which is called as Fredkin spin chain after a relation to Fredkin (Controlled -Swap) gates. This model has s kinds of up-and down-spins (|u k and |d k with k ∈ {1, 2, · · · , s}) at each site, composing spin-(s−1/2) degrees of freedom.
Interactions of the Hamiltonian are local ranging up to next-to-nearest neighbors. The ground state is unique, corresponding to random walks called as Dyck walks, in which paths containing a flap step are removed from the Motzkin walks. For example, colored Dyck walks of length 2n = 4 are the last two terms in Fig. 1 . For some applications 1 A proof of the area law of the Rényi entropy for gapped 1D systems is given in [16] . in mathematical physics for Dyck paths, see [21, 22] . Asymptotic behavior of the von Neumann entanglement entropy is similar to the Motzkin spin chain for colored (s > 1) as well as uncolored (s = 1) cases. We present details of these two models in Appendices A and B.
Deformation of the Motzkin and Fredkin spin chains are discussed to realize further extensive entanglement proportional to the volume in [23] [24] [25] [26] [27] . A parameter t is introduced in the deformation, and ground states are expressed by a superposition of the same states as the original but now with the weight factor t A to each state, where
A denotes the area bounded by the corresponding path and the x-axis. For colored case (s > 1) with t > 1, paths reaching height of O(n) dominantly contribute to the von Neumann entanglement entropy, leading to linear scaling in n. From a different point of view, an extension of the models by symmetric inverse semigroups is discussed in [28, 29] . There are excited states corresponding to disconnected paths, for which localization phenomena occur. In addition, a new spin chain called the pair-flip model is introduced in [30] , where the Hamiltonian is local, translational invariant and does not have boundary terms. Since the Hamiltonian is not frustration-free, analytic treatment is hard, but it is conjectured from numerical results that the ground state is unique and its entanglement entropy obeys the same scaling of a square root of the volume as the Motzkin and Fredkin models.
The Motzkin and Fredkin spin chains are critical but cannot be described by relativistic CFTs due to the gap scaling as n −z with z ≥ 2. Although some two-point correlation functions have been computed in colorless cases [20, 31] , further investigation needs to reveal dynamical properties of the models, in particular for colored cases.
In this article, we analytically compute the Rényi entropy in the Motzkin and Fredkin models in colored as well as colorless cases by careful treatment of asymptotic analysis.
Because the Rényi entropy has sufficient information to reconstruct the whole entanglement spectrum, the result is crucial to understand the full of entanglement property of the models. Actually, we find a phase transition at α = 1 in the colored cases. Namely, (1.1) has different asymptotic behavior for 0 < α < 1 and α > 1 as depicted in Fig. 2 .
The former scales as a linear of n, whereas the latter as ln n. The phase transition point itself forms a phase, in which the von Neumann entanglement entropy scales as √ n.
Remarkably, this kind of phase transition has never been found in any other spin chain computed so far.
h: 
Mini Review of Rényi Entropy in Quantum Spin Chains
In this section, we summarize results of the Rényi entropy in quantum spin chains obtained so far.
AKLT model
The AKLT model consists of a linear chain of N spin-1's in the bulk ( S j at sites j = 1, 2, · · · , N ) and two spin-1/2's on the boundary ( s b at b = 0, N + 1). The Hamiltonian is
where the boundary terms π 0,1 = 2 3 1 + s 0 · S 1 and π N,N +1 = 2 3 1 + s N · S N +1 are projectors onto spin-3/2 states. The ground state |GS is unique, and the spectrum is gapped [6, 7] . Let us start with the full density matrix of the ground state ρ = |GS GS|.
We pick L contiguous spin-1's at sites k, k + 1, · · · , k + L − 1 as a subsystem A and trace out all the other spins including the boundary spins to obtain the reduced density matrix of A:
The subscripts of the symbol "Tr" stand for sites of spins to be traced-out. It turns out that (3.2) does not depend on either k or N [8] . The von Neumann entanglement entropy and the Rényi entropy take the same value 2 ln 2 as L → ∞, saturating an Lindependent value. Note also that the Rényi entropy is independent of the parameter α.
For a general spin S(= 1, 2, · · · ) version of the AKLT model, the result is similar with the value 2 ln(S + 1) [32] .
XY model
The XY model of an infinite chain in a transverse magnetic field is given by the Hamiltonian:
where σ x j , σ y j , σ z j are Pauli matrices describing spin operators at the site j. γ ≥ 0 is the anisotropy parameter, and 2h ≥ 0 is the magnetic field. This model with zero and nonzero h was solved in [33] [34] [35] . It can be mapped to a system of free fermions with a spectrum We pick a block of L neighboring spins as a subsystem A, and compute the entanglement of A from the density matrix of the ground state. By introducing elliptic parameters:
with the complete elliptic integral of the first kind
the Rényi entropy in L → ∞ limit is expressed as
for h > 1 and
for h < 1 [36] . θ j (z, q) (j = 1, 2, 3, 4) are the Jacobi theta functions. (3.7) and (3.8) are automorphic functions of α, and can take any positive value. In α → 1 limit, these expressions reduce to the von Neumann entanglement entropy obtained in [10, 37, 38] :
For generic point in (h, γ) plane, the expressions (3.7)-(3.10) are finite constants.
In the critical case of the XX model γ → 0 with h < 1, (3.8) and (3.10) diverge as
11)
up to terms of O(γ 2 ln γ). These can be compared with results obtained in keeping the block size L [10] : We see the pole at α = 0 in the above Rényi entropies (3.11), (3.13) and (3.15) . This reflects the fact that the dimension of the Hilbert space of A becomes infinite in the L → ∞ limit. These are comparable to the Rényi entropy of (1 + 1)D CFT [11, 39] : 
Colorless Motzkin model
The Rényi entropy in the colorless (s = 1) Motzkin spin chain [18] is computed in [31] for two choices of a subsystem A. One of the choices is the first contiguous n 1 spins of the length-2n chain. The result for n 1 = O(n) → ∞ reads
The other choice is the L-consecutive spins centered in the middle of length-2n chain.
For 1 L n, the Rényi entropy behaves as
These two expressions share the logarithmic growth with the size of the subsystem A and a logarithmic singularity at α = 0 in the correction terms.
Deformed Fredkin model
For the deformed Fredkin spin chain by a parameter t > 1 [24] , the Rényi entropy is obtained in [26] , where a subsystem A consists of the first block of n 1 spins of the length-2n chain. For both cases of 0 < α < 1 and α > 1, the Rényi entropy behaves as
It is proportional to the volume of the subsystem A for the colored case s > 1. (3.20) coincides with the expression of the von Neumann entanglement entropy.
Rényi Entropy of Fredkin Spin Chain
The ground state of the Fredkin spin chain of length 2n is expressed as the uniform superposition of states, each of which corresponds to a Dyck path from (0, 0) to (2n, 0).
The number of all possible Dyck paths is given by
which grows exponentially with respect to n. This appears as a normalization factor of the ground state:
We divide the full system into left and right half chains A and B, and compute the Rényi entropy of A. Let us consider a part of Dyck paths belonging to A, which consists of paths from (0, 0) to (n, h). Height h takes nonnegative integers. Each of them contains h unmatched up-steps. The number of such paths is
As a result of the Schmidt decomposition, the Rényi entropy takes the form (see Appendix A for the derivation):
where the factor s h comes from matching of colors across the boundary of A and B, and the probability factor is given by (4.1) and (4.3) as
It is straightforward to see the von Neumann entanglement entropy is written as
For n, n ± h 1, (4.5) behaves as
In case of h ≤ O(n 1/2 ), this is further simplified to yield
Notice that we can use (4.8) only if height h ≤ O(n 1/2 ) dominantly contributes to the sum (4.4). Otherwise, we should compute (4.4) with use of (4.7). This systematic analysis of
F, n,n, s is crucial to obtain the correct asymptotic form of the Rényi entropy.
Colorless case (s = 1)
In the colorless case, we can evaluate the sum by using (4.8), and finally obtain
up to terms vanishing as n → ∞ (see Appendix C for the derivation). This expression gives the von Neumann entanglement entropy in the limit α → 1:
In the colored case, we can see that the order of h dominantly contributing to (4.4) changes depending on the value of α. Note that the summand of (4.4) contains the factor s (1−α)h . For 0 < α < 1, this exponentially grows with h, which leads to the saddle point h * = O(n) in the sum. On the other hand, for α > 1, the factor exponentially decays and height h ≤ O(n 0 ) is dominant in the sum. We present detailed analysis and computation in Appendix E.
The result for 0 < α < 1 reads
with θ ≡ 1−α α ln s. The Rényi entropy grows proportionally to the volume as n → ∞. In contrast to the colorless case and the results of other spin chains, we cannot take α → 1 or s → 1 limit in this expression. The limit α → 1 or s → 1 does not commute with n → ∞ limit.
For α > 1, we obtain
for n even, and
for n odd. Here, Φ(z, g, a) is the Lerch transcendent :
(4.14)
The Rényi entropy has asymptotic behavior of logarithmic growth with n. The correction terms are different depending on n being even or odd, although the leading logarithmic term is common. Again, we cannot take the limit α → 1 or s → 1 in (4.12) and (4.13).
Rényi Entropy of Motzkin Spin Chain
For the Motzkin spin chain of length 2n, we can also evaluate asymptotic behavior of the Rényi entropy in a similar way to the Fredkin model, although it is more technically intricate. The ground state is the equal-weight superposition of states, which correspond to Motzkin paths from (0, 0) to (2n, 0). The number of paths is given by
A part of the paths belonging to A are paths from (0, 0) to (n, h), whose number is
The expression of the Rényi entropy of the half chain A is similar to the Fredkin case:
but the probability p
We evaluate the sums of (5.1) and (5.2) by the saddle point method for n, ρ, n−ρ±h 1, and obtain (see Appendix B for the derivation)
where the saddle point value of ρ is ρ 0 + O(n 0 ) with
.
Colorless case (s = 1)
We can compute (5.3) with (5.7) for the colorless case (see also Appendix D). The result is
up to terms vanishing as n → ∞. This reproduces (3.18) with n 1 = n.
Colored case (s > 1)
As in the Fredkin model, dominant h in the sum (5.3) is different depending on the value of α. For 0 < α < 1 the sum can be evaluated by contribution around the saddle point h * = O(n), whereas for α > 1 case height h ≤ O(n 0 ) dominantly contributes to the sum.
The result is as follows (we present the derivation in Appendix F). The Rényi entropy for 0 < α < 1 takes the form
with C(s, α) being n-independent terms:
The Rényi entropy asymptotically grows linearly in n, which is similar to the colored Fredkin case. The subleading ln n term seems to have some universal meaning, since its coefficient coincides with that in the colored Fredkin case (4.11). In addition, there is a logarithmic singularity at α = 0 in C(s, α) of the form − 1 2(1−α) ln α that is in common with colored Fredkin case (4.11) and colorless cases (3.18), (3.19) , (4.9), (5.8).
For α > 1, we find that the Rényi entropy behaves as ln n:
The leading term coincides with that in the colored Fredkin case (4.12) and (4.13), which suggests again that the logarithmic term has some universal meaning.
In both of the expressions (5.9) and (5.11), we cannot take α → 1 or s → 1 limit.
The limit does not commute with n → ∞ limit.
Phase Transition
In both of colored Fredkin and Motzkin spin chains, we have found that the asymptotic form of the Rényi entropy is non-analytic as a function of α at α = 1. This behavior has never seen in any spin chain for which the Rényi entropy was computed. Even in deformed Fredkin spin chain with s, t > 1, no such phenomenon is found from (3.20) .
In writing the reduced density matrix in terms of the entanglement Hamiltonian: 
Discussion
We presented a mini review of the Rényi entropy in quantum spin chains investigated so far, and analytically computed the entropy of a half chain in highly entangled Motzkin and Fredkin spin chains. In colored cases, we found non-analyticity in the expression of the Rényi entropy at α = 1, which is a totally new phase transition never seen before. We have been computing the Rényi entropy of a block of general length. In particular, we conjecture that the same transition at α = 1 happens for a subsystem A of general length including much smaller size than O(n). This issue will be reported elsewhere. Finally, it will be intriguing to perform similar computation to cousins of the models [24, 23, 25, [28] [29] [30] .
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A The ground state of Fredkin spin chain
The Fredkin spin chain [19] of length 2n has up and down quantum spin degrees of freedom with multiplicity (called as color) s at each of the lattice sites {1, 2, · · · , 2n}.
We express the up-(down-)spin state with color k at the site i as u k i ( d k i ) with k = 1, · · · , s. The Hamiltonian is given by the sum of projection operators:
where
The interactions have a local range up to next-to-nearest neighbors.
For colorless case (s = 1), the up-and down-spin states can be represented as arrows in 2D plane pointing to (1, 1) (up-step) and (1, −1) (down-step), respectively. Each spin configuration of the chain corresponds to a length-2n walk consisting of the upand down-steps. The Hamiltonian has a unique ground state of zero energy, which is superposition of states with equal weight. Each of the states is identified with each path of length-2n Dyck walks that is random walks starting at the origin, ending at (2n, 0), and not allowing paths to enter y < 0 region.
For s-color case, the above identification goes on with additional color degrees of freedom. Namely, each spin configuration of the chain corresponds to a length-2n walk consisting of the up-and down-steps with color. The ground state is unique, and corresponds to length-2n colored Dyck walks in which the color of each up-step should be matched with that of the subsequent down-step at the same height. The other is the same as the colorless case. Let P F, 2n, s be the formal sum of length-2n colored Dyck walks. For example, 2n = 4 case reads
where the summand is depicted in Fig. 3 . The ground state is expressed as
where w runs over monomials appearing in P F, 2n, s , and N F, 2n, s stands for the number of the length-2n colored Dyck walks 2 :
Note that N F, 2n, s can be obtained by setting all the u k and d k to 1 in P F, 2n, s . The 2n = 4 case reads
We divide the full system S = {1, 2, · · · , 2n} into two subsystems A = {1, 2, · · · , n} and B = {n + 1, n + 2, · · · , 2n} of the same size, and compute the Rényi entropy of A:
where ρ A = Tr B ρ is the reduced density matrix of A obtained by tracing out the Hilbert space belonging to B. The parameter α is positive, and not equal to 1. The limit α → 1 reproduces the von Neumann entanglement entropy
Let us consider a part of colored Dyck paths belonging to A, which consists of paths from (0, 0) to (n, h) denoted by P
F, n, s . Height h takes nonnegative integers. Similarly, the remaining part of paths belonging to B is denoted by P (h→0) F, n, s . Each path in P (0→h) F, n, s has h unmatched up-steps that are supposed to be matched with h down-steps in P 
(A.12) Each term contains two unmatched up-steps. Also, three terms in the summand of (A.11) are illustrated in the second line. Each has two unmatched down-steps.
The numbers of the paths are given by F, n, s . Then, we can decompose P F, 2n, s into the two halves of chains as
(A.16)
The sums of κ 1 , · · · , κ h provide the match of colors for up-steps in A and down-steps in B. This leads to the Schmidt decomposition:
Here, the states P (0→h) F, n, s ({κ m }) and P (h→0) F, n, s ({κ m }) are normalized as
|w , (A. 19) and
From the density matrix of the ground state ρ = |P F, 2n, s P F, 2n, s | with (A.17), the reduced density matrix is obtained as
where we used the orthonormal property:
Since ρ A is a diagonal form, the Rényi entropy (A.8) becomes 
In case of h ≤ O(n 1/2 ), we further expand the logarithms in the exponential in (A. 24) to obtain
B The ground state of Motzkin spin chain
The Motzkin spin chain [17] has additional spin degrees of freedom (we call zero-spin)
at each site compared with the Fredkin spin chain. We express the up-and down-spin states with color k = 1, · · · , s and the zero-spin at the site i as
respectively. The Hamiltonian of the Motzkin spin chain of length 2n is
and the interactions are among nearest neighbors.
The Hamiltonian has the unique ground state of zero-energy. By the same identification of the spins and 2D steps as before with the zero-spin corresponding to the arrow (1, 0) (flat-step), for colorless case (s = 1) the ground state is expressed by the equalweight superposition of length-2n Motzkin walks, which are random walks consisting of up-, down-and flat-steps, starting at the origin, ending at (2n, 0) and not allowing paths to enter y < 0 region. For s-colored case, the color assigned to each up-step should be matched with that of the subsequent down-step at the same height.
The ground state is expressed as
where N M, 2n, s in the normalization factor is the number of the length-2n colored Motzkin walks given by
where 2ρ stands for the number of the flat-steps. For example,
We divide the system into the two subsystems A and B same as in the Fredkin case. 00u u + 0u u 0 + 0u 0u + u u 00 + u 0u 0 + u 00u
The summands of (B.8) and (B.9) are depicted in Figs. 5 and 6.
The numbers of the paths are 12) where
M, n, s hold. We find a similar decomposition to the Fredkin case:
|w , (B.14)
M, n, s w∈P This provides the reduced density matrix and the Rényi entropy as
Asymptotic form of p (h) M, n,n, s : We rewrite (B.12) as
(B.20) Figure 6 : Six terms in the summand of the first sum in (B.9) are depicted in the first two lines. Three terms in the summand of the second sum in (B.9) are illustrated in the last line.
By using Stirling's formula for n, ρ, n − ρ ± h 1, we obtain
We evaluate the sum of ρ in (B.19) by the saddle point method. The saddle point equation 22) leads to
with ξ = ρ/n and η = h/n. The solution is given by
Here, we take the "+" branch, since ρ 0 should be positive. After expanding (B.21)
around the saddle point as ρ = ρ 0 + x (x n), we have 3
The sum in (B.19) can be carried out by converting an integral as
where we perform Gaussian integrations after expanding the exponential in the last line of (B.25). Note that x can be regarded as at most O( √ n) in the Gaussian integral. In addition, parity-odd terms with respect to x → −x vanish in the integral. As a result, contribution from the last line amounts to a factor 1 + O(n −1 ) . We finally obtaiñ
Replacing n by 2n and setting h = 0 in (B.27) gives the asymptotic form of (B.6):
Plugging (B.27) and (B.28) to (B.16), we find
When h is at most O(n 1/2 ), we have . This justifies use of (A.25). After converting the sum to an integral:
The first integral in the parenthesis is given by
The second one is evaluated as O(n −α− 1 2 ), since the exponential in the integrand can be expanded as
Hence, the Rényi entropy asymptotically behaves as
(1 + 2α) ln α + α ln π 64 + ln 16
+(terms vanishing as n → ∞). (C.4)
This grows logarithmically as n → ∞, and gives the von Neumann entanglement entropy in the α → 1 limit:
with γ being the Euler constant. (C.5) is consistent with the result obtained in [19] .
D Rényi entropy of colorless Motzkin spin chain
For the Rényi entropy (B.18) with s = 1, we repeat similar computation to the Fredkin case by using (B.33). The result is 
E Rényi entropy of s-color Fredkin spin chain
We compute asymptotic behavior of the Rényi entropy (A.23) for colored case (s > 1).
From the expression (A.24), we find
Two cases 0 < α < 1 and α > 1 are separately discussed.
E.1 0 < α < 1 Case
We evaluate the sum (E.1) by the saddle point method for large n. The saddle point
for n, h, n ± h 1. This is solved by
Differently from the colorless case, the saddle point value h * is of the order O(n). Thus, we should use (A.24) instead of (A.25).
We obtain 5) and evaluate the sum as
Since effectively |x| ≤ O( √ n) due to the Gaussian integral, higher order term of x k can be regarded as the order
From parity x → −x in the integral, we can see that higher order terms of k ≥ 3 merely contribute to the factor 1 + O(n −1 ) in (E.6).
Combining (A.23), (E.1) and (E.6) with (E.5) leads to
with θ ≡ 1−α α ln s. The Rényi entropy grows proportionally to the volume as n → ∞. Note that we cannot take α → 1 or s → 1 limit in (E.8). In the limit, θ becomes zero and the leading term of h * vanishes in (E.4), which makes invalid the computation so far. Namely, the n → ∞ limit does not commute with α → 1 or s → 1 limit.
E.2 α > 1 Case
In this case, the summand of 
Since h can be regarded as h ≤ O(n 0 ) in the sum, we expand the factor e
and find
Since the sum in the r.h.s. does not contain any large or small quantity which is suitable for converting it to an integral, we should compute the sum as it is. We can change the lower bound of the sum from h = 1 to 0, because the summand at h = 0 vanishes. In terms of the Lerch transcendent
the sum is recast for n even:
and for n odd:
From these results, we find that the Rényi entropy takes the form:
+(terms vanishing as n → ∞) (E. 16) for n odd. For both of (E.15) and (E.16), the Rényi entropy asymptotically behaves as logarithm of the volume. Again we cannot take α → 1 or s → 1 limit in these expressions, because the damping by s −(α−1)h ceases in the limit and the computation becomes invalid.
To see qualitative behavior of (E.13) and (E.14), let us evaluate them with the sums replaced by integrals. Then,
where Γ(z, x) is the incomplete Gamma function:
The l.h.s. and r.h.s. of (E.17) and (E.18) are plotted in Figs. 7 and 8 for s = 2, 4, 6. In each plot, the difference of the l.h.s. and r.h.s. is almost invisible. In each s, the real and dashed curves are almost on top of each other. In each s, the real and dashed curves are almost on top of each other.
E.3 Von Neumann entanglement entropy
The expression of the von Neumann entanglement entropy (A.9) becomes
with (A.24) or (A.25). Note that the first factor s h in the summand cancels with s −h in
F, n,n, s , and the summand does not contain exponentially growing factor with h. Then, the saddle point of h in (E.20) is O( √ n), which allows us to use (A.25). By converting the sum to an integral with h = √ n x, we have
We divide the integral
, where the second integral is evaluated as O ln n n 3/2 and can be neglected. By computing the first integral, we obtain
This is consistent with the result in [19] . Note that in the computation we should not approximate h + 1 to h in (A.25) to obtain the O(n 0 ) terms correctly. Since the leading of (E.22) is O( √ n) and h can be regarded as at most O( √ n) in the Gaussian integral, the approximation h + 1 → h can affect the O(n 0 ) terms (actually, − ln s in the O(n 0 ) terms disappears).
E.4 Phase transition
The Rényi entropy S F, A, α exhibits different asymptotic behavior for 0 < α < 1 and α > 1. It grows proportional to the volume for the former case, whereas it behaves as logarithm of the volume for the latter case. In the definion of the Rényi entropy 
F Rényi entropy of s-color Motzkin spin chain
In this section, we compute large-n behavior of the 
where 24) and ρ 0 is given by (B.24).
We discuss the two cases of 0 < α < 1 and α > 1 separately.
Strategy is the same as in the colored Fredkin case. A saddle point with respect to the sum (F.23) is given by the equation f M (h) = f M (h + 1), which can be expressed as
and
The saddle point equation is solved by h * = n s For both of the expressions (F.33) and (F.35), we cannot take α → 1 or s → 1 limit, since the n → ∞ limit does not commute with α → 1 or s → 1. Note that the O(n)
term of h * in (F.27) vanishes in the limit. 
F.4 Phase transition
Similar to the s-colored Fredkin case, the Rényi entropy S M, A, α has different asymptotic behavior for 0 < α < 1 and α > 1 -linear of the volume and logarithm of the volume.
Motzkin walks with large height h = O(n) dominantly contribute to the S M, A, α in "high temperature" region 0 < α < 1, leading to the volume law behavior, whereas Motzkin walks with low height h = O(n 0 ) dominate in "low temperature" α > 1, qualitative same as the colorless case.
The transition point itself consists of a phase, where the von Neumann entanglement entropy behaves as a square root of the volume. Main contribution to (F.37) comes from height h = O( √ n).
