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COMPUTING EXT FOR GRAPH ALGEBRAS
MARK TOMFORDE
Abstract. For a row-finite graph G with no sinks and in which every loop has
an exit, we construct an isomorphism between Ext(C∗(G)) and coker(A− I),
where A is the vertex matrix of G. If c is the class in Ext(C∗(G)) associated
to a graph obtained by attaching a sink to G, then this isomorphism maps c
to the class of a vector that describes how the sink was added. We conclude
with an application in which we use this isomorphism to produce an example
of a row-finite transitive graph with no sinks whose associated C∗-algebra is
not semiprojective.
1. Introduction
The Cuntz-Krieger algebras OA are C∗-algebras that are generated by a col-
lection of partial isometries satisfying relations described by a finite matrix A
with entries in {0, 1} and no zero rows. In [5] Cuntz and Krieger computed Ext
for these C∗-algebras, showing that ExtOA is isomorphic to coker(A − I), where
A : Zn → Zn.
In 1982 Watatani noted that one can view OA as the C∗-algebra of a finite di-
rected graphG with no sinks and whose vertex adjacency matrix is A [20]. However,
it was not until the late 1990’s that analogues of these C∗-algebras were considered
for possibly infinite graphs that are allowed to contain sinks [9, 10]. Since that time
there has been a flurry of activity in studying these graph algebras.
Graph algebras have proven to be important for many reasons. To begin with,
they include a fairly wide class of C∗-algebras. In addition to generalizing the
Cuntz-Krieger algebras, graph algebras include many other interesting classes ofC∗-
algebras such as AF-algebras and Kirchberg-Phillips algebras with free K1-group.
However, despite the fact that graph algebras include a wide class of C∗-algebras,
their basic structure is fairly well understood and their invariants are readily com-
putable. In fact, results about Cuntz-Krieger algebras can often be extended to
graph algebras with only minor modifications. One reason graph algebras have
attracted the interest of many people is that the graph provides a convenient tool
for visualization. Not only does the graph determine the defining relations for the
generators of the C∗-algebra, but also many important properties of the C∗-algebra
may be translated into graph properties that can easily be read off from the graph.
In this paper we extend Cuntz and Krieger’s computation of ExtOA to graph
algebras. Specifically, we prove the following.
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Theorem. Let G be a row-finite graph with no sinks and in which every loop has
an exit, and let C∗(G) be the C∗-algebra associated to G. Then there exists an
isomorphism
ω : Ext(C∗(G))→ coker(AG − I)
where AG is the vertex matrix of G and AG :
∏
G0 Z→
∏
G0 Z.
In addition to showing that Ext(C∗(G)) ∼= coker(AG − I), the isomorphism ω
is important because its value on certain extensions can be easily calculated. If E
is an essential 1-sink extension of G as described in [13], then C∗(E) will be an
extension of C∗(G) by K and thus determines an element in Ext(C∗(G)). Roughly
speaking, a 1-sink extension of G may be thought of as a graph formed by attaching
a sink v0 to G, and this 1-sink extension is said to be essential if every vertex of G
can reach this sink. For example, if G is the graph
G w1

// w2 // w3
  
then two examples of essential 1-sink extensions are the following graphs E1 and
E2.
E1 w1

//
!!D
DD
DD
DD
D
w2 //

w3
  
}}{{
{{
{{
{{
vvv0
E2 w1

//
!!D
DD
DD
DD
D
w2 // w3
  
}}{{
{{
{{
{{
v0
For each 1-sink extension there is a vector, called the Wojciech vector, that de-
scribes how the sink is added to G [13]. In the above two examples the Wojciech
vector is the vector whose vth entry is equal to the number of edges from v to
the sink. This vector is
(
1
1
2
)
for E1 and
(
1
0
1
)
for E2. It turns out that if E is a
1-sink extension of G, then the value that ω assigns to the element of Ext(C∗(G))
associated to E is equal to the class of the Wojciech vector of E in coker(AG − I).
Furthermore, since ω is additive we have a nice way of describing addition of ele-
ments in Ext(C∗(G)) associated to essential 1-sink extensions. For example, if E1
and E2 are as above, then the sum of their associated elements in Ext(C
∗(G)) is
the element in Ext(C∗(G)) associated to the 1-sink extension
w1

//
!!D
DD
DD
DD
D
((
w2

// w3
  
}}{{
{{
{{
{{
 vvv0
whose Wojciech vector is
(
2
1
3
)
=
(
1
1
2
)
+
(
1
0
1
)
. Thus we have a way of visualizing
certain elements of Ext(C∗(G)) as well as a way to visualize their sums. We show
in §5 that if G is a finite graph, then every element of Ext(C∗(G)) is an element
associated to an essential 1-sink extension of G. We also show that this is not
necessarily the case for infinite graphs.
In addition to providing an easily visualized description of Ext(C∗(G)), we also
show that the isomorphism ω can be used to ascertain information about the
semiprojectivity of a graph algebra. Blackadar has shown that the Cuntz-Krieger
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algebras are semiprojective [4], and Szyman´ski has proven that C∗-algebras of tran-
sitive graphs with finitely many vertices are semiprojective [16]. Although not all
graph algebras are semiprojective (for instance, it follows from [4, Theorem 3.1]
that K is not semiprojective), it is natural to wonder if the C∗-algebras of tran-
sitive graphs will always be semiprojective. In §6 we answer this question in the
negative. We use the isomorphism ω to produce an example of a row-finite transitive
graph whose C∗-algebra is not semiprojective.
This paper is organized as follows. We begin in §2 with a description of Ext
due to Cuntz and Krieger. Then, after some graph algebra preliminaries in §3, we
continue in §4 by defining a map d : Ext(C∗(G)) → coker(BG − I), where BG is
the edge matrix of G. In §5 we define the map ω : Ext(C∗(G)) → coker(AG − I),
where AG is the vertex matrix of G. We also prove that ω is an isomorphism and
compute the value it assigns to elements of Ext(C∗(G)) associated to essential 1-sink
extensions. We conclude in §6 by providing an example of a row-finite transitive
graph whose C∗-algebra is not semiprojective.
This research was carried out while the author was a student at Dartmouth Col-
lege and it forms part of his doctoral dissertation. The author would like to take this
opportunity to thank Dana P. Williams for his supervision and guidance through-
out this project. The author would also like to thank the referee for providing many
helpful suggestions.
2. Ext Preliminaries
Throughout we shall let H denote a separable infinite-dimensional Hilbert space,
K denote the compact operators on H, B denote the bounded operators on H , and
Q := B/K denote the associated Calkin algebra. We shall also let i : K → B denote
the inclusion map and π : B → Q denote the projection map.
In this section we review a few definitions and establish notation. We asume that
the reader is familiar with Ext. For those readers who would like more background
on Ext we suggest [3] and [8], or for a less comprehensive but more introductory
treatment we suggest [19]. We also mention that an expanded version of the topics
addressed here, including an account of Ext, is contained in [17].
If A is a C∗-algebra, then an extension of A (by the compact operators) is
a homomorphism τ : A → Q. An extension is said to be essential if it is a
monomorphism.
Definition 2.1. An extension τ : A → Q is said to be degenerate if there exists a
homomorphism η : A→ B such that π ◦ η = τ . In other words, τ can be lifted to a
(possibly degenerate) representation η.
We warn the reader that the terminology used above is not standard. Many
authors refer to such extensions as trivial rather than degenerate. However, we
have chosen to follow the convention established in [8].
It is a fact that if there exists an essential degenerate extension of A by K then
Ext(A) will be comprised of weakly stable equivalence classes of essential extensions
[3, Proposition 15.6.5]. However, we will find it more convenient to use a description
of Ext given by Cuntz and Krieger in [5] when they computed ExtOA.
Definition 2.2. We say that two Busby invariants τ1 and τ2 are CK-equivalent if
there exists a partial isometry v ∈ Q such that
(2.1) τ1 = Ad(v) ◦ τ2 and τ2 = Ad(v
∗) ◦ τ1.
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The following fact was used in [5].
Lemma 2.3. Suppose that τ1 and τ2 are the Busby invariants of two essential
extensions of A by K. Then τ1 equals τ2 in Ext(A) if and only if τ1 and τ2 are
CK-equivalent.
In light of this lemma we may think of the class of τ in Ext(A) as the class generated
by the relation in (2.1). Furthermore, we see that any two essential degenerate
extensions will be equivalent.
For extensions τ1 and τ2 we say that τ1 ⊥ τ2 if there are orthogonal projections
p1 and p2 such that τi(A) ⊆ piQpi. In this case we may define a map τ1 ⊞ τ2 by
a 7→ τ1(a) + τ2(a). The orthogonality of the projections is enough to ensure that
this map will be multiplicative and therefore τ1⊞ τ2 will be a homomorphism. The
notation ⊞ is used because a quite different meaning has already been assigned to
τ1 + τ2 in Ext(A).
Provided that there exists an essential degenerate extension of A by K, we may
view Ext(A) as the equivalence classes of essential extensions generated by the
relation in (2.1). For any two elements τ1, τ2 ∈ Ext(A), we define their sum to be
τ1 + τ2 = τ
′
1 ⊞ τ
′
2 where τ
′
1 and τ
′
2 are essential extensions such that τ
′
1 ⊥ τ
′
2 and
τ ′i is weakly stably equivalent to τi. Note that the common class of all degenerate
essential extensions acts as the neutral element in Ext(A).
3. Preliminaries on Graph C∗-Algebras
A (directed) graph G = (G0, G1, r, s) consists of a countable set G0 of vertices,
a countable set G1 of edges, and maps r, s : G1 → G0 that identify the range and
source of each edge. A vertex v ∈ G0 is called a sink if s−1(v) = ∅ and a source if
r−1(v) = ∅. All of our graphs will be assumed to be row-finite in that each vertex
emits only finitely many edges
If G is a row-finite directed graph, a Cuntz-Krieger G-family in a C∗-algebra is
a set of mutually orthogonal projections {pv : v ∈ G0} together with a set of partial
isometries {se : e ∈ G1} that satisfy the Cuntz-Krieger relations
s∗ese = pr(e) for e ∈ E
1 and pv =
∑
{e:s(e)=v}
ses
∗
e whenever v ∈ G
0 is not a sink.
Then C∗(G) is defined to be the C∗-algebra generated by a universal Cuntz-Krieger
G-family [9, Theorem 1.2].
A path in a graph G is a finite sequence of edges α := α1α2 . . . αn for which
r(αi) = s(αi+1) for 1 ≤ i ≤ n− 1, and we say that such a path has length |α| = n.
For v, w ∈ G0 we write v ≥ w to mean that there exists a path with source v and
range w. For K,L ⊆ G0 we write K ≥ L to mean that for each v ∈ K there exists
w ∈ L such that v ≥ w.
A loop is a path whose range and source are equal. An exit for a loop x :=
x1 . . . xn is an edge e for which s(e) = s(xi) for some i and e 6= xi. A graph is said
to satisfy Condition (L) if every loop in G has an exit.
If G is a graph then we may associate two matrices to G. The vertex matrix of
G is the G0 × G0 matrix AG whose entries are given by AG(v, w) := #{e ∈ G1 :
s(e) = v and r(e) = w}. The edge matrix of G is the G1 × G1 matrix BG whose
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entries are given by
BG(e, f) :=
{
1 if r(e) = s(f).
0 otherwise.
Notice that if G is a row-finite graph, then the rows of both AG and BG will
eventually be zero. Hence left multiplication gives maps AG :
∏
G0 Z→
∏
G0 Z and
BG :
∏
G1 Z →
∏
G1 Z. Also the maps AG − I :
∏
G0 Z →
∏
G0 Z and BG − I :∏
G1 Z→
∏
G1 Z will prove important in later portions of this paper.
4. The Ext Group for C∗(G)
The proofs of the following three lemmas are straightforward.
Lemma 4.1. Suppose that p1, p2, . . . is a countable sequence of pairwise orthogonal
projections in Q. Then there are pairwise orthogonal projections P1, P2, . . . in B
such that π(Pi) = pi for i = 1, 2, . . ..
Lemma 4.2. If w is a partial isometry in Q, then there exists a partial isometry
V in B such that π(V ) = w.
Lemma 4.3. If w is a unitary in Q, then w can be lifted to either an isometry or
coisometry U ∈ B.
For the rest of this section let G be a row-finite graph with no sinks that satisfies
Condition (L). Since C∗(G) is separable, there will exist an essential degenerate
extension of C∗(G) [3, §15.5]. (In fact, we shall prove that there are many essential
degenerate extensions in Lemma 4.7.) Therefore we may use Cuntz and Krieger’s
description of Ext discussed in §2.
Let E ∈ Q be a projection. By Lemma 4.1 we know that there exists a projection
E′ ∈ B such that π(E′) = E. If X is an element of Q such that EXE is invertible
in EQE, then we denote by indE(X) the Fredholm index of E′X ′E′ in im E′,
where X ′ ∈ B is such that π(X ′) = X . Since the Fredholm index is invariant under
compact perturbations, this definition does not depend on the choice of E′ or X ′.
The following two lemmas are taken from [5].
Lemma 4.4. Let E,F ∈ Q be orthogonal projections, and let X be an element of
Q such that EXE and FXF are invertible in EQE and FQF and such that X
commutes with E and F . Then indE+F (X) = indE(X) + indF (X).
Lemma 4.5. Let X and Y be invertible operators in EQE. Then indE(XY ) =
indE(X) + indE(Y ).
In addition, we shall make use of the following lemmas to define a map from
Ext(C∗(G)) into coker(BG − I). The first lemma is an immediate consequnce of
the Cuntz-Krieger Uniqueness Theorem for graph algebras [2, Theorem 3.1].
Lemma 4.6. Let G be a graph that satisfies Condition (L), and let {se, pv} be the
canonical Cuntz-Krieger G-family in C∗(G). If I is an ideal of C∗(G) with the
property that pv /∈ I for all v ∈ G
0, then I = {0}.
Lemma 4.7. Let G be a row-finite graph with no sinks that satisfies Condition (L),
and let τ : C∗(G) → Q be an essential extension of C∗(G). If {se, pv} is the
canonical Cuntz-Krieger G-family, then there exists a degenerate essential extension
t : C∗(G)→ Q such that t(ses∗e) = τ(ses
∗
e) for all e ∈ G
1.
6 MARK TOMFORDE
Proof. Since τ is essential, {τ(ses∗e)}e∈G1 is a countable set of mutually orthogonal
nonzero projections and we may use Lemma 4.1 to lift them to a collection {Re}e∈G1
of mutually orthogonal nonzero projections in B. Now each He := im Re is infinite-
dimensional, and for each v ∈ G0 we define Hv =
⊕
{s(e)=v}He. Then each Hv
is infinite-dimensional and for each e ∈ G1 we can let Te be a partial isometry
with initial space Hr(e) and final space He. Also for each v ∈ G
0 we shall let Qv
be the projection onto Hv. Then {Te, Qv} is a Cuntz-Krieger G-family. By the
universal property of C∗(G) there exists a homomorphism t˜ : C∗(G)→ B such that
t˜(pv) = Qv and t˜(se) = Te. Let t := π ◦ t˜. Then t is a degenerate extension and
t(ses
∗
e) = π(t˜(ses
∗
e)) = π(TeT
∗
e ) = π(Re) = τ(ses
∗
e). Furthermore, for all v ∈ G
0 we
have that
t(pv) =
∑
s(e)=v
t(ses
∗
e) =
∑
s(e)=v
τ(ses
∗
e) = τ(pv) 6= 0
so t is essential. 
Remark 4.8. Suppose that G is a graph with no sinks, τ is an extension of C∗(G),
and t is another extension for which t(ses
∗
e) = τ(ses
∗
e). Then t will also have the
property that t(pv) = t(
∑
ses
∗
e) =
∑
t(ses
∗
e) =
∑
τ(ses
∗
e) = τ(
∑
ses
∗
e) = τ(pv) for
any v ∈ G0.
Definition 4.9. Let τ : C∗(G)→ Q be an essential extension of C∗(G), and for each
e ∈ G1 define Ee := τ(ses∗e). If t : C
∗(G) → Q is another essential extension of
C∗(G) with the property that t(ses
∗
e) = Ee, then we define a vector dτ,t ∈
∏
G1 Z
by
dτ,t(e) = −indEeτ(se)t(s
∗
e).
Note that this is well defined since Eeτ(se)t(s
∗
e)Ee = τ(se)t(s
∗
e) and by Remark 4.8
we have that τ(se)t(s
∗
e)τ(s
∗
e)t(se) = τ(se)τ(s
∗
ese)τ(s
∗
e) = Ee so τ(se)t(s
∗
e) is invert-
ible in EeQEe.
Remark 4.10. If E ∈ Q is a projection and E′ ∈ B is a lift of E to a projection in
B, then one can see that Q(E′(H)) ∼= EQE via the obvious correspondence. In the
rest of this paper we shall often identify Q(E′(H)) with EQE.
The proof of the following lemma is straightforward.
Lemma 4.11. Let E ∈ Q be a projection and X ∈ Q, and suppose that EXE is
invertible in EQE. If V ∈ Q is a partial isometry with initial projection V ∗V = E
and final projection V V ∗ = F , then indE X = indF V XV
∗.
Proposition 4.12. Let G be a row-finite graph with no sinks that satisfies Con-
dition (L). Also let τ be an essential extension of C∗(G) and Ee := τ(ses
∗
e) for
e ∈ G1. If t and t′ are essential extensions of C∗(G) that are CK-equivalent and
satisfy t(ses
∗
e) = t
′(ses
∗
e) = Ee, then dτ,t − dτ,t′ ∈ im(BG − I).
Proof. Since t and t′ are CK-equivalent, there exists a partial isometry U ∈ Q such
that t = Ad(U)◦t′ and t′ = Ad(U∗)◦t. Now notice that U commutes with Ee. Thus
for any e ∈ G1 we have τ(ses∗e) =
∑
s(f)=r(e) τ(sfs
∗
f ) =
∑
s(f)=r(e) t(sfs
∗
f ) = t(s
∗
ese)
and
dτ,t(e)− dτ,t′(e) = −indEeτ(se)t(s
∗
e) + indEeτ(se)t
′(s∗e)
= indEet(se)τ(s
∗
e) + indEeτ(se)t
′(s∗e)
= indEet(se)τ(s
∗
ese)t
′(s∗e) by Lemma 4.5
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= indEet(se)t
′(s∗e)
= −dt,t′(e).
Hence dτ,t − dτ,t′ = −dt,t′ . Now let k ∈
∏
G1 Z be the vector given by k(f) :=
indEfU . Then for any e ∈ G
1 we have
dt,t′(e) = −indEet(se)t
′(s∗e)
= −indEet(se)Ut(s
∗
e)U
∗
= −indEet(se)Ut(s
∗
e)− indEeU
∗ by Lemma 4.5
= −indt(s∗ese)U − indEeU
∗ by Lemma 4.11
= − ind ∑ Ef
s(f)=r(e)
U + indEeU
= −
∑
s(f)=r(e)
indEfU + indEeU by Lemma 4.4
= −

∑
f∈G1
BG(e, f)k(f)− k(e)


so dt,t′ = −(BG − I)k and dτ,t − dτ,t′ = −dt,t′ ∈ im(BG − I). 
Definition 4.13. Let G be a row-finite graph with no sinks that satisfies Condi-
tion (L). Let BG be the edge matrix of G and BG− I :
∏
G1 Z→
∏
G1 Z. If τ is an
essential extension of C∗(G), then we shall define an element dτ ∈ coker(BG − I)
by
dτ := [dτ,t] ∈ coker(BG − I),
where t is any degenerate extension with the property that t(ses
∗
e) = τ(ses
∗
e) for
all e ∈ G1.
In the above definition, the existence of t follows from Lemma 4.7. In addition,
since any two degenerate essential extensions are CK-equivalent, it follows from
Proposition 4.12 that the class of dτ,t in coker(BG − I) will be independent of the
choice of t. Therefore dτ is well defined.
The proof of the following lemma is straightforward.
Lemma 4.14. Suppose that τ1 and τ2 are extensions of a C
∗-algebra A, and that
v is a partial isometry in Q for which τ1 = Ad(v) ◦ τ2 and τ2 = Ad(v
∗) ◦ τ1. Then
there exists either an isometry or coisometry W ∈ B such that τ1 = Adπ(W ) ◦ τ2
and τ2 = Adπ(W
∗) ◦ τ1.
Corollary 4.15. Let τ1 and τ2 be essential extensions of a C
∗-algebra A. Then τ1
and τ2 are CK-equivalent if and only if there exists either an isometry or coisometry
W in B such that τ1 = Adπ(W ) ◦ τ2 and τ2 = Adπ(W ∗) ◦ τ1.
Lemma 4.16. Let G be a row-finite graph with no sinks that satisfies Condition (L).
Suppose that τ1 and τ2 are two essential extensions of C
∗(G) that are equal in
Ext(C∗(G)). Then dτ1 and dτ2 are equal in coker(BG − I).
Proof. Since τ1 and τ2 are equal in Ext(C
∗(G)) it follows that they are CK-
equivalent. By interchanging τ1 and τ2 if necessary, we may use Corollary 4.15
to choose an isometryW in B for which τ1 = Adπ(W )◦ τ2 and τ2 = Adπ(W ∗)◦ τ1.
For each e ∈ G1 define Ee := τ1(ses∗e) and Fe := τ2(ses
∗
e). By Lemma 4.7
there exists a degenerate essential extension t2 = π ◦ t˜2 with the property that
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t2(ses
∗
e) = τ2(ses
∗
e) = Fe for all e ∈ G
1. Then t˜1 := Wt˜2W
∗ will be a representa-
tion of C∗(G) (t˜1 is multiplicative sinceW is an isometry), and thus t1 := π◦ t˜1 will
be a degenerate extension with the property that t1(ses
∗
e) = τ1(ses
∗
e). Now since
τ1 is essential we have that
t1(pv) =
∑
s(e)=v
t1(ses
∗
e) =
∑
s(e)=v
τ1(ses
∗
e) = τ1(pv) 6= 0.
Therefore pv /∈ ker t1 for all v ∈ G0 and it follows from Lemma 4.6 that ker t1 = {0},
and thus t1 is essential.
Now recall that Ee := τ1(ses
∗
e) and Fe := τ2(ses
∗
e). Since W is an isometry,
we see that π(W )Fe is a partial isometry with source projection Fe and range
projection Ee. Therefore by Lemma 4.11 it follows that
indFe τ2(se)t2(s
∗
e) = indEe π(W )Feτ2(se)t2(s
∗
e)Feπ(W
∗)
= indEe π(W )τ2(se)t2(s
∗
e)π(W
∗)
= indEe π(W )τ2(se)π(W
∗)π(W )t2(s
∗
e)π(W
∗)
= indEe τ1(se)t1(s
∗
e)
and dτ2 equals dτ1 in coker(BG − I). 
Definition 4.17. If G is a row-finite graph with no sinks that satisfies Condition (L),
we define the Cuntz-Krieger map to be the map d : Ext(C∗(G)) → coker(BG − I)
defined by τ 7→ dτ .
The previous lemma shows that the Cuntz-Krieger map d is well defined, and
the next lemma shows that it is a homomorphism.
Lemma 4.18. Suppose that G is a row-finite graph with no sinks that satisfies
Condition (L). Then the Cuntz-Krieger map is additive.
Proof. Let τ1 and τ2 be elements of Ext(C
∗(G)) and choose the representatives τ1
and τ2 such that τ1 ⊥ τ2. Let t1 and t2 be degenerate essential extensions such that
t1(ses
∗
e) = τ1(ses
∗
e) and t2(ses
∗
e) = τ2(ses
∗
e).
If we let t = t1⊞t2, then it is straightforward to see that dτ1⊞τ2,t = dτ1,t1+dτ2,t2 .
Also since τ1 ⊞ τ2 is weakly stably equivalent to τ1 + τ2, Lemma 4.16 implies that
we have dτ1⊞τ2 = dτ1+τ2 in coker(BG − I). Putting this all together gives dτ1+τ2 =
dτ1⊞τ2 = [dτ1⊞τ2,t] = [dτ1,t1 +dτ2,t2 ] = [dτ1,t1 ]+ [dτ2,t2 ] = dτ1 +dτ2 in coker(BG−I).
Thus d is additive. 
We mention the following lemma whose proof is straightforward.
Lemma 4.19. Let E ∈ Q be a projection, and suppose that T is a unitary in EQE
with indE T = 0. If E
′ ∈ B is a projection such that π(E′) = E, then there is a
unitary U ∈ B(E′H) such that π(U) = T .
Proposition 4.20. Let G be a row-finite graph with no sinks that satisfies Condi-
tion (L). Then the Cuntz-Krieger map d : Ext(C∗(G))→ coker(BG − I) defined by
τ 7→ dτ is injective.
Proof. Let τ be an essential extension of C∗(G) and suppose that dτ equals 0 in
coker(BG− I). Use Lemma 4.7 to choose a degenerate essential extension t := π ◦ t˜
of C∗(G) such that t(ses
∗
e) = Ee := τ(ses
∗
e) for all e ∈ G
1. Also let E′e := t˜(ses
∗
e).
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By hypothesis, there exists k ∈
∏
G1 Z such that dτ,t = (BG − I)k. Since τ is
essential, for all e ∈ G1 we must have that π(E′e) = Ee = τ(ses
∗
e) 6= 0. Since E
′
e
is a projection, this implies that dim(im (E′e)) = ∞. Therefore for each e ∈ G
1
we may choose isometries or coisometries Ve in B(E′e(H)) such that indEeVe =
−k(e). Extend each Ve to all of H by defining it to be zero on (E′e(H))
⊥. Let
U :=
∑
e∈G1 Ve. It follows that this sum converges in the strong operator topology.
Notice that for all e, f ∈ G1 we have
Vf t˜(ses
∗
e) = VfE
′
fE
′
e =
{
Vf if e = f
0 otherwise.
Since U commutes with E′e for all e ∈ G
1, we see that π(U)τ(se)π(U
∗)t(s∗e) is a
unitary in EeQEe. Hence we may consider indEe π(U)τ(se)π(U
∗)t(s∗e). Using the
above identity we see that for each e ∈ G1 we have
indEeπ(U)τ(se)π(U
∗)t(s∗e) = indEeπ(U)τ(ses
∗
e)τ(se)π(U
∗)t(s∗e)
= indEeπ(Ve)τ(se)t(s
∗
e)
(
t(se)π(U
∗)t(s∗e)
)
.(4.1)
Now since t(se) is a partial isometry with source projection
t(s∗ese) =
∑
s(f)=r(e)
t(sfs
∗
f ) =
∑
s(f)=r(e)
Ef
and range projection t(ses
∗
e) = Ee, we may use Lemma 4.11 to conclude that
ind ∑ Ef
s(f)=r(e)
π(U∗) = indEe t(se)π(U
∗)t(s∗e).
This combined with Lemma 4.4 implies that
indEe t(se)π(U
∗)t(s∗e) =
∑
s(f)=r(e)
indEf π(U
∗)
=
∑
s(f)=r(e)
indEf π(V
∗
f )
=
∑
s(f)=r(e)
k(f)
=
∑
f∈G1
BG(e, f)k(f).(4.2)
Combining (4.1) and (4.2) with Lemma 4.5 gives
indEe π(U)τ(se)π(U
∗)t(s∗e) =

∑
f∈G1
BG(e, f)k(f)− k(e)

− dτ (e) = 0.
Thus by Lemma 4.19 there exists an operator Xe ∈ B such that the restriction
of Xe to E
′
e(H) is a unitary operator and π(Xe) = π(U)τ(se)π(U
∗)t(s∗e). Let
Te := Xet˜(se). Then Te is a partial isometry that satisfies TeT
∗
e = E
′
e and T
∗
e Te =
t˜(s∗e)X
∗
eXet˜(se) = t˜(s
∗
ese) = t˜(pr(e)). One can then check that {t˜(pv), Te} is a
Cuntz-Krieger G-family in B. Thus by the universal property of C∗(G) there exists
a homomorphism ρ˜ : C∗(G) → B such that ρ˜(pv) = t˜(pv) and ρ˜(se) = Te. Let
ρ := π ◦ ρ˜. Then ρ is a degenerate extension of C∗(G). Furthermore, since ρ(pv) =
t(pv) 6= 0 we see that pv /∈ ker ρ for all v ∈ G
0. Since G satisfies Condition (L), it
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follows from Lemma 4.6 that kerρ = {0} and ρ is a degenerate essential extension.
In addition, we see that for each e ∈ G1
ρ(se) = π(Te)
= π(Xe t˜(se))
= π(U)τ(se)π(U
∗)t(s∗e)t(se)
= π(U)τ(se)π(U
∗).
Thus ρ(se) = π(U)τ(se)π(U
∗) for all e ∈ G1, and since the se’s generate C∗(G), it
follows that ρ(a) = π(U)τ(a)π(U∗) for all a ∈ C∗(G) and hence ρ = Ad(π(U)) ◦ τ .
In addition, since the Ve’s are either isometries or coisometries on E
′
e(H) with
finite Fredholm index, it follows that π(V ∗e Ve) = π(VeV
∗
e ) = π(E
′
e). Therefore, for
any e ∈ G1 we have that
π(U∗U)τ(se) = π

U∗ ∑
f∈G1
Vf t˜(ses
∗
e)

 τ(se)
= π (U∗VeE
′
e) τ(se)
= π

∑
f∈G1
V ∗f E
′
eVe

 τ(se)
= π(V ∗e Ve)τ(se)
= π(E′e)τ(se)
= τ(ses
∗
e)τ(se)
= τ(se).
Again, since the se’s generate C
∗(G), it follows that π(U∗U)τ(a) = τ(a) for all a ∈
C∗(G). Similarly, τ(a)π(U∗U) = τ(a) for all a ∈ C∗(G). Thus π(U∗)ρ(a)π(U) =
π(U∗U)τ(a)π(U∗U) = τ(a) for all a ∈ C∗(G) and τ = Ad(π(U)∗) ◦ ρ.
Now because the Ve’s are all isometries or coisometries on orthogonal spaces,
it follows that U , and hence π(U), is a partial isometry. Therefore, τ = ρ in
Ext(C∗(G)) and since ρ is a degenerate essential extension it follows that τ = 0 in
Ext(C∗(G)). This implies that d is injective. 
5. The Wojciech Map
In the previous section we showed that ifG is a row-finite graph with no sinks that
satisfies Condition (L), then the Cuntz-Krieger map d : Ext(C∗(G))→ coker(BG−
I) is a monomorphism. It turns out that d is also surjective; that is, it is an
isomorphism. In this section we shall prove this fact, but we shall do it in an indirect
way. We show that coker(BG−I) is isomorphic to coker(AG−I) and then compose
d with this isomorphism to get a map from Ext(C∗(G)) into coker(AG − I). We
call this composition the Wojciech map and we shall show that it, and consequently
also d, is surjective. For the rest of this paper we will be mostly concerned with
the Wojciech map and how it relates to 1-sink extensions defined in [13].
COMPUTING EXT FOR GRAPH ALGEBRAS 11
Definition 5.1. Let G be a graph. The source matrix of G is the G0 × G1 matrix
given by
SG(v, e) =
{
1 if s(e) = v
0 otherwise
and the range matrix of G is the G1 ×G0 matrix given by
RG(e, v) =
{
1 if r(e) = v
0 otherwise.
Notice that if G is a row-finite graph, then SG will have rows that are eventually
zero and left multiplication by SG defines a map SG :
∏
G1 Z →
∏
G0 Z. Also
RG will always have rows that are eventually zero. (In fact, regardless of any
conditions on G, RG will have only one nonzero entry in each row.) Therefore left
multiplication by RG defines a map RG :
∏
G0 Z →
∏
G1 Z. Furthermore, one can
see that
RGSG = BG and SGRG = AG.
The following lemma is well known for finite graphs and a proof for SG restricted
to the direct sum SG :
⊕
G1 Z →
⊕
G0 Z is given in [11, Lemma 4.2]. Essentially
the same proof goes through if we replace the direct sums by direct products.
Lemma 5.2. Let G be a row-finite graph. The map SG :
∏
G1 Z→
∏
G0 Z induces
an isomorphism SG : coker(BG − I)→ coker(AG − I).
Proof. Suppose that z ∈ im(BG − I). Then z = (BG − I)u for some u ∈
∏
G1 Z.
Then
SGz = SG(BG − I)u = SG(RGSG − I)u = (SGRG − I)SGu = (AG − I)SGu
and SG does in fact map im(BG − I) into im(AG − I). Thus SG induces a homo-
morphism SG of coker(BG− I) into coker(AG− I). In the same way, RG induces a
homomorphism RG from coker(AG − I) into coker(BG − I), which we claim is an
inverse for SG. We see that
RG ◦ SG(u + im(BG − I)) = RGSGu+ im(BG − I)
= u+ (BGu− u) + im(BG − I)
= u+ im(BG − I)
and similarly SG ◦RG is the identity on coker(AG − I). 
Definition 5.3. Let G be a row-finite graph with no sinks that satisfies Condi-
tion (L), and let d : Ext(C∗(G))→ coker(BG − I) be the Cuntz-Krieger map. The
Wojciech map is the homomorphism ω : Ext(C∗(G)) → coker(AG − I) given by
ω := SG ◦ d. Given an extension τ of C∗(G), we shall refer to the class ω(τ) in
coker(AG − I) as the Wojciech class of τ .
Lemma 5.4. Let G be a row-finite graph with no sinks that satisfies Condition (L).
Then the Wojciech map associated to G is a monomorphism.
Proof. Since ω = SG◦d, and SG is an isomorphism by Lemma 5.2, the result follows
from Proposition 4.20. 
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We shall eventually show that the Wojciech map is also surjective; that is, it
is an isomorphism. In order to do this we consider 1-sink extensions, which were
introduced in [13], and describe a way to associate elements of Ext(C∗(G)) to them.
Definition 5.5. [13, Definition 1.1] Let G be a row-finite graph. A 1-sink extension
of G is a row-finite graph E that contains G as a subgraph and satisfies:
(1) H := E0 \G0 is finite, contains no sources, and contains exactly 1 sink v0.
(2) There are no loops in E whose vertices lie in H .
(3) If e ∈ E1 \G1, then r(e) ∈ H .
(4) If w is a sink in G, then w is a sink in E.
We will write (E, v0) for the 1-sink extension, where v0 denotes the sink outside G.
If (E, v0) is a 1-sink extension of G, then we may let πE : C
∗(E)→ C∗(G) be the
surjection described in [13, Corollary 1.3]. Then kerπE = Iv0 where Iv0 is the ideal
in C∗(E) generated by the projection pv0 . Thus we have a short exact sequence
0 // Iv0
i // C∗(E)
piE // C∗(G) // 0.
We call E an essential 1-sink extension of G when G0 ≥ v0. Note that Iv0 is an
essential ideal of C∗(E) if and only if E is an essential 1-sink extension of G [13,
Lemma 2.2].
Lemma 5.6. If G is a row-finite graph and (E, v0) is an essential 1-sink extension
of G, then Iv0
∼= K.
Proof. Let E∗(v0) be the set of all paths in E whose range is v0. Since E is an
essential 1-sink extension of G, it follows that G0 ≥ v0. Thus for every w ∈ G0
there exists a path from w to v0. If G
0 is infinite, this implies that E∗(v0) is also
infinite. If G0 is finite, then because G0 ≥ v0 it follows that G is a finite graph with
no sinks, and hence contains a loop. If w is any vertex on this loop, then there is
a path from w to v0 and hence E
∗(v0) is infinite. Now because E
∗(v0) is infinite it
follows from [9, Corollary 2.2] that Iv0
∼= K(ℓ2(E∗(v0))) ∼= K. 
Definition 5.7. Let G be a row-finite graph and let (E, v0) be an essential 1-sink
extension of G. The extension associated to E is (the strong equivalence class of)
the Busby invariant of any extension
0 // K
iE // C∗(E)
piE // C∗(G) // 0
where iE is any isomorphism from K onto Iv0 . As with other extensions we shall
not distinguish between an extension and its Busby invariant.
Remark 5.8. The above extension is well-defined up to strong equivalence. If dif-
ferent choices of iE are made then it follows from a quick diagram chase that the
two associated extensions will be strongly equivalent (see problem 3E(c) of [19] for
more details). Also recall that since pv0 is a minimal projection in Iv0 [9, Corollary
2.2], it follows that i−1E (pv0) will always be a rank 1 projection in K.
Let (E, v0) be a 1-sink extension of G. Then for w ∈ E0 we denote by Z(w, v0)
the set of paths α from w to v0 with the property that αi ∈ E1\G1 for 1 ≤ i ≤ |α|.
The Wojciech vector of E is the element ωE ∈
∏
G0 N given by
ωE(w) := #Z(w, v0).
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An edge e ∈ E1 with s(e) ∈ G0 and r(e) /∈ G0 is called a boundary edge, and the
sources of these edges are called boundary vertices.
Lemma 5.9. Let G be a row-finite graph and let (E, v0) be a 1-sink extension of G.
If {se, pv} is the canonical Cuntz-Krieger E-family in C∗(E) and σ : C∗(E) → B
is a representation with the property that σ(pv0 ) is a rank 1 projection, then
rankσ(se) = #Z(r(e), v0) for all e ∈ E
1\G1.
Proof. For e ∈ E1\G1 let ke := max{|α| : α ∈ Z((r(e), v0)}. Since E is a 1-sink
extension of G we know that ke is finite. We shall prove the claim by induction on
ke. If ke = 0, then r(e) = v0 and rankσ(se) = rankσ(s
∗
ese) = rankσ(pv0) = 1.
Assume that the claim holds for all f ∈ E1\G1 with kf ≤ m. Then let e ∈ E1\G1
with ke = m+1. Since E is a 1-sink extension of G there are no loops based at r(e).
Thus kf ≤ m for all f ∈ E1\G1 with s(f) = r(e). By the induction hypothesis
rankσ(sf ) = #Z(r(e), v0) for all f with s(f) = r(e). Since the projections sfs
∗
f
are mutually orthogonal we have
rankσ(se) = rankσ(s
∗
ese) = rank

 ∑
s(f)=r(e)
σ(sfs
∗
f )

 = ∑
s(f)=r(e)
rankσ(sfs
∗
f )
=
∑
s(f)=r(e)
#Z((r(f), v0) = #Z(r(e), v0).

Lemma 5.10. Let G be a row-finite graph with no sinks that satisfies Condition (L),
and let d : Ext(C∗(G)) → coker(BG − I) be the Cuntz-Krieger map. If (E, v0) is
an essential 1-sink extension of G and τ is the Busby invariant of the extension
associated to E, then
d(τ) = [x]
where [x] is the class in coker(BG − I) of the vector x ∈
∏
G1 Z given by x(e) :=
ωE(r(e)) for all e ∈ G1, and ωE is the Wojciech vector of E.
Proof. Let {se, pv} be the canonical Cuntz-Krieger G-family in C∗(G), and let
{te, qv} be the canonical Cuntz-Krieger E-family in C∗(E). Choose an isomorphism
iE : K → Iv0 , and let σ and τ be the homomorphisms that make the diagram
0 // K
iE // C∗(E)
σ

piE // C∗(G) //
τ

0
0 // K
i // B
pi // Q // 0
commute. Then τ is the Busby invariant of the extension associated to E, and
since E is an essential 1-sink extension, it follows that σ and τ are injective. For
all v ∈ E0 and e ∈ E1 define
Hv := imσ(qv) and He := imσ(tet
∗
e).
Note that s(e) = v implies that He ⊆ Hv. Also since i
−1
E (qv0) is a rank 1 projection,
and since the above diagram commutes, it follows that σ(qv0 ) is a rank 1 projection.
Thus Hv0 is 1-dimensional. Furthermore, by Lemma 5.9 we see that dim(Hv) =
#Z(v, v0) and dim(He) = #Z(r(e), v0) for all v ∈ E0\G0 and e ∈ E1\G1. In
addition, since tet
∗
e ≤ qs(e) for any e ∈ E
1\G1 and because the qv’s are mutually
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orthogonal projections, it follows that the He’s are mutually orthogonal subspaces
for all e ∈ E1\G1.
For all v ∈ G0 define
Vv := Hv ⊖
( ⊕
e is a boundary
edge and s(e)=v
He
)
.
Then for every v ∈ G0, we have π(σ(qv)) = τ(πE(qv)) = τ(pv) 6= 0 since τ is
injective. Therefore, the rank of σ(qv) is infinite and hence dim(Hv) = ∞ and
dim(Vv) = ∞. Now for each v ∈ G0 and e ∈ G1 let Pv be the projection onto
Vv and Se be a partial isometry with initial space Vr(e) and final space He. One
can then check that {Se, Pv} is a Cuntz-Krieger G-family in B. Therefore, by the
universal property of C∗(G) there exists a homomorphism t˜ : C∗(G)→ B with the
property that t˜(se) = Se and t˜(pv) = Pv. Define t := π ◦ t˜.
Then for all v ∈ G0 we have that
t(pv) = π(t˜(pv)) = π(Pv) 6= 0.
Thus pv /∈ ker t for all v ∈ G0. By Lemma 4.6 it follows that ker t = {0} and t is
an essential extension of C∗(G). Now since SeS
∗
e is a projection onto a subspace
of imσ(tet
∗
e) with finite codimension, it follows that π(SeS
∗
e ) = π(σ(tet
∗
e)). Thus t
has the property that for all e ∈ G1
t(ses
∗
e) = π(t˜(ses
∗
e)) = π(SeS
∗
e ) = π(σ(tet
∗
e)) = τ(πE(tet
∗
e)) = τ(ses
∗
e).
By the definition of the Cuntz-Krieger map d it follows that the image of the
extension associated to E will be the class of the vector dτ in coker(BG− I), where
dτ (e) = −indτ(ses∗e)τ(se)t(s
∗
e). Now indτ(ses∗e)τ(se)t(s
∗
e) is equal to the Fredholm
index of σ(tet
∗
e)σ(te)S
∗
eσ(tet
∗
e) = σ(te)S
∗
e in im(σ(tet
∗
e)) = He. Since Se is a partial
isometry with initial space Vr(e) ⊆ Hr(e) and final space He, and since σ(te) is a
partial isometry with initial space Hr(e) it follows that kerσ(te)S
∗
e = {0} in He.
Furthermore, σ(t∗e) is a partial isometry with initial space He and final space
Hr(e) = Vr(e) ⊕
( ⊕
f is a boundary
edge and s(f)=r(e)
Hf
)
and Se is a partial isometry with initial space Vr(e). Therefore, since dim(Hf ) =
#Z(r(f), v0) for all f /∈ G1 we have that
ker((σ(te)Se)
∗) = ker(Seσ(t
∗
e)) =
∑
s(f)=r(e)
Z(r(f), v0) = ωE(r(e)).
Thus dτ (e) = ωE(r(e)) for all e ∈ G1. 
Proposition 5.11. Let G be a row-finite graph with no sinks that satisfies Condi-
tion (L), and suppose that (E, v0) is an essential 1-sink extension of G. If τ is the
Busby invariant of the extension associated to E, then the value that the Wojciech
map ω : Ext(C∗(G)) → coker(AG − I) assigns to τ is given by the class of the
Wojciech vector in coker(AG − I); that is,
ω(τ) = [ωE ].
Proof. From Lemma 5.10 we have that dτ = [x] in coker(BG−I), where x ∈
∏
G1 Z
is the vector given by x(e) := ωE(r(e)) for e ∈ G
1. By the definition of ω we have
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that ω(τ) := SG(dτ ) in coker(AG − I). Thus ω(τ) equals the class of the vector
y ∈
∏
G0 Z given by
y(v) = (SG(x))(v) =
∑
s(e)=v
x(e) =
∑
s(e)=v
ωE(r(e)).
Hence for all v ∈ G0 we have
y(v)− ωE(v) =
∑
s(e)=v
ωE(r(e)) − ωE(v) =
∑
w∈G0
AG(v, w)ωE(w) − ωE(v)
so y − ωE = (AG − I)ωE . Thus [y] = [ωE ] and ω(τ) = [ωE ] in coker(AG − I). 
This result gives us a method to prove that ω is surjective. We need only produce
essential 1-sink extensions with the appropriate Wojciech vectors.
A 1-sink extension E of G is said to be simple if E0\G0 consists of a single
vertex. If G is a graph with no sinks, then for any x ∈
∏
G0 N we may form a
simple 1-sink extension of G with Wojciech vector equal to x merely by defining
E0 := G0 ∪ {v0} and E
1 := G1 ∪ {eiw : w ∈ G
0 and 1 ≤ i ≤ x(w)} where each eiw
is an edge with source w and range v0. In order to show that the Wojciech map is
surjective we will not only need to produce such 1-sink extensions, but also ensure
that they are essential.
Lemma 5.12. Let G be a row-finite graph with no sinks that satisfies Condition (L).
There exists a vector n ∈
∏
G0 Z with the following two properties:
(1) (AG − I)n ∈
∏
G0 N
(2) for all v ∈ G0 there exists w ∈ G0 such that v ≥ w and ((AG−I)n)(w) ≥ 1.
Proof. Let L ⊆ G0 be those vertices of G that feed into a loop; that is,
L := {v ∈ G0 : there exists a loop x in G for which v ≥ r(x1)}.
Now consider the set M := G0\L. Because G has no sinks, and because v ∈ M
and v ≥ w implies that w ∈ M , it follows that M cannot have a finite number
of elements. Thus M is either empty or countably infinite. If M 6= ∅ then list
the elements of M as M = {w1, w2, . . .}. Now let v11 := w1. Choose an edge
e11 ∈ G
1 with the property that s(e11) = v
1
1 and define v
1
2 := r(e
1
1). Continue in this
fashion: given v1k choose an edge e
1
k with s(e
1
k) = v
1
k and define v
1
k+1 := r(e
1
k). Then
v11 , v
1
2 , . . . are the vertices of an infinite path which are all elements of M . Since
these vertices do not feed into a loop it follows that they are distinct; i.e. v1i 6= v
1
j
when i 6= j.
Now if every element w ∈ M has the property that w ≥ v1i for some i, then
we shall stop. If not, choose the smallest j ∈ N for which wj  v1i for all i ∈ N.
Then define v21 := wj and choose an edge e
2
1 with s(e
2
1) = v
2
1 . Define v
2
2 := r(e
2
1).
Continue in this fashion: given v2k choose an edge e
2
k with s(e
2
k) = v
2
k and define
v2k+1 := r(e
2
k). Then we produce a set of distinct vertices v
2
1 , v
2
2 , v
2
3 , . . . that lie on
the infinite path e21e
2
2e
2
3 . . .. Moreover, since v
2
1  v
1
i for all i we must have that the
v2i ’s are also distinct from the v
1
i ’s.
Continue in this manner. Having produced an infinite path ek1e
k
2e
k
3 . . . with dis-
tinct vertices vk1 , v
k
2 , . . . we stop if every element w ∈ M has the property that
w ≥ vji for some 1 ≤ i < ∞, 1 ≤ j ≤ k. Otherwise, we choose the smallest l ∈ N
such that wl  v
j
i for all 1 ≤ i <∞, 1 ≤ j ≤ k. We define v
k+1
1 := wl. Given v
k+1
j
we choose an edge ek+1j with s(e
k+1
j ) = v
k+1
j . We then define v
k+1
j+1 := r(e
k+1
j ).
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Thus we produce an infinite path ek+11 e
k+1
2 . . . with distinct vertices v
k+1
1 , v
k+1
2 , . . ..
Moreover, since vk+11  v
j
i for all 1 ≤ i < ∞, 1 ≤ j ≤ k, it follows that the v
k+1
i ’s
are distinct from the vji ’s for j ≤ k.
By continuing this process we are able to produce the following. For some
n ∈ N ∪ {∞} there is a set of distinct vertices S ⊆M given by
S = {vkj : 1 ≤ j <∞, 1 ≤ k < n}
with the property that M ≥ S, and for any vkj ∈ S there exists an edge e
k
j ∈ G
1
for which s(ekj ) = v
k
j and r(e
k
j ) = v
k
j+1.
Now define
av =


1 if v ∈ L
j if v = vkj ∈ S
0 otherwise.
and let n := (av) ∈
∏
G0 Z. We shall now show that n has the appropriate proper-
ties. We shall first show that (AG − I)n ∈
∏
G0 N. Let v ∈ G
0 and consider four
cases. (Throughout the following remember that the entries of n are nonnegative
integers.)
Case 1: AG(v, v) ≥ 1. Then ((AG − I)n)(v) ≥ av(AG(v, v)− 1) ≥ 0.
Case 2: AG(v, v) = 0, v ∈ L. Since AG(v, v) = 0 and v feeds into a loop, there must
exist an edge e ∈ G1 with s(e) = v and r(e) ∈ L. Thus
((AG − I)n)(v) ≥ av(AG(v, v)− 1) + ar(e)AG(v, r(e)) ≥ 1(−1) + 1(1) = 0.
Case 3: AG(v, v) = 0, v = v
k
j ∈ S. Then there exists an edge e
k
j with s(e
k
j ) = v
k
j
and r(ekj ) = v
k
j+1 6= v
k
j . Thus
((AG − I)n)(v) ≥ av(AG(v, v)− 1) + avk
j+1
AG(v, v
k
j+1) ≥ j(−1) + (j + 1)(1) = 1.
Case 4: AG(v, v) = 0, v /∈ L, v /∈ S. Then
((AG − I)n)(v) ≥ av(AG(v, v)− 1) ≥ 0 · (AG(v, v)− 1) = 0.
Therefore (AG − I)n ∈
∏
G0 N.
We shall now show that for all v ∈ G0 there exists w ∈ G0 such that v ≥ w and
((AG − I)n)(w) ≥ 1. If v /∈ L, then v ∈ M and v ≥ vkj for some v
k
j ∈ S. But then
there is an edge ekj with s(e
k
j ) = v
k
j and r(e
k
j ) = v
k
j+1 6= v
k
j . Thus we have that
((AG − I)n)(v
k
j ) ≥avk
j
(AG(v
k
j , v
k
j )− 1) + avk
j+1
AG(v
k
j , v
k
j+1)
≥(j)(0− 1) + (j + 1)(1) = 1.
On the other hand, if v ∈ L, then v feeds into a loop. Since G satisfies Condition (L)
this loop must have an exit. Therefore, there exists w ∈ L such that v ≥ w and
w is the source of two distinct edges e, f ∈ G1, where one of the edges, say e, is
the edge of a loop and hence has the property that r(e) ∈ L. Now consider the
following three cases.
Case 1: r(f) /∈ L. Then r(f) ∈M and hence r(f) ≥ vkj for some v
k
j ∈ S. But then
v ≥ vkj and ((AG − I)n)(v
k
j ) ≥ 1 as above.
Case 2: r(f) ∈ L and r(e) = r(f). Then
((AG − I)n)(w) ≥ −aw + ar(f)AG(w, r(f)) ≥ −1 + (1)(2) = 1.
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Case 3: r(f) ∈ L and r(e) 6= r(f). Then
((AG − I)n)(w) ≥− aw + ar(e)AG(w, r(e)) + ar(f)AG(w, r(f))
≥− 1 + (1)(1) + (1)(1) = 1.

Lemma 5.13. Let G be a row-finite graph with no sinks that satisfies Condition (L).
Let x ∈
∏
G0 N. Then there exists an essential 1-sink extension E of G with the
property that [ωE ] = [x] in coker(AG − I).
Proof. By Lemma 5.12 we see that there exists n ∈
∏
G0 Z with the property that
(AG − I)n ∈
∏
G0 N and for all v ∈ G
0 there exists w ∈ G0 for which v ≥ w and
((AG − I)n)(w) ≥ 1. Since x + (AG − I)n ∈
∏
G0 N we may let E be a 1-sink
extension of G with Wojciech vector ωE = x+ (AG − I)n. Let v0 be the sink of E.
We shall show that E is essential. Let v ∈ G0. Then there exists w ∈ G0 for which
v ≥ w and ((AG − I)n) ≥ 1. But then ωE(w) ≥ ((AG − I)n)(w) ≥ 1 and w is a
boundary vertex of E. Hence v ≥ w ≥ v0 and we have shown that G0 ≥ v0. Thus
E is essential, and furthermore [ωe] = [x+ (AG − I)n] = [x] in coker(AG − I). 
Proposition 5.14. Let G be a row-finite graph with no sinks that satisfies Condi-
tion (L). The Wojciech map ω : Ext(C∗(G))→ coker(AG − I) is surjective.
Proof. If x is any vector in
∏
G0 N, then by Lemma 5.13 there exists an essential 1-
sink extensions E for which [ωE ] = [x]. If τ is the Busby invariant of the extension
associated to E, then by Lemma 5.11 we have that ω(τ) = [ωE1 ] = [x]. Thus
[x] ∈ imω for all x ∈
∏
G0 N.
Now because C∗(G) is separable and nuclear, it follows from [3, Corollary 15.8.4]
that Ext(C∗(G)) is a group. Because
∏
G0 N is the positive cone of
∏
G0 Z, and
hence generates
∏
G0 Z, the fact that [x] ∈ imω for all x ∈
∏
G0 N implies that
imω = coker(AG − I). 
Corollary 5.15. Let G be a row-finite graph with no sinks that satisfies Condi-
tion (L). The map d : Ext(C∗(G))→ coker(BG − I) is surjective.
Proof. This follows from the fact that ω = SG ◦ d, and SG is an isomorphism. 
Theorem 5.16. Let G be a row-finite graph with no sinks that satisfies Condi-
tion (L). The Wojciech map ω : Ext(C∗(G)) → coker(AG − I) and the Cuntz-
Krieger map d : Ext(C∗(G))→ coker(BG − I) are isomorphisms. Consequently,
Ext(C∗(G)) ∼= coker(AG − I) ∼= coker(BG − I).
Remark 5.17. Suppose that G is a row-finite graph with no sinks that satisfies
Condition (L), and that τ is an element of Ext(C∗(G)) for which ω(τ) ∈ coker(AG−
I) can be written as [x] for some x ∈
∏
G0 N. Then Lemma 5.13 shows us that
there exists an essential 1-sink extension E with the property that the extension
associated to E is equal to τ in Ext(C∗(G)). Thus for every τ ∈ Ext(C∗(G)) with
the property that ω(τ) = [x] for x ∈
∏
G0 N, we may choose a representative that
is the extension associated to an essential 1-sink extension. It is natural to wonder
if this is the case for all elements of Ext(C∗(G)). It turns out that in general it is
not. To see this let G be the following infinite graph.
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w1
''
''N
NN
NN
NN
NN
NN
NN
w2
''
// v

QQ
w3
'' ...
77ppppppppppppp
Then G is a row-finite graph with no sinks that satisfies Condition (L). However,
AG − I =
( 1 0 0
1 0 0 ···
1 0 0
...
. . .
)
,
and if we let x :=

−1−2−3
...

 ∈ ∏G0 Z then for all n ∈∏G0 Z we have that
x+ (AG − I)n =


−1+n(v)
−2+n(v)
−3+n(v)
...

 .
Thus for any n ∈
∏
G0 Z we see that x + (AG − I)n has negative entries. Hence
x+(AG−I)n cannot be the Wojciech vector of a 1-sink extension for any n ∈
∏
G0 Z.
It turns out, however, that if we add the condition that G be a finite graph then
the result does hold.
Lemma 5.18. Let G be a finite graph with no sinks that satisfies Condition (L).
If v ∈ G0, then there exists n ∈
∏
G0 N for which (AG − I)n ∈
∏
G0 N and ((AG −
I)n)(v) ≥ 1.
Proof. If AG(v, v) ≥ 2 then we can let n = δv and the claim holds. Therefore, we
shall suppose that AG(v, v) ≤ 1. Since G has no sinks and satisfies Condition (L),
there must exist an edge e1 ∈ G1 with s(e1) = v and r(e1) 6= v. Then since G has
no sinks we may find an edge e2 ∈ G1 with s(e2) = r(e1) , and an edge e3 ∈ G1 with
s(e3) = r(e2). Continuing in this fashion we will produce an infinite path e1e2 . . .
with s(e1) = v. Since G is finite, the vertices s(ei) of this path must eventually
repeat. Let m be the smallest natural number for which s(em) = s(ek) for some
1 ≤ k ≤ m− 1. Note that because r(e1) 6= s(e1) we must have m ≥ 3.
Now ekek+1 . . . en−1 will be a loop, and since G satisfies Condition (L), there
exists an exit for this loop. Thus for some k ≤ l ≤ n− 1 there exists f ∈ G1 such
that r(f) = s(el) and f 6= el. For each w ∈ G0 define
aw :=
{
2 if w ∈ {s(ei)}li=2
1 otherwise
Note that {s(ei)}li=2 may be empty. This will occur if and only if l = 1. Now let
n := (aw) ∈
∏
G0 N. To see that ((AG−I)n)(v) ≥ 1, note that av = 1, and consider
four cases.
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Case 1: l = 1 and r(f) = r(e1). Since r(e1) 6= v we have that
((AG − I)n)(v) ≥ av(AG(v, v) − 1) + ar(e1)AG(v, r(e1)) ≥ 1(−1) + 1(2) = 1.
Case 2: l = 1 and r(f) = v. Then
((AG − I)n)(v) ≥ av(AG(v, v)− 1) + ar(e1)AG(v, r(e1)) ≥ 1(1− 1) + 1(1) = 1.
Case 3: l = 1, r(f) 6= r(e1), and r(f) 6= v. Then
((AG − I)n)(v) ≥ av(AG(v, v) − 1) + ar(e1)AG(v, r(e1)) + ar(f)AG(v, r(f))
≥ 1(−1) + 1(1) + 1(1)
= 1.
Case 4: l ≥ 2. Then ar(e1) = 2 and
((AG − I)n)(v) ≥ av(AG(v, v) − 1) + ar(e1)AG(v, r(e1)) ≥ 1(−1) + 2(1) = 1.
To see that (AG − I)n ∈
∏
G0 N let w ∈ G
0 and consider the following three cases.
Case 1: w = s(el) and r(el) = r(f). Then aw = 2 and we have
((AG − I)n)(w) ≥ aw(AG(w,w) − 1) + ar(el)AG(w, r(el)) ≥ 2(−1) + 1(2) = 0.
Case 2: w = s(el) and r(el) 6= r(f). Then
((AG − I)n)(w) ≥ aw(AG(w,w) − 1) + ar(el)AG(w, r(el)) + ar(f)AG(w, r(f))
≥ 2(−1) + 1(1) + 1(1)
= 0.
Case 3: w 6= s(el). Then either w ∈ {s(ei)}
l−1
i=2 or aw = 1. In either case there
exists an edge e with s(e) = w and ar(e) ≥ aw. Thus
((AG − I)n)(w) ≥ aw(AG(w,w) − 1) + ar(e)AG(w, r(e)) ≥ −aw + ar(e) ≥ 0
and (AG − I)n ∈
∏
G0 N. 
Theorem 5.19. Let G be a finite graph with no sinks that satisfies Condition (L).
For any [x] ∈ coker(AG − I) there exists an essential 1-sink extension E of G such
that [ωE ] = [x] in coker(AG − I).
Proof. For each v ∈ G0 we may use Lemma 5.18 to obtain a vector nv ∈
∏
G0 N
such that (AG − I)nv ∈
∏
G0 N and ((AG − I)nv)(v) ≥ 1. Now write x in the form
x =
∑
v∈G0 avδv. Let n :=
∑
v∈G0(|av|+ 1)nv. Then by linearity, x+ (AG − I)n ∈∏
G0 N and x+ (AG − I)n 6= 0. Let E be a 1-sink extension of G with sink v0 and
Wojciech vector equal to x + (AG − I)n. Then [ωE ] = [x + (AG − I)n] = [x] in
coker(AG− I). Furthermore, since ωE(v) ≥ 1 for all v ∈ G0 it follows that G0 ≥ v0
and E is an essential 1-sink extension. 
This result shows that if G is a finite graph with no sinks that satisfies Condi-
tion (L), then for any element in Ext(C∗(G)) we may choose a representative that
is the extension associated to an essential 1-sink extension E of G. Furthermore,
since the Wojciech map is an isomorphism we see that if E1 and E2 are essential 1-
sink extensions that are representatives for τ1, τ2 ∈ Ext(C∗(G)), then the essential
1-sink extension with Wojciech vector equal to ωE1 + ωE2 will be a representative
of τ1 + τ2. Hence we have a way of choosing representatives of the classes in Ext
that have a nice visual interpretation and for which we can easily compute their
sum.
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6. Semiprojectivity of graph algebras
In 1983 Effros and Kaminker [7] began the development of a shape theory for
C∗-algebras that generalized the topological theory. In their work they looked at
C∗-algebras with a property that they called semiprojectivity. These semiprojective
C∗-algebras are the noncommutative analogues of absolute neighborhood retracts.
In 1985 Blackadar generalized many of these results [4], but because he wished to
apply shape theory to C∗-algebras not included in [7] and because the theory in [7]
was not a direct noncommutative generalization, Blackadar gave a new definition
of semiprojectivity. Blackadar’s definition is more restrictive than that in [7].
Definition 6.1 (Blackadar). A separable C∗-algebra A is semiprojective if for any
C∗-algebra B, any increasing sequence {Jn}
∞
n=1 of (closed two-sided) ideals, and
any ∗-homomorphism φ : A → B/J , where J :=
⋃∞
n=1 Jn, there is an n and a
∗-homomorphism ψ : A→ B/Jn such that
A
ψ
//
φ
!!C
CC
CC
CC
C B/Jn
pi

B/J
where π : B/Jn → B/J is the natural quotient map.
In [4] it was shown that the Cuntz-Krieger algebras are semiprojective, and more
recently Blackadar has announced a proof that O∞ is semiprojective. Based on the
proof for O∞ Szyman´ski has proven in [16] that if E is a transitive graph with
finitely many vertices (but a possibly infinite number of edges), then C∗(E) is
semiprojective.
We now give an example of a row-finite transitive graph G with an infinite
number of vertices and with the property that C∗(G) is not semiprojective. We
use the fact that the Wojciech map of §5 is an isomorphism in order to prove that
C∗(G) is not semiprojective.
If G is a graph, then by adding a sink at v ∈ G0 we shall mean adding a single
vertex v0 to G
0 and a single edge e to G1 going from v to v0. More formally, if G
is a graph, then we form the graph F defined by F 0 := G0 ∪ {v0}, F 1 := G1 ∪ {e},
and we extend r and s to F 1 by defining and r(e) = v0 and s(e) = v.
Example 6.2.
G w177
** ""
w2
 ** ""
jjbb
w3
 ** ""
jjbb
w4
 ** !!
jjbb
· · ·jjbb
If G is the above graph, then note that G is transitive, row-finite, and has no sinks.
Theorem 6.3. If G is the graph in Example 6.2, then C∗(G) is not semiprojective.
Proof. For each i ∈ N let Ei be the graph formed by adding a sink to G at wi, and
let Fi be the graph formed by adding a sink to each vertex in {wi, wi+1, . . .}. In
each case we shall let vi denote the sink that is added at wi. As examples we draw
E3 and F3:
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E3 w177
** ""
w2
 ** ""
jjbb
w3

 ** ""
jjbb
w4
 ** !!
jjbb
· · ·jjbb
v3
F3 w177
** ""
w2
 ** ""
jjbb
w3

 ** ""
jjbb
w4

 ** !!
jjbb
· · ·jjbb
v3 v4 · · ·
We shall now assume that C∗(G) is semiprojective and arrive at a contradiction.
Let B := C∗(F1) and for each n ∈ N let Hn := {v1, v2, . . . , vn}. Also let H∞ :=
{v1, v2, . . .}. Set Jn := IHn . Then {Jn}
∞
n=1 is an increasing sequence of ideals and
J :=
⋃∞
n=1 Jn = IH∞ . Now B/J = C
∗(F1)/IH∞
∼= C∗(G) and for each n ∈ N,
B/Jn ∼= C∗(Fn+1) by [2, Theorem 4.1]. Thus if we identify C∗(G) and B/J , then
by semiprojectivity there exists a homomorphism ψ : C∗(G)→ B/Jn for some n
C∗(G)
ψ
//
id
''P
PP
PP
PP
PP
PP
P
B/Jn ∼= C∗(Fn+1)
pi

B/J ∼= C∗(G)
such that π ◦ ψ = id. Note that the projection π : B/Jn → B/J is just the
projection π : C∗(Fn+1)→ C∗(Fn+1)/I{vn+1,vn+2,...}
∼= C∗(G).
Now if we let {se, pv} be the canonical Cuntz-Krieger Fn+1-family in C∗(Fn+1)
and let {te, qv} be the canonical Cuntz-Krieger En+1-family in C∗(En+1), then by
the universal property of C∗(Fn+1) there exists a homomorphism ρ : C
∗(Fn+1)→
C∗(En+1) such that
ρ(se) =
{
te if e ∈ E1n+1
0 if e ∈ F 1n+1\E
1
n+1
and ρ(pv) =
{
qv if v ∈ E0n+1
0 if v ∈ F 0n+1\E
0
n+1.
Since En+1 is a 1-sink extension of G, we have the usual projection πEn+1 :
C∗(En+1)→ C∗(G). One can then check that the diagram
C∗(Fn+1)
ρ
//
pi
%%K
KK
KK
KK
KK
K
C∗(En+1)
piEn+1
yyss
ss
ss
ss
ss
C∗(G)
commutes simply by checking that πEn+1 ◦ ρ and π agree on generators. This,
combined with the fact that π ◦ ψ = id on C∗(G), implies that πEn+1 ◦ ρ ◦ ψ = id.
Hence the short exact sequence
0 // Ivn+1 // C
∗(En+1)
piEn+1
// C∗(G) //
ρ◦ψ
||
0
is split exact. Therefore this extension is degenerate. Since Ivn+1
∼= K by [9,
Corollary 2.2] we have that this extension is in the zero class in Ext(C∗(G)).
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However, the Wojciech vector of En+1 is ωEn+1 = δwn+1 . Since
AG − I =


0 2 0 0
2 0 2 0 ···
0 2 0 2
0 0 2 0
...
. . .


we see that every vector in the image of AG − I has entries that are multiples
of 2. Thus δwn+1 /∈ im(AG − I), and [ωEn+1] is not zero in coker(AG − I). But
then Proposition 5.11 and Theorem 5.16 imply that the extension associated to
C∗(En+1) is not equal to zero in Ext(C
∗(G)). This provides the contradiction, and
hence C∗(G) cannot be semiprojective. 
Remark 6.4. After the completion of this work, Spielberg proved in [15] that all
classifiable, simple, separable, purely infinite C∗-algebras having finitely generated
K-theory and free K1-group are semiprojective [15, Theorem 3.12]. This was ac-
complished by realizing these C∗-algebras as graph algebras of transitive graphs.
It also implies that if G is a transitive graph that is not a single loop, and if C∗(G)
has finitely generated K-theory and free K1-group, then C
∗(G) is semiprojective.
We mention that the C∗-algebra associated to the graph in Example 6.2 does not
have finitely generated K-theory.
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