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Abstract 
The objective of this study is to develop the hybrid models by combining neural computation, including support vector machines 
(SVM) and generalized regression neural networks (GRNN), and wavelet technique for rainfall modeling. The wavelet-based 
support vector machines (WSVM) and wavelet-based generalized regression neural networks (WGRNN) models are obtained 
using mother wavelets, including db8, db10, sym8, sym10, coif6, and coif12. The developed models are evaluated in the 
Bocheong-stream catchment, an International Hydrological Program (IHP) representative catchment, Republic of Korea. Results 
obtained from this study indicate that the combination of neural computing and wavelet technique can be a useful tool for 
modeling of rainfall satisfactorily and can yield better efficiency than neural computing. 
© 2016 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of the organizing committee of HIC 2016. 
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1. Introduction 
Rainfall modeling is a complex task. The use of conventional approaches in modeling of rainfall time series is far from trivial,
since hydrometeorologic processes are complex and involve various factors, such as landscape and climatic factors, which are 
still not well understood [1].  Areal rainfall is the average rainfall over the region and is estimated by one of the popular methods 
[2, 3]. Rainfall aggregation means the estimation of areal rainfall using the conventional approaches, such as arithmetic mean,
Thiessen polygon, isohyetal, spline, kriging, and copula methods. Rainfall disaggregation can be both temporal and spatial. 
Temporal rainfall disaggregation entails disaggregating hourly, daily or longer duration rainfall into shorter time rainfall, and
many techniques for temporal rainfall disaggregation have been proposed [4, 5,  6, 7, 8]. The research on the development and 
application using artificial neural networks (ANN) models for spatial rainfall disaggregation [9] has been limited compared with
temporal rainfall disaggregation.  
The objective of this study, therefore, is to develop and apply two different hybrid models, wavelet-based support vector 
machines (WSVM) and wavelet-based generalized regression neural networks (WGRNN), for aggregation and spatial 
disaggregation of rainfall and evaluate them in the Bocheong-stream catchment, an IHP representative catchment, Republic of   
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Korea. The paper is organized as follows: The second part describes the wavelet decomposition method. Artificial neural 
networks models, including support vector machines (SVM) and generalized regression neural networks (GRNN), are described 
in the third part. The fourth part describes a case study, including study catchment and data. The fifth part describes applications 
and discussion of results. Conclusions and further studies are presented in the last part of the paper.  
2. Wavelet Decomposition 
Wavelet analysis is a multi-resolution analysis in time and frequency domains. The wavelet transform decomposes a time 
series signal into different resolutions by controlling scaling and shifting. It provides a good localization properties in both time 
and frequency domains [10]. It also has an advantage that it has flexibility in choosing the mother wavelet, which is the 
transform function, according to the characteristics of time series. A fast DWT algorithm developed by Mallat [11] is based on 
four filters, including decomposition low-pass, decomposition high-pass, reconstruction low-pass and reconstruction high-pass 
filters. For the practical implementation of Mallat’s algorithm, low-pass and high-pass filters are used instead of father and 
mother wavelets, which are also called scaling and wavelet functions, respectively. The low-pass filter, associated with the 
scaling function, allows the analysis of low frequency components, while the high-pass filter, associated with the wavelet 
function, allows the analysis of high frequency components. These filters used in Mallat’s algorithm are determined according to
the selection of mother wavelets [12]. A multilevel decomposition process (Figure 1) can be achieved, where the original signal
is broken down into lower resolution components. 
Fig. 1 Mallat’s algorithm for four-level decomposition of a signal 
3. Artificial Neural Networks (ANN) 
3.1. Basic Concepts of ANNs  
ANN is a parallel computing system which was originally developed based on the structure and functional aspects of 
biological neural networks. Feed-forward ANN comprises a system of units, analogous to neurons, which are arranged in layers 
[13]. Multilayer perceptron (MLP) is the most popular neural network architecture which is typically composed of several layers
of nodes. The first layer is an input layer where external information is received. The last layer is an output layer where the
problem solution is obtained. The input and output layers are separated by one or more intermediate layers called hidden layers.
The nodes in adjacent layers are usually fully connected by acyclic arcs from an input layer to an output layers [14]. MLP with a 
hidden layer and J hidden neurons calculates the following function (1) [15]. 
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where w0=the intercept of the output neuron, w0j=the intercept of the jth hidden neuron, wj=the synaptic weight corresponding to 
the synapse starting at the jth hidden neuron and leading to the output neuron, wj=(w1j, …, wnj) is the vector of all synaptic 
weights corresponding to the synapses leading to the jth hidden neuron, and x=(x1, …, xn) is the vector of all covariants. The 
weights are obtained by backpropagation algorithm and training data. 
3.2. Support Vector Machines (SVM)  
Support vector machines (SVM) has found wide application in several areas including pattern recognition, regression, 
multimedia, bio-informatics and artificial intelligence. SVM is a new kind of classifier that is motivated by two concepts. First, 
transforming data into a high-dimensional space can transform complex problems into simpler problems that can use linear 
discriminant functions. Second, SVM is motivated by the concept of training and using only those inputs that are near the 
decision surface since they provide the most information about the classification [16, 17]. The solution of traditional ANN 
models may tend to fall into a local optimal solution, whereas global optimum solution is guaranteed for SVM [18]. 
3.3. Generalized Regression Neural Networks (GRNN) 
Generalized regression neural networks (GRNN) is a modified form of the radial basis function neural networks (RBFNN). 
GRNN is composed of four layers, that is, the input layer, the hidden layer, the summation layer, and the output layer. The input
layer, the hidden layer, and the summation layer neurons are completely connected, whereas the output layer neuron is connected
only with some of the summation layer neurons. The summation layer is composed of two types of neurons, including several 
summation neurons and one division neuron. The number of summation neurons is identical to that of the output layer neurons. 
The division neuron does not use a transfer function, but utilizes the addition of the weighted transfer values of the hidden layer
neurons. Each output layer neuron is connected to the summation neuron and division neuron of the summation layer, and the 
connection weights are not composed between the summation layer and the output layer. The calculation of each output layer 
neuron is estimated by dividing the output values calculated from the summation neuron by the output value calculated from 
division neuron of the summation layer [19, 20, 21].  
3.4. WSVM and WGRNN 
WSVM is a combination of wavelet decomposition and SVM, whereas WGRNN is a combination of wavelet decomposition 
and GRNN. The wavelet decomposition is employed to decompose an input time series into approximation and detail 
components. The decomposed time series are used as inputs to SVM and GRNN for WSVM and WGRNN models, respectively. 
The application of WSVM and WGRNN models in hydrology and water resources can be found from the literature [22, 23].     
WSVM and WGRNN consist of a two-step algorithm. The first step corresponds to a multilevel wavelet decomposition. The 
input data of SVM and GRNN are decomposed using the wavelet transform. In this study, DWT using Mallat’s algorithm was 
used for decomposing the time series signals. The multiresolution analysis by Mallat’s algorithm generates approximations and 
details for a given time series signal. An approximation holds the general trend of the original signal, whereas a detail depicts 
high-frequency components of it. Therefore, the original signal is broken down into lower resolution components. For example, 
two-level DWT decomposes a signal x(t) into D1, D2, and A2, where D1 and D2 are details and A2 is an approximation. D1, D2 and 
A2 are used as input to SVM and GRNN. The second step corresponds to training and testing phases using SVM and GRNN, 
respectively.
4. Case Study 
4.1. Study Area and Data   
In this study, data were obtained from the Bocheong-stream catchment. The catchment (Figure 2) is located at 36˚ 16´ to 36˚
33´ latitude and at 127˚ 40´ to 127˚ 57´ longitude. It has an area of 475.68 km2, a channel length of approximately 49.0 km, 
channel slope of approximately 0.582%, a shape factor of approximately 0.166, and a river density of approximately 0.111. The 
catchment is short from east to west and long from south to north. There are 5 river stage stations, 5 groundwater stations, 12
rainfall stations, and 12 evaporation stations in the catchment [24]. The hydrological data, such as rainfall, river stage, discharge, 
and groundwater table, had been recorded from 1982 to 2007. To estimate areal rainfall using the Thiessen polygon, spline and 
kriging methods in the Bocheong-stream catchment, the hourly rainfall data from 12 rainfall stations, including Myogeum (No. 
1), Cheongsan (No. 2), Neungweol (No. 3), Jungnyul (No. 4), Kwangi (No. 5), Pyeongon (No. 6), Samga (No. 7), Songjug (No. 
8), Samsan (No. 9), Dongjeong (No. 10), Yiweon (No. 11), and Annae (No. 12) stations were used. Only Myogeum (No. 1) and 
Annae (No. 12) stations are located outside the Bocheong-stream catchment. Since all stations are spread almost uniformly, the
areal rainfall using the Thiessen polygon, spline and kriging methods can capture the natural phenomena of individual rainfall 
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patterns in the catchment. In order for ANN models to be able to make generalizations about rainfall, sufficient rainfall data 
should be available [25].  
The training data consist of the rainfall events resulting in river floods, and the cross-validation and testing data consist of
rainfall events when typhoons pass and affect Republic of Korea. In all of these applications, 47% of data (events 1, 4, 7, 9, 11
and 12, N=459 hours) was applied for training, 25% of data (events 5, 8 and 10, N=245 hours) for cross-validation, and the 
remaining 28% of data (events 2, 3 and 6, N=280 hours) for testing. Since floods and typhoons have occurred frequently during 
summer season, the hourly rainfall data is sufficient to explain the rainfall patterns for floods and typhoons.  
Fig. 2 Schematic diagram of the Bocheong-stream catchment 
Table 1 summarizes statistical indices of areal rainfall data using the Thiessen polygon, spline and kriging methods. It is seen
from table 1 that the areal rainfall using three methods shows similar values for training, cross-validation, and testing data. The 
estimated areal rainfall values were compared with observed ones using 5 performance evaluation criteria: the correlation 
coefficient (CC), root mean square error (RMSE), Nash-Sutcliffe coefficient (NS) [26], mean absolute error (MAE), and average 
performance error (APE). Although CC is one of the most widely used criteria for calibration and evaluation of hydrological 
models with observed data, it alone cannot discriminate which model is better than others. Since the standardization inherent in
CC as well as its sensitivity to outliers yields high CC values, even when the model performance is not perfect, several 
evaluation indexes were used for evaluating the performance of models developed in this study.  
Table 1 Statistical indices of areal rainfall data 
Data Methods 
Statistical indices  
Xmean Xmax Xmin Sx Cv Csx SE 
Training  
Thiessen Polygon 
Spline
Kriging
1.16
1.16
1.17
20.01
20.72
18.71
0.00
0.00
0.00
2.77
2.83
2.76
2.38
2.44
2.37
3.22 
3.29 
3.16 
0.13 
0.13 
0.13 
Cross-validation
Thiessen Polygon 
Spline
Kriging
1.21
1.16
1.19
17.24
16.63
17.61
0.00
0.00
0.00
2.93
2.77
2.94
2.42
2.38
2.46
3.31 
3.19 
3.33 
0.19 
0.18 
0.19 
Testing  
Thiessen Polygon 
Spline
Kriging
1.79
1.80
1.82
18.60
18.39
19.66
0.00
0.00
0.00
2.85
2.87
2.95
1.59
1.60
1.62
2.41 
2.39 
2.63 
0.17 
0.17 
0.18 
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5. Applications and Discussion of Results 
5.1. Rainfall Aggregation using ANN models 
The development of an optimal model is a major problem in ANN modeling [27, 28]. Since the number of input-output 
neurons is problem dependent, there is no precise way of choosing the optimal number of hidden neurons. The model 
architecture, therefore, is generally determined using a trial and error method. Conventional ANN models adopt one hidden layer
for model construction, since it is well known that one hidden layer is enough to represent the nonlinear complex relationship 
[29]. The number of hidden neurons of ANN models for rainfall aggregation was determined using a trial and error approach. 
Figure 3(a) shows the developed architecture of SVM (12-12-1) comprising input (12 neurons), hidden (12 neurons), and output 
(1 neuron) layers for estimating areal rainfall in this study. Figure 3(b) shows the developed architecture of GRNN (12-12-2-1)
comprising input (12 neurons), hidden (12 neurons), summation (1 summation and 1 division neurons), and output (1 neuron) 
layers for estimating areal rainfall in this study.  
      
                                 (a) SVM (12-12-1)                                                                                              (b) GRNN (12-12-13-1) 
Fig. 3 Developed architecture for estimating areal rainfall 
In the modeling of rainfall aggregation, comparison of SVM and WSVM models with different mother wavelets indicates that 
the results of WSVM models are better than those of the SVM model. Comparison of GRNN and WGRNN models with different 
mother wavelets also indicates that the results of WGRNN models are better than those of the GRNN model. Comparison of 
different mother wavelets reveals that db10 yields the best accuracy for the rainfall aggregation for the WSVM and WGRNN 
models. This indicates that wavelet decomposition using mother wavelet, db10, can improve the performance of SVM and 
GRNN models as compared with the other mother wavelets. These results are consistent with those reported by [30].  
5.2. Spatial Disaggregation of Areal Rainfall using ANN model 
In this section, WSVM and WGRNN models, which yielded the best performance for estimating areal rainfall, including 
SVM and GRNN, were used for the spatial disaggregation of areal rainfall. Therefore, WSVM and WGRNN models with mother 
wavelets db10 and sym10 were used in this study. Only two performance evaluation criteria (CC and RMSE) were applied for 
the spatial disaggregation of areal rainfall. The number of hidden neurons of ANN models for the spatial disaggregation of areal
rainfall was also determined using a trial and error approach.  
SVM and WSVM models were generally sensitive to individual rainfall stations, as seen from large fluctuations. The spatial 
disaggregated rainfall for individual rainfall stations yielded very different performance based on evaluation criteria (CC and
RMSE). Results show that the SVM and WSVM models are capable of disaggregating areal rainfall into individual point rainfall. 
The reliability of spatial disaggregating rainfall on individual rainfall stations, however, shows much difference.  
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GRNN and WGRNN models were generally sensitive to individual rainfall stations, as seen from large fluctuations. The 
spatial disaggregated rainfall for individual rainfall stations yielded very different performance based on evaluation criteria (CC 
and RMSE). Results show that the GRNN and WGRNN models are capable of disaggregating areal rainfall into individual point 
rainfall. The reliability of spatial disaggregating rainfall on individual rainfall stations, however, shows much difference  
6. Conclusions 
SVM and GRNN models are used to estimate areal rainfall and individual point rainfall. Wavelet decomposition is employed 
and sub-components are used as input to SVM and GRNN for obtaining WSVM and WGRNN models, respectively. Comparison 
of SVM and WSVM models with different mother wavelets indicates that the results of WSVM models with different mother 
wavelets are better than those of SVM model. Comparison of GRNN and WGRNN models with different mother wavelets 
indicates that the results of WGRNN models with different mother wavelets are better than those of the GRNN model. The 
results of SVM and WSVM models with different mother wavelets are found to be better than those of GRNN and WGRNN 
models with different mother wavelets, respectively.  
Comparison of SVM and GRNN models indicates that the results of SVM model are better than those of GRNN model for the 
spatial disaggregation of areal rainfall. SVM and WSVM models are capable of disaggregating areal rainfall into individual point
rainfall. GRNN and WGRNN models, furthermore, are capable of disaggregating areal rainfall into individual point rainfall. 
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