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Poglavlje 1
Uvod
Informacijska revolucija koja se dogodila drugom polovicom prosˇlog stoljec´a
suvremenu je civilizaciju postavila pred novi izazov - polinomijalni rast ko-
licˇine pohranjenih informacija [Lyman and Varian, 2003]. Kako bi nasˇa civi-
lizacija mogla djelotvorno koristiti pohranjene informacije, potrebne su sve
moc´nije metode njihove automatske obrade.
Vec´ina je informacija zapisana, odnosno kodirana prirodnim jezikom, tj.
jezikom koji koriste ljudi za svakodnevnu komunikaciju. Za ocˇekivati je da
c´e tehnologije automatske obrade podataka zapisanih prirodnim jezikom u
skoroj buduc´nosti biti medu vodec´im tehnologijama.
Potrebu za automatskom obradom takve vrste podataka znanstvenici su
primijetili na samom pocˇetku ere automatske obrade podataka, i to prvens-
tveno kroz problem strojnog prevodenja [Weaver, 1955, Bar-Hillel, 1960].
Podrucˇje koje se danas bavi problemom obrade podataka kodiranih pri-
rodnim jezikom naziva se obrada prirodnog jezika (engl. natural language
processing), odnosno krac´e OPJ (engl. NLP). Glavni izazov u obradi prirod-
nog jezika jest njegova viˇseznacˇnost koja ujedno predstavlja i osnovnu razliku
prirodnih prema formalnim jezicima. Formalne jezike ljudi oblikuju kako bi
jednoznacˇno komunicirali s racˇunalima pa je osnovni napor podrucˇja obrade
prirodnog jezika formalizacija prirodnog jezika bez gubitka informacije da bi
on bio strojno obradiv.
Vrlo blisko podrucˇje obradi prirodnog jezika, viˇse usmjereno na lingvistiku
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nego na racˇunalstvo, naziva se racˇunalna lingvistika (engl. computational
linguistics). Zanimljiva slika ovog podrucˇja prikazana u [Tadic´, 2003] jest
ona dviju sigurnih znanstvenih obala - lingvistike i racˇunalstva te racˇunalne
lingvistike koja plovi tocˇno izmedu tih dviju obala.
Interdisciplinarno podrucˇje koje ukljucˇuje i problem obrade prirodnog je-
zika jest informacijska znanost (engl. information science) cˇiji je osnovni
fenomen proucˇavanja informacija. Vazˇno podrucˇje unutar informacijske zna-
nosti jest podrucˇje upravljanja znanjem (engl. knowledge management) koje
se redovito oslanja na metode obrade prirodnog jezika.
Ova disertacija istrazˇuje moguc´nost organiziranja znanja viˇsestruko ko-
municiranog preko mrezˇnih izvora poput novinskih portala. Zbog prevelikog
broja moguc´ih izvora informacija i nemoguc´nosti pojedinca da sve te izvore
prati, moguc´nost organiziranja danih informacija u strukture koje omoguc´uju
jednostavnu percepciju svih diseminiranih informacija vrlo je privlacˇna.
Podrucˇje koje se unutar obrade prirodnog jezika bavi problemom us-
pjesˇnog prac´enja i organiziranja viˇsestrukih izvora informacija se naziva pro-
nalazˇenje i prac´enje teme (engl. topic detection and tracking).
Nazvano je prema najvec´oj zajednicˇkoj inicijativi, a to je TDT, tj. To-
pic Detection and Tracking projekt koji je trajao od 1998. do 2004. kao
zajednicˇki projekt viˇse americˇkih sveucˇiliˇsta i tvrtki. Glavne su zadac´e tog
projekta, a time i novo odredenog podrucˇja sljedec´e [Allan, 2002]:
1. segmentacija novosti (engl. story segmentation)
2. pronalazˇenje prve novosti (engl. first story detection
3. pronalazˇenje grozdova (engl. cluster detection)
4. prac´enje (engl. tracking)
5. pronalazˇenje veza izmedu novosti (engl. story link detection)
O navedenom c´e projektu biti viˇse govora u poglavlju 1.3 koje se bavi
prethodnim istrazˇivanjima u podrucˇju od interesa za ovaj rad.
U okviru ovog doktorskog rada razraduje se problem organizacije zna-
nja komuniciranog novinskim portalima, i to kroz pronalazˇenje pojedinih
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dogadaja, odnosno grupiranje dokumenata prema dogadaju o kojem iz-
vjesˇtavaju. O samom pojmu dogadaja viˇse c´e biti govora u poglavlju 1.1, dok
c´e u poglavlju 1.2 poblizˇe biti opisana problematika pronalazˇenja dogadaja.
Zavrsˇno c´e u uvodnom poglavlju poglavlja 1.3 biti govora o dosadasˇnjim
rezultatima istrazˇivanja u podrucˇju pronalazˇenja dogadaja.
1.1 Sˇto je to dogadaj
Bez skupa pravila koja bi odredila sadrzˇaj pojma dogadaj (engl. event),
pojedinci bi zasigurno imali razlicˇito a priori shvac´anje tog pojma. Sljedec´a
definicija je preuzeta iz pravila TDT inicijative, prvog i jedinog organizira-
nog znanstvenog napora u istrazˇivanju pronalazˇenja dogadaja u viˇsestrukim
izvorima informacija. Prema njoj, dogadaj je ”nesˇto posebno sˇto se dogodilo
u odredeno vrijeme” [Allan et al., 1998a]. U ovoj definiciji razlikujemo dva
vazˇna svojstva dogadaja:
• svojstvo posebnosti - dogadaj je nesˇto posebno, nesˇto sˇto je moguc´e
razlikovati od ostaloga
• svojstvo vremena - dogadaj je vezan uz odredeni trenutak
Postoje druge definicije dogadaja poput Popperove [Popper, 1968] koja
predlazˇe da se ”pad zrakoplova” smatra dogadajem, dok bi ”pad zrakoplo-
va US Air 427” bila pojava (engl. occurence). Popperova je definicija bliska
onoj znanstvenika i filozofa koji tvrde da do dogadaja dolazi kad se pojavljuje
sukob izmedu fizicˇkih objekata. Filozofi cˇesto zakljucˇuju da su dva dogadaja
identicˇna ako imaju istu prostorno-vremensku povijest te ako imaju iste uz-
roke i posljedice. U [Lombard, 1986] se raspravlja zasˇto ta svojstva nisu
dovoljni uvjeti za pronalazˇenje dogadaja. Predstavlja se model za dogadaje
koji ukljucˇuje aspekt promjene definirane kao ”dodatak, odnosno gubitak
svojstva”.
Prvi ozbiljniji napori rasprave o fenomenu dogadaja i njemu bliskim poj-
movima sa stanoviˇsta viˇsestrukih izvora informacija i automatske obrade
podataka ucˇinjeni su u disertaciji Rona Papke [Papka, 1999] koja opc´enito
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do velike mjere opisuje rezultate TDT2 inicijative. On osnovno razlikuje
dogadaj i temu (engl. topic) te je po njemu svojstvo vremena ono sˇto razli-
kuje ta dva pojma. Primjer dogadaja koji navodi jest ”pronaden racˇunalni
virus u British Telecomu 3. ozˇujka 1993.” dok se temom kojoj taj dogadaj
pripada po njemu mozˇe smatrati tema ”racˇunalni virusi”. Dalje navodi da se
u TDT2 inicijativi ta originalna podjela na dogadaj i temu dodatno prosˇiruje
te se razlikuju sljedec´e definicije [Doddington, 1999]:
• tema - skup direktno povezanih utjecajnih dogadaja ili aktivnosti
• dogadaj - nesˇto sˇto se dogodilo u odredeno vrijeme na odredenom mjes-
tu (nesrec´e, zlocˇini, prirodne katastrofe)
• aktivnost (engl. activity) - povezani skup radnji koje imaju zajednicˇki
fokus ili svrhu (istrage, sudenja, akcije spasˇavanja poslije prirodnih
katastrofa)
Dogadaj i aktivnost razlikuje upravo isto ono sˇto razlikuje dogadaj i te-
mu - stupanj vremenske odredenosti. Dok dogadaj i dalje ostaje vremenski
znatno odreden, aktivnost tu odredenost djelomicˇno napusˇta. Pitanje koje se
potom prirodno postavlja jest razlika izmedu teme i aktivnosti. Razlika lezˇi
u tome sˇto je aktivnost i dalje atomarna, odnosno ima svojstvo posebnosti,
dok to svojstvo tema kao skup bliskih dogadaja nema. Uvodenjem pojma
aktivnosti u TDT2 inicijativi priznaje se kompleksnost pojma dogadaja te
problematicˇnost svojstva trenutnosti, redovitog problema u odredivanju gra-
nica pojedinog dogadaja.
U posljednjoj verziji TDT inicijative - TDT5, definicije su bitno elabo-
riranije [TDT, 2004]. Dogadajem se smatra ”nesˇto posebno sˇto se dogodi
u odredeno vrijeme na odredenom mjestu, zajedno sa svim preduvjetima
i nezaobilaznim posljedicama”. Aktivnost se smatra ”povezanim skupom
dogadaja koji imaju zajednicˇki fokus ili cilj te se dogadaju u odredeno vri-
jeme na odredenom mjestu”. Temom se smatra ”neki dogadaj ili aktivnost
zajedno sa svim direktno povezanim dogadajima i aktivnostima”. U ovim je
definicijama moguc´e primijetiti da se uz svojstvo posebnosti i vremena uvodi
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i svojstvo prostora. Dakle, u TDT5 inicijativi vazˇna svojstva dogadaja su
sljedec´a:
• svojstvo posebnosti - dogadaj je nesˇto posebno, nesˇto sˇto je moguc´e
razlikovati od ostaloga
• svojstvo vremena - dogadaj je vezan uz odredeni trenutak
• svojstvo prostora - dogadaj je vezan uz odredeni prostor
Isto je tako moguc´e primijetiti prosˇirenje definicije dogadaja preduvjetima
i posljedicama tog dogadaja. Primjer koji se navodi u [TDT, 2004] je kidanje
zˇice gondole u skijasˇkom odmaraliˇstu Cavelese u Italiji od strane americˇkog
vojnog zrakoplova. Dogadajem se, dakle, mozˇe smatrati taj dogadaj te nje-
gova posljedica - 20 mrtvih. Prosˇirenom definicijom dogadaja, dakle, taj je
dogadaj podijeljen na sljedec´e elemente:
• preduvjet - niski let americˇkog vojnog zrakoplova
• svojstvo posebnosti - kidanje zˇice gondole od strane vojnog zrakoplova
• svojstvo vremena - 3. veljacˇe 1998.
• svojstvo prostora - skijasˇko odmaraliˇste Cavelese, Italija
• posljedica - 20 mrtvih
Kako bi se od dogadaja dosˇlo do teme, potrebno je pronac´i druge dogadaje
koji su direktno vezani na ovaj. To bi u ovom slucˇaju bilo spasˇavanje
prezˇivjelih, pogrebi zˇrtava, izjave americˇkih marinaca o pravilnicima trenira-
nja u nastanjenim podrucˇjima te istraga koja je slijedila.
Pitanje koje se postavlja jest gdje je potrebno povuc´i granicu teme. Taj
je zrakoplov, primjerice bio u sklopu kontingenta koji je redovito patrolirao
nad Bosnom i Hercegovinom. Je li moguc´e povezati ovaj dogadaj s ratom
u Bosni? Odgovor je negativan iz razloga sˇto nesrec´a prouzrocˇena vojnim
avionom i rat u Bosni u kojem je taj avion sudjelovao nisu direktno povezani.
Od inicijative TDT3 razlikuje se i 13 razlicˇitih tipova dogadaja
[TDT, 2004]. To su:
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1. izbori
2. skandali, saslusˇanja
3. pravni slucˇajevi
4. prirodne katastrofe
5. nesrec´e
6. sukobi i ratovi
7. znanost i otkric´a
8. financijske novosti
9. novi zakoni
10. sportske novosti
11. politicˇki i diplomatski susreti
12. poznate licˇnosti
13. razno
U iduc´em se poglavlju definira osnovni problem kojim se ovaj doktorski
rad bavi - pronalazˇenje dogadaja.
1.2 Pronalazˇenje dogadaja
Pronalazˇenje dogadaja u literaturi opisuje dva srodna, no razlicˇita zadatka:
1. analiza dokumenata kako se objavljuju te pokusˇaj identificiranja doku-
menta koji govori o novom dogadaju
2. analiza svih objavljenih dokumenata te njihovo grupiranje ovisno o
tome koji dogadaj opisuju.
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Mozˇe se zakljucˇiti da i u jednom i u drugom slucˇaju postupak otkriva,
odnosno identificira dogadaje uz razliku sˇto se u drugom zadatku dogadaj
otkriva po kriteriju slicˇnosti izmedu dokumenata dok se u prvom pristupu
dogadaj otkriva po kriteriju razlicˇitosti trenutno objavljenog dokumenta u
odnosu na sve do tada objavljene dokumente. Ovaj rad istrazˇuje drugi pris-
tup. Oba c´e pristupa biti detaljnije prikazana u poglavlju 1.3 koje govori o
prethodnim istrazˇivanjima u ovom podrucˇju.
Pronalazˇenje dogadaja, dakle, kao zadatak ima skup dokumenata orga-
nizirati u grupe na takav nacˇin da dokumenti u jednoj grupi opisuju jedan,
isti dogadaj.
Kako bi se moglo usporedivati dokumente, odnosno dogadaje koje oni opi-
suju potrebno je oblikovati model pojedinog dogadaja. Papka u [Papka, 1999]
razmatra moguc´nost definiranja takvog modela dogadaja u viˇsestrukim iz-
vorima informacija koji bi trebao omoguc´iti usporedbu dvaju dogadaja te
dokazivanje njihove identicˇnosti.
S novinarskog stajaliˇsta novost c´e u sebi sadrzˇavati sljedec´e elemente
[Mayeux, 1996]:
1. kada se dogadaj dogodio
2. tko je bio umijesˇan
3. gdje se dogodio
4. kako se dogodio
5. utjecaj, vazˇnost ili posljedice dogadaja za ciljanu publiku
To su informacije koje cˇitatelji ocˇekuju od novinara. Neka od ovih svoj-
stava, primjerice odgovor na pitanje kada?, kako?, gdje? moguc´e je izvuc´i iz
teksta raznim metodama obrade prirodnog jezika, no uglavnom je problem
sˇto odgovori na ta pitanja redovito nisu eksplicitno navedeni u novostima.
Tako, primjerice, u jednoj novosti koja govori o potresu u Japanu 1995. godi-
ne ni jednom se rijecˇju ne precizira da se radi o potresu vec´ se kroz dokument
referira na ”najgoru katastrofu u povijesti Japana”.
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Isto tako, kako se neki dogadaj, odnosno aktivnost razvija za ocˇekivati
je da c´e se odgovori na gore postavljena pitanja takoder mijenjati. Tako je,
primjerice, u slucˇaju bombasˇkog napada u Oklahoma Cityju u 1995. prvo
bilo izvjesˇtavano o spasˇavanju na mjestu dogadaja. Potom je fokus novinara
presˇao na pretpostavku da se radi o napadu islamisticˇkih ekstremista. Kako
su pocˇinitelji uhvac´eni, zapocˇeta je rasprava o radikalnim desnim milicijama
u Sjedinjenim americˇkim drzˇavama. Pitanje je bi li se ovaj dogadaj mogao
smatrati jedinstvenim dogadajem. Cijela rasprava oko uzroka ovakvog napa-
da kao i izvjesˇtavanje o sudenju pocˇiniteljima zasigurno bi oblikovali temu,
no barem neki od gore navedenih elemenata morali bi se smatrati dogadajem
koji zbog izrazite vazˇnosti i nepredvidivosti cijele situacije u viˇse navrata
dozˇivljava sadrzˇajni zaokret. Iz tog se razloga navedeni dogadaj zasigurno
ne mozˇe opisati odgovorima na prije navedena pitanja.
Papka zakljucˇuje da c´e opc´enito isti dogadaj u raznim novostima biti opi-
san na drugacˇiji nacˇin te da jednostavno usporedivanje rijecˇi koje se pojav-
ljuju u dokumentima nec´e za to biti dovoljno. Isto tako zakljucˇuje da postoje
neka svojstva koja se mogu jednostavno modelirati, primjerice vrijeme.
U ovom su poglavlju spontano uvedena tri termina koji zahtijevaju defi-
niciju kako bi bili jednoznacˇno shvac´eni. To su dogadaj, novost i dokument.
Njihove su definicije sljedec´e:
• dogadaj je promjena u stanju stvarnog svijeta
• novost je jezicˇni iskaz koji opisuje dogadaj
• dokument je fizicˇki nosilac jezicˇnog iskaza, odnosno novosti
U ovom se radu postavlja jednostavan model mrezˇne novosti objavljene
na novinskom portalu koji c´e biti ishodiˇste za daljnji rad na zadatku prona-
lazˇenja dogadaja. Papka je u prethodno opisanoj raspravi dokazao da zapra-
vo niti cˇovjek nije u moguc´nosti novost, odnosno dogadaj koji ona opisuje,
strukturirati na novinarski nacˇin, te da je usto i usporedba tako strukturira-
nih novosti vrlo problematicˇna. Valja suprotno tome primijetiti sˇto u pravilu
svaka mrezˇna novost posjeduje:
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• naslov novosti
• tekst novosti
• vrijeme objave dokumenta
• mjesto objave dokumenta
Prikazana struktura ujedno je i osnovni model dokumenta kakav se koristi
u ovom radu.
Tekst i naslov pojedine novost valja razlikovati zato sˇto je za ocˇekivati
da naslov predstavlja sazˇetu informaciju o sadrzˇaju cijelog cˇlanka. Naravno,
najbolji dokaz da to nije uvijek istina je zˇuto novinarstvo.
Vrijeme objave dokumenta je takoder vrlo bitno zato sˇto je, kako je u
prosˇlom poglavlju recˇeno, jedno od bitnih svojstava dogadaja i njegovo vri-
jeme zbivanja. Za pretpostaviti je da c´e novosti koje opisuju neki dogadaj,
ovisno o relevantnosti dogadaja po zajednicu, biti objavljene u slicˇno vrijeme.
Na kraju, mjesto objave neke novosti, mislec´i pritom na novinski portal
koji je objavio novost, mozˇe takoder biti vrijedan podatak iz razloga sˇto
je intuitivno da isti novinski portal nec´e izvjesˇtavati o istom dogadaju viˇse
puta. I ovdje se mozˇe pretpostaviti da c´e o nekom vazˇnom te kompleksnom
dogadaju neki novinski portal izvjesˇtavati viˇse od jedanput.
Dva posljednja elementa osnovnog modela dokumenta, dakle vrijeme i
mjesto objave dokumenta, ujedno su i poticaj na dvije potencijalne heuristike
koje se medu ostalima istrazˇuju u ovom radu. To su:
1. dokumenti koji izvjesˇtavaju o istom dogadaju bit c´e objavljeni u slicˇno
vrijeme
2. jedan novinski portal nec´e izvjesˇtavati viˇse puta o istom dogadaju
Daljnja rasprava o ovim heuristikama kao i njihova analiza i testiranje se
vrsˇe u poglavlju 3.1.4.
Do sada se pretpostavljalo da je funkcija preslikavanja iz skupa dogadaja
na skup novosti te na skup dokumenata bijekcija. Je li to uvijek istina?
Svaki c´e pojedinac poslije krac´eg razmiˇsljanja moc´i ustvrditi da je odgovor
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na pitanje negativan. Naime, dogadaji se ispreplic´u, jedni su uzroci drugima i
slicˇno te je najprirodnije za ocˇekivati da c´e i u izvjesˇtavanju o tim dogadajima
u pojedinim novostima, odnosno dokumentima biti govora o viˇse povezanih
dogadaja. Isto se tako ne mozˇe ocˇekivati da c´e u svakom dokumentu biti
izvijesˇteno o cijelom dogadaju. Ukratko, odnos elemenata skupova dogadaja,
novosti i dokumenata nije moguc´e direktno opisati funkcijom vec´ tezˇinskim
grafom gdje svaka veza prikazuje vezu i tezˇinu te veze odredenog elementa
jednog skupa s elementom drugog skupa.
U ovom c´e se doktorskom radu zbog potrebe za formalizacijom problema
dogadaja i njegovog fizicˇkog opisa u obliku dokumenta pretpostaviti da se
jednim dokumentom biljezˇi jedna novost koja opisuje jedan dogadaj. To c´e
sa sobom, naravno, povuc´i i odredene probleme. Viˇse o problemima koji se
pojavljuju pri pokusˇaju organizacije dokumenata u grupe gdje svaka grupa
sadrzˇi dokumente koji opisuju odredeni dogadaj bit c´e recˇeno u poglavlju
3.1.2.
Osnovni je zadatak ovog rada osmisliti nacˇin kako izvesti dijeljenje novosti
na grupe tako da u svakoj grupi budu novosti koje izvjesˇtavaju o nekom
dogadaju. Taj problem zapravo predstavlja problem klasifikacije dokumenata
u nepoznati broj klasa.
U racˇunalnoj znanosti, odnosno strojnom ucˇenju, klasifikacija mozˇe bi-
ti nadzirana ili nenadzirana. Razlika izmedu ta dva pristupa jest u tome
ima li algoritam za klasifikaciju primjere na kojima mozˇe naucˇiti razlikovati
elemente klasa ili ne.
U slucˇaju pronalazˇenja dogadaja zasigurno ne postoje primjeri svakog
dogadaja iz kojega bi algoritam mogao naucˇiti kako prepoznati novost koja
govori o tom dogadaju. Dakle, potrebno je raditi nenadziranu klasifikaci-
ju poznatu pod imenom grozˇdenje (engl. clustering). Grupe koje nastaju
metodom koja ne zahtijeva primjere za ucˇenje nazivaju se grozdovi (engl.
clusters).
Algoritmi za grozˇdenje dijele se na hijerarhijske i parcijalne algoritme.
Glavna razlika medu njima jest je li unaprijed poznat broj grupa, odnosno
grozdova. Kako se u ovom zadatku radi o dijeljenju skupa dokumenta na
nepoznati broj grupa, a to ukljucˇuje da nama naime nije a priori poznat broj
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dogadaja opisan u skupu dokumenata, za ovaj je zadatak potrebno koristiti
hijerarhijske algoritme za grozˇdenje.
Algoritmi za grozˇdenje kao ulaz primaju tzv. matricu slicˇnosti (engl.
similarity matrix ) u kojoj je navedena slicˇnost svaka dva elementa, odnosno
dokumenta.
Kako bi se izracˇunala matrica slicˇnosti potrebno je moc´i izracˇunati
slicˇnost dviju tocˇaka, odnosno dvaju dokumenata. Kako bi se dokumenti
mogli usporedivati potrebno je formalizirati njihov prikaz, odnosno nasˇ tre-
nutni model dokumenta pretvoriti u stvarni zapis. U praksi se takvi zapisi
najcˇesˇc´e prikazuju kao vektori svojstava.
Pri formalizaciji dokumenata redovito se koristi viˇse metoda iz podrucˇja
obrade prirodnog jezika, odnosno formalizira se informacija zapisana na
odredenoj razini lingvisticˇke apstrakcije. Tako je, primjerice, jedan od naj-
jednostavnijih prikaza dokumenata prikaz skupa rijecˇi koje se pojavljuju u
tekstu. Nesˇto kompleksniji je onaj koji uzima u obzir nizove rijecˇi, posebno
one cˇije je supojavljivanje statisticˇki znacˇajno. Nadalje, u formalizirani za-
pis se mogu ukljucˇiti morfosintakticˇke informacije poput vrste rijecˇi i drugih
morfosintakticˇkih kategorija. Mogu se zapisivati i sintakticˇke, semanticˇke,
pragmaticˇke, diskursne i druge informacije.
Nakon sˇto su dokumenti formalno prikazani, moguc´e je preko odabrane
funkcije slicˇnosti (engl. similarity function) izracˇunati slicˇnost svaka dva
dokumenta.
O grozˇdenju c´e opc´enito viˇse rijecˇi biti u poglavlju 2, dok c´e o algoritmima
grozˇdenja za pronalazˇenje dogadaja viˇse govora biti u poglavlju 2.4.
1.3 Prethodna istrazˇivanja
Vec´ina istrazˇivanja provedena do danas u podrucˇju pronalazˇenja dogadaja
je zasigurno ucˇinjena u sklopu TDT inicijative [Allan et al., 1998a,
Allan et al., 1998b, Yang et al., 1998, Papka and Allan, 1998, Papka, 1999,
Doddington, 1999, Allan, 2002, TDT, 2004]. Ta inicijativa kao osnovni za-
datak ima organiziranje novosti objavljivanih iz viˇsestrukih izvora na osnovi
pojma dogadaja. U njenom provodenju je sudjelovalo viˇse od deset sveucˇiliˇsta
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i tvrtki financiranih prvenstveno od vlade Sjedinjenih americˇkih drzˇava.
Izvori informacija koje TDT koristi su televizija, radio i Internet. Ka-
ko su izvori djelomicˇno tekstualni, a djelomicˇno auditivni, inicijativa koristi
i sustave za pretvaranje govora u tekst (engl. speech-to-text systems). Is-
to tako inicijativa pretpostavlja da izvori informacija budu viˇsejezicˇni cˇime
se javlja potreba za strojnim prevodenjem. U kasnijim fazama inicijative u
istrazˇivanja su uvedeni arapski i kineski tekstovi te je koriˇsten sustav SYS-
TRAN [Systran, 2009] za njihovo prevodenje na engleski. Generalno je cilj
TDT sustava podatkovni tok (engl. data stream) iz izvora rastaviti na po-
jedine novosti, prepoznavati novosti koje opisuju nove dogadaje te organi-
zirati novosti u grupe koje predstavljaju pojedini dogadaj, odnosno grupu
dogadaja.
Glavne su zadac´e te inicijative sljedec´e [Allan, 2002]:
1. segmentacija novosti (engl. story segmentation) - problem dijeljenja
transkripta radijskih ili televizijskih novosti na pojedine novosti
2. pronalazˇenje prve novosti (engl. first story detection - problem prona-
lazˇenja novosti koja izvjesˇtava o novom dogadaju
3. pronalazˇenje grozdova (engl. cluster detection) - problem grupiranja
svih novosti koje izvjesˇtavaju o nekom dogadaju, odnosno temi
4. prac´enje (engl. tracking) - zahtijeva prac´enje toka informacija kako bi
se pronasˇle novosti koje govore o odredenom dogadaju, odnosno temi
5. pronalazˇenje veza izmedu novosti (engl. story link detection) - do-
nosˇenje odluke izvjesˇtavaju li dvije novosti o istom dogadaju, odnosno
temi
Moguc´e je primijetiti kako ove zadac´e nikako nisu medusobno iskljucˇujuc´e
te da cˇesto rijesˇavaju isti ili slicˇan problem s drugog kuta glediˇsta.
U pronalazˇenju grozdova koje je najzanimljivije za ovo istrazˇivanje os-
novna razlika u TDT projektu u odnosu na klasicˇni zadatak grozˇdenja je
evaluacija. U grozˇdenju se algoritmi ne kazˇnjavaju drasticˇno ako izostave
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podatkovnu tocˇku prvo uvedenu u uzorak. Vremenska komponenta podat-
kovnih tocˇaka cˇesto uopc´e ne postoji. U prepoznavanju nove teme prvi je
dogadaj iznimno bitan za potpunost te teme. Kod grozˇdenja dogadaja eva-
luacija je slicˇnija klasicˇnom zadatku grozˇdenja. U TDT projektu provodi se
tvrdo grozˇdenje sˇto znacˇi da svaka novost mozˇe pripadati samo jednom groz-
du unatocˇ cˇinjenici da postoje slucˇajevi kada se u nekoj novosti izvjesˇtava o
viˇse dogadaja, odnosno tema.
Nadalje je specificˇno za TDT da radi grozˇdenje na vezi (engl. on-line
clustering), a ne retrospektivno (engl. retrospective clustering) sˇto znacˇi da
se podatkovni tok slusˇa cijelo vrijeme te kako se pojavi neka novost, ona se
dodaje u vec´ postojec´u strukturu grozdova.
U kontekstu izbora algoritma za grozˇdenje, istrazˇivanja u TDT-u redo-
vito najbolje rezultate postizˇu algoritmom grozˇdenja na vezi, pojedinacˇne
veze (engl. single-link) jednim prolaskom (engl. single-pass) koji koristi vre-
mensku komponentu [Papka, 1999]. Vremenska se komponenta ukljucˇuje u
klasifikatore kao parametrirana komponenta praga pridruzˇivanja nepozna-
tog dokumenta grozdu te redovito pokazuje bolje rezultate od klasifikatora s
parametrom 0.
U skopu TDT inicijative primjenjeni su razni pristupi prikazani od us-
pjesˇnijih prema onima manje uspjesˇnima:
• tvrtka BBN koristi inkrementalni k-sredina algoritam te eksperimentira
s probabilisticˇkim i vektorskim mjerama slicˇnosti [Walls et al., 1999]
• grupa na Sveucˇiliˇstu u Massachusettsu koristi algoritam jednim prola-
skom koji iskoriˇstava i vremensku komponentu [Papka, 1999]
• tvrtka Dragon Systems koristi betabinomijalni model mijesˇanja koji
daje skoro identicˇne rezultate kao multinomijalni [Lowe, 1999]
• tvrtka IBM koristi vektorski prostor za prikaz dokumenata te ekspe-
rimentira s POS oznacˇavanjem, korjenovanjem i odredivanjem svoj-
stava unigrama i digrama imenica, takoder koristec´i TF-IDF mjeru
[Dharanipragada et al., 1999]
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• grupa na Sveucˇiliˇstu Pensilvanije koristi aglomerativni algoritam poje-
dinacˇne veze i TF-IDF mjeru te ne koristec´i pri tome korjenovanje za
razliku od ostalih pristupa [Schultz and Liberman, 1999]
• grupa na Sveucˇiliˇstu Carnegie Mellon koristi inkrementalni aglomera-
tivni algoritam i TF-IDF mjeru usporedujuc´i samo dokumente koji se
pojavljuju u odredenom vremenskom prostoru cˇime postizˇu malo po-
boljˇsanje rezultata [Carbonell et al., 1999]
Osim istrazˇivanja u sklopu TDT inicijative vec´ viˇse desetljec´a posto-
je mnoga istrazˇivanja u podrucˇju grozˇdenja, odnosno grozˇdenja dokume-
nata, posebno u podrucˇju pretrazˇivanja informacija [van Rijsbergen, 1979,
Voorhees, 1986, Willett, 1988, Salton, 1988]. Najdetaljnije istrazˇivanje u po-
drucˇju grozˇdenja dokumenata s naglaskom na metode formalizacije dokume-
nata metodama obrade prirodnog jezika je doktorska disertacija Richarda
Forstera ”Document Clustering in Large German Corpora Using Natural
Language Processing” [Forster, 2006]. On usporeduje dva pristupa - jedan
kojim OPJ metodama pojednostavljuje prikaz dokumenta te drugi kojim ga
prosˇiruje. Cijeli niz metoda evaluira na pet razlicˇitih skupova dokumenata
cˇime ova disertacija zasluzˇuje epitet najsustavnijeg eksperimenta u podrucˇju
grozˇdenja dokumenata.
U pristupu u kojem pojednostavljuje prikaz dokumenta postavlja kao os-
novni pristup (engl. baseline) prikaz dokumenta korjenovanjem (engl. stem-
ming) i uklanjanjem stop rijecˇi (engl. stop-word removal, stopping). Tako
obradene pojavnice prikazuje kao vrec´u rijecˇi (engl. bag of words). On u
doktorskom radu razlikuje lingvisticˇke od statisticˇkih metoda kosec´i se pri-
tom s naslovom iz razloga sˇto obje grupe metoda pripadaju OPJ metodama.
Usto, za raspravu je koliko primjerice korjenovanje ili uklanjanje stop-rijecˇi
nisu lingvisticˇke metode.
Prva metoda koju usporeduje sa svojim osnovnim pristupom je lema-
tizacija, odnosno POS oznacˇavanje cˇiji rezultat prikazuje kao vrec´u lema
(engl. bag of lemmata). Njegovi rezultati ukazuju na to da je vrec´a lema
prikladniji nacˇin prikaza dokumenata za zadatak grozˇdenja dokumenata od
same vrec´e rijecˇi, no da u odnosu na korjenovani tekst ne predstavlja znat-
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no poboljˇsanje. Zato zakljucˇuje da jednostavnija metoda korjenovanja kao
predobrade lematizaciju cˇini suviˇsnom. Uz to, lematizacija je pojednostavila
prostor svojstava za 15-23 posto, dok je korjenovanje to ucˇinilo za 25-30 pos-
to. Kroz to pojednostavljenje prostora svojstava moguc´e je pravdati i trosˇak
predobrade dokumenata. Na kraju autor zakljucˇuje da lematizacija sama po
sebi ne daje bolje rezultate, no da se ne smije zanemariti kao moguc´i korak
u kompleksnijim metodama koje bi na taj nacˇin mogle biti poboljˇsane.
Podrezivanje (engl. pruning) kao statisticˇka metoda pokazala se prihvat-
ljivom metodom u slucˇaju da se primjenjuje vrlo ogranicˇeno te time pojed-
nostavi model za otprilike 25 posto. Daljnje podrezivanje znatno sˇteti rezul-
tatima. Isto je tako primijec´eno da se ovisno o skupu podataka podrezivanje
mozˇe provoditi razlicˇito drasticˇno bez narusˇavanja rezultata.
Uklanjanje stop rijecˇi uspjesˇno smanjuje matricu, u pravilu bez na-
rusˇavanja rezultata. Statisticˇke metode pronalazˇenja stop rijecˇi pokazuju
u primjeni bolje rezutate od onih lingvisticˇkih. Moguc´e je primijetiti da u
nekim slucˇajevima uklanjanje stop rijecˇi narusˇava rezultat te iz tog razloga
treba oprezno pristupiti primjeni ove metode.
Eksperimentiranje s odabirom svojstava po vrsti rijecˇi Forstera dovodi do
sljedec´ih zakljucˇaka:
• imenice su najbrojnija i najvazˇnija svojstva
• pridjevi su po vazˇnosti drugi po redu
• osobna imena su po vazˇnosti sljedec´a, no ponekad ne pokazuju napredak
• glagoli, apozicije i brojevi nisu od pomoc´i te ponekad i kvare rezultate
• glagoli su unatocˇ tome sˇto su otvorena klasa vrlo opc´eniti te u njima
nije direktno kodirano znacˇenje kao u imenicama i pridjevima te stoga
cˇak i glagoli s uklonjenim modalnim glagolima ne pokazuju napredak
Zakljucˇno, pokazano je da odabir imenica i pridjeva ili imenica, pridjeva
i osobnih imena najviˇse popravlja rezultat uz znatnije reduciranje matrice
nego sˇto se to cˇini uklanjanjem stop rijecˇi.
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Eksperimentirano je i s tezˇinskim faktorima te je pokazano da je umjesto
odabira svojstava preko vrste rijecˇi bolje povec´ati tezˇinski faktor imenicama i
pridjevima. Smanjivanje tezˇinskog faktora stop rijecˇi nije pokazalo napredak.
Morfolosˇke metode obogac´ivanja prikaza dokumenta poput rastavljanja
slozˇenica, vrlo cˇestih u njemacˇkome, pokazuju poboljˇsanje rezultata, no ne
vec´e od lematizacije ili korjenovanja.
Jednostavnije sintakticˇke metode kao sˇto su ukljucˇivanje svojstava poput
digrama, slozˇenih osobnih imena i imenicˇnih fraza u pravilu ne popravljaju
rezultate viˇse nego sˇto to cˇine jednostavnije metode uz redovitu iznimku
skupa dokumenata koji su dulji i redovito kompleksniji.
Eksperimenti sa semanticˇkim mrezˇama pokazuju da takve intervencije
skoro uvijek kvare rezultate sˇto navodi na zakljucˇak da su opc´enito lek-
sicˇkosemanticˇki izvori nedovoljno jasni i odredeni te da se od takvih resursa
bez kriticˇnijeg oblikovanja resursa kao i njihove primjene ne mogu ocˇekivati
poboljˇsanja u zadacima OPJ-a.
Generalno Forster zakljucˇuje da jednostavnije metode redovito donose
jednako ili vec´e poboljˇsanje u odnosu na one kompleksnije. Za pretpostaviti
je da je uzrok toga nedoradenost i neupoznatost s fenomenima koje ti pristupi
pokusˇavaju modelirati.
Za razliku od Forsterovog istrazˇivanja grozˇdenja dokumenata, takvo is-
trazˇivanje za problem pronalazˇenja dogadaja ne postoji. Najblizˇi pokusˇaj
tome predstavlja doktorski rad Rona Papke [Papka, 1999], no njegov je dok-
torski rad ipak pretezˇno kompilacija rezultata niza istrazˇivanja nad razlicˇitim
uzorcima podataka. Ovaj doktorski rad pokusˇava provesti sistematicˇno is-
trazˇivanje niza varijabli na identicˇnom uzorku.
Zanimljiv pristup pronalazˇenju dogadaja prikazan je u [Li et al., 2005]
gdje se istrazˇivanje vrsˇi nad povijesnim korpusom novinskih tekstova, odnos-
no vrsˇi se retrospektivno pronalazˇenje josˇ neotkrivenih dogadaja (engl. RED
- retrospective event detection) kroz sustav nazvan HISCOVERY.
Klasicˇna trzˇiˇsna primjena metoda pronalazˇenja dogadaja je prikazana u
[Wei and Lee, 2004] gdje se pronalazˇenje dogadaja koristi za pregledavanje
okoline (engl. environmental scanning), odnosno prikupljanje informacija
o okolini nekog poslovnog subjekta na temelju kojih se razraduju taktike i
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strategije daljnjih poteza poslovnog subjekta.
Zakljucˇno se mozˇe rec´i kako je TDT inicijativa najdetaljniji pristup is-
trazˇivanju problema pronalazˇenja dogadaja, no da ono josˇ nije dozˇivjelo
dovoljno sistematicˇnih istrazˇivanja koja bi ponavljanjem rezultata na raz-
licˇitim uzorcima pruzˇila jasniji uvid u problem. Za razliku od pronalazˇenja
dogadaja, grozˇdenje dokumenata bolje je, no i dalje nedovoljno istrazˇeno.
Opc´i je zakljucˇak da, kako u grozˇdenju dokumenata, tako i u pronalazˇenju
dogadaja, jednostavnije nelingvisticˇke metode postizˇu bolje rezultate od onih
kompleksnijih i lingvisticˇkih.
U iduc´em c´e poglavlju detaljnije biti prikazan proces grozˇdenja - metoda
koja je srediˇsnja u sˇirem zadatku pronalazˇenja dogadaja.
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Poglavlje 2
Grozˇdenje
Grozˇdenje (engl. clustering) je pristup nenadzirane klasifikacije entiteta pri-
kazanih podatkovnim tocˇkama (engl. data points), odnosno vektorima svoj-
stava (engl. feature vectors)) u grupe zvane grozdovi (engl. clusters). Kao
metoda se primjenjuje u razlicˇitim strucˇnim i znanstvenim podrucˇjima. Os-
novna mu je zadac´a, kao i kod vec´ine metoda analize podataka, dvojaka:
1. istrazˇujuc´a - sluzˇi prikazu podataka koji istrazˇivacˇu daje odredeni uvid
u podatke te mu omoguc´uje oblikovanje heuristika
2. potvrdujuc´a - rezultat metode grozˇdenja se koristi pri odlucˇivanju, pri-
mjerice kako organizirati neki skup dokumenata.
Metoda grozˇdenja grupira dakle entitete najcˇesˇc´e prikazane kao vektore u
viˇsedimenzionalnom prostoru u grupe zvane grozdovi. Elementi nekog groz-
da medusobno pokazuju vec´i stupanj slicˇnosti od onog s elementima drugih
grozdova [Jain et al., 1999].
Neke potrebne formalne definicije pretezˇno preuzete iz [Jain et al., 1999]
su sljedec´e:
• entitet x je pojedinacˇna podatkovna tocˇka u procesu grozˇdenja te se
sastoji od vektora koji sadrzˇi d vrijednosti, x = (x1, x2, ...xd)
• svaka od d vrijednosti se naziva svojstvo
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• d zapravo oznacˇava broj dimenzija vektorskog prostora
• taj se vektorski prostor naziva prostorom svojstava (engl. feature space)
• skup entiteta se prikazuje kao E = {x1, ...xn}, dok se i-ti element pri-
kazuje kao xi = (xi1, ...xid)
• klasa mozˇe biti definirana kao izvor entiteta cˇije su razdiobe svojsta-
va ovisne o pripadnosti toj pojedinoj klasi, grozˇdenjem se analizom
svojstava entiteta pokusˇava rekonstruirati ta pripadnost entiteta nekoj
klasi
• tvrdo grozˇdenje (engl. hard clustering) svakom entitetu x dodijeljuje
jednu oznaku klase oi, skup klasa za skup E je K = {k1, ...kn} s ki ∈
{1, ...m} gdje je m broj razlicˇitih klasa
• meko grozˇdenje (engl. soft clustering) takoder zvano smusˇeno grozˇdenje
(engl. fuzzy clustering) svakom entitetu xi dodjeljuju stupanj pripad-
nosti pij za svaku klasu j
• mjera udaljenosti je mjera udaljenosti dvaju entiteta u prostoru svoj-
stava
Velika je razlika izmedu grozˇdenja kao nenadzirane metode i nadzirane
klasifikacije. Naime, u nadziranoj klasifikaciji algoritmu je dan skup oz-
nacˇenih podataka, takozvani skup za ucˇenje (engl. training set) na kojem
algoritam vrsˇi mjerenja svojstava te njihovu ovisnost o oznaci. Oznaka oz-
nacˇava pripadnosti grupi, odnosno kategoriji. Pomoc´u izmjerenih vrijednosti
algoritam je u moguc´nosti predvidjeti pripadnost kategoriji elemenata cˇiju
kategoriju ne poznaje [Alpaydin, 2004]. Dva su najvec´a problema nadzira-
nog ucˇenja
1. tzv. usko grlo usvajanja (engl. acquisition bottleneck), odnosno velika
kolicˇina oznacˇenih podataka potrebna za mjerenje potrebnih vrijednosti
2. neprimjenjivost metode na zadatke gdje a priori kategorije nisu pozna-
te, kao na primjer u pronalazˇenju dogadaja grozˇdenjem (grupe c´e biti
dogadaji koji se cˇesto josˇ nisu niti dogodili).
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Slika 2.1: Primjer moguc´e organizacije podatkovnih tocˇaka u grozdove
Nadzirane metode cˇesto u problemima s ogranicˇenim brojem kategorija uz
razumnu kolicˇinu oznacˇenih podataka daju zadovoljavajuc´e rezultate. Pravi
izazov lezˇi, slazˇu se istrazˇivacˇi, u nenadziranim metodama gdje algoritam
na raspolaganju nema oznacˇeni skup podataka vec´ on analizom neoznacˇenih
podataka prepoznaje pravilnosti u podacima te preko njih, odnosno iz impli-
ciranih razlicˇitosti grupira entitete.
Primjer rezultata postupka grozˇdenja vidljiv je na slici 2.1 gdje su u gra-
fikonu (a) prikazane podatkovne tocˇke, a u grafionu (b) te podatkovne tocˇke
grupirane u moguc´e grozdove.
2.1 Koraci u grozˇdenju
U pravilu se postupak grozˇdenja sastoji od sljedec´ih koraka
[Jain and Dubes, 1988]:
1. prikaz entiteta, odnosno podatkovnih tocˇaka (ukljucˇuje moguc´i odabir
i odredivanje svojstava (engl. feature selection and extraction)
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2. izracˇun matrice udaljenosti funkcijom udaljenosti (racˇuna se udaljenost
izmedu svake dvije podatkovne tocˇke)
3. grozˇdenje podataka
4. apstrakcija podataka (ukoliko je potrebna)
5. procjena rezultata (ukoliko je potrebna).
Od ovih pet navedenih koraka prva se tri susrec´u redovito u literaturi
te se tako u kontekstu grozˇdenja dokumenata spominju sljedec´a tri koraka
[Forster, 2006]:
1. formalizacija dokumenata
2. izracˇun matrice udaljenosti
3. grozˇdenje dokumenata
U nastavku poglavlja 2.1 koraci u grozˇdenju bit c´e prikazani kroz naslove
prikaza entiteta, izracˇuna matrice udaljenosti i procesa grozˇdenja.
2.1.1 Prikaz entiteta
Entiteti koje se zˇeli grupirati grozˇdenjem u pocˇetku se mogu nalaziti u stvar-
nom, odnosno podatkovnom obliku (stvarni bicikl ili pak neke vrijednosti
koje opisuju taj bicikl). Sami podaci o entitetu se cˇesto nalaze u razlicˇitim
vrstama zapisa - u numericˇkom, tekstualnom, zvucˇnom, graficˇkom, video,
multimedijskom, i to u racˇunalno obradivom, odnosno racˇunalno neobradi-
vom zapisu. U prvom se koraku entitete prikazuje nizom vrijednosti. Taj
se niz vrijednosti najcˇesˇc´e naziva vektor. Svaka vrijednost iz vektora opi-
suje neko svojstvo pojedinog entiteta. Vrijednosti svojstava mogu prema
[Gowda and Diday, 1991] pripadati jednoj od sljedec´ih vrsta:
1. kvantitativne vrijednosti
(a) kontinuirane vrijednosti (npr. tezˇina)
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(b) diskretne vrijednosti (npr. broj elemenata)
(c) intervalne vrijednosti (npr. trajanje nekog vremenskog intervala)
2. kvalitativne vrijednosti
(a) nominalne vrijednosti (npr. boja)
(b) ordinalne vrijednosti (npr. vrsta entiteta u popisu moguc´ih vrsta)
Tako se, primjerice bicikl, mozˇe medu ostalima opisati i svojstvima tezˇine
(kontinuirana), broja brzina (diskretna), starosti (intervalna), boje (nominal-
na) te tipa (ordinalna) itd.
Entiteti se kroz te vrijednosti zˇele prikazati na nacˇin da se naglase naj-
vazˇnija svojstva pojedinog entiteta. Primjerice, ako se podatkovne tocˇke
medusobno ne razlikuju po nekom svojstvu, odnosno ako ono nema diskri-
minativnu vrijednost, vjerojatno je da to svojstvo nec´emo htjeti iskoristiti za
opis entiteta.
Proces odabira svojstava kojima se prikazuje entitet se naziva odabir svoj-
stava (engl. feature selection), a proces transformiranja osnovnih svojstava
u nova svojstva se naziva odredivanje svojstava (engl. feature extraction)
[Jain et al., 1999]. Primjer odabira svojstava u podrucˇju obrade prirodnog
jezika je odabir onih pojavnica koje imaju semanticˇki sadrzˇaj (ne odabi-
ru se veznici, pomoc´ni glagoli i slicˇni oblici koji sami po sebi nemaju se-
manticˇki sadrzˇaj) [Manning and Schu¨tze, 1999a]. Primjer odredivanja svoj-
stava u podrucˇju obrade prirodnog jezika je morfosintakticˇka obrada doku-
menta te prikaz dokumenta kroz morfosintakticˇke kategorije koje posjeduje
[Manning and Schu¨tze, 1999b].
Proces prikaza entiteta, odnosno formalizacije dokumenata je detaljnije
razlozˇen u poglavlju 2.1.1.
2.1.2 Izracˇun matrice udaljenosti
Drugi korak u grozˇdenju ima za zadatak izracˇunati simetricˇnu matricu uda-
ljenosti (engl. distance matrix ) U = (uij)nxn. Iz definicije matrice U je
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vidljivo da matrica ima broj dimenzija jednak broju entiteta xi cˇije su uda-
ljenosti njome opisane. Matrica udaljenosti se u literaturi povremeno naziva
i matricom slicˇnosti (engl. similarity matrix ) ovisno o tome jesu li u njoj
pohranjene mjere slicˇnosti, odnosno razlicˇitosti entiteta. Za izracˇun matrice
udaljenosti odabire se funckija udaljenosti (engl. distance function), odnosno
slicˇnosti (engl. similarity function).
Pojedine funkcije udaljenosti opisuje poglavlje 2.3.
2.1.3 Proces grozˇdenja
Sam proces grozˇdenja kao ulaz prima matricu udaljenosti te u pravilu samo na
temelju nje vrsˇi grupiranje, odnosno grozˇdenje entiteta. Poneki algoritmi pri
grozˇdenju koriste dodatno znanje o entitetima, odnosno postavljaju odredena
ogranicˇenja na postupak grozˇdenja. Primjer takvog ogranicˇenja je grozˇdenje
nekih entiteta s ogranicˇenjem da se u jednom grozdu smije nalaziti samo
jedan entitet iz neke unaprijed poznate kategorije.
Algoritmi za grozˇdenje se najcˇesˇc´e dijele na hijerarhijske i par-
ticijske, odnosno nehijerarhijske algoritme [Jain et al., 1999]. Osnov-
ne su znacˇajke hijerarhijskih, odnosno particijskih algoritama sljedec´e
[Manning and Schu¨tze, 1999c]:
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Hijerarhijski algoritmi:
• pozˇeljni su za detaljnu analizu
podataka
• pruzˇaju viˇse informacija od
particijskog grozˇdenja
• nije potrebno a priori definira-
ti broj krajnjih grozdova, vec´
stupanj grozˇdenja na kojemu
se daljnje grozˇdenje prekida
• racˇunalno su zahtjevniji od
particijskih algoritama
Particijski algoritmi:
• pozˇeljni su za grozˇdenje vec´e
kolicˇine podataka
• pruzˇaju manje podataka o od-
nosima izmedu entiteta od hi-
jerarhijskog grozˇdenja
• potrebno je a priori definirati
broj grozdova
• racˇunalno su jednostavniji od
hijerarhijskih algoritama
Osnovna je znacˇajka hijerarhijskih algoritama da grozˇdenje provodi u ko-
racima. Dvije su osnovne podgrupe hijerarhijskih algoritama aglomerativni
i divizivni [Wikipedia, 2009a]. Aglomerativni algoritmi zapocˇinju sa svakim
entitetom u vlastitom grozdu te spajaju grozdove do trenutka kad se svi en-
titeti nalaze u jedinom grozdu, odnosno krec´u se od dna prema gore (engl.
bottom-up). Suprotno tome, divizivni algoritmi zapocˇinju sa svim entitetima
u jednom grozdu koji dijele do trenutka kada je svaki entitet u vlastitom
grozdu, odnosno krec´u se od vrha prema dolje (engl. top-down).
Cijeli se proces grozˇdenja, cˇesto prikazan dendogramom poput onoga na
slici 2.2, u istrazˇujuc´im zadacima koristi za proucˇavanje meduodnosa entiteta.
No cˇest je slucˇaj da se, kako u istrazˇujuc´im tako i u potvrdujuc´im zadacima,
kao rezultat zˇeli dobiti entitete grupirane u grozdove. Kako se primjerice
hijerarhijsko aglomerativno grozˇdenje provodi od trenutka kad je definirano
n grozdova nad n entiteta do trenutka kad je preostao samo jedan, potrebno
je odrediti trenutak u kojem se zˇeli prekinuti daljnje grozˇdenje. Na slici 2.2
je vodoravna iscrtkana linija primjer takvoga trenutka koji se cˇesto definira
kao vrijednost p nazvana prag (engl. threshold). Drugi cˇesto koriˇsten termin
za prag je i tocˇka rezanja (engl. cut-off point) [Manning and Schu¨tze, 1999c].
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Slika 2.2: Primjer prikaza rezultata grozˇdenja dendogramom
U praksi se prag cˇesto definira kao minimalna udaljenost izmedu dva grozda
potrebna da se ta dva grozda spoje u jedan. Rezultat primjene praga na slici
2.2 je organizacija entiteta u grozdove kakva je prikazana na slici 2.3.
Najprimjenjivaniji hijerarhijski algoritmi za grozˇdenje su aglomerativni
algoritam pojedinacˇom vezom (engl. single-link agglomerative clustering),
aglomerativni algoritam potpunom vezom (engl. complete-link agglomerative
clustering) te algomerativni algoritam prosjecˇnom vezom (engl. average-link
agglomerative clustering). Vrsta veze ukazuje na to kako se racˇuna udaljenost
izmedu dva grozda - kao udaljenost izmedu dva najblizˇa entiteta (pojedinacˇna
veza), kao udaljenost dvaju najudaljenijih entiteta (potpuna veza) ili pak kao
prosjecˇna udaljenost svih entiteta (prosjecˇna veza). Razlika u rezultatu ovih
algoritama jest u tome da algoritmi pojedinacˇnom vezom pokazuju tendenci-
ju izduzˇenih grozdova. Naime, oni ne uzimaju u obzir udaljenost potencijalne
tocˇke i svih tocˇaka u grozdu, odsnono one najudaljenije vec´ samo nje i naj-
blizˇe tocˇke u grozdu. Jedni, odnosno drugi algoritmi pokazuju bolje rezultate
na razlicˇitim zadacima. Primjer grozˇdenja pojedinacˇnom vezom prikazan je
na slici 2.4, a analogni primjer potpunom vezom na slici 2.5.
Za razliku od hijerarhijskih algoritama, particijski algoritmi grozˇdenje
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Slika 2.3: Rezultat grozˇdenja na temelju kojega je napravljen dendogram sa
slike 2.2
Slika 2.4: Primjer rezultata algoritma aglomerativnog grozˇdenja pojedi-
nacˇnom vezom
26
Slika 2.5: Primjer rezultata algoritma aglomerativnog grozˇdenja potpunom
vezom
vrsˇe direktno, u jednom koraku. Vec´ina particijskih algoritama se zasniva na
optimiziranju neke funkcije gubitka (engl. loss function) koja je definirana
lokalno (na podskupu entiteta) ili globalno (na cijelom skupu entiteta E).
Kombinatorno pretrazˇivanje skupa moguc´ih pripadnosti entiteta klasama za
optimalnu vrijednost funkcije gubitka je racˇunalno iznimno zahtjevno. Zato
se u praksi takvi algoritmi najcˇesˇc´e pokrec´u odredeni broj puta nad razlicˇitim
pocˇetnim stanjima te se od moguc´ih rjesˇenja bira ono koje daje optimalnu
vrijednost funkcije gubitka. Jedna od popularnijih funkcija gubitka je ona
vrijednosti kvadrata pogresˇke (engl. squared error):
e2(E,K) =
m∑
j=1
nj∑
i=1
||xji − cj||2 (2.1)
gdje je E skup entiteta, K skup klasa, odnosno grozdova, xi i-ti entitet iz
E koji pripada klasi, odnosno grozdu j, a cj centroid (predstavnik) klase,
odnosno grozda j. Cilj je particijskog algoritma pronac´i optimalnu, tj. mini-
malnu vrijednost ove funkcije. Ocˇito je da c´e ova vrijednost biti minimalna
za najkompaktnije grozdove te c´e svoj minimum uvijek dostic´i u situaciji gdje
je svaki entitet u vlastitom grozdu. Kako takvo rjesˇenje nije informativno,
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particijski algoritmi zahtijevaju a priori znanje o broju grozdova, odnosno
klasa sˇto je usput i najvec´e ogranicˇenje particijskih algoritama. Za uzvrat,
particijski su algoritmi za razliku od hijerarhijskih u pravilu racˇunalno manje
zahtjevni te ne zahtijevaju definiranje praga.
Jedan od najkoriˇstenijih particijskih algoritama koji koristi metodu mi-
nimizacije kvadrata pogresˇke definiranu u izrazu 2.1 je K-sredina (engl. K-
means) [Macqueen, 1967]. Taj algoritam se izvrsˇava u odredenom broju ite-
racija na nacˇin da se slucˇajnim odabirom odabere po jedan predstavnik za
svaki od K grozdova te se svi preostali entiteti pridruzˇe onom grozdu kojem su
najblizˇi. Broj se iteracija najcˇesˇc´e odreduje dinamicˇki uvjetom maksimalne
dozvoljene vrijednosti funkcije gubitka ili minimalnog smanjenja vrijednosti
funkcije gubitka od prosˇle iteracije [Jain et al., 1999].
Drugi cˇesti particijski algoritmi su MST algoritam [Zahn, 1971] koji pri-
pada algoritmima iz teorije grafova, te EM algoritam [Dempster et al., 1977]
koji pripada mjesˇovitim modelima (engl. mixture models).
Algoritmi za grozˇdenje koriˇsteni u ovom doktorskom radu su detaljnije
opisani u poglavlju 2.4.
2.2 Prikaz dokumenata za grozˇdenje doku-
menata
U poglavlju 2.1 grozˇdenje je opisano u tri koraka:
1. prikaz entiteta
2. izracˇun matrice udaljenosti
3. proces grozˇdenja
Govorec´i o grozˇdenju dokumenata, prva tocˇka - prikaz entiteta, odnos-
no dokumenta predstavlja njegovu formalizaciju kako bi u drugoj tocˇki bilo
moguc´e izracˇunati udaljenost izmedu svih entiteta, odnosno dokumenata.
Kako se kod svakog dokumenta radi zapravo o nizu znakova prikazanih
kodnim vrijednostima, potrebno je primijeniti metode koje su u moguc´nosti
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prodrijeti do odredene razine u znacˇenjski sadrzˇaj dokumenta. Upravo se
tim problemom, medu ostalima, bavi podrucˇje obrade prirodnog jezika.
Entiteti se najcˇesˇc´e, kako je recˇeno u poglavlju 2.1.1 prikazuju kao niz
svojstava koja opisuju taj entitet. Formalni zapis tih svojstava je najcˇesˇc´e
vektor u kojem svaka dimenzija, odnosno vrijednost prikazuje neko svojstvo.
Najjednostavniji su vektori takozvani binarni vektori gdje je vrijednost zapi-
sana u dimenziji 0 ili 1 ovisno o tome posjeduje li entitet to svojstvo ili ne.
Kompleksniji vektori sadrzˇe diskretne, odnosno kontinuirane vrijednosti koje
ukazuju na stupanj relevantnosti svojstva za odredeni entitet.
Jedan od najjednostavnijih prikaza dokumenata je onaj gdje se dokument
smatra skupom pojavnica, odnosno rijecˇi kakve se pojavljuju u tekstu. U tom
prikazu razlicˇnice - razlicˇite rijecˇi kakve se pojavljuju u tekstu - iz cijelog
korpusa, odnosno skupa dokumenata, cˇine popis svojstava.
Prethodno opisani postupak je primjer odabira svojstava nekog entite-
ta, odnosno dokumenta. Dodatni korak u formalizaciji dokumenta je pri-
druzˇivanje kvantitativne vrijednosti pojedinom svojstvu koje ukazuje na
vazˇnost tog svojstva za taj entitet. Za pridruzˇivanje te vrijednosti u obradi
prirodnog jezika se najcˇesˇc´e koriste mjere tezˇine svojstava koje mjere rele-
vantnost nekog svojstva za neki entitet, odnosno dokument. Tako, primjerice,
prethodno opisani slucˇaj prikaza dokumenta svojstvima razlicˇnica mozˇemo
upotpuniti pridruzˇivanjem binarne vrijednosti svakom odredenom svojstvu
na temelju kojega znamo je li se to svojstvo, odnosno ta razlicˇnica, pojavila
u dokumentu ili nije.
Ovime dolazimo do zakljucˇka da se postupak formalizacije dokumenta
sastoji od dva zadatka:
1. odredivanja svojstava nekog skupa dokumenata
2. mjerenja povezanosti pojedinog svojstva za neki dokument
Kako znamo da cˇestota pojavljivanja neke pojavnice govori nesˇto o
vazˇnosti te pojavnice u nekom dokumentu, tako mozˇemo pretpostaviti da
bi biljezˇenje cˇestote neke pojavnice kao mjere tezˇine svojstva za dokument
bio vjerojatno bolji nacˇin prikaza relevantnosti svojstva za neki dokument.
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Nadalje, svijesni smo da su najcˇesˇc´e pojavnice upravo funkcijske rijecˇi,
odnosno one koje nemaju semanticˇki sadrzˇaj. Sa statisticˇkog stajaliˇsta one
nisu pretjerano relevantne za neki dokument upravo zato sˇto im je distinktiv-
na vrijednost izmedu dokumenata iznimno niska. Iz tog se razloga redovito
kao mjere tezˇine svojstava koriste one mjere koje upjevaju prikazati koliko je
neko svojstvo posebno za neki entitet, odnosno koliko ono uspijeva razlikovati
taj entitet od drugih entiteta.
U sljedec´a dva poglavlja 2.2.1 i 2.2.2 dan je prikaz lingvisticˇkih disciplina i
njihovih moguc´nosti odabira, odnosno odredivanja svojstava te mjera tezˇina
tih odabranih i odredenih svojstava kojima se prikazuje neki dokument.
2.2.1 Razine u obradi prirodnog jezika
Govorec´i o razinama u obradi prirodnog jezika, odnosno o moguc´nosti analize
nekog jezicˇnog uzorka na odredenoj jezicˇnoj razini, najcˇesˇc´e se pribjegava
klasicˇnoj podjeli gramatike na
• fonetiku i fonologiju
• morfologiju
• sintaksu
• semantiku
• pragmatiku
U daljnjem je tekstu kratki osvrt na moguc´nosti primjene odredene jezicˇne
razine na formalizaciju dokumenata pri grozˇdenju.
Fonetika i fonologija
Fonetika i fonologija se bave glasovnim aspektom jezika, odnosno govora.
Unutar obrade prirodnog jezika njihova je velika vazˇnost u obradi zvucˇnog
signala govora koja se najcˇesˇc´e bavi dvama zadacima:
1. analizom govora, odnosno pretvaranjem govora u tekst
30
2. sintezom govora, odnosno pretvaranjem teksta u govor
U kontekstu grozˇdenja dokumenata od koristi mozˇe biti sustav za analizu
govora u slucˇaju da dokumenti na raspolaganju nisu samo tekstualni, vec´
i zvucˇni. Ovakvom se predobradom podataka za grozˇdenje i druge obrade
upravo bavila TDT inicijativa [TDT, 2004].
U slucˇaju da su izvorni podaci prikazani tekstualno nema potrebe za
primjenom metoda ove jezicˇne razine.
Morfologija
Morfologija se bavi dvama fenomenima - tvorbom rijecˇi te promjenom rijecˇi.
Ukratko recˇeno, u centru interesa su rijecˇ i njezine promjene. Flektivna mor-
fologija, tj. onaj dio koji se bavi promjenom nekog leksema unutar njegove
paradigme je podrucˇje koje se vrlo cˇesto upotrebljava u prikazu dokumenata
za grozˇdenje. Najcˇesˇc´e metode koje se primjenjuju se korjenovanje, odnos-
no svodenje neke pojavnice na njen korjen te lematizacija, odnosno svodenje
neke pojavnice na njen osnovni oblik, odnosno lemu. U nekim se jezicima
koji su tvorbeno vrlo aktivni, poput njemacˇkoga, vrlo cˇesto koriste i tvorbene
obrade poput rastavljanja slozˇenica na sastavne lekseme [Forster, 2006].
Morfolosˇki podaci, tocˇnije recˇeno morfosintakticˇki podaci poput vrste ri-
jecˇi, pripadajuc´e leme ili morfosintakticˇke kategorije cˇesto se takoder upo-
trebljavaju kao svojstva, odnosno kao kriteriji odabira neke pojavnice u pri-
kazu dokumenta.
Metode ove jezicˇne razine cˇesˇc´e se primjenjuju kod morfolosˇki kompleksni-
jih jezika kao sˇto je hrvatski. Vazˇan razlog cˇeste primjene morfolosˇke obrade
jest cˇinjenica da cˇesto pospjesˇuje rezultate, dok je postupak dalje relativno
jednostavan u usporedbi s postupcima na viˇsim jezicˇnim razinama.
Sintaksa
Sintaksa se bavi ustrojem recˇenica, odnosno pravilima nizanja rijecˇi u
recˇenici.
U obradi prirodnog jezika sintaksa se, kao i u lingvistici, nastavlja na
morfolosˇku obradu jezika. Veza morfologije i sintakse vidljiva je i u terminu
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morfosintakse koji ukazuje da je nemoguc´e odrediti tocˇnu primjenjenu mor-
folosˇku kategoriju neke pojavnice bez njenog konteksta, odnosno sintakticˇkih
podataka.
Prvi sintakticˇki zadatak koji se rijesˇava obradom prirodnog jezika je tzv.
razdjeljivanje (engl. chunking), odnosno pronalazˇenje osnovnih gradivnih ele-
menata recˇenice, a to su imenicˇne, prijedlozˇne i glagolske sveze (engl. noun,
prepositional and verb phrases). Od tih se elemenata hijerarhijskim pove-
zivanjem ustanovljava struktura cijele recˇenice. Postupak ustanovljavanja
strukture recˇenice naziva se rasˇcˇlamba (engl. parsing) i redovito se oslanja
na prethodno izvrsˇeno razdjeljivanje.
Jednostavnija alternativa razdjeljivanju, postupak koji ne zahtijeva ni-
kakvo jezicˇno znanje vec´ se oslanja na statisticˇku analizu supojavljivanja
pojavnica naziva se pronalazˇenje kolokacija (engl. collocation detection) te
se u praksi cˇesto koristi kao jednostavnija alternativa razdjeljivanju za pro-
nalazˇenja viˇsecˇlanih izraza u tekstu.
Postoje sintakticˇki problemi koji prelaze granice recˇenice, to je, primje-
rice razrjesˇavanje anafore (engl. anaphora resolution). Anaforom se smatra
referiranje nekog jezicˇnog elementa na neki drugi element. Zamjenice po
svojoj prirodi pretpostavljaju upotrebu anafore. To referiranje cˇesto prela-
zi granice recˇenice. Kako je razrjesˇavanje morfolosˇke kategorije zahtijevalo i
sintakticˇko znanje, tako i razrjesˇavanje anafore zahtijeva semanticˇko. Ovakvo
preklapanje jezicˇnih razina redovit je slucˇaj.
U kontekstu formalizacije prikaza dokumenata vrsˇeni su mnogi pokusˇaji
uklapanja sintakticˇkih podataka u vektore. To je cˇinjeno i u slucˇaju daljnjeg
grozˇdenja tih dokumenata [Forster, 2006]. Opc´i trend tih pokusˇaja jest da
iznimno otezˇava pretprocesiranje i znatno povec´ava prikaz dokumenta, a da
je pritom pomak u rezultatima zanemariv ili cˇak negativan.
Semantika
Semantika se bavi znacˇenjem te se razlikuje semantika rijecˇi i semantika
recˇenice.
Semantika rijecˇi se bavi znacˇenjem pojedinog leksema, odnosno
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znacˇenjskim meduodnosom viˇse leksema. Najpoznatiji racˇunalni model, od-
nosno alat leksicˇke semantike jest Wordnet [Fellbaum, 1998].
Semantika recˇenice bavi se znacˇenjem cijelih jezicˇnih iskaza. Cˇest nacˇin
formalnog prikaza znacˇenja je logika prvog reda, odnosno predikatni racˇun.
Takav prikaz jezicˇnih iskaza do odredene mjere omoguc´uje izvodenje novih
zakljucˇaka.
U rjesˇavanju zadataka pronalazˇenja dogadaja, odnosno grozˇdenja doku-
menata postoje pokusˇaji ukljucˇivanja leksicˇkosemanticˇkih podataka najcˇesˇc´e
u obliku ukljucˇivanja istoznacˇnica leksema [Forster, 2006]. Takvi pokusˇaji re-
dovito pokazuju negativan trend u krajnjem rezultatu. Razlog tome lezˇi u
kompleksnosti odnosa znacˇenja pojedinih leksema i njihovoj viˇseznacˇnosti o
cˇemu se pri takvim pokusˇajima ne uspijeva voditi racˇuna.
Pragmatika
Pragmatika se bavi nacˇinom kako kontekst sudjeluje u znacˇenju. Ona se una-
tocˇ svojoj kompleksnosti takoder pokusˇava formalizirati i ucˇiniti racˇunalno
obradivom. Prakticˇne primjene pragmatike u obradi prirodnog jezika do da-
nas su ipak rijetke.
U rjesˇavanju problema pronalazˇenja dogadaja pragmaticˇko modeliranje
nije josˇ ukljucˇivano.
2.2.2 Mjere tezˇine svojstava
Vec´ je u poglavlju 2.2 objasˇnjeno kako je moguc´e koristiti razlicˇite mjere rele-
vantnosti nekog svojstva za neki entitet, odnosno dokument. Argumentirano
je zasˇto je korisno upotrebljavati komleksnije mjere relevantnosti od onih bi-
narnih koje govore o prisustvu, odnosno neprisustvu nekog svojstva u nekom
entitetu.
Podrucˇja iz kojih dolaze mjere tezˇina svojstava su najcˇesˇc´e
1. vjerojatnost
2. informacijska teorija
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3. statisticˇki testovi
Najcˇesˇc´e upotrebljavane mjere tezˇine svojstava su slje-
dec´e [Manning and Schu¨tze, 1999d, Curran, 2004, Forster, 2006,
Jurafsky and Martin, 2008]:
1. vjerojatnost
2. uvjetna vjerojatnost
3. TF-IDF
4. pojedinacˇna medusobna informacija
5. t-test
Vjerojatnost, uvjetna vjerojatnost i TF-IDF pripadaju grupi mjera iz
podrucˇja vjerojatnosti, pojedinacˇna medusobna informacija grupi mjera iz
podrucˇja informacijske teorije, a t-test grupi mjera iz podrucˇja statisticˇkih
testova.
Vjerojatnost
Vjerojatnost slucˇajne varijable X se opc´enito racˇuna procjenom najvec´e vje-
rojatnosti kao
P (X = x) =
broj(X = x)
broj(X)
(2.2)
Vjerojatnost nekog svojstva u nekom dokumentu jednaka je omjeru broja
pojava tog svojstva i broja pojava svih svojstava. Ako je S slucˇajna va-
rijabla svojstava, najjednostavniju mjeru tezˇine svojstva koriˇstenu u ovom
doktorskom radu je moguc´e prikazati ovako:
tezvj =
broj(S = s)
broj(S)
(2.3)
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Ova mjera ocˇito ne koristi podatke iz drugih dokumenata vec´ samo govori
kolika je vjerojatnost svojstva unutar jednog dokumenta.
Uvjetna vjerojatnost
Mjera vjerojatnosti koja koristi informacije i iz drugih dokumenata je uvjetna
vjerojatnost dokumenta ako je poznato svojstvo, odnosno P (D = d|S = s).
Ona se procjenom najvec´e vjerojatnosti mozˇe zapisati kao
P (D = d|S = s) = brojs(D = d, S = s)
broj(S = s)
(2.4)
Kako je odnos uvjetne i zajednicˇke vjerojatnosti
P (X, Y ) = P (X|Y )P (Y ) = P (Y |X)P (X) (2.5)
zajednicˇku je vjerojatnost P (D = d, S = s) moguc´e zapisati kao
P (D = d, S = s) =
brojs(D = d, S = s)
broj(S = s)
broj(S = s)
broj(S)
=
brojs(D = d, S = s)
broj(S)
(2.6)
Na kraju, uvjetnu vjerojatnost P (D = d|S = s) moguc´e je prikazati kao
P (D = d|S = s) =
brojs(D=d,S=s)
broj(S)
broj(S=s)
broj(S)
=
brojs(D = d, S = s)
broj(S = s)
(2.7)
Mjera tezˇine svojstva se krajnje mozˇe zapisati kao
tezuvvj(D = d, S = s) =
brojs(D = d, S = s)
broj(S = s)
(2.8)
TF-IDF
TF-IDF je danas najupotrebljavanija mjera tezˇine nekog svojstva u obradi
prirodnog jezika. Svoju je popularnost stekla u podrucˇju pretrazˇivanja in-
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formacija [Manning et al., 2008a]. TF-IDF se zapravo sastoji od dvije mjere
- TF - mjere frekvencije termina identicˇne nasˇoj mjeri tezˇine vjerojatnosti -
te IDF - opc´e mjere vazˇnosti nekog termina.
TF se racˇuna kao i izraz 2.3, odnosno
TF (S = s) =
broj(S = s)
broj(S)
(2.9)
te ne uzima u obzir dokaze iz drugih dokumenata. Kako bi mjera cˇinila to, TF
se mnozˇi s mjerom IDF koja je logaritam faktora broja dokumenata i broja
dokumenata u kojima se neki termin pojavljuje. Sam faktor, dakle, poprima
vrijednosti od 1 na viˇse gdje 1 dobivaju ona svojstva koja su prisutna u
svakom dokumentu, a vec´e brojeve ona svojstva koja su prisutna u manjem
broju dokumenata, odnosno ona koja su opc´enito specificˇnija za pojedine
dokumente. Logaritam te vrijednosti donju granicu IDF mjere postavlja na
0. To znacˇi da c´e svojstvo koje se pojavljuje u svakom dokumentu, nevezano
uz njegovu frekvenciju u trenutnom dokumentu, imati TF-IDF vrijednost
jednaku 0.
Izraz za IDF je
IDF (S = s) = log
broj(D)
brojd(D,S = s)
(2.10)
Cijeli izraz odnosno mjera tezˇine svojstva TF-IDF se mozˇe zapisati kao
tezTF−IDF (D = d, S = s) =
broj(S = s)
broj(S)
log
broj(D)
brojd(D,S = s)
(2.11)
Pojedinacˇna medusobna informacija
Medusobna informacija je informacijska mjera koja govori koliko su dvije
slucˇajne varijable medusobno povezane, odnosno koliko znamo o jednoj ako
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poznajemo drugu. Izraz koji opisuje medusobnu informaciju je
I(X, Y ) =
∑
x
∑
y
P (x, y) log2
P (x, y)
P (x)P (y)
(2.12)
Za razliku od medusobne informacije, pojedinacˇna medusobna informa-
cija je mjera izmedu dvije vrijednosti slucˇajnih varijabli koja govori koliko se
cˇesto te dvije vrijednosti supojavljuju s obzirom na ocˇekivanje da su te dvije
vrijednosti nezavisne. Izraz za racˇunanje pojedinacˇne medusobne informacije
je
I(x, y) = log2
P (x, y)
P (x)P (y)
(2.13)
Za racˇunanje pojedinacˇne medusobne informacije u vektorskom prostoru
kao mjere povezanosti leksema i svojstva se koristi sljedec´i izraz
pmi(d, s) = log2
P (d, s)
P (d)P (s)
= log2
broj(D=d,S=s)
broj(S)
broj(D=d)
broj(D)
broj(S=s)
broj(S)
= (2.14)
= log2
broj(D = d, S = s)broj(D)
broj(D = d)broj(S = s)
(2.15)
Kako je izraz broj(D) konstantan, moguc´e ga je ukloniti iz izracˇuna isto
kao i izraz broj(D = d) iz razloga sˇto je uvijek jednak 1.
Krajnji izraz za racˇunanje pojedinacˇne medusobne informacije je sljedec´i:
tezpmi(d, s) = log2
broj(D = d, S = s)
broj(S = s)
(2.16)
Ovdje je moguc´e primijetiti da je izraz za racˇunanje pojedinacˇne
medusobne informacije jednak logaritmu izraza za racˇunanje uvjetne vje-
rojatnosti P (D|S).
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T-test
T-test je najpoznatiji statisticˇki test za testiranje hipoteza. U [Curran, 2004]
taj je test primijenjen kao mjera tezˇine svojstva testirajuc´i nezavisnost svoj-
stva i entiteta za koji se tezˇina svojstva racˇuna. T-test je zapisan na sljedec´i
nacˇin:
t(D = d, S = s) =
P (D = d, S = s)− P (D = d)P (S = s)√
P (D = d, S = s)
(2.17)
Koriˇstenjem procjene najvec´e vjerojatnosti taj je izraz moguc´e zapisati
kao
t(D = d, S = s) =
broj(D=d,S=s)
broj(S=s) − broj(D=d)broj(D) broj(S=s)broj(S)√
broj(D=d,S=s)
broj(S=s)
(2.18)
2.3 Funkcije slicˇnosti za grozˇdenje dokume-
nata
U grozˇdenju i slicˇnim zadacima gdje je potrebna funkcija slicˇnosti koja omo-
guc´uje izracˇun matrice slicˇnosti izmedu podatkovnih tocˇaka razvijen je veliki
broj razlicˇitih funkcija. Te se funkcije u pravilu mogu s obzirom na izvor
podijeliti u sljedec´e grupe:
1. funkcije iz podrucˇja geometrije
2. funkcije iz podrucˇja trigonometrije
3. funkcije iz podrucˇja teorije skupova
4. funkcije iz podrucˇja teorije informacija
U ovom c´e radu biti koriˇstene one funkcije koje se u praksi najcˇesˇc´e upo-
trebljavaju. Svaka od prethodno navedenih grupa c´e imati barem jednog
predstavnika. Koriˇstene c´e biti sljedec´e mjere slicˇnost:
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1. Manhattan udaljenost (L1 norma) i Euklidova udaljenost (L2 norma)
2. Kosinus
3. Jaccardov i Dice koeficijent
4. Jensonovo i Shannonovo odstupanje
2.3.1 Manhattan i Euklidova udaljenost
Manhattan i Euklidova udaljenost pripadaju skupini geometrijskih uda-
ljenosti. One mjere geometrijsku udaljenosti izmedu dva vektora u n-
dimenzionalnom prostoru.
Manhattan udaljenost je
udaljmanhattan(!x, !y) =
N∑
i=1
|xi − xj| (2.19)
Manhattan udaljenost mjeri zapravo udaljenost dvaju vektora s ob-
zirom na sve dimenzije. Alternativni naziv joj je Taxicab udaljenost
[Wikipedia, 2009b]. Oba naziva kao analogiju korsite kretanje automobila,
odnosno taksija po planski gradenim cˇetvrtima gdje su sve ulice pod pravim
kutom.
Euklidova je udaljenost
udaljeuklid(!x, !y) =
√√√√ N∑
i=1
(xi − xj)2 (2.20)
Za razliku od Manhattan udaljenosti koja mjeri udaljenost izmedu svih
dimenzija zasebno, Euklidova udaljenost mjeri stvarnu, geometrijsku udalje-
nost izmedu dva vektora.
Manhattan udaljenost se cˇesto naziva L1 normom, dok se Euklidova uda-
ljenost naziva L2 normom. Skup tih mjera se naziva Minkowski udaljenos-
tima [Curran, 2004] te tvore sve mjere od L1 do L∞ gdje mjera L∞ tendira
maksimalnoj udaljenosti dvaju vektora.
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Obje vrijednosti ne mjere slicˇnost, vec´ udaljenost te c´e u ovoj disertaciji
one u matrice slicˇnosti ulaziti s negativnim predznakom, odnosno vrijedit c´e
sljedec´e:
slcmanhattan = −udaljmanhattan, slceuklid = −udaljeuklid (2.21)
Manhattan i Euklidova udaljenost kao geometrijske mjere pruzˇaju intu-
itivno rjesˇenje problema udaljenosti vektora, no njihov je problem sˇto su
neotporne na strsˇec´e podatke [Lee, 1999].
Kako bi se izbjegli strsˇec´i podaci, vektore je potrebno normalizirati.
Upravo taj problem rjesˇava mjera iz podrucˇja trigonometrije.
2.3.2 Kosinus
Kosinus je kao mjera slicˇnosti popularizirana u pretrazˇivanju informacija.
Glavna joj je prednost prema Manhattan i Euklidovoj udaljenosti cˇinjenica
da je otporna na strsˇec´e podatke te je identicˇna skalarnom produktu dvaju
normaliziranih vektora. Izraz za racˇunanje kosinusne mjere dvaju nenorma-
liziranih vektora je
slckosinus(!x, !y) =
!x!y
|!x||!y| =
∑N
i=1 xi × yi√∑N
i=1 x
2
i
√∑N
i=1 y
2
i
(2.22)
Kosinus je danas u podrucˇju obrade prirodnog jezika najzastupljenija
mjera slicˇnosti, medu ostalim zato sˇto mu slicˇnost pada u rasponu 0.0 i 1.0
opisujuc´i slicˇnost identicˇnih vektora s 1.0, a slicˇnost vektora pod pravim
kutem s 0.0. Cˇest je problem L1 i L2 mjera sˇto daju vrijednosti koje je
potrebno normalizirati.
2.3.3 Jaccard i Dice koeficijenti
Jaccard i Dice koeficijenti korijene imaju u teoriji skupova te predstavljaju
mjeru slicˇnosti dvaju skupova. Originalna formalna definicija tih dvaju mjera
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je [van Rijsbergen, 1979]
slcjaccard bin(s1, s2) =
|s1 ∩ s2|
|s1 ∪ s2| (2.23)
slcdice bin(s1, s2) =
2 ∗ |s1 ∩ s2|
|s1|+ |s2| (2.24)
Jaccard koeficijent, ponekad nazivan Tanimoto mjerom [Tanimoto, 1958]
jednostavno dijeli velicˇinu skupa presjeka s velicˇinom skupa unije dvaju sku-
pova. Time taj koeficijent vrac´a vrijednost 0.0 ako je brojnik jednak 0, od-
nosno ako dva skupa nemaju presjek, dok vrac´a 1.0 ako su skupovi identicˇni,
odnosno presjek i unija daju isti rezultat. Dice koeficijent [Dice, 1945] je
vrlo slicˇan Jaccard koeficijentu. On dijeli presjek skupova sa sumom velicˇine
skupova te rezultat normalizira mnozˇec´i brojnik s dva.
Kao mjere koje se primjenjuju nad skupovima prilagodene su binar-
nim vektorima, no obje imaju i inacˇice za kontinuirane vrijednosti. Ta-
ko se Jaccard koeficijent za kontinuirane vrijednosti cˇesto definira kao
[Grefenstette, 1994]
slcjaccard(!x, !y) =
∑N
i=1min(xi, yi)∑N
i=1max(xi, yi)
(2.25)
dok se Dice koeficijent definira kao [Curran, 2004]
slcdice(!x, !y) =
2 ∗∑Ni=1min(xi, yi)∑N
i=1 xi +
∑N
i=1 yi
(2.26)
Time se presjek skupova smatra sumom manjih vrijednosti dimenzija,
dok se presjek smatra sumom vec´ih vrijednosti u pojedinim dimenzijama.
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2.3.4 Jensen-Shannon odstupanje
Jensen-Shannonovo odstupanje pripada grupi mjera teorije informacije, od-
nosno distribucijskih mjera koje mjere koliko jedna distribucija odstupa od
druge, odnosno koliko je dodatne informacije potrebno da se jednom distribu-
cijom objasni druga [Curran, 2004]. Takvu metodu usporedivanja vektora u
obradu prirodnog jezika uvodi [Pereira et al., 1993]. Najjednostavnija mjera
iz grupe mjera teorije informacije je Kullback-Leibler odstupanje poznatije
kao relativna entropija [Cover and Thomas, 1991]. Njegov je formalni zapis
D(P ||Q) =
∑
x
p(x) log
p(x)
q(x)
(2.27)
Relativna entropija zapravo mjeri gubitak informacije modelirajuc´i
slucˇajnu varijablu P distribucijom slucˇajne varijable Q. U slucˇaju da se
jedna distribucija mozˇe zamijeniti drugom bez velikog gubitka informacije,
mozˇe se pretpostaviti da su ta dva fenomena koji su njima opisani slicˇni.
Problem s relativnom entropijom je taj sˇto ona nema rjesˇenje gdje je
q(x) = 0 i p(x) '= 0 sˇto je u slucˇaju formalizacije jezicˇnih ostvarenja vektorima
vrlo cˇest slucˇaj. Nadalje, nije simetricˇa, odnosno, u slucˇaju njene primjene
vrijedilo bi slc(a, b) '= slc(b, a) sˇto nije pozˇeljno zato sˇto se koncepti poput
slicˇnosti redovito modeliraju kao simetricˇni fenomeni.
Postoje dva moguc´a rjesˇenja ovog problema [Curran, 2004]. Prvi bi bilo
izravnjavanje distribucija P (x) i Q(x) kako za nijedan x ne bi bile jednake
nuli sˇto zahtijeva mnogo dodatnog racˇunanja. Drugi bi pristup bio racˇunanje
odstupanja od aritmeticˇke sredine dviju distribucija. Ono se naziva Jensen-
Shannon odstupanje te se sastoji od racˇunanja odstupanja obje distribucije
od aritmeticˇke sredine obiju distribucija. Formalno se definira kao
JS(P,Q) = D(P ||P +Q
2
) +D(Q||P +Q
2
) (2.28)
Ovim je izrazom ostvarena simetricˇnost mjere. Isto tako vrijednosti pa-
daju na skali od 0.0 do 1.0 gdje je samo za identicˇne distribucije mjera odstu-
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panja jednaka 0.0. Kako ova mjera zapravo mjeri udaljenost, a ne slicˇnost, u
praksi c´e se oduzimati od 1, odnosno funkcija slicˇnosti koja koristi Jensen-
Shannon odstupanje glasit c´e
slcjs(A,B) = 1− JS(A,B) (2.29)
2.4 Algoritmi grozˇdenja za pronalazˇenje
dogadaja
Za zadatak pronalazˇenja dogadaja u pravilu u obzir dolaze samo hijerarhijski
algoritmi, a ne parcijalni iz razloga sˇto broj grozdova u tom zadatku nije
poznat a priori. Postoje inacˇice parcijalnog grozˇdenja koje broj grozdova
dozˇivljavaju kao slobodni parametar koji takoder pokusˇavaju optimizirati u
odnosu na neku funkciju trosˇka [Wikipedia, 2009a].
U ovom doktorskom radu naglasak nije na razlicˇitim algoritmima za
grozˇdenje, vec´ na sveukupnom zadatku pronalazˇenja dogadaja grozˇdenjem
sˇto ukljucˇuje i velik broj slobodnih parametara, odnosno varijabli u koraku
prikaza dokumenta. Iz tog c´e razloga biti istrazˇena uspjesˇnost algoritma za
hijerarhijsko algomerativno grozˇdenje te za grozˇdenje jednim prolaskom. Oba
algoritma imaju svojstvo da zapocˇinju sa svakim dokumentom u vlastitom
grozdu te zavrsˇavaju kad se svi dokumenti nalaze u jednom grozdu.
Kako rezultat u kojem su svi dokumenti u jednom grozdu nema smisla,
potrebno je odrediti takozvanu tocˇku rezanja, odnosno trenutak u grozˇdenju
kad se grozdovi prestaju dalje spajati. Najcˇesˇc´i pristup odredivanju tocˇke
rezanja je slobodni parametar praga koji odreduje minimalnu slicˇnost izmedu
grozdova koja je potrebna da se dva grozda spoje u jedan. grozˇdenje staje
kad nema viˇse grozdova koji su slicˇniji od odredenog praga. Vrijednost tog
slobodnog parametra se redovito odreduje eksperimentalno.
Hijerarhijsko grozˇdenje se, kao sˇto je recˇeno u poglavlju 2.1.3, mozˇe iz-
voditi u dva smjera. Prvi je smjer taj da su na pocˇetku sve tocˇke u jednom
grozdu koji se potom dijeli na viˇse grozdova prema nekom kriteriju sve dok
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se svaka tocˇka ne nalazi u vlastitom grozdu. Takvo se hijerarhijsko grozˇdenje
naziva divizivno. Kako se postupak hijerarhijskog grozˇdenja graficˇki najcˇesˇc´e
prikazuje dendogramom, odnosno vrstom stabla, taj se pristup cˇesto naziva i
od vrha prema dolje. U slucˇaju da se hijerarhijsko grozˇdenje izvrsˇava od dna
prema gore, odnosno da je svaka tocˇka na pocˇetku u svom grozdu koji se po-
tom spajaju odredenim redoslijedom, taj se algoritam naziva aglomerativnim
[Wikipedia, 2009a].
Postoje tri osnovna nacˇina usporedivanja grozdova. To su usporedivanje
• pojedinacˇnom vezom - dva su grozda onoliko udaljena koliko su uda-
ljena dva najblizˇa elementa ta dva grozda
• potpunom vezom - dva su grozda onoliko udaljena koliko su udaljena
dva najudaljenija elementa
• prosjecˇnom vezom - dva su grozda onoliko udaljena koliko su prosjecˇnu
udaljeni element obaju grozdova
Treba primijetiti da c´e, u slucˇaju da su funkcija dijeljenja i funkcija
slicˇnosti identicˇne, rezultat aglomerativnog i divizivnog grozˇdenja biti iden-
ticˇan. Aglomerativni su algoritmi za grozˇdenje u pravilu popularniji te c´e oni
biti koriˇsteni u ovom doktorskom radu. Koriˇstenjem triju razlicˇitih nacˇina
usporedivanja grozdova razlikuje se tri aglomerativna algoritma za grozˇdenje:
1. aglomerativni algoritam grozˇdenja pojedinacˇnom vezom
2. aglomerativni algoritam grozˇdenja potpunom vezom
3. aglomerativni algoritam grozˇdenja prosjecˇnom vezom
Aglomerativni je algoritam implementiran na sljedec´i nacˇin
[Manning and Schu¨tze, 1999c]:
• ulaz je skup entiteta
• neka svaki entitet pripada jednom grozdu
• neka postoji funkcija slic() koja vrac´a slicˇnost para grozdova
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• dok je broj grozdova vec´i od 1 ili postoji par grozdova slicˇniji od praga:
– pronadi najslicˇniji par grozdova
– spoji te grozdove u novi grozd
– izbriˇsi originalne grozdove
Za pronalazˇenje dogadaja opc´enito se upotrebljavaju hijerarhijski algorit-
mi iz razloga sˇto broj klasa nije a priori poznat, a parcijalni algoritmi postaju
vrlo skupi kada se primjenjuju na problem nepoznatog broja grozdova.
Vremenski vrlo efikasni algoritmi su oni jednim prolaskom. Njihova
je kompleksnost, naime, linearna, O(n), a isto tako ne zahtjevaju a pri-
ori poznat broj grozdova. Za razliku od njih, hijerarhijskim algoritmi-
ma je vremenska kompleksnost polinomijalna, odnosno minimalno O(n2)
[Wikipedia, 2009a].
Algoritam jednim prolaskom implementiran je na sljedec´i nacˇin:
• ulaz je skup entiteta
• neka svaki entitet pripada jednom grozdu
• izracˇunaj slicˇnost svaka dva entiteta te je sortiraj padajuc´e
• za svaki par entiteta u popisu:
– ako je slicˇnosti entiteta manja od praga, zavrsˇi
– spoji grozdove u kojima se nalaze entiteti
Pri implementaciji ovog algoritma treba paziti na prac´enje puta
odredenog entiteta iz razloga sˇto se udaljenost izmedu entiteta racˇuna jed-
nokratno. Ukratko, treba postojati indeks entiteta koji pokazuje na grozd u
kojemu se taj entitet trenutno nalazi.
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2.5 Evaluacija algoritama za grozˇdenje
Metode evaluacije rezultata grozˇdenja koriˇstene u ovom radu pretezˇno se pre-
uzete iz [Manning et al., 2008b] te [Jain et al., 1999]. Cilj je je svake optimi-
zacije postizanje optimalnog rjesˇenja objektivne funkcije koja govori koliko je
neko rjesˇenje dobro. Objektivna funkcija u zadatku grozˇdenja formalizira cilj
dobivanja grozdova s maksimalnom slicˇnosti unutar grozdova i minimalnom
slicˇnosti izmedu grozdova. Takav se kriterij naziva unutarnjim kriterijem
kvalitete grozˇdenja. Cˇinjenica je da taj unutarnji kriterij ne mora uvijek biti
relevantan za neku primjenu grozˇdenja.
Alternativna metoda evaluacije je direktna evaluacija zadatka koji se
grozˇdenjem pokusˇava rijesˇiti. U primjeni grozˇdenja na pretrazˇivanje informa-
cija moguc´e je mjeriti vrijeme potrebno da pojedini korisnici pronadu trazˇenu
informaciju ovisno o tome koji je algoritam grozˇdenja primjenjen. Ovakva
evaluacija u objektivnije mjeri uspjesˇnost nekog algoritma u rjesˇavanju danog
problema, no skupa je i komplicirana.
Iz tog se razloga najcˇesˇc´e pribjegava upotrebi surogata direktne evalu-
acije - zlatnog standarda. Zlatni je standard uzorak podataka na kojemu je
problem koji algoritam treba rijesˇiti rijesˇen od strane najcˇesˇc´e viˇse osoba,
tzv. ljudskih oznacˇitelja. Viˇse osoba oznacˇava isti uzorak kako bi bilo mo-
guc´e izmjeriti dvije vrijednosti - pogresˇku pri oznacˇavanju te dogovor izmedu
oznacˇitelja [Agirre and Edmonds, 2007].
Prva mjera - pogresˇka - govori o tome koliko je vjerojatnost ljudske po-
gresˇke pri rucˇnom oznacˇavanju. Tako je, primjerice, u zadatku oznacˇavanja
vrste rijecˇi tocˇnost zlatnog standarda oko 97 posto sˇto za posljedicu ima da
nije moguc´e tvrditi da neki algoritam taj zadatak rjesˇava bolje od tog pos-
totka iz razloga sˇto nije moguc´e znati pogada li algoritam tocˇno ili pogresˇno
rjesˇenje koje prelazi stupanj tocˇnosti zlatnog standarda. Taj problem je josˇ
dublji u slucˇaju nadziranog ucˇenja iz razloga sˇto algoritam i ucˇi na podaci-
ma koji sadrzˇe tu razinu pogresˇke. Ova mjera predstavlja jednu vrstu stropa
(engl. ceiling), mjere koja pretpostavlja maksimalno moguc´e rjesˇenje nekog
problema.
Druga mjera ukazuje na kompleksnost zadatka, odnosno moguc´nost da
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se taj zadatak jednoznacˇno rijesˇi od strane cˇovjeka. Tako je, primjerice, u
zadatku razrjesˇavanja leksicˇke viˇseznacˇnosti vrlo cˇesto dogovor izmedu oz-
nacˇitelja samo 60 posto [Agirre and Edmonds, 2007]. Ta vrijednost takoder
predstavlja vrstu stropa odredenog zadatka iz razloga sˇto se usporedujuc´i
rezultat algoritma sa zlatnim standardom za odredeni postotak oznaka u
zlatnom standardu ne mozˇe biti siguran da neki drugi oznacˇitelj ne bi taj
zadatak rijesˇio na neki drugi nacˇin, moguc´e i onakav na koji je to rijesˇio
algoritam.
Stropovi opc´enito predstavljaju gornje granice rjesˇenja (engl. upper bo-
und). Mjere koje predstavljaju doljnju granicu rjesˇenja (engl. lower bound)
nazivaju se osnovnim pristupom (engl. baseline). Kao osnovni pristup cˇesto
se koristi industrijski standard te se uvodec´i novu metodu istrazˇuje daje li ta
metoda bolji rezultat od one koja je trenutno u upotrebi. Cˇest je slucˇaj da
nove, kompleksnije metode, zapravo i ne popravljaju rezultat u odnosu na
one ustaljene, jednostavnije.
Kada industrijski standard ne postoji, kao osnovni pristup cˇesto se koriste
i slucˇajna rjesˇenja ili pak najvjerojatnija tj. najcˇesˇc´a rjesˇenja te se promatra
uspijeva li algoritam rijesˇiti zadatak bolje nego sˇto je to vjerojatno cˇistim
slucˇajem, odnosno odabirom najcˇesˇc´eg rjesˇenja.
Direktnom evaluacijom na nekom zadatku ili zlatnim standardom
odreduje se vanjski kriterij kvalitete grozˇdenja. Najcˇesˇc´e mjere vanjskog
kriterija grozˇdenja su
• cˇistoc´a
• normalizirana medusobna informacija
• rand indeks
• F mjera
Cˇistoc´a je najjednostavnija i najintuivnija evaluacijska mjera. Normalizi-
rana medusobna informacija ima pozadinu iz teorije informacije. Rand indeks
ima tu prednost sˇto kazˇnjava lazˇno pozitivne i lazˇno negativne slucˇajeve.
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Slika 2.6: Primjer rezultata grozˇdenja za prikaz evaluacijskih mjera
F mjera dodatno podrzˇava tezˇinsko faktoriranje izmedu te dvije vrste po-
gresˇaka. U nastavku su detaljnije prikane znacˇajke svake pojedine mjere.
Usto su prikazani njihovi izracˇuni na primjeru prikazanom na slici 2.6 iz
[Manning et al., 2008b].
2.5.1 Cˇistoc´a
Cˇistoc´a je najintuivnija evaluacijska mjera za grozdove koja mjeri koliko su
grozdovi ”cˇisti” s obzirom na klase elemenata kojima elementi u pojedinim
grozdovima pripadaju. Tocˇnije, svakom se grozdu dodjeljuje broj najzastup-
ljenijih pripadnika neke klase. Cˇistoc´a se racˇuna kao broj tih najzastupljenijih
primjeraka neke klase u pojedinom grozdu podijeljen s brojem elemenata u
grozdovima.
Formalnije, za skup grozdova G = {g1, ...gk} i skup klasa K = {k1, ...km}
cˇistoc´a je
cistoca(G,K) =
1
N
∑
k
max
m
|gk ∩ km| (2.30)
gdje je N broj entiteta u skupu entiteta E. Opisno, za svaki grozd iz G
racˇunamo presjek s klasama iz K te uzimamo velicˇinu onog rezultata koji je
najvec´i s obzirom na klase te racˇunamo sumu tih rezultata. Sumu najvec´ih
presjeka svakog grozda s klasama dijelimo s brojem entiteta u grozdovima.
Ocˇita losˇa strana ove mjere, unatocˇ njenoj intuitivnosti, jest ta da ne
kazˇnjava prekomjerno stvaranje grozdova. Taj problem je aktualan u zada-
cima u kojima broj grozdova nije poznat a priori, poput onoga kojim se bavi
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ova disertacija. Ova mjera vrac´a vrijednosti izmedu 1 i blizu 0. Problem je
sˇto c´e cˇistoc´a uvijek vratiti 1 kada je svaki entitet u vlastitom grozdu.
2.5.2 Normalizirana medusobna informacija
Glavna mana prethodno opisane evaluacijske mjere cˇistoc´e je nekazˇnjavanje
stvaranja prevelikog broja grozdova sˇto u ekstremnom slucˇaju vodi do
cˇinjenice da c´e grozˇdenje biti smatrano savrsˇenim ako se svaki entitet na-
lazi u vlastitom grozdu.
Kako bi se tom problemu doskocˇilo, potrebno je uvesti mjeru koja cˇini
kompromis izmedu cˇistoc´e grozˇdenja i broja grozdova. Takva je mjera nor-
malizirana medusobna informacija. Formalni zapis te mjere je sljedec´i:
NMI(G,K) =
I(G,K)
[H(G) +H(K)]/2
(2.31)
I je medusobna informacija koja mjeri kolicˇinu informacije koju nosi po-
redak entiteta u G s obzirom na pripadnost klasama u K, odnosno koliko
saznajemo o pripadnosti entiteta klasama iz rasporeda u grozdovima. Njen
je formalni zapis sljedec´i:
I(G,K) =
∑
k
∑
j
P (gk ∩ km) log P (gk ∩ km)
P (gk)P (km)
(2.32)
=
∑
k
∑
j
|gk ∩ km|
N
log
N |gk ∩ km|
|gk||km| (2.33)
gdje je P (gk) vjerojatnost da dokument pripada grozdu k, P (km) vjero-
jatnost da dokument pripada klasim te P (gk∩km) vjerojatnost da dokument
pripada grozdu k i klasi m. Iz formule 2.32 slijedi 2.33 ako se vjerojatnost
racˇuna pomoc´u procjene najvec´e vjerojatnosti.
H je entropija, odnosno mjera nesigurnosti cˇiji je formalni zapis sljedec´i:
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H(G) = −
∑
k
P (gk) logP (gk) (2.34)
= −
∑
k
|gk|
N
log
|gk|
N
(2.35)
gdje iz 2.34 ponovno slijedi 2.35 ako se vjerojatnost racˇuna pomoc´u pro-
cjene najvec´e vjerojatnosti.
Kao sˇto je vec´ recˇeno, mjera medusobne informacije mjeri kolicˇinu infor-
macije koju dobivamo znanjem o rasporedu entiteta u grozdovima s obzirom
na stvarni raspored po klasama. Minimalna vrijednosti medusobne infor-
macije je 0 u slucˇaju da je raspored u grozdovima slucˇajan s obzirom na
pripadnost klasama. U tom slucˇaju, informacija o tome u kojem se groz-
du nalazi neki entitet ne daje nam nikakvu informaciju o tome kojoj klasi
taj entitet pripada. Maksimalna mjera medusobne informacije se postizˇe u
slucˇaju kada raspored u grozdovima tocˇno odgovara pripadnosti klasama, no
to ukljucˇuje i slucˇaj kada su, primjerice, entiteti iste klase razbijeni u viˇse
grozdova. Tako, u slucˇaju da je |K| = N , odnosno broj grozdova jednak broju
entiteta, postizˇe se maksimalna medusobna informacija. Naime, informacija
o tome kojem grozdu pripada entitet govori sve o njegovoj pripadnosti klasi.
Kod medusobne informacije se, dakle, ponovno susrec´e problem koji je glavni
problem u mjeri cˇistoc´e - nemoguc´nost kazˇnjavanja stvaranja prekomjernog
broja grozdova.
Iz tog se razloga upotrebljava normalizirana medusobna informacija koja
se racˇuna kao medusobna informacija normalizirana entropijom. Ta norma-
lizacija rjesˇava problem zato sˇto entropija kao mjera nereda raste s brojem
grozdova. Na primjer, H(K) dostizˇe maksimalni logN za |K| = N sˇto osi-
gurava niski NMI u slucˇaju da je |K| = N , odnosno da se svaki entitet nalazi
u vlastitom grozdu. Izraz za normalizaciju je [H(G) + H(K)]/2 iz razloga
sˇto on predstavlja usku gornju granicu na izraz I(G,K) sˇto omoguc´uje da
rezultat mjere normalizirane medusobne informacije uvijek bude izmedu 0 i
1.
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2.5.3 Rand indeks
Alternativa prethodno opisanoj mjeri iz podrucˇja teorije informacije jest da
se grozˇdenje interpretira kao niz odluka, po jedna za N(N − 1)/2 parova
entiteta. Cilj grozˇdenja u tom slucˇaju je svrstavanje dvaju entiteta u isti
grozd ako i samo ako su slicˇni.
Istinito pozitivno (IP) rjesˇenje dodjeljuje dva slicˇna entiteta u isti grozd,
dok istinito negativno (IN) rjesˇenje dodjeljuje dva neslicˇna entiteta u razlicˇite
grozdove. Uz ove tocˇne odluke moguc´e je ostvariti dvije vrste pogresˇaka -
lazˇno pozitivno (LP) rjesˇenje pri kojem se dva neslicˇna entiteta dodijele istom
grozdu te lazˇno negativno (LN) rjesˇenje kada se dva slicˇna entiteta dodijele
dvama grozdovima.
Rand indeks mjeri postotak odluka koje su istinite. Time je Rand indeks
mjera identicˇna klasicˇnoj mjeri tocˇnosti u podrucˇju obrade prirodnog jezika.
Formalno ona mjeri
RI =
IP + IN
IP + IN + LP + LN
(2.36)
Kako bi izracˇunali rand indeks za primjer prikazan na slici 2.6 potreb-
no je izracˇunati broj parova koji u danim grozdovima tvore parove entiteta
odredene istinosne vrijednosti. To je problem koji rjesˇavaju permutacije s po-
navljanjem, odnosno za racˇunanje parova entiteta istinitih pozitivnih rjesˇenja
u sva tri grozda potrebno je izracˇunati
IP =
(
5
2
)
+
(
4
2
)
+
(
3
2
)
+
(
2
2
)
= 20 (2.37)
iz razloga sˇto je u grozdovima nadeno 5 + 4 + 3 + 2 slucˇajeva viˇse od jednog
entiteta iste klase.
Kako bi izracˇunali broj preostalih parova moramo izracˇunati IP+NP, od-
nosno opc´eniti broj parova u grozdovima:
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IP + LP =
(
6
2
)
+
(
6
2
)
+
(
5
2
)
= 40 (2.38)
Iz 2.37 i 2.38 slijedi
LP = IP + LP − IP = 40− 20 = 20 (2.39)
Izraz IN+LN , odnosno broj negativnih parova je izracˇunljiv preko broja
kombinacija entiteta iz razlicˇitih grozdova, odnosno izrazom
IN + LN = 6 ∗ 6 + 6 ∗ 5 + 6 ∗ 5 = 96 (2.40)
dok je broj lazˇnih negativnih izracˇunljiv preko broja kombinacija entiteta
u pogresˇnim grozdovima sa svim preostalim entitetima te klase, odnosno
izrazom
LN = 5 ∗ 1 + 5 ∗ 2 + 1 ∗ 2 + 1 ∗ 4 + 1 ∗ 3 = 24 (2.41)
Iz 2.40 i 2.41 jednostavno je izracˇunati broj lazˇnih pozitivnih izrazom
IN = IN + LN − LN = 96− 24 = 72 (2.42)
Na temelju dobivenih podataka moguc´e je oblikovati tablicu slucˇajeva
kakva je prikazana tablicom 2.1
Tocˇnost, odnosno rand indeks je prema izrazu 2.36 u tom slucˇaju
RI =
20 + 72
20 + 24 + 20 + 72
= 0.676 (2.43)
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Tablica 2.1: Tablica slucˇajeva primjera grozˇdenja za prikaz evaluacijskih mje-
ra
isti grozd razlicˇiti grozd
ista klasa IP=20 LN=24
razlicˇita klasa LP=20 IN=72
2.5.4 Preciznost, potpunost i F mjera
Moguc´i nedostatak rand indeksa jest da jednako tezˇinski faktorira lazˇne pozi-
tivne i lazˇne negativne, dok je, ovisno o namjeni rezultata grozˇdenja, povre-
meno vazˇnije imati cˇiˇsc´e, a povremeno potpunije grozdove. Iz tog se razloga
cˇesto primjenjuje F mjera - klasicˇna mjera u podrucˇju obrade prirodnog je-
zika koja omoguc´uje tezˇinsko faktoriranje te dvije vrste pogresˇaka. Osnovne
vrijednosti koje ulaze u F mjeru su preciznost i potpunost, odnosno vrijed-
nosti koje mjere koliko je precizno neki zadatak obavljen, odnosno koliko
potpuno. Izrazi za racˇunanje preciznosti i potpunosti su
PR =
IP
IP + LP
(2.44)
PO =
IP
IP + LN
(2.45)
F mjera koristi faktor β koji u slucˇaju da je β > 1 viˇse naglasˇava potpu-
nost dok, u slucˇaju da je β < 1 viˇse naglasˇava preciznost. Izraz za F mjeru
je
Fβ =
(β2 + 1) ∗ PR ∗ PO
β2 ∗ PR + PO (2.46)
Vrijednosti mjera za evaluaciju grozˇdenja za nasˇ primjer sa slike 2.6 mo-
guc´e je vidjeti u tablici 2.2.
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Tablica 2.2: Vrijednosti evaluacijskih mjera primjera grozˇdenja za prikaz
evaluacijskih mjera
mjera vrijednost
cˇistoc´a 0.706
NMI 0.365
RI 0.676
preciznost 0.5
potpunost 0.455
F5 0.456
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Poglavlje 3
Nacrt istrazˇivanja
U ovom poglavlju bit c´e dan nacrt provedenog istrazˇivanja. Prvi c´e dio
poglavlja govoriti o oblikovanju uzorka za istrazˇivanje te o nekim in vitro
mjerenjima nad uzorkom. U drugom c´e dijelu poglavlja biti prikazan niz
varijabli i slobodnih parametara cˇijim se vrijednostima eksperimentira te
nacˇin evaluacije tih postupaka kao i gornja i donja granica istrazˇivanja.
3.1 Jezicˇni uzorak
Najcˇesˇc´a metoda evaluacije algoritama za obradu prirodnog jezika jest ona
usporedbe rezultata sa zlatnim standardom - rucˇno oznacˇenim uzorkom. U
slucˇaju pronalazˇenja dogadaja taj se zlatni standard sastoji od skupa skupova
identifikatora dokumenata u kojima svaki skup sadrzˇi dokumente koji opisuju
isti dogadaj.
Uzorak dokumenata koji se koristi u ovom doktorskom radu ustupljen je
od strane Zavoda za poslovna istrazˇivanja [ZAPI, 2009]. Razdoblje u kojemu
su dokumenti objavljivani jest od 4. do 6. svibnja. 2008. godine. Radi se
sveukupno o 2,486 dokumenata prikupljenih sa 17 portala. Razdioba doku-
menata prema portalu objave prikazana je u tablici 3.1.
Odabrani su dokumenti objavljeni u tri uzastopna dana iz sljedec´ih raz-
loga:
• ideja je stvoriti tri uzorka te vrsˇiti eksperimente na jednom ili viˇse
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Tablica 3.1: Cˇestotna razdioba dokumenata s obzirom na portal na kojemu
su dokumenti objavljeni
portal broj dokumenata
javno.com 389
totalportal.hr 311
business.hr 225
dnevnik.hr 207
jutarnji.hr 175
index.hr 174
tportal.hr 146
vecernji.hr 134
mojportal.hr 120
net.hr 90
glas-slavonije.hr 89
poslovni.hr 85
seebiz.eu 77
rtl.hr 74
nacional.hr 66
sutra.hr 64
liderpress.hr 60
sveukupno 2486
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njih ovisno o tome koliko je varijabla nad kojom se eksperimentira
zahtjevna, odnosno koliko je razlika u evaluacijskim mjerama s obzirom
na vrijednost istrazˇivane varijable jednoznacˇna
• cˇinjenica da se uzorci nastavljaju jedan na drugi omoguc´uje in vitro i
in vivo evaluaciju prve heuristike prikazane u poglavlju 1.2, odnosno
evaluaciju na vec´em, odnosno manjem uzorku uzastopno objavljivanih
vijesti
U nastavku c´e biti opisano oznacˇavanje uzorka, osnovna statisticˇka analiza
oznacˇenog uzorka te in vitro istrazˇivanje dviju pretpostavljenih heuristika.
3.1.1 Oznacˇavanje uzorka
Oznacˇavanje odabranog uzorka je potrebno provesti kako bi se nad tim po-
dacima mogli vrsˇiti eksperimenti te njihovi rezultati evaluacijskim mjerama
usporediti upravo s tim uzorkom oznacˇenim od strane ljudskog oznacˇitelja.
Algoritam pri eksperimentu, naravno, ne korisiti oznake koje ukazuju na to
koji dokumenti opisuju isti dogadaj.
Kako bi se oznacˇio uzorak koriˇsten je softver razvijen u sklopu diplom-
skog rada studenta Nikole Bakaric´a [Bakaric´, 2009]. Aplikacija je razvijena u
programskom jeziku Python te posjeduje i graficˇko sucˇelje razvijeno pomoc´u
alata TkInter. Ideja koja stoji iza aplikacije jest da bi ovakvo oznacˇavanje
uzorka trebalo biti sˇto jednostavnije i preglednije. Naime, pri oznacˇavanju
ovakvog uzorka potrebno je u velikom popisu dokumenata (u ovom slucˇaju
popisu od 2,486 dokumenata) pronac´i sve dokumente koji govore o istom
dogadaju te ih oznacˇiti istom oznakom. Ovakav bi zadatak rjesˇavajuc´i ga
pregledavajuc´i samo tekstualne datoteke bio skoro nemoguc´.
Iz tog je razloga izvrsˇena predobrada podataka te se softveru za oz-
nacˇavanje osim samog skupa dokumenata daje i popis medusobnih slicˇnosti
dokumenata. Softver, dakle, kao ulaz ocˇekuje dvije datoteke
• prvu koja sadrzˇava popis dokumenata (id, naslov cˇlanka, tekst cˇlanka)
• te drugu koja sadrzˇi predlozˇene veze medu dokumentima, odnosno uda-
ljenost izmedu svaka dva dokumenta ne manju od 0.1.
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Te udaljenosti, odnosno predlozˇene veze sluzˇe kao smjernice ljudskim oz-
nacˇiteljima kako ne bi za svaki dokument morali pregledavati n-1 dokumena-
ta, odnosno izvrsˇiti n*(n-1) usporedbi (u ovom slucˇaju 6,177,710 usporedbi).
Mjere slicˇnosti dokumenata racˇunate su tako da su dokumenti opojav-
nicˇeni, pretvoreni u mala slova te su od njih oblikovani vektori svojstava.
Kao svojstva su uzimane sve pojavnice koje pocˇinju nekim slovom. Mjera
tezˇine odredenog svojstva za odredeni vektor racˇunata je pomoc´u TF-IDF
mjere. Slicˇnost izmedu dokumenata racˇunata je kosinusnom mjerom. Kao
sˇto je vec´ napomenuto, u veze su ukljucˇeni svi parovi vektora, odnosno do-
kumenata cˇija slicˇnost nije manja od 0.1.
Problem ovakvog pristupa, odnosno ovakvog racˇunanja preliminarnih re-
zultata i prikaza podatka oznacˇitelju jest sljedec´i - ako postoji funkcija
u(d1, d2) koja vrac´a udaljenost prvog i drugog dokumenta, te ako vrijede
izrazi u(d1, d2) = 0.2, u(d1, d3) = 0.5 i u(d2, d3) = 0.08 te ako pretpostavimo
da sva tri dokumenta d1, d2 i d3 govore o istom dogadaju pa ako se prvotno
ponude dokumenti slicˇni dokumentu d2, u popis nec´e biti moguc´e dodati d3
iz razloga sˇto je ispod praga slicˇnosti dokumenata. Ovaj c´e problem potenci-
jalno postati ocˇit oznacˇitelju tek kad pregleda dokumente slicˇne d1, odnosno
d3.
Djelomicˇno moguc´e rjesˇenje ovog problema jest prikazati dokumente re-
doslijedom suprotnim broju dokumenata koji su slicˇiniji od 0.1. Time se
vjerojatnost neukljucˇivanja nekog dokumenta u grupu smanjuje, no ne i eli-
minira.
Potpuno moguc´e rjesˇenje ovog problema bilo bi izvrsˇiti ne samo racˇunanje
mjera udaljenosti nego izvrsˇiti i neki oblik grozˇdenja te oznacˇitelju ustupiti
vec´ grupirane podatke. Losˇa strana ovog pristupa je ta sˇto se kosi sa zˇeljom da
se oznacˇitelju daju sˇto siroviji podaci kako oznacˇitelj ne bi bio pod utjecajem
rezultata algoritama koji se tim istim uzorkom kane provjeravati.
Ovaj je problem primijec´en tijekom oznacˇavanja te je rjesˇavan na nacˇin
da su dokumenti koji slucˇajno nisu odmah dodani u grozd dodani naknadno.
Iz tog su razloga operacije koje su kroz softver omoguc´ene oznacˇitelju
sljedec´e:
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• pregledavanje odredenog dokumenta
• pregledavanje dokumenata redoslijedom slicˇnosti uz prikaz stupnja
slicˇnosti
• oblikovanje novog grozda spajanjem prvog slicˇnog dokumenta s trenut-
nim dokumentom
• dodavanje daljnjih dokumenata u grozd
• uklanjanje nekog dokumenta iz grozda
• uklanjanje grozda uklanjanjem posljednje veze izmedu trenutnog do-
kumenta i njemu slicˇnih dokumenata
• uklanjanje dokumenta iz popisa dokumenata ako je identicˇan nekom
drugom dokumentu (u pravilu slicˇnost iznad 0.95) ili pak nije potpun
(pogresˇka pri prikupljanju ili objavi dokumenta)
Moguc´nosti koje su navedene omoguc´ene su za svaki dokument, bio on
vec´ dodan u neki grozd ili ne. Posljednja moguc´nost, uklanjanje dokumen-
ta iz popisa dokumenata omoguc´ena je zato sˇto se u popisu dokumenata
cˇesto nalaze identicˇni dokumenti prikupljeni na alijasima njihovih putanja
(primjerice ”http://www.seebiz.eu”, odnosno ”http://seebiz.eu”) te zato sˇto
ponekad nije sacˇuvan cijeli dokument. Tom su metodom izbacˇena 83 doku-
menta te ih je u uzorku preostalo 2,403.
3.1.2 Analiza oznacˇenog uzorka
U ovom se potpoglavlju vrsˇi osnovna statisticˇka analiza oznacˇenog uzorka.
Za ocˇekivati je da c´e takva statisticˇka analiza dati uvid u fenomen opisa
dogadaja u dokumentima objavljenima na internetu te da c´e dati smjernice za
oblikovanje algoritma za pronalazˇenje dogadaja, tj. istrazˇivanje koje slijedi.
Uzorak se poslije oznacˇavanja sastoji od 2,403 dokumenta koji su
rasporedeni u 1,218 grozdova, odnosno u 2,403 dokumenta, kojima se opisuje
1,218 razlicˇitih dogadaja. Cˇestotna razdioba dokumenata prema broju do-
kumenata u grozdovima prikazana je u tablici 3.2. Iz tih je podataka vidljivo
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Slika 3.1: Odnos broja cˇlanova u grozdovima i broja grozdova te kumulativna
funkcija dokumenata s obzirom na broj cˇlanova u grozdovima u kojima se
nalaze
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kako je vec´ina dokumenata sama u grozdu te da je odnos ranga grozdova
s obzirom na broj dokumenata koji sadrzˇe zipfijanski. Broj dokumenata u
grozdu je moguc´e poistovjetiti s brojem pojavljivanja pojavnica, dok se rang
grozda s obzirom na broj dokumenata mozˇe poistovjetiti s rangom pojavni-
ce s obzirom na njenu cˇestotu. Dakle, vec´ina grozdova sastoji se od jednog
dokumenta kao sˇto se vec´ina pojavnica pojavljuje vrlo rijetko, a samo ri-
jetki grozdovi imaju velik broj dokumenata kao sˇto se mali dio pojavnica
pojavljuje vrlo cˇesto.
U kontekstu pronalazˇenja dogadaja ovaj rezultat navodi na princip kako
u spajanju dokumenata u grozd treba biti vrlo konzervativan iz razloga sˇto
se 34 posto dokumenata nalazi samo u grozdu. Grozdovi do velicˇine tri tako
sadrzˇavaju 45 posto dokumenata.
Odnos broja cˇlanova u grozdovima i broja takvih grozdova prikazan je na
slici 3.1. Krivuljom je prikazana kumulativna funkcija dokumenata s obzirom
na broj cˇlanova u grozdovima u kojima se ti dokumenti nalaze. Iz te krivulje
je vidljivo da se u grozdovima od jednog cˇlana nalazi oko 35% dokumenata
dok se u grozdovima do tri cˇlana nalazi viˇse od 60% dokumenata.
Pitanje koje se logicˇki namec´e jest je li cˇestota objavljivanja novosti o
dogadaju koje ne prate drugi mediji zavisna o portalu na kojemu se ta novost
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Tablica 3.2: Cˇestotna razdioba grozdova prema broju dokumenata u grozdo-
vima
broj dokumenata broj grozdova
1 821
2 155
3 98
4 38
5 42
6 19
7 14
8 6
9 4
10 6
11 2
12 2
13 1
14 4
15 2
16 1
22 1
26 1
51 1
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Tablica 3.3: Cˇestotna razdioba dokumenata koji opisuju specificˇan dogadaj
s obzirom na portal na kojemu su objavljeni
portal postotak
sutra.hr 0.766
glas-slavonije.hr 0.605
net.hr 0.518
jutarnji.hr 0.44
javno.com 0.412
poslovni.hr 0.393
seebiz.eu 0.351
totalportal.hr 0.302
index.hr 0.287
dnevnik.hr 0.278
vecernji.hr 0.269
liderpress.hr 0.25
business.hr 0.25
tportal.hr 0.247
rtl.hr 0.231
nacional.hr 0.227
mojportal.hr 0.225
hrt.hr 0.143
objavljuje, odnosno je li fenomen objavljivanja specificˇnih novosti uniformno
razdjeljen. Iz tog je razloga u tablici 3.3 prikazana cˇestotna razdioba takvih
dogadaja ovisno o portalu na kojemu su objavljeni.
Iz podataka se mozˇe zakljucˇiti kako ocˇita pravilnost ne postoji. Popularni
internetski portali kao i novinski portali slucˇajno su rasporedeni u ovom po-
pisu te se ne mozˇe izvesti nikakav jasan zakljucˇak. Moguc´i problem ovakvog
prikaza podataka jest sˇto je ovdje prikazano koliko neki portal sudjeluje u
masi dokumenata koji opisuju specificˇne dogadaje, a da nije u obzir uzeta ve-
licˇina tog portala. No, poznavajuc´i zastupljenost portala medu dokumentima
u uzorku, odnosno podatke iz tablice 3.1, moguc´e je zakljucˇiti kako zavisnost
varijable portala i kolicˇine objavljenih dokumenata koji opisuju specificˇan
dogadaj ne postoji.
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3.1.3 Neki problemi, odnosno odluke donesene pri oz-
nacˇavanju
Pri rucˇnom oznacˇavanju uzorka primijec´eni su odredeni problemi. Osnovni
problem redovito jest odrediti granicu nekog dogadaja. Primjerice, u slucˇaju
paljenja hrvatske zastave od strane slovenskih vojnika u dokumentima se
govori o sljedec´im poddogadajima:
• dokumenti koji govore o paljenju zastave od strane slovenskih vojnika
• dokumenti koji prenose ocˇitovanje slovenskog Ministarstva obrane da
slovenski vojnici nisu palili zastavu
• dokumenti koji govore o tome da zastavu nije zapalio slovenski vojnik,
vec´ njegovi prijatelji
• dokument koji govori o prigovorima slovenskih turista na prvomajske
praznike provedene u Hrvatskoj te spominjanje incidenta sa zastavom
u posljednjem odlomku
Kako je prihvac´ena pretpostavka da pojedini dokument opisuje jedan
dogadaj, odnosno da se u ovom doktorskom radu dokument smatra je-
dinicˇnom mjerom informacije, nemoguc´e je ove poddogadaje proglasiti
dogadajima.
Redoviti je problem takoder situacija kada se u dokumentu d1 izvjesˇtava
o dogadajima do1 i do2, dok se u dokumentu d2 izvjesˇtava o dogadaju do1, a
u dokumentu d3 o dogadaju do2. U svim se slucˇajevima poput toga ljudski
oznacˇitelji vode pravilom cˇestote, odnosno pokusˇavaju dokumente podijeliti
na dogadaje na nacˇin da sˇto cˇesˇc´e bude zadovoljen uvjet da je u jednom
grozdu maksimalno puno opisa jedinicˇnog dogadaja. Tako c´e se u slucˇaju
prethodnog primjera, ako se bitno cˇesˇc´e o dogadajima do1 i do2 izvjesˇtava u
istom dokumentu, ti dogadaji smatrati jednim jedinicˇnim dogadajem.
Stvarni primjer neoptimalnog preklapanja dogadaja i dokumenata kakav
je prije opisan jest i slucˇaj sastanka Ive Sanadera, poslodavaca i sindika-
ta. U nizu dokumenata koji opisuju taj dogadaj izvjesˇtava se o sljedec´im
poddogadajima:
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• socijalno partnerstvo
• konkurentnost gospodarstva
• devalvacija kune
• fiskalna politika
• politika zaposˇljavanja
• odredivanje minimalca
• cijena benzina
• saborske mirovine
Isto se tako, primjerice, podatak da je Slaven Bilic´ produzˇio ugovor i
objavio popis reprezentacije te cˇudenje zbog poziva Sharbiniju smatraju istim
dogadajem s reakcijom Ladic´a, Sharbinija, Leke i drugih.
Samo se u rijetkim situacijama, kada, primjerice samo jedan dokument
spaja dva dogadaja, ti dogadaji smatraju odvojenima te se doticˇni dokument
priklanja onom dogadaju o kojemu se viˇse govori u dokumentu.
3.1.4 Testiranje heuristika na zlatnom standardu
U nastavku se istrazˇuju heuristike uvedene u poglavlju 1.2, i to in vitro,
dakle nad podacima, a ne in vivo, odnosno u nekoj stvarnoj situaciji. Dvije
pretpostavljene heuristike su sljedec´e:
1. podaci o jednom dogadaju se pretezˇno objavljuju u istom danu
2. isti dogadaj se ne objavljuje dva puta na istom portalu
Prva heuristika
Prva heuristika pretpostavlja da su cˇlanci koji opisuju isti dogadaj objavljeni
istog dana. Prvo mjerenje koje je ucˇinjeno na uzorku jest racˇunanje postotka
dokumenata koji nisu sami u grozdu te su objavljeni istog dana kao i vec´ina
dokumenata u tom grozdu.
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Osnovni problem ovakve analize je taj sˇto se mjerenje vrsˇi nad onime
sˇto jest u uzorku, dok se ne zna sˇto u uzorak zbog njegovog vremenskog
ogranicˇenja nije usˇlo. Naime, mjerec´i koji je najcˇesˇc´i dan objave u nekom
grozdu, izostavlja se sve dane koji nisu u uzorku, odnosno zanemaruje se
dokumente koji su objavljeni prije 4., odnosno poslije 6. svibnja. Iz tog se
razloga nude razlicˇiti pristupi provjere prve heuristike:
1. mjerenje se mozˇe vrsˇiti nad svim grozdovima s viˇse od jednog doku-
menta, tako je za ocˇekivati najpovoljniji rezultat s obzirom na prvu
heuristiku, naime, zanemaruje se cˇinjenica da se time povec´ava vjero-
jatnost da c´e biti istrazˇivani dogadaji o kojima se objavljuje i izvan
vremenskog prozora od 4. do 6. svibnja
2. mjerenje se mozˇe vrsˇiti nad grozdovima cˇija je vec´ina dokumenata
objavljena 5. svibnja, ovakvim se pristupom mozˇe ocˇekivati srednji re-
zultat, no on predstavlja najbolju logicˇku procjenu, naime, tako postoji
najvec´a vjerojatnost da su uzeti dogadaji zaista vezani uz 5. svibnja
3. mjerenje se mozˇe vrsˇiti i nad grozdovima koji sadrzˇe barem jedan cˇlanak
objavljen 5. svibnja, ovaj c´e pristup generirati najnepovoljniji rezultat,
izvedbeno je to najbolja procjena iz razloga sˇto se u praksi tako odabiru
dokumenti
Rezultati mjerenja ovim trima pristupima prikazani su u tablici 3.4.
Sˇto se broja grozdova ticˇe, rezultati su kao i ocˇekivani - najviˇse se grozdova
istrazˇuje ako se uzmu u obzir svi viˇsecˇlani grozdovi iz sva tri dana. Najmanje
grozdova obuhvac´a pristup gdje se odabiru samo grozdovi koji sadrzˇe vec´inu
dokumenata objavljenih 5. svibnja. Trec´i pristup sadrzˇi srednji broj groz-
dova, on, naime, ukljucˇuje sve viˇsecˇlane grozdove koji posjeduju dokument
objavljen 5. svibnja.
Broj dokumenata takoder odgovara pretpostavkama. On zapravo prati
prijeopisani broj grozdova.
Sˇto se ticˇe postotka zadovoljavanja prve heuristike, ovdje su rezultati isto
kao i ocˇekivani. Kao najpovoljniji pristup za dokazivanje heuristike pokazuje
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Tablica 3.4: Mjerenja nad uzorkom vezana uz prvu heuristiku izvrsˇena trima
definiranim nacˇinima
1 2 3
broj grozdova 397 167 210
broj cˇlanaka objavljenih isti dan 1,358 544 742
sveukupni broj cˇlanaka 1,582 650 957
postotak 0.858 0.837 0.775
se prvi iz razloga sˇto on odabire sve viˇsecˇlane grozdove. Njegov se rezul-
tat mozˇe smatrati preoptimisticˇnim iz razloga sˇto zahvac´a zasigurno mnoge
dogadaje koji imaju cˇlanove objavljene prije, odnosno poslije vremenskog
prozora uzorka te to rezultat cˇini pretjerano optimisticˇnim. Drugi pristup
daje srednji rezultat te se mozˇe, sˇto se ticˇe prirode problema, smatrati naj-
realnijim. Tom su metodom odabrani grozdovi, odnosno dogadaji za koje se
mozˇe pretpostaviti da su zaista povezani s doticˇnim datumom. Trec´i pristup
daje najslabiji rezultat, no za pretpostaviti je da je taj pristup najrealni-
ji sˇto se ticˇe buduc´e metode rjesˇavanja problema. Naime, primjenom prve
heuristike pronalazˇenje dogadaja vrsˇit c´e se nad svim dokumentima koji su
objavljeni u odredenom vremenskom prozoru.
Generalno je moguc´e zakljucˇiti kako je drugi pristup najrealniji sˇto se
samog fenomena ticˇe te da on dokazuje ispravnost heuristike u 84 posto
slucˇajeva.
Nadalje je istrazˇeno postoji li zavisnost varijable velicˇine grozda od
cˇinjenice u kojem postotku zadovoljava prvu heuristiku. Za ocˇekivati je da
c´e vec´i grozdovi imati viˇse dokumenata objavljenih drugih dana. Kao sˇto
je prije odlucˇeno, primijenjena je druga metoda odabira grozdova, odnos-
no odabrani su samo oni grozdovi cˇiji su dokumenti vec´inom objavljeni 5.
svibnja. Rezultati ovog eksperimenta prikazani su u tablici 3.5.
Iz podataka prikazanih u tablici nije moguc´e uocˇiti povezanost tih dviju
varijabli. Numericˇki dokaz nepovezanosti je mjera korelacije varijabli ve-
licˇine grozda (VG) i postotka pozitivnih dokumenata (PP), tj. dokumenata
objavljenih istog datuma. Korelacija, naime, iznosi 0.02, dakle vrlo je niska.
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Tablica 3.5: Zavisnost velicˇine grozdova od postotka zadovoljenja druge he-
uristike kroz velicˇinu grozda (VG), broj pozitivnih primjera (BP), broj pri-
mjera (B) i postotak pozitivnih primjera (PP)
VG BP B PP
2 121 152 0.796
3 84 93 0.903
4 57 72 0.792
5 62 70 0.886
6 35 42 0.833
7 38 42 0.905
8 16 16 1.0
9 14 18 0.778
10 30 30 1.0
11 20 22 0.909
12 11 12 0.917
14 23 28 0.821
15 7 15 0.467
16 13 16 0.813
22 13 22 0.591
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Tablica 3.6: Deset dogadaja s najmanjim postotkom novosti objavljenih u
istom danu (VG - velicˇina grozda, PP - postotak pozitivnih)
dogadaj VG PP
Slovenci zapalili hrvatsku zastavu 15 0.4667
stanje novcˇanih fondova 4 0.5
pijanom britanskom paru oduzeta djeca u Portugalu 4 0.5
ruski zakon o ogranicˇavanju stranih ulaganja 6 0.5
pocˇetak sudenja dr. Sˇimic´u 22 0.591
Tereza Kesovija ne nastupa na HRF-u 5 0.6
zapocˇeta obrana bosanskih Hrvata 6 0.667
Mesic´ planira sazvati sjednicu Vlade 9 0.667
zabrana pusˇenja u domovima umirovljenika 7 0.715
bijeli sˇtrajk u T-HT-u 14 0.714
Moguc´a argumentacija ovih podataka je ta da vec´i grozdovi zapravo pred-
stavljaju opis dogadaja koji su ocˇito vazˇniji. Za manje se grozdove mozˇe pret-
postaviti da opisuju manje vazˇne dogadaje. Kako se mozˇe ocˇekivati da c´e vec´i
grozdovi biti rasprsˇeniji tako se mozˇe i pretpostaviti da su manji grozdovi,
tj. manje zanimljivi dogadaji manje aktualni te da njihovo objavljivanje nije
toliko gusto.
Kako bi se dalje istrazˇio razlog neobjavljivanja istog dogadaja u istom
danu ispisano je 10 dogadaja s najmanjim postotkom objavljivanja u istom
danu uz uvjet da grozd sˇto sadrzˇi dokumente koji opisuju dogadaj sadrzˇi
cˇetiri ili viˇse dokumenata. Rezultati tog mjerenja prikazani su u tablici 3.6.
Iz rezultata je vidljivo kako se kod manjih grozdova radi o sporednim
novostima koje nikako nisu dovoljno aktualne da budu obavezno objavljene
sˇto ranije. Kod vec´ih grozdova se radi zapravo o slucˇajevima poput palje-
nja hrvatske zastave od strane Slovenaca te pocˇetka sudenja dr. Sˇimic´u -
dogadajima koji se protezˇu na nekoliko dana i vrlo je tesˇko do nemoguc´e, pa
i pogresˇno, te dogadaje podijeliti na viˇse zasebnih dogadaja.
Nadalje je istrazˇena gustoc´a objavljivanja novosti o nekom dogadaju.
Mjereno je prosjecˇno vrijeme izmedu dvije novosti u cijelom uzorku. Ono
iznosi 200.95 minuta, odnosno nesˇto viˇse od 3 sata sa standardnom devijaci-
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Tablica 3.7: Odnos velicˇine grozdova (VG) i prosjecˇne udaljenosti (PU)
izmedu dvije objavljene novosti
VK PU
2 409.947
3 203.127
4 273.625
5 149.551
6 201.854
7 112.703
8 73.925
9 164.832
10 40.553
11 99.32
12 147.759
14 134.235
15 149.875
16 140.398
22 140.993
jom od 328.18.
Sˇto se ticˇe aritmeticˇke udaljenosti prve i posljednje novosti u grozdu, ona
iznosi 434.59 minute, odnosno nesˇto viˇse od 7 sati sa standardnom devijaci-
jom od 430.22.
Nadalje je istrazˇena zavisnost velicˇine grozdova i gustoc´e objavljivanja
novosti. Rezultati su prikazani u tablici 3.7.
Moguc´e je primijetiti kako je prosjecˇna udaljenost prilicˇno konstantna uz
iznimku malih grozdova gdje prosjecˇna udaljenost raste. Ovi podaci su josˇ
jedan dokaz o tome kako je tendencija da manji grozdovi opisuju ocˇito manje
aktualne dogadaje cˇime prosjecˇna udaljenost objavljivanja izmedu dokume-
nata raste.
Nadalje je prikazana zavisnost velicˇine grozda i udaljenosti prve i posljed-
nje novosti u grozdu. Ti su podaci prikazani u tablici 3.8.
Iz ovih rezultata mozˇe se zakljucˇiti da je prosjecˇna udaljenost izmedu prve
i posljednje novosti konstanta sˇto je, uzevsˇi u obzir broj dokumenata u tim
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Tablica 3.8: Odnos velicˇine grozdova (VG) i prosjecˇne udaljenosti (PU)
izmedu prve i posljednje objavljene novosti
VG PU
2 409.947
3 359.802
4 500.874
5 495.348
6 597.843
7 676.219
8 517.475
9 598.658
10 364.978
11 273.2
12 185.35
14 305.058
15 658.25
16 665.967
22 80.85
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Tablica 3.9: Rezultati analize uzorka s obzirom na drugu pretpostavljenu
heuristiku
broj grozdova 397
sveukupni broj cˇlanaka 1,582
broj cˇlanaka s jedinstvenog portala u grozdu 1,358
postotak cˇlanaka s jedinstvenog portala u grozdu 0.858
grozdovima, josˇ jedan dokaz kako su manji grozdovi sˇiri, a vec´i uzˇi.
Zakljucˇno se o prvoj heuristici mozˇe rec´i da ona analizom uzorka poda-
taka prilicˇno cˇvrsto stoji, tj. da cˇlanci pokazuju tendenciju da budu objav-
ljeni unutar istog dana. Prva heuristika vrijedi u slucˇaju viˇse od 80 posto
viˇsecˇlanih grozdova. Sˇto se rasprsˇenosti dokumenata unutar grozdova ticˇe,
jaka pravilnost je da su manji grozdovi u pravilu rasprsˇeniji od velikih grozdo-
va. To navodi na zakljucˇak kako manji grozdovi opisuju manje bitne dogadaje
pa se time o dogadaju u razlicˇitim izvorima ne izvjesˇtava toliko brzo, dok se
kod vec´ih grozdova radi o vazˇnijim dogadajima pa je i njihovo objavljivanje
vremenski gusˇc´e.
Druga heuristika
Druga heuristika pretpostavlja da se o jednom dogadaju ne izvjesˇtava na viˇse
od jednog portala. Rezultati analize te heuristike na uzorku viˇsecˇlanih groz-
dova prikazani su u tablici 3.9. Od 1,218 grozdova u uzorku, 821 sadrzˇi samo
jedan dokument te nije ukljucˇen u ovu analizu. Tako preostaje 397 grozdova.
Od pocˇetnog broja dokumenata od 2,403 dokumenta ostaje ih 1,582. U tom
uzorku broj cˇlanaka sˇto je s jedinstvenog portala u grozdu jest 1,358. To
znacˇi da je otprilike 86 posto dokumenata u uzorku, zanemarivsˇi dokumente
koji se sami nalaze u grozdu, jedini dokument u grozdu s odredenog portala,
odnosno da u tom postotku slucˇajeva druga heuristika vrijedi.
Krajnji je zakljucˇak vezan uz analizu dviju heuristika, odnosno njihovu
in vitro evaluaciju da obje heuristike pokazuju vrlo jasne afirmacijske tren-
dove te da su sigurno vrijedne daljnjeg empirijskog istrazˇivanja na zadatku
pronalazˇenja dogadaja, odnosno in vivo evaluacije.
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3.2 Varijable koje se istrazˇuju
Varijable koje se istrazˇuju u ovom doktorskom radu su sljedec´e:
• algoritam grozˇdenja (AG)
• mjera udaljenosti (MU)
• pretpostavljene heuristike (PH)
• mjera tezˇine svojstava (MTS)
• metode odredivanja i odabira svojstava
– utjecaj interpunkcija (UI)
– utjecaj velicˇina slova (UVS)
– vazˇnost naslova (VN)
– iskljucˇivanje hapax legomena (IHL)
– iskljucˇivanje funkcijskih rijecˇi (IFR)
– korjenovanje (K)
– morfosintakticˇko oznacˇavanje (MO)
– prepoznavanje osobnih imena (POI)
– statisticˇki znacˇajni digrami (SZD)
• utjecaj velicˇine korpusa na IDF mjeru (VIDF)
Vec´ina ovih varijabli je nominalna. Primjerice, varijabla algoritma
grozˇdenja sastoji se od cˇetiri moguc´e vrijednosti - hijerarhijskog algoritma
potpunom vezom, hijerarhijskog algoritma prosjecˇnom vezom, hijerarhijskog
algoritma pojedinacˇnom vezom te algoritma jednim prolaskom pojedinacˇnom
vezom.
Odredeni se dio varijabli zapravo sastoji i od podvarijabli, odnosno para-
metara. Tako se, usporedujuc´i razlicˇite algoritme grozˇdenja, odnosno vrijed-
nosti varijable AG za svaku vrijednost treba optimizirati vrijednost parame-
tra praga p.
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Neke su varijable i binarne. Primjerice, varijabla pretpostavljenih heuris-
tika se zapravo sastoji od dvije binarne podvarijable - primjene heuristike H1
i primjene heuristike H2. Naime, te dvije varijable nose vrijednost istinitosti
ili neistinitosti.
Kako je broj varijabli, podvarijabli i parametara velik te kako bi karte-
zijev produkt kombinacije vrijednosti varijabli i parametara kao posljedicu
imao vrlo velik broj potrebnih eksperimenata, u pojedinom c´e se eksperimen-
tu raditi s jednom ili jednim dijelom varijabli, dok c´e druge biti zakljucˇane
na odredenoj vrijednosti. Moguc´a procjena potrebnog broja eksperimenata
prema moguc´im vrijednostima varijabli prema prethodnoj podjeli bez pro-
cjene parametara je ugrubo 4 ∗ 6 ∗ 2 ∗ 2 ∗ 5 ∗ 2 ∗ 3 ∗ 5 ∗ 2 ∗ 3 ∗ 3 ∗ 2 ∗ 2 ∗ 2 sˇto
bi odgovaralo 2.073.600 eksperimenata. Odluku o tome koje c´e se varijable
zajedno istrazˇivati treba temeljiti na prirodi medusobnog utjecaja varijabli,
odnosno njihove nezavisnosti. Dokazivanje nezavisnosti varijabli izlazi iz po-
drucˇja interesa ovog doktorskog rada te se iz tog razloga ta odluka temelji
na intuitivnom poznavanju prirode problema. Redoslijed, odnosno odluka o
zajednicˇkom, tj. odvojenom eksperimentiranju varijablama donosit c´e se u
tijeku eksperimenta ovisno o dotadasˇnjim rezultatima.
Redoslijed eksperimentiranja varijablama je odreden intuicijom vazˇnosti
optimalne vrijednosti varijable na cijeli zadatak. Iz tog se razloga prvo ekspe-
rimentira algoritmom grozˇdenja sˇto je zapravo i najvazˇniji korak u rjesˇavanju
cjelokupnog zadatka.
Vec´ je recˇeno kako c´e varijable nad kojima se trenutno ne eksperimentira
biti zakljucˇane na odredenim vrijednostima. U slucˇaju da je s nekom vari-
jablom vec´ eksperimentirano te je pronadena njena optimalna vrijednost, ta
c´e varijabla do daljnjega imati upravo tu vrijednost. Do tada c´e ona imati
vrijednost koja se mozˇe pretpostaviti kao optimalna ili koja pojednostavljuje
istrazˇivanje.
U nastavku je dan kratak opis svake varijable s pretpostavljenom vrijed-
nosti.
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3.2.1 Varijable procesa grozˇdenja
U nastavku c´e biti prikazane varijable procesa grozˇdenja. To su
• varijabla algoritma grozˇdenja (AG)
• varijabla mjere udaljenosti izmedu vektora (MU)
• varijabla primjene heuristika u procesu grozˇdenja (PH)
• varijabla mjere tezˇine svojstava u formalnom prikazu dokumenta
(MTS)
U nastavku c´e svaka od ovih varijabli biti poblizˇe opisana.
Varijabla algoritma grozˇdenja (AG)
Bit c´e usporedena cˇetiri algoritma grozˇdenja:
• algoritam jednim prolaskom pojedinacˇnom vezom
• hijerarhijski algoritam potpunom vezom
• hijerarhijski algoritam prosjecˇnom vezom
• hijerarhijski algoritam pojedinacˇnom vezom
Viˇse o ovim algoritmima je recˇeno u poglavlju 2.4.
Ova se varijabla istrazˇuje kao prva iz tri razloga:
• postupak grozˇdenja je centralni postupak u rjesˇavanju problema pro-
nalazˇenja dogadaja te se na njega zato obrac´a posebna pazˇnja
• ova varijabla sa sobom nosi dodatni parametar praga koji uvelike
uvec´ava broj potrebnih eksperimenata te se zato taj parametar po-
kusˇava ustaliti sˇto je prije moguc´e
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Ta c´e varijabla, jednom istrazˇena, do kraja istrazˇivanja biti zakljucˇana
na svojoj optimalnoj vrijendosti. Za primijetiti je da parametar p nec´e moc´i
biti zakljucˇan iz razloga sˇto c´e, primjerice, razlicˇite mjere udaljenosti vektora
davati vrijednosti u razlicˇitim intervalima te se nec´e moc´i pretpostaviti da
je vrijednost parametra p nezavisna o vrijednosti varijable mjere udaljenosti
(MU).
Dok c´e se ova varijabla istrazˇivati, sve c´e druge varijable biti zakljucˇane
na svojim pretpostavljenim vrijednostima. Te c´e vrijednosti biti navedene u
nastavku uz kratki opis samih varijabli.
Varijabla mjere udaljenosti (MU)
Nominalna varijabla mjere udaljenosti u ovom israzˇivanju ima sljedec´e mo-
guc´e vrijednosti:
• Manhattan udaljenost
• Euklidova udaljenost
• kosinusna mjera
• Jaccard koeficijent
• Dice koeficijent
• Jensen-Shannon odstupanje
Ove mjere udaljenosti su detaljnije opisane u poglavlju 2.3, a pretpostav-
ljena vrijednost ove varijable je kosinusna mjera.
Varijabla primjene heuristika (PH)
Dvije su pretpostavljene heuristike u poglavlju 3.1.4:
1. H1 - podaci o jednom dogadaju se pretezˇno objavljuju u istom danu
2. H2 - na nekom se portalu o istom dogadaju ne izvjesˇtava dva puta
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U poglavlju 3.1.4 te su varijable i testirane na podacima, odnosno in vitro.
U sklopu ovih eksperimenata bit c´e provedena i provjera na zadatku, odnosno
in vivo.
Binarne podvarijable varijable PH su PH1 - varijabla primjene prve he-
uristike i PH2 - varijabla primjene druge heuristike.
Pretpostavljena vrijednost varijable PH1 je pozitivna, dok je pretpostav-
ljena vrijednosti PH2 negativna. Razlog vrijednosti varijable PH1 je cˇisto
pragmaticˇke prirode - omoguc´uje da se svi dotadasˇnji eksperimenti provode
samo nad uzorkom pojedinog dana sˇto ogranicˇava broj dokumenata, odnosno
broj podatkovnih tocˇaka te ne vodi do kombinatorne eksplozije. Naime, broj
kombinacija koje algoritam za grozˇdenje mora usporediti, i to ponekad i viˇse
puta, jest n ∗ (n− 1)/2. Pretpostavljena vrijednost druge varijable je nega-
tivna iz dva razloga - prirodnije je ne primjenjivati nedokazanu heuristiku te
je usto to i algoritamski jednostavnije.
Varijabla mjere tezˇine svojstava (MTS)
Bit c´e eksperimentirano s iduc´im moguc´im vrijednostima nominalne varijable
mjere tezˇine svojstava (MTS):
• vjerojatnost
• uvjetna vjerojatnost
• pojedinacˇna medusobna informacija
• TF-IDF mjera
• t-test mjera
Viˇse je o tim mjerama recˇeno u poglavlju 2.2.2. Pretpostavljena vrijednost
ove varijable je najcˇesˇc´e koriˇstena mjera - TF-IDF.
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3.2.2 Varijable odredivanja svojstava na razini pojav-
nica
U nastavku c´e biti prikazane varijable odredivanja svojstava na razini po-
javnica. Naime, u najjednostavnijem modelu formalnog prikaza dokumenta,
dokument se prikazuje kao vektor pojavnica koje dokument sadrzˇi. Postoji
moguc´nost intervencije u taj popis tako da se, primjerice,
• iskljucˇe interpunkcije
• sacˇuva informacija o velicˇini slova ili ona pak zanemari
• pojavnice iz naslova ponove odredeni broj puta
Varijable koje istrazˇuju ova pitanja poblizˇe su prikazane u nastavku.
Varijabla utjecaja interpunkcija (UI)
Prva varijabla odredivanja svojstava je binarna koja istrazˇuje utjecaj inter-
punkcija. Zˇeli se istrazˇiti pospjesˇuje li rjesˇavanje zadatka ukljucˇivanje inter-
punkcija kao svojstava. Pretpostavljena vrijednost ove varijable je negativna.
Varijabla utjecaja velicˇine slova (UVS)
Druga varijabla odredivanja svojstava je ona utjecaja velicˇine slova. Zˇeli se
istrazˇiti nacˇin na koji je optimalno prikazati pojavnice kao svojstva - uzevsˇi
u obzir velicˇinu slova ili ne. Postoje tri moguc´e vrijednosti ove nominalne
varijable:
• pojavnice se prikazuju kao u originalu
• pojavnice se prikazuju malim slovima
• pojavnice se prikazuju slovima odredenima jendostavnim statisticˇkim
modelom
Pretpostavljena vrijednost ove varijable je da se pojavnice prikazuju ma-
lim slovima.
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Varijabla vazˇnosti naslova (VN)
Zˇeli se istrazˇiti koliko su vazˇne pojavnice iz naslova. Primjenjuje se jednos-
tavna metoda - svaka pojavnica iz naslova se ponavlja u formalnom zapisu
n puta.
Pretpostavljena vrijednost ove diskretne varijable je 3.
3.2.3 Varijable odabira svojstava na razini pojavnica
Jednom kada su odredena svojstva kojima se dokument zˇeli prikazati, moguc´e
je u taj popis intervenirati odabirom samo onih svojstava koja zadovoljavaju
neki uvjet. Tako je moguc´e
• iskljucˇiti svojstva koja se pojavljuju samo jednom
• iskljucˇiti svojstva koja ne posjeduju statisticˇku razlikovnost
Utjecaj takvih postupaka istrazˇuju varijable prikazane u nastavku.
Varijabla iskljucˇivanja hapax legomena (IHL)
Ovom binarnom varijablom se zˇeli istrazˇiti utjecaj iskljucˇivanja hapax lego-
mena iz popisa svojstava. Pretpostavljena vrijednost ove varijable je nega-
tivna.
Varijabla iskljucˇivanja funkcijskih rijecˇi (IFR)
Ovom se varijablom iz popisa svojstava iskljucˇuju pojavnice koje nemaju
dostatnu razlikovnu vrijednost u razlikovanju jednog dokumenta od drugih.
Osnovna mjera koja c´e se koristiti za razinu razlikovnosti je IDF. Ta se varija-
bla ustvari sastoji od dvije ordinalne podvarijable prikazujuc´i rang u popisu
pojavnica prema pripadajuc´em IDF-u koje se ne ukljucˇuju u popis svojstava.
Bit c´e eksperimentirano s raznim rangovima.
Pretpostavljena vrijednost obje varijable je 0, odnosno a priori se funk-
cijske rijecˇi ne iskljucˇuju.
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3.2.4 Ostale varijable odredivanja i odabira svojstava
Ostale metode odredivanja i odabira svojstava koje kao svojstva ne ukljucˇuju
samo pojavnice su sljedec´e:
• korjenovanje
• morfosintakticˇko oznacˇavanje
• prepoznavanje osobnih imena
• odredivanje statisticˇki znacˇajnih digrama
U nastavku c´e biti prikazane varijable koje istrazˇuju ove moguc´nosti.
Varijabla korjenovanja (K)
Nominalnom varijablom korjenovanja se istrazˇuje utjecaj postupka korje-
novanja pojavnica na konacˇni rezultat. Naime, morfolosˇkom unifikacijom
postizˇe se moguc´nost da se sva pojavljivanja nekog leksema bez obzira na
oblik smatraju istim svojstvom. Svaka unifikacija, naravno, sa sobom nosi i
odredenu pogresˇku. Usto, specificˇnost oblika pojavnice isto je oblik informa-
cije koja se ovom unifikacijom gubi. Tri moguc´e vrijednosti ove nominalne
varijable su
• korjenovanje se ne provodi
• provodi se jednostavno korjenovanje nezavisno o jeziku
• provodi se kompleksnije korjenovanje prilagodeno hrvatskom jeziku
Pretpostavljena vrijednost ove varijable jest da se ne provodi nikakvo
korjenovanje.
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Varijabla morfosintakticˇkog oznacˇavanja (MO)
Binarna varijabla morfosintakticˇkog oznacˇavanja istrazˇuje utjecaj prethod-
nog statisticˇkog morfosintakticˇkog oznacˇavanja uzorka - naprednije metode
morfolosˇke normalizacije od prethodno opisanog korjenovanja. Pri morfosin-
takticˇkom oznacˇavanje se, naime, u pravilu odreduje tocˇna morfosintakticˇka
kategorija pojavnice kao i njoj pripadajuc´a lema. To se, naravno, za raz-
liku od korjenovanja, cˇini pomoc´u konteksta u kojemu se pojavnica pojav-
ljuje. Usto se koristi i morfolosˇki leksikon koji nudi pocˇetni popis moguc´ih
morfolosˇkih tumacˇenja pojavnice. Statisticˇkim modelom koji je prethod-
no istreniran na oznacˇenom uzorku se vrsˇi razrjesˇavanje morfosintakticˇke
viˇseznacˇnosti.
Morfosintakticˇko oznacˇavanje koriˇsteno u ovom doktorskom radu
plod je rada Zavoda za lingvistiku Filozofskog fakulteta u Zagrebu
[Agic´ and Tadic´, 2006]. Pretpostavljena vrijednost ove varijable je negativ-
na.
Varijabla prepoznavanja osobnih imena (POI)
Takoder binarna varijabla prepoznavanja osobnih imena istrazˇuje utjecaj
prethodnog prepoznavanja imena tvrtki i osoba na zadatak pronalazˇenja
dogadaja. Zadatak prepoznavanja osobnih imena rijesˇen je od strane Za-
voda za poslovna istrazˇivanja od kojega je uzorak i dobiven.
Pretpostavljena vrijednost ove varijable je negativna.
Varijabla statisticˇki znacˇajnih digrama (SZD)
Varijabla statisticˇki znacˇajnih digrama istrazˇuje utjecaj viˇsecˇlanih izraza na
dani zadatak. Postoje dva najcˇesˇc´a nacˇina rada s izrazima iznad razine rijecˇi:
• statisticˇki - pronalaze se pojavnice cˇije supojavljivanje nije statisticˇki
slucˇajno
• lingvisticˇki - nakon morfosintakticˇke analize teksta vrsˇi se sintakticˇka
te se pronalaze imenicˇne i glagolske sveze razdjeljivanjem (engl. chun-
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king), odnosno te se fraze spajaju u sintakticˇku recˇenicˇnu strukturu
(engl. sentence parsing).
Kako su jezicˇni alati za hrvatski jezik na sintakticˇkoj razini trenutno tek
u nastanku, u ovom se doktorskom radu eksperimentira sa statisticˇkim meto-
dama. Jedna od cˇesˇc´ih statisticˇkih metoda za pronalazˇenje neslucˇajnog supo-
javljivanja pojavnica, odnosno kolokacija jest statisticˇki test hi-kvadrat. Taj
test usporeduje ocˇekivanu i promatranu cˇestotu pojave odredenog n-grama te
na temelju njega odreduje koliko je njihovo supojavljivanje slucˇajno. Osnov-
ni problem hi-kvadrata je taj sˇto on precjenjuje neslucˇajnost supojavljivanja
pojavnica koje se rijetko pojavljuju. Iz tog se razloga u ovom doktorskom
radu racˇuna samo hi-kvadrat digrama cˇija se oba konstituenta pojavljuju
minimalno tri puta. Osnovna formula hi-kvadrata je sljedec´a:
χ2 =
∑
i,j
(Oij − Eij)2
Eij
(3.1)
U slucˇaju racˇunanja hi-kvadrata na digramima iz nekog korpusa za svaki
se digram stvara tablica slucˇajeva (engl. contingency table) te se iz te tablice
iznos hi-kvadrata racˇuna sljedec´om formulom [Manning and Schu¨tze, 1999e]:
χ2 =
N(O11O22 −O12O21)2
(O11 +O12)(O11 +O21)(O12 +O22)(O21 +O22)
(3.2)
Varijabla statisticˇki znacˇajnih digrama se, dakle, istrazˇuje odredivanjem
dvocˇlanih svojstava statisticˇkom metodom hi-kvadrata. Eksperimentira se s
odredivanjem razlicˇitog broja dvocˇlanih izraza, odnosno vrijednosti ordinalne
varijable.
Pretpostavljena vrijednost ove ordinalne varijable je 0.
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3.2.5 Varijabla utjecaja velicˇine referentnog korpusa
na mjeru tezˇine svojstva
Varijablom utjecaja velicˇine referentnog korpusa (VRK) se zˇeli istrazˇiti ujecaj
kolicˇine podataka na kojima se mjeri cˇestota, odnosno neka druga numericˇka
vrijednost vezana uz odredeno svojstvo u referentnom korpusu kako bi se ona
usporedila s cˇestotom, odnosno drugom numericˇkom vrijednosti tog svojstva
u odredenom dokumentu te time izracˇunala mjera tezˇine tog svojstva (MTS).
Mjere tezˇine svojstava koja koriste referentni korpus su
• uvjetna vjerojatnost
• pojedinacˇna medusobna informacija
• TF-IDF mjera
• t-test mjera
Jedina mjera koja ne koristi referentni korpus je vjerojatnost.
Pretpostavljena vrijednost ove kontinuirane varijable je beskonacˇna, od-
nosno koristi se cijeli referentni korpus.
3.3 Evaluacijske mjere koriˇstene u istrazˇi-
vanju
Evaluacijske mjere koriˇstene u ovom istrazˇivanju podrobnije opisane u po-
glavlju 2.5 su sljedec´e:
• cˇistoc´a
• normalizirana medusobna informacija
• rand indeks
• preciznost
• potpunost
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• F1 mjera
• F0.5 mjera
Odluka o koriˇstenim mjerama se oslanja na cˇestotu primjene mjera u
evaluaciji algoritama za grozˇdenje, odnosno algoritama za obradu prirodnog
jezika.
3.4 Gornja i donja granica istrazˇivanja
Gornja i donja granica istrazˇivanja sluzˇe tome da postave moguc´e rezultate
istrazˇivanja u neki okvir - maksimalni moguc´i rezultat te onaj minimalni.
U poglavlju 2.5 je recˇeno da se za gornju granicu ili strop cˇesto koriste po-
gresˇka u zlatnom standardu, odnosno dogovor izmedu oznacˇitelja. U ovom
se istrazˇivanju koristi dogovor izmedu oznacˇitelja.
Kao donju granicu nema smisla koristiti ni slucˇajno rjesˇenje ni ono naj-
frekventnije iz razloga sˇto bi oba pristupa zbog velikog permutacijskog poten-
cijala zadatka dale vrijednosti bliske nuli. Kako ovaj problem nije dovoljno
istrazˇen te u industriji ne postoji neki standard koji bi se mogao koristiti kao
donja granica, donja granica u ovom istrazˇivanju nec´e biti postavljena.
Dogovor izmedu oznacˇitelja (engl. inter-annotator agreement) je mjera
koja pokazuje u koliko se posto slucˇajeva dvoje ili viˇse ljudskih oznacˇitelja
slazˇe u pridruzˇenim oznakama uzorku koji se rucˇno oznacˇava.
Ta mjera pruzˇa uvid u kompleksnost nekog problema, odnosno moguc´nost
rjesˇavanja tog problema od strane cˇovjeka.
Za potrebe racˇunanja te mjere potrebno je imati viˇse oznacˇenih uzoraka.
Iz tog je razloga uz prvi uzorak - zlatni standard koji je oznacˇavan od strane
dvoje studenata - josˇ jedan student dobio zadatak oznacˇiti isti uzorak uz iste
upute. Prvi se uzorak zove Mislav, a drugi Nikola prema imenima studenata
sˇto su oznacˇavali uzorke. Neki usporedni podaci o tim uzorcima prikazani su
u tablici 3.10.
Kako je oznacˇavanjem moguc´e i uklanjati dokumente koji ne odgovara-
ju kriteriju cˇistoc´e dokumenata, za ocˇekivati je razlicˇit broj dokumenata u
jednom, odnosno drugom uzorku. To je potvrdeno podacima prikazanima
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Tablica 3.10: Usporedba broja dokumenata i grozdova u uzorcima za
racˇunanje dogovora izmedu oznacˇitelja
uzorak broj dokumenata broj grozdova
Mislav 2,402 1,217
Nikola 2,414 969
Tablica 3.11: Usporedba broja dokumenata i grozdova u ujednacˇenim uzor-
cima za racˇunanje dogovora izmedu oznacˇitelja
uzorak broj dokumenata broj grozdova prosjecˇna velicˇina (n > 1)
Mislav 2,398 1,214 3.982
Nikola 2,398 955 4.997
u tablici 3.10. Kako bi se uzorci ujednacˇili, iz oba su izbacˇeni dokumenti
koji nisu sadrzˇani u oba uzorka. Usporedni podaci o ujednacˇenim uzorcima
prikazani su u tablici 3.11.
Iz podataka je vidljivo kako se uzorak Nikola sastoji od znatno manjeg
broja grozdova, odnosno da su, ocˇito, pri oblikovanju tog uzorka primijenjeni
liberalniji kriteriji pridruzˇivanja dokumenata u isti grozd. Isto je vidljivo iz
podatka prosjecˇne velicˇine viˇsecˇlanog grozda.
Kako bi se ova dva uzorka mogla usporediti, oni su prikazani na isti nacˇin
kao i pri evaluaciji, naime prikazani su u obliku skupa uredenih parova koji
se sastoje od dva dokumenta iz istog grozda. Dokument sam sa sobom,
naravno, ne ostvaruje vezu, odnosno uredeni parovi redovito sadrzˇe dvije
razlicˇite vrijednosti.
Kako se na isti se nacˇin u istrazˇivanju racˇunaju evaluacijske mjere preciz-
nosti i potpunosti, ovakav nacˇin prikaza dvaju uzoraka za racˇunanje dogovora
izmedu oznacˇitelja je dodatno opravdan.
Pretvaranjem uzoraka u skup veza, broj veza u jednom, odnosno drugom
uzorku prikazan je u tablici 3.12. Razlike u broju veza nisu iznenadujuc´e
imajuc´i na umu manji broj grozdova u uzorku Nikola.
Stvoreni uzorci mogu se sada jednostavno usporediti - promatra se pos-
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Tablica 3.12: Broj veza u uzorcima nakon pretvaranja uzorka u skup veza
uzorak broj veza
Mislav 5,100
Nikola 8,458
Tablica 3.13: Rezultati mjera dogovora izmedu oznacˇitelja DIO1 i DIO2
mjera rezultat
DIO1 0.684
DIO2 0.91
totak identicˇnih, odnosno neidenticˇnih veza.
U ovom su radu koriˇstene dvije mjere dogovora izmedu oznacˇitelja -DIO1
i DIO2 te uzevsˇi u obzir dva skupa veza U1 i U2 izgledaju sljedec´e:
DIO1 =
2 ∗ |U1 ∩ U2|
|U1|+ |U2| (3.3)
DIO2 =
|U1 ∩ U2|
min(|U1|, |U2|) (3.4)
Valja primijetiti kako je mjera DIO1 identicˇna κ koeficijentu - najcˇesˇc´oj
metodi racˇunanja dogovora izmedu oznacˇitelja. Rezultati tih mjera su dani
u tablici 3.13. Iz njih je vidljivo kako je mjera DIO1 daje bitno nizˇi rezultat
od mjere DIO2.
Mjera DIO1 generalno racˇuna objektivniju slicˇnost dvaju uzoraka. Na-
ime, ona racˇuna stvarni presjek svih cˇlanova oba skupa. Druga mjera, DIO2,
pak dijeli duljinu presjeka s duljinom manjeg uzorka, odnosno racˇuna presjek
unije skupova. Prva mjera ne daje objektivan rezultat u slucˇaju velike raz-
like u broju elemenata prvog, odnosno drugog skupa. To jest slucˇaj u ovom
istrazˇivanju, naime iz podataka u tablici 3.12 vidljivo je kako se u uzorku
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Nikola nalazi 65% viˇse veza nego u uzorku Mislav. Iz tog se razloga u ovom
skupu podataka objektivnijom mjerom mozˇe smatrati DIO2. Unatocˇ tome,
mjera DIO1 ukazuje na kompleksnost samog zadatka.
Za gornju granicu, odnosno strop ovog istrazˇivanja, dakle, mozˇe se oda-
brati vrijednost 0.91. Ne smije se zanemariti druga vrijednost - 0.684 - koja
ukazuje na punu kompleksnost ovog zadatka i za cˇovjeka. Donja granica u
ovom istrazˇivanju ne postoji.
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Poglavlje 4
Rezultati istrazˇivanja
U ovom poglavlju prikazani su rezultati istrazˇivanja. Istrazˇuje se niz varijabli
prestavljenih u prosˇlom poglavlju, i to sljedec´im redoslijedom:
• algoritam grozˇdenja (AG) - bit c´e usporedena cˇetiri algoritma
grozˇdenja, tri hijerarhijska i jedan algoritam jednim prolaskom
• mjera udaljenosti (MU) - bit c´e usporedeno sˇest razlicˇitih mjera uda-
ljenosti
• pretpostavljene heuristike (PH) - obje c´e u poglavlju 3.1.4 opisane he-
uristike biti ispitane na danom zadatku
• mjera tezˇine svojstava (MTS) - bit c´e ispitano pet mjera tezˇine svoj-
stava
• metode odredivanja i odabira svojstava
– utjecaj interpunkcija (UI) - bit c´e provjereno ima li smisla
ukljucˇivati interpunkcije u formalni zapis ili ne
– utjecaj velicˇina slova (UVS) - odlucˇit c´e se uzimati li u obzir ve-
licˇinu slova, te ako da, kako
– vazˇnost naslova (VN) - bit c´e odlucˇeno kako vrednovati naslov s
obzirom na tekst
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– iskljucˇivanje hapax legomena (IHL) - bit c´e ispitano kako na rezul-
tat utjecˇe iskljucˇivanje svojstava koja se pojavljuju samo jednom
– iskljucˇivanje funkcijskih rijecˇi (IFR) - bit c´e ispitano kako na rezu-
lat utjecˇe iskljucˇivanje svojstava cˇija je diskriminativna vrijednost
najmanja
– korjenovanje (K) - ispitat c´e se pomazˇe li zadatku jezicˇno nezavis-
no, odnosno jezicˇno zavisno korjenovanje
– morfosintakticˇko oznacˇavanje (MO) - provjerit c´e se pomazˇe li
ukljucˇivanje statisticˇki odredenih morfosintakticˇkih kategorija i le-
ma u popis svojstava
– utjecaj velicˇine korpusa na IDF mjeru (VIDF) - bit c´e istrazˇeno
koliko je podataka potrebno za dobru procjenu IDF mjere svoj-
stava s obzirom na zadatak
– prepoznavanje osobnih imena (POI) - bit c´e ispitano pomazˇe
li prethodno prepoznavanje imena tvrtke ili osobe te njihovo
uvrsˇtavanje u svojstva
– statisticˇki znacˇajni digrami (SZD) - provjerit c´e se pomazˇe li
uvrsˇtavanje statisticˇki znacˇajnih digrama u svojstva
Vrijednosti svih varijabli bit c´e odabrane metodom maksimizacije
odredenih evaluacijskih mjera. Evaulacijske mjere koje c´e takoder biti kri-
ticˇki sagledane su sljedec´e:
• cˇistoc´a
• normalizirana medusobna informacija
• rand indeks
• preciznost
• potpunost
• F1 mjera
• F0.5 mjera
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4.1 Odabir algoritma grozˇdenja
Prva istrazˇivana varijabla u nizu je nominalna varijabla algoritama za
grozˇdenje (AG) koja ima sljedec´e moguc´e vrijednosti:
• algoritam jednim prolaskom pojedinacˇnom vezom - JP
• hijerarhijski algoritam potpunom vezom - H-POTP
• hijerarhijski algoritam prosjecˇnom vezom - H-PROS
• hijerarhijski algoritam pojedinacˇnom vezom - H-POJ
Za svaku moguc´u vrijednost varijable, odnosno u svakom algoritmu pos-
toji slobodni parametar praga p koji je potrebno optimizirati. U prvom
eksperimentu vrijednosti praga su izmedu 0.05 i 1.0 s korakom od 0.05 sˇto
dovodi do 4 ∗ 20 = 80 eksperimenata.
Kao sˇto je navedeno u nacrtu istrazˇivanja, tijekom potrage za optimalnom
vrijednosti jedne varijable, ostale su varijable fiksirane na pretpostavljenoj,
odnosno vec´ optimiziranoj vrijednosti. Tako se varijabla AG istrazˇuje dok
se kao mjera udaljenosti koristi kosinusna mjera, prva se heuristika primje-
njuje, druga se ne primjenjuje, kao mjera tezˇine svojstva se koristi TF-IDF,
interpunkcije ne ulaze u popis svojstava, sve se pojavnice prikazuju malim
slovima, cˇestota svojstava iz naslova se mnozˇi s tri, hapax legomena i funkcij-
ske rijecˇi su ukljucˇene u svojstva, ne vrsˇi se nikakva morfolosˇka normalizacija,
za izracˇun IDF mjere se koristi cijeli korpus, rezultati prepoznavanja osobnih
imena se ne koriste te se u svojstva ne ukljucˇuju statisticˇki znacˇajni digrami.
Recˇeno je da c´e u eksperimentiranju s prve dvije varijable vrijednost vari-
jable prve heuristike biti pozitivna sˇto odskacˇe od svih drugih pretpostavlje-
nih vrijednosti. Takva je odluka donesena zato sˇto ta heuristika cˇini problem
bitno laksˇe izracˇunljivim. Naime, primjenom prve heuristike omoguc´eno je
pronalazˇenje dogadaja vrsˇiti nad uzorkom dokumenata objavljenih unutar
jednog dana.
Prvi je eksperiment proveden na uzorku 5-SVI, dakle nad dokumentima
objavljenima 5. svibnja. Opc´i rezultati usporedbe ova cˇetiri algoritma da-
ni su u tablici 4.1. Iz podataka u tablici je vidljivo da algoritam grozˇdenja
89
Tablica 4.1: Odnos algoritama grozˇdenja s obzirom na maksimalnu mjeru
F0.5 (F0.5), parametar praga (p) i vrijeme izvrsˇavanja (t)
algoritam F0.5 p t
JP 0.787 0.65 6.761
H-POTP 0.76 0.8 2995.641
H-PROSJ 0.779 0.7 2846.576
H-POJ 0.787 0.65 2814.0
jednog prolaska pojedinacˇnom vezom, koji je bitno jednostavniji od hijerar-
hijskih algoritama, u uspjesˇnosti prati hijerarhijske algoritme te ih cˇak lagano
i nadmasˇuje.
Moguc´e objasˇenjenje ovakvog rezultata lezˇi u tome da je prednost hijerar-
hijskih algoritama ta sˇto oni u svojoj kompleksnosti hvataju malene razlike
izmedu odnosa udaljenosti tocˇaka, odnosno prilagodavaju se do sada donese-
nim odlukama o pripadnosti grozdu. Za razliku od toga u ovom problemu se
svaki dokument prikazuje u visokodimenzionalnom prostoru jakom apstrakci-
jom od originalnog dokumenta te male razlike u medusobnim udaljenostima
vjerojatno nisu bitne. Isto tako, hijerarhijski algoritmi pamte redoslijed spa-
janja grozdova sˇto za ovaj zadatak nije bitno.
U ovom su istrazˇivanju mjerene sve predlozˇene mjere uspjesˇnosti. U ta-
blici 4.2 prikazane su vrijednosti svih evaluacijskih mjera za p=0.0 do p=1.0
s korakom od 0.05. Prikazani podaci sluzˇe istrazˇivanju i usporedbi svojstava
svake pojedine evaluacijske mjere na zadatku pronalazˇenja dogadaja.
Cˇistoc´a je maksimalna kad se u svakom grozdu nalaze samo dokumenti
iste klase. Negativna strana ove mjere je ta sˇto c´e, u slucˇaju da je svaki do-
kument u svom grozdu, cˇistoc´a biti maksimalna. To je i vidljivo u tablici 4.2,
naime, kad je prag 0.0, samo se dokumenti s identicˇnim vektorima spajaju u
grozdove te grozˇdenje prestaje. Naravno, ovakav se rezultat ne mozˇe shvatiti
optimalnim te se upravo iz tog razloga cˇistoc´a redovito kombinira s nekom
mjerom koja kazˇnjava preveliki broj grozdova. Cˇistoc´a je, ipak, i dalje rela-
tivno korisna mjera. U tablici 4.2 mozˇemo primijetiti kako ona povec´anjem
praga postepeno pada, a na vrijednosti praga od ∼ 0.7 pocˇinje jacˇe opada-
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Tablica 4.2: Odnos parametra p, evaluacijskih mjera (C - cˇistoc´a, NMI -
normalizirana medusobna informacija, RI - rand indeks, PR - preciznost,
POT - potpunost, F1, F0.5) i vremena (t) pri koriˇstenju algoritma JP
p C NMI RI PR POT F1 F0.5 t
0.0 1.0 0.93 0.997 1.0 0.0 0.0 0.0 7.059
0.05 0.998 0.935 0.997 0.969 0.046 0.089 0.195 7.03
0.1 0.996 0.938 0.997 0.949 0.084 0.154 0.31 6.819
0.15 0.992 0.941 0.997 0.913 0.126 0.221 0.406 6.786
0.2 0.986 0.945 0.998 0.892 0.174 0.291 0.488 6.797
0.25 0.981 0.949 0.998 0.897 0.229 0.365 0.567 6.797
0.3 0.979 0.951 0.998 0.892 0.254 0.395 0.594 6.783
0.35 0.978 0.954 0.998 0.897 0.294 0.443 0.637 6.763
0.4 0.977 0.956 0.998 0.899 0.327 0.479 0.666 6.753
0.45 0.976 0.96 0.998 0.899 0.389 0.543 0.712 6.743
0.5 0.974 0.964 0.998 0.9 0.443 0.594 0.746 6.762
0.55 0.968 0.969 0.998 0.86 0.54 0.664 0.769 6.79
0.6 0.957 0.972 0.999 0.828 0.64 0.722 0.782 6.757
0.65 0.944 0.975 0.999 0.804 0.724 0.762 0.787 6.761
0.7 0.927 0.976 0.999 0.746 0.804 0.774 0.757 6.745
0.75 0.881 0.969 0.997 0.535 0.94 0.682 0.585 6.774
0.8 0.84 0.961 0.996 0.417 0.985 0.586 0.471 6.747
0.85 0.733 0.923 0.984 0.15 0.992 0.261 0.181 6.769
0.9 0.52 0.802 0.901 0.028 0.996 0.054 0.035 6.795
0.95 0.122 0.252 0.221 0.004 1.0 0.007 0.005 6.891
1.0 0.017 0.0 0.003 0.003 1.0 0.006 0.004 7.039
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ti. Cˇistoc´a nam za ovaj primjer govori da je pozˇeljna optimalna vrijednosti
parametra p iznad 0.7.
Normalizirana medusobna informacija je mjera medusobne informacije
normalizirane entropijom izmedu zlatnog standarda i rezulatata eksperimen-
ta, odnosno NMI kazˇnjava vec´i broj grozdova. Tako je sama MI za p = 0.0
jednaka 5.974, te opada s rastom parametra p te na p ∼ 0.7 pocˇinje naglije
opadanje. Na p = 1.0 MI iznosi 0.0. Sama medusobna informacija nasluc´uje,
kao i cˇistoc´a, da je optimalni rezultat negdje ispod 0.7. Entropija zlatnog
standarda je konstantnih 5.974, dok se entropija rezultata krec´e od 6.874 za
p = 0.0 te naglije pocˇinje padati oko p ∼ 0.8 kako bi na p = 1.0 bila na 0.0.
Normalizacijom MI-a s entropijom rezultata i zlatnog standarda dobiva se
mjera koja svoj maksimum postizˇe na p = 0.7 te se na p ∼ 0.8 brzˇe pocˇinje
obrusˇavati prema 0.0 za p = 1.0. Normalizirana medusobna informacija,
dakle, postizˇe plato u podrucˇju izmedu 0.65 i 0.7.
Rand indeks je identicˇan mjeri tocˇnosti iz podrucˇja obrade prirodnog
jezika, odnosno na temelju tablice moguc´nosti racˇuna postotak odluka koje
su tocˇne. U grozˇdenju se tablica moguc´nosti stvara na nacˇin da se sve veze
izmedu dva dokumenta iz rezultata proglase istinito pozitivnima, istinito
negativnima, lazˇno pozitivnima i lazˇno negativnima. Ista se tablica kasnije
koristi za preciznost, potpunost te F mjere. Kod RI mjere je odmah moguc´e
primijetiti njene izrazito visoke vrijednosti koje zapocˇinju na 0.997 te se tek
na p = 0.8 s vrijednosti 0.996 pocˇinju obrusˇavati prema 0. Razlog tomu
je visok broj istinito negativnih parova. Taj je broj toliko velik zato sˇto
istinito negativne parove cˇine veze izmedu svih dokumenata koji nisu u istom
grozdu. Takvih veza u slucˇaju vec´eg broja manjih grozdova ima izrazito
puno, odnosno redovito viˇse nego drugih veza. Unatocˇ visokim vrijednostima,
moguc´e je primijetiti plato RI-a u podrucˇju izmedu 0.6 i 0.7.
Preciznosti i potpunost se klasicˇno suprostavljaju: preciznost je 1.0 kad
je svaki dokument u svom grozdu, odnosno kad je p = 0.0 te pada prema
nuli kako je sve viˇse dokumenata u istom grozdu, dok se potpunost ponasˇa
suprotno - iznosi 0.0 kad je svaki dokument u svome grozdu te raste na 1.0
kako se dokumenti spajaju u sve manji broj grozdova. Te dvije mjere se
redovito ne koriste zasebno, vec´ se promatra njihova tezˇinska harmonijska
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sredina poznata kao Fβ gdje je β parametar koji vazˇe izmedu preciznosti i
potpunosti. Za β = 1 preciznost i potpunost se smatraju jednako vrijednima,
dok se za manji β prednost daje preciznosti, odnosno za vec´i potpunosti. U
tablici 4.2 mjerene su F1 i F0.5. Mjerena je F0.5 zbog prirode zadatka. Naime,
pri prikazu rezultata pronalazˇenja dogadaja neprikazivanje nekog djelomicˇno
slicˇnog dokumenta u grupi dokumenata se mozˇe smatrati manjom pogresˇkom
od prikazivanja dokumenta u grupi gdje mu nije mjesto. Informacijska c´e
potreba i u prvom slucˇaju visoko vjerojatno biti zadovoljena, a rezultati nec´e
biti onecˇiˇsc´eni zalutalim dokumentima. F1 mjera svoj maksimum postizˇe na
p = 0.7, dok F0.5 mjera maksimum postizˇe na p = 0.65.
Vrijeme je u algoritmima jednim prolaskom konstantno za razliku od hi-
jerarhijskih gdje vrijeme raste s parametrom p zbog toga sˇto je potrebno
viˇse iteracija do trenutka zaustavljanja algoritma, sˇto se zbog kompleksnosti
algoritma primjec´uje na izmjerenoj vrijednosti.
Iz usporedbe svih dobivenih vrijednosti moguc´e je zakljucˇiti da je pozˇeljna
vrijednost parametra p za algoritam grozˇdenja jednim prolaskom izmedu 0.6
i 0.7 s prilicˇno jakom tendencijom prema 0.65.
U sklopu ovog skupa eksperimenata zˇelja je provjeriti i koliko je para-
metar p stabilan, odnosno kolikog su opsega potrebni eksperimenti da bi se
on uspjesˇno procijenio. Naime, u istrazˇivanju sljedec´ih varijabli cˇesto c´e biti
potrebno ponovno pronalazˇenje parametra p. Iz tog c´e se razloga u slje-
dec´em eksperimentu s parametrom p eksperimentirati na tri uzorka - 4-SVI,
5-SVI i 6-SVI, odnosno dokumentima objavljenima 4., 5. i 6. svibnja. Prva
grupa ima bitno manji broj entiteta iz razloga sˇto je 4. svibnja 2008. bila
nedjelja, dok je trec´i uzorak slicˇan drugome, tj. onome nad kojime je do
sada eksperimentirano. Kako se u prethodnim eksperimentima F0.5 pokazao
kao najinformativnija mjera, u ovoj c´e grupi eksperimenata biti promatrana
stabilnost te mjere s obzirom na parametar p u sva tri uzorka. Parametar
p se ispituje izmedu vrijednosti 0.5 i 0.8 s korakom od 0.02. Rezultate te
grupe eksperimenata moguc´e je vidjeti u tablici 4.3. Iz tablice je vidljivo da
se maksimalni F0.5 postizˇe oko 0.65 - prethodno pretpostavljene optimalne
vrijednosti parametra p.
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Tablica 4.3: Odnos F0.5 mjere za uzorke 4-SVI, 5-SVI i 6-SVI s obzirom na
parametar p
p 4-SVI 5-SVI 6-SVI
0.5 0.728 0.746 0.699
0.52 0.741 0.755 0.71
0.54 0.743 0.76 0.706
0.56 0.776 0.775 0.712
0.58 0.778 0.781 0.709
0.6 0.765 0.782 0.699
0.62 0.745 0.789 0.71
0.64 0.748 0.791 0.689
0.66 0.755 0.754 0.654
0.68 0.756 0.747 0.61
0.7 0.75 0.757 0.552
0.72 0.763 0.745 0.507
0.74 0.733 0.586 0.482
0.76 0.705 0.562 0.449
0.78 0.667 0.489 0.405
0.8 0.664 0.471 0.236
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Kako bi se istrazˇila stabilnost vrijednosti parametra p, izracˇunata je ko-
relacija varijabli mjere F0.5 nad opisana tri uzorka. Korelacije iznose 0.903,
0.909 te 0.791 sˇto njihovu aritmeticˇku sredinu postavlja na 0.868, odnosno
u jaku korelaciju. Najslabiji koeficijent korelacije je na samoj granici jake
korelacije.
Iz ovog se skupa eksperimenata mozˇe zakljucˇiti kako hijerarhijski algorit-
mi s kvadratnom vremenskom kompleksnosti ne postizˇu bolje rezultate od
bitno jednostavnijeg algoritma jednim prolaskom s linearnom vremenskom
kompleksnosti. Moguc´i razlog tomu je velika razina apstrakcije prikaza do-
kumenata vektorima te visoka dimenzionalnost tih vektora, kao i cˇinjenica
da prednosti hijerarhijskih algoritama - uzimanje u obzir prethodnih odlu-
ka u procesu grozˇdenja kao i njihovo biljezˇenje - zbog prethodno navedenih
razloga nisu vazˇne. Nadalje, istrazˇujuc´i optimalnu vrijednst parametra p za
algoritam jednog prolaska zakljucˇeno je kako je parametar stabilan u raz-
licˇitim uzorcima dosezˇuc´i maksimalnu F0.5 mjeru na slicˇnim vrijednostima i
pokazujuc´i jaku korelaciju vrijednosti F0.5 mjere medu uzorcima. Od mjera
evaluacije sve su se pokazale primjenjivima za izvodenje zakljucˇaka, a kao
najinformativnija mjera s obzirom na prirodu zadatka se pokazao F0.5.
4.2 Odabir mjere udaljenosti
Zahvaljujuc´i zakljucˇcima iz prethodne tocˇke, s varijablom mjere udaljenosti
(MU) c´e se eksperimentirati koristec´i algoritam grozˇdenja jednim prolaskom
i maksimizirajuc´i pritom F0.5 mjeru.
U ovoj se grupi eksperimenata istrazˇuje optimalna mjera za racˇunanje
udaljenosti vektora, odnosno dokumenata uz optimalni parametar p. Sljedec´e
se mjere udaljenosti istrazˇuju:
• Manhattan udaljenost
• Euklidova udaljenost
• kosinusna mjera
• Jaccard koeficijent
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Tablica 4.4: Vrijednost F0.5 s obzirom na vrijednost varijable mjere udalje-
nosti (MU) s optimalnim parametrom p i vremenom t na uzorku 5-SVI
MU F0.5 p t
Manhattan 0.701 4.6 310.415
Euklidova 0.433 0.24 327.8
kosinus 0.791 0.64 143.073
Jaccard 0.793 0.85 668.647
Dice 0.801 0.75 607.364
Jensen-Shannon 0.803 0.95 550.742
• Dice koeficijent
• Jensen-Shannon odstupanje
Kako c´e za razlicˇite mjere udaljenosti za iste vektore rezultati biti dru-
gacˇiji, bit c´e potrebno ponovno odrediti vrijednost parametra p. Eksperiment
se provodi na uzorku 5-SVI za svaku mjeru udaljenosti s parametrima p od
0.0 do maksimalne udaljenosti u dvadesetijednom koraku. U slucˇaju da je
maksimalna udaljenost medu dokumentima strsˇec´i podatak, eksperiment se
ponavlja na manjem rasponu kako bi se dobila vrijednost F0.5 bliska onoj
maksimalnoj. U tablici 4.4 dani su prvi rezultati. Iz njih je vidljivo da je
Euklidova udaljenost gubitnik ovih eksperimenata sˇto se slazˇe s cˇinjenicom
da je glavni problem te mjere izrazita neosjetljivost na ekstremne vrijednos-
ti. Euklidova je udaljenost, naime, stvarna udaljenost izmedu vrhova dvaju
vektora sˇto je cˇini izrazito ranjivom u slucˇaju da neke dimenzije imaju bitno
vec´e vrijednosti od drugih. U formalnom prikazu dokumenata uvijek postoje
razlike u dimenzijama prvenstveno iz razloga razlicˇite duljine dokumenta koji
se prikazuje. Problem strsˇec´ih podataka se rjesˇava normalizacijom vektora
cˇime Euklidova udaljenost postaje identicˇna kosinusnoj mjeri. Manhattan
udaljenost po svojoj prirodi nije toliko osjetljiva na strsˇec´e podatke te daje
bolje rezultate od Euklidove udaljenosti, no i dalje bitno slabije od preos-
tale tri mjere. Kosinus, Jaccard i Dice te Jensen-Shannon odstupanje u
ovom eksperimentu imaju vrlo slicˇan F0.5. Prednost se unaprijed mozˇe dati
kosinusnoj mjeri zbog bitno manjeg vremena izracˇuna od ostalih mjera.
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Tablica 4.5: Vrijednost evaluacijskih mjera NMI, RI, F1 i F0.5 s obzirom
na varijablu mjere udaljenosti (MU) s optimalnim parametrom p na uzorku
4-SVI
MU NMI RI F1 F0.5
kosinus 0.977 0.997 0.8 0.765
Jaccard 0.974 0.997 0.768 0.721
Dice 0.971 0.997 0.742 0.732
Jensen-Shannon 0.974 0.997 0.779 0.761
Kako bi se dodatno istrazˇile moguc´e razlike u uspjesˇnosti ovih mjera,
provedena je dodatna skupina eksperimenata nad manjim uzorkom 4-SVI
pri kojima su biljezˇene evaluacijske mjere NMI, RI, F1 i F0.5. Rezultati
te skupine eksperimenata moguc´e je vidjeti u tablici 4.5. Iz ovih podataka
je vidljivo da je kosinusna mjera redovito lagani pobjednik nad preostale tri
mjere udaljenosti. Iz tog razloga od pocˇetnih 6 mjera udaljenosti odabire se
kosinusna mjera.
Posljednje pitanje vezano uz odabir mjere udaljenosti jest vrijednost para-
metra p pri kojemu se za kosinusnu mjeru udaljenosti te algoritam grozˇdenja
jednog prolaska postizˇe optimalni rezultat. Za izvodenje tog zakljucˇka po-
moc´i c´e rezultati eksperimenata provedeni u prethodnoj tocˇki prikazani u
tablici 4.3 kojom je dokazana stabilnost parametra kroz jaku korelaciju mje-
ra F0.5 s obzirom na parametar p. Mjera F0.5 je koriˇstena iz razloga sˇto se
pokazala najinformativnijom s obzirom na prirodu problema koji se rjesˇava
ovim postupkom. Iz tablice je vidljivo da se za sva tri uzorka maksimalni F0.5
postizˇe oko 0.65 pa je iz tog razloga ta vrijednost odabrana kao optimalna
vrijednost parametra p.
U opisanom je skupu eksperimenata zakljucˇeno kako je za ovaj zadatak
kosinusna mjera najbolja mjera udaljenosti dokumenata. Jaccard i Dice ko-
eficijenti te Jensen-Shannon odstupanje su vrlo blizu toj mjeri, no dosljedno
pokazuju nesˇto slabije rezultate. Manhattan udaljenost pokazuje bitno slabi-
je rezultate, dok je gubitnik ovih eksperimenata Euklidova udaljenost koja se
josˇ jednom potvrdila kao losˇa mjera u slucˇaju postojanja strsˇec´ih vrijednosti,
odnosno velikih razlika u vrijednostima pojedinih dimenzija.
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Kao optimalna vrijednost parametra p odabrana je vrijednost 0.65.
Do sada je, dakle, u potpunosti istrazˇen proces grozˇdenja, odnosno va-
rijable algoritma grozˇdenja (AG) i mjere udaljenosti (MU) te je odabrana
kosinusna mjera udaljenosti i algoritam grozˇdenja jednim prolaskom s vri-
jednosti parametra p jednakoj 0.65.
4.3 Testiranje heuristika na zadatku prona-
lazˇenja dogadaja
U ovom se skupu eksperimenata istrazˇuje varijabla pretpostavljenih heuristi-
ka (PH), odnosno in vivo utjecaj primjene dviju prethodno pretpostavljenih
heuristika na uspjesˇnost obavljanja zadatka pronalazˇenja dogadaja. Do sada
su optimalne vrijednosti odabrane za sljedec´e varijable:
• algoritam grozˇdenja (AG) je algoritam jednim prolaskom s parametrom
p=0.65
• mjera udaljenosti (MU) je kosinusna mjera
Ostale varijable imaju svoje inicijalne vrijednosti definirane na pocˇetku
ovog poglavlja.
Dvije pretpostavljene heuristike su sljedec´e:
1. H1 - podaci o jednom dogadaju se pretezˇno objavljuju u istom danu
2. H2 - na nekom se portalu o istom dogadaju ne izvjesˇtava dva puta
Podvarijable koje se istrazˇuju su
1. PH1 - binarna varijabla primjene prve heuristike
2. PH2 - binarna varijabla primjene druge heuristike
U dosadasˇnjem istrazˇivanju ovih dviju heuristika na oznacˇenom uzorku,
in vitro, dosˇlo se do sljedec´ih zakljucˇaka:
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• prva heuristika na uzorku dokumenata objavljenih u jednom danu i
grozdova cˇija je vec´ina cˇlanaka objavljena tog dana vrijedi u 83.7 posto
slucˇajeva, dakle novosti koje izvjesˇtavaju o nekom dogadaju pokazuju
tendenciju da budu objavljene unutar istog dana
• druga heuristika na uzorku svih dokumenata vrijedi u slucˇaju 85.8%
cˇlanaka
Obje su se heuristike pokazale vrijednima daljnjeg istrazˇivanja te c´e u
ovom skupu eksperimenata biti istrazˇen utjecaj njihove primjene na zadani
problem. U dosadasˇnjim eksperimentima prva je heuristika bila primjenjiva-
na dok druga nije. Naime, prva heuristika omoguc´uje da se eksperimentira
samo na jednom od tri uzorka te se time i sami eksperimenti pojednostavlju-
ju. Broj rezultata mjere udaljenosti koji je preduvjet za algoritam grozˇdenja
jednak je n ∗ (n− 1)/2 ako je n broj entiteta, odnosno raste polinomijalno s
obzirom na broj entiteta n.
Prva c´e heuristika biti testirana nad dokumentima sva tri dana na sljedec´i
nacˇin:
• kad se heuristika primjenjuje, odvojeno c´e se vrsˇiti grozˇdenje za svaki
od tri dana, odnosno
• kad se heuristika ne primjenjuje, grozˇdenje c´e se vrsˇiti zajedno za do-
kumente objavljene u sva tri dana.
U oba c´e se slucˇaja razlicˇitim evaluacijskim mjerama rezultati
usporedivati sa zlatnim standardom.
Druga c´e heuristika biti testirana na uzorku pojedinog dana, tj. s primi-
jenjenom prvom heuristikom, i to na sljedec´i nacˇin:
• kad se heuristika primjenjuje, u odredeni c´e se grozd pusˇtati samo do-
kumenti s razlicˇitih portala
• kad se heuristika ne primjenjuje, u grozdove c´e se pusˇtati dokumenti
bez obzira na izvor
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Tablica 4.6: Evaluacijske mjere i vrijeme izracˇuna mjera udaljenosti (tm) te
vrijeme grozˇdenja (tg) s obzirom na primjenjenost prve heuristike
PH1 C NMI RI PR POT F1 F0.5 tm tg
da 0.935 0.964 0.999 0.735 0.453 0.561 0.654 320.7 18.5
ne 0.894 0.966 0.999 0.575 0.67 0.622 0.593 875.5 128.5
Kao i u slucˇaju prve heuristike, oba c´e rezultata primjene, odnosno ne-
primjene druge heuristike biti usporedena evaluacijskim mjerama sa zlatnim
standardom.
4.3.1 Prva heuristika
Prva heuristika testira se na nacˇin da se u jednoj skupini eksperimenata odvo-
jeno provede grozˇdenje za uzorak svakog dana te da se rezultat grozˇdenja spo-
ji, odnosno da se grozˇdenje provodi nad cijelim uzorkom. Rezultati uspjeha
grozˇdenja za p = 0.65 su prikazani u tablici 4.6.
Iz rezultata je vidljivo da se primjenom prve heuristike postizˇe vec´a preciz-
nost, dok se njenom neprimjenom postizˇe vec´a potpunost. Takvi su rezultati
i ocˇekivani iz razloga sˇto se primjenom heuristike postavlja odredeno ogra-
nicˇenje koje sprijecˇava pogresˇne odluke, odnosno smanjivanje preciznosti.
No, isto tako, s obzirom da se rezultat usporeduje sa zlatnim stadardom koji
spaja i dokumente objavljene razlicˇitih dana, primjena heuristike smanjuje
potpunost iz razloga sˇto nije moguc´e donijeti odluku o spajanju dokumenata
objavljenih razlicˇitih dana, dok je to u slucˇaju neprimjenjivanja heuristike
moguc´e. Kako se do sada mjera F0.5 pokazala najboljom procjenom us-
pjesˇnosti postupka, odnosno kako je preciznost ipak bitnija od potpunosti,
prema evaluacijskim mjerama moguc´e je pretpostaviti da primjena heuristike
donosi bolji rezultat.
Stvari postaju dodatno jasnije kad se pogledaju posljednja dva stupca
u tablici 4.6, odnosno vrijeme racˇunanja mjere udaljenosti (tm) te vrijeme
racˇunanja grozdova (tg). Primjena heuristike smanjuje oba vremena, i to
viˇsestruko. Vrijeme racˇunanja matrice udaljenosti skrac´uje se skoro tri puta,
dok se vrijeme racˇunanja grozdova skrac´uje viˇse od 12 puta. Razlog sma-
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njenju oba vremena lezˇi u polinomijalnom rastu kombinacija dokumenata
(n ∗ (n− 1)/2) s obzirom na broj dokumenata (n). Dijeljenjem skupa doku-
menata u podskupove broj kombinacija dokumenata znatno se smanjuje. Vri-
jeme grozˇdenja se primjenom heuristike viˇse smanjuje od vremena izracˇuna
matrice iz razloga sˇto je pri racˇunanju matrice potrebno izracˇunati kosinusnu
mjeru udaljenosti viˇse parova. Racˇunanje kosinusne mjere racˇunalno je jed-
nostavan zadatak. Suprotno tome, pri grozˇdenju jednim prolaskom se mora
sortirati bitno dulja lista te se prolaskom kroz tu bitno dulju liste moraju
donositi odluke, odnosno grozdovi spajati u nove grozdove. Te su operacije
vremenski zahtjevnije te se zato mozˇe primijetiti vec´e smanjenje vremena u
slucˇaju smanjenja broja parova dokumenata.
Treba primijetiti da bi razlika u ovim vremenima bila josˇ drasticˇnija da
se primjenjuje kompleksniji algoritam grozˇdenja od ovog jednim prolaskom,
primjerice hijerarhijski.
Zakljucˇno se mozˇe rec´i kako primjenom prve heuristike ocˇekivano raste
preciznost, a smanjuje se potpunost te da sveukupno mjera F0.5 raste. Usto,
vrijeme potrebno za racˇunanje matrice udaljenosti, odnosno samo grozˇednje,
viˇsestruko se smanjuje sˇto primjenjivanje ove heuristike na zadatku cˇini vrlo
opravdanim.
4.3.2 Druga heuristika
Druga se heuristika testira in vivo tako da se u jednom slucˇaju dokumenti
pridruzˇuju grozdu bez obzira na to gdje su objavljeni, a u drugom se slucˇaju
dodaju samo u ako u grozdu ne postoji dokument s tog izvora. Racˇunalno je
drugi slucˇaj djelomicˇno kompliciraniji. Pri testiranju druge heuristike prva se
heuristika primjenjuje, odnosno eksperiment se vrsˇi samo na uzorku 5-SVI.
Rezultati ovog eksperimenta su prikazani u tablici 4.3.2.
Kao i ocˇekivano, u slucˇaju primjenjivanja druge heuristike raste preciz-
nost, a potpunost se smanjuje. To se dogada iz razloga sˇto se ponovno,
kao i u slucˇaju prve heuristike, uvodi dodatno ogranicˇenje na odlucˇivanje
cˇime se povremeno onemoguc´uje pogresˇna odluka. No, isto se tako povre-
meno onemoguc´uje i dobra odluka zbog cˇega potpunost pada. Unatocˇ padu
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Tablica 4.7: Evaluacijske mjere i vrijeme grozˇdenja (tg) s obzirom na primje-
njenost druge heuristike
PH2 C NMI RI PR POT F1 F0.5 tg
da 0.96 0.973 0.999 0.857 0.613 0.715 0.794 8.214
ne 0.944 0.975 0.999 0.804 0.724 0.762 0.787 8.195
Tablica 4.8: Evaluacijske mjere s obzirom na primjenjenost druge heuristike
na uzorcima 4-SVI i 6-SVI
uzorak PH2 C NMI RI PR POT F1 F0.5
4-SVI da 0.958 0.971 0.997 0.856 0.685 0.761 0.815
4-SVI ne 0.945 0.976 0.997 0.735 0.868 0.796 0.758
6-SVI da 0.956 0.974 0.999 0.817 0.586 0.682 0.757
6-SVI ne 0.921 0.971 0.998 0.667 0.663 0.665 0.666
potpunosti, iz rezultata je vidljivo da je F0.5 viˇsa kada je druga heuristika
primijenjena.
Sˇto se ticˇe vremena potrebnog za grozˇdenje, kao sˇto se i ocˇekuje, vrijeme
je u slucˇaju primjene heuristike nesˇto vec´e. Naime, pri svakom spajanju
grozdova potrebno je provjeriti u indeksu dokumenata i njihovih domena je
li to spajanje dozvoljeno. No, kako povec´anje vremena izvodenja iznosi 19
stotinki unutar sveukupnog vremena od nesˇto viˇse od 8 sekundi, odnosno
od 0.2%, obzirom na korisnost primjene druge heuristike to je povec´anje
zanemarivo.
Utjecaj primjene ove heuristike provjeren je i na druga dva uzorka, 4-SVI
i 6-SVI, te su rezultati prikazani u tablici 4.8.
Primjenom heuristike se redovito postizˇe viˇsi F0.5 s nastavkom trenda da
primjena heuristike pozitivno utjecˇe na preciznost, a negativno na potpunost,
odnosno da neprimjena heuristike pozitivno utjecˇe na potpunost, a negativno
na preciznost.
Kako je izracˇunljivost grozdova s primjenom druge heuristike skoro iden-
ticˇna onoj bez primjene heuristike, zakljucˇeno je da je drugu heuristiku
takoder pozˇeljno primjenjivati.
Zakljucˇno se mozˇe rec´i kako je pokazano da je za ovaj zadatak pozˇeljno
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primijenjivati obje heuristike s posebnim naglaskom na prvu heuristiku koja
problem cˇini bitno laksˇe, a time i brzˇe izracˇunljivim.
4.4 Odabir mjere tezˇine svojstava
U iduc´im eksperimentima istrazˇena je varijabla mjera tezˇine svojstava (MTS)
sa sljedec´im vrijednostima:
• vjerojatnost - V
• uvjetna vjerojatnost - UV
• pojedinacˇna medusobna informacija - PMI
• TF-IDF mjera - TF-IDF
• t-test mjera - T-TEST
Dosada su odabrane optimalne vrijednosti sljedec´ih varijabli:
• koristi se algoritam grozˇdenja (AG) jednim prolaskom
• koristi se kosinusna mjera kao mjera udaljenosti (MU)
• primjenjuju se obje heuristike (PH1 i PH2)
Ostale varijable imaju svoje inicijalne vrijednosti kako su definirane
na pocˇetku ovog poglavlja. Moguc´e vrijednosti varijable tezˇine svojstava
usporedene su na uzorku 5-SVI. Kako razlicˇite mjere tezˇina daju drugacˇije
raspone vrijednosti, ponovno je potrebno eksperimentirati s parametrom p
od 0.0 do 1.0 s korakom od 0.05. Za svaku mjeru tezˇine odabran je onaj p pri
kome je evaluacijska mjera F0.5 maksimalna. Pocˇetni su rezultati prikazani
u tablici 4.9.
Ocˇiti gubitnik eksperimenta je cˇista vjerojatnost. To je bilo i za ocˇekivati
iz razloga sˇto vjerojatnost jedina ne uzima u obzir razdiobu svojstava u
cijelom korpusu. Iduc´u grupu tvore uvjetna vjerojatnost i pojedinacˇna
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Tablica 4.9: Evaluacijske mjere i optimalni parametar p na uzorku 5-SVI s
obzirom na koriˇstenu mjeru tezˇine svojstva
mjera p Cˇ NMI RI PR PO F1 F0.5
VJ 0.25 0.966 0.955 0.998 0.832 0.342 0.485 0.647
UVVJ 0.95 0.959 0.966 0.998 0.861 0.503 0.635 0.754
PMI 0.6 0.947 0.968 0.998 0.823 0.576 0.678 0.758
TF-IDF 0.7 0.954 0.976 0.999 0.858 0.673 0.754 0.813
T-TEST 0.9 0.954 0.973 0.999 0.836 0.625 0.715 0.783
Tablica 4.10: Usporedba mjera tezˇine svojstava TF-IDF i t-test na sva tri
uzorka s optimalnim parametrom p i evaluacijskim mjerama
MTS p C NMI RI PR PO F1 F0.5
4SV tf-idf 0.67 0.956 0.971 0.997 0.855 0.688 0.762 0.815
4SV t-test 0.82 0.976 0.965 0.997 0.918 0.525 0.668 0.798
5SV tf-idf 0.69 0.957 0.976 0.999 0.86 0.667 0.752 0.813
5SV t-test 0.88 0.959 0.971 0.999 0.861 0.572 0.687 0.782
6SV tf-idf 0.62 0.961 0.972 0.999 0.847 0.547 0.665 0.763
6SV t-test 0.88 0.943 0.968 0.998 0.784 0.515 0.621 0.709
medusobna informacija s time da pojedinacˇna medusobna informacija re-
dovito pobjeduje uvjetnu vjerojatnost. Kako je u ovom slucˇaju pojedinacˇna
medusobna informacija zapravo logaritam uvjetne vjerojatnosti, ovaj ekspe-
riment predstavlja josˇ jedan dokaz upotrebljivosti logaritma u obradi prirod-
nog jezika, odnosno umanjivanja vec´ih vrijednosti u korist onih manjih. Jasni
pobjednici ovog eksperimenta su TF-IDF i t-test s time da TF-IDF redovito
pobjeduje t-test.
Kako razlika izmedu t-testa i TF-IDF-a nije znacˇajna, dodatno su is-
trazˇene te dvije vrijednosti nad uzorcima 4-SVI, 5-SVI i 6-SVI, i to u raspo-
nu od ±0.1 od vrijednosti parametra p odabrane u prethodnom istrazˇivanju
s korakom od 0.01. Opet je odabiran onaj p koji maksimizira mjeru F0.5.
Rezultati ove grupe eksperimenata prikazani su u tablici 4.10. Rezultati
pokazuju kako TF-IDF dosljedno pobjeduje mjeru t-test.
Zakljucˇno se mozˇe rec´i da je TF-IDF optimalna vrijednost varijable mjere
tezˇine svojstava (MTS) zato sˇto redovito daje bolje rezultate od t-testa, druge
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po redu optimalne vrijednosti varijable MTS. Vrijeme izracˇuna pojedinih
mjera tezˇina svojstava u ovim eksperimentima nije prikazivano iz razloga
sˇto je ono vrlo slicˇno za sve mjere osim mjere vjerojatnosti koja je ovako
i onako, upravo zbog svoje pretjerane jednostavnosti, ocˇiti gubitnik ovih
eksperimenata.
4.5 Odabir metoda odredivanja i odabira
svojstava
Predstojec´i eksperimenti istrazˇuju razlicˇite moguc´nosti odredivanja i odabira
svojstava. Pri tome c´e biti istrazˇene sljedec´e varijable:
• utjecaj interpunkcija (UI) - ima li smisla ostavljati interpunkcije u for-
malnom zapisu ili ne
• utjecaj velicˇina slova (UVS) - uzimati li u obzir, i kako velicˇinu slova
• vazˇnost naslova (VN) - koliko vrednovati naslov s obzirom na tekst
• iskljucˇivanje hapax legomena (IHL) - kako na rezultat utjecˇe is-
kljucˇivanje svojstava koja se pojavljuju samo jednom
• iskljucˇivanje funkcijskih rijecˇi (IFR) - kako na rezulat utjecˇe is-
kljucˇivanje svojstava cˇija je diskriminativna vrijednost najmanja
• korjenovanje (K) - pomazˇe li zadatku jezicˇno nezavisno, odnosno jezicˇno
zavisno korjenovanje
• morfosintakticˇko oznacˇavanje (MO) - pomazˇe li statisticˇko oznacˇavanje
morfosintakticˇke kategorije te odredivanje leme
• utjecaj velicˇine korpusa na IDF mjeru (VIDF) - koliko je podataka
potrebno za dobru procjenu IDF mjere svojstava s obzirom na zadatak
• prepoznavanje osobnih imena (POI) - pomazˇe li prethodno identifici-
ranje imena tvrtke ili osobe te njeno koriˇstenje kao svojstva
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• statisticˇki znacˇajni digrami (SZD) - pomazˇe li koriˇstenje statisticˇki
znacˇajnih digrama kao svojstava
Kao sˇto je vidljivo iz popisa, za odredivanje, odnosno odabir svojstava
koriste se razne statisticˇke (IHL, SZD...) i lingvisticˇke metode (K, MO...).
Varijable kojima je do sada odredena optimalna vrijednost su sljedec´e:
• algoritam grozˇdenja (AG) - koristi se algoritam jednim prolaskom uz
optimalni p=0.65
• mjera udaljenosti (MU) - koristi se kosinusna mjera
• pretpostavljene heuristike (PH) - primjenjuju se obje heuristike
• mjera tezˇine svojstava (MTS) - koristi se TF-IDF mjera
Preostale varijable koje se odreduju u nastavku imat c´e inicijalne vrijed-
nosti sve dok im se ne pronade optimalna.
4.6 Odredivanje svojstava na razini pojavni-
ca
U ovom potpoglavlju bit c´e razmotrene razlicˇite metode odredivanja svojsta-
va na razini pojavnica. Bit c´e istrazˇene sljedec´e predvidene varijable:
• utjecaj interpunkcija (UI) - ima li smisla ostavljati interpunkcije u for-
malnom zapisu ili ne
• utjecaj velicˇina slova (UVS) - uzimati li u obzir, i kako, velicˇinu slova
• vazˇnost naslova (VN) - koliko vrednovati pojavnice naslova s obzirom
na tekst
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Tablica 4.11: Utjecaj interpunkcija na evaluacijske mjere F1 i F0.5
4-SVI 5-SVI
UI F1 F0.5 F1 F0.5
da 0.757 0.813 0.713 0.795
ne 0.759 0.814 0.714 0.796
4.6.1 Utjecaj interpunkcija
U ovoj grupi eksperimenata istrazˇuje se imaju li interpunkcije kakav ucˇinak,
odnosno nose li kakvu informaciju korisnu za zadatak pronalazˇenja dogadaja.
Nad uzorcima 4-SVI i 5-SVI pokrenut je algoritam nad tekstom opojav-
nicˇenim uz ukljucˇivanje, odnosno iskljucˇivanje interpunkcijskih znakova. Re-
zultati su prikazani u tablici 4.11. Iz rezultata je vidljivo da interpunkcije
ne pomazˇu zadatku, odnosno da predstavljaju dodatni sˇum u formalnom
prikazu dokumenata. Isto je tako moguc´e, kako su uzorci dokumenata pri-
kupljani s odredenim necˇistoc´ama, da je izbacivanjem svega sˇto ne pocˇinje
nekim slovom, zapravo, viˇse sˇuma uklonjeno nego sˇto je informacije u tim
interpunkcijama zapisano.
Zakljucˇno je moguc´e rec´i da se istrazˇivanjem varijable utjecaja interpunk-
cija (UI) zakljucˇilo kako ukljucˇivanje interpunkcija negativno utjecˇe na re-
zultat. Iz tog razloga interpunkcije i dalje nec´e biti ukljucˇivane u popis
svojstava.
4.6.2 Utjecaj velicˇine slova
U ovoj grupi eksperimenata istrazˇuje se utjecaj velicˇine slova na krajnji rezul-
tat zadatka. Do sada su sva slova pretvarana u mala, odnosno zanemarivana
je informacija koja je kodirana velicˇinom slova. U prvom eksperimentu su-
prostavljena su dva prikaza dokumenta - onaj gdje se sva slova smanjuju te
onaj gdje velicˇina slova ostaje kakva je. Rezultati su prikazani u tablici 4.6.2.
Rezultati eksperimenta su jednoznacˇni. Zadrzˇavanjem podatka o velicˇini
slova postizˇu se slabiji rezultati. Ovakav je rezultat i za ocˇekivati iz razloga
sˇto se ne postizˇe maksimalna unifikacija svojstava, odnosno pojavnica na
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Tablica 4.12: Utjecaj velicˇine slova na evaluacijske mjere F1 i F0.5 na uzorcima
4-SVI i 5-SVI
4-SVI 5-SVI
UVS F1 F0.5 F1 F0.5
mala 0.766 0.819 0.719 0.796
kakva jesu 0.75 0.809 0.704 0.787
Tablica 4.13: Neke cˇestote pojavnica u unutrasˇnjosti recˇenice s obzirom na
velicˇinu slova
bih 3853
Bih 2
BIH 188
BiH 11827
hrvatska 3575
Hrvatska 14064
pocˇetku recˇenice i one u sredini se smatraju razlicˇitim pojavnicama. U iduc´oj
grupi eksperimenata pokusˇat c´e se statisticˇki intervenirati u velicˇinu slova te
odrediti prema sadrzˇaju unutrasˇnjosti recˇenice treba li prvu rijecˇ u recˇenici
prikazati malim ili velikim pocˇetnim slovom.
Za potrebe takvog statisticˇkog odlucˇivanja izracˇunata je razdioba velicˇine
slova pojavnica koje se ne nalaze na pocˇetku recˇenice. Neke dobivene vrijed-
nosti prikazane su u tablici 4.13. Iz ovih je podataka primjerice vidljivo da
je pojavnica ”Bih” u odnosu na pojavnicu ”bih” vrlo rijetka te da je vjero-
jatno tocˇnije pojavnicu na pocˇetku recˇenice koja ima oblik ”Bih” pretvoriti
u ”bih”. Isto tako, u slucˇaju da je pojavnica oblika ”BIH” ili ”BiH”, nec´e
se htjeti intervenirati iz razloga velike cˇestote takvih oblika. U slucˇaju da
se na pocˇetku recˇenice nalazi pojavnica ”Hrvatska”, nec´e se intervenirati iz
razloga sˇto je pojavnica ”Hrvatska” bitno cˇesˇc´a od one ”hrvatska”. Ova-
kav pristup ne uzima u obzir okolinu, vec´ samo osnovne cˇestotne dokaze iz
korpusa, no zasigurno do odredene mjere rijesˇava problem velikog slova na
pocˇetku recˇenice. Preostaje jedino istrazˇiti hoc´e li ovakav pristup pomoc´i
zadatku pronalazˇenja dogadaja.
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Tablica 4.14: Utjecaj velicˇine slova na evaluacijske mjere F1 i F0.5 na uzorcima
4-SVI i 5-SVI
4-SVI 5-SVI
UVS F1 F0.5 F1 F0.5
mala 0.766 0.819 0.719 0.796
kakva jesu 0.75 0.809 0.704 0.787
statisticˇki 0.76 0.818 0.709 0.791
Izracˇunata c´e razdioba, dakle, biti koriˇstena za donosˇenje odluke kako
prikazati pojavnice koje se nalaze na pocˇetku recˇenice. Uvedeno je jednos-
tavno pravilo - bit c´e prikazane onako kako su cˇesˇc´e pisane u sredini recˇenice.
Ako pojavnica nije pisana samo pocˇetnim velikim slovom, vec´ samo velikim
slovima c´e se, u slucˇaju da u razdiobi postoji dokaz o viˇse od tri tako pisane
pojavnice u korpusu, pojavnica prikazati onako kako je zapisana. U suprot-
nom c´e se slucˇaju prikloniti cˇesˇc´em obliku. U slucˇaju da je pojavnica pisana
mijesˇano velikim i malim slovima, njen oblik nec´e biti mijenjan. Rezultati
usporedbe prikaza uzoraka 4-SVI i 5-SVI malim slovima, slovima kakva jesu
te statisticˇki odredeno velicˇinom slova prikazani su u tablici 4.14.
Iz rezultata je vidljivo kako je prikaz malim slovima i dalje najuspjesˇniji,
dok je statisticˇko odredivanje velicˇine slova uspjesˇnije od pristupa nein-
tervencije u velicˇinu slova. To dokazuje smislenost postupka statisticˇkog
odredivanja velicˇine slova. Za ovaj je pak zadatak i ovu kvalitetu poda-
taka ovaj pristup i dalje nepovoljniji od onoga kad se zanemaruje velicˇina
slova, no manje nepovoljan od onoga kada se prikazuje velicˇina kakva je u
tekstu. Moguc´e bi bilo dodatno pospjesˇiti algoritam za predvidanje velicˇine
slova, no za pretpostaviti je da bi tesˇko dostigao razinu onoga gdje se za-
nemaruje velicˇina slova. Treba uzeti u obzir kompleksnost takvog izracˇuna,
dok je pretvaranje svih slova u mala izrazito jednostavan postupak.
Dva moguc´a razloga za uspjesˇnost prikaza malim slovima su sljedec´a:
1. pojavnice s razlicˇitom velicˇinom slova cˇesto prikazuju iste ili slicˇne kon-
cepte cˇime se postizˇe oblik konceptualne unifikacije, a time se viˇse po-
vec´ava potpunost nego sˇto se rusˇi preciznost
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Tablica 4.15: Utjecaj broja ponavljanja pojavnica iz naslova na evaluacijske
mjere F1 i F0.5 na uzorcima 4-SVI, 5-SVI i 6-SVI
4-SVI 5-SVI 6-SVI
cˇestota po naslovu F1 F0.5 F1 F0.5 F1 F0.5
1 0.74 0.807 0.703 0.795 0.633 0.715
2 0.771 0.825 0.72 0.8 0.661 0.735
3 0.766 0.819 0.719 0.796 0.675 0.747
4 0.774 0.832 0.723 0.798 0.68 0.754
5 0.755 0.818 0.716 0.795 0.681 0.766
6 0.725 0.797 0.702 0.787 0.656 0.751
2. necˇistoc´a izvora se do odredene mjere umanjuje zanemarivanjem ve-
licˇine slova.
Za ocˇekivati je da je prvi razlog dominantniji, no moguc´e je da i drugi
ima odredeni utjecaj.
4.6.3 Vazˇnost naslova
Na kraju dijela s rezultatima koji prikazuju uspjesˇnost metoda odredivanja
svojstava na razini pojavnica zˇeli se istrazˇiti vazˇnost naslova za dokument.
Do sada je pojava svojstva u naslovu racˇunata kao tri pojave te pojavnice
u tekstu. Rezultati eksperimenata s brojem ponavljanja svojstava iz naslova
nalaze se u tablici 4.15.
Rezultati pokazuju da u uzorcima 4-SVI i 5-SVI optimalan rezultat daju
4 ponavljanja svojstava iz naslova, dok je za uzorak 6-SVI optimalni broj
ponavljanja 5. Moguc´i razlog tom pomaku u uzorku 6-SVI je onaj koji je
primijec´en rucˇnim pregledavanjem sadrzˇaja uzorka u odnosu na druga dva
uzorka. U tom se skupu dokumenata nalaze dokumenti koje je tezˇe podije-
liti prema dogadaju koji opisuju. Poticaj za takav uvid u uzorke dobiven je
zbog cˇinjenice sˇto su u dosadasˇnjem tijeku istrazˇivanja redovito primijec´ene
nizˇe evaluacijske vrijednosti nad tim uzorkom. Uzorak 5-SVI redovito zauzi-
ma drugo mjesto, dok se uzorak 4-SVI, sˇto zbog sadrzˇaja dokumenata, sˇto
zbog manje kolicˇine dokumenata, redovito pokazuje kao uzorak na kojemu je
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najjednostavnije rijesˇiti zadani problem.
Moguc´e objasˇnjenje cˇinjenice da uzorak 6-SVI preferira cˇesˇc´e ponavljanje
pojavnica iz naslova zbog svoje vec´e kompleksnosti jest da su podaci koji
se nalaze u naslovu vrlo cˇisti i ukazuju na bit dokumenta te njihovo cˇesto
ponavljanje smanjuje utjecaj kompleksnijeg sadrzˇaja dokumenata.
Na temelju ovih rezultata odlucˇeno je ponavljati svako svojstvo iz naslova
cˇetiri puta.
Zakljucˇno je, sˇto se ticˇe odredivanja svojstava na razini pojavnica, mo-
guc´e rec´i da ukljucˇivanje interpunkcija te podatka o velicˇini slova ne po-
mazˇu zadatku pronalazˇenja dogadaja. Bilo bi za pretpostaviti da inter-
punkcije ne bi trebale nikako utjecati na uspjesˇnost izvrsˇavanja zadatka zato
sˇto se mozˇe pretpostaviti da je distribucija odredenih interpunkcija kroz do-
kumente uniformna, odnosno da nema nikakvu diskriminativnu vrijednost.
Cˇinjenica da interpunkcije kvare rezultat navode na zakljucˇak da dokumen-
ti imaju odredenu kolicˇinu necˇistoc´a koje se do odredenog dijela izbacuju
ukljucˇivanjem samo onih pojavnica koje pocˇinju slovom. Nadalje, sˇto se
ticˇe ukljucˇivanja naslova u formalni prikaz dokumenta, zakljucˇeno je kako je
optimalno cˇetiri puta ponoviti pojavnice iz naslova.
4.7 Odabir svojstava na razini pojavnica
U ovom se potpoglavlju eksperimentira odabirom svojstava medu
ponudenima, odnosno vrijednostima sljedec´ih varijabli:
• iskljucˇivanje hapax legomena (IHL) - odabiru se sva svojstva osim onih
koja se pojavljuju manje od dva, tri, odnosno cˇetiri puta
• iskljucˇivanje funkcijskih rijecˇi (IFR) - odabiru se sva svojstva osim onih
koja su u odredenom rangu popisa funkcijskih rijecˇi racˇunatom mjerom
log IDF
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Tablica 4.16: Broj svojstava koja se pojavljuju manje od dva, odnosno tri
puta u korpusu
broj pojava broj svojstava postotak
n 488,081 1.0
n < 2 200,954 0.412
n < 3 265,275 0.544
4.7.1 Iskljucˇivanje hapax legomena
Prvi eksperiment ukljucˇuje iskljucˇivanje hapax legomena, odnosno svojstava
koja se u korpusu pojavljuju samo jednom. Od ove se intervencije u pravilu
ne ocˇekuje poboljˇsanje rezultata, no zbog Zipfove razdiobe svojstava u tekstu
moguc´e je znatno pojednostavniti model prikaza dokumenta. Eksperimentira
se s iskljucˇivanjem svojstava iz korpusa koja su se pojavila jednom, odnosno
dvaput. Broj takvih svojstava prikazan je u tablici 4.16. Iz tablice je vid-
ljivo da se na razini korpusa iskljucˇivsˇi samo hapax legomena broj svojstava
skoro prepolovio. Prema Zipfovoj razdiobi, uklanjanjem svojstava koja se
pojavljuju odredeni broj puta, broj svojstava logaritamski opada.
U prvom se eksperimentu izbacuje svojstva koja se u korpusu pojavljuju
samo jednom (n > 1), dvaput (n > 2) ili triput (n > 3). Rezultati su
prikazani u tablici 4.17.
Zakljucˇak koji rezultati sugeriraju je u jednu ruku iznenadujuc´i - u dva od
tri uzorka izbacivanje najrjedih svojstava, koja bi trebala biti i vrlo informa-
tivna, popravlja rezultate. Takav rezultat navodi na zakljucˇak da se zapravo
najrjeda svojstva ne dijele medu dokumentima koji opisuju isti dogadaj te
time njihovo ukljucˇivanje u model dokumenta kvari rezultat. Jedini uzorak
u kojemu izbacivanje hapax legomena kvari rezultat je ”tesˇki” uzorak 6-SVI.
U slucˇaju tog uzorka ocˇito vrlo rijetka svojstva ipak uspijevaju daljnje diskri-
minirati dokumente, te one koji ne opisuju isti dogadaj drzˇati odvojenima.
Generalno se mozˇe zakljucˇiti kako je opc´enito korisno prihvatiti pravilo n > 2,
odnosno da u popis ulaze samo svojstva koja su se u korpusu pojavila tri ili
viˇse puta s iznimkom tezˇih zadataka gdje je pozˇeljno ostaviti sva svojstva.
Cˇinjenica da se tezˇi zadaci redovito drugacˇije ponasˇaju od laksˇih navodi
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Tablica 4.17: Utjecaj izbacivanja pojavnica koje se pojavljuju samo odredeni
broj puta na evaluacijske mjere F1 i F0.5 na uzorcima 4-SVI, 5-SVI i 6-SVI
4-SVI
svojstva broj svojstava F1 F0.5
n > 0 21,958 0.774 0.831
n > 1 20,954 0.775 0.832
n > 2 20,498 0.775 0.832
n > 3 20,168 0.775 0.832
5-SVI
broj dimenzija F1 F0.5
n > 0 34,226 0.723 0.798
n > 1 32,657 0.727 0.801
n > 2 31,864 0.73 0.802
n > 3 31,168 0.725 0.801
6-SVI
broj dimenzija F1 F0.5
n > 0 33,945 0.68 0.754
n > 1 32,498 0.677 0.748
n > 2 31,701 0.678 0.748
n > 3 31,102 0.675 0.743
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Tablica 4.18: Popis svojstava s najmanjim logaritmom mjere IDF
u 0.045 s 0.498 ne 0.967 josˇ 1.26 rekao 1.49
je 0.056 koji 0.567 do 0.967 sa 1.29 vec´ 1.507
i 0.08 c´e 0.659 nije 0.984 po 1.308 no 1.518
na 0.133 kako 0.721 to 0.996 ali 1.309 bio 1.534
se 0.183 te 0.749 godine 1.118 biti 1.315 dok 1.537
za 0.269 iz 0.754 koje 1.124 prema 1.375 dana 1.544
su 0.299 o 0.77 koja 1.135 jer 1.415 prije 1.595
da 0.328 sˇto 0.786 kao 1.139 sve 1.432 ili 1.624
od 0.394 bi 0.934 zbog 1.163 oko 1.464 uz 1.659
a 0.417 nakon 0.957 viˇse 1.253 samo 1.467 danas 1.67
na zakljucˇak kako bi vjerojatno bilo korisno moc´i razlikovati te slucˇajeve. Iz
tog bi razloga bilo zanimljivo istrazˇiti metode kojima se to razlikovanje mozˇe
postic´i.
4.7.2 Iskljucˇivanje funkcijskih rijecˇi
Nadalje se istrazˇuje ima li izbacivanje najcˇesˇc´ih svojstava - funkcijskih rijecˇi
- pozitivan utjecaj na rjesˇavanje zadatka. U pravilu bi trebalo ocˇekivati da
c´e ih TF-IDF mjera ovako i onako ucˇiniti nebitnima te se izbacivanjem funk-
cijskih rijecˇi ne bi trebao postic´i znacˇajan napredak. Svojstva s najmanjim
logaritmom IDF-a navedena su u tablici 4.18.
Rezultati izbacivanja razlicˇitog broja funkcijskih rijecˇi prikazani su u ta-
blici 4.19. Podaci navode na iznenadujuc´i zakljucˇak da izbacivanje kljucˇnih
rijecˇi pomazˇe zadatku grozˇdenja, no ne nuzˇno onih prvih, vec´ najviˇse onih
u rasponu od 100 i 150. Popis tih funkcijskih rijecˇi je dan u tablici 4.7.2.
Moguc´i razlog tome je neoptimalnost TF-IDF mjere u tom podrucˇju, odnos-
no cˇinjenica da TF-IDF mjera ne kazˇnjava dovoljno svojstva u tom rasponu.
Zanimljivo je takoder za primijetiti da izbacivanje funkcijskih rijecˇi iz tog ras-
pona najviˇse pomazˇe u najtezˇim zadacima, u ovom slucˇaju u uzorku 6-SVI,
dok u jednostavnijim zadacima kao sˇto je 4-SVI ono ne cˇini razliku.
Smanjivanje broja svojstava prikazanih u prethodnim tablicama mozˇe iz-
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Tablica 4.19: Utjecaj izbacivanja funkcijskih rijecˇi prema mjeri logaritma
IDF-a odredenog raspona (IF ) i smanjenog broja dimenzija (−BD) na eva-
luacijske mjere F1 i F0.5 na uzorcima 4-SVI, 5-SVI i 6-SVI
4-SVI 5-SVI 6-SVI
IF −BD F1 F0.5 F1 F0.5 F1 F0.5
0 0 0.774 0.832 0.723 0.798 0.68 0.754
0-50 50 0.774 0.832 0.721 0.797 0.678 0.754
0-100 100 0.774 0.832 0.721 0.797 0.681 0.758
0-150 150 0.774 0.832 0.724 0.799 0.683 0.759
0-200 200 0.774 0.832 0.724 0.799 0.681 0.758
0-250 250 0.774 0.832 0.72 0.796 0.683 0.759
50-100 50 0.774 0.832 0.727 0.8 0.68 0.754
100-150 50 0.774 0.832 0.73 0.8 0.685 0.76
150-200 50 0.774 0.832 0.723 0.798 0.681 0.757
50-150 100 0.774 0.832 0.727 0.8 0.685 0.759
Tablica 4.20: Popis funkcijskih rijecˇi u rasponu od 100 do 150 cˇije izbacivanje
pokazuje najbolje rezultate
kod taj pod sati nec´e
cˇak ljudi piˇse kazao kazˇe
tome kojem policija kad im
hina mogu izjavio pet bili
10 tom ipak hrvatska cˇetiri
treba dio radi 20 gotovo
15 odnosno rijecˇ novi svi
mi eura tek vrlo osim
nesˇto dalje naime njih cijena
pred jucˇer vlada put svoj
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Tablica 4.21: Prosjecˇna duljina stvarnog vektora u memoriji u slucˇaju neiz-
bacivanja funkcijskih rijecˇi (IF=0), odnosno izbacivanja onih u rasponu od
100 do 150 (IF=100-150) u sva tri uzorka
uzorak IF=0 IF=100-150 postotak smanjenja
4-SVI 158.35 153.84 0.0285
5-SVI 153.06 148.54 0.0295
6-SVI 156.82 152.06 0.0304
prosjek 156.08 151.48 0.0295
gledati nebitno, no ono to ne mora biti iz razloga sˇto se vektori u memoriji
ne prikazuju kao stvarni vektori zato sˇto je vec´ina dimenzija jednaka nuli.
Naime, u tim se vektorima biljezˇe samo one dimenzije za koje pojedina svoj-
stva imaju vrijednost. Prosjecˇna duljina stvarnog vektora u memoriji u sva
tri uzorka prikazana je u tablici 4.21. Kako je prosjecˇni broj dimenzija oko
155, izbacivanje 100 najnediskriminativnijih dimenzija znacˇajno bi umanjilo
velicˇinu prikaza pojedinog dokumenta.
Kako najbolje rezultate pokazuje izbacivanje funkcijskih rijecˇi u rasponu
od 100 do 150, izbacuje se zapravo samo 50 svojstava, i to ne onih najne-
diskriminativnijih, tj. najcˇesˇc´ih. Iz rezultata je vidljivo da je broj izbacˇenih
svojstava redovito znacˇajno manji te je za izbacˇenih 50 funkcijskih rijecˇi broj
svojstava po prikazu dokumenta umanjen za prosjecˇno samo 4 svojstva, od-
nosno 3% velicˇine prikaza.
Iz ove je analize moguc´e zakljucˇiti kako izbacivanje funkcijsih rijecˇi nije
isplativo raditi na cijelom popisu, vec´ nesˇto dublje, u ovom slucˇaju u rasponu
od 100 do 150. Isto tako se mozˇe zakljucˇiti kako takav odabir svojstava ne
smanjuje znacˇajno kompleksnost prikaza dokumenta, vec´ da samo pozitivno
utjecˇe na uspjesˇnost rjesˇavanja zadatka.
Opc´enito se o odabiru svojstava na razini pojavnica mozˇe zakljucˇiti kako
se izbacivanjem hapax legomena i funkcijskih rijecˇi zadatak pronalazˇenja
dogadaja rijesˇava uspjesˇnije. Izbacivanje hapax legomena prikaz dokumenta
znacˇajno pojednostavnjuje za razliku od izbacivanja funkcijskih rijecˇi gdje se
prikaz dokumenta zanemarivo pojednostavnjuje.
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4.8 Morfolosˇka normalizacija
U ovom su potpoglavlju prikazani rezultati eksperimentiranja morfolosˇkom
normalizacijom. Pod morfolosˇkom se normalizacijom pretpostavlja svodenje
svih oblika nekog leksema na jedan uniformni oblik. Prednost ovakvog pri-
kaza jest ocˇita - omoguc´uje se prepoznavanje koncepta bez obzira na para-
digmatski oblik leksema u kojem se on pojavljuje.
Dva problema povezana s morfolosˇkom normalizacijom su
• svaki takav postupak sa sobom donosi pogresˇke, odnosno uvodenje do-
datnog sˇuma
• koriˇstenjem morfolosˇki normaliziranih oblika dolazi do gubitka infor-
macije, naime, morfosintakticˇka kategorija odredene pojavnice takoder
ima informacijsku vrijednost
Kao moguc´nost rjesˇavanja drugog problema namec´e se kombinacija mor-
folosˇki normaliziranih i nenormaliziranih svojstava. Takav bi pristup za re-
zultat imao kompleksniji prikaz, naime broj svojstava bi bio vec´i, no moguc´e
je da bi sa sobom nosio i odredeni napredak. Navedeni pristup prelazi granice
ovog rada te se njime nec´e eksperimentirati.
4.8.1 Korjenovanje
Korjenovanje je najjednostavniji oblik morfolosˇke normalizacije koji se sastoji
od svodenja svake pojavnice na njen korijen. U pravilu se razlikuju dvije
razine korjenovanja:
• flektivno korjenovanje u kojemu se uklanjaju samo nastavci paradigme
(razum—om, razum—a)
• tvorbeno korjenovanje u kojemu se pojavnica svodi na leksicˇki mor-
fem cˇime se cˇesto probija granica paradigme jednog leksema (rad—no,
rad—imo)
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Koriˇstenje tvorbenog korjenovanja ima svoje zagovornike i protivnike, no
u vec´ini istrazˇivanja nije pokazalo ohrabrujuc´e rezultate. Iz tog c´e se razloga
u ovom doktorskom radu koristiti samo algoritmi za flektivno korjenovanje.
Jedna dodatna vazˇna znacˇajka korjenovanja je ta sˇto je ono u vec´ini
slucˇajeva kontestualno nezavisno. Naime, u svodenju pojavnice na neki os-
novni oblik ne uzima se u obzir okolina u kojoj se pojavnica nalazi. Nasuprot
tomu, morfosintakticˇko je oznacˇavanje izrazito kontekstualno cˇime je bitno
kompleksnije, no i jezicˇno tocˇnije.
U sklopu ove grupe eksperimenata vrsˇe se dvije razine korjenovanja:
• ona jednostavna, jezicˇno nezavisna koja se vodi pravilom da uklanja
kraj pojavnice do posljednjeg samoglasnika uz uvjet da nije viˇse uklo-
njeno nego sˇto je preostalo
• slozˇenija koja sadrzˇi pravila za imenice i pridjeve hrvatskog jezika
Slozˇeniji je algoritam za korjenovanje razvijen na Odsjeku za informacijske
znanosti te se trenutno sastoji od 178 pravila zamjene zavrsˇetka rijecˇi.
Nominalna varijabla korjenovanja K, dakle, ima tri moguc´e vrijednosti
• N - ne vrsˇi se korjenovanje
• J - vrsˇi se jednostavno korjenovanje
• S - vrsˇi se slozˇeno korjenovanje
Rezultati usporedbe razlicˇitih razina korjenovanjem prikazani su u tablici
4.22.
Rezultati ukazuju na cˇinjenicu da korjenovanje znatno pojednostavnjuje
model prikaza dokumenta prepolavljajuc´i apsolutni broj svojstava. Jednos-
tavno, jezicˇno nezavisno korjenovanje znacˇajnije umanjuje broj svojstava.
Sˇto se evaluacije na zadatku ticˇe, i jednostavno i slozˇeno korjenovanje
nesˇto kvare rezultat. Jednostavno korjenovanje pritom redovito postizˇe losˇije
rezultate.
Ponovno je moguc´e prijmijetiti trend da dodatne metode kod jednostav-
nijih problema kvare rezultat, dok kod tezˇih one nemaju negativan utjecaj ili
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Tablica 4.22: Utjecaj razlicˇitih razina korjenovanja (K) na broj dimenzija
(BD) te evaluacijske mjere F1 i F0.5 na uzorcima 4-SVI, 5-SVI i 6-SVI
4-SVI 5-SVI 6-SVI
K BD F1 F0.5 BD F1 F0.5 BD F1 F0.5
B 21,958 0.774 0.832 34,226 0.723 0.798 33,945 0.68 0.754
J 14,608 0.777 0.81 21,707 0.738 0.778 21,324 0.697 0.724
S 17,454 0.776 0.818 26,667 0.743 0.796 26,376 0.707 0.745
je on cˇak lagano pozitivan. Tako se mozˇe primijetiti da slozˇeno korjenovanje
na prva dva uzorka kvari rezultat, dok ga u slucˇaju trec´eg, tesˇkog uzorka,
nesˇto poboljˇsava. Ista se tendencija mozˇe primijetiti i kod jednostavnog ko-
rjenovanja.
Sˇto se ticˇe razlike u rezultatima evaluacijskih mjera F1 i F0.5, mjera F1
se korjenovanjem redovito popravlja, dok F0.5 od te metode pati. To na-
vodi na zakljucˇak kako zapravo korjenovanje pozitivno utjecˇe na potpunost
smanjujuc´i preciznost. Takav se rezultat mozˇe i pretpostaviti, naime, sva-
kom vrstom unifikacije elementi koji se usporeduju postaju slicˇniji te se time
mozˇe ocˇekivati i povec´anje potpunosti rjesˇenja.
Metode korjenovanja opc´enito u sklopu ovih eksperimenata ne donose
znacˇajno poboljˇsanje rezultata te je time odlucˇeno kako daljnje korjenovanje
nec´e biti provodeno.
4.8.2 Morfosintakticˇko oznacˇavanje
Drugi oblik morfolosˇke normalizacije - morfosintakticˇko oznacˇavanje - sta-
tisticˇka je nadzirana metoda koja na temelju oznacˇenog uzorka posjeduje
izracˇunate vjerojatnosti niza odredenih morfosintakticˇkih kategorija. Na te-
melju morfosintakticˇkog leksikona i statisticˇkog modela za predvidanje ona
vrsˇi oznacˇavanje svake pojavnice pripadajuc´om morfosintakticˇkom kategori-
jom te lemom. Oznacˇivacˇ koriˇsten u ovom doktorskom radu razvijen je u
Zavodu za lingvistiku Filozofskog fakulteta u Zagrebu.
Rezultat usporedbe triju prikaza dokumenata - onog pojavnicama, lema-
ma, odnosno i pojavnicama i lemama - prikazan je u tablici 4.23.
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Tablica 4.23: Utjecaj ukljucˇivanja pojavnica (P), lema (L), odnosno pojavni-
ca i lema (P+L) u prikaz dokumenata na broj dimenzija (BD) te evaluacijske
mjere F1 i F0.5 na uzorcima 4-SVI, 5-SVI i 6-SVI
4-SVI 5-SVI 6-SVI
BD F1 F0.5 BD F1 F0.5 BD F1 F0.5
P 21,958 0.774 0.832 34,226 0.723 0.798 33,945 0.68 0.754
L 14,849 0.785 0.824 23,236 0.741 0.788 22,500 0.704 0.737
P+L 36,807 0.775 0.832 57,462 0.737 0.805 56,445 0.682 0.73
Rezultati ukazuju da se broj dimenzija u slucˇaju prikaza dokumenta le-
mama smanjuje u prosjeku za 30 posto. U slucˇaju ukljucˇivanja i pojavnica i
lema u prikaz dokumenta broj dimenzija, naravno, raste, i to za ocˇekivanih
40 posto.
Evaluacijske mjere u slucˇaju koriˇstenja samo lema pokazuju mali napre-
dak, dok se taj napredak u slucˇaju ukljucˇivanja i pojavnica i lema zapravo
ne primjec´uje. Jedan od moguc´ih razloga za tu razliku je uvec´anje broja di-
menzija u slucˇaju drugog prikaza sˇto u pravilu negativno utjecˇe na rezultat.
Opc´enito je moguc´e zakljucˇiti kako morfosintakticˇko oznacˇavanje ne pri-
donosi redovito rjesˇavanju problema pronalazˇenja dogadaja. Uzevsˇi u obzir
kompleksnost te metode, sa sigurnosˇc´u se ova metoda mozˇe odbaciti.
Jedan od moguc´ih razloga neuspjehu obje metode morfolosˇke normaliza-
cije lezˇi vjerojatno i u prirodi problema - pokusˇava se otkriti sve dokumente
koji izvjesˇtavaju o odredenom dogadaju. Moguc´e je pretpostaviti da c´e, go-
vorec´i o nekom dogadaju, autori redovito uz iste lekseme koristiti te lekseme i
u istim morfosintakticˇkim kategorijama. Time se morfosintakticˇka kategorija
mozˇe pretpostaviti kao vrijedan podatak. Koriˇstenje obaju podataka takoder
ne utjecˇe pozitivno na rjesˇenje. U tom je slucˇaju vjerojatni krivac znatan
rast broja dimenzija prikaza dokumenta.
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Tablica 4.24: Cˇestotna razdioba oznaka osobnih imena u uzorcima 4-SVI,
5-SVI i 6-SVI
oznaka cˇestota
<Prezime> 4615
<Ime> 4574
<Naselje> 3097
<osoba> 2420
<Osoba> 2195
<Zanimanjefun> 279
<Subjekt> 279
<Zanimanjefun2> 161
<Titulaprefiks> 95
<subjekt> 84
<Funkcija> 61
<Titulasufiks> 7
4.9 Prepoznavanje osobnih imena
Prepoznavanje osobnih imena (engl. named entity recognition) cˇesto je ko-
riˇstena metoda u mnogim podrucˇjima obrade prirodnog jezika, poput pre-
trazˇivanja informacija, klasifikacije dokumenata, ekstrakcije informacija i
sl. Ovdje se istrazˇuje moguc´i utjecaj te metode na zadatak pronalazˇenja
dogadaja. Prepoznavanje osobnih imena izvrsˇeno je od strane Zavoda za
poslovna istrazˇivanja od kojega je preuzet i uzorak za istrazˇivanje. U tri
koriˇstena uzorka oznake kojima su oznacˇena osobna imena imaju radzdiobu
prikazanu u tablici 4.24.
Prepoznavanja osobnih imena vrsˇena su pomoc´u regularnih gramatika.
Kao pomoc´ pri oblikovanju regularnih gramatika koriˇsteni su morfolosˇki lek-
sikoni imena, prezimena, naseljenih mjesta, poslovnih subjekata i drugih.
Oznakom <Prezime> oznacˇena su sva prezimena u tekstu, primjerice
<Prezime>Macˇek</Prezime>.
Oznakom <Ime> oznacˇena su sva imena u tekstu, primjerice
<Ime>Jasminku</Ime>.
Oznakom <Naselje> oznacˇena su sva naselja u tekstu, primjerice
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<Naselje>Slatini</Naselje>.
Oznakom <osoba> oznacˇene su sve poznate osobe (osobe
u bazi podatata), te je toj oznaci redovito pridruzˇen atribut
oso_id, primjerice <osoba oso_id="103427751"><Ime>Mira</Ime>
<Prezime>Biljan Komorcˇec</Prezime></Osoba>. Oznakom <Osoba>
oznacˇene su nepoznate osobe, odnosno niz imena i prezimena koji
ne postoji u bazi podataka, primjerice <Osoba><Ime>Rudolf</Ime>
<Prezime>Mayer</Prezime></Osoba>.
Oznakama <Zanimanjefun> i <Zanimanjefun2> oznacˇeni su navo-
di zanimanja, odnosno funkcija oznacˇenih osoba, i to prije (ozna-
ka <Zanimanjefun>), odnosno poslije imena (oznaka <Zanimanjefun2>).
Primjeri oznaka jesu <Zanimanjefun>gradonacˇelnik</Zanimanjefun> i
<Zanimanjefun2>sudac</Zanimanjefun2>.
Oznakom <Subjekt> oznacˇeni su nepoznati poslovni subjekti, primjerice
turisticˇke agencije <Subjekt>Collegium</Subjekt>, dok su oznakom
<subjekt> s atributom sub_id oznacˇeni poznati poslovni subjekti, primjerice
<subjekt sub_id="68520">KPMG Croatia d.o.o.</Subjekt>
Oznakama <Titulaprefiks> i <Titulasufiks> oznacˇene su
pripadajuc´e titule prepoznatim imenima ispred, odnosno iza ime-
na. Primjeri oznaka su <Titulaprefiks>dr.</Titulaprefiks> i
<Titulasufiks>producent</Titulasufiks>.
Oznakama <Funkcija> oznacˇene su funkcije pripadajuc´ih imena, primje-
rice <Funkcija>ministar</Funkcija>.
Od svih oznaka najviˇse se mozˇe ocˇekivati od oznaka <osoba> i <subjekt>
jer jedine vrsˇe ne samo prepoznavanje osobnog imena, vec´ i njegovu identifi-
kaciju, odnosno jednoznacˇno odreduju entitet. Iz tog su razloga za pocˇetak
ukljucˇene samo te oznake. U slucˇaju da te oznake ne pokazˇu napredak,
mozˇe se pretpostaviti da ni ostale oznake nec´e polucˇiti isti. U eksperiment
su, dakle, ukljucˇena svojstva poput <osoba oso_id="101451608">, odnosno
<subjekt sub_id="68520">. Takvih svojstva u sva tri uzorka pronadeno je
2504. Rezultati tog eksperimenta prikazani su u tablici 4.25.
Iz rezultata je vidljiva vec´ prije prepoznata cˇinjenica - na laksˇe zadatke
dodatne metode nemaju nikakav ili negativan utjecaj, dok je na tezˇe zadatke
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Tablica 4.25: Utjecaj ukljucˇivanja prepoznatih osobnih imena osoba i pos-
lovnih subjekata (POI) u prikaz dokumenata na evaluacijske mjere F1 i F0.5
na uzorcima 4-SVI, 5-SVI i 6-SVI
4-SVI 5-SVI 6-SVI
POI F1 F0.5 F1 F0.5 F1 F0.5
NE 0.763 0.825 0.747 0.817 0.685 0.759
DA 0.763 0.825 0.739 0.812 0.686 0.759
(uzorak 6-SVI) taj utjecaj pozitivniji. Opc´enito je moguc´e primijetiti da utje-
caj prepoznavanja osobnih imena nije znacˇajan ni kad se ukljucˇe najkorisnija
svojstva. Iz tog se razloga odustaje od daljnjih eksperimenata.
Moguc´i razlog za ovakve rezultate je onaj slicˇan neuspjehu morfolosˇke
normalizacije. Naime, samo pojavljivanje imena vec´ je ocˇito dovoljno infor-
mativno te daljnje oznacˇavanje tog imena jednoznacˇnim identifikatorom ne
daje dovoljno nove informacije. Iz prosˇlih eksperimenata s morfolosˇkom nor-
malizacijom mozˇe se pretpostaviti da c´e se osobna imena, opisujuc´i odredeni
dogadaj, pojavljivati u identicˇnim morfosintakticˇkim kategorijama sˇto pre-
poznavanje tih osobnih imena cˇini dodatno nepotrebnim.
4.10 Sintakticˇka obrada
U ovom potpoglavlju eksperimentira se s elementima teksta vec´ima od poje-
dine pojavnice, odnosno s viˇsecˇlanim izrazima. Popis svojstava se postupno
prosˇiruje digramima koji su hi-kvadrat testom pokazali najvec´u mjeru nes-
lucˇajnog supojavljivanja.
Rezultati zadatka pronalazˇenja dogadaja uz ukljucˇivanje N digrama s
najviˇsim hi-kvadrat rezultatom su dani u tablici 4.26
Rezultati pokazuju da ukljucˇivanje viˇsecˇlanih svojstava dobivenih statis-
ticˇkom metodom ne pospjesˇuju rezultate.
Opc´enito je moguc´e zakljucˇiti kako niti jedna naprednija tehnika u za-
datku pronalazˇenja dogadaja nije polucˇila pozitivne rezultate. Razlog tome
je moguc´e trazˇiti u cˇinjenici da u ovakvoj paradigmi prikaza dokumenta,
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Tablica 4.26: Utjecaj ukljucˇivanja najjacˇih N dvocˇlanih kolokacija prema
hi-kvadrat testu u prikaz dokumenata na evaluacijske mjere F1 i F0.5 na
uzorcima 4-SVI, 5-SVI i 6-SVI
4-SVI 5-SVI 6-SVI
N F1 F0.5 F1 F0.5 F1 F0.5
0 0.763 0.825 0.747 0.817 0.685 0.759
500 0.763 0.825 0.747 0.817 0.685 0.759
700 0.763 0.825 0.747 0.817 0.685 0.759
900 0.763 0.825 0.748 0.817 0.681 0.757
1,100 0.772 0.826 0.738 0.81 0.681 0.755
1,300 0.767 0.822 0.735 0.807 0.683 0.758
1,500 0.769 0.823 0.733 0.78 0.677 0.753
dakle dokumenta kao jednostavnog vektora svojstava koje se potom grupi-
ra grozˇdenjem, dodatne jezicˇne metode ne predstavljaju razliku. Rezultati
navode na zakljucˇak kako je potrebno raditi na novoj paradigmi prikaza
znacˇenja dokumenta i njegove obrade kako bi ovakve metode mogle ostvariti
uspjeh.
4.11 Odnos velicˇine referentnog korpusa na
TF-IDF mjeru
Posljednja grupa pokusa odnosi se na odnos velicˇine referentnog korpusa i
uspjesˇnosti mjere tezˇine svojstava koja zahtijeva referentni korpus. U poglav-
lju 4.4 od svih predlozˇenih mjera tezˇine svojstava odabrana je mjera TF-IDF
tako da c´e ovdje biti eksperimentirano s utjecajem velicˇine referentnog kor-
pusa na tu mjeru, odnosno uspjesˇnost te mjere da prikazˇe tezˇinu svojstva u
zadatku pronalazˇenja dogadaja.
Eksperimentira se s dva razlicˇita algoritma - jednim koji ocˇekuje da c´e u
referentnom korpusu biti sva svojstva koja se pojavljuju u dokumentima koje
treba analizirati, te drugim gdje ta pretpostavka ne mora biti zadovoljena.
U slucˇaju da za neko svojstvo ne postoji mjera iz referentnog korpusa, vrsˇi se
najjednostavniji oblik izravnjavanja (engl. smoothing) - pretpostavlja se da
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Tablica 4.27: Utjecaj velicˇine referentnog korpusa (VRK) te algoritma za
racˇunanje mjera na referentnom korpusu na evaluacijske mjere F1 i F0.5 na
uzorku 5-SVI
ALG1 ALG2
VRK F1 F0.5 F1 F0.5
1,000 0.71 0.797 0.745 0.811
2,000 0.715 0.797 0.747 0.817
3,000 0.725 0.803 0.729 0.805
4,000 0.73 0.8076 0.726 0.805
5,000 0.717 0.798 0.726 0.805
6,000 0.726 0.805 0.721 0.801
7,000 0.721 0.801 0.721 0.801
8,000 0.721 0.801 0.72 0.8
9,000 0.721 0.801 0.719 0.798
10,000 0.721 0.801 0.722 0.8
20,000 0.718 0.798 0.72 0.801
cijeli 0.723 0.798 0.723 0.798
se to svojstvo pojavilo jedanput, odnosno pridruzˇuje mu se minimalna mjera
iz popisa mjera referentnog korpusa.
Drugi je algoritam jednostavniji iz razloga sˇto nije potrebno paziti da
su dokumenti koje je potrebno analizirati dio referentnog korpusa. To sa
sobom nosi i cˇinjenicu da je, u slucˇaju da se pokazˇe da nije potrebno imati
sˇto vec´i moguc´i referentni korpus, moguc´e jednokratno izracˇunati mjere na
referentnom korpusu te se njih ne mora nanovo racˇunati.
Rezultati eksperimenata na uzorku 5-SVI prikazani su u tablici 4.27.
Iz podataka je vidljivo da uz upotrebu prvog algoritma vec´ korpus od
1,000 dokumenata daje rezultate vrlo bliske viˇsestruko vec´em korpusu. U
slucˇaju koriˇstenja drugog algoritma pri manjim korpusima, odnosno kada je
cˇesˇc´i slucˇaj da ne postoji mjera referentnog korpusa za neko svojstvo te se
koristi maksimalna vrijednost, moguc´e je primijetiti odredeno poboljˇsanje
rezultata. Moguc´a argumentacija tih rezultata jest da se time sve pojavni-
ce koje nisu precˇeste jednako nadograduje, odnosno ne cˇini posebna razlika
izmedu pojavnica koje su vrlo rijetke, odnosno razmjerno rijetke. Kako se u
ovim eksperimentima koristi mjera referentnog korpusa IDF, zakljucˇak ovih
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Tablica 4.28: Utjecaj velicˇine referentnog korpusa (VRK) na evaluacijske
mjere F1 i F0.5 na uzorku 5-SVI
VRK F1 F0.5
10 0.717 0.769
20 0.722 0.786
30 0.719 0.787
40 0.719 0.787
50 0.722 0.789
100 0.719 0.791
200 0.714 0.791
300 0.718 0.792
500 0.723 0.8
700 0.736 0.805
900 0.741 0.81
1,000 0.745 0.811
rezultata pokazuje iz josˇ jednog kuta manjkavosti te vrlo popularne i moc´ne
mjere.
Izmedu ova dva algoritma ocˇiti je pobjednik drugi, i to iz dva razloga:
• drugi algoritam postizˇe bolje rezultate i od prvog algoritma i od pristu-
pa gdje se cijeli korpus koristi za racˇunanje mjera referentnog korpusa
• ovim se algoritmom uz znacˇajno smanjenje kolicˇine podataka potreb-
nih za racˇunanje mjera referentnog korpusa ostvaruje dodatna velika
prednost - izbor podataka te racˇunanje mjera nad odabranim podaci-
ma moguc´e je ucˇiniti jednokratno te do daljnjega koristiti izracˇunate
mjere.
Kako je vec´ u prvom eksperimentu vrlo mala kolicˇina podataka pokazala
vrlo dobre rezultate, sljedec´i c´e eksperiment istrazˇiti ukljucˇivanje od samo
10 do 1000 dokumenata u referentni korpus. Rezultati ovog eksperimenta
prikazani su u tablici 4.28.
Na rezultatima je moguc´e primijetiti da je vec´ 30 dokumenata dovoljna
kolicˇina podataka za dobru procjenu mjere referentnog korpusa. S 500 do-
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Tablica 4.29: Utjecaj velicˇine referentnog korpusa (VRK) na evaluacijske
mjere F1 i F0.5 na uzorcima 4-SVI, 5-SVI i 6-SVI
4-SVI 5-SVI 6-SVI
VRK F1 F0.5 F1 F0.5 F1 F0.5
1,000 0.763 0.825 0.745 0.81 0.68 0.746
2,000 0.763 0.825 0.747 0.817 0.685 0.759
3,000 0.755 0.82 0.729 0.805 0.675 0.754
cijeli 0.774 0.832 0.723 0.798 0.68 0.754
kumenata procjena postaje zaista dobra. Unatocˇ tome, 1,000 dokumenata
ipak daje bolje rezultate.
Kako bi se pronasˇla dobra procjena optimalne velicˇine referentnog kor-
pusa izvrsˇen je i trec´i eksperiment, i to nad sva tri uzorka. Rezultati tog
eksperimenta prikazani su u tablici 4.29.
Zakljucˇno je na slici 4.1 prikazan odnos F0.5 mjere i velicˇine referentnog
korpusa te nacˇina oblikovanja referentnog korpusa. Iscrtkana krivulja pred-
stavlja rezultat prvog algoritma koji zahtijeva prisutnost dokumenata koji
se analiziraju dok puna krivulja predstavlja rezultat drugog gdje analizirani
dokumenti nisu dio referentnog korpusa. I iz ovog je prikaza vidljivo da je
optimalna velicˇina referentnog korpusa oko 2,000 dokumenata. Isto je tako
vidljivo da drugi, jednostavniji algoritam redovito pobjeduje kompleksniji.
Usto je moguc´e primijetiti trbuh na pocˇetku pune krivulje gdje ta krivulja
znacˇajno odskacˇe od iscrtkane. Naknadno se krivulje izjednacˇuju. Argu-
mentacija tih rezultata ide u smjeru nepokrivanja velikog broja specificˇnijih
svojstava od strane referentnog korpusa sˇto za posljedicu ima da se tim svoj-
stvima dodjeljuje maksimalna vrijednost iz referentnog korpusa. Ovaj za-
kljucˇak predstavlja dodatnu kritiku u ovom slucˇaju koriˇstene TF-IDF mjere
koja s vec´im i informativnijim referentnim korpusom specificˇnija svojstva viˇse
ne nagraduje dovoljno.
Zakljucˇak koji polucˇuju prikazani rezultati jest da je optimalna velicˇina
referentnog korpusa otprilike 2,000 dokumenata sˇto odgovara velicˇini od cca.
pola milijuna pojavnica, i to ne nuzˇno nad dokumentima koje se trenut-
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Slika 4.1: Odnos F0.5 mjere i velicˇine referentnog korpusa s obzirom na nacˇin
oblikovanja referentnog korpusa
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no analizira. To omoguc´uje jednokratnu analizu manjeg korpusa te daljnje
koriˇstenje jednokratno izracˇunatih mjera. Cˇinjenica da za TF-iDF mjeru
u ovom zadatku vrijedi ”manje je bolje” ukazuje na dodatnu nesavrsˇenost
popularne TF-IDF mjere.
Ovim je skupom eksperimenata odgovoreno na pitanje koliko referentni
korpus treba sadrzˇavati dokumenata no i ne koliko ga cˇesto treba osvjezˇavati.
Na to bi pitanje odgovore trebali dati dodatni eksperimenti.
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Poglavlje 5
Zakljucˇak
U ovom je doktorskom radu empirijski provjeren, odnosno optimiziran niz
metoda za koje je moguc´e pretpostaviti da mogu uspjesˇno rijesˇiti zadatak
pronalazˇenja dogadaja u viˇsestrukim izvorima informacija. Zadatak je, dakle
pri viˇse izvora informacija koji viˇsestruko izvjesˇtavaju o dogadajima identifi-
cirati dokumente u kojima se izvjesˇtava o istom dogadaju. Oblikovanjem sa-
mih grupa zvanih grozdovi vrsˇi se i pronalazˇenje odredenih dogadaja. Jedna
od pretpostavki koja pojednostavnjuje zadatak je ta da se u jednom doku-
mentu izvjesˇtava o jednom dogadaju, odnosno da se dokument mozˇe smatrati
prikazom jedinicˇnog dogadaja.
Osnovne metode koje se primjenjuju u ovom radu su formalni prikaz do-
kumenta vektorom svojstava, koriˇstenje mjera udaljenosti izmedu vektora
kako bi se izracˇunale udaljenosti u sadrzˇaju dokumenta, odnosno slicˇnost
dokumenata. Na temelju tih slicˇnosti algoritmom grozˇdenja se dokumenti
grupiraju u grozdove te se pokusˇava postic´i takav poredak koji bi odgova-
rao onome oblikovanom od strane ljudkog oznacˇitelja - strucˇnjaka koji je
unaprijed dokumente grupirao prema dogadaju o kojem izvjesˇtavaju.
Kako bi se istrazˇila kompleksnost zadatka koji obavlja ljudski oznacˇitelj,
nezavisno su oznacˇena dva uzorka te je izracˇunata mjera dogovora izmedu oz-
nacˇitelja, i to na dva nacˇina. Mjera koja je osjetljiva na veliku razliku u broju
elemenata u skupovima, odnosno razlicˇiti broj grozdova koji se usporeduju
daje vrijednost od 0.648, dok vrijednost koja razliku u broju elemenata za-
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nemaruje, odnosno nije osjetljiva na razlicˇit broj oblikovanih grozdova daje
strop od 0.91. Obje su vrijednosti relevantne - druga vrijednost je vjerojatno
blizˇe stvarnom stropu zadatka, odnosno ne mozˇe se ocˇekivati od algoritma da
evaluacijskom mjerom prijede ovu vrijednost. Prva pak vrijednost ukazuje
na kompleksnost zadatka, odnosno cˇinjenicu da se rezultat dvaju ljudskih
oznacˇitelja koji su dobili identicˇne upute slazˇe samo u 65% slucˇajeva.
Kako bi se razlicˇite metode mogle usporediti potrebna je mjera slicˇnosti
rezultata stvorenog od strane cˇovjeka, odnosno algoritma. Tome sluzˇe eva-
luacijske metode. U ovom je doktorskom radu koriˇsteno sedam razlicˇitih
evaluacijskih metoda.
Teorijski je dokazano kako cˇistoc´a kao evaluacijska metoda nije pozˇeljna
mjera za ovakav zadatak. Ona, naime, ne kazˇnjava pretjerano dijeljenje groz-
dova, odnosno smatra optimalnim rezultatom i onaj gdje je svaki dokument
u svom grozdu.
Normalizirana medusobna informacija i rand indeks nemaju navedeni pro-
blem, oni, naime, preferiraju rezultate s manjim brojem grozdova. Njima se
mozˇe zamjeriti cˇinjenica da redovito daju vrlo visoke vrijednosti te da time
ne diskriminiraju dovoljno dobro medu rezultatima (standardna devijacija
rezultata je vrlo mala).
Evaluacijske mjere koje pokazuju najbolje rezultate su klasicˇne mjere pre-
ciznosti, potpunosti i F mjere. Preciznost i potpunost pokazuju standardnu
manjkavost - svoju suprostavljenost. Upravo taj problem rjesˇava se F mje-
rama. Parametri β F mjera koji se istrazˇuju su 1 i 0.5. Opc´enito obje mjere
daju uvid u uspjesˇnost neke metode rjesˇavanja danog zadatka, no prednost
se mora dati F0.5 mjeri iz razloga sˇto ona daje prednost preciznosti. Naime,
priroda zadatka nalazˇe da se rezultat sˇto je tocˇniji no manje potpun smatra
boljim od onoga koji je potpuniji, no manje tocˇan.
Zakljucˇno se o evaluacijskim mjerama mozˇe rec´i da sve osim cˇistoc´e daju
upotrebljive rezultate te da su najinformativnije preciznost i potpunost, od-
nosno iz njih izracˇunate F mjere. Mjera F0.5 se smatra najkorisnijom zbog
prirode zadatka cˇija se rjesˇenja evaluiraju.
Nadalje je eksperimentirano s algoritmima grozˇdenja. Dokazano je kako
je za zadatak pronalazˇenja dogadaja algoritam grozˇdenja jednim prolaskom
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jednako uspjesˇan kao i slozˇeniji hijerarhijski algoritmi za grozˇdenje. Razlog
tomu lezˇi u prirodi rjesˇenja koje dokument prikazuje kao vektor svojstava -
pojavnica izvan njihovog konteksta te kompleksnost hijerarhijskih algoritama
ovdje ne dolazi do izrazˇaja.
Kod mjera udaljenosti najbolje je rezultate pokazala kosinusna mjera te
odmah u nastavku i Jaccard i Dice koeficijenti te Jensen-Shannon. Potonji
dosljedno pokazuju nesˇto slabije rezultate. Manhattan udaljenost pokazuje
bitno slabije rezultate, dok je najlosˇija mjera udaljenosti zasigurno Euklidova
udaljenost koja se josˇ jednom potvrdila kao losˇa mjera u slucˇaju postojanja
strsˇec´ih vrijednosti, odnosno velikih razlika u vrijednostima pojedinih dimen-
zija.
Dvije pretpostavljene heuristike - dokumenti koji opisuju isti dogadaj
objavljuju se u istom danu i ne postoje dva dokumenta iz istog izvora ko-
ji opisuju isti dogadaj - su dokazane i in vitro - na oznacˇenim podacima -
i in vivo - na zadatku pronalazˇenja dogadaja. Obje su heuristike, naime,
uspjesˇno dokazane analizom podataka, a u praksi, pri rjesˇavanju problema
pronalazˇenja dogadaja, kao sˇto je i ocˇekivano, pospjesˇuju potpunost, a sma-
njuju preciznost, no i dalje pozitivno utjecˇu na evaluacijsku mjeru F0.5. Na-
dalje, prva heuristika cˇini cijeli problem bitno jednostavnije izracˇunljivim. Za
pretpostaviti bi bilo da bi se prva heuristika primjenjivala i da kvari rezultat
zato sˇto njeno neprimjenjivanje znatno otezˇava izracˇun zbog kombinatorne
eksplozije broja parova dokumenata koje treba usporedivati. Primjena druge
heuristike nesˇto otezˇava izracˇun no bitno manje nego sˇto pospjesˇuje rezultat.
Medu mjerama tezˇine svojstva kao najbolja se mjera dokazala i najpopu-
larnija TF-IDF mjera postizˇuc´i redovito bolje rezultate od t-testa, druge po
redu optimalne vrijednosti varijable MTS. Uvjetna vjerojatnost - nelogarit-
mirani t-test - nesˇto zaostaje za t-testom dok je ocˇiti gubitnik ovog eksperi-
menta vjerojatnost - jedina mjera koja ne uzima u obzir razdiobu svojstava
u cijelom korpusu s obzirom na razdiobu svojstava u pojedinom dokumentu.
Sˇto se ticˇe odredivanja svojstava na razini pojavnica, interpunkcije su
se pokazale kao sˇtetne. Za pretpostaviti bi bilo da one nemaju distinktivnu
razliku te da ne bi smjele utjecati na rezultat, no ocˇito je ukljucˇivanjem samo
pojavnica koje odgovaraju pravilu pojavnice dodatno ocˇiˇsc´en uzorak.
131
Velicˇina slova se ispostavila kao sˇtetan podatak. Koriˇstenjem jednostav-
ne statisticˇke metode odredivanja velicˇine slova rezultat je bolji no kad se
pojavnice ostavljaju onakve kakve jesu, no i dalje najbolje rezultate postizˇu
pojavnice pretvorene u mala slova.
Jednostavna metoda odredivanja vazˇnosti naslova za dokument ponav-
ljanjem pojavnica iz naslova odredeni broj puta pokazala se najuspjesˇnijom
kada se pojavnice ponove cˇetiri puta.
Sˇto se ticˇe odabira svojstava na razini pojavnica, iskljucˇivanje hapax le-
gomena, dakle svojstava koja se pojavljuju samo jednom, dva, odnosno tri
puta, pomazˇe zadatku te usto znatno smanjuje broj svojstava. Zakljucˇeno
je kako je optimalno ne ukljucˇiti svojstva koja se pojavljuju jednom, dakle
prave hapax legomena.
Iskljucˇivanje funkcijskih rijecˇi, odnosno onih svojstava koja imaju naj-
manju vrijednost logaritma mjere IDF, opc´enito popravlja rezultat. Najvec´i
pomak se mozˇe primijetiti na viˇse uzoraka kad se iskljucˇe svojstva na popisu
u rasponu od 100 do 150 sˇto navodi na zakljucˇak kako IDF mjera nije op-
timalna za racˇunanje ”nevazˇnosti” svojstva. Sˇto se ticˇe pojednostavnjenja
prikaza dokumenta, odnosno smanjenja broja svojstava, ova metoda ostva-
ruje zanemarivo pojednostavnjenje.
Jednostavniji oblik morfolosˇke normalizacije - korjenovanje - se pokazalo
u slucˇaju jednostavnog korjenovanja sˇtetnim, dok se u slucˇaju kompleksnijeg,
jezicˇno ovisnog korjenovanja pokazalo niti korisnim niti sˇtetnim.
Primijec´uje se, kao i do sada, trend da se dodatne, kompleksnije meto-
de pozitivno odrazˇavaju na tezˇe probleme, dok kod laksˇih problema rijede
pokazuju napredak ili pak prouzrocˇuju nazadak.
Kompleksnija i jezicˇno bitno tocˇnija metoda morfosintakticˇkog oz-
nacˇavanja takoder generalno ne pokazuje znacˇajan napredak u rjesˇavanju
zadatka. Uzevsˇi u obzir njenu kompleksnost i cijenu razvoja, za ovu razinu
prikaza dokumenta i ovaj zadatak ona nikako nije za preporucˇiti.
Najvec´i razlog neuspjehu morfolosˇke normalizacije je priroda zadatka -
pronalazˇenje dokumenata koji izvjesˇtavaju o istom dogadaju. Naime, za
pretpostaviti je da c´e autori opisujuc´i neki dogadaj uz iste lekseme te lekseme
koristiti i u istoj morfosintakticˇkoj kategoriji.
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Ukljucˇivanje viˇsecˇlanih izraza u popis svojstava dozˇivljava neuspjeh slicˇan
onome kao kod morfolosˇke normalizacije. U popis svojstava je postepeno
uvodeno sve viˇse i viˇse najjacˇih kolokacija izracˇunatih hi-kvadrat testom uz
prag cˇestote svakog elementa kolokacije od tri pojavljivanja te nikakav na-
predak nije primijec´en. Uzevsˇi u obzir neuspjesˇnost prethodnih statisticˇkih
i jezicˇnih metoda kao i ove statisticˇke, moguc´e je zakljucˇiti kako ovakav pris-
tup analizi, odnosno modeliranju sadrzˇaja, tj. znacˇenja dokumenta, posebno
za zadatak pronalazˇenja dokumenata koji izvjesˇtavaju o istom dogadaju, ne
profitira od dubljih jezicˇnih analiza te najbolje rezultate postizˇe koristec´i
sˇto jednostavnije statisticˇke mjere. Za ocˇekivati je kako bi ovakve metode
kao i neke kompleksnije poput izgradnje sintakticˇkih stabala ili analize se-
mantike ili pragratike mogle imati pozitivan utjecaj, no samo uz promjenu,
odnosno nadogradnju osnovne paradigme vektorskog prostora i algoritama
za grozˇdenje.
Sˇto se ticˇe utjecaja velicˇine referentnog korpusa na uspjesˇnost rjesˇavanja
zadataka, zakljucˇeno je kako ”viˇse je bolje” u ovom slucˇaju ne vrijedi te da
je optimalna velicˇina referentnog korpusa 2,000 dokumenata. Istrazˇujuc´i je li
bolje posjedovati mjeru iz referentnog korpusa za svako svojstvo u dokumen-
tu koji se analizira, zakljucˇeno je kako to nije potrebno. Time je postignuto
znatno pojednostavljenje - moguc´e je jednokratko oblikovati referentni kor-
pus te izvrsˇiti na njemu potrebna mjerenja. Te je mjere nadalje moguc´e
uvijek direktno pozivati, a sve nepostojec´e vrijednosti se, dokazano je, mogu
poistovjetiti s onima hapax legomena u referentnom korpusu.
Vrijeme trajanja takvog izmjerenog referentnog korpusa dalje je nepoz-
nato. Za njegovo odredivanje trebalo bi provesti vremenska istrazˇivanja koja
zasigurno nadilaze spektar interesa ovog doktorskog rada.
Opc´enito je moguc´e zakljucˇiti kako je vektorski model prikaza dokume-
nata te grupiranje podatkovnih tocˇaka jednostavnim algoritmom grozˇdenja
vrlo uspjesˇna metoda pronalazˇenja pojedinih dogadaja u skupu dokumenata.
Statisticˇke metode koje uzimaju u obzir cˇestotnu razdiobu svojstava u refe-
rentnom korpusu znacˇajno pospjesˇuju rezultat. Referentni korpus ne treba
biti izrazito velik, odnosno ne vrijedi ”sˇto viˇse, to bolje”. Naprednije statis-
ticˇke i lingvisticˇke jezicˇne metode u pravilu ne pomazˇu zadatku pronalazˇenja
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dogadaja. Daljnje istrazˇivanje ovog podrucˇja mora tezˇiti promjeni paradig-
me prikaza dokumenta. Ovakav je prikaz, naime, ocˇito ostvario svoj vrhunac
te ne profitira uvodenjem svojstava odredenih i odabranih nekim slozˇenijim
metodama.
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Poglavlje 6
Dodaci
6.1 Englesko-hrvatski glosar manje poznatih
strucˇnih termina
accuracy - tocˇnost
anaphora resolution - razrjesˇavanje anafore
average-link clustering - grozˇdenje prosjecˇnom vezom
bag of lemmata - vrec´a lema
bag of words - vrec´a rijecˇi
baseline - osnovni pristup
bottom-up - od dna prema gore
ceiling - strop
chunking - razdjeljivanje
cluster - grozd
clustering - grozˇdenje
complete-link clustering - grozˇdenje potpunom vezom
computational linguistics - racˇunalna lingvistika
conditional probability - uvjetna vjerojatnost
contingency table - tablica slucˇajeva
cosine measure - kosinusna mjera
cost - trosˇak
cost function - funkcija trosˇka
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cut-off point - tocˇka rezanja
data stream - podatkovni tok
divergence - odstupanje
external quality criterion - vanjski kriterij kvalitete
false negative - lazˇno negativno rjesˇenje
false positive - lazˇno pozitivno rjesˇenje
feature - svojstvo
feature extraction - odredivanje svojstava
feature selection - odabir svojstava
feature space - prostor svojstava
feature weight - tezˇina svojstva
gold standard - zlatni standard
hierarchical clustering - hijerarhijsko grozˇdenje
human annotator - ljudski oznacˇitelj
inter-annotator agreement - dogovor izmedu oznacˇitelja
internal quality criterion - unutarnji kriterij kvalitete
joint probability - zajednicˇka vjerojatnost
knowledge management - upravljanje znanjem
lemmatization - lematizacija
lower bound - donja granica
machine learning - strojno ucˇenje
maximum likelihood estimate - procjena najvec´e vjerojatnosti
named entity recognition - prepoznavanje imena entiteta
natural language processing (NLP) - obrada prirodnog jezika (OPJ)
normalized mutual information - normalizirana medusobna informacija
objective function - objektivna funkcija
outlier - strsˇec´i podatak
parsing - rasˇcˇlamba
penalizing - kazˇnjavanje
phrase - sveza
POS tagging - POS oznacˇavanje, oznacˇavanje vrste rijecˇi, morfosintakticˇko
oznacˇavanje
precision - preciznost
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pruning - podrezivanje
purity - cˇistoc´a
rand index - rand indeks, tocˇnost
recall - potpunost
single-link clustering - grozˇdenje pojedinacˇnom vezom
single-pass clustering - grozˇdenje jednim prolaskom
smoothing - izravnjavanje
speech-to-text - govor u tekst
stopping, stop-word removal - uklanjanje stop rijecˇi
supervised machine learning - nadzirano strojno ucˇenje
text-to-speech - tekst u govor
threshold - prag
top-down - od vrha prema dolje
trade-off - kompromis
true negative - istinito negativno rjesˇenje
true positive - istinito pozitivno rjesˇenje
upper bound - gornja granica
unsupervised machine learning - nenadzirano strojno ucˇenje
weight - tezˇinski faktor
weighting - tezˇinsko faktoriranje
word sense disambiguation - razrjesˇavanje leksicˇke viˇseznacˇnosti
6.2 Primjer rezultata krajnjeg algoritma nad
uzorkom 5-SVI
Prikazani su grozdovi koji sadrzˇe viˇse od jednog dokumenta. Navedeni su
naslov i izvor dokumenta.
—
Bolivija: prosˇao referendum za vec´u autonomiju Santa Cruza / totalportal.hr
Bogati napusˇtaju Moralesa / glas-slavonije.hr
Najbogatija bolivijska pokrajina izglasala vec´u autonomiju / business.hr
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Prosˇao referendum za vec´u autonomiju Santa Cruza / tportal.hr
Bolivija: Prosˇao referendum za vec´u autonomiju Santa Cruza / vecernji.hr
Bolivijska najbogatija pokrajina zˇeli autonomiju / javno.com
Hrvat vodi ”pobunu” protivv Moralesa / jutarnji.hr
Najbogatija bolivijska provincija proglasila autonomiju / rtl.hr
Morales: referendum je promasˇena separatisticˇka mjera / seebiz.eu
Bolivija: Prosˇao referendum za vec´u autonomiju Santa Cruza / dnevnik.hr
Najvec´a pokrajina Bolivije na referendumu izabrala autonomiju / index.hr
—
Obama vratio vec´u potporu medu demokratskim biracˇima / jutarnji.hr
Ankete: Obama vratio vec´u potporu medu demokratskih biracˇima /
vecernji.hr
Obama hita prema sve vec´oj potpori demokrata / javno.com
Obama vratio vec´u potporu medu demokratskih biracˇima / tportal.hr
Obama povec´ao prednost pred Hillary Clinton / totalportal.hr
Obama vratio vec´u potporu medu demokratskih biracˇima / seebiz.eu
Obama ponovo u anketama pobjeduje Clinton / business.hr
Obama vratio vec´u potporu medu demokratskih biracˇima - ankete /
dnevnik.hr
Obama vratio vec´u potporu medu demokratskim biracˇima / nacional.hr
Obama vratio potporu glasacˇa i povec´ao prednost pred Clinton / index.hr
—
Borisu Tadic´u prijete metkom u cˇelo zbog izdaje Srbije / index.hr
Tadic´u prijete ubojstvom zbog izdaje / javno.com
Prijetnje smrc´u srbijanskom predsjedniku Borisu Tadic´u / totalportal.hr
Borisu Tadic´u prijete ’metkom u cˇelo” / dnevnik.hr
Borisu Tadic´u prijete smrc´u / nacional.hr
Predsjedniku Srbije Tadic´u prijete ”metkom u cˇelo” / business.hr
Borisu Tadic´u prijete metkom u cˇelo / tportal.hr
Borisu Tadic´u prijete smrc´u / rtl.hr
Borisu Tadic´u prijete smrc´u / mojportal.hr
Borisu Tadic´u prijete metkom u cˇelo / jutarnji.hr
—
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Prosvjed 150 pirotehnicˇara na Trgu bana Jelacˇic´a / business.hr
Pirotehnicˇari prosvjeduju zbog radne snage iz BiH / totalportal.hr
Prosvjed pirotehnicˇara na Trgu bana Jelacˇic´a / dnevnik.hr
Prosvjed pirotehnicˇara na Trgu bana Jelacˇic´a / vecernji.hr
VIDEO: Prosvjed pirotehnicˇara na Jelacˇic´evom trgu / javno.com
Pirotehnicˇari na rubu egzistencije / tportal.hr
Pirotehnicˇari prosvjedovali na Trgu bana Jelacˇic´a protivv uvoza stranih
radnika / index.hr
Prosvjed pirotehnicˇara na Trgu bana Jelacˇic´a / mojportal.hr
Prosvjed pirotehnicˇara na Trgu bana Jelacˇic´a / jutarnji.hr
Prosvjed pirotenicˇara / vijesti.hrt.hr
—
Dr. Ognjen Sˇimic´ pred sutkinjom Ikom Sˇaric´ / glas-slavonije.hr
Dr. Ognjen Sˇimic´ ne osjec´a se krivim za primanje mita i pranje novca /
vecernji.hr
Sˇimic´ pred rijecˇkim sudom: Nisam kriv! / totalportal.hr
Sˇimic´: Ne smatram se krivim / nacional.hr
Pocˇelo sudenje kirurgu Sˇimic´u za primanje mita / business.hr
Sˇimic´ev kolega: Nudio mi je da dijelimo novac / jutarnji.hr
Rijeka: Pocˇelo sudenje kirurgu Sˇimic´u za primanje mita / dnevnik.hr
Rijecˇki kirurg Ognjen Sˇimic´: Nisam kriv / index.hr
Kirurg Sˇimic´ ne osjec´a se krivim za primanje mita / javno.com
—
Brazil: potonuo brod s 80-tak putnika; najmanje 15 mrtvih / totalportal.hr
Brazil: Potonuo brod s 80-tak putnika; najmanje 15 mrtvih / mojportal.hr
U Amazoniji potonuo brod koji je prevozio putnike na zabavu, 15 poginulih
/ index.hr
Potonuo brod s 80 putnika; najmanje 15 mrtvih / dnevnik.hr
U brodolomu u Amazoniji najmanje 15 mrtvih / tportal.hr
U brodolomu na Amazoni najmanje 15 poginulih / business.hr
Brazil: potonuo brod s 80-ak putnika; najmanje 15 mrtvih / jutarnji.hr
Najmanje 15 mrtvih prilikom potonuc´a broda / nacional.hr
U Brazilu potonuo brod sa 80 putnika / javno.com
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—Prema novim podacima, u Mianmaru oko 4.000 poginulih / jutarnji.hr
Mianmar: Ciklon ubio 10.000 ljudi / rtl.hr
Ciklon odnio 3969 zˇrtava u Mianmaru / business.hr
Mianmar: ciklon Nargis odnio 3.969 zˇivota / totalportal.hr
U Mianmaru 4,000 mrtvih, 3,000 nestalih / dnevnik.hr
Snazˇan ciklon do sada usmrtio deset tisuc´a ljudi u Mianmaru / index.hr
Ciklon u Mianmaru odnio 3.969 zˇivota / javno.com
U ciklonu Naris poginulo 3.969 osoba / nacional.hr
Ciklon usmrtio cˇetiri tisuc´e ljudi / tportal.hr
—
Tijela triju beba pronadena u frizˇideru / rtl.hr
Tijela troje djece pronadena u zamrzivacˇu / javno.com
Josˇ jedan horor podrum: Njemica ubila troje vlastite novorodencˇadi /
index.hr
Tijela 3 bebe otkrivena u zamrzivacˇu u Njemacˇkoj / tportal.hr
Isˇao jesti pa u zamrzivacˇu pronasˇao tijela troje novorodencˇadi / dnevnik.hr
U Njemacˇkoj u zamrzivacˇu pronadena tijela triju beba / jutarnji.hr
Njemacˇka: Tri djecˇja tijela nadena u zamrzivacˇu obiteljske kuc´e / mojpor-
tal.hr
U zamrzivacˇu pronadena tijela triju beba / nacional.hr
U podrumu kuc´e u Njemacˇkoj policija je pronasˇla tri mrtve bebe, za koje se
ispostavilo da ih je ubila vlastita majka, a pronasˇao ih je njezin sin kada je
iˇsao po nesˇto za jelo. / net.hr
—
Danas pocˇeo ”bijeli sˇtrajk” u T-HT-u / liderpress.hr
Bijeli sˇtrajk u T-HT-u / vijesti.hrt.hr
Radnici T-HT-a zapocˇeli bijeli sˇtrajk / nacional.hr
Bijeli sˇtrajk prvih 2000 zaposlenika T-HT-a / totalportal.hr
”Bijeli sˇtrajk” u T-HT-u / mojportal.hr
Pocˇeo ”bijeli sˇtrajk” u T-HT-u / vecernji.hr
Danas pocˇeo ”bijeli sˇtrajk” u T-HT-u / poslovni.hr
Pocˇeo ”bijeli sˇtrajk” u HT-u koji c´e usporiti pruzˇanje usluga korisnicima /
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business.hr
—
SDP u saborsku proceduru uputio interpelaciju vezanu uz slucˇaj Pukanic´ /
vecernji.hr
SDP c´e u Sabor uputiti interpelaciju u slucˇaju Mirjane Pukanic´ / totalpor-
tal.hr
Policija je zatasˇkala prijetnje Mirjani Pukanic´ / jutarnji.hr
SDP: Policija je ponizˇavajuc´im scenama privodenja pred novinarima narusˇila
prava Mirjane Pukanic´ / index.hr
Slucˇaj Mirjane Pukanic´ u saborskim klupama / tportal.hr
SDP je u saborsku proceduru uputio interpelaciju kojom se od Vlade trazˇi
kazˇnjavanje odgovornih u slucˇaju prisilne hospitalizacije Mirjane Pukanic´,
zbog krsˇenja njenih prava. / net.hr
SDP u saborsku proceduru uputio interpelaciju vezanu uz slucˇaj Pukanic´ /
dnevnik.hr
”Ministar zdravstva postupanjem u slucˇaju Pukanic´ narusˇio povjerenje u
vladavinu prava” / business.hr
—
Kovacˇevic´ razocˇaran / vijesti.hrt.hr
Kovacˇevic´ razocˇaran jer nema sucˇeljavanja pred SDP-ovim cˇlanstvom /
mojportal.hr
Dragan Kovacˇevic´ protivv sucˇeljavanja u Otvorenom / index.hr
Kovacˇevic´ razocˇaran jer je Milanovic´ izbjegao sucˇeljavanje pred cˇlanstvom
SDP-a / business.hr
Kovacˇevic´: Gdje je nestao cˇovjek? / javno.com
Kovacˇevic´: Gdje je nestao cˇovjek? / seebiz.eu
Kovacˇevic´: ”U SDP-u nije zazˇivjela demokratska praksa javnog sucˇeljavanja”
/ vecernji.hr
Vecˇeras u Otvorenom ”javno sucˇeljavanje” kandidata SDP-a / nacional.hr
—
Pucano na kc´erku i unuka vlasnika Medimurjepleta, cˇakovecˇku HDZ-ovku /
business.hr
Pucano na Nikolinu Babic´. potpredsjednicu cˇakovecˇkog HDZ-a / nacional.hr
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Metak je okrznuo rukav cˇakovecˇke HDZ-ovke / javno.com
Pucano na Nikolinu Babic´, direktoricu Pane i potpredsjednicu cˇakovecˇkog
HDZ-a / vecernji.hr
Pucali na potpredsjednicu cˇakovecˇkog HDZ-a / jutarnji.hr
Policija traga za osobama koje su pucale na Nikolinu Babic´ / mojportal.hr
U napadu na potpredsjednicu cˇakovecˇkog HDZ-a sudjelovale cˇetiri osobe /
dnevnik.hr
Potpresjednica cˇakovecˇkog HDZ -a dva puta izbjegla smrt / index.hr
—
Arsenal nudi 12 milijuna funti za Niku Kranjcˇara? / rtl.hr
Arsenal nudi 12 milijuna funti za Niku Kranjcˇara / javno.com
Arsenal Portsmouthu za Kranjcˇara nudi 12 milijuna funti / business.hr
Arsenal nudi 12 milijuna funti za Niku Kranjcˇara / liderpress.hr
Arsenal za Kranjcˇara nudi 12 milijuna funti / nacional.hr
Arsenal nudi 12 milijuna funti za Niku Kranjcˇara? / dnevnik.hr
Daily Mirror: Arsenal nudi 12 milijuna funti za Niku Kranjcˇara / mojpor-
tal.hr
—
Protiv bivsˇih duzˇnosnika Osjecˇke pivovare podignuta optuzˇnica / index.hr
Podignuta optuzˇnica protivv odgovornih duzˇnosnika osjecˇke Pivovare /
dnevnik.hr
Osijek: podignuta optuzˇnica protivv duzˇnosnika osjecˇke pivovare / totalpor-
tal.hr
Vrh osjecˇke Pivovare optuzˇen za krivotvorenje te zlouporabu polozˇaja /
business.hr
Podignuta optuzˇnica protivv odgovornih duzˇnosnika osjecˇke Pivovare /
mojportal.hr
Podignuta optuzˇnica protivv odgovornih duzˇnosnika osjecˇke Pivovare /
vecernji.hr
Podignuta optuzˇnica protivv odgovornih duzˇnosnika osjecˇke Pivovare /
liderpress.hr
—
Dugoselski poduzetnik od Eduarda trazˇi devet milijuna kuna / business.hr
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Eduardu tuzˇba od 8,7 milijuna kuna / mojportal.hr
Da Silva prijavio bivsˇeg savjetnika zbog prijevare / javno.com
Radivojevic´ tuzˇi Eduarda Da Silvu za 8,7 milijuna / nacional.hr
Tuzˇba protivv Dudua: ”Savjetnik” trazˇi 8,7 milijuna kuna / totalportal.hr
”Jedino sˇto su oni napravili jest da su Eduardu jednom kupili tenisice” /
dnevnik.hr
Radivojevic´ tuzˇbu temelji na ugovoru o poslovnoj suradnji u kojem stoji da
mu je, kao osobnom savjetniku, Dudu duzˇan isplatiti 10 posto provizije na
bilo koji iznos uplac´en na njegovo ime do 2010. / net.hr
—
Primorac saslusˇao studente / vijesti.hrt.hr
Primorac pokusˇava izbjec´i studentske prosvjede razgovorom s Rektorskim
zborom / business.hr
Studenti ne odustaju od prosvjeda zbog Bolonje / jutarnji.hr
Studenti ne odustaju od najavljenog prosvjeda / dnevnik.hr
Studenti nakon sastanka s Primorcem ipak ne odustaju od prosvjeda /
index.hr
Nema odustajanja od prosvjeda / nacional.hr
Primorac primio organizatore studentskog sˇtrajka / javno.com
—
Slaven Bilic´ potpisao novi ugovor s HNS-om / seebiz.eu
Bilic´ produzˇio ugovor i objavio putnike na Euro / nacional.hr
Bilic´ na Euro vodi Sharbinija i Pamic´a / dnevnik.hr
Bilic´ potpisao novi dvogodiˇsnji ugovor / business.hr
Bilic´ pozvao Pokrivacˇa i Sharbinija, Mandzˇukic´ ”izvisio” / totalportal.hr
Bilic´ev popis za Euro: Usˇli Sharbini i Pamic´ / rtl.hr
Bilic´: Sharbini i Pamic´ idu na priprema za Euro 2008. / mojportal.hr
—
Nisam znao da su transvestiti / javno.com
Ronaldo: Ucˇinio sam nesˇto jako glupo / mojportal.hr
Ronaldo: Ucˇinio sam nesˇto jako glupo / nacional.hr
Ronaldo: ”Ucˇinio sam nesˇto jako glupo” / rtl.hr
Ronaldo: Ucˇinio sam nesˇto jako glupo / vecernji.hr
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Ronaldo: Ucˇinio sam nesˇto jako glupo / dnevnik.hr
—
Britanski umjetnik provest c´e dva dana zakopan u pijesku / totalportal.hr
Umjetnik dva dana zakopan u pijesku / tportal.hr
Britanski umjetnik provest c´e dva dana zakopan u pijesku / business.hr
Zakopao se u pijesak kako bi spasio plazˇu / javno.com
Britanski umjetnik zatrpan u pijesku / nacional.hr
Britanski umjetnik provest c´e dva dana zakopan u pijesku / mojportal.hr
—
Jedna osoba poginula u eksploziji plina u Sarajevu / totalportal.hr
Eksplozija plina u centru Sarajeva; jedna osoba poginula / mojportal.hr
Poginula zˇena u eksploziji plina u Sarajevu / tportal.hr
Jedna osoba poginula, a troje ozlijedeno u eksploziji plina u centru Sarajeva
/ index.hr
Sarajevo: Jedna osoba poginula, troje ozlijedeno u eksploziji plina /
dnevnik.hr
Jedna osoba poginula, troje ozlijedeno u eksploziji plina u Sarajevu /
vecernji.hr
—
Dalj: Peticijom protivv ulice srpskog znanstvenika / javno.com
Dalj: Mjesˇtani protivv preimenovanja ulice poginulog branitelja Kemenjija
/ dnevnik.hr
Daljani ne zˇele ulicu Milutina Milankovic´a / tportal.hr
Srbi u Dalju protivv ulice s imenom poginulog branitelja / jutarnji.hr
Dalj: Mjesˇtani protivv preimenovanja ulice / mojportal.hr
Peticijom protivv SDSS-a koji zˇeli mijenjati ime ulice poginulog hrvatskog
policajca / index.hr
—
U Rijeci pocˇinje sudenje kirurgu zbog primanja mita / mojportal.hr
Lijecˇniku Sˇimic´u pocˇinje sudenje za primanje mita / totalportal.hr
Osumnjicˇen za mito i pranje 2,5 milijuna kuna / jutarnji.hr
Pocˇinje sudenje kirurgu / vijesti.hrt.hr
Pocˇinje sudenje rijecˇkom kirurgu Ognjenu Sˇimic´u / index.hr
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Rijeka: Sudenje zbog mita / rtl.hr
—
Sanader: Poslodavci i sindikati za dogovor o minimalnoj plac´i imaju samo
tjedan dana / business.hr
Sanader: Vlada ima rjesˇenje za minimalac / totalportal.hr
Sanader: Ako ne bude dogovora o minimalnoj plac´i, odlucˇit c´e Vlada /
jutarnji.hr
Vlada c´e odrediti minimalac? / nacional.hr
Sanader o socijalnom partnerstvu i bipartizmu / poslovni.hr
Sanader: Jacˇati socijalno partnerstvo i bipartizam / liderpress.hr
—
Preminuo bivsˇi potpredsjednik zagrebacˇke Gradske skupsˇtine Dragutin
Sˇtiglic´ / index.hr
Preminuo potpredsjednik zagrebacˇke Gradske skupsˇtine Dragutin Sˇtiglic´ /
mojportal.hr
Preminuo potpredsjednik zagrebacˇke Gradske skupsˇtine Dragutin Sˇtiglic´ /
business.hr
Preminuo gradski zastupnik Dragutin Sˇtiglic´ / javno.com
Preminuo potpredsjednik zagrebacˇke Gradske skupsˇtine / tportal.hr
—
Srbija ne odustaje od potrage za ratnim zlocˇincima / javno.com
”Srbija ne odustaje od potrage za ratnim zlocˇincima” / totalportal.hr
Srbija vjeruje da c´e potraga za Karadzˇic´em i Mladic´em uroditi plodom /
business.hr
Vukcˇevic´: Srbija ne odustaje od potrage za ratnim zlocˇincima / dnevnik.hr
Vukcˇevic´: Srbija ustrajna u potrazi za ratnim zlocˇincima / nacional.hr
—
Audi zˇeli proizvoditi elektricˇne automobile / jutarnji.hr
Audi c´e ponuditi elektricˇni automobil za 5 do 10 godina / business.hr
Audi namjerava proizvoditi elektricˇne automobile / poslovni.hr
Audi izbacuje elektricˇni automobil za 5 do 10 godina / totalportal.hr
Audi c´e ponuditi elektricˇni automobil za 5 do 10 godina / liderpress.hr
—
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Ernest Raden izjavio da se ne osjec´a krivim / dnevnik.hr
Optuzˇeni za zlocˇine u Sˇkabrnji ne osjec´a se krivim / javno.com
Ernest Raden rekao da se ne osjec´a krivim / vecernji.hr
Raden rekao da se ne osjec´a krivim / tportal.hr
Optuzˇenik za ratne zlocˇine u Sˇkabrnji: Nisam kriv / index.hr
—
Njemacˇki politicˇar mozˇda c´e prodati bradu / totalportal.hr
Milijun eura za bradu njemacˇkog politicˇara / tportal.hr
Njemacˇki politicˇar daje bradu u dobrotvorne svrhe / business.hr
Politicˇar razmiˇslja o prodaji brade / vecernji.hr
Njemacˇki politicˇar mozˇda c´e prodati bradu / dnevnik.hr
—
Hrvatsku zastavu zapalila dva slovenska vojnika? / index.hr
Slovenci ne vjeruju da je zastavu zapalila vojska / javno.com
Hrvatsku zastavu zapalili slovenski vojnici? / mojportal.hr
Umag: Slovenski vojnici zapalili hrvatsku zastavu? / vecernji.hr
Slovenski vojnici zapalili hrvatsku zastavu / seebiz.eu
—
Sˇtic´enici koji budu krsˇili zabranu pusˇenja mogu biti izbacˇeni iz staracˇkih
domova / index.hr
Zagreb: Najavljen rigorozni sigurnosni sustav u umirovljenicˇkim domovima
/ dnevnik.hr
Osˇtrija sankcioniranja u domovima umirovljenika / javno.com
Zabrana pusˇenja u domovima umirovljenika / mojportal.hr
Umirovljenike c´e zbog pusˇenja izbacivati iz domova / nacional.hr
—
Mesic´ prozvao Vladu / vijesti.hrt.hr
Ministarstvo vanjskih poslova zaposˇljava podobne / javno.com
”Oni se ne zaustavljaju u VII. upravi, vec´ im je ona ulaz, a onda se odmah
premjesˇtaju”, rekao je predsjednik Mesic´ i pozvao medije da istrazˇe tko su
ti koji ulaze tako u diplomaciju. / net.hr
Mesic´: Sedma uprava zaposˇljava podobne bez natjecˇaja / nacional.hr
Mesic´ optuzˇio Ministarstvo vanjskih poslova za varanje drzˇave / index.hr
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—WHO: smrtonosni virus u Kini nije prijetnja OI / totalportal.hr
Smrtonosni virus nec´e ugroziti Olimpijske igre / tportal.hr
Smrtonosni virus u Kini nije prijetnja OI / javno.com
WHO: Smrtonosni virus u Kini nije prijetnja OI / dnevnik.hr
—
Alitalia odlazi u ruke Lufthanse? / totalportal.hr
Lufthansa i UniCredit razgovaraju o suradnji na preuzimanju Alitalije /
poslovni.hr
Lufthansa i UniCredit preuzimaju Alitaliju? / business.hr
Lufthansa i UniCredit razgovaraju o preuzimanju Alitalije / liderpress.hr
—
Dvojac osumnjicˇen za atentat na Karzaija / javno.com
Uhic´ena dvojica zbog umijesˇanosti u atentat na Karzaija / tportal.hr
Kabul: Uhic´ena dvojica pod sumnjom za umijesˇanost u atentat na Karzaija
/ vecernji.hr
Uhic´ena josˇ dvojica osumnjicˇenih za umijesˇanost u atentat na Karzaija /
dnevnik.hr
—
Bacˇene bombe na OSˇ Jurja Dalmatinca u Sˇibeniku / vecernji.hr
Bacˇene eksplozivne naprave na sˇkolu u Sˇibeniku / javno.com
Prosˇle noc´i bacˇene eksplozivne naprave na sˇkolu u Sˇibeniku / totalportal.hr
Bacˇene bombe na sˇkolu u Sˇibeniku / tportal.hr
—
Deutsche Telekom zˇeli preuzeti Sprint? / seebiz.eu
Deutsche Telekom ”bacio oko” na americˇki Sprint Nextel / index.hr
Deutsche Telekom razmiˇslja o preuzimanju americˇkog Sprinta / liderpress.hr
Deutsche Telekom preuzima americˇki Sprint? / business.hr
—
Sindikalna kosˇarica u travnju 0,17 posto skuplja / tportal.hr
Sindikalna kosˇarica u travnju 0,17 posto skuplja nego u ozˇujku / poslovni.hr
Sindikalna kosˇarica u travnju 0,17 posto skuplja nego u ozˇujku / vecernji.hr
Zˇivotni trosˇkovi cˇetverocˇlane obitelji 6206 kuna / business.hr
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—”Postavljanje americˇkog proturaketnog sˇtita u Cˇesˇkoj velik je korak za
europski obrambeni sustav” / index.hr
De Hoop Scheffer: Proturaketni sˇtit je korak prema europskom obrambenom
sustavu / vecernji.hr
Proturaketni sˇtit vazˇan za europski obrambeni sustav / nacional.hr
Scheffer: Sˇtitom do europskog obrambenog sustava / javno.com
—
Dino Dvornik se oprasˇta od ‘Pape‘ / javno.com
Dino Dvornik snima pjesmu za oca / mojportal.hr
Dino Dvornik uglazbit c´e stihove Jaksˇe Fiamenga i snimiti pjesmu u spomen
na oca Borisa / vecernji.hr
I Dino Dvornik se odlucˇio od svog oca oprostiti stihovima. Ovih c´e dana
krenuti u studio, gdje bi trebao snimiti pjesmu pod nazivom Pape. Tekst za
pjesmu piˇse Jaksˇa Fiamengo. / net.hr
—
ArcelorMittal u pregovorima s Angang Steelom / poslovni.hr
ArcelorMittal i Angang Steel pregovaraju o spajanju / seebiz.eu
Indija i Kina ujedinjene u cˇeliku / jutarnji.hr
Mittal kupnjom 25 posto Angang Steela ulazi na kinesko trzˇiˇste / business.hr
—
Razbojnik opljacˇkao konduktera HZˇ-a / rtl.hr
Opljacˇkao konduktera i odnio torbu s 200 tisuc´a kuna / dnevnik.hr
Opljacˇkan kondukter HZˇ-a / nacional.hr
Kondukteru HZˇ-a ukrao torbu s 200.000 kuna / tportal.hr
—
ZSE: Rast Crobexa, HT najnizˇi ikad / javno.com
Crobex iznad 3.800 bodova / totalportal.hr
ZSE: Crobex ponovno iznad 3800 bodova / business.hr
Crobex porastao 1,14 posto / liderpress.hr
—
Pankretic´ trazˇi strozˇu kontrolu vlasnika pasa / business.hr
Ministar Pankretic´ ponovno razmatra Pravilnik o opasnim psima / index.hr
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Pankretic´ trazˇio dodatnu provjeru Upisnika pasa / nacional.hr
Ministar Pankretic´ zatrazˇio je od veterinarske inspekcije provjeru imaju
li vlasnici sve potrebne dokumente, te da se napravi evidencija slucˇajeva
ugriza i napada pasa. / net.hr
—
Virovitica: U prometnoj nesrec´i poginuo mopedist / vecernji.hr
U nesrec´i kod Virovitice poginuo mopedist / javno.com
U nesrec´i kod Virovitice poginuo motorist / index.hr
Virovitica: poginuo mopedist / totalportal.hr
—
Nizˇu se nesrec´e na snimanju novog nastavka o Jamesu Bondu / mojportal.hr
Ukleti James Bond: Na snimanju nozˇem izboden tehnicˇar! / dnevnik.hr
Ukleto snimanje: Izboden filmski tehnicˇar koji radi na snimanju novog
nastavka James Bonda / index.hr
Prokletstvo Jamesa Bonda: Filmski tehnicˇar izboden kuhinjskim nozˇem /
vecernji.hr
—
PPS: Navijacˇi su napadnuti samo zato sˇto su Srbi / jutarnji.hr
Napad na Delije izvela Kohorta? / totalportal.hr
Leskovar osudio napad na ”Delije” u Boboti / javno.com
Kohorta napala Delije u Boboti / glas-slavonije.hr
—
Pocˇela evakuacija viˇse od 700 putnika s nasukanog cruisera u latvijskom
akvatoriju / vecernji.hr
Brod s tisuc´u putnika nasukao se pred latvijskom obalom / mojportal.hr
Putnicˇki brod nasukao se pred latvijskom obalom / javno.com
Brod s tisuc´u putnika nasukan na latvijsku obalu / business.hr
—
BiH nec´e izrucˇiti C´urkovic´a i Vrbata Hrvatskoj / dnevnik.hr
BiH nec´e izrucˇiti C´urkovic´a i Vrbata Hrvatskoj / tportal.hr
BiH nec´e izrucˇiti C´urkovic´a i Vrbata Hrvatskoj / jutarnji.hr
Stigle odbijenice: BiH nec´e isporucˇiti C´urkovic´a i Vrbata radi dvojnog
drzˇavljanstva / index.hr
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—Suhopolje: U prometnoj nesrec´i smrtno stradala suvozacˇica / vecernji.hr
Vozacˇ tesˇko ozlijeden, a njegova supruga mrtva / tportal.hr
Suhopolje: u prometnoj nesrec´i smrtno stradala suvozacˇica / totalportal.hr
Suhopolje: U prometnoj nesrec´i smrtno stradala suvozacˇica / dnevnik.hr
—
Ciklon u Mianmaru odnio najmanje 351 zˇivot / business.hr
Najmanje 351 poginuli u ciklonu u Mianmaru / mojportal.hr
Razorni ciklon odnio viˇse od 350 zˇivota / rtl.hr
Razorni ciklon ne smeta odrzˇavanju referenduma / javno.com
—
Prag: Druga izvedba ”izgubljene” Vivaldijeve opere nakon 278 godina /
dnevnik.hr
Prag: Druga izvedba ”izgubljene” Vivaldijeve opere nakon 278 godina /
totalportal.hr
Prag: Druga izvedba ”izgubljene” Vivaldijeve opere nakon 278 godina /
vecernji.hr
—
Magma: za isplatu dividende 9,59 milijuna kuna / totalportal.hr
Magma za isplatu dividende izdvaja 9,59 milijuna kuna / business.hr
Magma za isplatu dividende odredila 9,59 milijuna kuna / liderpress.hr
—
”Ivo Tijardovic´” postuhumno dodijeljen Dvorniku / javno.com
Nagrade HNK Split - ’Ivo Tijardovic´” posmrtno Borisu Dvorniku / total-
portal.hr
Dvorniku posmrtno dodijeljen ”Ivo Tijardovic´” / tportal.hr
—
Gradani Hrvatske kupili cˇak 32 posto viˇse automobila / totalportal.hr
Najvec´a mjesecˇna prodaja automobila do sada / javno.com
Hrvati i dalje najviˇse kupuju Opele / business.hr
—
Turska: Erdogan c´e osnovati novu stranku ako se ukine AKP-a / totalpor-
tal.hr
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Turska: Erdogan c´e osnovati novu stranku u slucˇaju ukidanja AKP-a /
jutarnji.hr
Turski premijer namjerava osnovati novu stranku / javno.com
—
Znacˇajni turisticˇki porasti u prva tri mjeseca i ozˇujku / poslovni.hr
Broj noc´enja u prva tri mjeseca porastao cˇak 21,2Hrvatska biljezˇi dvozna-
mekasti rast turisticˇkog prometa / business.hr
—
ATP: mali napredak Ljubicˇic´a i Cˇilic´a / totalportal.hr
Mali napredak Ljubicˇic´a i Cˇilic´a / javno.com
ATP ulazna lista: Mali napredak Ljubicˇic´a i Cˇilic´a / dnevnik.hr
—
Ronaldo plakao nakon afere s transvestitima / business.hr
Ronaldo strahuje da je njegov ugled nepovratno narusˇen / mojportal.hr
Ronaldo strahuje da je njegov ugled narusˇen / javno.com
—
U prometnoj nesrec´i tesˇko ozlijedene cˇetiri osobe / dnevnik.hr
U prometnoj nesrec´i cˇetvero tesˇko ozlijedenih / javno.com
Cˇetiri osobe ozlijedene tesˇko u prometnoj nesrec´i u Gornjem Bazju /
vecernji.hr
—
Pronadene strvine sˇest zasˇtic´enih tuljana / tportal.hr
Oregon: Pronadene strvine sˇest zasˇtic´enih morskih lavova / dnevnik.hr
U Oregonu pronadeno sˇest mrtvih tuljana / javno.com
—
Toyota dizˇe cijene u Sjevernoj Americi / totalportal.hr
Amerikancima c´e Toyote biti skuplje / business.hr
Toyota dizˇe cijene u Sjevernoj Americi / liderpress.hr
—
Zbog problema u opskrbi, porasle cijene nafte / javno.com
Strahovanja od poremec´aja u opskrbi poskupjela barel / seebiz.eu
Strah od nestasˇice podigao cijene nafte / business.hr
—
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Mianmar: Vlast zˇeli referendum unatocˇ razornom ciklonu / dnevnik.hr
Vojna hunta zˇeli referendum unatocˇ ciklonu / javno.com
Mianmar: vlasti zˇele referendum unatocˇ razornom ciklonu / totalportal.hr
—
Moguc´ povratak srbijanskih veleposlanika natrag na Kosovo / nacional.hr
Jeremic´: Na jesen moguc´ povratak veleposlanika u zemlje koje su priznale
Kosovo / totalportal.hr
Srbija bi na jesen mogla vratiti zbog Kosova povucˇene veleposlanike /
business.hr
—
Afganistan: U tri slucˇajne eksplozije 6 mrtvih, troje djece / vecernji.hr
Afganistan: u tri slucˇajne eksplozije 6 mrtvih / totalportal.hr
Kabul: Slucˇajna eksplozija bombi ubila sˇest ljudi / javno.com
—
EK odredila uvjete za prihvac´anje ”trec´eg puta” u energetici / seebiz.eu
EK odredila uvjete za prihvac´anje ”trec´eg puta” u energetici / poslovni.hr
EU c´e dozvoliti E.ON-u i EDF-u kontrolu nad distribucijom energije /
business.hr
—
Istraga u slucˇaju incesta u Austriji pred zakljucˇenjem / totalportal.hr
”Josef Fritzl je osoba s nevjerojatnom kriminalnom energijom” / dnevnik.hr
Istraga o austrijskom monstrumu je pri kraju / javno.com
—
Putin potpisao zakon o ogranicˇavanju stranih ulaganja / dnevnik.hr
Putin ogranicˇava strana ulaganja u Rusiji / javno.com
Putin ogranicˇava strani kapital / liderpress.hr
—
Bosanski Srbi obiljezˇili 63. obljetnicu pokusˇaj proboja iz logora Jasenovac /
dnevnik.hr
Obiljezˇena obljetnica neuspjelog proboja / javno.com
Bosanski Srbi obiljezˇili 63. obljetnicu pokusˇaj proboja iz logora Jasenovac /
vecernji.hr
—
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”Rusija c´e u petak pokazati svoj vojni potencijal” / business.hr
Putin najavio veliku vojnu paradu u Moskvi / tportal.hr
Putin: Rusija c´e u petak pokazati svoj vojni potencijal / totalportal.hr
—
Ingra skupila 79 posto dionica Mavrova / seebiz.eu
Ingra stekla 79 posto dionica Mavrova / liderpress.hr
Ingra drzˇi 79 posto GP Mavrova / poslovni.hr
—
Kvartalna neto dobit Koncˇara 19,1 milijun kuna / poslovni.hr
Grupa Koncˇar ostvarila neto dobit 19,1 milijun kuna / liderpress.hr
Dobit grupe Koncˇar 19,1 milijun kuna / business.hr
—
Za pregledavanje 8,5 milijuna udzˇbenika - 30 milijuna kn / tportal.hr
Preporod trazˇi 30 milijuna kuna za pregledavanje udzˇbenika / business.hr
Pregled udzˇbenika stoji 60 milijuna kn / vecernji.hr
—
Australski lijecˇnik za legalnu prodaju organa / dnevnik.hr
U Australiji predlozˇena legalna prodaja organa / tportal.hr
Australski lijecˇnik za legalizaciju prodaje organa / nacional.hr
—
Predsjednik Mesic´ posjetio Inu / poslovni.hr
Dragicˇevic´ o Ininim cijenama: Protiv korupcije se mozˇe boriti trzˇiˇsnim
cijenama / business.hr
Oskrba sigurna - a cijene? / vijesti.hrt.hr
—
Zbog ubojstva svec´enika Rafaja saslusˇano pet svjedoka / tportal.hr
U istrazˇnom postupku za ubojstvo svec´enika Rafaja saslusˇano pet svjedoka
/ dnevnik.hr
Josˇ nema optuzˇnice protivv osumnjicˇenog za ubojstvo svec´enika Josipa
Rafaja / index.hr
—
Manje proizvoda u zalihama / jutarnji.hr
Smanjene zalihe gotovih industrijskih proizvoda / poslovni.hr
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Zalihe industrijskih proizvoda porasle 0,2 posto / business.hr
—
Nakon sˇto je prije 22 godine otiˇsao iz Zagreba, Mirko Ilic´ se privremeno
vrac´a velikom retrospektivnom izlozˇbom Mirko Ilic´ / strip / ilustracija /
dizajn / multimedija 1975-2008. / net.hr
Mirko Ilic´: Kome to treba?!? / seebiz.eu
Mirko Ilic´ otkantao hrvatske izdavacˇe / tportal.hr
—
CSKA po sˇesti put pobjednik Eurolige / totalportal.hr
Po sˇesti put CSKA - europski prvak / javno.com
Moskovski CSKA sˇesti put prvaci Europe / dnevnik.hr
—
Imena bucmaste djece izvjesili na oglasnoj plocˇi / jutarnji.hr
U vrtic´u izvjesˇen popis bucmaste djece / nacional.hr
Velika Gorica: u vrtic´u izvjesili popis s tezˇinom djece / totalportal.hr
—
Viro odlucˇuje o isplati 20 kuna dividende / business.hr
Viro: za dividendu 27,63 milijuna kuna / poslovni.hr
Viro predlazˇe isplatu 20 kuna dividende po dionici / liderpress.hr
—
Ubio zˇenu nakon sˇto je na Facebooku objavila da ga ostavlja / mojportal.hr
Obiteljska tragedija zbog poruke na Facebooku / tportal.hr
Ubio suprugu nakon sˇto je na Facebooku objavila da ga ostavlja / dnevnik.hr
—
Dvojica djecˇaka brutalno ubijena pa zapaljena, policija sumnjicˇi oca /
dnevnik.hr
Glasgow: dvojica djecˇaka spaljena u automobilu / totalportal.hr
Dvojica djecˇaka u Sˇkotskoj brutalno ubijena pa zapaljena u automobilu /
index.hr
—
Prlic´: Herceg Bosna posˇtivala suverenitet BiH / jutarnji.hr
Prlic´: Herceg Bosna je posˇtivala suverenitet BiH / javno.com
—
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Milito sˇest mjeseci izvan terena / totalportal.hr
Milito sˇest mjeseci izvan terena / javno.com
—
Subversive Film Festival od 18. do 24. svibnja u Zagrebu / vecernji.hr
Subversive Film Festival u Zagrebu / tportal.hr
—
Manic Street Preachers na Radar Festivalu / vecernji.hr
Manic Street Preachers dolaze na Radar festival / javno.com
—
Real prvak Sˇpanjolske / totalportal.hr
Sˇpanjolska: Real 31. put prvak / mojportal.hr
—
Nakon Ljubicˇic´a, ispao i Cˇilic´ / javno.com
ATP Rim: Nakon Ljubicˇic´a ispao i Cˇilic´ / dnevnik.hr
—
Palestinski aktivisti ispalili rakete prema izraelskom teritoriju / totalpor-
tal.hr
Pojas Gaze: Palestinski aktivisti ispalili rakete prema izraelskom teritoriju
/ dnevnik.hr
—
Wall Street na valu pozitivnih vijesti / business.hr
Na Wall Streetu se ovoga tjedna ocˇekuje rast / totalportal.hr
—
Radnici T-HT-a nisu se odazvali pozivu na ”bijeli sˇtrajk” / totalportal.hr
HT: Radnici se nisu odazvali sˇtrajku koji smatramo nezakonitim / busi-
ness.hr
—
Kina i tibetska vlada u egzilu dogovorili nove razgovore / dnevnik.hr
Tibetanska vlada u egzilu dogovorila pregovore / javno.com
—
Njemacˇka uvodi strozˇe kazne: Za vozˇnju pod utjecajem alkohola 1000 eura
/ mojportal.hr
Njemacˇka drasticˇno povec´ava kazne u prometu / business.hr
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—Erste uvodi MultiCash uslugu / seebiz.eu
Erste banka uvodi MultiCash uslugu za korporativne klijente / business.hr
—
Najstariji cˇovjek na svijetu: 118-godiˇsnjak ulazi u Guinessovu knjigu rekorda
/ mojportal.hr
Najstariji cˇovjek na svijetu je 118-godiˇsnji Rus / javno.com
—
U urusˇavanju krijumcˇarskog tunela poginuo musˇkarac / totalportal.hr
U rusˇenju krijumcˇarskog tunela poginuo Palestinac / javno.com
—
Engleska: Arsenal - Everton 1:0 / mojportal.hr
Chelsea ostao u utrci za prvaka Engleske / javno.com
—
Dolar oslabio prema euru u oskudnoj trgovini na trzˇiˇstima / business.hr
Dolar slabi, cijene hrane najozbiljniji problem / javno.com
—
EU brine o sigurnosti djecˇjih igracˇaka / business.hr
EK ovoga mjeseca potpisuje sporazum s industrijom o sigurnosti igracˇaka /
totalportal.hr
—
Tuerk: Joras je na slovenskom teritoriju / javno.com
Tuerk drzˇi da c´e izbor arbitra za hrvatsko-slovensku granicu biti tezˇak /
dnevnik.hr
—
Novcˇani fondovi u plusu, PBZ Dollar fond jedini gubitnik / liderpress.hr
Vec´ina investicijskih fondova biljezˇila dobitke / totalportal.hr
—
ZSE: Financijski rezultati dizˇu cijene dionica? / business.hr
U fokusu ulagacˇa tromjesecˇna financijska izvjesˇc´a / liderpress.hr
—
U brodolomu u Amazoniji najmanje 12 poginulih / javno.com
U Amazoniji najmanje 15 poginulih / vijesti.hrt.hr
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—Incident u autokampu: Slovenska vojska ne vjeruje medijima / mojportal.hr
Slovenija: Ispituje se jesu li slovenski vojnici zapalili hrvatsku zastavu /
dnevnik.hr
—
Njemacˇka mladezˇ sve se viˇse opija / business.hr
Mladi Nijemci sve viˇse piju, a manje pusˇe i konzumiraju lake droge /
mojportal.hr
—
Hrvatska c´e u 2008. zaposliti viˇse od 8.000 stranaca / totalportal.hr
Strancima viˇse od osam tisuc´a radnih dozvola / nacional.hr
—
Vec´ina dionica u plusu / liderpress.hr
ZSE: Josˇ je prerano za ocjenu da se trend preokrenuo / business.hr
—
Primirje je gotovo / jutarnji.hr
Gotovo primirje Mesic´-Sanader? / vijesti.hrt.hr
—
Guverneri srediˇsnjih banaka nemoc´ni pred poskupljenjima hrane / busi-
ness.hr
Monetarni cˇelnici oprali ruke od poskupljenja hrane / jutarnji.hr
—
Chromos boje i lakovi preuzeli mostarsku Astru Dubravku / business.hr
Chromos boje i lakovi: ugovor o dokapitalizaciji Astra Dubravke / poslov-
ni.hr
—
Iran unatocˇ molbama nastavlja obogac´ivanje urana / javno.com
Iran se ne odricˇe prava na nuklearnu tehnologiju / totalportal.hr
—
Boston u drugom krugu / javno.com
NBA: Boston u sedmoj utakmici deklasirao Atlantu / mojportal.hr
—
Srbin nakon svade polio oca benzinom i zapalio / index.hr
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Mladic´ zapalio svog oca zˇivog nakon svade / javno.com
—
Tisuc´e gradana na Titovom grobu u Beogradu / javno.com
Obiljezˇena godiˇsnjica smrti Josipa Broza / glas-slavonije.hr
—
Nadan Vidosˇevic´ negira optuzˇbe za zloporabu / jutarnji.hr
Nadan Vidosˇevic´ poricˇe optuzˇbe za malverzaciju prilikom privatizacije Ikom
Kovnice / index.hr
—
Sudionici incidenta u Boboti pusˇteni na slobodu / tportal.hr
Dvojica napadacˇa u Boboti pusˇtena na slobodu / dnevnik.hr
—
U tucˇnjavi u Boboti laksˇe ozlijedeno pet osoba i dijete / mojportal.hr
Bobota: u tucˇnjavi ozlijedeno osmero ljudi, od kojih dva djeteta / totalpor-
tal.hr
—
Gascoigne ponovno u bolnici / dnevnik.hr
Gascoigne se pokusˇao ubiti / javno.com
—
Hanzˇekovic´: Mislim ozbiljno s Veterinom / seebiz.eu
Hanzˇekovic´ objavio ponudu za preuzimanje Veterine / poslovni.hr
—
Njemica priznala da je ”mozˇda ostavila djecu u zamrzivacˇu” / index.hr
Majka jedina osumnjicˇena za ubojstva troje djece / javno.com
—
Prijateljicu nevjencˇanog supruga pretukla palicom i opljacˇkala / vecernji.hr
U stanu ju udarila palicom po glavi i opljacˇkala / index.hr
—
RS optuzˇuje Silajdzˇic´a da zastupa samo Bosˇnjake / totalportal.hr
”Silajdzˇic´ u Ohridu nije predstavljao BiH nego samo Bosˇnjake” / index.hr
—
Lindsey Lohan gostuje u seriji ”Ruzˇna Betty” / totalportal.hr
Lindsay Lohan gostuje u ”Ruzˇnoj Betty” / vecernji.hr
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—Galliani: Flamini seli u Milan / javno.com
Flamini definitivno u Milanu / totalportal.hr
—
Bolivijski konzervativci slave pobjedu / javno.com
Morales: Referendum je promasˇena separatisticˇka mjera / tportal.hr
—
Mesic´ s vatrogascima / vijesti.hrt.hr
Sanader kod Mesic´a / javno.com
—
Slovenska paraglajderica poginula na Svilaji / mojportal.hr
Sinj: Poginula paraglajderica / glas-slavonije.hr
—
U Staroj Drencˇini novo sisacˇko groblje sa sˇest tisuc´a mjesta / jutarnji.hr
Novo sisacˇko groblje ne smije viˇse cˇekati / vecernji.hr
—
Vezao se za Bozˇicu pravde jer lijecˇnike smatra odgovornim za smrt kc´erke /
dnevnik.hr
Zbog smrti kc´eri vezao se za Bozˇicu pravde / tportal.hr
—
Kljakovic´ Gasˇpic´ izvrsno startao / tportal.hr
EP Finn: Kljakovic´-Gasˇpic´ cˇetvrti u prvom plovu / totalportal.hr
—
Ribica igra nogomet, kosˇarku i plesˇe limbo / jutarnji.hr
Video: Riba koja plesˇe, igra kosˇarku, nogomet...ali stvarno! / dnevnik.hr
—
Kesovija: Nec´u na HRF s curama koje masˇu sisicama / javno.com
Tereza Kesovija viˇse nije na 12. HRF-u / totalportal.hr
—
Nova gazdarica Farme, Jelena, je dokazala da i zˇena i te kako zna udariti
sˇakom po stolu. S velikom lakoc´om kao iz topa je ”odvalila” da c´e ovoga
tjedna slusˇkinje biti Hana i Dvina. Video! / net.hr
Osveta: Hana i Dvina nove slusˇkinje / dnevnik.hr
159
—Kohorta: Ne treba nam slika Arkana, sam skup Delija je provokacija /
totalportal.hr
Policija privela dva napadacˇa na Delije / jutarnji.hr
—
Slucˇaj Mocˇvara bez sretnog zavrsˇetka: Vrata zauvijek zatvara koncert Leta
3 / index.hr
Let 3 zatvara Mocˇvaru / javno.com
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Sazˇetak
Osnovni problem koji se u ovoj doktorskoj disertaciji obraduje je pro-
blem pronalazˇenja dogadaja u viˇsestrukim izvorima informacija. Uzorak na
kojemu se istrazˇivanje provodi sadrzˇi 2,486 dokumenata objavljenih na 17
hrvatskih internetskih portala u vremenskom rasponu od tri dana. Uzorak je
oznacˇen upotrebom posebno razvijene aplikacije. Ljudskim su oznacˇiteljima
nudeni unaprijed izracˇunati dokumenti kandidati. Uzorak je analiziran i iz-
racˇunata su dva κ koeficijenta. Za evaluaciju postupaka koriˇsteno je sˇest eva-
luacijskih mjera redovito koriˇstenih za evaluaciju rezultata grozˇdenja. Op-
timalnom se mjerom pokazala F0.5 mjera zbog vec´e vazˇnosti preciznosti s
obzirom na dani zadatak. Cˇistoc´a se pokazala neprimjerena mjera za ne-
particijske algoritme, a NMI i RI kao neprimjerene mjere za evaluaciju ovog
zadatka zbog velikog broja istinito negativnih parova dokumenata. Empi-
rijski je ispitan cijeli niz varijabli. Usporedena su tri hijerarhijska algoritma
grozˇdenja i algoritam jednim prolaskom. Posljednji se pokazao jednako us-
pjesˇnim kao i hijerarhijski te je odabran kao optimalan iz razloga sˇto je
vremenski manje kompleksan od hijerarhijskih. Usporedeno je sˇest mjera
udaljenosti te je odabrana kosinusna mjera s redovito boljim rezultatima i
manjom vremenskom kompleksnosti. Dvije postavljene heuristike vezane uz
vrijeme i mjesto objave dokumenata su ispitane in vitro i in vivo te su se
u oba slucˇaja pokazale korisnima. Izmedu pet mjera tezˇine svojstava oda-
bran je TF-IDF. Istrazˇeno je pet metoda odabira i odredivanja svojstava na
razini pojavnica te cˇetiri metode na viˇsim jezicˇnim razinama. Opc´enito su
se metode na razini pojavnica pokazale korisnima za razliku od metoda na
viˇsim jezicˇnim razinama. Referentni korpus od pola milijuna pojavnica se
pokazao optimalnim. Optimizacijom cijelog postupka pronalazˇenja dogadaja
postignuta je F0.5 mjera od ∼ 0.82.
Kljucˇne rijecˇi: pronalazˇenje dogadaja, grozˇdenje, mjere udaljenosti, mjere
tezˇine svojstava, formalizacija dokumenta
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Summary
The research in this dissertation is focused on the problem of event de-
tection in parallel information sources. The data sample used in the research
contains 2,486 documents collected from 17 Croatian news portals published
in a time span of three days. The sample is tagged by human annotators
using an application developed for this purpose. Human annotators are given
document candidates calculated in advance. The tagged sample is analyzed
and two κ coefficients are calculated. Six typical clustering evaluation me-
asures are used in the research. The F0.5 measure has proved itself as optimal
for this task since it favors precision over recall. Purity is not applicable for
non-partitional clustering algorithms, while NMI and RI are not suitable for
this task because of the high number of true negatives. A list of variables is
empirically tested. Three hierarchical clustering algorithms and one single-
pass algorithm are compared. The latter is proven to be as efficient as the
hierarchical ones that are more complex. Six distance measures are compa-
red and the cosine measure is chosen as the optimal one with better results
and lesser time complexity. Two heuristics concerning the time and place the
documents were published are proven useful both in vitro and in vivo. From
five feature weight measures the classical TF-IDF is chosen. Five methods
of feature selection and extraction on the token level and four methods on
higher language levels are also evaluated. In general the simpler methods on
token level are more efficient for the given task than the more complex ones.
A reference corpus of half a million of tokens is proven to be most efficient.
By optimizing the whole procedure of event detection, an F0.5 score of ∼ 0.82
is achieved.
Keywords: event detection, clustering, distance measures, feature weight
measures, document formalization
168
Zˇivotopis
Roden sam 26. ozˇujka 1979. godine u Zagrebu. Nizˇu osnovnu sˇkolu
pohadam u Zagrebu te Heidelbergu (Njemacˇka). Viˇsu osnovnu sˇkolu u kla-
sicˇnom razredu pohadam u Zagrebu nakon cˇega upisujem XV. matematicˇku
gimnaziju u Zagrebu. Paralelno s osnovnom i srednjom sˇkolom zavrsˇavam i
osnovnu te srednju glazbenu sˇkolu, instrument klarinet.
Po zavrsˇenom srednjosˇkolskom obrazovanju upisujem studij njemacˇkog
jezika i knjizˇevnosti te informacijskih znanosti na Filozofskom fakultetu u
Zagrebu.
Po diplomi upisujem poslijediplomski studij informacijskih znanosti na
Odsjeku za informacijske znanosti Filozofskog fakulteta gdje pola godine kas-
nije postajem i znanstveni novak.
Sudjelujem na viˇse znanstvenih projekata i objavljujem desetke znans-
tvenih radova. Osnovno podrucˇje interesa mi je obrada prirodnog jezika,
odnosno racˇunalno jezikoslovlje.
169
Sadrzˇaj
1 Uvod 1
1.1 Sˇto je to dogadaj . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Pronalazˇenje dogadaja . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Prethodna istrazˇivanja . . . . . . . . . . . . . . . . . . . . . . 11
2 Grozˇdenje 18
2.1 Koraci u grozˇdenju . . . . . . . . . . . . . . . . . . . . . . . . 20
2.1.1 Prikaz entiteta . . . . . . . . . . . . . . . . . . . . . . 21
2.1.2 Izracˇun matrice udaljenosti . . . . . . . . . . . . . . . 22
2.1.3 Proces grozˇdenja . . . . . . . . . . . . . . . . . . . . . 23
2.2 Prikaz dokumenata za grozˇdenje dokumenata . . . . . . . . . 28
2.2.1 Razine u obradi prirodnog jezika . . . . . . . . . . . . 30
2.2.2 Mjere tezˇine svojstava . . . . . . . . . . . . . . . . . . 33
2.3 Funkcije slicˇnosti za grozˇdenje dokumenata . . . . . . . . . . . 38
2.3.1 Manhattan i Euklidova udaljenost . . . . . . . . . . . . 39
2.3.2 Kosinus . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.3.3 Jaccard i Dice koeficijenti . . . . . . . . . . . . . . . . 40
2.3.4 Jensen-Shannon odstupanje . . . . . . . . . . . . . . . 42
2.4 Algoritmi grozˇdenja za pronalazˇenje dogadaja . . . . . . . . . 43
2.5 Evaluacija algoritama za grozˇdenje . . . . . . . . . . . . . . . 46
2.5.1 Cˇistoc´a . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.5.2 Normalizirana medusobna informacija . . . . . . . . . . 49
2.5.3 Rand indeks . . . . . . . . . . . . . . . . . . . . . . . . 51
2.5.4 Preciznost, potpunost i F mjera . . . . . . . . . . . . . 53
170
3 Nacrt istrazˇivanja 55
3.1 Jezicˇni uzorak . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.1.1 Oznacˇavanje uzorka . . . . . . . . . . . . . . . . . . . . 57
3.1.2 Analiza oznacˇenog uzorka . . . . . . . . . . . . . . . . 59
3.1.3 Neki problemi, odnosno odluke donesene pri oznacˇavanju 63
3.1.4 Testiranje heuristika na zlatnom standardu . . . . . . . 64
3.2 Varijable koje se istrazˇuju . . . . . . . . . . . . . . . . . . . . 72
3.2.1 Varijable procesa grozˇdenja . . . . . . . . . . . . . . . 74
3.2.2 Varijable odredivanja svojstava na razini pojavnica . . 77
3.2.3 Varijable odabira svojstava na razini pojavnica . . . . . 78
3.2.4 Ostale varijable odredivanja i odabira svojstava . . . . 79
3.2.5 Varijabla utjecaja velicˇine referentnog korpusa na mje-
ru tezˇine svojstva . . . . . . . . . . . . . . . . . . . . . 82
3.3 Evaluacijske mjere koriˇstene u istrazˇivanju . . . . . . . . . . . 82
3.4 Gornja i donja granica istrazˇivanja . . . . . . . . . . . . . . . 83
4 Rezultati istrazˇivanja 87
4.1 Odabir algoritma grozˇdenja . . . . . . . . . . . . . . . . . . . 89
4.2 Odabir mjere udaljenosti . . . . . . . . . . . . . . . . . . . . . 95
4.3 Testiranje heuristika na zadatku pronalazˇenja dogadaja . . . . 98
4.3.1 Prva heuristika . . . . . . . . . . . . . . . . . . . . . . 100
4.3.2 Druga heuristika . . . . . . . . . . . . . . . . . . . . . 101
4.4 Odabir mjere tezˇine svojstava . . . . . . . . . . . . . . . . . . 103
4.5 Odabir metoda odredivanja i odabira svojstava . . . . . . . . . 105
4.6 Odredivanje svojstava na razini pojavnica . . . . . . . . . . . 106
4.6.1 Utjecaj interpunkcija . . . . . . . . . . . . . . . . . . . 107
4.6.2 Utjecaj velicˇine slova . . . . . . . . . . . . . . . . . . . 107
4.6.3 Vazˇnost naslova . . . . . . . . . . . . . . . . . . . . . . 110
4.7 Odabir svojstava na razini pojavnica . . . . . . . . . . . . . . 111
4.7.1 Iskljucˇivanje hapax legomena . . . . . . . . . . . . . . 112
4.7.2 Iskljucˇivanje funkcijskih rijecˇi . . . . . . . . . . . . . . 114
4.8 Morfolosˇka normalizacija . . . . . . . . . . . . . . . . . . . . . 117
4.8.1 Korjenovanje . . . . . . . . . . . . . . . . . . . . . . . 117
171
4.8.2 Morfosintakticˇko oznacˇavanje . . . . . . . . . . . . . . 119
4.9 Prepoznavanje osobnih imena . . . . . . . . . . . . . . . . . . 121
4.10 Sintakticˇka obrada . . . . . . . . . . . . . . . . . . . . . . . . 123
4.11 Odnos velicˇine referentnog korpusa na TF-IDF mjeru . . . . . 124
5 Zakljucˇak 129
6 Dodaci 135
6.1 Englesko-hrvatski glosar manje poznatih strucˇnih termina . . . 135
6.2 Primjer rezultata krajnjeg algoritma nad uzorkom 5-SVI . . . 137
Bibliografija 161
172
Popis tablica
2.1 Tablica slucˇajeva primjera grozˇdenja za prikaz evaluacijskih
mjera . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.2 Vrijednosti evaluacijskih mjera primjera grozˇdenja za prikaz
evaluacijskih mjera . . . . . . . . . . . . . . . . . . . . . . . . 54
3.1 Cˇestotna razdioba dokumenata s obzirom na portal na kojemu
su dokumenti objavljeni . . . . . . . . . . . . . . . . . . . . . 56
3.2 Cˇestotna razdioba grozdova prema broju dokumenata u groz-
dovima . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3 Cˇestotna razdioba dokumenata koji opisuju specificˇan dogadaj
s obzirom na portal na kojemu su objavljeni . . . . . . . . . . 62
3.4 Mjerenja nad uzorkom vezana uz prvu heuristiku izvrsˇena tri-
ma definiranim nacˇinima . . . . . . . . . . . . . . . . . . . . . 66
3.5 Zavisnost velicˇine grozdova od postotka zadovoljenja druge he-
uristike kroz velicˇinu grozda (VG), broj pozitivnih primjera
(BP), broj primjera (B) i postotak pozitivnih primjera (PP) . 67
3.6 Deset dogadaja s najmanjim postotkom novosti objavljenih u
istom danu (VG - velicˇina grozda, PP - postotak pozitivnih) . 68
3.7 Odnos velicˇine grozdova (VG) i prosjecˇne udaljenosti (PU)
izmedu dvije objavljene novosti . . . . . . . . . . . . . . . . . 69
3.8 Odnos velicˇine grozdova (VG) i prosjecˇne udaljenosti (PU)
izmedu prve i posljednje objavljene novosti . . . . . . . . . . . 70
3.9 Rezultati analize uzorka s obzirom na drugu pretpostavljenu
heuristiku . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
173
3.10 Usporedba broja dokumenata i grozdova u uzorcima za
racˇunanje dogovora izmedu oznacˇitelja . . . . . . . . . . . . . 84
3.11 Usporedba broja dokumenata i grozdova u ujednacˇenim uzor-
cima za racˇunanje dogovora izmedu oznacˇitelja . . . . . . . . . 84
3.12 Broj veza u uzorcima nakon pretvaranja uzorka u skup veza . 85
3.13 Rezultati mjera dogovora izmedu oznacˇitelja DIO1 i DIO2 . . 85
4.1 Odnos algoritama grozˇdenja s obzirom na maksimalnu mjeru
F0.5 (F0.5), parametar praga (p) i vrijeme izvrsˇavanja (t) . . . 90
4.2 Odnos parametra p, evaluacijskih mjera (C - cˇistoc´a, NMI -
normalizirana medusobna informacija, RI - rand indeks, PR
- preciznost, POT - potpunost, F1, F0.5) i vremena (t) pri
koriˇstenju algoritma JP . . . . . . . . . . . . . . . . . . . . . . 91
4.3 Odnos F0.5 mjere za uzorke 4-SVI, 5-SVI i 6-SVI s obzirom na
parametar p . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.4 Vrijednost F0.5 s obzirom na vrijednost varijable mjere uda-
ljenosti (MU) s optimalnim parametrom p i vremenom t na
uzorku 5-SVI . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.5 Vrijednost evaluacijskih mjera NMI, RI, F1 i F0.5 s obzirom
na varijablu mjere udaljenosti (MU) s optimalnim parametrom
p na uzorku 4-SVI . . . . . . . . . . . . . . . . . . . . . . . . 97
4.6 Evaluacijske mjere i vrijeme izracˇuna mjera udaljenosti (tm) te
vrijeme grozˇdenja (tg) s obzirom na primjenjenost prve heuristike100
4.7 Evaluacijske mjere i vrijeme grozˇdenja (tg) s obzirom na pri-
mjenjenost druge heuristike . . . . . . . . . . . . . . . . . . . 102
4.8 Evaluacijske mjere s obzirom na primjenjenost druge heuristi-
ke na uzorcima 4-SVI i 6-SVI . . . . . . . . . . . . . . . . . . 102
4.9 Evaluacijske mjere i optimalni parametar p na uzorku 5-SVI s
obzirom na koriˇstenu mjeru tezˇine svojstva . . . . . . . . . . . 104
4.10 Usporedba mjera tezˇine svojstava TF-IDF i t-test na sva tri
uzorka s optimalnim parametrom p i evaluacijskim mjerama . 104
4.11 Utjecaj interpunkcija na evaluacijske mjere F1 i F0.5 . . . . . . 107
174
4.12 Utjecaj velicˇine slova na evaluacijske mjere F1 i F0.5 na uzor-
cima 4-SVI i 5-SVI . . . . . . . . . . . . . . . . . . . . . . . . 108
4.13 Neke cˇestote pojavnica u unutrasˇnjosti recˇenice s obzirom na
velicˇinu slova . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.14 Utjecaj velicˇine slova na evaluacijske mjere F1 i F0.5 na uzor-
cima 4-SVI i 5-SVI . . . . . . . . . . . . . . . . . . . . . . . . 109
4.15 Utjecaj broja ponavljanja pojavnica iz naslova na evaluacijske
mjere F1 i F0.5 na uzorcima 4-SVI, 5-SVI i 6-SVI . . . . . . . . 110
4.16 Broj svojstava koja se pojavljuju manje od dva, odnosno tri
puta u korpusu . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.17 Utjecaj izbacivanja pojavnica koje se pojavljuju samo
odredeni broj puta na evaluacijske mjere F1 i F0.5 na uzor-
cima 4-SVI, 5-SVI i 6-SVI . . . . . . . . . . . . . . . . . . . . 113
4.18 Popis svojstava s najmanjim logaritmom mjere IDF . . . . . . 114
4.19 Utjecaj izbacivanja funkcijskih rijecˇi prema mjeri logaritma
IDF-a odredenog raspona (IF ) i smanjenog broja dimenzija
(−BD) na evaluacijske mjere F1 i F0.5 na uzorcima 4-SVI,
5-SVI i 6-SVI . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.20 Popis funkcijskih rijecˇi u rasponu od 100 do 150 cˇije izbacivanje
pokazuje najbolje rezultate . . . . . . . . . . . . . . . . . . . . 115
4.21 Prosjecˇna duljina stvarnog vektora u memoriji u slucˇaju neiz-
bacivanja funkcijskih rijecˇi (IF=0), odnosno izbacivanja onih
u rasponu od 100 do 150 (IF=100-150) u sva tri uzorka . . . . 116
4.22 Utjecaj razlicˇitih razina korjenovanja (K) na broj dimenzija
(BD) te evaluacijske mjere F1 i F0.5 na uzorcima 4-SVI, 5-SVI
i 6-SVI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
4.23 Utjecaj ukljucˇivanja pojavnica (P), lema (L), odnosno pojav-
nica i lema (P+L) u prikaz dokumenata na broj dimenzija
(BD) te evaluacijske mjere F1 i F0.5 na uzorcima 4-SVI, 5-SVI
i 6-SVI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.24 Cˇestotna razdioba oznaka osobnih imena u uzorcima 4-SVI,
5-SVI i 6-SVI . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
175
4.25 Utjecaj ukljucˇivanja prepoznatih osobnih imena osoba i pos-
lovnih subjekata (POI) u prikaz dokumenata na evaluacijske
mjere F1 i F0.5 na uzorcima 4-SVI, 5-SVI i 6-SVI . . . . . . . . 123
4.26 Utjecaj ukljucˇivanja najjacˇih N dvocˇlanih kolokacija prema hi-
kvadrat testu u prikaz dokumenata na evaluacijske mjere F1 i
F0.5 na uzorcima 4-SVI, 5-SVI i 6-SVI . . . . . . . . . . . . . . 124
4.27 Utjecaj velicˇine referentnog korpusa (VRK) te algoritma za
racˇunanje mjera na referentnom korpusu na evaluacijske mjere
F1 i F0.5 na uzorku 5-SVI . . . . . . . . . . . . . . . . . . . . . 125
4.28 Utjecaj velicˇine referentnog korpusa (VRK) na evaluacijske
mjere F1 i F0.5 na uzorku 5-SVI . . . . . . . . . . . . . . . . . 126
4.29 Utjecaj velicˇine referentnog korpusa (VRK) na evaluacijske
mjere F1 i F0.5 na uzorcima 4-SVI, 5-SVI i 6-SVI . . . . . . . . 127
176
Popis slika
2.1 Primjer moguc´e organizacije podatkovnih tocˇaka u grozdove . 20
2.2 Primjer prikaza rezultata grozˇdenja dendogramom . . . . . . . 25
2.3 Rezultat grozˇdenja na temelju kojega je napravljen dendogram
sa slike 2.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4 Primjer rezultata algoritma aglomerativnog grozˇdenja pojedi-
nacˇnom vezom . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5 Primjer rezultata algoritma aglomerativnog grozˇdenja potpu-
nom vezom . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.6 Primjer rezultata grozˇdenja za prikaz evaluacijskih mjera . . . 48
3.1 Odnos broja cˇlanova u grozdovima i broja grozdova te ku-
mulativna funkcija dokumenata s obzirom na broj cˇlanova u
grozdovima u kojima se nalaze . . . . . . . . . . . . . . . . . . 60
4.1 Odnos F0.5 mjere i velicˇine referentnog korpusa s obzirom na
nacˇin oblikovanja referentnog korpusa . . . . . . . . . . . . . . 128
177
