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UNE NOUVELLE ANALYSE
DES MESURES MAXIMISANT L’ENTROPIE
DES DIFFE´OMORPHISMES D’ANOSOV DE SURFACES
par
Je´roˆme Buzzi
Re´sume´. — Cette note illustre la strate´gie de [4] en obtenant une nouvelle preuve
de la multiplicite´ finie de la mesure maximisant l’entropie des diffe´omorphismes
d’Anosov, ici dans le cas bi-dimensionel. Cette approche e´vite en particulier la con-
struction explicite de partitions de Markov.
Abstract.— This note illustrates the strategy of [4] by giving a new proof of the finite
multiplicity of the maximum entropy measure of Anosov diffeomorphisms (here on
surfaces). This approach avoids the explicit construction of Markov partitions.
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1. Introduction
Nous donnons dans cette note une nouvelle preuve du re´sultat classique suivant
(nous renvoyons a` [1] pour la preuve usuelle passant par la construction explicite
de partitions de Markov finies, a` [2] pour une approche base´e sur la proprie´te´ de
spe´cification et a` [5] pour une approche re´cente base´e sur l’ope´rateur de transfert):
Mots clefs. — Syste`mes dynamiques; the´orie ergodique; mesures maximisant l’entropie; hyperbol-
icite´; dynamique symbolique; tours.
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The´ore`me 1 (Sinai). — Soit f : M →M un diffe´omorphisme C1 sur une surface
compacte M satisfaisant la condition d’Anosov: il existe une de´composition continue
du fibre´ tangent: TM = Es⊕Eu telle que (i) f ′(x).E
u/s
x = E
u/s
fx ; (ii) ‖f
′(x)|Esx‖ ≤ κ
et ‖f ′(x)−1|Eux‖ ≤ κ pour une constante κ < 1 et tout x ∈M .
Alors il existe un nombre fini de mesures maximales, i.e., de mesures de proba-
bilite´ µ sur M , invariantes et ergodiques par f , dont l’entropie h(f, µ) co¨ıncide avec
l’entropie topologique htop(f). Si, de plus, f est topologiquement transitive, i.e., s’il
existe une orbite dense, alors la mesure d’entropie maximale est unique.
Le but ici est de de´crire une approche plus flexible, e´vitant notamment la construc-
tion explicite de partitions de Markov et pouvant s’e´tendre a` des cas non-uniformes. Il
s’agit d’une variante simplifie´e de l’approche de [4] qu’on espe`re pouvoir adapter aux
diffe´omorphismes entropie-hyperboliques [3]. Cette adaptation, au moins sous une hy-
pothe`se de domination et une condition probablement technique d’inte´grabilite´ lisse,
sera pre´sente´e dans un article en pre´paration.
1.1. Contexte. — Tout le long de cette note, f : M → M sera comme ci-dessus.
Nous utiliserons les faits standard suivants:
(A) il existe des feuilletages re´guliers Fu,Fs de M qui sont f -invariants et tangents
en chaque point a` Eux , E
s
x. La re´gularite´ des feuilletages est du type suivant. Au
voisinage de chaque point x deM , il existe un home´omorphisme φs :]−1, 1[2→ Ux
tel que: (i) Ux est un voisinage de x; (ii) φ
s(]− 1, 1| × {y}) est une composante
connexe de Fs(φs(0, x) ∩ Ux; (iii) φs|] − 1, 1| × {y} est un C1-diffeomorphisme
sur son image.
(B) il existe un nombre r0 > 0 tel que pour tout x ∈M :
∀y ∈M [∀n ∈ Z d(fny, fnx) < r0] ⇐⇒ y = x.
Un tel r0 > 0 est appele´ constante d’expansivite´ de f .
(C) htop(f) > 0.
(D) Il existe ǫ0 > 0, C0 < ∞ et κ0 < 1 tels que pour tous x, y ∈ M : pour
d(x, y) < ǫ0, si Fs(x) = Fs(y) alors d(fkx, fky) ≤ C0κk0 ; si F
u(x) = Fu(y)
alors d(f−kx, f−ky) ≤ C0κk0 .
Ces faits sont bien connus. On pourra se reporter a` [6].
1.2. Quelques de´finitions. — Les de´finitions et convention suivantes seront com-
modes:
– une mesure est sauf mention contraire une mesure de probabilite´;
– une mesure de grande entropie est une mesure invariante et ergodique telle
que h(f, µ) > h0 ou` h0 < htop(f) est un parame`tre implicite. Nous de´notons par
Probh0erg(f) l’ensemble de toutes les mesures invariantes et ergodiques d’entropie
> h0;
– un sous-ensemble E ⊂ M est dit h-ne´gligeable s’il est de mesure ze´ro pour
toutes les mesures de grande entropie: ∃h0 < htop(f)∀µ ∈ Prob
h0
erg(f), µ(E) = 0;
– une proprie´te´ a lieu h-presque partout si elle a lieu pour tout point de M en
dehors d’un ensemble h-ne´gligeable;
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– une estimation a lieu de fac¸on semi-uniforme si elle a lieu sur un ensemble
mesurable de mesure uniforme´ment minore´e par rapport a` toute mesure de
grande entropie.
Etant donne´ un ensemble Q de parties disjointes de M , on de´finit pour x ∈ M ou`
cela a un sens:
– Q(x), l’e´le´ment de Q contenant x;
– le Q-itine´raire de x est A ∈ QZ tel que An = Q(fnx) pour tout n ∈ Z.
– la varie´te´ symbolique Q-stable et la varie´te´ symbolique Q-instable sont,
respectivement:
W sQ(x) :=
⋂
n≥1
f−nQ(fnx) et WuQ(x) :=
⋂
n≥1
fnQ(f−nx) (x ∈M)
et
W s(A) :=
⋂
n≥1
f−nAn et W
u(A) :=
⋂
n≥1
fnA−n (A ∈ Q
Z).
– W sQ(x) traverse Q (ou simplement, traverse) siW
s
Q(x) contient un arc joignant
les deux segments oppose´s du bord instable de Q(x). Cette notion s’e´tend de
fac¸on naturelle a` W s(A), WuQ(x), W
u(A).
1.3. Strate´gie de la preuve. — La preuve se de´compose en les e´tapes suivantes:
– Construction d’une partition finie Q de diame`tre maximal arbitrairement petit
en carre´s (voir de´finition ci-dessous);
– Existence, pour tout m < 1, de r1 > 0 tel que l’ensemble des x ∈M ve´rifiant
(1.1) d(x, ∂W sQ(x)) > r1 et d(x, ∂W
u
Q(x)) > r1
est de mesure au moins m pour toute mesure de grande entropie.
– Remplacement de f par une extension pe´riodique et modifications de Q garan-
tissant que W sQ(x) et W
u
Q(x) traversent pour tout x appartenant a` un ensemble
de mesure strictement positive pour toute mesure de grande entropie.
– Structure markovienne de l’ensemble des Q-itine´raires de h-presque tout point.
– The´orie de Gurevicˇ des sous-de´calages markoviens (a` ensemble d’e´tats
de´nombrable) ramenant le de´nombrement des mesures maximales a` celui
des parties irre´ductibles d’entropie maximale et controˆle de celles-ci.
2. Une partition Q en carre´s et ses varie´te´s symboliques
On construit dans cette section une partition Q et on obtient une borne infe´rieure
semi-uniforme pour les varie´te´s Q-stables et Q-instables. Les feuilletages invariants
permettent de ne conside´rer que des ge´ome´tries triviales:
De´finition 2.1. — Un carre´ (ou carre´ us) est un disque ouvert topologique dont le
bord est constitue´ de quatre segments de courbes compacts alternativement inclus dans
une feuille stable et une feuille instable (voir Figure 1). On parlera des deux bords
stables et des deux bords instables.
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Figure 1. Un carre´ borne´ par quatre courbes alternativement incluses
dans Fs et Fu.
Il est imme´diat que l’image ou l’intersection de tels carre´s sont encore des carre´s
du meˆme type. Le lemme suivant est clair:
Lemme 2.2. — Soit r > 0. Il existe une partition finie en carre´s dont les diame`tres
sont majore´s par r.
L’estimation semi-uniforme annonce´e est la suivante:
Proposition 2.3. — Pour tout m1 > 0, il existe h1 < htop(f) et r1 > 0 tel que pour
tout µ ∈ Probh0erg(f),
µ
(
{x ∈M : d(x, ∂WuQ(x)) < r1}
)
< m1.
Remarque 2.4. — Si une mesure ergodique est d’entropie non-nulle, la preuve
ci-dessous impliquement seulement qu’il existe un ensemble de mesure posi-
tive ou` d(x, ∂W sQ(x)) ≥ const et un autre, e´galement de mesure positive, ou`
d(x, ∂WuQ(x)) ≥ const, mais n’entraˆıne pas que ces deux ensembles s’intersectent.
Ceci est un obstacle a` l’analyse des mesures d’e´quilibre pour des potentiels non
presque constants.
Avant de prouver cet e´nonce´, donnons quelques de´finitions et faits auxiliaires. Les
partitions ite´re´s sont, pour n ≥ 1,
Qn := {[A0A1 . . . An−1] := A0 ∩ f
−1A1 ∩ · · · ∩ f
−n+1An−1 6= ∅ : A0, . . . , An−1 ∈ Q}.
La multiplicite´ locale d’une collection C de parties de M est:
mult(C) = max
x∈M
#{A ∈ C : A¯ ∋ x}.
Pour tout n ≥ 1, Qn est une partition en carre´s du fait de l’invariance des feuilletages.
Il s’en suit que:
(2.1) ∀n ≥ 0 mult(Qn) ≤ 4.
La formule suivante est classique (voir, par exemple, [7]):
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Lemme 2.5. — Soit µ une mesure f -invariante. Conside´rons la partition mesurable
{WuQ(x) : x ∈ M} =
∨
n≥1 f
nQ et la de´sinte´gration associe´e {µ|WuQ(x)}x∈M of µ.
Alors, pour tout N ≥ 1,
h(f, µ,Q) =
1
N
Hµ(Q
N |
∨
n≥1
fnQ) =
1
N
∫
M
Hµ|Wu
Q
(x)(Q
N ) dµ
≤
∫
M
1
N
log#{A ∈ QN : (µ|Wu(Q(x)))([A]) > 0}µ(dx)
Remarquons que, vu l’expansivite´ de f et le petit diame`tre de Q, h(f, µ) =
h(f, µ,Q).
Preuve de la Proposition. — Soit 0 < α < m1 · htop(f). Fixons T > log 8/α tel que:
∀n ≥ T #Qn ≤ e(htop(f)+α)n.
D’apre`s (2.1) et la compacite´, pour r1 > 0 assez petit, une boule ferme´ de rayon r1
rencontre au plus 4 e´le´ments de QT . Alors, pour tout A ∈ Σ(f,Q),
{QT (x) :WuQ(x) =W
u(A) et d(x, ∂WuQ(x)) < r1) ≤ 2× 4
En effet, une fois connu le point extre´mite´ z proche de x (un choix binaire e´tant donne´
le passe´), QT (x) se trouve parmi au plus 4 e´le´ments de QT rencontrant B(z, r1).
Soit µ une mesure ergodique et invariante. PosonsM1 := {x ∈M : d(x, ∂WuQ(x)) ≤
r1}. Le lemme 2.5 donne:
h(f, µ) ≤
∫
M1
1
T
log 8 dµ
+
∫
M\M1
(htop(f) + α) ≤ htop(f)− µ(M1)htop(f) + α := h1
Si µ(M1) ≥ m1 >
α
htop(f)
, alors on obtient une borne non-triviale:
h(f, µ) ≤ h1 := htop(f)−m1htop(f) + α < htop(f).
3. Dynamique symbolique
La partition Q pre´ce´demment construite permet de de´finir une dynamique symbol-
ique dont on montre ci-dessous qu’elle repre´sente fide`lement les mesures maximales
de f .
De´finition 3.1. — Si P est une collection d’ouverts disjoints et d’union dense M ′
dans M , alors la dynamique symbolique est de´finie comme le sous-de´calage
Σ(f,P) := {. . .P(f−1x)P(x)P(fx) · · · : x ∈M ′} σ((An)n∈Z) = (An+1)n∈Z
ou` la fermeture est prise dans PZ, P e´tant muni de la topologie discre`te. La projection
p : Σ(f,P)→M est de´finie par {p(x)} =
⋂
n∈Z An, ou` cela a un sens.
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On ve´rifie aise´ment que p ◦ σ = f ◦ p ou` cela a un sens et que
Σ(f,P) = {A ∈ PZ : ∀n < m [An . . . Am] 6= ∅}.
Proposition 3.2. — Soit Q une partition(1) de M en l’inte´rieurs de carre´s us de
diame`tres strictement plus petits que la constante d’expansivite´. Soit Σ(f,Q) et p :
Σ(f,P)→M comme ci-dessus.
– p est bien de´finie sur tout A ∈ Σ(f,P) et continue.
– p est au plus 4 sur 1. En particulier, toute mesure de probabilite´ invariante se
rele`ve et p pre´serve l’entropie mesure´e et topologique.
– Soit µ, µ′ des mesures de probabilite´ de Σ(f,P). Supposons p∗µ ape´riodique.
Alors p∗µ = p∗µ
′ implique µ = µ′ et p∗µ est ergodique si et seulement si µ est
ergodique.
En particulier, on a imme´diatement:
Corollaire 3.3. — p induit une bijection entre les mesures maximales de f et de
Σ(f,Q).
Le lemme suivant est utile.
Lemme 3.4. — Soit µ une mesure invariante et ergodique. Si µ(Fs(x)) > 0 (plus
pre´cise´ment: s’il existe une partie mesurable de Fs(x0) de mesure non-nulle) alors µ
est pe´riodique.
De´monstration. — Par re´currence, on peut trouver z ∈ Fs(x) et p ≥ 1 tels que, pour
tout r > 0, µ(B(z, r) ∩ Fs(z)) > 0 et fpz est proche de z. (D, page 1) montre alors
que fp est une contraction de B(z, r)∩Fs(z) dans lui-meˆme. Le the´ore`me ergodique
montre alors que µ est une mesure pe´riodique porte´e par l’orbite de p.
Preuve de la proposition. — D’une part, f e´tant expansif et Q de petit diame`tre, p
est bien de´finie et continue. D’autre part,
#p−1(x) ≤ sup
n≥1
mult(Qn) = 4.
La pre´servation de l’entropie est e´vidente. La fibre de p e´tant en particulier compacte
toute mesure invariante de f se rele`ve en une mesure invariante de Σ(f,P).
Finalement, supposons p(A) = p(B). Si A 6= B, il existe n ∈ Z tel que An 6= Bn et
fnx ∈ An ∩Bn ⊂ ∂P . Donc p(µ) = p(µ′) implique, si µ 6= µ′, que µ (∂P) > 0. Mais
∂P est une union finie de segments de feuilles stables et instables. Donc µ(Fσ(x0)) > 0
pour un certain x0 ∈ M et σ = s ou u. Le lemme ci-dessus montre qu’alors µ est
pe´riodique, une contradiction. Si p∗µ est ergodique alors les composantes ergodiques
de µ sont autant de rele`vements de p∗µ. D’apre`s l’unicite´ de ce rele`vement, µ est
e´galement ergodique. L’implication re´ciproque est un fait totalement ge´ne´ral.
(1)Abus de language: Q est en fait une collection d’ouverts disjoints d’union dense dans M .
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4. Extension pe´riodique
On a vu que les varie´te´s symboliques stables et instables sont de taille semi-
uniforme. On va montrer qu’on peut faire en sorte que ces varie´te´s symboliques
traversent bien Q. La difficulte´ est que la borne infe´rieure donne´e par la proposition
2.3 est typiquement plus petite que le diame`tre de la partition a` moins que f ne soit
fortement dilatante. Nous utilisons la construction suivante.
Soit un entier T ≥ 1. On pose MT :=M × Z/TZ et fT (x, k) := (fx, k + 1).
L’extension π : (MT , fT ) → (M, f) est continue et compacte. Donc toute col-
lection de mesures f -invariantes et distinctes se rele`ve en une collection de mesures
fT -invariante et distinctes. L’extension est finie donc pre´serve l’entropie mesure´e.
Ainsi il suffit de prouver le the`ore`me pour fT , pour un T ≥ 1 commode.
Proposition 4.1. — Pour T assez grand, il existe une partition QT deMT , partition
en carre´s us, telle que,
(4.1) BT := {x ∈MT :W
s
QT (x) et W
u
QT (x) traversent Q(x)}
est de mesure > 0 par rapport a` toute mesure fT -invariante de grande entropie.
De´monstration. — Le lemme 2.2 fournit une partition Q0 en carre´s de diame`tre < r0.
Soit 0 < ǫ1 < 1. La proposition 2.3 applique´e deux fois donne r1 > 0 et h1 > 0 tels
que, sur un ensemble B0 de mesure au moins 1 − 2ǫ1 pour toute mesure ergodique
d’entropie > h1, d(x, ∂W
s
Q0
(x)) > r1 et d(x, ∂W
u
Q0
(x)) > r1.
Soit Q1 une nouvelle partition finie deM en carre´s de diame`tre < r1. Pour x ∈ B0,
WuQ0(x) traverse Q1. On passe a` l’extension pour un entier T >> 1. On pose
QT := Q1 × {0} ∪ Q0 × {1} ∪ · · · ∪ Q0 × {T − 1}
Le lemme ci-dessous donne h2 < htop(f) tel que, en posant B
0
T := BT ∩ (M ×{0}) et
en remarquant que x ∈M × {0} \B0T ⊂ (M \B0)× {0} ∪ C
0
T :
µT (B
0
T ) >
1− 4ǫ1
T
=⇒ h(fT , µT ) < max(h1, h2)
avec max(h1, h2) < htop(f), de`s que T est choisi assez grand.
Lemme 4.2. — Pour tout ǫ1 > 0, il existe T1 < ∞ et h2 < htop(f) tels que pour
tout T ≥ T1 et toute mesure ergodique satisfaisant h(fT , µT ) > h2:
µT (C
0
T ) <
ǫ1
T
ou` C0T := {(x, 0) ∈M × {0} : πW
u
QT (x, 0) (W
u
Q(x)}.
De´monstration. — Supposons πWuQT (x, 0) ( W
u
Q(x). Le raccourcissement de
WuQT (x, 0) ne peut venir que d’un temps k < 0 tel que f
k
T (x, 0) ∈ M × {0}. Plus
pre´cise´ment, il doit exister un entier n ≥ 1 tel que ∂Q1(f
−nTx) coupe f−nTWuQ0 (x)
en un point z. On a donc QnT0 (z) = Q
nT
0 (x) pour un z ∈ W
u
Q0
(f−nTx)∩∂Q1(f−nTx).
On voit que pour tout (x, 0) ∈ C0T , il existe un entier n = n(x) ≥ 1 tel que, sachant
WuQ0(f
−nTx) et Q1(f−nTx), QnT0 (f
−nTx) est de´termine´ par le choix de z parmi les
deux points d’intersection de WuQ0(f
−nTx) avec ∂Q1(f−nTx). On de´duit une borne
sur l’entropie.
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Soit α < ǫ1htop(f)/16. En fixant T1 assez grand on peut garantir:
∀n ≥ T1 #Q
n
0 ≤ e
(htop(f)+α)n.
On peut supposer T1 ≥ log 2#Q1 log#Q0/α ≥ log 2/α. Fixons T ≥ T1 et une mesure
µT . On suppose par contradiction que:
m := T · µT
(
C0T
)
≥ ǫ1.
Fixons N = N(µ) <∞ tel que
µT ({x ∈ C
0
T : n(x) > N}) <
β
T
.
Le the´ore`me de Birkhoff fournit un ensemble E2 ⊂ MT et un entier N2 tels que
µT (E2) > 1− ǫ1/T et pour tout x ∈ E2, tout n ≥ N2:∣∣∣∣ 1n#{0 ≤ k < n : fkTT (x) ∈ C0T } −m
∣∣∣∣ < ǫ18 et
1
n
#{0 ≤ k < n : n(fkTT (x)) > N} < β
On de´coupe [0, n− 1] en des sous-intervalles [aT, bT − 1], a ≤ b entiers, de trois types:
– f bTT x ∈ B
0
T , n(f
bT
T x) ≤ N et a = b− n(x) ([aT ; bT − 1] est de type 1);
– f bTT x /∈ B
0
T et a = b− 1 ([aT ; bT − 1] est de type 2);
– f bTT x ∈ B
0
T , n(f
bT
T x) > N et a = b− 1 ([aT ; bT − 1] est de type 3).
On de´crit Qn0 (x) de la fac¸on suivante. On spe´cifie la position des intervalles de type
1 parmi les n/T intervalles de longueur T (ce qui donne 2n/T choix au plus). Plus
pre´cise´ment il y en a entre ǫ1n/2T et 2ǫ1n/T et leur longueur totale est L1 ≥ ǫ1n/2.
Chaque intervalle de type 1 correspond a` une suite Q
(b−a)T
0 a` choisir parmi 2 ·
#Q1 suites seulement, si on a de´ja` de´termine´ les Q0(fkx) pour k ≥ aT , d’apre`s les
remarques pre´ce´dentes. On a donc, conditionnellement, au plus (2 ·#Q1)2ǫ1n/T choix
de symboles pour l’ensemble de ces intervalles.
Pour les intervalles de type 2 ou 3, Q
(b−a)T
0 (f
ax) ∈ QℓT0 , ℓ ≥ 1. On a donc
e(n−L1)(htop(f)+α) choix possibles au total pour ces intervalles.
Au final le nombre de Qn0 (x) sachant W
u
Q0
(x) est borne´ par:
2n/T × (2 ·#Q1)
2ǫ1n/T × en(1−ǫ1/2))(htop(f)+α) ≤ expn
(
htop(f)−
ǫ1
2
htop(f) + 3α
)
Donc, d’apre`s le lemme 2.5, on a:
h(f, µ) ≤ htop(f)−
ǫ1
4
htop(f) =: h1.
5. Structure markovienne
D’apre`s la Proposition 4.1, on peut supposer que
B := {x ∈M :W sQ(x) et W
u
Q(x) traversent Q(x)}
est de mesure non-nulle pour toute mesure de grande entropie.
Soit τB(x) := inf{n ≥ 1 : fnx ∈ B}, le temps de premier retour dans B. D’apre`s le
the´ore`me de Kac, h-presque tout point de Σ(f,Q) passe donc une infinite´ de fois dans
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Figure 2. Un rectangle topologiquement hyperbolique et son image
(hachure´s), repre´sente´s dans leur carre´s respectifs. Les courbes approxima-
tivement horizontales (bleues), resp. verticales (rouges), sont des morceaux
de Fs, resp. Fu.
B aussi bien dans le futur que dans le passe´. Soit Σ′(f,Q) l’ensemble des Q-itine´raires
de ces bons points.
De´finition 5.1. — Un mot de premier retour est une suite finie A0 . . . An telle
qu’il existe x ∈ B satisfaisant: Ak = Q(fkx) (pour tout 0 ≤ k ≤ n) et n = τB(x).
On lui associe la suite finie (A0, ∗)A1 . . . An−1 appele´e mot de base.
Le sous-de´calage ΣB est l’ensemble des suites bi-infinies forme´es par la con-
cate´nation de mots de base sous la condition suivante:
Si (A0, ∗)A1 . . . An−1(B0, ∗) apparaˆıt alors A0 . . . An−1B0 est un mot de
premier retour.
Pour une suite Aˆ ∈ ΣB, les entiers k ∈ Z dont le ke`me symbole Aˆk est e´toile´ sont
appele´s des temps marque´s.
Remarquons que ΣB ainsi de´fini a un alphabet fini mais n’est pas force´ment un sous-
shift et que son adhe´rence n’est pas ne´cessairement de type fini. Toutefois, on verra
que ΣB est conjugue´ a` un sous-de´calage markovien (sur un alphabet de´nombrable,
infini en ge´ne´ral) et ceci permettra son analyse.
Proposition 5.2. — Soit π : ΣB → Σ(f,Q) la projection de´finie symbole par sym-
bole par π(A, ∗) = A et π(A) = A pour tout A ∈ Q. Alors π est bien de´finie et induit
une bijection entre les mesures maximales de ΣB et celles de Σ(f,Q).
Etape 1. π est bien de´finie.
Il faut voir que l’image de tout ω ∈ ΣB est bien dans Σ(f,Q), c’est-a`-dire que⋂m
k=−n f
−kAk 6= ∅ pour des entiers n,m→∞. Il suffit de montrer que si Ai0 . . . A
i
ni ,
i = 1, . . . , I, sont des mots de premiers retours avec Aini = A
i+1
0 pour tout i =
1, . . . , I − 1, alors,
I⋂
i=1
f−(n1+···+ni−1)Hi 6= ∅ ou` Hi :=
ni⋂
k=0
f−kAik.
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Ceci provient de l’hyperbolicite´ ”topologique” des fni : Hi → fniHi illustre´e par la
figure 2. On ve´rifie par re´currence que l’intersection ci-dessus est encore hyperbolique
et en particulier est non vide.
Etape 2. π est injective
Soit A ∈ Σ′(f,Q). Soit Aˆ ∈ ΣB le releve´ obtenu en marquant exactement les temps
n ∈ Z tels que σnA ∈ BΣ. Aˆ est clairement un e´le´ment bien de´fini de ΣB.
Il suffit de montrer que si Aˆ′ est un rele`vement quelconque de A, Aˆ′ = Aˆ.
Pour tout temps marque´ k de Aˆ′, le raisonnement de l’e´tape 1 implique que
W s(σkA) et Wu(σkA) traversent. Donc un tel k est marque´ pour Aˆ. Montrons
la re´ciproque par l’absurde: on suppose que 0, n1, n2, . . . , nr, r ≥ 2, sont des temps
marque´s conse´cutifs dans Aˆ et que, parmi ceux-ci, seuls 0 et nr sont marque´s dans
Aˆ′.
A0 . . . Anr est donc Q
nr+1(y) pour un y ∈ B avec τB(y) = nr. Il s’en suit que
W sQ(f
n1y) ne traverse pas. Autrement dit, l’intersection ℓs de la courbe stable locale
avec Q(fn1y) n’est pas contenue dans W sQ(f
n1y). Donc fmℓs n’est pas inclus dans
un e´le´ment de Q pour un certain m > 0 qu’on peut choisir minimal. Ne´cessairement
m < nr − n1: sinon W sQ(f
nry) qui traverse contiendrait fnr−n1(ℓs), impliquant que
ℓs ⊂W sQ(f
n1y), une contradiction.
Le bord instable de Q(fmy) = Am raccourcit doncW sQ(f
n1y) par rapport a` ℓs. Un
des bords instables de [An1 . . . An1+m−1] est donc envoye´ a` l’exte´rieur du bord instable
de An1+m. Mais ces bords ne se coupent ni ne se contournent, donc W
s
Q(σ
n1A) serait
aussi raccourci, en contradiction avec la de´finition de n1.
6. Conclusion
D’apre`s ce qui pre´ce`de, il suffit de prouver la multiplicite´ finie ou l’unicite´ des
mesures maximales pour le de´calage ΣB. Soit Σˆ le de´calage σ sur l’ensemble des
chemins bi-infinis sur le graphe D dont les sommets sont (w, k) ou` w est un mot de
premier retour et 1 ≤ k < |w|, |w| de´signant la longueur de w et les fle`ches sont
(w, k)→ (w, k + 1) et (w, |w| − 1)→ (w′, 1) si le dernier symbole de w est le premier
symbole de w′. Un the´roe`me de Gurevic dit qu’il suffit de prouver que G a un nombre
fini, resp. e´gal a` 1, de composantes irre´ductibles.
Observons que, par construction, toute composante irre´ductible de D contient un
e´tat e´toile´ et ceux-ci sont en nombre fini, prouvant l’assertion principale.
Il faut maintenant montrer l’unicite´ dans le cas ou` f est topologiquement transitive.
Remarquons que la transitivite´ de f est e´quivalente au fait que l’orbite de tout ouvert
non-vide de toute feuille instable (ou stable) est dense. En effet, un tel ouvert contient
une courbe Wuǫ (x) pour ǫ > 0 assez petit or il existe z ∈ B(x, ǫ/2) dont l’orbite est
dense. Comme W sǫ (z) rencontre W
u
ǫ (x), ceci prouve la remarque, comme le diame`tre
de W sǫ (x) tend vers ze´ro d’apre`s (D, page 1).
Les pre´orbites des points pe´riodiques forment un ensemble de´nombrable: N1 :=⋃
n≥0 f
−n(Per(f)). On peut donc choisir la partition de sort que (*) ses bords stables
ne rencontrent pas N2 :=
⋃
x∈N1
W sǫ (x).
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Pour montrer l’irre´ductibilite´ de D, il suffit de ve´rifier que pour deux carre´s quel-
conques R et R′ de la partition, tels qu’il existe une boucle Γ base´e en R′, on peut
trouver une concate´nation admissible de mots de base, le premier commenc¸ant par R
et le dernier finissant par R′.
Γ fournit un point T -pe´riodique p tel que, pour tout ǫ > 0, fT (Wuǫ (p) ∩Q
n(p)) ⊃
Wuǫ (p). (*) assure que p est a` l’inte´rieur de R
′. Soit Wur (x0) ⊂ R dont les extre´mite´s
e´vitent N2 (**). La transitivite´ donne n ≥ 0 tel que fnWur (x) contient W
u
ǫ (y) ∩ R
′
pour un y ∈ R′. On peut supposer y ∈W sǫ (p). f
n(Wur (x)∩Q
n(x)) = I, un intervalle
de Wu(y) contenant y en son inte´rieur d’apre`s (*) et (**). La dilatation le long
de Fu (voir D, page 1) garantit maintenant que fn+kT (Wur (x) ∩ Q
n(x) ∩ f−nQkT )
traverse R′ pour k assez grand. Mais ceci dit exactement que le Q,n+ kT -itine´raire
de x est une concate´nation de mots de premiers retour, comme souhaite´. D est bien
irre´ductible et la preuve du the´ore`me est acheve´e.
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