Abstract-This paper explores the network simplification problem in the context of Gaussian half-duplex diamond networks. Specifically, given an N-relay diamond network, this problem seeks to derive fundamental guarantees on the capacity of the best k-relay subnetwork, as a function of the full network capacity. Simplification guarantees are presented in terms of a particular approximate capacity, termed Independent-Gaussian (IG) approximate capacity, that characterizes the network capacity to within an additive gap, which is independent of the channel coefficients and operating SNR. The main focus of this work is when k = N−1 relays are selected out of N relays in a diamond network. First, a simple algorithm is proposed which selects all relays except the one with the minimum IG approximate half-duplex capacity. It is shown that the selected (N − 1)-relay subnetwork has an IG approximate half-duplex capacity that is at least 1/2 of the IG approximate half-duplex capacity of the full network and that for the proposed algorithm, this guarantee is tight. Furthermore, this work proves the following tight fundamental guarantee: there always exists a subnetwork of k = N − 1 relays that have an IG approximate half-duplex capacity that is at least equal to (N − 1)/N of the IG approximate halfduplex capacity of the full network. Finally, these results are extended to derive lower bounds on the fraction guarantee when k ∈ [1 : N] relays are selected. The key steps in the proofs lie in the derivation of properties of submodular functions, which provide a combinatorial handle on the network simplification problem for Gaussian half-duplex diamond networks.
I. INTRODUCTION
C ONSIDER a relay network where a potentially large number of relays assist the over-the-air communication from a source to a destination. The wireless network simplification problem seeks to answer the following question: can a significant fraction of the capacity of the full network be retained by operating only a subset of the available relays? Wireless network simplification was pioneered by the authors in [1] in the context of Gaussian full-duplex diamond networks. 1 The importance of this problem stems from the several benefits it offers. For example, operating all the available relays might be computationally expensive as the relays must coordinate for transmission and might incur a significant cost in terms of consumed power. Network simplification represents a potential solution to these limiting factors as it promises energy savings -since only the power of the active relays is used to transmit information -and a complexity reduction in the synchronization problem -since only the selected relays have to be synchronized for transmissionwhile ensuring that a significant fraction of the capacity of the full network is retained.
In this paper, we investigate the network simplification problem for Gaussian half-duplex diamond networks with N relays. Our study is motivated by the fact that currently employed relays operate in half-duplex, unless sufficient isolation between the antennas can be guaranteed or different bands are used for transmission and reception. Additionally, as recently announced in 3GPP Rel-13, half-duplex is also expected to be employed in next generation Internet of Things networks to enable low-cost communication modules for shortdistance and infrequent data transmissions.
Studying the network simplification problem is more challenging when networks operate in half-duplex compared to full-duplex. This is due to the intrinsic combinatorial nature of approximate capacity characterization in half-duplex relay networks, as elaborated in the following summary of relevant related work.
A. Related Work
The capacity characterization of the additive white Gaussian noise relay network is a long-standing open problem. The tightest upper bound on the capacity is the well-known cut-set bound [2] . A number of schemes have been proposed [3] , [4] , [5] , [6] that achieve a rate approximating the Shannon capacity of the network. These results show that restricting the optimization of the cut-set bound over independent channel input distributions approximates the Shannon capacity of the Gaussian relay network to within a constant additive gap, i.e., a gap that is independent of the channel coefficients and operating SNR. This fact is true regardless of whether the network is operated in full-duplex or halfduplex. In the rest of the paper, the aforementioned restriction of the cut-set bound is referred to as the Independent-Gaussian (IG) approximate capacity. For Gaussian full-duplex networks, the constant gap has been shown to grow logarithmically in the number of relays N, for some specific topologies such as Gaussian full-duplex diamond networks [7] , [8] . However, for Gaussian full-duplex networks with arbitrary topology, it has been recently shown that a gap linear in N is fundamental [9] , [10] . For Gaussian half-duplex networks, to the best of our knowledge, the tightest refinement of the gap is 1.96(N + 2) bits/sec [11] . 2 In general, the evaluation of the IG approximate capacity of Gaussian half-duplex relay networks is more challenging than the full-duplex counterpart since it requires an optimization over the 2 N listen/transmit states. We refer to the states that suffice to characterize the IG approximate capacity by active states. Recently, in [13] the authors proved a surprising result, which was first conjectured in [14] : for a class of half-duplex relay networks, which includes Gaussian networks, the simplest optimal schedule, i.e., the schedule that uses the least number of active states, operates with at most N + 1 states out of 2 N . This result generalizes those in [15] , [16] and [17] , valid only for Gaussian half-duplex diamond networks with limited network sizes. This result might be leveraged to efficiently evaluate the IG approximate capacity, as we recently showed in [18] for Gaussian half-duplex line networks. However, even though we understand that a schedule with at most N + 1 active states exists, to the best of our knowledge, it is not yet known if we can find these states efficiently for relay networks with arbitrary topology. A similar thread of research [19] has focused on deriving IG approximate capacity guarantees when each relay operates with its optimal schedule -computed as if the other relays were not there -and is allowed to switch multiple times between listen and transmit modes of operation. For IG approximate capacity evaluation, the authors in [20] proposed an approach that, for certain network topologies -such as the line network and a specific class of layered networksoutputs the IG approximate capacity in polynomial time in the number of relays. This result is quite promising, but it relies on the simplified topology of certain classes of relay networks.
Different from the aforementioned lines of research, where the main objective is to provide a low-complexity characterization of the network IG approximate capacity, in this work, we seek to understand what fraction of the network IG approximate capacity can be guaranteed when only a subset of k ∈ [1 : N] relays is operated. This problem was first explored by the authors in [1] in the context of Gaussian full-duplex diamond networks. Specifically, the authors in [1] showed that, in any N-relay Gaussian full-duplex diamond network, there always exists a subnetwork of k relays that has an IG approximate capacity equal to at least a fraction k k+1 of the IG approximate capacity of the full network. This result is quite promising as it implies that a significant fraction of the IG approximate capacity, which is independent of N, can be retained by operating only k relays. This fraction guarantee was proved to be tight, i.e., there exist N-relay Gaussian full-duplex diamond networks for which the best k-relay subnetwork satisfies this fraction of the full network IG approximate full-duplex capacity. A polynomial-time algorithm to discover these k-relay subnetworks was also proposed in [1] . Recently, in [21] the authors considered a more general network, namely the Gaussian full-duplex layered network and proved a worst-case fraction guarantee for selecting the best path in the network. From the result in [1] , it directly follows that in Gaussian half-duplex diamond networks, by selecting k relays, one can always retain at least a fraction k 2(k+1) of the IG approximate half-duplex capacity of the whole network. This is accomplished by operating the k relays (selected as in full-duplex) in only 2 states of equal duration: in the first phase, all the k relays listen and in the second phase, all the k relays transmit. Although providing a performance guarantee, this result might be too conservative. This is indeed confirmed by the result in [22] where it was proved that, in any Gaussian half-duplex diamond network, there always exists a subnetwork of k = 2 relays that retains at least half of the IG approximate capacity of the full network. The selected two relays are restricted to operate in complementary fashion, i.e., when one relay transmits, the other listens and vice versa. In this paper, we do not restrict the selected k relays to operate only in certain states as in [22] , which leads to better performance guarantees in terms of retained fraction of the IG approximate capacity.
The problem of finding bounding techniques on the capacity of channels/networks has also been analyzed in [23] , where upper and lower bounds on a channel C were found such that, for any instance where C appears as an independent channel in a network, the rate region of the network is upper bounded (respectively, lower bounded) by replacing C with its upper bound (respectively, lower bound) counterpart. However such a framework cannot be directly applied for bounding the best subnetwork rate performance since there is no subnetwork/channel selection in [23] and a subnetwork does not represent an independent channel in the full network.
B. Contributions
In this paper we seek to understand how much of the IG approximate half-duplex capacity one can retain by smartly selecting a subset of k relays in a Gaussian half-duplex diamond network with a fixed number of relays N. In particular, our goal is to provide a worst-case performance guarantee in terms of retained fraction that holds universally, i.e., independently of the values of the channel parameters. These bounds are particularly relevant in the high-SNR regime and when the network capacity is large. Our main contributions can be summarized as follows: 1) We first derive properties of Gaussian diamond networks and submodular functions, which provide a combinatorial handle on the network simplification problem in Gaussian half-duplex diamond networks. For instance, we prove a result that we refer to as the partition lemma, which states that if we partition the network into multiple subnetworks such that each relay belongs to only one of such subnetworks, then the IG approximate capacity of the full network is upper bounded by the sum of the IG approximate capacities of the subnetworks. Beyond their utilization in the proofs of our main results, these properties might be of independent interest. 2) We analyze a straightforward algorithm to select a subnetwork of k = N − 1 relays, which operates all the relays except the worst one. We say that, among the N relays, the i -th relay is the worst if it has the smallest single-relay IG approximate capacity, i.e., if the maximum half-duplex flow that can be routed through it is less than or equal to the other N −1 flows through each of the remaining N − 1 relays. We prove that the algorithm outputs, in O(N) time, a subnetwork whose IG approximate half-duplex capacity is at least half of the IG approximate half-duplex capacity of the whole network. We also show that this fraction guarantee is tight if we know only the single-relay IG approximate capacities, i.e., there exists a class of Gaussian half-duplex diamond networks with N relays where, by removing the worst relay, the remaining (N − 1)-relay subnetwork has an IG approximate capacity that is half of the IG approximate capacity of the full network. This guarantee might be too conservative and indeed a smarter choice leads to a better performance, as described in the next point. However, an appealing feature of this algorithm is that it only requires the knowledge of the N single-relay IG approximate capacities. 3) We prove that, in any N-relay Gaussian half-duplex diamond network, there always exists a subnetwork of k = N − 1 relays that retains at least a fraction
of the IG approximate capacity of the full network. We also show that this fraction of
is tight. This result significantly improves over the fraction of half guaranteed by the algorithm described in the previous point. Moreover, this guarantee is fundamental, i.e., it is the largest fraction that can be ensured when N −1 relays are selected. In addition, we show a surprising result: any optimal schedule for the IG approximate capacity of the full network provides a deterministic construction for a schedule for each of the (N − 1)-relay subnetworks, such that at least one of these subnetworks retains a rate that is greater than or equal to the worst performance guarantee of N−1 N of the IG approximate capacity of the full network. This leads to a complexity reduction in the scheduling problem; in fact, it implies that, in order to select an (N −1)-relay subnetwork that retains a fraction N−1 N of the IG approximate capacity of the full network, there is no need to compute the optimal schedule for each of the N subnetworks. It suffices to compute an optimal schedule of the full network. 4) We generalize the results described in the previous two points to generic values of k ∈ [1 : N]. In particular, we show that: (i) the straightforward algorithm that removes the N − k worst relays and runs in O(N log(N)), ensures that the selected k-relay subnetwork has an IG approximate capacity that is at least 2 −(N−k) of the IG approximate capacity of the original network with N relays; (ii) a fraction k N of the IG approximate capacity of the full network can always be retained by selecting k relays and operating them with an optimal schedule of the full network. However, this last worst-case fraction guarantee does not appear to be tight. This result suggests that, when k < N − 1, forcing the k-relay subnetworks to operate with the optimal schedule of the full network may be suboptimal. 5) We find significant differences between the wireless simplification problem for half-duplex and full-duplex networks. For instance: (i) in half-duplex, when k ∈ {1, 2} relays are selected, the fraction of the retained IG approximate capacity depends on N and decreases as N increases; (ii) the worst-case networks in half-duplex and full-duplex are not necessarily the same; (iii) the best k-relay subnetworks in half-duplex and full-duplex might be different. These results show that full-duplex and half-duplex relay networks have a different nature. This might be due to the fact that in half-duplex the schedule plays a crucial role and hence removing some of the relays can change the schedule at which the selected subnetwork should be optimally operated.
C. Paper Organization
Section II describes the N-relay Gaussian half-duplex diamond network and summarizes known capacity results. Section III derives properties of submodular functions and diamond networks. Section IV studies the performance (in terms of retained fraction) of a simple algorithm that selects k ∈ [1 : N] relays out of the N possible ones, by removing the worst N − k relays. In particular, Section IV first considers the case k = N − 1 and then generalizes the result to any k ∈ [1 : N] . Section V provides a fundamental guarantee (in terms of retained fraction) when N − 1 relays are selected out of the N possible ones. Section V also generalizes the lower bound on the fraction guarantee for k = N − 1 to general k ∈ [1 : N]. Finally, Section VI discusses some implications of the presented results, highlights differences between the selection performances in half-duplex and fullduplex networks and concludes the paper. Some of the proofs can be found in the Appendix.
D. Notation
In the rest of the paper, we use the following notation convention. We denote with For all x ∈ R, the ceiling and floor functions are denoted by x and x , respectively. The L 1 -norm of a vector λ is represented by λ 1 . Table I summarizes and defines quantities that are frequently used throughout the paper.
II. SYSTEM MODEL AND KNOWN RESULTS
We consider the Gaussian half-duplex diamond network N [1:N] in Fig. 1 where a source node (node 0) wishes to communicate with a destination (node N + 1) through N non-interfering relays operating in half-duplex. The channel gains are assumed to be constant for the whole transmission duration and hence known to all nodes. Let X i,t ∈ C denote the signal transmitted by node i , ∀i ∈ 
time K , the destination outputs an estimate W of the message based on all its channel observations Y K N+1 . A rate R is said to be -achievable if there exists a sequence of codes indexed by the block length K such that P W = W ≤ for any > 0. The capacity is the largest nonnegative rate that is -achievable for ∈ (0, 1).
The single-antenna static Gaussian half-duplex diamond network N [1:N] , shown in Fig. 1 , is defined by the input/output relationship
where: (i) S i,t is the binary random variable that represents the state of the i -th relay at time t, i.e., when S i,t = 0 the i -th relay is receiving while when S i,t = 1 the i -th relay is transmitting; (ii) the channel inputs are subject to a unitary average power constraint, i.e., E |X k,t | 2 ≤ 1, ∀k ∈ [0 : N]; (iii) (h si , h id ) ∈ C 2 represent the channel coefficients from the source to the i -th relay and from the i -th relay to the destination, respectively. Without loss of generality, SNR is assumed to be incorporated in the channel coefficients; (iv)
, indicates the additive white Gaussian noise at the i -th node; noises are assumed to be independent and identically distributed as CN (0, 1). In the remainder of the paper, we drop the dependence on the time t since the channel is discrete memoryless. We denote with i and r i the individual link capacities, namely
The capacity of the Gaussian half-duplex relay network is not known in general. The best known upper-bound is the cutset bound [2] , formulated as
where
is the joint distribution on all channel inputs X i and scheduling states S i in the network. The distribution that maximizes the cut-set expression in (3) is not known in general. For the particular case of a two-hop half-duplex line network, where a source communicates to a destination by hopping information through one relay, it has been shown in [24] that the optimal input distribution is a mixture between continuous and discrete distributions.
The notion of approximate capacity in Gaussian relay networks provides an expression that is guaranteed to be at most an additive constant gap away from the Shannon capacity. In particular, let
, if there exists a value (additive gap) a N , that does not depend on the channel coefficientsand by our assumption on the SNR -such that
The best known gap is a N = 1.96(N +2) by [11] . For brevity, in the remainder of the paper, we drop the channel coefficients arguments to the values C N [1:N] , C N [1:N] and C N [1:N] . In this work, we focus on an approximation of C [1:N] proved in [3] - [6] which uses fixed schedules, as well as, independent and identically distributed Gaussians with zero mean and unit variance as channel inputs {X i } N i=0 . This approximate capacity, which we term Independent-Gaussian (IG) approximate capacity, for Gaussian half-duplex diamond networks is defined as For the particular case of N = 1, the IG approximate capacity in (5) becomes (6) and when N = 2 the authors in [15] derived C N [1:2] in (5) T be a schedule for N [1:3] . Denote with λ (N{2,3}) (respectively, λ (N{2}) ) the schedule that is derived naturally from λ for the subnetwork N {2,3} (respectively, N {2} ). With this, we have
T and similarly we get
Thus, from the expression in (5), the approximate rate R λ 
and where the equality in (a) follows by using the construction of λ (N{2,3}) .
A. Fraction Guarantees on the IG Approximate Capacity vs. Shannon Capacity
Consider a Gaussian half-duplex diamond network N [1:N] and a subnetwork N K with |K| = k. In this paper, we prove bounds on the IG approximate capacity of the form
for some constant m k,N independent of the SNR and channel coefficients. As such, these results are valid for all SNR values, i.e., they hold universally for all SNR regimes. However, the significance of such results with respect to the Shannon capacity is in the high SNR regime. In particular, applying (4) to (9), we have that
Recall that SNR is assumed to be incorporated in the channel coefficients. As a result, in the high-SNR regime (specifically for C N [1:N] m k,N a N + a k ), the guarantee given in (10) indeed approaches the one provided by (9) on the IG approximate capacity, and we have that
Thus, having understood the significance of relations of the form in (9) on the Shannon capacity, in the remainder of the paper, we focus on proving such bounds (relations) on the IG approximate capacity.
III. DIAMOND NETWORKS AND SUBMODULARITY PROPERTIES
In this section we derive and discuss some properties of diamond networks and submodular functions, which represent the main ingredient in the proof of our main results. It is worth noting that, beyond their utilization in the proofs, these properties might be of independent interest.
A. A Partition Lemma for Diamond Networks
The first result that we derive provides an upper bound on the approximate half-duplex rate that can be achieved by the full network. This upper bound is stated in the following lemma -which we refer to as the partition lemma -whose proof can be found in Appendix A.
Lemma 1 (Partition lemma). Let λ be a schedule for the N-relay Gaussian half-duplex diamond network
where for a subnetwork
represents the half-duplex approximate rate when operated with the deterministic schedule constructed from λ.
The partition lemma result has the following two consequences: 1) Let λ be an optimal schedule for the IG approximate capacity of the full network
Since the 'natural' schedule constructed from λ might not be the optimal one for the IG approximate capacity of the subnetworks N K and
Hence, the partition lemma straightforwardly implies that
By applying the partition lemma, we obtain different bounds on the approximate capacity of the network. For example, consider N [1:N] with N = 3, then the result implied by the partition lemma gives the following four bounds on the IG approximate capacity
2) The partition lemma relates to the following question studied in [25] , [26] : Can removing a single edge of capacity δ, reduce the capacity region of a network along each dimension, by more than δ? The answer to this question is known only in a few specific cases.
The partition lemma implies a negative answer to this question for the IG approximate capacity of Gaussian half-duplex diamond networks. In particular, without loss of generality, let δ = i , for some i ∈ [1 : N]. Then, from (12), we have 
B. Submodular Functions and Cut Properties
We now derive a property of submodular functions, which we next leverage to prove a property on cuts in diamond networks.
Definition 1. For a finite set , let f : 2 → R be a set function defined on . The set function f is submodular if
Building on the definition in (13), we now prove a property for a general submodular function.
Lemma 2. Let f be a submodular set function defined on . Then, for any group of n sets
j is the set of elements that appear in at least j sets
Proof: The proof relies on the definition of submodular functions and on some set-theoretic properties. The detailed proof can be found in Appendix B.
To better understand what Lemma 2 implies, consider the following example. Example. Let = [1 : 7] and consider the subsets A 1 = {1, 2, 5, 7}, A 2 = {4, 5}, A 3 = {2, 4, 5, 6}. Lemma 2 proves that, for a submodular set function f defined over , we get
Now, as an example, consider
which is a submodular set function. By evaluating both sides of (14) for our example function, we get
Next, we use the result on submodular functions in Lemma 2 to prove the following result for Gaussian diamond networks.
Lemma 3. Consider an N-relay Gaussian diamond network
Particularly, A F j is the set of elements that appear in at least j sets A i , i ∈ [1 : N] and therefore, it does not depend on the values of ( i , r i ).
Proof:
The proof, which is based on the result in Lemma 2 and on simple counting arguments, can be found in Appendix C.
We next provide a simple example that better explains the implication of Lemma 3. Example. Consider a 3-relay Gaussian diamond network N [1:3] . With this, we haveN 1 = N {2,3} ,N 2 = N {1,3} and N 3 = N {1,2} . Now for the subnetworkN i consider the following possible cut A i : (i) A 1 = ∅ (i.e., inN 1 relays 2 and 3 are 'on the side of the source'); (ii) A 2 = {3} (i.e., inN 2 relay 1 is 'on the side of the source' and relay 3 is 'on the side of the destination'); (iii) (i) A 3 = {1, 2} (i.e., inN 3 relays 1 and 2 are 'on the side of the destination'). With this, by evaluating the left-hand side of (15) Remark 2. By considering the specific values of the link capacities ( i , r i ) in a given network, we could prove the inequality in Lemma 3 with a different construction than the one provided in the lemma. For illustration, consider the following example with N = 3. Let ( 1 , 2 , 3 ) = (3, 4, 11)  and (r 1 , r 2 , r 3 ) = (6, 8, 6 ). Additionally, let A 1 = {2}, The key property of the construction presented in Lemma 3 is that it is independent of ( i , r i ). This is of critical importance when we consider half-duplex cuts, as we will see in Section V when we prove Theorem 6. 
. This is a different way of proving the result in [1, Theorem 1] for k = N − 1.
IV. A SIMPLE SELECTION ALGORITHM
In this section, we investigate the performance of a simple algorithm that selects a subnetwork of k = N − 1 relays, in terms of the retained fraction of the IG approximate capacity of the full network. In particular, the algorithm computes the N single-relay IG approximate capacities and removes the worst relay, i.e., the one with the smallest single-relay IG approximate capacity. Since computing the single-relay IG approximate capacities in a Gaussian half-duplex diamond network with N relays requires O(N) operations, this algorithm runs in linear time in the number of relays and outputs an (N−1)-relay subnetwork that retains at least half of the IG approximate capacity of the full network. Moreover, if only the single-relay IG approximate capacities C N {i} , ∀i ∈ [1 : N] are known, i.e., the individual point-to-point link capacities are not available, then the guarantee aforementioned is tight. The main result of this section is summarized in the following theorem. 
This concludes the proof of the lower bound in Theorem 4.
To prove that the bound in Theorem 4 is indeed tight it suffices to provide a network construction where having the knowledge of only the single-relay IG approximate capacities does not guarantee that a subnetwork N K of N − 1 relays, with C N K strictly greater than The tightness argument in Theorem 4 implies that, for an algorithm that removes the worst relay -by only computing the single-relay IG approximate capacities -no higher worstcase guarantee can be provided. However, this result is pretty conservative. In fact, with reference to the specific network construction in (16), if we are allowed to select N − 1 relays based on the IG approximate capacities of the 2-relay subnetworks, then we would never remove the N-th relay. This is because any 2-relay subnetwork which involves the N-th relay has an IG approximate capacity of C N {N,i} = 1 = C N [1:N] , ∀i ∈ [1 : N − 1]. This simple example suggests that a smarter choice (compared to the one based on removing the worst relay) of which N − 1 relays to select might lead to a higher worst-case retained fraction, compared to the 
A. The General Case k ∈ [1 : N]
We now generalize the lower bound in Theorem 4 when k ∈ [1 : N]. Towards this end, we consider an algorithm that removes the worst N − k relays, i.e., those with the lowest single-relay IG approximate capacities, from the network of N relays. The algorithm first computes the single-relay IG approximate capacities -which requires O(N) operations. It then orders the relays in descending order based on their single-relay IG approximate capacities, i.e., in this new ordering the first relay is the one for which C N {1} ≥ max i∈ [2:N] C N {i} , the second relay is the one for which C N {2} ≥ max i∈ [3:N] C N {i} and so on till the N-th relay for which C N {N} = min i∈ [1:N] C N {i} ; this step requires O (N log(N) ) operations. Finally, the algorithm discards the last N − k relays. In other words, the algorithm runs in O(N log(N)) and outputs a k-relay subnetwork whose performance guarantee is provided in the following lemma. 
Lemma 5. Consider a Gaussian half-duplex diamond network
. Therefore, we finally have the following contradiction ∀ j ∈ [1 : In this section we derive a fundamental guarantee (in terms of retained fraction) when N − 1 relays are selected out of the N possible ones. We assert that this guarantee is fundamental because it represents the highest worst-case fraction that can be guaranteed when N − 1 relays are selected, independently of the actual values of the channel parameters. In particular, our main result is stated in the following theorem.
Theorem 6. For any N-relay Gaussian half-duplex diamond network N [1:N] , there always exists a subnetwork N K , with
|K| = N − 1, that retains at least C N K ≥ N−1 N C N [1:N] .
Moreover, this bound is tight.
Proof: In order to derive the lower bound in Theorem 6, we first state the following lemma, whose proof is based on Lemma 3 and is delegated to Appendix D. 
Lemma 7. Consider an arbitrary N-relay Gaussian halfduplex diamond network
where ∀K ⊆ 
This completes the proof of the lower bound in Theorem 6. To prove that the ratio in Theorem 6 is tight, it suffices to provide an example of an N-relay network where the best (i.e., the one with the largest IG approximate capacity) subnetwork of N − 1 relays retains an IG approximate capacity, which is exactly the fraction of the full network IG approximate capacity in Theorem 6. Towards this end, consider the following structure:
if N is odd:
where b → ∞. Fig. 3 gives a representation of max
10] with |K| = N − 1. From Fig. 3 we observe that max K⊆[1:N] C N K C N [1:N] = N − 1 N . This completes the proof.
Before concluding this section, we highlight some results, which are direct consequences of Lemma 7 and Theorem 6. 
2) There exist N-relay Gaussian half-duplex diamond networks where λ can be used to naturally construct the optimal schedule for the IG approximate capacity of each subnetwork of N − 1 relays (see for example, the network in (18)).
Remark 6. Corollary 8 implies that, to select a subnetwork of N − 1 relays that guarantees the performance in Theorem 6, it is sufficient to know an optimal schedule λ for the IG approximate capacity of the whole network N [1:N] . In other words, by knowing λ , there is no need to compute the optimal schedules for the IG approximate capacity of each of the N subnetworks. This implies that, if λ can be used to construct a 'natural' schedule for all N K , with |K| = N −1, in polynomial time, then a subnetwork N K that satisfies the guarantee in Theorem 6 can be discovered in polynomial time.
We next leverage the result in Theorem 6 to derive a lower bound for generic k ∈ [1 : N].
A. The General Case k ∈ [1 : N]
In this subsection we generalize the lower bound derived in Theorem 6 when k ∈ [1 : N]. In particular, our result is stated in the following lemma. 
. Proof: We recursively apply the result in Lemma 7. We again let λ be a schedule (not necessarily optimal) of the full N-relay network N [1:N] . With this we obtain [1:2] } such that for S (3) = N [1:N]\{i [1:3] } :
. . .
which, since S (N−k) contains k relays, completes the proof. . Since the 'natural' schedule constructed from λ might not be the optimal one for the IG approximate capacity of the subnetwork N K , i.e., R λ N K ≤ C N K , then Lemma 9 provides a different bound from the one in [22] and from the k 2(k+1) that is readily obtained from the result in [1] . These bounds can be combined as
From (20), we can see that in some cases (particularly when k > N/2), the new bound in Lemma 9 gives a better guarantee than those available in the literature. Clearly, when k = N − 1 the lower bound in (20) is equivalent to the one in Theorem 6. However, the lower bound in Lemma 9 is not tight for general k ∈ [1 : N]. Deriving tighter lower bounds is an interesting open problem, which is object of current investigation. For instance, for the case k = 1, numerically we could not find network examples for which the fraction guarantee is less than N 4(N−1) . Remark 8. The proof of Lemma 9 provides the blueprint for an algorithm that selects a subnetwork of k relays that satisfies the guarantee in the lemma. The algorithm operates iteratively as follows. On the first iteration, given a network N (0) = N [1:N] with N relays and an operating schedule λ, we find a subnetwork N (1) with N − 1 relays such that N (1) , when operated with the 'natural' schedule derived from λ, satisfies the bound in Lemma 9 for k = N − 1. We can repeat the previous iteration (N − k) times where on iteration i , we remove one relay to select a subnetwork
It is clear that after (N − k) iterations, we have a subnetwork N (N−k) that contains exactly k relays and for which
.
In [27] the authors showed that the problem of computing the IG approximate capacity of a Gaussian full-duplex relay network can be cast as a minimization problem of a submodular function, which can be solved in polynomial time. Therefore, if the fixed schedule λ at which N [1:N] is operated can be used to construct a 'natural' schedule for N (1) in polynomial time, then the algorithm described above runs in polynomial time and provides the fraction guarantee in Lemma 9.
VI. DISCUSSION AND CONCLUSIONS
In this section, we discuss some implications of the results derived in the previous sections and highlight differences between the selection performances in half-duplex and fullduplex diamond networks. We believe that the reason for this different behavior is that in half-duplex the schedule plays a key role, i.e., removing some of the relays can change the optimal schedule for the IG approximate capacity of the remaining network. reduce to
1) In half-duplex the guarantee on max
for k = 1 and to
Notice that these values coincide with the lower bounds: (i) of k 2(k+1) for k = 1, which is readily obtained from the result in [1] by letting the selected relay listen for half of the time and transmit for the other half of the time; (ii) derived in [22] for the case k = 2, where the 2 selected relays operate in a complementary fashion. In particular, we have Theorem 10. There exist Gaussian half-duplex diamond networks for which, when N 1, the best subnetwork N K gives
Proof: Consider the network in (18) . The best subnetwork N K with |K| = 1 satisfies
which for N 1 gives
, while the best subnetwork N K with |K| = 2 relays satisfies
We refer the reader to Appendix E for a detailed computation of these values. Table II summarizes the results presented above for k ∈ [1 : 2].
In particular, Table II shows that in full-duplex, the worst-case fraction guarantee does not depend on N, while in half-duplex the worst-case guarantee decreases as N increases.
2) The best half-duplex and full-duplex subnetworks are not necessarily the same. We next provide a couple of examples where we show that the best relay in half-duplex and in full-duplex might not be necessarily the same. As a first example, consider the Gaussian 2-relay diamond network depicted in Fig. 4(a) . It is not difficult to see that if the relays operate in full-duplex, then the first relay is the best and it achieves Shannon capacity C FD As a second example consider the Gaussian 3-relay diamond network shown in Fig. 4(b) . When the N = 3 relays operate in full-duplex, they all have the same single-relay Shannon capacity given by C FD N {i} = , ∀i ∈ [1 : 3]. This means that, by selecting any of the relays at random, we get the same Fig. 4 . Network examples where the best full-duplex and half-duplex subnetworks are different. Link labels represent the point-to-point link capacities and the best half-duplex single-relay subnetwork is marked with dashed links. performance guarantee. Differently, when the N = 3 relays operate in half-duplex, the third relay is strictly better giving C N {3} = compared to C N {i} = /2, ∀i ∈ [1 : 2]. These two simple examples suggest that, when the relays operate in half-duplex, choosing the best subnetwork based on the fullduplex capacities might not be a smart choice. For instance, in the second example if we select either the first or the second relay which is optimal in full-duplex, we would incur a loss of 50% in the IG approximate capacity compared to selecting the third relay.
3) Worst-case networks in half-duplex and full-duplex are not necessarily the same. Consider the network example in (18) and suppose that we want to select N − 1 relays. We already showed (see Section V) that, by selecting any (N − 1)-relay subnetwork N K with |K| = N − 1, we get
N] , i.e., the network in (18) , when operated in half-duplex, represents a worst-case scenario. Now, suppose that we operate the network in (18) in full-duplex. Then, it is not difficult to see that there always exists an (N − 1)-relay subnetwork N K with |K| = N − 1, that guarantees
, which is greater than the worst-case ratio of N−1 N proved in [1, Theorem 1] . This suggests that tight network examples for half-duplex with general values of k and N might not be the same as those in full-duplex; this adds an extra degree of complication in the study of the network simplification problem in half-duplex since the IG approximate capacity in half-duplex (because of the required optimization over the 2 N listen/transmit states) cannot be computed directly as in the full-duplex counterpart.
In this paper, we investigated the network simplification problem in an N-relay Gaussian half-duplex diamond network. We proved that there always exists a subnetwork of k = N − 1 relays that retains at least a fraction N−1 N of the IG approximate capacity of the full network. This result was derived by showing that any optimal schedule for the IG approximate capacity of the full network can be used by at least one of the N subnetworks of k = N − 1 relays to satisfy the worst performance guarantee. Moreover, we provided an example of a class of Gaussian half-duplex diamond networks for which this fraction is tight. Then, by leveraging the results obtained for k = N − 1, we derived lower bounds on the fraction guarantee for general k ∈ [1 : N], which are tighter than currently available bounds when k > N 2 . Finally, we showed that, when we select k = 1 or k = 2 relays, the fraction guarantee decreases as N increases; this is a surprising difference between the network simplification problem in half-duplex and full-duplex. These results were obtained by leveraging properties of submodular functions and diamond networks that were derived here and that might be of independent interest for other applications. In order to prove the result in the partition lemma, we make use of the following lemma, valid for Gaussian full-duplex diamond networks.
Lemma 11. For any Gaussian full-duplex diamond network
where 
(c)
where the equality in (c) follows since M 1 ∩ A 2 = ∅ and
\A. An illustration of the relationship in (25) is shown in Fig. 5 . The result in (23) is valid ∀A 1 ⊆ M 1 and ∀A 2 ⊆ M 2 , hence also for the minimum cuts of the networks N M 1 and N M 2 , i.e.,
We now show how the result in Lemma 11, valid for Gaussian full-duplex diamond networks, extends to the half-duplex case. For a given schedule λ of the full network N [1:N] , from (7) we have that 
This concludes the proof of Lemma 1.
APPENDIX B PROOF OF LEMMA 2
Let f be a submodular set function defined on (see Definition 1). We want to prove that for any collection of n sets 
We now use Property 1, whose proof can be found at the end of this appendix, to prove the induction step. Assume that for some n > 0, we have that
Our goal is to prove that
From (28), by adding the positive quantity f (A n+1 ) to both sides of the inequality, we have that
which can be equivalently rewritten as
The final step in the proof follows by inductively applying Property 1 on the underlined terms with the appropriate k as shown in (29), at the top of the next page. This concludes the proof of Lemma 2.
A. Proof of Property 1
By using properties of submodular functions and set operations we have
where: (i) the inequality in (a) follows from the definition of submodular function (see Definition 1); (ii) the equality in (b) follows by combining the union in the first term of the inequality in (a); (iii) the equality in (c) follows from the distributive property of intersection over unions. Note that T 1 is already the first term we need in the inequality. To arrive at the second term, we shall prove that
Towards this end, notice that the distributive property of intersection over unions gives
Now note that ∀I ⊆ [1 : n] with |I| = k + 1, ∃ J I ⊂ I with |J I | = k. This observation implies that, for each I, we have
where the equality in (c) follows since U ∩ (U ∪ V) = U. As a consequence, for each I, we have
Finally, by applying (32) for each I in (31), we get
where the last equality follows by using the distributive property of intersection over unions. This proves (30) hence concluding the proof of Property 1. . It is not difficult to see that f and g are submodular functions. As a result, we have
where: (i) the inequality in (a) follows from Lemma 2 with E 
where we let
j . Since throughout the proof we made no assumptions on the values of ( i , r i ), then the sets A F j do not depend on the values of ( i , r i ). This concludes the proof of Lemma 3.
APPENDIX D PROOF OF LEMMA 7
Let λ be a schedule (non necessarily optimal) of the full network N [1:N] with N relays. Denote by A j the minimum cut of the networkN j when operated with the 'natural' schedule constructed from λ. Then, by following the same steps as in the example in Section II, from (7) we obtain .
This completes the proof of Lemma 7.
APPENDIX E DETAILED ANALYSIS FOR THE NETWORK IN (18) In this section, we analyze in details the network in (18) . We start by deriving an upper bound and a lower bound on the IG approximate capacity C N . It is not difficult to see that, for the network in (18) (18) . Now, assume that N = 4t − 2, where t ∈ N\{0} and with this suppose we want to select the best subnetwork N K with |K| = 1 in the network N [1:N] in (18), i.e., we want to select the best relay. From (6) we obtain that the single-relay IG approximate capacity of the i -th relay with i ∈ 1 : 
It is not difficult to see that the expression of C N {i} in (34) achieves its maximum value for
for which
which for t → ∞ gives
Now, for the same network, suppose we want to select the best subnetwork N K with |K| = 2, i.e., we want to select the best 2-relay subnetwork. Clearly from the partition lemma, if we select relays number i ∈ [1 : N] and j ∈ [1 : N] with i = j a trivial upper bound on the IG approximate capacity C N {i, j } is given by
Consider relays number i and j = i + N , which implies C N {i } = C N { j } , where C N {i } is defined in (36) and from [15] we have
So, the network in (18) , for N = 4t −2, where t ∈ N\{0}, represents an example for the network described in the statement of Theorem 10. This concludes the proof of Theorem 10.
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