Abstract-This paper presents the general approach, design, implementation, and evaluation of NetCamo, which is a system to prevent traffic analysis in systems with real-time requirements. Integrated support for both security and real-time is becoming necessary for computer networks that support mission critical applications. This study focuses on how to integrate both the prevention of traffic analysis and guarantees for worst-case delays in an internetwork. We propose and analyze techniques that efficiently camouflage network traffic and correctly plan and schedule the transmission of payload traffic so that both security and real-time requirements are met. The performance evaluation shows that our NetCamo system is effective and efficient. By using the error between target camouflaged traffic and the observed (camouflaged) traffic as metric to measure the quality of the camouflaging, we show that NetCamo achieves very high levels of camouflaging without compromising real-time requirements.
I. INTRODUCTION

I
N THIS PAPER, we discuss the design, implementation, and evaluation of NetCamo, which is a software toolkit that is capable of preventing traffic analysis while guaranteeing worst-case delays in computer networks for mission critical applications.
Traditionally, encryption has played an important role in network security. However, it is a misconception that to secure a network, one only needs to encrypt the traffic. With increasing amounts of traffic being encrypted and its contents, therefore, being beyond the reach of effective cryptanalysis, attention is shifting toward traffic analysis, and the prevention thereof. Traffic analysis is a security attack where an intruder observes network traffic in order to infer sensitive information about the applications and/or the underlying system. This form of attack is harmful because significant information about operation modes can be inferred by appropriately monitoring the pattern of traffic. It can, for example, uncover the location of command centers, determine the state of alertness of various units, or detect covert information flows to or from apparently noninvolved parties [33] . In addition, effective traffic analysis is well known to greatly help the cryptanalysis efforts [33] . It is, therefore, important to develop means to render traffic analysis efforts ineffective. Traffic analysis can be prevented by camouflaging the payload traffic, i.e., manipulating the traffic so that its pattern is not related, for an observer, to the operational status of applications. To achieve this, an integration of the following measures should be used:
• Traffic Padding: Additional packets (called padding packet) may need to be properly inserted into payload packet streams to camouflage them.
• Traffic Rerouting: Usually, packets from one host to another are sent via one fixed path. In order to prevent traffic analysis, a stream of traffic between two hosts may need to be rerouted through multiple paths in order to camouflage the traffic. The challenge of this study is that we deal with the problem of preventing traffic analysis in the context of mission critical system where the worst-case delay of payload packets needs to be guaranteed. This is not possible when the network is indiscriminately flooded by padding traffic.
Delay guarantees are realized by adopting a connection-oriented communication service model in conjunction with admission control during connection establishment. Before an application can transmit a flow of packets to another, a connection admission request is made, and the connection is admitted only if the delay requirements of both new and existing connections can be met. To achieve the prevention of traffic analysis in conjunction with delay guarantees, the design of our NetCamo system enhances the connection admission control module in order to perform both traditional admission control and traffic planning for camouflaging. We propose and analyze an efficient algorithm that is able to select a set of feasible routes for a connection so that 1) the delay requirements can be met and 2) the traffic can be correctly camouflaged.
After admission control and rerouting decisions have been made in the traffic planner, the traffic must be correctly padded to camouflage it. The padding algorithm is therefore critical for the performance of NetCamo, as it directly impacts the quality of traffic camouflaging. Furthermore, because it deals with each payload packet, the padding algorithm should not cause too much overhead. We addressed these issues in the design of the padding algorithm used in NetCamo.
NetCamo has been realized in our laboratory in the Department of Computer Science at Texas A&M University. A thorough performance evaluation has been carried out. Performance data we collected indicate the system design objectives have been achieved.
• NetCamo effectively camouflages the traffic and hence prevents traffic analysis. We will show that the difference between targeted camouflaged traffic patten and real traffic pattern is typically very small. In practice, this makes it extremely difficult for an observer to analyze the traffic and obtain status information of applications that are using the network.
• NetCamo does not compromise on delay guarantees. We measure the probability of real-time connections being admitted. Using this measure, we compare NetCamo with a system that does not do prevention of traffic analysis. The data shows that both systems have virtually identical performance in terms of admission capability. The rest of this paper is organized as follows. Section II discusses the related work while Section III presents the network and traffic models we use. In Section IV, the methodologies we propose to use in NetCamo is discussed in detail. Implementation of NetCamo is presented in Section V. Performance evaluation is carried in Section VI. Section VII summaries the paper with a discussion on future extensions.
II. RELATED WORK
In this section, we survey previous work that is related to our study. Recently, there have been several reports on anonymous communication. The essence of anonymous communication is to hide sender identity and/or receiver identity from outside observers. The design, analysis, and implementation of systems that can provide untraceable email services [6] , [18] or web browsing [1] , [2] , [17] , [31] , [37] , anonymity have been reported. References [13] , [20] , [30] , and [37] study how to provide anonymous connection oriented services. We note that the majority of these studies on anonymous communication do not directly address prevention of traffic analysis.
However, some of the solutions developed with anonymous communication can serve as a (partial) countermeasure for traffic analysis. For example, onion routing [13] , [30] provides protection from traffic analysis between onion routers, however, it does not provide end-to-end protection since it does not protect from traffic analysis at end points. Real-time mixes [20] are able to hide the identities of senders and receivers, but, they do not prevent traffic analysis between two local exchanges (i.e., domains).
Theoretical issues on traffic analysis prevention have been investigated in [2] , [6] , [25] , [26] , and [35] . The method proposed in [25] , [26] , and [35] is to convert a given traffic pattern into so-called neutral traffic pattern. However, none of these studies considered the impact of rerouting and padding of the traffic to quality of service (QoS) requirements. Progress was made in [15] where the system is able to prevent traffic analysis and guarantee QoS. This work is limited to a static connection-oriented system where dynamic arrival of connection is not allowed.
Our study reported in this paper is significantly different from the previous work in that we do provide complete (end-to-end) prevention of traffic analysis while guaranteeing worst case delays of payload traffic. We address meeting both security and real-time requirements in an integrated manner.
III. NETWORK AND TRAFFIC MODEL
In this section, we describe the model and define some terminology used in the following sections.
1) System Model:
A network consists of a number of host computers and network devices (e.g., routers or switches). They are connected by physical links on which packets are forwarded. For delay computation purposes, we model a router or a switch as having multiplexers and demultiplexers at its output and input ports. The queuing delay of the packets happens at the multiplexer, where the packets compete for the output link. We denote as the output link capacity, in bits/s.
We assume that an underlying routing subsystem determines a unique path between any pairs of hosts. We would, therefore, model the network as a fully connected, directed graph with vertices in being the hosts and the edges in representing the paths from the source to the destination through some routers in the network. We assume that an observer can monitor the amount of traffic along each edge of this graph. Without precautions, this observer can determine the traffic pattern between each source-destination pair. Our work will be aimed at preventing such information from being released to the observer.
2) Traffic Model: We adopt a connection-oriented model to provide communication services. A connection can be viewed as a flow of packets from a source to a destination. The defining characteristic of connection-oriented communication is the existence of a connection establishment phase preceding the actual data transfer. At establishment time, connection admission control (CAC) determines whether a connection request can be admitted or not and the necessary resources for the new connection are allocated if the connection can be accepted. During the lifetime, the connection is controlled by packet scheduling and policed to ensure that abnormal behavior of a connection does not affect other connections in the system. Each connection is characterized by a connection identifier and a QoS specification. Typically, the connection identifier in an IP environment would be the five tuple consisting of source and destination address/port and the protocol identifier. In the following discussion, we assume that the QoS specification defines the traffic (in terms of average rate and burst size ) and the deadline requirement ( ) of the connection. That is, the total amount of traffic during any time interval is bounded by . Connection oriented communication service is currently provided by two architectures: integrated service (IS) [4] and differentiated service (DS) [3] . In an IS architecture, different connections can have different QoS parameters . This necessitates that information about every connection is kept by each router along the path for admission control and packet forwarding purposes. By explicitly computing delays for all connections, admission control makes sure that the deadline re-quirements for both the new connection and the existing connections can be met. An advantage of the IS architecture is its flexibility in connection QoS specification. However, IS is difficult to deploy in large-scale high-speed networks, as it doesn't scale well, for two reasons. First, high-speed routers are required to maintain and schedule packets for a large number of connections. Second, as the number of connections increases, the run-time overhead (e.g., delay calculation) incurred for connection establishment and tear-down increases as well.
One step further, the DS architecture takes scalability issues into account. In DS, connections are partitioned into several predefined classes. QoS parameter and specification of the traffic carried by the connections are defined on a class-by-class basis. That is, the QoS of connections in the same class has the same mathematical representation. Packets of the same class are served according to a class-based scheduling policy. The result is that routers inside the network are aware only of aggregations of connections. In this fashion, the DS architecture makes the network scalable regardless of the number of connections.
Following the DS architecture, at each link, certain percentage of bandwidth is reserved for individual traffic class. Without explicit delay calculation, CAC can guarantee that the deadline requirements for both new connection and existing connections can be met by ensuring that the bandwidth usage of individual classes does not go beyond the reserved portion. This is necessary to provide isolation among classes and hence to guarantee end-to-end delays to the connections in each class.
IV. METHODOLOGIES
We model the payload traffic between Host and Host as a random process . Considering all the pairs of hosts in the system, we model the system payload traffic pattern by a two-tuple where matrix is called payload traffic pattern matrix and matrix is called payload traffic rate matrix, where and is the average rate of the connection from Host to Host .
If an observer is able to monitor the payload traffic in the system and analyze the statistical characterizations of payload traffic, e.g., the matrix , he or she can infer some sensitive information about operational mode of the system. We want to develop a countermeasure for these kinds of security attacks.
To render such kinds of traffic analysis ineffective, we should deploy appropriate approaches to hide the statistical properties of the payload traffic. We achieve this by presenting the observer a distorted traffic pattern called camouflaged traffic pattern (CTP). Similarly to payload traffic, we can also model camouflaged traffic between Host and Host as a random process with time-independent mean . Then, we can model the system camouflaged traffic using CTR and camouflaged traffic rate (CTR) matrix . Camouflaged traffic patterns can be either constant or random in general. In this study, our countermeasure to the traffic analysis is to make camouflaged traffic pattern as a periodic process with an average rate of . Even though an observer can learn the camouflaged traffic pattern, she cannot derive information on payload traffic pattern. Thus, the goal of preventing traffic analysis can be achieved.
As discussed earlier, hiding the payload traffic pattern is only one of our two objectives. The other is to provide QoS guarantees. That is, in mission-critical systems, many applications have real-time requirements, since delay-sensitive data are exchanged. We cannot deploy an approach that just hides the payload traffic pattern without taking applications' real-time deadline requirements into account. The key problem is how to manipulate the payload traffic such that the real traffic in the system appears to be the camouflaged traffic pattern and the QoS requirements of the applications are guaranteed as well.
Toward these purposes, we employ appropriate methodologies in three stages:
1) system configuration phase; 2) admission control phase; 3) run-time phase that together achieve our two objectives.
• During the system configuration phase, a suitable camouflaged traffic pattern needs to be determined. Once the camouflaged traffic pattern matrix is decided, host-to-host delay will also be analyzed.
• During the admission control phase, a traffic plan is generated for the newly arrived connection. The traffic plan specifies how to transmit the traffic of the connection into several routes without affecting the camouflaged traffic pattern and violating real-time requirements of the new and existing connections in the system. • At run-time, we apply low-level traffic control (by sending additional padding traffic on communication paths) to compensate for fluctuations at connection level so that the real traffic pattern appears to be the camouflaged traffic pattern.
A. System Configuration Phase
At system configuration phase, a CTP needs to be determined, and then, the host-to-host worst-case delay can be analyzed. In this section, we will discuss how to determine the camouflaged traffic pattern and how to analyze the host-to-host worst delay.
1) Design of Camouflaged Traffic Pattern:
As discussed above, the camouflaged traffic is modeled as a periodic process. The design of camouflaged traffic pattern is to select CTR matrix . This is important, since the CTP has direct impacts to the performance of a network. With larger value of the element of matrix , more connections can be accepted under the constraint of CTP. However, it also results in larger delay to the payload packets. This may violate their QoS requirements. With smaller value of the elements of matrix , the packets may suffer smaller delay, but this may not allow us to hide the payload traffic in some cases.
In a integrated-service network, the CTP must be constrained by the link capacity. Assume that the link capacity is . We have a system of inequalities. For every link (1) where is the path from Host to Host determined by the underlying system. It says that the sum of the camouflaged traffic pattern between all the pair of hosts whose paths share the same link cannot exceed the link capacity . This system of inequalities specifies one of the correctness constraints that the CTP must satisfy.
On the other hand, in a differentiated-service network, the bandwidth ( ) provided to a specific class at each link is determined at system configuration time. That is, the percentage ( ) of the link capacity assigned to a specific class is fixed during the system run-time. Thus, the CTP for DS network must satisfy the following system of inequalities, for every link (2) Obviously, depending on the type of system and the nature of applications, many constraints can be proposed. Thus, generally speaking, generating can be modeled as an optimization problem. For example, in a DS network, a weight may be assigned to the path from Host to Host , for all host pairs (in order to satisfy some requirement of applications in the system). The objective is to generate a matrix which can maximize . We have the following optimization problem:
and (7) Such an optimization problem may be solved using standard mathematical software package, such as [19] , [24] .
2) Host-to-Host Delay Analysis: Once camouflaged traffic pattern is given, we can derive the host-to-host worst-case delay, because the traffic transmitted between any pair of hosts is known (defined in a camouflaged traffic pattern).
The scheduling policy at a link determines the order in which packets from a traffic flow are transmitted over the link. Hence, the link scheduling policy has a direct impact on the delays experienced by a traffic flow's packet over the link as well as on the distortion of the traffic within the network.
The worst-case delay can be calculated. Formulas for the delay of a variety of link scheduling disciplines exist. For links with a first-come-first-served (FCFS) discipline, for example, the worst-case delay experienced by any packet at the link is the same for any traffic flow traversing it. For a network with FCFS link scheduling, the maximum delay at a link is given by (8) where is the maximum number of packets that can arrive at Link over its th input link during any interval of length , and is the number of links that feed into Link at the switch. A wealth of delay formulas for other scheduling policies are available in [9] , [12] , [14] , [22] , [29] , [36] , and [38] .
B. Admission Control Phase
Whenever a new connection comes, admission control determines whether it can be accepted or not. The new connection can be accepted if a traffic plan on how to transmit the packets of the new connection without violating the CTP and the deadline requirement can be generated. So the core of the admission control is traffic planning.
In the following, we will discuss a concept called host-based rerouting that is useful in our traffic planning. We then focus on the correctness and generation of a traffic plan.
1) Host-Based Rerouting: Intuitively, we may use the following algorithm to determine if a new connection can be accepted.
Step 1) Select the direct path from source to the destination.
Step 2) If there is a violation of camouflaged traffic pattern, then reject this new connection.
Step 3) If the real-time deadline requirement cannot be met, then reject it; else accept this new connection. The above algorithm uses the direct path to send all the packets of the accepted connections from their sources to the destinations (hence called direct-sending). Due to the limitation that only direct path can be used, a connection may not be accepted because of no available capacity on the direct path due to the constraint of a CTP.
Consider the following example with three hosts. Suppose that the chosen camouflaged traffic pattern enforces a stream of 3 MB/s between any two hosts. This pattern can, therefore, be described as follows: (9) Suppose that at time instant the payload traffic rate matrix that indicates the rates of existing payload traffic is given by (10) where represents the average rate of the connection from Host to Host . Now, let's assume that a new connection from Host 3 to Host 2 with bandwidth requirement of MB/s comes. By the simple direct-sending algorithm mentioned above, it is obvious that this new connection cannot be accepted, since 4 MB/s exceeds the camouflaged traffic pattern from Host 3 to Host 2 (defined by MB/s). However, such a connection may be accepted if we reroute some of its traffic through some intermediate hosts from its source to its destination so that both the camouflaged traffic pattern and real-time deadline requirements can be met. We call this approach host-based rerouting. If host-based rerouting is allowed, 1 a traffic plan for this new connection can be generated as follows: Two paths [a direct path (from Host 3 to Host 2) and a rerouting path (from Host 3 through Host 1 to Host 2)] can be used to transmit the traffic of the new connection, where the amount of traffic of the new connections assigned to these two paths is 3 MB/s and 1 MB/s, respectively. After this new connection is admitted, the new payload traffic rate matrix becomes (11) The benefit of host-based rerouting is to increase the admission probability.
2) Traffic Planning: A traffic plan for a new admitted connection specifies how its payload packets are transmitted. Formally, a traffic plan can be expressed by two vectors: and , where is the source and is the destination, is the total number of paths (including direct-path and host-based rerouting path) in the traffic plan, host-based rerouting path specifies path , starting with the source , a sequence of the intermediate hosts , and ending with the destination . The length of can be 2, i.e., , which means this path is the direct path.
specifies the amount of the payload traffic transmitted along Path . We say, passes through , if .
3) Correctness of Traffic Planning:
The acceptance of the new connection should not affect the CTP or cause the real-time requirements of the new and existing connections to be missed. So a correct traffic plan for the new connection must satisfy a number of constraints, which we discuss in the following.
By stabilization constraint, we mean that the new and existing connections' payload traffic can be sent according to their traffic plan without the real traffic pattern exceeding the camouflaged traffic pattern. Formally, for any given host pair (12) Conservation constraint ensures that the correct amount of traffic is rerouted at each node. If a node is the source or destination of the traffic, the aggregate output or input traffic must be equal to the outgoing or incoming payload traffic, respectively. Formally (13) at the source Host , and (14) at the destination Host .
If a node is used as intermediate node in some rerouting path(s), the aggregate input rerouting traffic of this node must be equal to its aggregate output rerouting traffic. That is (15) where and .
Delay constraint ensures that the real-time requirements are met, that is, that all traffic can be sent to its destination by its respective deadline. Formally (16) where is the worst-case message delay experienced by the traffic flow from Host to Host considering rerouting and addition of padding traffic. Determining end-to-end delays in this case is somewhat complicated by the fact that we do host-based rerouting and traffic padding. We can derive it based on the result of host-to-host worst case delay discussed in Section IV-A.2.
In order to determine the end-to-end delay of connections, we distinguish between the direct path of the connection, which is the path from the source host to the destination host as determined by the underlying routing subsystem (e.g., OSPF), and the rerouted path, which is the path assigned to the connection by the traffic planner. We denote the worst-case delays of messages along the two paths by and , respectively. Once the delays along the direct paths within the network are known, the value for is determined by taking the maximum of the delays along all the host-based rerouting paths used to transmit the traffic between the two hosts. The delay along each rerouting path is computed by summing up the delays on the direct paths between host-based routers on the rerouting path, i.e., where is the length of the host-based rerouting path , , and
. The end-to-end worst case delay of a traffic flow is then formulated as (17)
4) Traffic Plan Generation Algorithm:
We have discussed the correctness constraints of a traffic plan. Now we address how to generate a correct traffic plan for the new connection.
We embed the traffic planning procedure into the connection establishment of the underlying network service. A framework for a traffic planning algorithm is illustrated in Fig. 1 . The traffic planner needs to determine whether admitting the new connection would violate either the camouflaged traffic pattern or the QoS requirements of a connection. If any of the two is violated, the connection establishment request must be rejected.
Selecting the path to transmit the traffic of the new connection is important, not only because it is related to the QoS requirement, but also because it has direct impact on the effectiveness of the algorithm (bad path selection can cause the lower admission probability). In this traffic planner, both direct path and rerouted path can be selected. The second step of the algorithm is to check if delay constraint can be met. In the IS network, whenever a new connection comes, delay should be analyzed to make sure that the real-time deadline requirement of this new connection and other existing connections be met. Thus the delay constraints can be guaranteed. In the DS network, the delay constraints can be easily guaranteed by checking the bandwidth usage of the class which the new connection belongs to does not exceed the predefined resource reservation for this class.
By carefully selecting the host-based rerouting paths and the amount of payload traffic transmitted along the selected paths, the traffic plan can satisfy the stabilization constraints. Conservation constraints can be satisfied by enforcing the intermediate host(s) work in a work-conserving manner.
C. Run-Time Phase
Traffic padding means that some necessary dummy packets are injected into the network in order to turn the traffic pattern into a CTP. The traffic padding process has direct impact on the CTP. Two decisions need to be made beforehand in the traffic padding process: when the dummy traffic should be generated and how much dummy traffic is needed.
The padding process is illustrated in Fig. 2 . The result of the padding process is that a composition of padding traffic and payload traffic (including direct and rerouted traffic) is generated. We call the resulting traffic pattern real traffic pattern (RTP). The RTP may not exactly be the same as the CTP due to some uncontrollable factors, for example, the periodic timer in the practical operating systems may not be activated periodically due to the CPU scheduling. The objective of the padding process is to make the real traffic pattern to match the camouflaged traffic pattern as closely as possible.
1) Ideal Padding Algorithm: Fig. 3 shows an ideal padding algorithm that generates constant bit rate (CBR) traffic with a rate of packets per time unit. The traffic pattern is one packet every time period
. From this pattern, an observer cannot infer any information about the payload traffic pattern except that the payload traffic on each link does not exceed one packet every time units.
2) Practical Padding Algorithms:
The ideal padding algorithm in Fig. 3 assumes that the system has a ideal timer. The timer can be set to a very high precision, and the triggered timer interrupt is served immediately. However, general-purpose operating systems have a limitation on timer period precision (say, 10 ms in Windows NT and Solaris). This makes the ideal algorithm impractical, and better algorithms must be found. Below we describe two such algorithms which differ on how incoming packets are being handled.
So it is not a practical algorithm and then we develop the following practical padding algorithms.
a) Non-Work-Conserving Algorithm: In this algorithm (see Fig. 4 ), a timer expires every time units. Whenever a new packet arrives, it is not sent out immediately, but is held until the next timer expiration. Thus the traffic pattern looks like a fixed number of packets that are transmitted whenever the timer expires. This introduces unnecessary delay. In some cases, this delay may not be acceptable for real-time applications. b) Work-Conserving Algorithm: In this algorithm (see Fig. 5 ), whenever a new packets comes, it is sent out immediately. Some (necessary dummy) packets are transmitted when the timer expires. With this algorithm, an average of packets are transmitted every time period . In a particular timer period, however, the exact traffic amount being transmitted may not always be due to randomness of packet arrivals. That is, there may be an difference between the RTP and the targeted CTP. We will further analyze this in Section VI.
V. IMPLEMENTATION OF NETCAMO SYSTEM
We have implemented the above proposed methodologies in a protype system called NetCamo on a Windows NT platform. In the following, we will first give an overview of the architecture of NetCamo, and then shortly elaborate on the implementation.
A. Architecture
An overview of the architecture of a NetCamo system is illustrated in Fig. 6 . NetCamo system consists of two major components: the NetCamo network controller and the NetCamo host controller.
The NetCamo network controller contains the NetCamo traffic manager, the router agent, and the host agent. The NetCamo traffic manager is responsible for delay calculation, real-time connection admission control and traffic planning. It generates a plan that specifies if and how the payload packets should be rerouted according to the connection's traffic specification and QoS requirement. The router agent controls and monitors the router in the network. The host agent accepts the connection admission and tear-down requests from the applications and forward them to the NetCamo traffic manager. It also forward the traffic plan information from the NetCamo traffic manager to the NetCamo host controller for policing and rerouting of the traffic.
The NetCamo host controller resides on each host and contains two modules: the host manager and the traffic controller. The traffic controller is implemented as a kernel-mode driver for rerouting packets, sending necessary dummy packets, and forwarding rerouted packets from other hosts. The host manager forward the traffic plan information from NetCamo network controller to the traffic controller and controls/monitors the activity of the traffic controller on each host.
Applications can call the NetCamo API to setup or teardown a connection. The connection admission or release request is submitted to a host agent and then to the NetCamo traffic manager for admission control. The NetCamo traffic manager notifies all the related the NetCamo host controllers about the new connection if this connection can be accepted and replies the application with accept or reject information. Applications that are H.323 [34] compliant (e.g., Microsoft NetMeeting) can submit the admission/teardown request via the H.323 Gatekeeper. The advantage is that our NetCamo implementation can be compatible with the application. It is very easy to be deployed. We call this upward-compatibility.
B. Implementation Details
As mentioned above, NetCamo consists of two components: NetCamo network controller and NetCamo host controller. Furthermore, these two components are composed of several modules, respectively: NetCamo network controller contains three modules (NetCamo traffic manager, router agent, and host agent), and NetCamo host controller contains two modules (host manager and traffic controller). Among these modules, traffic controller plays a key role in the whole system. We take it as the example to introduce some details of NetCamo system implementation.
In principle, the traffic controller can be implemented in several different layers, such as data link, network, transport, or even application layer. We chose to implement it as a NDIS intermediate driver in Windows NT [23] . It is within the lower sublayer of the network layer, just above the device driver layer, below the IP layer in the context of the TCP/IP protocol suite (Fig. 7) . An implementation at this layer performs better than realizations at higher layers and is easier to implement than at the data link layer. By this, downward compatibility can be achieved in the sense that no modifications to network drivers are needed. Fig. 8 also shows the internal architecture of the traffic controller. Whenever a packet arrives from the network, the traffic controller checks if the local host is this packet's true destination. If yes, the packet is forwarded to the higher layer in the protocol stack. If the packet is a dummy packet, it simply gets dropped. If the packet is intended to be rerouted, it is forwarded to the packet sending queue, where it gets sent back into the network. The traffic controller maintains two queues for each host (except itself) in the network (in Fig. 8, H1 , H2, and H3 are the other three hosts): the packet sending queue and the dummy packet queue. The transmission module acts as a static priority scheduler, in which the dummy packet queue has a lower priority, and the packet sending queue has a higher priority. When a packet comes from the higher layer, it is put into the packet sending queue of the traffic controller. Finally, the packets in the packet sending queue are sent to the network. In the meantime, dummy packets are injected to the network as needed. In this fashion, packets to every other host are sent out according to the rate defined in the camouflaged traffic rate matrix.
VI. EVALUATION
In this section, we evaluate the performance of NetCamo. As discussed, the objective of NetCamo is to prevent traffic analysis while providing delay-guaranteed services. We use the following two performance metrics to evaluate NetCamo in terms of quality of the padding and in terms of utilization of available resources.
1) Padding Error Ratio (PER):
This metric gives an indication about the quality of the padding by measuring the relative error between the RTP and the desired CTP. The smaller the PER is, the better the RTP matches the CTP. Given that for the non-work-conserving algorithm, its PER is zero and we focus on the error analysis for the work-conserving algorithm. 2) Admission Probability (AP): AP is defined as the probability of a connection being admitted. It can be estimated by AP (18) where is the number of connections admitted and the number of connections requested for admission in a session. The larger AP, the more QoS-guaranteed connections admitted, and the better the system performance. Table I is a list of notations we will use in the following analysis.
A. Padding Error Evaluation
The quality of a padding can be measured by comparing the RTP to the desired CTP. We compare these two patterns using the padding error ratio (PER). The PER represents the relative error between the real traffic pattern and the desired camouflaged traffic pattern. The comparison is done over an observation period. Let be the length of the observation period. Let denote the difference between the real traffic and the desired CTP during the time interval from to (not including) . Then we define the padding error ratio as PER (19) where is the desired camouflaged traffic in time interval . In the following, we will derive a formula for PER and then validate this formula with a series of experiments.
1) Theoretical Analysis: PER measures the quality of padding, i.e., how well the real traffic pattern matches the desired CTP. Quality of padding can be measured by the relative error between the RTP and the desired CTP. is the observation period used by the observer.
In the theoretical analysis, we have the following assumptions.
1) The traffic padding algorithm uses an arbitrarily precise periodic timer. 2) For convenience of explanation, we assume that is an integral multiple of . It is easy to extend the following result to the general case.
3) The observation window starts in-phase with a timer period. In other words, the observation period starts when a timer expires, and ends when a timer expires as well. The observation window starts and ends at the time instants when timer is activated. In this way, the essence of padding error can be easily explored. 4) Without loss of generality, we assume that the arrival traffic follows a Poisson process. Although this model of traffic may not be accurate, it's sufficient for us to evaluate the padding algorithm. These assumptions simplify our analysis. With these assumptions, we can derive Theorem 1.
Theorem 1: Under the assumptions above, the padding error ratio is PER (20) A detailed proof of Theorem 1 can be found in the Appendix.
2) Experimental Results:
The assumptions made in order to prove Theorem 1 may not hold in a real system. For example, in the practical systems, such as Solaris or Windows NT operating system, the periodic timer may not be exactly periodic. Our experimental purpose is to verify whether the theoretical result is robust or not when some of these assumptions are violated. Fig. 9 shows both the theoretical value and the measures for PER as a function of traffic rate for three different timer periods. In the figure, the three curves show the theoretical results, while three sets of points show the experimental results at three different timer periods.
From Fig. 9 , we can make the following observations. 1) The experimental results are very close to the corresponding theoretical values. This illustrates that the formula for PER in Theorem 1 is robust; that is, it can be used to precisely predict the padding error even though some assumptions are not true. 2) For a specific timer period, the greater , the greater PER.
For Poisson traffic, reflects the magnitude of the variance. Thus, the difficulty of camouflaging increases as the traffic variance increases. This is consistent with intuition.
3) The greater the timer period, the greater PER. The reason is that the variance of the amount of payload traffic is larger when the timer period is larger. 4) We can see from Fig. 9 that when the period of the periodical timer is 10 ms, PER is less than 1%. In many practical operating systems, a timer with period of 10 ms is readily available. Thus, NetCamo can generate the real traffic pattern which is very close to the targeted camouflaged traffic pattern in the sense that the PER is very small.
B. Admission Probability Evaluation
In order to evaluate the amount by which camouflaging affects the capability to support QoS sensitive applications, we compare the admission probability of systems with and without camouflaging. We run a suite of experiments on three systems all of which provide QoS guarantees: 1) represents a system without traffic camouflaging; 2) represents a system that uses only traffic padding, with no rerouting in case of resource shortage; 3) NetCamo represents a system with both host-based rerouting and padding. All three systems employ our real-time delay analysis technology. In our evaluation, the first two systems will be used as the baseline systems to the third system, i.e., NetCamo.
We evaluate the above system in a star network with one router and four hosts. All hosts are connected to the router by links with the same capacity of 100 Mb/s.
We evaluate the admission control behavior in a system where requests for connection establishment form a Poisson process with rate , while connection lifetimes are exponentially distributed with an average lifetime of 10 s for each flow. Source and destination hosts of connections are chosen randomly. All generated connections have a fixed burst size of 12 000 bits, and a flow rate of 360 000 b/s. The end-to-end delay requirement of all connections is fixed at 20 ms. Fig. 10 shows the admission probabilities in the three systems as a function of arrival rates. Fig. 10(a) shows the results of three systems in the experiment run with the camouflaged traffic pattern in which a bandwidth of 2.4 Mb/s is reserved as CTP between any two hosts (i.e., the elements in the camouflaged traffic pattern matrix are all 2.4 Mb/s). Similarly, Fig. 10(b) illustrates the results of three systems with a CTP of 1.2 Mb/s between any two hosts. From these results, we can make the following observations. 1) As it should be, in systems with larger bandwidth in the camouflaged traffic pattern, more connections can be admitted, hence we get higher admission probabilities.
1) Numerical Results and Observations:
2) We found that the Baseline A system can always achieve the highest admission probabilities among the three systems. The reason is that without limitation of camouflaged traffice pattern, in System Baseline A, as long as there are enough link capacities along the path of the coming flow, the flow will always be admitted. 3) NetCamo can achieve higher admission probabilities than System Baseline B. In most cases, it achieves a performance similar to System Baseline A. For example, in Fig. 10(b) , when is 1.0, the admission probability of NetCamo is 0.85 while the AP of System Baseline B is 0.58. These observations can be explained by the fact that rerouting approach provides more flexibility to System NetCamo than System Baseline B in selecting path for the coming connection.
VII. SUMMARY
In this paper, we have discussed the methodologies used in our NetCamo system that is able to prevent traffic analysis and guarantee message deadlines. We take an integrated approach and realize it in three system phases.
• At the system configuration phase, correct camouflaged traffic parameters are derived in accordance to various constraints of the system. Delays along individual communication links are also analyzed.
• At the admission control phase, a traffic plan is generated for the newly arrived connection. The traffic plan specifies how to distribute the traffic of the connection into several routers so that both camouflaging and delay requirements are met.
• At run-time phase, traffic control is applied at a low layer by sending additional dummy traffic on communication paths to compensate for fluctuation of traffic at the connection level so that the real traffic is consistent with desired camouflaged traffic patterns. As mentioned earlier, our work is the first that addresses both problems of preventing traffic analysis and guaranteeing worst case delays in an integrated manner. Our NetCamo is the first implemented system that can offer this kind of secured real-time communication services in an open IP network. Comprehensive performance evaluation has been carried out. The performance data we collected demonstrates that our NetCamo system is effective and efficient. In NetCamo, the error between targeted time invariant traffic and real camouflaged traffic can be as small as 1%, and at the same time the probability to guarantee a real-time connection is still relatively high. These facts indicate that with our innovative camouflage and traffic planning technologies, the NetCamo system can effectively camouflage the network traffic without compromising real-time capability.
Given the initial success of the NetCamo system, we are currently investigating several extensions. We are considering letting the network have multiple modes of camouflaged traffic patterns. We believe this will allow the network to mislead an intruder more effectively. For example, we may like to show a "peace time" status of the network while an alert has been set. Meanwhile, when the system is really in peace time, we may want it to appear to be in an alert status. Another extension we are working on is to decentralize the NetCamo network controller in order to improve its efficiency when working in a large distributed environment. Finally, as we mentioned earlier, NetCamo effectively camouflages payload traffic pattern while traditional encryption technology camouflages the payload content. There are many other components that may need to be camouflaged in a communication system, including location and type of hosts, network topology, etc. We are studying various issues related to camouflage of these and other components that may be of interest to an intruder.
APPENDIX
In this appendix, we prove Theorem 1 and derive a formula for the padding error ratio PER. Table II gives a list of notations we will use here.
By using the definitions for , and , we can formulate the difference between the real traffic and the camouflaged traffic during an observation period as follows: (21) Recalling the definition of PER in (19) PER we need the following three lemmas before proving Theorem 1.
Lemma 1:
where both and are integers and . Proof: According to the padding algorithm at time instant t dummy packets are sent out to pad the real traffic sent during , so the payload traffic between and padding traffic between is equal to the camouflaged traffic during the interval of (23) In general, dummy packets during are sent to pad the payload traffic sent during . So (24) Substituting into (24), we have (25) (26) (27) . . . (28) Adding both sides of (25) , , (28), we have (29) From the definitions of and , it is obvious that (30) and (31) Substituting (30) and (31) 
