Abstract. Releasing sterile mosquitoes is a method of mosquito control that uses area-wide inundative releases of sterile male mosquitoes to reduce reproduction in a field population of wild mosquitoes. In this paper, we consider a mosquito population model with a nonlinear saturated release rate of sterile mosquitoes and study the complex dynamics and bifurcations of the model. It is shown that there are a weak focus of multiplicity 3 and a nilpotent cusp of codimension 4 for various parameter values and the model exhibits Hopf bifurcation of codimension 3 and Bogdanov-Takens bifurcation of codimension 2 as the parameter values vary. Our analysis also shows that there exists a critical release rate coefficient of sterile mosquitoes, above which the mosquito population can be eliminated and below which the interacting sterile and wild mosquitoes coexist in the form of multiple periodic oscillations and steady states for some initial populations. Numerical simulations are presented to demonstrate the coexistence of a homoclinic loop and a limit cycle, the existence of two limit cycles, and the existence of three limit cycles, respectively.
1. Introduction. Mosquito-borne diseases such as chikungunya, dengue, malaria, yellow fever, Zika, etc., are transmitted to humans by blood-feeding mosquitoes. In tropical and subtropical areas, mosquito-borne diseases are still rampant and are becoming serious public health problems worldwide. Mosquito control, such as reducing the adult mosquito populations and controlling mosquito larvae, is a major measure to prevent mosquito-borne diseases. However, use of large amounts of insecticides will inevitably give rise to resistance of mosquitoes and some chemicals in pesticides affect human health (Blayneha and MohammedAwel [10] , Lees et al. [34] ). In recent years, the sterile insect technique has been proven to be useful and effective to reduce or eradicate mosquitoes (Alphey [2] , Boete, Agusto, and Reeves [11] , Dufourd and Dumont [17] , Fister and McCarthy [23] , Lees et al. [34] , Li [38] ).
The sterile insect technique (SIT) (Knipling [32] , Dyck, Hendrichs, and Robinson [21] ) is a method of biological insect control, whereby overwhelming numbers of sterile insects are released into the wild. The sterile males compete with wild males to mate with the females, and females that mate with a sterile male produce no offspring, thus reducing their reproductive output. Sterile insects are not self-replicating and cannot become established in the environment. This approach has achieved some success in controlling several insect pest species, including screwworm, Mediterranean fruit flies, and tsetse flies (Krafsur [33] , Benedict and Robinson [8] ). Applying SIT (by irradiation) to mosquitoes is not as simple as it looks. First, it is necessary to have a very good knowledge of the biology of the mosquito species to be controlled. Second, the irradiation dose is not the same for an Anopheles mosquito as for an Aedes mosquito. If the irradiation dose is too strong it can greatly affect the lifespan and the competitivity of the male (Benedict and Robinson [8] , Dumont and Tchuenche [18] ). It is generally agreed that classical SIT strategies have had sporadic success, leading to the recent development of transgenic technologies (Alphey [2] , Carvalho, Costa-da-Silva, and Lees [14] ).
One such transgenic strategy is the release of insects carrying a dominant lethal (RIDL) (Thomas et al. [45] , Fu et al. [24] ), in which the released male mosquitoes are homozygous for a repressible dominant lethal gene or genetic system. The repressors are something that could be provided during mass-rearing but are not found in the wild. These RIDL male mosquitoes mate with wild females and produce heterozygous progeny that die under predetermined conditions (Thomas et al. [45] , Alphey [2] ). Sterility can also be created by artificial infection with various strains of Wolbachia, a diverse group of intracellular bacteria (Werren, Baldo, and Clark [42] ). Wolbachia are not infectious between insects on normal timescales; rather they are maternally transmitted, being passed from mother to her offspring. Infected males are useless to the maternally inherited Wolbachia for propagation; instead they produce modified sperm that produce viable zygotes only with eggs from infected females (Alphey [2] ).
Mathematical models have been used extensively to gain insights into investigation and assessment of the impact of releasing sterile mosquitoes (Anguelov, Dumont, and Lubuma [3] , Atkinson et al. [4] , Barclay [5, 6] , Berryman [9] , Barclay and Mackauer [7] , Dufourd and Dumont [17] , Dumont and Tchuenche [18] , Esteva and Yang [22] , Fister and McCarthy [23] , Knipling [32] , Lewis and van den Driessche [35] , Li [38] , White, Rohani, and Sait [43] ), and the development of appropriate mathematical models can potentially answer important ecological, epidemiological, and pest control problems more generally. Depending on the features under consideration, various types of models such as difference equation models (Knipling [32] ), ordinary differential equation models (Anguelov, Dumont, and Lubuma [3] , Barclay [5, 6] , Berryman [9] , Barclay and Mackauer [7] , Dufourd and Dumont [17] , Dumont and Tchuenche [18] , Esteva and Yang [22] , Li [38] ), delay differential equation models (Atkinson et al. [4] , White, Rohani, and Sait [43] ), and partial differential equation models (Lewis and van den Driessche [35] ) have been used to investigate the effects of releasing sterile mosquitoes on the population dynamics of mosquitoes and the transmission dynamics of some mosquito-borne diseases.
In the process of releasing sterile mosquitoes, whether SIT or transgenic, the most important and difficult problem is to determine suitable releasing strategies, since different releasing methods will produce different dynamic results of interactive wild and sterile mosquitoes as well as different transmission outcomes. So far various release rates of sterile/transgenic male mosquitoes have been used in the literature, including (i) constant rate (Anguelov, Dumont, and Lubuma [3] , Berryman [9] , Barclay and Mackauer [7] , Dufourd and Dumont [17] , Dumont and Tchuenche [18] , Esteva and Yang [22] , Li [38] ); (ii) periodic rate (Barclay [6] ); (iii) pulsed rate (White, Rohani, and Sait [43] ); (iv) proportional rate (Atkinson et al. [4] ); (v) trajectory rate (Atkinson et al. [4] ); and (vi) nonlinear saturated rate (Cai, Ai, and Li [13] , Li, Cai, and Li [39] ).
Let w(t) and g(t) be the number of wild mosquitoes and sterile mosquitoes at time t, respectively, and let N (t)(= w(t) + g(t)) be the total number of wild mosquitoes and sterile mosquitoes. Assume that the dynamics of both wild and sterile mosquitoes, in the absence of interactions, follow logistic growth, and the birth rate of sterile mosquitoes is their release rate. After the sterile mosquitoes are released into the wild mosquito population, the interactive model takes the following form (Cai, Ai, and Li [13] and Li, Cai, and Li [39] ):
where C(N ) is the number of matings per individual per unit of time, a > 0 is the number of wild offspring produced per mate, µ i > 0 and ξ i > 0(i = 1, 2) are the density independent and dependent death rates of the wild and sterile mosquitoes, respectively, and B(·) is the release rate of the sterile mosquitoes. Considering the possible difficulty in finding mates when the mosquito population size is small, Cai, Ai, and Li [13] assumed an Allee effect such that the mating rate takes the form of C(N ) = c 0 N/(1 + N ), where c 0 is the maximum mating rate. In the meantime, Cai, Ai, and Li [13] supposed that the release rate B(·) is a nonlinear saturated function such that it is proportional to the wild mosquito population size when the wild mosquito population size is small but is saturated and approaches a constant b when the wild mosquito population size is big enough, i.e., B(·) = bw 1+w , where b > 0 is the release rate coefficient. Under these assumptions and writing c 0 a as a, system (1.1) becomes a mosquito population model with nonlinear saturated releasing rate of sterile mosquitoes
where all parameters are positive. Cai, Ai, and Li [13] and Li, Cai, and Li [39] provided some basic analysis on the dynamics and gave some numerical examples to reveal the rich dynamical features of model (1.2). While their findings seem exciting and promising, the model could exhibit much more complex dynamics than has been found and the model deserves further theoretical analysis on its complex dynamics and bifurcation phenomena. Moreover, under the hypothesis that the sterile and wild mosquitoes have the same fitness, or the same death rates, i.e., µ 1 = µ 2 and ξ 1 = ξ 2 , saddle point and the other is always an asymptotically stable node or spiral. Thus there are no complex bifurcations and dynamical phenomena for system (1.2) under the above hypothesis. However, in general, the sterile and wild mosquitoes should have different fitness, or different death rates, i.e., µ 1 = µ 2 and ξ 1 = ξ 2 .
Hence, in this paper, in order to better understand the effect of a nonlinear saturated releasing rate of sterile mosquitoes to wild mosquitoes, we further consider system (1.2) with different fitnesses (i.e., µ 1 = µ 2 and ξ 1 = ξ 2 ) for the sterile and wild mosquitoes and find some complex bifurcation phenomena, such as Hopf bifurcation of codimension 3, nilpotent cusp of codimension 4, and Bogdanov-Takens bifurcation of codimension 2. Numerical simulations are presented to demonstrate the coexistence of a homoclinic loop and a limit cycle, the existence of two limit cycles, and the existence of three limit cycles, respectively. The paper is organized as follows. In section 2, we first show that there are at most two positive equilibria in system (1.2) with different fitnesses for the sterile and wild mosquitoes, one is a saddle, and the other may be a stable or an unstable focus when there are two positive equilibria; the unique positive equilibrium may be a cusp. Hopf bifurcation of codimension 3, nilpotent cusp of codimension 4, and Bogdanov-Takens bifurcation of codimension 2 are discussed in section 3. The paper ends with a brief discussion in section 4.
Equilibria and their stability.
Define
which is a positively invariant and attracting set for the flows of (1.2) in the first quadrant. In fact, first, it is easy to see that {(w, g) : w ≥ 0, g ≥ 0} is positively invariant since w = 0 is an invariant line and Then we can observe that there exists a T > 0 such that for t > T , w(t) ≤ a ξ 1
. From the second equation of system (1.2), we can see that for t > T , we have
The above arguments imply that Ω is a positively invariant and attracting set for the flows of (1.2) in the positive quadrant.
We next introduce a new time variable τ by dt = dτ a and still denote τ by t for convenience; then system (1.2) can be rewritten as
Still denoting
a by µ 1 , ξ 1 , b, µ 2 , ξ 2 , respectively, we have the following system:
where all parameters, b, µ 1 , µ 2 , ξ 1 , and ξ 2 are positive.
Existence of equilibria.
Note that the origin (0, 0) is always an equilibrium for system (2.1) and there is no other boundary equilibrium.
Let N = w + g at a positive equilibrium. We have
.
which is a polynomial equation of degree five and may have up to five positive roots. In fact, we will show that (2.3) has at most two positive roots.
and it is easy to see that G 1 (N ) = 0 has two positive roots 
Then (2.4) can be rewritten as
By some trivial computation, we can get the asymptotic features of F 1 (N ) and F 2 (N ). 
Furthermore, it is easy to see that F 1 (N ) and F 2 (N ) have no inflection points when N > 0. Then F 1 (N ) = bF 2 (N ) (i.e., (2.4)) has at most two positive roots.
We also rewrite (2.4) as
It can be seen that the positive equilibria of system (2.1) are determined by the positive roots of (2.6) when N ∈ (N 1 , N 2 ). By some simple calculation, we can see that F 3 (N 1 ) = F 3 (N 2 ) = 0 and F 3 (N ) increases first and then decreases when N ∈ (N 1 , N 2 ). Since (2.4) has at most two positive roots when N ∈ (N 1 , N 2 ), it follows that the curve for F 3 (N )F 1 (N ) must have a shape similar to that for F 3 (N ). Thus, the function F 3 (N )F 1 (N ) has a unique maximum value on the interval (N 1 , N 2 ), which determines the threshold release value (2.7)
From the above analysis, we have the following result, which is similar to Theorem 4.1 in [13] , in which only a special case that µ 1 = µ 2 and ξ 1 = ξ 2 was considered.
Theorem 2.1. The origin (0, 0) is a unique boundary equilibrium for system (2.1). Moreover,
where N * is the unique positive root of (2.6);
where N * 1 < N * 2 are the two positive roots of (2.6). Remark 2.2. From Theorem 2.1, we can see that there exists a critical release rate coefficient of sterile mosquitoes, above which the mosquito population can be eliminated.
2.2. Stability of the equilibria. The Jacobian matrix of system (2.1) at the equilibrium (0, 0) has the form
It is easy to see that the eigenvalues of the above matrix are −µ 1 and −µ 2 , which are all negative, so the origin (0, 0) is locally asymptotically stable. The Jacobian matrix of system (2.1) at a positive equilibrium has the form
, from which we have
where
; then (2.3) can be rewritten as (2.10)
Through some calculations, we can derive that
the detailed computations are given in Appendix A. If there is a unique positive equilibrium E * for system (2.1) associated with the unique positive root N * of (2.10), then we have , E * 1 is a saddle, E * 2 is a stable node.
If there are two positive equilibria E * 1 and E * 2 for system (2.1) associated with the two positive roots N * 1 < N * 2 of (2.10), then we have
By the above analysis and Theorems 7.1-7.3 in Zhang et al. [50] , we have the following result. 
is a saddle; E * 2 is a locally asymptotically stable node or focus when trJ | E * 3. Bifurcation analysis. In this section, we are interested in various possible bifurcations in system (2.1). From Theorem 2.3, we know that system (2.1) may exhibit Hopf bifurcation around the equilibrium E * 2 and Bogdanov-Takens bifurcation around the equilibrium E * . From (2.4), we can see that the positive equilibrium depends on a polynomial equation of degree five, which makes the full bifurcation analysis very difficult and challenging.
3.1. Hopf bifurcation of codimension 3. We first consider Hopf bifurcation. For convenience, introducing the time scaling t = (1 + w)(1 + w + g)τ to system (2.1), we obtain
Solving µ 1 and µ 2 from the equations
, which requires (due to µ 1 > 0 and µ 2 > 0)
To have a Hopf bifurcation at the equilibrium E * 2 (w * 2 , g * 2 ), we let trJ | E * 2 = 0 and get
, which requires
to guarantee ξ 1H > 0, which in turn requires
Then at the critical point ξ 1 = ξ 1H , the eigenvalues of the linearized system of (3.1) around (w * 2 , g * 2 ) are λ 1,2 = ±iω c , where
In addition to the conditions given in (3.3), (3.5), and (3.6), it is further required that w * 2 , g * 2 , and b are chosen such that ω c is real and positive. Now introducing the transformation
and the time rescaling τ 1 = ω c τ into (3.1), we obtain
where the coefficients a ij and b ij are given in terms of b, ξ 2 , w * 2 , and g * 2 . Next, using the formal series method (see p. 93 in Chapter 2 in [50] ) and applying the Maple program for computing the normal forms of Hopf and generalized Hopf bifurcations in Yu [47] we obtain the following normal form:
where r and θ represent the amplitude and phase of the periodic motions, respectively, and µ = ξ 1 − ξ 1H is the unfolding. v 0 and ν 0 are obtained from linear analysis, while v k and ν k (k ≥ 1) must be derived using nonlinear analysis with the aid of a computer algebra system such as Maple or Mathematica. The v k 's are usually called focus values, which can be used to determine the number of limit cycles bifurcating from the Hopf critical point as well as the center conditions on the singular point, while ν k 's can be applied to determine the critical periods of the bifurcating limit cycles. It should be noted that the formal series method [50] can be used to obtain only the focus values. However, the coefficients ν k are not needed in this paper. The Maple output of the focus values is given as follows:
where F i , i = 1, 2, 3, and v 4 are lengthy polynomials in b, ξ 2 , w * 2 , and g * 2 . It is extremely difficult or impossible to solve v 1 = v 2 = v 3 = v 4 = 0 for the four parameters. We consider a slightly simpler case, w * 2 = g * 2 , which implies that the equilibrium (w * 2 , g * 2 ) is restricted on the 45 o straight line in the first quadrant of the w-g plane. Biologically this means that the wild and sterile mosquitoes are balanced at the equilibrium. We will see that the system still exhibits very complex dynamics under this restriction. In fact, we have the following theorem.
satisfies w * 2 = g * 2 , then system (3.1) (i.e., system (2.1)) undergoes a Hopf bifurcation of codimension 3 around the equilibrium E * 2 (w * 2 , w * 2 ), three limit cycles bifurcate from E * 2 (w * 2 , w * 2 ), and the outer bifurcating limit cycle is unstable.
Proof. Let g * 2 = w * 2 . Then we use the three equations F 1 = F 2 = F 3 = 0 to eliminate ξ 2 and obtain a solution ξ 2 = ξ 2 (b, w * 2 ) and two resultants:
. Solving R 1 = R 2 = 0, we obtain 10 real solutions w * 2 > 0, b > 0. However, none of them yields all parameters being positive and ω 2 c > 0. Thus, it is not possible to have four small limit cycles arising from the Hopf bifurcation at the equilibrium (w * 2 , w * 2 ) with the restrictions on the parameters.
The next best possibility is to have three limit cycles arising from the Hopf bifurcation at the equilibrium (w * 2 , w * 2 ), which requires that v 1 = v 2 = 0 but v 3 = 0. Since there are three free parameters to be used, it may have an infinite number of solutions. We take the special case w * 2 = g * 2 = 1 to show that it indeed has three limit cycles around the equilibrium E * 2 (w * 2 , g * 2 ) = (1, 1). When w * 2 = g * 2 = 1, the focus values v 1 , v 2 , and v 3 are reduced to
, where
Eliminating ξ 2 from the two equations G 1 = G 2 = 0 we obtain a solution ξ 2 = −3b
, where Among these eight solutions, only the third one is a feasible solution under which all parameters and ω c are positive, as given below:
Moreover, a direct computation shows that at the above critical point,
which implies that three small-amplitude limit cycles bifurcate from the Hopf critical point and the outer one is unstable since v 3 > 0. The proof is complete.
Based on Theorem 3.1, we give some numerical simulations to illustrate the existence of multiple limit cycles. (ii) Three limit cycles. To numerically simulate the existence of three limit cycles in system (3.1), we use the normal form to determine the parameter values. First, we perturb the parameters b and ξ 2 such that the perturbed focus values satisfy 
we obtain the approximated amplitudes for the three limit cycles as follows:
We use the fourth-order Runge-Kutta method to run the simulations on a PC machine. Since the model is a two-dimensional differential equation system, we apply negative time steps in the integration scheme to simulate the unstable limit cycles. Since v 1 > 0, v 2 < 0, and v 3 > 0, the innermost and outermost limit cycles are unstable while the one between these two unstable limit cycles is stable. All three limit cycles enclose the equilibrium (1, 1), which is stable since v 0 < 0, and convergence of trajectories to the equilibrium can be verified by simulations. Our simulations show that the convergent speed is extremely slow and the process is very time consuming. For each limit cycle, we choose two initial points, one lying outside the limit cycle and one lying inside the cycle, and have trajectories initiated from both points converging to the limit cycle. (Note that convergence also appears for the unstable limit cycles since negative time steps are used.) The two initial points for simulating the outermost unstable limit cycle are (1.3, 1.0) (outside) and (0.85, 0.93) (inside) with time step −0.05; those for the middle stable limit cycle are (0.85, 0.93) (outside) and (1.0, 0.975) (inside) with time step 0.2; and those for the innermost unstable limit cycle are (1.0, 0.975) (outside) and (1.002, 1.002) (inside) with time step −0.2. Finally, the simulation of the trajectory starting from the point (1.002, 1.002) with time step 0.2 shows that it converges to the equilibrium (1, 1). The simulations of three limit cycles are shown in Figure 3 .2, where we only present the very last portion of each trajectory in order to avoid massive data plotting. The solid and dashed curves represent stable and unstable limit cycles, respectively. It is seen from Figure  3 .2 that the simulations agree very well with the analytical predictions.
Remark 3.2. Finding a predator-prey or other interacting system in nature with at least two ecologically stable cycles is very challenging and "almost impossible" (Coleman [16] ). Ecological stability means that a natural cycle persevering over a long period of time must be somewhat insensitive to the perturbations of the real world, so a system describing this situation must have at least three limit cycles (González-Olivares et al. [28] ). There are very few papers presenting two-dimensional real-world biological models with three limit cycles. Aguirre, González-Olivares, and Sáez [1] showed that a Leslie-Gower predator-prey model Figure 3 .2. Simulations of three limit cycles where the inner most and outer most limit cycles (blue dotted curves) are unstable and the middle limit cycle (red solid curve) is stable. The initial points for the simulations are also shown with arrows indicating the spiral directions of trajectories toward the stable limit cycle and the stable focus (in red color). The unstable limit cycles are obtained using negative time steps.
with additive Allee effect and Holling type IV functional response has three limit cycles, two of which are infinitesimal ones generated by Hopf bifurcation, and the third one arises from homoclinic bifurcation. Here we provide a different ecological example which has three limit cycles.
Remark 3.3. From Theorem 3.1, we can see that the release rate coefficient of sterile mosquitoes is the most important and sensitive parameter in affecting the nonlinear dynamics of the model and in determining the success of the sterile mosquito release program. There exists a critical release rate coefficient of sterile mosquitoes, below which the interacting sterile and wild mosquitoes will coexist in the form of multiple periodic oscillations and steady states.
Nilpotent cusp of codimension 4 and Bogdanov-Takens bifurcation.
Now we turn to consider Bogdanov-Takens bifurcation around the equilibrium E * (w * , g * ) in system (3.1) (i.e., system (2.1)). Again assume that w * = g * . Define (3.9)
which are the key factors of the coefficients in the normal form for a nilpotent cusp with codimension 4 (see (3.15) and (3.16)). Note that C 11 is a cubic polynomial in b. We can use the discriminant of the polynomial to determine the number of real roots of the polynomial equation C 11 = 0. In fact, the discriminant is obtained as 
,
Then, we have the following result.
Theorem 3.4. When the unique positive equilibrium E * (w * , g * ) of system (2.1) satisfies w * = g * , then E * (w * , w * ) is a nilpotent cusp with codimensions 2, 3, and 4, respectively, corresponding to the following conditions:
(ii) codimension 3 if
where b * (w * ) is the unique positive real root of C 11 = 0.
Proof. When g * = w * , from the equilibrium equations for E * (w * , g * ), i.e., equations (3.2), and the necessary conditions for (w * , g * ) being a cusp, i.e., tr(J(E * )) = det(J(E * )) = 0, we obtain (3.11)
where (3.12)
Hence, ξ 1 , ξ 2 , µ 1 , and µ 2 have the same sign as that of ξ * 1 , ξ * 2 , µ * 1 , and µ * 2 , respectively. To determine the conditions on b and w * satisfying ξ * 1 > 0, ξ * 2 > 0, µ * 1 > 0, and µ * 2 > 0, first note that ξ * 1 > ξ * 2 for w * > 0. So we may ignore ξ * 1 > 0. Then, ξ * 2 > 0 and µ * 1 > 0 yield
where b L and b U are given in (3.10). For µ * 2 > 0, it is true for any b > 0 if w * ≥ 1. If 0 < w * < 1, then
Further, it is easy to show that
Summarizing the above results shows that the necessary and sufficient conditions for ξ * 1 > 0, ξ * 2 > 0, µ * 1 > 0, and µ * 2 > 0 are given in (3.13). Next, introducing the transformation
into system (2.1) and then expanding the equations around the origin (u, v) = (0, 0) up to the fifth order, we obtain the following system: (3.14)
where a ij and b ij are expressed in terms of b and w * . Now we apply the normal form theory (e.g., see [48, 49, 25, 26, 27] ) to system (3.14) with the transformations
and obtain the following normal form:
Here, all the coefficients h 1ij , h 2ij , t 10 , and c ij are expressed in terms of b and w * . In particular,
and (3.16)
where C 20 and C 11 are given in (3.9) and C 31 is given in Appendix B, but C 41 is very lengthy, so we omit it for the sake of brevity. Thus, c 20 = 0 and c 11 = 0 are equivalent to C 20 = 0 and C 11 = 0, respectively. First, we consider the possibility of C 20 = 0. Since C 20 is a quadratic polynomial in b, we solve C 20 = 0 for b to obtain
It is obvious that µ 1− < 0 for 0 < w * ≤ 0.26679924 · · · . For b = b + , it can be shown that
. Next, we discuss the possibility of C 11 = 0 (i.e., c 11 = 0). As shown above, C 11 = 0 has a unique real positive solution b = b * (w * ). In order to have this solution in the interval (
which is equivalent to (2w
we know that for
So when w * = 1 (and so g * = w * = 1), it is easy to see that the nilpotent cusp E * (1, 1) is codimension 2, which will be used in the following unfolding process.
To study Bogdanov-Takens singularity of codimension 3, we first verify if there exist solutions such that c 11 and c 31 equal zero simultaneously. To achieve this, eliminating b from the two equations C 11 = C 31 = 0 yields a solution b =b(w * ) and a resultant + 2713619w * 6 + 617679w
which has only one real solution w * = w * * ∈ (w * L , w * U ), for which b = b * * b (w * * ) = b * (w * * ). When w * = w * * and b = b * * , we can get that c 41 = 0.00006181 · · · > 0.
Thus, the system (2.1) has a nilpotent cusp E * (w * , w * ) of codimension 3 if the following conditions hold:
the system has a nilpotent cusp E * (w * , w * ) of codimension 4 if
This completes the proof.
Next we further investigate if system (2.1) can exhibit Bogdanov-Takens bifurcation around the unique positive equilibrium E * (w * , g * ) as the bifurcation parameters are chosen suitably. In order to simplify the calculation in the bifurcations analysis, we let E * (w * , g * ) = (1, 1) in the following analysis.
We prove the existence of Bogdanov-Takens bifurcation by following the process in Xiao and Ruan [46] (see also Huang et al. [31, 29] ). The necessary conditions for Bogdanov-Takens bifurcation to occur are det(J(E * )) = 0 and tr(J(E * )) = 0.
Combining E * = (1, 1) with tr(J(E * )) = 0, we have
and from det(J(E * )) = 0, we get
then combining (3.18) and (3.19), we can represent parameters ξ 1 , ξ 2 , µ 1 , and µ 2 by b as follows: . Theorem 3.5. Under the conditions (3.20), the unique positive equilibrium E * (1, 1) of system (2.1) is a cusp of codimension 2 (i.e., the Bogdanov-Takens singularity). The phase portrait for a codimension 2 cusp is shown in Figure 3 .3.
Thus system (2.1) may exhibit Bogdanov-Takens bifurcation under a small parameter perturbation if the bifurcation parameters are chosen suitably. In order to make sure such a bifurcation can be fully unfolded, for system (2.1) we choose ξ 1 and µ 1 as bifurcation parameters. Actually we have the following theorem. . Hence, there exist some parameter values such that system (2.1) has an unstable limit cycle, and there exist some other parameter values such that system (2.1) has an unstable homoclinic loop. The bifurcation portrait and corresponding phase portraits are shown in Figure 3. 
4.
Proof. Under condition (3.20) , we consider the following unfolding system:
where (λ 1 , λ 2 ) is a parameter vector in a small neighborhood of (0, 0). We first let x = w − 1, y = g − 1; then system (3.21) becomes where
Next we let
System (3.22) can be written as
We next introduce a new time variable τ by dt = (1 − γ 5 x 1 )dτ and let x = x 1 , y = x 2 (1 − γ 5 x 1 ) (still denoting τ as t); then system (3.23) becomes
By simple calculation, we have
where h 1 (λ 1 , λ 2 ) is a function with respect to (λ 1 , λ 2 ), whose coefficients depend smoothly on b, and we can see that ψ 4 < 0 when and λ i are small. Let
and still denote τ as t; then system (3.24) becomes
Under the transformation
(3.26)
Notice that
where h 2 (λ 1 , λ 2 ) is a function with respect to (λ 1 , λ 2 ), and the coefficients of h 2 depend smoothly on b; we can see that ψ 5 < 0 when and λ i are small. Finally, making the change of variables
and rewriting τ as t, we obtain the universal unfolding of system (3.21) (3.27) where
By a complex calculation, we obtain that
, then τ 1 and τ 2 are independent parameters, and the above parameter transformation is a homeomorphism in a small neighborhood of the origin.
Since the time transformations we have made are all positve, then by the results in Bogdanov [12] and Takens [44] (see also Chow, Li, and Wang [15] and Perko [41] ), we know that system (3.21) is the versal unfolding of the repelling Bogdanov-Takens bifurcation of codimension 2, i.e., system (2.1) undergoes the repelling Bogdanov-Takens bifurcation of codimension 2 in a small neighborhood of E * (1, 1) as (ξ 1 , µ 1 ) varies near (   8−9b 9(9b+4) , 45b−4 9(9b+4) ), and the Hopf bifurcation within the Bogdanov-Takens bifurcation is subcritical. Moreover, we can obtain the following local representations of the bifurcation curves up to second-order approximations:
(i) the saddle-node bifurcation curve SN = {(τ 1 , τ 2 )|τ 1 = 0, τ 2 = 0}, i.e.,
(ii) the subcritical Hopf bifurcation curve
(iii) the homoclinic bifurcation curve HL = (τ 1 , τ 2 )|τ 2 =
We also found that there exists a critical release rate of sterile mosquitoes, above which the mosquito population can be eliminated, and the constant b in the release rate plays an important role in determining the dynamics and bifurcations of system (2.1); it affects not only the number and the type of equilibria (Theorems 2.1, 2.3, and 3.4) but also the type of bifurcations (Hopf bifurcation of codimensions 1, 2, and 3 in Theorem 3.1 and BogdanovTakens bifurcation in Theorem 3.6). In detail, we obtained the threshold release value b 0 in (2.7) implicitly. In Theorem 2.1, we showed that there is a unique equilibrium (0, 0) when the release parameter b is above the threshold b 0 , and it is locally asymptotically stable such that the two interactional mosquito populations go extinct, which means that mosquito-borne diseases can be controlled or eradicated with enough release of sterile mosquitoes. However, releasing sterile mosquitoes in large quantities represents one of those great unknowns in the SIT and this will consume a lot of money and result in tremendous social impact, and so on (Okorie et al. [40] ).
There are two positive equilibria E * 1 and E * 2 when the release parameter b is below the threshold b 0 , and multiple unstable or stable limit cycles appear from the Hopf bifurcations of codimensions 1, 2, and 3. Especially, the stable limit cycle represents the sustained oscillations, which provides useful guidelines in mosquito control and disease prevention. There is only one positive equilibrium E * when the release parameter b is equal to the threshold b 0 , which is a cusp of codimension 4; we proved that an unstable limit cycle or unstable homoclinic loop arises from the Bogdanov-Takens bifurcation of codimension 2.
It is worth noting that we have assumed that the equilibrium (w * , g * ) of system (2.1) satisfies w * = g * in the bifurcation analysis. The complete bifurcation analysis will be very interesting and challenging if we take this hypothesis away, and bifurcations with codimension more than 4 may occur. On the other hand, the model may undergo Bogdanov-Takens bifurcation of codimensions 3 and 4 for suitable bifurcation parameters; then for some various parameter values, the model may have the coexistence of limit cycles and homoclinic loops, the existence of two or three limit cycles, etc., which means that the nonlinear dynamics of the interactive wild and sterile mosquito population not only depend on more bifurcation parameters but also are very sensitive to parameter perturbations, which are important for the control of the wild population. In detail, in Figure 3 .2, for example, when the initial mosquito population is outside the outer unstable limit cycle, both the interactive wild and the sterile mosquitoes will tend to extinction; when the initial mosquito population is inside the outer unstable limit cycle and outside the inner unstable limit cycle, the interactive wild and sterile mosquitoes will tend to periodic fluctuations (i.e., the inner stable limit cycle); when the initial mosquito population is inside the inner unstable limit cycle, the interactive wild and sterile mosquitoes will tend to a positive steady state. These results will be useful in designing reasonable sterile mosquito releasing policies. we have 
Finally we can compute that
and µ 2 + ξ 2 N µ 1 + ξ 1 N (1 + w) ξ 1 µ 2 − ξ 2 µ 1 (µ 2 + ξ 2 N ) 2 G 2 = (1 + N )
Hence, we have detJ = − w(µ 1 + ξ 1 N ) 1 + w 
