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Abstract
Sufficient conditions for the complete convergence for the partial sums and the random selected
partial sums of Lp-mixingales are given. Necessary conditions are also discussed.
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1. Introduction
McLeish [31] introduced first the concept of mixingale, a generalization of the con-
cepts of mixing sequences and martingale differences, where the mixingale convergence
theorems and the strong laws of large numbers were proved. McLeish [32,33] studied
the invariance principles for mixingales. Hall and Heyde [21, p. 19] pointed out also that
mixingale includes martingale differences, lacunary functions, linear processes and uni-
formly mixing processes (called also Φ-mixing). Yin [41] generalized McLeish’s concept
of mixingale to operator-valued mixingale, and proved the operator-valued mixingale con-
vergence theorems. The mixingale concept is also elaborated upon by Gallant and White
[17], Pötscher and Prucha [36], Davidson [10], Chuang [8], Chen and Romano [6] and
Haario et al. [20].
Recently, many weak and strong laws of large numbers for mixingales have been
proved. See works by Andrews [1], Davidson [9], Hansen [22,23], De Jong [12,13,15],
Hong et al. [24], Chen and White [7], Davidson and De Jong [11], Noszaly and Tomacs
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272 Y. Hu / J. Math. Anal. Appl. 290 (2004) 271–290[34], Gan [19], Fazekas and Klesov [16], etc. De Jong [14] established central limit theo-
rems for mixingale arrays. On the other hand, there have also been extensive literatures on
the subject of complete convergence for independent and dependent random sequences
(especially, martingale differences and various mixing sequences). See works by Hsu
and Robbins [25], Katz [28], Berbee [4], Woyczynski [39,40], Peligrad [35], Yu [42],
Shao [38], Rio [37], Chandra and Ghosal [5], etc. However, there are few papers reported
on the complete convergence for mixingales. De Jong [13] gave a set of conditions for the
Hsu and Robbins’s type complete convergence for triangular Lq -mixingale arrays. Liang
and Ren [30] extended the results of De Jong [13] from real-valued setting to B-valued
setting. Gan [18] extended the results of De Jong [13] from the case of partial sums to
the case of weighted sums. Hu [27] gave some more general sufficient conditions for the
complete convergence for B-valued Lp-mixingales.
In the present paper, we will make a further study about the complete convergence for
B-valued Lp-mixingales. The sufficient conditions employed in this paper are much more
easier to be verified than those used in [27], while some cases that Hu [27] did not discuss
are also fully studied here. In an important particular setup, the necessary conditions are
also discussed (see Remark 2.2 below).
The paper is organized as follows. In this section, we will introduce the definition of a
B-valued Lp-mixingale. In Section 2, the main results of this paper will be stated, and their
proofs will be postponed to Section 3.
Let us end this section by some notations.
Let (B,‖ · ‖) be a Banach space. B is said to be q-smooth (1 q  2) if there exists a
constantCq > 0 such that for every B-valuedLq -integrable martingale difference sequence
{Di; i  1},
E
∥∥∥∥∥
n∑
i=1
Di
∥∥∥∥∥
q
 Cq
n∑
i=1
E‖Di‖q, n 1.
Remark 1.1. If B is the k-dimensional Euclidean space (k  1) Rk , then B is 2-smooth.
Let {Xn; n 1} be B-valued Lp-integrable (1 p  2) random variables on a proba-
bility space (Ω,F ,P), and let {Fn; −∞< n<∞} be an increasing sequence of σ -fields
of F . Then {Xn,Fn} is called an Lp-mixingale if there exist sequences of nonnegative
constants {Cn; n  1} and {ψ(m); m  0}, where ψ(m)→ 0 as m→∞, which satisfy
the following properties:
(i) ‖E(Xn|Fn−m)‖p ψ(m)Cn and
(ii) ‖Xn −E(Xn|Fn+m)‖p ψ(m+ 1)Cn
for all n 1 and m 0, where ‖X‖p = (E‖X‖p)1/p. Without loss of generality, we may
and will assume that ψ(m) is nonincreasing (see [31, p. 830]).
Let {Xn; n 1} be B-valued random variables and X0 a real nonnegative random vari-
able. We shall call that {Xn} is bounded in probability by X0 (abbreviated with {Xn}<X0)
if
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(‖Xn‖> t) P(X0 > t)
for all t > 0 and every n 1.
Given a positive function l(x) defined on (0,+∞), we will say that l(x) is a slowly
variable function as x→∞, if for all c > 0,
lim
x→+∞
l(cx)
l(x)
= 1,
see also [29, p. 352].
From now on, we will use C to denote finite positive constants whose value may change
from statement to statement. For real number x, [x] denotes the largest integer k  x . We
abbreviate (lnx)θ to lnθ x for θ > 0 and x  1. ln+ x stands for max(lnx,0) for x  0.
2. Statement of main results
Theorem 2.1. Let 1 < t < q  2, 1  p  2, and B be a q-smooth Banach space.
Let {Xn,Fn} be a B-valued Lp-mixingale, X a real nonnegative random variable sat-
isfying {Xn} < X, and l(x) a nondecreasing slowly variable function as x → ∞. If
E(Xt l(Xt )) <∞ and
∞∑
n=1
l(n)
n1+p/t
ψ(1)
(
n∑
i=1
Ci
)p
<∞, (2.1)
then
∞∑
n=1
l(n)
n
P
(‖Sn‖ n1/t ε)<∞ (2.2)
for every  > 0, where Sn =∑ni=1 Xi .
Remark 2.1. (i) Obviously, if ψ(1) > 0, then it can be replaced by 1 in (2.1). Generally,
the factor ψ(1) in (2.1) cannot be dropped. For example, let {Xn,Fn} be L1-integrable
i.i.d. real random variables, then {Xn,Fn} is an L1-mixingale with Cn ≡ ‖X‖1 for n 1,
ψ(0) = 1, and ψ(m) = 0 for m  1. Hence, (2.1) is trivially satisfied. However, if
‖X‖1 > 0, then by Lemma 3.1 below we conclude that
∞∑
n=1
l(n)
n1+p/t
(
n∑
i=1
Ci
)p
=+∞.
(ii) As a whole, condition (2.1) has the same flavor as the one used by De Jong [13,
Theorem 4, condition 2].
Remark 2.2. Generally, the moment conditionE(Xt l(Xt )) <∞ in Theorem 2.1 cannot be
weakened. For instance, let p = 1 and the L1-mixingale {Xn,Fn} be L1-integrable i.i.d.
real random variables. Then by Bai and Su [2, Theorem 2] we know that (2.2) implies
E(Xt l(Xt )) <∞. (For the case where l(x)≡ 1, see also [3, Theorem 1].)
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Corollary 2.1. Let 1 < t < q  2, 1  p  2, and B be a q-smooth Banach space.
Let {Xn,Fn} be a B-valued Lp-mixingale, X a real nonnegative random variable sat-
isfying {Xn} < X, and l(x) a nondecreasing slowly variable function as x → ∞. If
E(Xt l(Xt )) <∞ and ∑∞n=1 Cn <∞, then
∞∑
n=1
l(n)
n
P
(‖Sn‖ n1/t ε)<∞
for every  > 0, where Sn =∑ni=1 Xi .
Corollary 2.1 shows that Theorem 2.1 works very well when
∑∞
n=1 Cn <∞. However,
if
∑∞
n=1 Cn =∞, then (2.1) might not be satisfied, and thus Theorem 2.1 might not apply.
Therefore, the following question arises naturally: What about the complete convergence
for {Xn} when (2.1) is not satisfied? Obviously, for this purpose, we must weaken the
condition (2.1). On the other hand, the decay of the ψ(·) is not involved in Theorem 2.1.
One should suggest the involvement of the decay of the ψ(·) in a condition looking like
(2.1). It turns out that we shall have to strengthen somewhat the moment condition in
Theorem 2.1.
Theorem 2.2. Let 1 < t < q  2, 1  p  2, and B be a q-smooth Banach space.
Let {Xn,Fn} be a B-valued Lp-mixingale, X a real nonnegative random variable sat-
isfying {Xn} < X, and l(x) a nondecreasing slowly variable function as x → ∞. If
E(Xt l(Xt ) ln+X) <∞ and
∞∑
n=1
l(n)
n1+p/t
ψp
([lnθ n])
(
n∑
i=1
Ci
)p
<∞ (2.3)
for some 0 < θ  1/(1+ q), then (2.2) holds.
Remark 2.3. The type of condition (2.3) is very similar to the one used by De Jong [13,
Theorem 4, condition 2]. Meanwhile, (2.3) is weaker than (2.1).
To investigate the corresponding results of Theorems 2.1 and 2.2 in the case where t = 1
is an interesting thing. For this purpose, we have the following theorem.
Theorem 2.3. Let B be a q-smooth Banach space (1 < q  2), {Xn,Fn} a B-valued Lp-
mixingale (1  p  2), X a real nonnegative random variable satisfying {Xn} < X, and
l(x) a nondecreasing slowly variable function as x→∞. If E(Xl(X)(ln+X)2) <∞ and
∞∑
n=1
l(n)
n1+p
ψp
([lnθ n])
(
n∑
i=1
Ci
)p
<∞ (2.4)
for some 0 < θ  1/(1+ q), then
∞∑
n=1
l(n)
n
P
{‖Sn‖ nε}<∞
for every  > 0, where Sn =∑n Xi .i=1
Y. Hu / J. Math. Anal. Appl. 290 (2004) 271–290 275Remark 2.4. Like (2.3), the type of condition (2.4) is also very similar to the one used by
De Jong [13, Theorem 4, condition 2].
To judge the condition (2.4), we consider an L2-mixingale with supi1 Ci < ∞.
Furthermore, for the sake of simplification, we shall discuss only two important set-
tings l(x)≡ 1 and l(x) = ln(x + 1). In the case where l(x) ≡ 1, suppose that ψ(m) =
O(m−3/2−ε) for some ε > 0 (i.e., ψ(m) is of size 3/2 in the terminology of De Jong [13]);
then (2.4) is satisfied. In fact, choosing θ = 1/3 in (2.4), we can verify easily that (2.4)
holds. In the setup l(x)= ln(x+1), suppose that ψ(m)=O(m−3−ε) for some ε > 0. Then
by choosing θ = 1/3 again in (2.4), we can see easily that (2.4) is still satisfied. Roughly
speaking, condition such as {Ci; i  1} is bounded, plus a specific rate of convergence of
ψ(m) to 0, ensures (2.4). This argument applies also to the judgment of condition (2.3).
Theorem 2.4. Let 1 < t < q  2, 1  p  2, and B be a q-smooth Banach space.
Let {Xn,Fn} be a B-valued Lp-mixingale, X a real nonnegative random variable sat-
isfying {Xn} < X, and l(x) a nondecreasing slowly variable function as x→∞. If
E(Xt l(Xt )(ln+X)2) <∞ and
∞∑
j=1
2(1/2+p)jψp
([jθ ])
( 2j+1∑
i=1
Ci
)p
<∞ (2.5)
for some 0 < θ  1/(1+ q), then
∞∑
n=1
l(n)
n
P
(
sup
kn
∥∥∥∥ Skk1/t
∥∥∥∥ ε
)
<∞
for every ε > 0, where Sn =∑ni=1 Xi .
Remark 2.5. Obviously, condition such as {Ci; i  1} is bounded, plus a specific rate of
convergence of ψ(m) to 0, ensures (2.5).
The corresponding result of Theorem 2.4 in the setting t = 1 is as follows.
Theorem 2.5. Let B be a q-smooth Banach space (1 < q  2), {Xn,Fn} a B-valued Lp-
mixingale (1  p  2), X a real nonnegative random variable satisfying {Xn} < X, and
l(x) a nondecreasing slowly variable function as x→∞. If E(Xl(X)(ln+X)3) <∞ and
(2.5) holds, then
∞∑
n=1
l(n)
n
P
(
sup
kn
∥∥∥∥Skk
∥∥∥∥ ε
)
<∞
for every ε > 0, where Sn =∑ni=1 Xi .
Based on Theorems 2.4 and 2.5 we can now obtain the complete convergence for ran-
dom selected partial sums of Lp-mixingales.
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{Xn,Fn} be a B-valued Lp-mixingale, X a real nonnegative random variable satisfying
{Xn}<X, {νn; n 1} random variables which take only positive integers and are defined
on the same probability space as {Xn}, and l(x) a nondecreasing slowly variable function
as x→∞. If (2.5) holds, and there exists positive constant η such that
∞∑
n=1
l(n)
n
P
(
νn
n
< η
)
<∞, (2.6)
then we have
(i) In the case where t > 1. Assume that E(Xt l(Xt )(ln+X)2) <∞, then for every ε > 0,
∞∑
n=1
l(n)
n
P
(∥∥∥∥∥
νn∑
i=1
Xi
∥∥∥∥∥ ν1/tn · ε
)
<∞;
(ii) In the case where t = 1. Assume that E(Xl(X)(ln+X)3) <∞, then for every ε > 0,
∞∑
n=1
l(n)
n
P
(∥∥∥∥∥
νn∑
i=1
Xi
∥∥∥∥∥ νn · ε
)
<∞.
Remark 2.6. Condition (2.6) is just one which is usually employed in literature; see [2].
3. Proofs of main results
We begin with two lemmas, which will be needed.
Lemma 3.1. Let l(x) be a slowly variable function as x→∞, then we have
(1) lim
x→∞
l(x + u)
l(x)
= 1, ∀u > 0;
(2) lim
k→+∞ sup2kx2k+1
l(x)
l(2k)
= 1;
(3) lim
x→+∞x
δl(x)=+∞, lim
x→+∞x
−δl(x)= 0, ∀δ > 0;
(4) C · 2kr l(η · 2k)
k∑
j=1
2jr l(η · 2j ) C · 2kr l(η · 2k)
for every positive r, η and integer k;
(5) C · 2kr l(η · 2k)
∞∑
j=k
2jr l(η · 2j ) C · 2kr l(η · 2k),
C · kθ2kr l(2k)
∞∑
j=k
j θ2jr l(2j ) C · kθ2kr l(2k)
for every r < 0, θ, η > 0 and integer k.
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prove the following lemma.
Lemma 3.2. Let X be a real random variable; then
E
(|X|rI (|X| a)) r
a∫
0
t(r−1)P
(|X|> t)dt
and
E
(|X|I (|X|> a))= aP (|X|> a)+
∞∫
a
P
(|X|> t)dt
for r  1, a > 0, where and elsewhere I (|X| a) means the indicator of {|X| a}.
Proof of Theorem 2.1. We write α = 1/t . Note first that
Sn =
n∑
i=1
(
Xi −E(Xi |Fi )
)+ n∑
i=1
(
E(Xi |Fi )−E(Xi |Fi−1)
)+ n∑
i=1
E(Xi |Fi−1).
By denoting
Part 1 =
n∑
i=1
(
Xi −E(Xi |Fi )
)
,
Part 2 =
n∑
i=1
(
E(Xi |Fi )−E(Xi |Fi−1)
)
, Part 3=
n∑
i=1
E(Xi |Fi−1),
it is sufficient for us to prove that for each ε > 0,
∞∑
n=1
l(n)
n
P
(‖Part 1‖ nαε)<∞, (3.1)
∞∑
n=1
l(n)
n
P
(‖Part 2‖ nαε)<∞, (3.2)
∞∑
n=1
l(n)
n
P
(‖Part 3‖ nαε)<∞. (3.3)
By Chebyshev inequality, Lp-mixingale property and (2.1) we have
the left-hand side (LHS) of (3.1)
 C ·
∞∑
n=1
l(n)
n
· E‖
∑n
i=1(Xi −E(Xi |Fi ))‖p
nαp
 C ·
∞∑
l(n)n−(1+αp)
{
n∑∥∥Xi −E(Xi |Fi)∥∥p
}pn=1 i=1
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∞∑
n=1
l(n)
n1+p/t
ψ(1)
(
n∑
i=1
Ci
)p
<∞,
which proves (3.1).
The proof of (3.3) is directly analogous to that of (3.1).
To prove (3.2), let Yi,n = XiI (‖Xi‖  nα), Zi,n = Xi − Yi,n, Wi = E(Xi |Fi ) −
E(Xi |Fi−1), Ui = E(Yi,n|Fi ) − E(Yi,n|Fi−1), and Vi = E(Zi,n|Fi ) − E(Zi,n|Fi−1),
n 1, 1 i  n. Clearly, Xi = Yi,n +Zi,n, Wi = Ui + Vi . Moreover, {Ui,Fi , 1 i  n}
and {Vi,Fi , 1 i  n} are martingale difference sequences. Hence,
LHS of (3.2)=
∞∑
n=1
l(n)
n
P
(∥∥∥∥∥
n∑
i=1
Wi
∥∥∥∥∥ nα · ε
)

∞∑
n=1
l(n)
n
P
(∥∥∥∥∥
n∑
i=1
Ui
∥∥∥∥∥ nα · ε2
)
+
∞∑
n=1
l(n)
n
P
(∥∥∥∥∥
n∑
i=1
Vi
∥∥∥∥∥ nα · ε2
)
= Part 4+ Part 5. (3.4)
By the Chebyshev inequality, Banach space triangle inequality, Minkowski inequality,
Jensen inequality and Lemma 3.2,
Part 4 C ·
∞∑
n=1
l(n)
n
n−αq
n∑
i=1
E‖Yi,n‖q
 C ·
∞∑
n=1
l(n)
n
· n−αq
n∑
i=1
αq ·
n∫
0
sαq−1P
(‖Xi‖t > s)ds
 C ·
∞∑
n=1
l(n)n−αq
n∫
0
sαq−1P(Xt > s) ds
 C ·
∞∑
j=1
2(1−αq)j l(2j )
2j∫
0
sαq−1P(Xt > s) ds.
Observing that
2j∫
0
sαq−1P(Xt > s) ds =
j∑
k=1
2k∫
2k−1
sαq−1P(Xt > s) ds +
1∫
0
sαq−1P(Xt > s) ds
 C +C ·
j∑
2αqkP (Xt > 2k−1),
k=1
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Part 4 C ·
∞∑
j=1
2(1−αq)j l(2j )+C ·
∞∑
j=1
2(1−αq)j l(2j )
j∑
k=1
2αqkP (Xt > 2k−1). (3.5)
Since 1− αq < 0, from Lemma 3.1(5) we conclude that
∞∑
j=1
2(1−αq)j l(2j ) <∞. (3.6)
From Lemma 3.1(5), it follows that
∞∑
j=1
2(1−αq)j l(2j )
j∑
k=1
2αqkP (Xt > 2k−1)=
∞∑
k=1
2αqkP (Xt > 2k−1)
∞∑
j=k
2(1−αq)j l(2j )
 C ·
∞∑
k=1
2kl(2k)P (Xt > 2k−1) C ·E(Xt l(Xt ))<∞. (3.7)
By the Chebyshev inequality, Banach space triangle inequality, Jensen inequality and
Lemma 3.2, we get
Part 5 C ·
∞∑
n=1
l(n)
n
n−α
n∑
i=1
E‖Zi,n‖
 C ·
∞∑
n=1
l(n)
n
· n−α · n
[
nαP(Xt > n)+
∞∫
nα
P (X > s) ds
]
 C ·
∞∑
n=1
l(n)P (Xt > n)+C ·
∞∑
n=1
n−αl(n)
∞∫
nα
P (X > s) ds. (3.8)
Keeping Lemma 3.1 in mind, we have
∞∑
n=1
l(n)P (Xt > n)=
∞∑
j=1
2j−1∑
n=2j−1
l(n)P (Xt > n)
 C ·
∞∑
j=1
2j l(2j )P (Xt > 2j−1)C ·E(Xt l(Xt ))<∞ (3.9)
and
∞∑
n=1
n−αl(n)
∞∫
nα
P (X > s) ds =
∞∑
j=1
2j−1∑
n=2j−1
n−αl(n)
∞∫
nα
P (X > s) ds
 C ·
∞∑
j=1
2(1−α)j l(2j )
∞∫
α(j−1)
P (X > s) ds2
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∞∑
j=1
2j l(2j )
∞∫
1
P(Xt > 2j−1st ) ds
 C ·
∞∫
1
E
((
X
s
)t
l
((
X
s
)t ))
ds
 C ·E(Xt l(Xt ))<∞. (3.10)
Hence, (3.2) follows from (3.4)–(3.10). Theorem 2.1 is proved. ✷
Proof of Theorem 2.2. Write α = 1/t and let θ be as in (2.3). Note first that
Sn =
n∑
i=1
(
Xi −E(Xi |Fi+[lnθ n]−1)
)
+
n∑
i=1
(
E(Xi |Fi+[lnθ n]−1)−E(Xi |Fi+[lnθ n]−2)
)
+ · · · +
n∑
i=1
(
E(Xi |Fi−[lnθ n]+1)−E(Xi |Fi−[lnθ n])
)
+
n∑
i=1
E(Xi |Fi−[lnθ n]).
By denoting
Part 1 =
n∑
i=1
(
Xi −E(Xi |Fi+[lnθ n]−1)
)
,
Part 2 =
[lnθ n]−1∑
l=−[lnθ n]+1
n∑
i=1
(
E(Xi |Fi+l )−E(Xi |Fi+l−1)
)
,
Part 3 =
n∑
i=1
E(Xi |Fi−[lnθ n]),
it is enough for us to prove that for every ε > 0,
∞∑
n=1
l(n)
n
P
(‖Part 1‖ nαε)<∞, (3.11)
∞∑
n=1
l(n)
n
P
(‖Part 2‖ nαε)<∞, (3.12)
∞∑ l(n)
n
P
(‖Part 3‖ nαε)<∞. (3.13)n=1
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LHS of (3.11) C ·
∞∑
n=1
l(n)
n
· E‖
∑n
i=1(Xi −E(Xi |Fi+[lnθ n]−1))‖p
nαp
 C ·
∞∑
n=1
l(n)n−(1+αp)
{
n∑
i=1
∥∥Xi −E(Xi |Fi+[lnθ n]−1)∥∥p
}p
 C ·
∞∑
n=1
l(n)
n1+p/t
ψp
([lnθ n])
(
n∑
i=1
Ci
)p
<∞,
which proves (3.11).
Similarly, we can obtain
LHS of (3.13) C ·
∞∑
n=1
l(n)
n
· E‖
∑n
i=1 E(Xi |Fi−[lnθ n])‖p
nαp
 C ·
∞∑
n=1
l(n)n−(1+αp)
{
n∑
i=1
∥∥E(Xi |Fi−[lnθ n])∥∥p
}p
 C ·
∞∑
n=1
l(n)
n1+p/t
ψp
([lnθ n])
(
n∑
i=1
Ci
)p
<∞,
which is just (3.13).
To prove (3.12), let Yi,n = XiI (‖Xi‖  nα), Zi,n = Xi − Yi,n , Wl,i = E(Xi |Fi+l ) −
E(Xi |Fi+l−1), Ul,i = E(Yi,n|Fi+l) − E(Yi,n|Fi+l−1), and Vl,i = E(Zi,n|Fi+l ) −
E(Zi,n|Fi+l−1), n 1, 1 i  n, −[lnθ n]+1 l  [lnθ n]−1. Clearly,Xi = Yi,n+Zi,n,
Wl,i =Ul,i + Vl,i . For fixed l, {Ul,i,Fi+l , 1 i  n} and {Vl,i,Fi+l , 1 i  n} are mar-
tingale difference sequences. Hence,
LHS of (3.12)
∞∑
n=1
l(n)
n
[lnθ n]−1∑
l=−[lnθ n]+1
P
(∥∥∥∥∥
n∑
i=1
Wl,i
∥∥∥∥∥ n
α
[lnθ n] ·
ε
2
)

∞∑
n=1
l(n)
n
[lnθ n]−1∑
l=−[lnθ n]+1
P
(∥∥∥∥∥
n∑
i=1
Ul,i
∥∥∥∥∥ n
α
lnθ n
· ε
4
)
+
∞∑
n=1
l(n)
n
[lnθ n]−1∑
l=−[lnθ n]+1
P
(∥∥∥∥∥
n∑
i=1
Vl,i
∥∥∥∥∥ n
α
lnθ n
· ε
4
)
= Part 4+ Part 5. (3.14)
By the Chebyshev inequality, Banach space triangle inequality, Minkowski inequality,
Jensen inequality and Lemma 3.2,
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∞∑
n=1
l(n)
n
[lnθ n]−1∑
l=−[lnθ n]+1
lnθq n
nαq
n∑
i=1
E‖Yi,n‖q
 C ·
∞∑
n=1
l(n)
n
[lnθ n] · ln
θq n
nαq
n∑
i=1
αq ·
n∫
0
sαq−1P
(‖Xi‖t > s)ds
 C ·
∞∑
n=1
l(n)
ln(θ+θq) n
nαq
n∫
0
sαq−1P(Xt > s) ds
 C ·
∞∑
j=1
j (1+q)θ
2(αq−1)j
l(2j )
2j∫
0
sαq−1P(Xt > s) ds.
Hence
Part 4 C ·
∞∑
j=1
j (1+q)θ2(1−αq)j l(2j )
+C ·
∞∑
j=1
j (1+q)θ2(1−αq)j l(2j )
j∑
k=1
2αqkP (Xt > 2k−1). (3.15)
From Lemma 3.1(5) we conclude that
∞∑
j=1
j (1+q)θ2(1−αq)j l(2j ) <∞. (3.16)
From Lemma 3.1(5), it follows that
∞∑
j=1
j (1+q)θ2(1−αq)j l(2j )
j∑
k=1
2αqkP (Xt > 2k−1)
=
∞∑
k=1
2αqkP (Xt > 2k−1)
∞∑
j=k
j (1+q)θ2(1−αq)j l(2j )
 C ·
∞∑
k=1
k(1+q)θ2kl(2k)P (Xt > 2k−1)
 C ·
∞∑
k=1
(k − 1)2k−1l(2k−1)P (Xt > 2k−1)
+C ·
∞∑
k=1
2k−1l(2k−1)P (Xt > 2k−1)
 C ·E(Xt l(Xt ) ln+X)+C ·E(Xt l(Xt ))<∞. (3.17)
By the Chebyshev inequality, Banach space triangle inequality, Jensen inequality and
Lemma 3.2, we get
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∞∑
n=1
l(n)
n
[lnθ n]−1∑
l=−[lnθ n]+1
lnθ n
nα
n∑
i=1
E‖Zi,n‖
 C ·
∞∑
n=1
l(n)
n
lnθ n · ln
θ n
nα
· n
[
nαP(Xt > n)+
∞∫
nα
P (X > s) ds
]
 C ·
∞∑
n=1
ln2θ nl(n)P (Xt > n)
+C ·
∞∑
n=1
ln2θ n
nα
l(n)
∞∫
nα
P (X > s) ds. (3.18)
Keeping Lemma 3.1 in mind, we obtain
∞∑
n=1
ln2θ nl(n)P (Xt > n)=
∞∑
j=1
2j−1∑
n=2j−1
l(n) ln2θ nP (Xt > n)
 C ·
∞∑
j=1
2j−1 · j2θ l(2j )P (Xt > 2j−1)
 C ·
∞∑
j=1
j2j l(2j )P (Xt > 2j−1)
 C ·E(Xt l(Xt ) ln+X)+C ·E(Xt l(Xt ))<∞ (3.19)
and
∞∑
n=1
ln2θ n
nα
l(n)
∞∫
nα
P (X > s) ds =
∞∑
j=1
2j−1∑
n=2j−1
ln2θ n
nα
l(n)
∞∫
nα
P (X > s) ds
 C ·
∞∑
j=1
j2θ2(1−α)j l(2j )
∞∫
2α(j−1)
P (X > s) ds
 C ·
∞∑
j=1
j2j l(2j )
∞∫
1
P(Xt > 2j−1st ) ds
 C ·
∞∫
1
E
((
X
s
)t
l
((
X
s
)t )
ln+
(
Xt
st
))
ds
+C ·
∞∫
1
E
((
X
s
)t
l
((
X
s
)t ))
ds
 C ·E(Xt l(Xt ) ln+X)+C ·E(Xt l(Xt ))<∞. (3.20)
Hence, (3.12) follows from (3.14)–(3.20). Theorem 2.2 is proved. ✷
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thing we need to do is to show that (3.20) holds still in this case. In other words, we need
only to show that
∞∑
n=1
ln2θ n
n
l(n)
∞∫
n
P (X > s) ds <∞,
where θ is as in (2.4).
In fact,
∞∑
n=1
ln2θ n
n
l(n)
∞∫
n
P (X > s) ds 
∞∑
j=1
2j−1∑
n=2j−1
ln2θ (2j )
2j−1
· l(2j ) ·
∞∫
2j−1
P(X > s) ds
 C ·
∞∑
j=1
j2θ l(2j )
∞∑
k=j
2k∫
2k−1
P(X > s) ds
 C ·
∞∑
k=1
2k−1P(X > 2k−1) ·
k∑
j=1
j2θ l(2j )
 C ·
∞∑
k=1
(k − 1)1+2θ2k−1l(2k−1)P (X > 2k−1)
+C ·
∞∑
k=1
2k−1l(2k−1)P (X > 2k−1)
 C ·E(Xl(X)(ln+X)1+2θ )+C ·E(Xl(X))<∞
since 2θ < 1. Here in the fourth inequality above, the so-called Cr -inequality (a + b)r 
2r−1(ar + br) has been applied to the case where a = k − 1, b = 1 and r = 1+ 2θ . Theo-
rem 2.3 is proved. ✷
Proof of Theorem 2.4. By Lemma 3.1, we know first that
∞∑
n=1
l(n)
n
P
(
sup
kn
∥∥∥∥ Skk1/t
∥∥∥∥ ε
)
=
∞∑
j=1
∑
2jn<2j+1
l(n)
n
P
(
sup
kn
∥∥∥∥ Skk1/t
∥∥∥∥ ε
)
 C ·
∞∑
j=1
l(2j )P
(
sup
k2j
∥∥∥∥ Skk1/t
∥∥∥∥ ε
)
 C ·
∞∑
j=1
l(2j )
∞∑
m=j
P
(
max
2mk<2m+1
∥∥∥∥ Skk1/t
∥∥∥∥ ε2
)
 C ·
∞∑
ml(2m)P
(
max
2mk<2m+1
‖Sk‖ 2m/t · ε2
)
.m=1
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∞∑
j=1
j l(2j )P
(
max
2jn<2j+1
‖Sn‖ 2j/t ε
)
<∞
for all ε > 0.
Let θ be as in (2.5). Observe that for 2j  n < 2j+1,
Sn =
n∑
i=1
(
Xi −E(Xi |Fi+[jθ ]−1)
)+ [j
θ ]−1∑
l=−[jθ ]+1
n∑
i=1
(
E(Xi |Fi+l)−E(Xi |Fi+l−1)
)
+
n∑
i=1
E(Xi |Fi−[jθ ])
= I+ II+ III.
We need only to prove that for all ε > 0,
∞∑
j=1
j l(2j )P
(
max
2jn<2j+1
‖I‖ 2j/t ε
)
<∞, (3.21)
∞∑
j=1
j l(2j )P
(
max
2jn<2j+1
‖II‖ 2j/t ε
)
<∞, (3.22)
∞∑
j=1
j l(2j )P
(
max
2jn<2j+1
‖III‖ 2j/t ε
)
<∞. (3.23)
To this end, we write α = 1/t . By Lemma 3.1 and (2.5),
LHS of (3.21)

∞∑
j=1
j l(2j )
∑
2jn<2j+1
P
(∥∥∥∥∥
n∑
i=1
(
Xi −E(Xi |Fi+[jθ ]−1)
)∥∥∥∥∥ 2(α−1)jε
)
 C ·
∞∑
j=1
j l(2j )
∑
2jn<2j+1
2(1−α)pj
(
n∑
i=1
∥∥Xi −E(Xi |Fi+[jθ ]−1)∥∥p
)p
 C ·
∞∑
j=1
j l(2j )2(1−α)pjψp
([jθ ]) · 2
j+1−1∑
n=2j
(
n∑
i=1
Ci
)p
 C ·
∞∑
j=1
2(1/2+p)jψp
([jθ ]) ·
( 2j+1∑
i=1
Ci
)p
<∞.
Similarly, we can get
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∞∑
j=1
j l(2j ) · 2(p−αp)j ·ψp([jθ ]) · 2j
( 2j+1∑
i=1
Ci
)p
 C ·
∞∑
j=1
2(1/2+p)jψp
([jθ ]) ·
( 2j+1∑
i=1
Ci
)p
<∞.
Now, all that remains is to prove (3.22). For this purpose, we denote Yi,j =
XiI (‖Xi‖t  2j ), Zi,j = Xi − Yi,j , Wl,i = E(Xi |Fi+l) − E(Xi |Fi+l−1), Ui,l =
E(Yi,j |Fi+l )− E(Yi,j |Fi+l−1), and Vl,i = E(Zi,j |Fi+l)− E(Zi,j |Fi+l−1) for 2j  n <
2j+1, 1 i  n, −[jθ ] + 1 l  [jθ ] − 1. Therefore,
LHS of (3.22)
∞∑
j=1
j l(2j )
[jθ ]−1∑
l=−[jθ ]+1
P
(
max
2jn<2j+1
∥∥∥∥∥
n∑
i=1
Wl,i
∥∥∥∥∥ 2αj j−θ · ε2
)

∞∑
j=1
j l(2j )
[jθ ]−1∑
l=−[jθ ]+1
P
(
max
2jn<2j+1
∥∥∥∥∥
n∑
i=1
Ul,i
∥∥∥∥∥ 2αjj−θ ε4
)
+
∞∑
j=1
j l(2j )
[jθ ]−1∑
l=−[jθ ]+1
P
(
max
2jn<2j+1
∥∥∥∥∥
n∑
i=1
Vl,i
∥∥∥∥∥ 2αj j−θ ε4
)
= IV+V.
By Kolmogorov inequality and Lemma 3.2,
IV C ·
∞∑
j=1
j l(2j )
[jθ ]−1∑
l=−[jθ ]+1
2−αqj j θq
2j+1∑
i=1
E‖Ul,i‖q
 C ·
∞∑
j=1
j l(2j )
[jθ ]−1∑
l=−[jθ ]+1
2−αqj j θq
2j+1∑
i=1
2j∫
0
s(αq−1)P
(‖Xi‖t > s) ds
 C ·
∞∑
j=1
j l(2j )j θ
[
2−αqjj θq2j + 2−αqjj θq2j
j∑
k=1
2k∫
2k−1
s(αq−1)P (Xt > s) ds
]
 C ·
∞∑
j=1
l(2j )j1+(1+q)θ2(1−αq)j
+C ·
∞∑
j=1
l(2j )j1+(1+q)θ2(1−αq)j
j∑
k=1
P(Xt > 2k−1)2αqk.
Since 1− αq < 0, by Lemma 3.1(5),
∞∑
l(2j )j1+(1+q)θ2(1−αq)j <∞.
j=1
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∞∑
j=1
l(2j )j1+(1+q)θ2(1−αq)j
j∑
k=1
2αqkP (Xt > 2k−1)
 C ·
∞∑
k=1
2αqkP (Xt > 2k−1)
∞∑
j=k
l(2j )j1+(1+q)θ2(1−αq)j
 C ·
∞∑
k=1
k1+θ+θq2kl(2k)P (Xt > 2k−1)
 C ·
∞∑
k=1
2kl(2k)P (Xt > 2k−1)+C ·
∞∑
j=1
(k− 1)22k−1l(2(k−1))P (Xt > 2k−1)
 C ·E(Xt l(Xt ))+C ·E(Xt l(Xt )(ln+X)2)<∞
since (1 + q)θ  1. Consequently, IV <∞. Now all that remains is to prove V <∞. In
fact, by Chebyshev inequality and Lemma 3.2,
V C ·
∞∑
j=1
j l(2j )
[jθ ]−1∑
l=−[jθ ]+1
jθ2−αj
2j+1∑
i=1
E
(‖Xi‖I(‖Xi‖t > 2j))
 C ·
∞∑
j=1
j l(2j )j2θ2−αj2j
[
2αjP (X > 2αj )+
∞∫
2αj
P (X > s) ds
]
 C ·
∞∑
j=1
j1+2θ2j l(2j )P (Xt > 2j )+C ·
∞∑
j=1
j1+2θ2(1−α)j l(2j )
∞∫
2αj
P (X > s) ds.
Since θ  1/(1+ q) < 1/2,
∞∑
j=1
j1+2θ2j l(2j )P (Xt > 2j ) C ·E(Xt l(Xt )(ln+X)2)<∞. (3.24)
By Fubini’s theorem,
∞∑
j=1
j1+2θ2(1−α)j l(2j )
∞∫
2αj
P (X > s) ds =
∞∑
j=1
j1+2θ2j l(2j )
∞∫
1
P(Xt > 2j st ) ds
 C ·
∞∑
j=1
j22j l(2j )
∞∫
1
P(Xt > 2j st ) ds
 C ·
∞∫
E
((
X
s
)t
l
((
X
s
)t )(
ln+
(
Xt
st
))2)
ds1
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∞∫
1
s−t ds
 C ·E(Xt l(Xt )(ln+X)2)<∞, (3.25)
which, together with (3.24), implies V <∞. The proof is completed. ✷
Proof of Theorem 2.5. The proof is actually similar to that of Theorem 2.4. The only
thing we need to do is to show that (3.25) is still true in this setting. Namely, we need only
to prove that
∞∑
j=1
j1+2θ l(2j )
∞∫
2j
P (X > s) ds <∞,
where θ is as in (2.5).
To this end, since 2θ  1,
∞∑
j=1
j1+2θ l(2j )
∞∫
2j
P (X > s) ds  C ·
∞∑
j=1
j2l(2j )
∞∑
k=j
2kP (X > 2k)
 C ·
∞∑
k=1
2kP (X > 2k)
k∑
j=1
j2l(2j ) C ·
∞∑
k=1
k32kl(2k)P (X > 2k)
 C ·E(Xl(X)(ln+X)3)<∞,
which proves Theorem 2.5. ✷
Proof of Theorem 2.6. Because for t  1 and ε > 0,
P
(∥∥∥∥∥
νn∑
i=1
Xi
∥∥∥∥∥ ν1/tn ε
)
 P
(
νn
n
< η
)
+P
(∥∥∥∥∥
νn∑
i=1
Xi
∥∥∥∥∥ ν1/tn ε, νn  ηn
)
 P
(
νn
n
< η
)
+P
(
sup
kηn
∥∥∥∥∥
k∑
j=1
Xj
k1/t
∥∥∥∥∥ ε
)
,
where η is as in (2.6), keeping in mind (2.6), it is enough to show that
∞∑
n=1
l(n)
n
P
(
sup
kηn
∥∥∥∥ Skk1/t
∥∥∥∥ ε
)
<∞, (3.26)
where Sk =∑ki=1 Xi . Indeed Theorems 2.4 and 2.5 imply (3.26). Theorem 2.6 is proved.✷
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