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resumo 
 
 
Nos últimos anos verificamos na literatura existente uma preocupação 
crescente com as pequenas e médias empresas (PME’s) e o contributo das 
mesmas para as economias nacionais. Este trabalho procura acrescentar 
novos resultados e conclusões sobre a temática da estrutura de capital das 
PME’s. Para o efeito, utilizou-se uma amostra de 812 PME’s portuguesas, que 
posteriormente foi estratificada entre empresas do sector secundário (415) e 
do sector terciário (373) e aplicou-se a metodologia das regressões 
multivariadas em painel no período de 2006 a 2009. 
 
Os resultados empíricos obtidos parecem indiciar que existe um elevado grau 
de endividamento total destas empresas, bem como identificam o 
endividamento de curto prazo como sendo o mais utilizado. Conclui-se que as 
variáveis determinantes do endividamento total são o risco, a dimensão, a 
composição do ativo, a rendibilidade e o crescimento, que todavia se alteram 
quando olhamos para a influência destas variáveis no endividamento de curto 
prazo e no de médio e longo prazo, bem como quando se analisa a amostra 
sectorial.  
 
Os resultados empíricos obtidos também parecem indiciar a aplicação das 
teorias pecking order e trade-off. 
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abstract 
 
In recent years we find in literature a growing concern with small and medium 
enterprises (SMEs) and with their contribution to national economies. This 
paper seeks to add new findings and conclusions on the issue of capital 
structure of SMEs. In order to do this, we used a sample of 812 Portuguese 
SMEs, which later was divided between companies of the secondary sector 
(415) and tertiary sector (373) and applied the methodology of multivariate 
regressions in panel between 2006 and 2009. 
 
The empirical results seem to indicate that there is a high level of total 
indebtedness of these companies and that the short-term debt is being the 
most commonly used. We conclude that the variables that are determinants of 
total debt are risk, size, composition of assets, profitability and growth, which, 
however, change when we look at the influence of these variables on short-
term debt and medium and long-term and when analyzing the sample sector. 
 
Empirical Results seem to indicate the application of the theories pecking order 
and trade-off. 
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1. Introdução 
A estrutura de capital tem sido um tema alvo de vários estudos ao longo dos anos. Tem-
se procurado explicar quais os fatores e de que forma os mesmos influenciam as 
decisões de estrutura de capital, no sentido de se obter uma estrutura de financiamento 
ótima. Modigliani e Miller (1958) foram pioneiros na realização de estudos nesta área e 
desde então, diversos estudos foram efetuados resultando na criação de teorias 
explicativas da estrutura de capital como a trade-off
1
, a pecking order2, entre outras. 
Apesar de muito já ter sido estudado e avançado sobre esta temática, é de referir que ainda 
não se determinou qual a teoria que melhor define, especificamente, a proporção ótima de 
capital alheio e próprio na estrutura de capital das empresas. Esta indefinição prende-se 
quer com a grande variedade de características inerentes a cada empresa, quer com as 
variáveis existentes em cada país que afetam de diferente forma as empresas. 
A maioria dos estudos efetuados foca-se, principalmente, na análise de dados relativos a 
grandes empresas, essencialmente as que se encontram cotadas em bolsa (Rogão 2006). 
Consideramos, no entanto, que um estudo a essas empresas não transparece a realidade 
global de um país como Portugal por se tratar de uma minoria com práticas, dimensões 
e poder de financiamento diferentes das demais existentes num país. “ (…) não é 
suficiente uma teoria financeira desenvolvida com base nas grandes empresas, uma vez 
que ambas vivem uma realidade distinta, quer pelas suas características internas, quer 
pelos fatores decorrentes com o meio envolvente” (Novo, 2009, p. 20).  
De acordo com o INE
3
 (valores de 2010), existiam em Portugal 1.168.964 empresas, das 
quais 97,9% eram empresas não financeiras. Entre as empresas não financeiras, o 
número de PME’s era de 1.143.068, representando cerca de 99,9% dessas. Se 
equacionarmos a hipótese de que a cada uma destas PME correspondem situações 
financeiras diferentes e necessidades de financiamento distintas, então, o estudo 
presente pode levar-nos a perceber quais as alterações, relativamente à sua estrutura de 
capital, num ambiente de crise financeira global. As PME’s enfrentam grandes 
                                                          
1
 Definição na secção 2.4 - Abordagem Trade-off  
2
 Definição na secção 2.9 - Teoria Pecking Order 
3
 Fonte: 
http://www.ine.pt/ngt_server/attachfileu.jsp?look_parentBoui=143261306&att_display=n&att_download
=y 
20 
 
preocupações na altura de decidir quais as fontes de financiamento mais adequadas, 
particularmente em situações de novas oportunidades de investimento (Novo 2009). 
O nosso trabalho consiste também em analisar PME’s, cuja atividade económica esteja 
incluída no sector secundário e sector terciário (de forma independente). Nesse sentido, 
esperamos que este estudo possa acrescentar resultados úteis para uma melhor perceção 
das alterações na estrutura de financiamento empresarial. Este trabalho é composto por 
6 capítulos. Depois de se ter procedido à apresentação do objetivo e ter feito referência à 
relevância do tema nesta introdução, o capítulo 2 expõe a revisão bibliográfica, onde se 
exploram e apresentam as teorias clássicas acerca da estrutura de capital e os seus 
impulsionadores, adeptos e críticos. No terceiro capítulo introduz-se o conceito de 
PME, explicando as suas características gerais, classificação e a sua capacidade para 
afetar a economia nacional. O quarto capítulo debruça-se sobre o estudo efetuado com 
base na análise da estrutura de capital das PME portuguesas, com apresentação dos 
dados, amostra e metodologia utilizados. No quinto capítulo procedemos à exposição e 
análise dos resultados obtidos. Por fim, no sexto capítulo são apresentadas conclusões a 
este trabalho, definindo os contributos possíveis oferecidos pela execução desta 
dissertação, as principais limitações e obstáculos encontrados, e destacam-se ideias para 
a realização de trabalhos futuros. 
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2. Teorias clássicas sobre a Estrutura de Capital 
2.1. Estrutura de capital: Definição 
A estrutura de capital (EC) não é um tema com uma definição estática. Esta sofre 
ajustamentos e atualizações ao longo dos anos devido aos constantes estudos efetuados, 
variando desta forma, também de autor para autor, que nem sempre entram em 
concordância em todos os pontos defendidos. Então, apesar de amplamente estudada, a 
estrutura de capital não tem uma única definição. Apresentam-se aqui algumas das 
muitas definições defendidas por autores conceituados nesta área. 
Na grande maioria dos estudos, a estrutura de capital é definida como a proporção entre 
os capitais alheios de médio e longo prazos e os capitais próprios, ou seja, “a mix of 
debt and equity” (Riahi-Belkaoui 1999). 
Segundo (Brealey e Myers 1992), a estrutura de capital é a composição da carteira dos 
diferentes títulos emitidos pela empresa. Baker e Wurgler (2002, p.27) defendem que a EC 
é o “resultado acumulado das tentativas passadas para abordar o mercado de capitais”.  
Duque (1989) - citado por Martins (1998) - afirma que a estrutura de capital da empresa 
não se deve confundir com a sua estrutura financeira, isto porque a estrutura financeira 
engloba todas as fontes de financiamento existentes no passivo e na primeira apenas 
devem constar as fontes de financiamento que resultam de decisões com carácter 
estrutural. Peyrard (1992) e Keown (1985) também defendem esta distinção entre os 
conceitos estrutura de capital e estrutura financeira. 
De seguida vamos proceder à explicação das principais teorias associadas à estrutura de 
capital e dos seus defensores. 
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2.2. Modigliani e Miller (MM) 
Em 1958, Franco Modigliani e Merton Miller desenvolveram uma série de estudos que 
acabariam por se tornar numa das mais debatidas teorias sobre a estrutura de capital e o 
seu contributo ou não na valorização da empresa (Gimenes 1999). Publicaram então, 
pela primeira vez, “The cost of Capital, Corporation Finance and the Theory of 
Investment” (Modigliani e Miller 1958) , onde tentaram demonstrar que duas empresas 
idênticas detêm o mesmo valor, independentemente da sua estrutura de capital, 
assumindo a existência de um mercado perfeito e a inexistência de impostos. A teoria de 
MM apoia-se em vários pressupostos tais como: 
 A existência de um mercado perfeito com informação fidedigna e disponível a 
todos; 
 Os investidores são racionais e avaliam sempre o risco de cada investimento; 
 Os investidores possuem as mesmas oportunidades que as empresas, em 
comprar ou vender fundos; 
 Inexistência de impostos, custos de transação ou custos de falência; 
 As expetativas dos investidores relativamente aos resultados das empresas são 
homogéneas; 
 As empresas podem ser agrupadas em diferentes classes de rendibilidade/risco, 
sendo que empresas da mesma classe são proporcionais e as suas ações são 
substituíveis entre si, para qualquer investidor. 
“De acordo com as hipóteses de simplificação assumidas, todas as vantagens e 
desvantagens relacionadas com o uso da dívida desaparecem, e deste modo, não existe 
uma estrutura óptima de capital, já que nenhuma delas maximiza o valor da empresa, 
face a outra EC alternativa”  (Novo 2009, p.23). 
Estes pressupostos servem de base às três proposições da teoria de MM sobre a 
estrutura de capital. 
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Proposição I: O valor da empresa é o mesmo independentemente da sua estrutura de 
capital (Modigliani e Miller 1958) ou de como se financia. Nesse sentido, o valor de 
uma empresa alavancada será igual ao de uma empresa não alavancada e o investimento 
é independente da origem do seu financiamento. 
De forma analítica temos (Modigliani e Miller 1958, p.268) : 
           
     
   
         
     
  
    (1) 
Onde
4
: 
   = valor de mercado de todos os títulos da empresa j; 
   = valor de mercado do capital próprio da empresa j; 
   = valor de mercado da dívida da empresa j; 
   = resultado médio esperado antes da dedução dos juros e impostos da empresa j; 
    = taxa de atualização que o mercado aplica aos resultados gerados pela empresa 
não endividada da classe k. 
Grinblatt e Titman (2001) defendem que o valor da empresa é medido pelos fluxos de 
caixa gerados. Como a escolha da EC não abrange os fluxos de caixa, conclui-se que o 
valor da empresa também não será afetado (Novo 2009). “Assim, apenas as decisões de 
investimento são relevantes para o valor da empresa, pois são estas que afetam os 
fluxos de caixa” (Novo 2009, p.24). 
Proposição II: A taxa de rendibilidade das ações de uma empresa alavancada é igual à 
taxa de rendibilidade das ações de uma empresa não endividada acrescida de um 
prémio, em função do maior risco financeiro. 
De forma analítica temos (Modigliani e Miller 1958, p.271) : 
                
  
  
     (2) 
Onde
5
: 
    = taxa de rendibilidade do capital próprio ou custo do capital próprio da empresa 
                                                          
4
 Retirado de: (Correia 2003, p.61) 
5
 Retirado de: (Correia 2003, p.61) 
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j; 
    = taxa de atualização que o mercado aplica aos resultados gerados pela empresa 
não endividada da classe k; 
   = taxa de rendibilidade da dívida ou custo da dívida da empresa endividada 
(empresa j); 
   = valor de mercado da dívida da empresa j; 
   = valor de mercado do capital próprio da empresa j. 
O que MM refere com a sua Proposição II é que, à medida que a empresa se endivida, a 
taxa de rendibilidade exigida pelos acionistas cresce linearmente, compensando, dessa 
forma, o maior risco. Novo (2009, p.26) afirma que “como o risco da empresa aumenta 
à medida que esta se torna mais endividada, também o retorno exigido pelos acionistas 
aumenta, uma vez que esse risco vai ser assumido por estes”. “Todavia, MM ressalvam 
que, apesar do endividamento aumentar a taxa de rendibilidade dos acionistas não os 
beneficia, uma vez que o risco financeiro suportado pelos mesmos aumenta também, 
logo o acréscimo de risco é exatamente compensado pelo aumento da rendibilidade 
esperada” (Correia 2003, p.63). 
Proposição III de MM: O valor da empresa é determinado pela sua política de 
resultados e não pela sua política de financiamento, então, a empresa deve escolher 
investimentos com um retorno igual ou superior ao seu custo de capital (Ke) (Saito et al. 
2008). 
Como os autores não consideraram o efeito dos impostos e o fator risco foram alvo de 
inúmeras críticas (Durand 1959; Stiglitz 1969), levando-os a apresentar um novo artigo 
(Modigliani e Miller 1963) contemplando essas críticas e incorporando o efeito dos 
impostos e o fator risco no valor da empresa.  
Conservando-se os pressupostos anteriores e tendo em conta, desta vez, o efeito dos 
impostos, os autores afirmam que o valor de uma empresa endividada é igual ao valor 
de uma empresa equivalente não endividada, adicionada dos benefícios fiscais 
promovidos pelo endividamento. 
Segundo esta linha de pensamento, poderíamos concluir que um capital composto, 
totalmente por financiamento de terceiros seria a solução ótima para a estrutura de 
capital. Todavia, Modigliani e Miller (1963) alertam para o facto de um endividamento 
25 
 
excessivo significar maior risco financeiro e mais custos de acesso ao crédito. Podem 
existir formas mais vantajosas que o endividamento tais como a utilização de resultados 
retidos pela empresa. 
2.3. Teoria Tradicional 
A teoria tradicional, proposta por Durand (1952) procura compreender em como é 
afetado o valor da empresa com o aumento do grau de endividamento. Esta teoria 
pressupõe a existência de uma EC ótima que maximiza o valor da empresa. 
Existem, no entanto, duas abordagens opostas, referentes ao tratamento do 
endividamento: a abordagem pelo lucro líquido e a abordagem pelo lucro operacional. 
Outra abordagem foi criada (denominada de método tradicional) oferecendo um meio-
termo às duas abordagens. 
2.3.1. Abordagem pelo Lucro Líquido 
Esta abordagem defende o aumento do grau de endividamento como forma de diminuir 
os custos de capital e, consequentemente aumentar o valor da empresa. 
O custo do capital próprio (re) e o custo de endividamento (rd) mantêm-se constantes à 
medida que aumenta o grau de endividamento da empresa e como, por norma, os 
recursos de terceiros (capital alheio) são mais baratos que os recursos próprios, o custo 
médio ponderado (CMPC ou WACC – do inglês weighted average cost of capital) vai 
diminuindo, aproximando-se do custo do capital alheio (rd) (Gimenes 1999). Segundo 
esta abordagem, a estrutura ótima de capital é aquela em que o custo médio ponderado 
do capital é igual ao custo do capital alheio (WACC=rd).  
Como é óbvio, esta abordagem ignora o fator risco associado ao aumento do 
endividamento da empresa e defende uma estrutura de capital composta integralmente 
por capitais alheios.  
2.3.2. Abordagem do Lucro Operacional Líquido 
A abordagem do lucro operacional líquido vem contestar a abordagem anterior, 
defendendo que a estrutura de capital não altera o valor da empresa. Isto acontece 
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porque, quando ocorre um aumento do grau de endividamento por parte da empresa, os 
acionistas preveem um maior risco e exigem um maior retorno sobre o seu capital 
investido (re), compatível com esse risco acrescido. O que acontece é que esse aumento 
de endividamento, apesar de proporcionar um custo de capital alheio (rd) menor, leva a 
um aumento dos custos do capital próprio (re) e a uma compensação, fazendo com que o 
custo médio ponderado (CMPC) se mantenha constante, ou seja, o valor da empresa não 
se altera.  
Pode então dizer-se que, segundo esta abordagem, não existe qualquer estrutura ótima 
de capital, sendo mesmo esta, irrelevante (Gimenes 1999). 
2.3.3. Abordagem pelo Método Tradicional 
Esta abordagem veio representar um meio-termo entre as duas abordagens anteriores, 
argumentando que com um endividamento moderado da empresa, os acionistas tendem 
a desvalorizar ou a não dar atenção suficiente ao risco financeiro (Brealey e Myers 
1992), atuando tardiamente ao nível do retorno exigido (ke). Isso provoca uma 
diminuição do custo médio ponderado (WACC) e um aumento do valor da empresa. 
Porém, com o uso excessivo de recursos de terceiros, estes tornam-se mais caros e o 
custo do capital alheio (Kd) aumenta, o que provoca um aumento do custo médio 
ponderado (WACC) e, consequentemente, uma diminuição do valor da empresa. 
2.4. Abordagem Trade-off 
Com a adição dos benefícios fiscais, dos custos de agência e dos custos de falência à 
teoria de Modigliani e Miller (1958), obtém-se a abordagem trade-off que defende a 
existência de uma estrutura de capital ótima e que tem como objetivo encontrar um 
equilíbrio entre os benefícios fiscais e os custos de financiamento (i.e. insolvência).  
Reconhece-se atualmente a existência de custos associados à falência e a benefícios 
fiscais nos pagamentos de juros efetuados pela empresa, invalidando assim, o teorema 
da irrelevância de Modigliani e Miller (1958), precisamente porque a probabilidade da 
distribuição futura de cash-flows altera-se à medida que a probabilidade de ocorrência 
de custos de falência varia (Jensen e Meckling 1976).  
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Segundo esta abordagem, é suposto a empresa ir substituindo os seus capitais alheios 
por capitais próprios ou vice-versa, de forma a maximizar o valor da empresa (Myers 
1984). Neste sentido, o recurso ao endividamento oferece benefícios fiscais, mas 
também, custos associados à falência das empresas. Pode-se referir ainda que a 
probabilidade de se incorrer em falência é tanto maior quanto maior for o grau de 
endividamento da empresa (Vieira e Novo 2010)  e que empresas com maiores 
rentabilidades conseguem endividar-se mais e tirar maior proveito de benefícios 
provenientes da dívida.  
Ainda segundo Novo (2009, p.31), “de acordo com a teoria trade-off, pode-se inferir 
que, enquanto os custos de falência são fortes limitadores dos altos níveis de 
endividamento desejados pelos gestores, os benefícios fiscais são incentivadores do 
endividamento. Desta forma, o valor da empresa será determinado pelo equilíbrio 
dessas duas forças”. Assim, a teoria do trade-off, permite constituir um valor ótimo da 
EC, através da conjugação dos benefícios fiscais e dos custos de insolvência financeira 
(Junior 2012). 
2.5. Teoria da Agência 
De acordo com Jensen e Meckling (1976), existe um trade-off entre os benefícios fiscais 
e os custos de agência. As empresas incorrem em dois tipos de custos de agência – 
custos associados aos detentores de capital externos e custos associados à presença de 
dívida externa na estrutura de capital (Jensen e Meckling 1976). 
A teoria dos custos de agência defende o conceito de uma estrutura ótima de capital, isto 
porque existe um determinado nível de estruturação de capital (próprio e alheio) onde os 
custos de agência são minimizados de forma a se poder recorrer, de modo mais 
inteligente e vantajoso, aos benefícios fiscais.  
Os custos de agência referem-se, por exemplo, a gastos com a monitorização do 
comportamento dos administradores (gestores internos) da empresa, gastos de 
restruturação da empresa, custos relacionados com o incumprimento da dívida a 
terceiros e provêm do choque de interesses entre acionistas e gestores, e acionistas e 
credores. Os administradores e os acionistas discordam sobre decisões operacionais da 
empresa (Harris e Raviv 1991). As decisões dos gestores nem sempre têm como 
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objetivo a maximização do valor da empresa, agindo por vezes em proveito próprio 
(escritórios luxuosos, viagens em 1ª classe, carros de luxo, etc.) manipulando ou 
ocultando informação importante. Nesse sentido, os acionistas tentam assumir o 
controlo do seu capital delegando algumas funções (auditorias) a agentes externos, 
nomeando investidores externos para o conselho de administração ou definindo novas 
regras de remuneração em função de objetivos financeiros.  
No conflito entre acionistas e credores, e principalmente em situações de dificuldades 
financeiras, os acionistas tomam decisões estratégicas que visam o benefício próprio 
prejudicando os credores da empresa. No caso de investimentos em projetos de maior 
risco (e maior retorno esperado), os acionistas recorrem a créditos que por norma 
definem regras de retorno fixo, através de juros. Nestas situações, os credores assumem 
os custos do investimento e os acionistas capturam os ganhos elevados. Se o projeto não 
for bem-sucedido, a empresa poderá falir e os credores podem perder o investimento 
(Moraes 2005) . Os acionistas, por terem responsabilidade limitada ao capital próprio da 
empresa, perdem o capital já investido mas não o recurso do novo projeto (Moraes 
2005) . 
Outra situação estudada refere que uma empresa com um grau elevado de 
endividamento não oferece incentivos aos acionistas para investirem em novos projetos 
mesmo que sejam rentáveis. Isto acontece porque, como a empresa possui um 
endividamento alto, os retornos serão direcionados para os credores, em forma de 
pagamento de juros de dívida, já pertencentes à empresa (Myers 1977). 
Jensen e Meckling (1976) sustentam a ideia de que o comportamento dos gestores 
depende dos direitos de propriedade especificados nos contratos, defendendo que, 
quanto maior for o capital detido pelo gestor, mais eficiente será a sua conduta e as suas 
decisões. Concluem ainda que a empresa consegue atingir uma estrutura de capital 
ótima se minimizar os custos de agência. 
Mas também existe a visão de que os custos de agência diminuem o valor da empresa e 
afetam as vantagens fiscais associadas ao financiamento (Ercan e Ban 2005).  
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2.6. Teoria dos Custos de Falência 
Modigliani e Miller (1963) demonstram que o valor da empresa cresce com o recurso ao 
endividamento devido aos benefícios fiscais resultantes. Estas conclusões implicam que 
exista um capital totalmente financiado através de endividamento externo de forma a 
maximizar o valor da empresa. Apercebendo-se da inconsistência deste modelo, 
Modigliani e Miller (1963, p.442) afirmam: “Será útil relembrar os leitores, que a 
existência de benefícios fiscais (…) não significa necessariamente que as empresas 
devam sempre usar o máximo de endividamento possível na sua estrutura de capital 
(...) existem, limitações impostas pelos credores (…) assim como muitas outras 
dimensões (e tipos de custos) nos problemas de estratégia financeira que surgem na 
vida real.” 
Então, se um aumento do endividamento da empresa resulta num aumento do seu valor, 
esse mesmo aumento de endividamento origina custos de falência diretos e indiretos 
que diminuem esse valor. Nesse sentido, é extremamente importante que se mantenha 
um equilíbrio entre os benefícios fiscais (endividamento) e o risco de falência (Peterson 
1994). Segundo Scott (1976), o nível de endividamento ótimo “é uma função crescente 
do valor de liquidação dos ativos, da taxa de imposto sobre as empresas e da dimensão 
da empresa”. Warner (1977) não concorda, afirmando que os custos de falência das 
empresas de menor dimensão representam uma proporção maior face ao valor dos seus 
ativos, prejudicando-as mais do que às outras empresas maiores.   
O risco de falência que as empresas enfrentam pode levar a um aumento dos custos de 
endividamento externo e da dificuldade de acesso ao crédito, e isto significa um 
aumento do custo do capital. Por outras palavras, pode-se afirmar que o aumento das 
taxas de juro concedidas pelas instituições financeiras aumenta a probabilidade de 
falência da empresa e os seus custos de falência (Demir et al. 2008).  
2.7. Assimetria de Informação 
Segundo Harris e Raviv (1990), a assimetria de informação ocorre quando os gestores 
das empresas (insiders) detêm informação relativa à empresa que os investidores 
(outsiders) não possuem. Os administradores e os acionistas também possuem 
informação privilegiada que não está disponível ao público em geral. Essa informação 
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pode ser referente, por exemplo, a projeções de vendas, investimentos futuros, custos da 
empresa, entre outras.  
As principais abordagens que focalizam a assimetria de informação são duas: 
Sinalização e Pecking Order. A primeira, fruto dos estudos de Leland e Pyle (1977) e 
Ross (1977), defende que os gestores têm informação que os investidores não têm e 
vice-versa. Neste sentido, quando ocorre uma alteração na estrutura de capital, são 
enviados sinais para o mercado, que podem ser interpretados positiva ou negativamente 
pelo mesmo. A segunda abordagem, originária dos estudos de Donaldson (2000) e 
posteriormente desenvolvida por Myers e Majluf (1984) e Myers (1984), é denominada 
de hipótese pecking order. Esta abordagem afirma que as empresas, na altura de investir 
dão preferência a certas fontes de financiamento, hierarquizadas entre si
6
. 
Myers e Majluf (1984) defendem que as empresas devem aumentar a sua flexibilidade 
financeira (através da limitação de dividendos ou emissão de ações, por exemplo) 
quando a assimetria de informação é menos evidente. Uma maior transparência de 
informação permite aos investidores terem conhecimento da situação real da empresa e 
entenderem as razões e os motivos das decisões dos gestores, mesmo quando essas 
decisões os afetam a curto prazo, apesar de garantirem a sustentabilidade financeira da 
empresa. 
2.8. Teoria da Sinalização 
O mercado de capitais não é perfeito e um dos fatores que o comprova é a assimetria de 
informação (Correia 2003), isto deve-se ao facto de nem todos os stakeholders 
possuírem a mesma informação, o que os leva a ter comportamentos, por vezes, 
completamente distintos em situações idênticas. A divulgação de informação relevante 
ao mercado compreende custos, nesse sentido, os insiders recorrem ao envio de sinais. 
Leland e Pyle (1977) e Ross (1977) estudaram este fenómeno e descobriram que os 
gestores enviam sinais para o mercado com o objetivo de informar os outsiders acerca 
do estado financeiro da empresa. Ross (1977) defende que os investidores interpretam 
as decisões financeiras de forma a descodificar a informação oculta sobre os fluxos de 
rendimentos futuros que está implícita nessas decisões e que é dada pelos gestores. Este 
autor (entre outros que a desenvolveram posteriormente), foi pioneiro ao demonstrar 
                                                          
6
 Este tema é aprofundado na Secção 2.9 - Teoria Pecking Order 
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que existe a possibilidade de os gestores sinalizarem expetativas de rendimentos futuros 
ao mercado através do endividamento. 
Um dos exemplos de sinalização é o nível de endividamento – quando os gestores 
decidem recorrer à emissão de dívida, esta situação é entendida pelo mercado como um 
sinal positivo, já que a emissão de dívida demonstra que a empresa é sustentável e que 
se prevê um futuro otimista para a mesma (Novo 2009). Empresas com maiores 
dificuldades financeiras não recorrem com facilidade ao endividamento externo, ou 
porque o seu acesso é-lhes restrito ou porque não têm capacidade de suportar os custos 
inerentes à dívida.  
Outro exemplo de sinalização é através da política de dividendos – as expetativas dos 
gestores podem refletir-se na sua política de distribuição de dividendos o que permite 
aos investidores percecionarem oportunidades de rendimentos futuros da empresa. 
Desta forma, segundo Ross (1977) pode dizer-se que existe uma relação positiva entre a 
variação na política de dividendos e a reação do mercado.  
Por outro lado, Leland e Pyle (1977), no seu modelo, entendem que o valor da empresa 
é maior quando a participação do gestor no seu capital próprio for superior. Com uma 
parcela maior no capital da empresa, o gestor terá maior responsabilidade nas 
consequências das suas decisões e optará por investir em projetos com maior 
probabilidade de resultados positivos. Ao recorrer ao endividamento, o gestor amplia o 
seu património na empresa e envia sinais positivos para o mercado.  
2.9. Teoria Pecking Order 
Contrariamente à abordagem trade-off, a teoria pecking order, originária dos estudos de 
Donaldson (2000), afirma que “os gestores dão maior preferência ao financiamento 
interno como fonte de novos fundos e só recorrem a fontes externas em último caso”. 
Myers (1984) deu continuidade a este estudo, defendendo a existência de uma 
hierarquia nas fontes de financiamento, ordenadas de forma crescente de acordo com o 
seu risco associado e acrescentando (segundo Martins et al. (2009))
7
: 
 As empresas preferem financiamento interno; 
                                                          
7
 Retirado de Junior (2012, p.15) 
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 As empresas adaptam os seus rácios objetivo de distribuição de dividendos às 
oportunidades de investimento esperado, de forma a evitarem que estes sofram 
alterações bruscas;  
 A necessidade de uma política de dividendos estáveis, aliada às flutuações não 
previsíveis da rendibilidade da empresa e das suas oportunidades de 
investimento, implica que os fundos gerados internamente sejam superiores ou 
inferiores às exigências de financiamento impostas pelas oportunidades de 
crescimento. Se forem superiores, a empresa amortiza dívida e/ou adquire títulos 
negociáveis nos mercados de capitais; se forem inferiores, vende os títulos 
negociáveis que detêm;  
 Se o financiamento externo for absolutamente necessário, as empresas começam 
por recorrer ao endividamento, seguidamente emitem títulos híbridos
8
 – de que 
são exemplos as ações preferenciais, as obrigações convertíveis e as obrigações 
com direitos de subscrição de ações – e, só em último recurso, recorrem à 
emissão de novas ações.  
De acordo com Myers e Majluf (1984), a emissão de novas ações, como forma de 
financiamento, provoca uma diminuição do preço das ações atuais, prejudicando os 
acionistas antigos. Pelo contrário, o financiamento interno não afeta a perceção de valor 
da empresa por parte do mercado e não faz com que o preço das ações varie. A 
existência de assimetrias de informação leva, segundo Myers e Majluf (1984), a que 
ocorram erros na avaliação da empresa por parte do mercado (subavaliação ou 
sobreavaliação). Por exemplo, no caso de a empresa estar subavaliada pelo mercado e 
decidir aumentar o seu capital, os novos acionistas irão ver a sua riqueza aumentar num 
valor superior ao Valor Atual Líquido (VAL) (Junior 2012).  
Segundo a teoria pecking order, a empresa vai adaptando a sua estrutura de 
endividamento de acordo com a sua situação financeira. É possível dizer-se então, que a 
                                                          
8
 “ Os híbridos têm a característica comum de possuírem elementos comuns às ações e às obrigações. 
Assim, são híbridos as ações preferenciais, que, sendo ações, proporcionam um rendimento mínimo fixo, 
as obrigações convertíveis, que proporcionam ao seu subscritor um rendimento fixo inferior ao de uma 
obrigação clássica em troca da opção de conversão da obrigação em ação no futuro em condições 
favoráveis, e as obrigações com direitos de subscrição de ações, análogas às convertíveis mas dando 
acesso ao capital através da possibilidade de subscrever, também no futuro, novas ações a um preço 
inferior ao do mercado.” (Alpalhão, 1994, p.7) 
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hipótese pecking order contraria a teoria trade-off que defende a existência de uma 
estrutura de capital ótima.  
A teoria pecking order explica o porquê de as empresas com maior rendibilidade 
endividarem-se menos – não por deterem baixos rácios objetivo de distribuição de 
dividendos mas por não necessitarem de tantos fundos externos. Devido ao facto de a 
política de dividendos oscilar pouco, as empresas com menores rendibilidades recorrem 
a financiamento externo no sentido de cumprirem os seus compromissos com os 
acionistas.  
Há, ainda, autores como Novo (2009) que sustentam que as empresas deveriam reunir 
sempre uma reserva disponível para investir, com o objetivo de oferecer autonomia face ao 
mercado. Alguns autores, tais como, Serrasqueiro e Nunes (2008), Vieira e Novo 
(2010), Daskalakis e Thanou (2010) realizaram estudos empíricos no sentido de 
suportar esta hipótese. Com este intuito Serrasqueiro e Nunes (2008), utilizaram dados 
de um questionário
9
 enviado a 600 PME’s portuguesas, no ano de 1998, de onde 
obtiveram 132 resultados analisáveis. Os autores encontraram evidências no sentido da 
confirmação da hipótese pecking order e concluíram que, das empresas estudadas, eram 
as mais rentáveis as que recorriam menos a endividamento externo, utilizando mais 
fundos internos para investir. Para os anos de 2000 a 2005, Vieira e Novo (2010) 
realizaram um estudo à estrutura de capital de uma amostra de 51 pequenas e médias 
empresas (PME’s) portuguesas concluindo que estas empresas financiam-se em 
primeiro lugar com fundos internos, em segundo lugar com capital alheio e só em 
último caso recorrem a aumentos de capital. Segundo os autores, esta preferência deve-
se ao facto de os empresários não quererem partilhar o seu negócio com terceiros. Já 
Daskalakis e Thanou (2010) estudaram uma amostra de 1018 micro e PME’s gregas, no 
período de 2003 a 2007, chegando à conclusão de que as empresas mais rentáveis 
evitavam o endividamento externo preferindo auto financiar-se. De acordo com os 
autores, esta preferência pelo auto financiamento devia-se aos custos associados ao 
financiamento externo. 
 
                                                          
9
 Os dados deste questionário foram obtidos através da base de dados do Departamento de Estatística do 
Ministério do Emprego Português. 
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3. Pequenas e Médias Empresas 
3.1. Introdução 
As pequenas e médias empresas desempenham um papel muito importante no que 
respeita à manutenção da economia dos países, nomeadamente em períodos de crise, 
quando características como a flexibilidade e a rápida resposta e adaptação a mudanças 
as podem favorecer. A capacidade de recuperação da economia dos países dependerá, 
em grande parte, do dinamismo e da rapidez destas empresas em responderem às 
oportunidades que surgem e na sua capacidade de adaptação e reestruturação às 
condicionantes do mercado (Costa 2005). 
As PME’s são, no fundo, o motor da economia europeia, uma vez que constituem uma 
fonte essencial de postos de trabalho e desenvolvem o espírito empresarial assim como 
a inovação na UE (Verheugen 2006)
10
. 
O Comissário Europeu para a Política Concorrencial
11
 defende que “as PME’s 
transformam o que é bom em ouro «turn good into gold». Elas representam o corpo e a 
alma de toda a nossa economia europeia. Cerca de 99% de todas as empresas 
europeias são PME’s – a força motriz para o crescimento e a inovação em todos os 
sectores (…). Da mesma forma, as PME’s têm raízes locais e um rosto humano, o que 
as torna ainda mais populares – são âncoras necessárias de confiança humana, de 
responsabilidade social e de sustentabilidade nesta era da globalização” (Kroes 2007, 
p.2). 
Oferecendo 2/3 dos empregos do sector privado e contribuindo em mais de metade do 
valor total acrescentado, criado pelos negócios na UE, torna-se evidente a dimensão das 
PME’s12. Esta realidade confirma-se também em Portugal pois segundo o INE, no ano 
de 2010, contabilizavam-se 1 167 811 PME’s, ou seja, 99,9% do total de sociedades. O 
volume de negócios realizado por pequenas e médias empresas representava 54,8% do 
total e a percentagem de pessoal empregado por PME’s correspondia a 71,6% do total 
de empresas.  (INE 2012, p.2). 
                                                          
10
 Günter Verheugen, Membro da Comissão Europeia, Responsável pelas Empresas e a Indústria em 2006 
11
 Neelie Kroes - Comissário Europeu para a Política Concorrencial em 2007 
12
 Fonte: http://ec.europa.eu/enterprise/policies/sme/facts-figures-analysis/index_en.htm 
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3.2. Classificação de PME 
A definição de PME assenta em regras e normas predefinidas que visam uniformizar 
este tipo de classificação. No entanto, estas não são transversais a todas as economias, 
existindo diferenças, por exemplo, entre a União Europeia e os Estados Unidos da 
América. Diferentes países adotam diferentes critérios – tais como número de 
empregados, volume de negócios ou investimento – para definirem as PME (Ayyagari 
et al. 2007).  
Na UE, e de acordo com o Art.º 2º da Recomendação da Comissão nº 2003/361/CE de 
20 de Maio de 2003
13
: 
 A categoria das micro, pequenas e médias empresas (PME) é constituída por 
empresas que empregam menos de 250 pessoas e cujo volume de negócios anual 
não excede 50 milhões de euros ou cujo balanço total anual não excede 43 
milhões de euros; 
 Na categoria das PME, uma pequena empresa é definida como uma empresa que 
emprega menos de 50 pessoas e cujo volume de negócios anual ou balanço total 
anual não excede 10 milhões de euros; 
 Na categoria das PME, uma microempresa é definida como uma empresa que 
emprega menos de 10 pessoas e cujo volume de negócios anual ou balanço total 
anual não excede 2 milhões de euros. 
Nos EUA, a definição de PME foi estabelecida pela U.S. International Trade 
Comission
14
 e resulta dos seguintes pressupostos: 
 Na categoria de PME, as empresas devem empregar menos de 500 
trabalhadores; 
 As PME produtoras e as PME de serviços não exportadoras não possuem 
limitação no que respeita ao volume de negócios resultante da sua atividade; 
                                                          
13
 A Recomendação da Comissão nº 2003/361/CE de 20 de Maio de 2003 pode ser consultada em 
http://www.iapmei.pt/resources/download/r6maio2003.pdf  
14
 Informação retirada de: http://www.usitc.gov/publications/332/pub4125.pdf  
36 
 
 Nas PME exportadoras de serviços, o volume de negócios não deverá 
ultrapassar os 7 milhões de dólares, ou no caso das PME exportadoras de 
serviços de grande valor como as tecnológicas, os 25 milhões de dólares; 
 Nas PME agrícolas, o volume de negócios deve ser inferior aos 250 milhões de 
dólares. 
O termo PME abrange um vasto leque de definições e medidas, no entanto, a variável 
mais comum é o número de empregados, fazendo com que seja difícil definir os limites 
mínimos e máximos para a dimensão de uma PME (Ayyagari et al. 2007).  
Independentemente de se considerar o número de trabalhadores, o volume de negócios, 
o total de balanço ou a estrutura da propriedade, a tarefa de definir uma Pequena e 
Média Empresa, em termos quantitativos, não é, de todo objetiva (Novo 2009). Existem 
empresas que podem ter uma dimensão considerável, num determinado sector de 
atividade (por exemplo a restauração) e que não têm qualquer relevância, quando 
inseridas num quadro em que também participam empresas metalúrgicas ou de 
produção de cimento (Novo 2009).  
3.3. Revisão da Literatura 
Esta secção visa fazer um apanhado de alguns estudos realizados no âmbito da temática 
sobre a estrutura de capital das PME’s e das principais conclusões por eles obtidas. O 
objetivo desta secção é dar a conhecer as diferentes políticas de financiamento das 
empresas, nomeadamente das PME’s, e perceber se as teorias acerca da estrutura de 
capital se aplicam na realidade empresarial.  
As teorias da estrutura de capital não foram desenvolvidas com vista a corresponder às 
PME’s (Ang 1991), pelo que podem não ser diretamente aplicáveis ao sector das 
pequenas e médias empresas (Lucey e MacanBhaird 2006). No entanto, essas teorias 
ajudam-nos a formular e a testar hipóteses respeitantes às decisões de financiamento das 
PME’s (Michaelas et al. 1999). Apesar de considerarmos estes estudos fundamentais, 
pela importância que as PME’s representam na economia nacional, este tipo de 
investigação parece ganhar dimensão apenas no final dos anos 90. 
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Os estudos expostos estão organizados por ordem cronológica e estão estruturados de 
forma a apresentar o objetivo do estudo, os dados da amostra e as principais conclusões 
obtidas na investigação. Tentámos também, tentar apresentar alguma dispersão 
geográfica, no sentido de ficarmos a conhecer os resultados obtidos através de estudos 
aplicados a outros países e realidades distintas. 
Em Portugal, o estudo pioneiro sobre a temática da EC aplicada às PME’s pode ser 
atribuído a Gama (2000). Gama (2000) realizou um estudo sobre 995 PME’s industriais 
portuguesas, recorrendo a dados do Banco de Portugal no período compreendido entre 
1992 e 1996. A autora procedeu a uma regressão linear múltipla, concluindo que os 
impostos condicionam claramente a gestão financeira; os custos de falência provocam 
um grande impacto nas PME’s, o que as torna sensíveis aos riscos do excesso de dívida; 
e que a cedência de garantias desempenha um papel indispensável quando se fala de 
obtenção de novo financiamento. Aqui também se conclui que a falta de dimensão 
dificulta o acesso a capitais alheios de médio e longo prazo e que a idade da empresa, se 
se tratar de uma empresa jovem, pode significar dependência face a capitais alheios. 
Dois anos depois, Sogorb-Mira (2002) debruçou-se no estudo da relevância de cada 
uma das diferentes teorias de financiamento na estrutura de capital das PME’s. Utilizou 
para isso a metodologia de dados em painel aplicada a 3962 empresas espanholas, não 
financeiras. O estudo foi realizado numa dimensão temporal de 5 anos (1994-1998). 
Neste estudo o autor conclui que na teoria fiscal, o endividamento é negativamente 
correlacionado com os benefícios fiscais alternativos, como a depreciação. 
Contrariamente às expectativas observou-se que os impostos estão negativamente 
relacionados com a dívida e que a dimensão da empresa e a estrutura de ativos são 
positivamente correlacionadas, o que confirma a teoria trade-off. Neste estudo, as 
PME’s com maiores oportunidades de crescimento parecem endividar-se mais, contudo, 
esta relação torna-se negativa quando se fala de dívida de curto prazo. Assim, a hipótese 
pecking order parece ser confirmada no que respeita à política de financiamento das 
PME’s, sendo que as PME’s preferem confiar em recursos internos para se financiarem 
em vez de recorrerem a fontes externas à empresa. 
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Serrasqueiro e Duarte (2002) utilizaram dados de um questionário
15
 enviado a 600 
PME’s portuguesas, no ano de 1998, de onde obtiveram 132 resultados analisáveis, 
investigando sobre a importância das fontes de financiamento internas e externas. 
Obtiveram 132 inquéritos respondidos válidos. Comprovaram que as PME’s dão pouca 
importância a fontes externas de capital e que as principais fontes de financiamento 
utilizadas são os resultados retidos e as poupanças pessoais dos empresários. 
Concluíram que as empresas da amostra não dão importância ao mercado de capitais de 
risco, nem ao mercado de ações e que os bancos são a principal fonte de dívida das 
PME’s e, dessa forma, que as PME’s seguem a hipótese pecking order nas suas 
decisões de financiamento. 
Para o Reino Unido, Hutchinson (2003) investigou PME’s em dados de meados dos 
anos 90, no sentido de perceber até que ponto o crescimento das PME’s é determinante 
para a sua estrutura de capital. Os seus resultados sugerem que o crescimento não é mais 
importante para a estrutura de capital do que o lucro, a estrutura de ativos, a dimensão 
da empresa e a sua idade. Mas quando discriminados os tipos de indústrias, o 
crescimento mostra-se significativo em 5 dos 10 (tipos de indústrias). Já o crescimento 
parece estar relacionado com o passivo de longo prazo nas médias empresas. No geral, 
não se concluiu que o crescimento tivesse um papel determinante na estrutura de capital 
das PME’s estudadas. 
Daskalakis e Psillaki (2005), realizaram um estudo com o objetivo de compreender, em 
primeiro lugar, quais as principais determinantes da estrutura de capital das PME’s na 
Grécia e na França, e em segundo lugar, comparar e analisar as diferenças entre ambos 
os países. Foi utilizada uma amostra de 1252 empresas gregas durante um período de 
seis anos (1997-2002) e de 2006 empresas francesas para o mesmo período de tempo. 
Foi utilizada a metodologia de dados em painel analisando amostras recolhidas, 
respetivamente, das bases de dados ICAP
16
 e Diane
17
. Os seus resultados permitiram 
concluir que as PME’s de ambos os países parecem demonstrar comportamentos iguais, 
                                                          
15
 Os dados deste questionário foram obtidos através da base de dados do Departamento de Estatística do 
Ministério do Emprego Português. 
16
 ICAP é uma base de dados pertencente ao grupo ICAP S.A., empresa grega que presta variados 
serviços, entre eles o de Business Information. Esta base de dados possui informação financeira de mais 
de 30.000 empresas da Grécia 
17
  Diane é uma base de dados pertencente à Bureau Van  Dijk, empresa que presta serviços de Company 
information e Business intelligence. Esta base de dados contém informação financeira e económica de 
mais de 400.000 empresas francesas.  
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pois tanto a estrutura de ativos como a rendibilidade das PME’s aparenta estar 
negativamente relacionada com o endividamento. Também a dimensão e as 
oportunidades de crescimento das PME’s estudadas estão positivamente relacionadas 
com o rácio de endividamento e assim concluem que a hipótese pecking order é 
verificada para as PME’s estudadas nesta investigação e para ambos os países. 
Num estudo aplicado do outro lado do Atlântico, Nobre et al. (2006), tiveram como 
objetivo verificar os níveis de endividamento total das PME’s e as suas consequentes 
estruturas de capital. Foram analisadas as demonstrações financeiras de 25 empresas no 
Brasil, no período de 2000 a 2004, tendo os autores construído uma amostra de dados 
em painel. A partir da análise de regressão, foi testada a hipótese de que as variáveis 
explicativas determinam o nível de endividamento total das PME’s. As variáveis 
estudadas emergiram de estudos empíricos anteriores (Gama 2000; Sogorb-Mira 2002; 
Hutchinson 2003). Assim, a variável dependente do estudo é o nível de endividamento 
da empresa (relação entre Passivo total e o Ativo total). Para o nível de Endividamento 
Total, foi testada a seguinte hipótese: H0: As variáveis: Taxa Efetiva de Impostos, 
Outros Benefícios Fiscais, Tamanho da Empresa, Oportunidade de Crescimento, 
Tangibilidade dos Ativos, Lucratividade, Idade da Empresa, Tipo de Tributação, Sector 
Económico e Tipo de Sociedade são determinantes do Nível de Endividamento Total 
das PME’s. Os resultados mais relevantes que foram obtidos demonstram que grande 
parte das observações traz um nível de endividamento zero e que a teoria da estrutura de 
capital tal como é proposta para as grandes empresas não é validada quando aplicada ao 
universo das PME’s. O resultado obtido aparenta ser paradoxal, pois as variáveis (Taxa 
Efetiva, Tangibilidade dos Ativos, Lucratividade e Idade da Empresa), são testes de 
duas teorias que se opõem: a teoria da compensação e a teoria da hierarquia de fontes. 
Neste estudo, os custos de falência trouxeram as variáveis tamanho da empresa e 
tangibilidade dos ativos para o modelo, e estas confirmam a teoria da compensação. Já a 
idade e lucratividade apresentaram relações condizentes com a teoria pecking order. 
Todavia, os resultados das regressões são coerentes com as demais pesquisas realizadas 
noutros países, ou seja, baixos coeficientes de determinação, porém significativos, e o 
nível de endividamento das empresas estudadas sugere uma postura conservadora dos 
seus empresários face ao endividamento. 
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Para a Europa novamente, Lucey e MacanBhaird (2006) focaram o seu estudo na 
estrutura de capital e no financiamento das PME’s da Irlanda. Os autores consideram 
que os estudos empíricos sobre a estrutura de capital das PME’s têm sido dominados 
por investigações que utilizam dados dos Estados Unidos da América ou do Reino 
Unido. Este estudo tentou preencher a lacuna de estudos deste tipo, existente na Irlanda, 
apresentando novos dados e novas conclusões sobre as estruturas de financiamento das 
suas PME’s. Para isso utilizaram uma amostra de dados de 299 pequenas e médias 
empresas, recolhidos através da realização de um inquérito. A análise seguiu uma 
regressão multivariável para as variáveis idade, dimensão, estrutura de propriedade, 
estrutura sectorial, estrutura do ativo e condições para obter garantias de financiamento. 
Com base nos resultados da sua análise, concluíram que o endividamento de longo 
prazo está positivamente relacionado com a estrutura do ativo e negativamente 
relacionado com a idade da empresa. Os dados apresentados também sugerem que a 
estrutura do ativo está negativamente relacionada com o capital externo, aventando que 
as empresas seguem a hipótese pecking order, optando por fontes de financiamento 
externas no mercado da dívida. Também a estrutura de propriedade está negativamente 
relacionada com o capital externo e positivamente relacionada com o capital interno, 
confirmando o desejo de independência e controlo das empresas familiares, resultado 
este congruente com a hipótese pecking order. Os autores também concluíram que as 
empresas com mais oportunidades de crescimento usam maiores níveis de capital 
externo e menores níveis de capitais internos e que a prestação de uma garantia para 
assegurar o financiamento da dívida parece seguir um padrão de ciclo de vida, com as 
empresas menores e mais jovens a estarem mais dependentes dos ativos pessoais do 
proprietário da PME’s. 
Para a Polónia foi realizado um estudo por Klapper et al. (2006)  que teve como 
objetivo testar as diferentes teorias de estrutura de capital aplicadas às PME’s desse 
país, usando a base de dados Amadeus consultada a partir do National Court Register. A 
investigação focou-se num período temporal de 5 anos (1998-2002). Os autores 
recolheram uma amostra que variou entre as 5757 empresas em 1998 e as 15315 
empresas em 2002. Anteriormente ao período de transição, o sistema económico polaco 
era dominado por grandes empresas do estado que empregavam a maioria da mão-de-
obra, realizavam os maiores investimentos e recebiam a maior percentagem de 
financiamentos bancários. Contudo, o processo de liberalização provou ter um papel 
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fundamental nas PME’s, transformando o paradigma do sector privado na Polónia. Este 
estudo permitiu aos autores perceberem que, no geral, as PME’s estudadas são “jovens” 
e pouco propícias a criar novos empregos. Contudo, as PME’s recém-criadas mostram 
ser geradoras ativas de emprego. Grande parte do seu financiamento provém dos seus 
fornecedores, fornecendo assim também, financiamento aos seus clientes. As empresas 
estudadas aparentam estar financeiramente “saudáveis”, com rácios a indicarem maior 
percentagem de cobertura de risco de falência e as empresas maiores, no geral, exibem 
maiores rácios de endividamento. Concluem também que as empresas com maior 
rendibilidade recorrem mais a financiamento externo, conclusão essa suportada pela 
teoria da hierarquização. 
Neste mesmo ano e para Portugal, Rogão (2006) centra-se na identificação das teorias 
predominantes sobre a estrutura de capitais das empresas portuguesas cotadas na Bolsa 
de Valores Mobiliários, nomeadamente a teoria do Trade-off, a teoria da Pecking Order 
e a teoria do Market Timing, entre 1991 e 2004, utilizando modelos de painel na 
obtenção dos resultados empíricos. A autora conclui que o endividamento das empresas 
cotadas portuguesas não varia de forma aleatória, mas reflete um comportamento 
previsto pelas principais teorias do Trade-off e da teoria da Pecking Order. Mas pelos 
resultados obtidos pela proxy da teoria Market Timing, esta só se verifica, na explicação 
da estrutura de capitais das empresas não financeiras portuguesas. 
A relevância da hipótese pecking order foi examinada por Yazdanfar (2008) de forma a 
poder explicar quais os determinantes da estrutura de capital das PME’s da Suécia em 
diferentes indústrias. O estudo foi elaborado utilizando a regressão múltipla e aplicando 
o método de dados em painel para uma amostra de 9082 PME’s, num período de três 
anos (2002-2005). O autor concluiu que o uso de dívida de longo prazo está 
positivamente relacionada com a dimensão e a tangibilidade do ativo, o que indica a 
importância da dimensão da estrutura de ativos fixos como garantia, de forma a permitir 
a obtenção de financiamento de longo prazo. O estudo revelou que a idade, a 
rentabilidade e o risco das empresas estão negativamente relacionados com o uso de 
dívida de longo prazo. Estes resultados suportam a proposição de que o uso de fontes 
internas financeiras aumenta à medida que a empresa cresce. Já o uso de dívida de curto 
prazo está negativamente relacionado com o tamanho, idade, tangibilidade e 
rentabilidade das empresas, e positivamente relacionada com o risco da empresa. Isto 
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implica que as PME’s com alto risco são menos dependentes do valor de garantia para 
obter dívida de curto prazo. Em contradição com a hipótese pecking order, não há 
evidências de que o crescimento seja um bom preditor de estrutura de capital de acordo 
com o modelo global. As diferenças na dívida de curto, médio e longo prazo, não são 
apenas um reflexo da diferença na média das variáveis explicativas, isto porque a 
filiação industrial desempenha um papel muito importante; A teoria pecking order 
parece ser relevante para explicar o comportamento financeiro das PME’s suecas. 
Aplicado a Portugal e recorrendo à base de dados Sistema de Análise de Balanços 
Ibéricos (SABI), que possui registos económicos e financeiros de empresas da 
Península Ibérica, Novo (2009) recolheu dados para 51 PME’s entre 2000 e 2006 
usando um painel balanceado. O estudo aplicou três técnicas comuns para calcular os 
respetivos modelos, que foram o método pooled dos mínimos quadrados, o método dos 
efeitos fixos e método dos efeitos aleatórios. Com base neste estudo ele conclui que à 
medida que aumenta a dimensão das empresas, aumenta também a sua capacidade de 
endividamento, tanto em termos gerais, como no médio e longo prazo, mas à medida 
que aumenta o nível de outros benefícios fiscais para além da dívida, as empresas 
tendem a reduzir o endividamento de curto prazo. Os resultados parecem ainda indiciar 
que à medida que aumenta o peso do imobilizado corpóreo no total do ativo, diminui o 
endividamento geral, bem como o peso do capital alheio de curto prazo na estrutura 
financeira. O autor não encontrou evidência de que antiguidade e reputação são 
sinónimos. Por último, verificou-se uma relação significativamente negativa entre a 
rendibilidade do Ativo e todos os rácios de endividamento. Conclui então que à medida 
que aumenta a capacidade de autofinanciamento da empresa, via maior rendibilidade, 
menos as empresas recorrem ao endividamento, suportando a Teoria do Pecking Order. 
Com o intuito de estudar as empresas do sector das seguradoras, Sharif et al. (2012) 
tentaram provar que os fatores considerados imperativos na formação da EC, aplicados 
a países desenvolvidos, não se mostram tão determinantes quando aplicados ao caso das 
empresas de seguros no Paquistão. Para tal, os autores utilizaram uma amostra de dados 
em painel de 31 empresas do sector dos seguros, entre 2004 e 2009. Através da 
aplicação de métodos estatísticos, Sharif et al. (2012) concluíram que a rendibilidade, a 
reputação e o risco têm uma relação inversa com o endividamento. Por outro lado, o 
crescimento mostrou ter uma relação positiva estatisticamente significativa com o 
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endividamento. Estes resultados indicaram estar em concordância com os pressupostos 
das teorias trade-off e pecking order.  
Mais recentemente, as PME’s e as GE portuguesas foram analisadas por Junior (2012), 
onde o autor procurou estudar os determinantes do Endividamento Total (ET) e do 
endividamento de médio e longo prazo (ELP). Para isso, utilizou uma amostra de 466 
PME’s e outra de 408 GE, para um período temporal de 2005 a 2009. Junior (2012) 
identificou uma maior utilização de Endividamento de curto prazo (ECP), tanto por 
parte das GE como das PME’s. Para as PME’s, o autor concluiu, através dos seus 
resultados, que o Risco e a Rendibilidade são determinantes do ET. Além disto, este 
encontrou evidência estatística da influência do risco, da dimensão, da composição do 
ativo e da rendibilidade no ELP. Por fim, confirmou a hipótese pecking order e a teoria 
trade-off e considerou-as complementares na constituição da estrutura de capital. 
Com o objetivo de identificar os determinantes da EC das GE e das PME’s na 
República Checa, Pinková (2012) muniu-se de uma amostra de 100 empresas 
classificadas pela NACE
18
, com o código 29
19
. A sua amostra proveio de relatórios 
financeiros dessas empresas e abrange o período de 2006 a 2010. Tal como noutros 
estudos, a análise passou pela determinação da correlação entre as variáveis, estatística 
descritiva e regressão multivariada. Os resultados apontam para uma relevância 
estatística entre as variáveis dimensão, composição do ativo, rendibilidade, liquidez e o 
ET. O autor concluiu também, que neste tipo de estudos, a maturidade do 
endividamento deve ser considerada, isto porque os resultados do ET não apresentaram 
resultados suficientemente claros. As teorias trade-off e pecking order não mostram 
evidência total da sua existência, ou seja, uma em detrimento da outra, pelo que o autor 
não remete para a validade individual de nenhuma das duas. 
Por esta breve revisão da literatura apresentada verifica-se que os estudos aplicados ao 
caso português ainda são muito limitados e inconclusivos, apesar de o universo de 
empresas portuguesas ser na sua maioria PME’s (Rogão 2006; Novo 2009; Junior 
2012), prevenientes de vários sectores que não só o industrial (Gama 2000). Deste 
                                                          
18
 Os códigos NACE são designações oficiais das atividades económicas, na União Europeia, assim como 
os códigos CAE o são para Portugal; Fonte: http://www.ccila-portugal.com/pt/publicacoes/nace-codes-
ptde/. 
19
  O código 29 da NACE corresponde a “Comércio (grosso e retalho), reparação de automóveis, 
motociclos, bens de uso pessoal e doméstico”; Fonte: 
http://www2.apcer.pt/arq/fich/Tabela_NACE_IT035v1.pdf 
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modo, o estudo presente procura colmatar esta falha na literatura, incluindo mais PME’s 
no estudo bem como efetuando uma análise distinta por sectores: secundário e terciário. 
Segundo dados fornecidos pelo INE, e apresentados pelo IAPMEI
20
, relativos a 2008, a 
grande maioria das PME portuguesas (64%) exerce a sua atividade nos sectores 
comércio e serviços, sendo que uma percentagem também significativa atua na indústria 
transformadora (12,5%) e na construção (14%). Nesta classificação, exercem atividade 
no turismo 9% das PME. De acordo com estes dados torna-se igualmente importante 
estudar a amostra recolhida por sectores para perceber de que modo, e se influencia de 
modo diferente, a EC é influenciada pelo sector de atividade principal da respetiva 
PME. No capítulo seguinte tentaremos justificar melhor o porquê desta classificação em 
somente dois sectores. 
4. Dados e Metodologia 
Depois de apresentarmos vários estudos empíricos que envolvem a temática da estrutura 
de capital aplicada às PME’s, passamos ao desenvolvimento do estudo proposto por este 
trabalho. Apresentamos de seguida, os dados e a metodologia utilizados no nosso 
estudo. 
4.1. Hipóteses a Testar 
Com este trabalho pretendemos perceber qual a influência de um conjunto de variáveis 
selecionadas sobre o endividamento das PME’s. Desta forma, é necessário definir as 
hipóteses que queremos efetivamente testar, no sentido de posteriormente podermos 
comparar os nossos resultados com os de outros autores.  
Tal como Novo (2009), recorremos a hipóteses formuladas no trabalho de Gama (2000; 
pp.101-110) , sendo estas: 
Hip. 1: “ Quanto maior o nível de outros benefícios fiscais para além da dívida, menor 
o nível de endividamento registado pela empresa”. 
Hip. 2: “ As empresas com um maior risco de negócio tendem a reduzir o peso do 
endividamento na sua estrutura de financiamento uma vez que estão mais expostas ao 
                                                          
20
 Informação recolhida de http://www.iapmei.pt/iapmei-faq-02.php?tema=7#105 
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efeito financeiro de alavanca, pelo que se deparam com uma maior probabilidade de 
insolvência para dado nível de dívida”. 
Hip. 3: “A capacidade de endividamento aumenta à medida que a empresa cresce, 
devendo-se isso à menor probabilidade de a empresa incorrer em custos de insolvência 
financeira face à maior diversificação do seu portfólio de atividades”. 
Hip. 4: “ Quanto maior for o valor de garantia dos ativos da empresa maior será o 
rácio de endividamento”. 
Hip. 5: “A seleção de projetos de menor risco proporciona mais estabilidade à empresa 
reduzindo a probabilidade de falência, aumentando por conseguinte a duração e a 
reputação daquela, conduta que facilita o seu acesso ao endividamento”. 
Hip. 6: “Quanto maior é a rendibilidade da empresa menor é a proporção de 
endividamento na estrutura de capital dada a sua capacidade, via autofinanciamento, 
de financiar o seu crescimento”. 
Hip. 7: “O nível de investimentos recentes está positivamente associado ao aumento do 
nível de endividamento, dada a insuficiência de fundos gerados internamente. Por 
necessitarem de financiamento externo as empresas recorrem à segunda fonte de 
financiamento o endividamento, e só em última instância à emissão de capital”. 
Hip. 8: Todas as variáveis independentes estudadas são determinantes para a formação 
de endividamento. 
De forma a termos um elemento distintivo adicional, decidimos incluir uma hipótese 
adicional para confirmar ou não todas as hipóteses enunciadas anteriormente mas em 
termos sectoriais. Todavia, a previsão inicial é a de que em termos sectoriais não há 
distinção relativamente ao impacto do endividamento, pois se validada a hipótese 8, 
então independentemente do sector, a EC de cada empresa será afectada de igual modo 
por todas as variáveis utilizadas no estudo. 
Hip. 9: Os resultados obtidos na análise sectorial são idênticos, indicando os mesmos 
determinantes do endividamento. Nesse sentido, exclui-se a necessidade de uma análise 
sectorial deste tipo. 
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4.2. Seleção da Amostra 
A recolha de dados foi executada a partir da base de dados SABI (Sistema de Análise de 
Balanços Ibéricos), disponibilizada pelo ISCA-UA (Instituto Superior de Contabilidade 
e Administração da Universidade de Aveiro). Esta base de dados possui informações 
financeiras de empresas portuguesas e espanholas. 
De forma a podermos selecionar uma amostra, procedemos a uma filtragem da base de 
dados, no software SABI. Como primeiro passo, quisemos cingir o nosso estudo a 
empresas portuguesas, para um período temporal de 5 anos (2005-2009). O SABI 
apresentou para esse filtro um resultado de 415.088 empresas. Após essa primeira 
filtragem, procedemos à introdução de filtros económicos e financeiros no sentido de 
selecionar os dados necessários, resultando, sucessivamente, numa diminuição da 
amostra disponibilizada. 
Os filtros utilizados seguidamente respeitaram os critérios definidos na secção 3.2 deste 
trabalho. Os critérios estão apresentados pela ordem de filtragem executada:  
 Volume de Negócios - Para este critério, para uma empresa ser classificada de 
PME deve estar limitada a 50 milhões de euros. A base de dados expôs um 
resultado de 11.594 empresas;  
 Total do Ativo - A classificação de PME define para este critério, um limite 
máximo de 43 milhões de euros. A base de dados apresentou então, um 
resultado de 11.149 empresas;  
 Número de Funcionários - Para este critério, a classificação de PME define que 
a empresa deve possuir no mínimo 10 colaboradores e no máximo 250 
colaboradores. O facto de aplicarmos um limite mínimo e máximo do número de 
trabalhadores pressupõe a exclusão das microempresas e das grandes empresas. 
Após a aplicação deste filtro, o SABI disponibilizou 1214 PME’s com dados 
completos. 
Esta amostra foi utilizada para a nossa análise do total de PME’s. Este estudo contempla 
também, uma análise por sector económico (sector secundário e terciário), facto esse 
que nos levou a reduzir a nossa amostra para 1181 PME’s como explicaremos de 
seguida. 
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Após a introdução da nossa amostra de dados em painel no SPSS, foi possível verificar 
a existência de outliers, e nesse sentido, aplicámos alguns indicadores estatísticos 
disponíveis nesse software, de forma a identificarmos os outliers na nossa amostra total 
(também Gama (2000) procedeu a este tipo de filtragem dos dados). Primeiramente, 
aplicamos o modelo de regressão no SPSS, resultando num quadro chamado Casewise 
Diagnostics
21
 que indica os valores extremos da amostra da variável dependente, através 
da determinação dos resíduos padrão (ou desvio padrão dos resíduos), que relativamente 
ao valor médio, sejam superiores a 2
22
. A literatura sugere-nos, que no máximo, 5% da 
amostra pode ter um resíduo padrão superior a 2, 1% da amostra pode ter um resíduo 
padrão superior a 2,5 e que valores superiores a 3 são de evitar (Field 2009). 
As seguintes ferramentas utilizadas para a identificação de outliers, são a Mahalanobis 
Distance
23
 e o Centered Leverage Value
24
 que analisam apenas as variáveis 
independentes. Para os valores de Mahalanobis Distance, devem ser excluídos aqueles 
que forem maiores que 25 (Field 2009). No caso do Centered Leverage Value, “o SPSS 
«sugere», que valores próximos de 0,2 são seguros, valores entre 0,2 e 0,5 são 
arriscados e valores superiores a 0,5 são de evitar” (Gama, 2000, pp.120). Outros dois 
indicadores utilizados foram a Cooks Distance
25
 e o Standardized DFBeta
26
, procurando 
em ambos, valores superiores a 1 na amostra (Field 2009). Além destes métodos, e 
conforme utilizado por Scherr et al. (1993), excluímos também as empresas que se 
encontram em falência técnica
27
, justificando este processo pelo facto de “continuando 
essas empresas a operar, necessitam de possuir algum capital, pelo que a situação 
refletida nas contas evidencia uma clara «manipulação» da informação contabilística” 
(Scherr et al. 1993) [transcrito de (Gama, 2000, pp.122)]. Após a utilização destas 
filtragens, obtivemos um total de 812 PME’s, correspondendo a cerca de 415 PME’s 
para o sector secundário e 373 PME’s para o sector terciário. 
                                                          
21
 “O SPSS produz uma tabela resumo de estatísticas residuais e estas devem ser analisadas para casos 
extremos” (Field 2009, p.204).  
22
 Valor predefinido pelo SPSS. 
23
 A Mahalanobis Distance “mede a influência de um caso examinando a distância dos casos da(s) 
média(s) da(s) variável(is) previsora(s)” (Field 2009, p.647). 
24
 O Centered Leverage Value é outra medida estatística que permite “calcular a dispersão de cada 
observação relativamente à média de todas as observações” (Gama 2000, p.120). 
25
 A Cooks Distance “é uma medida de influência global de um caso (valor) em um modelo” (Field 2009, 
p.647). 
26
 O Standardized DFBeta é “uma versão padronizada do DFBeta. Esses valores padronizados são mais 
fáceis de usar (…) porque pontos de corte universais podem ser aplicados” (Field 2009, p.646). 
27
 “A falência técnica acontece quando o passivo excede o valor do ativo, ou seja, quando a empresa 
possui uma situação líquida (capitais próprios) negativa” Fonte: 
http://www.thinkfn.com/wikibolsa/Fal%C3%AAncia_t%C3%A9cnica 
48 
 
4.2.1. Divisão por Sector Económico 
Analisando o documento de classificação das atividades económicas INE (2007), 
percebemos que as organizações se encontram classificadas segundo vários critérios 
(Subclasse, Classe, Grupo, Divisão, Secção), do mais ao menos específico, com o 
objetivo de as englobar em secções (de A a I). Cada uma destas secções é respeitante a 
um dos três sectores económicos – Primário: Secções A, B; Secundário: C,D,E,F; 
Terciário: de G a U – como é apresentado em Anexos (Tabela A 1). Foi esta 
classificação que resolvemos aplicar à nossa amostra, respeitando a atividade de cada 
PME. Inicialmente, o nosso propósito seria analisar PME’s dos três principais sectores 
económicos, no entanto, não obtivemos uma amostra expressiva (33 dados) no sector 
primário comparativamente ao sector secundário (609 dados) e terciário (572 dados). 
Consequentemente, apenas foi feito o tratamento dos dados para os sectores económicos 
secundário e terciário, ou seja, para uma amostra de 1181 PME’s, isto antes de 
excluirmos os outliers. Tal como é referido na secção 4.2, após a exclusão dos outliers, 
obtivemos um total de 812 PME’s, correspondendo a cerca de 415 PME’s para o sector 
secundário e 373 PME’s para o sector terciário. Depois de excluídos os outliers o 
período final da nossa amostra foi de 2006 a 2009, com base em dados anuais para cada 
uma das variáveis que identificaremos posteriormente neste mesmo capítulo.  
4.3. Metodologia 
Nesta secção procede-se à apresentação do modelo de análise de dados pelo qual o 
nosso estudo se rege, tentando desta forma, testar as várias hipóteses formuladas na 
secção 4.1. A análise da nossa amostra de 812 PME’s recorre à formulação de 
regressões multivariadas, com o objetivo de explanar a influência de um conjunto de 
variáveis independentes na gestão da estrutura de capital das empresas estudas.  
Tal como em Novo (2009), e outros estudos, utilizamos variáveis que emergiram de 
estudos empíricos realizados anteriormente e que se baseiam em fundamentos teóricos 
(Gama 2000; Sogorb-Mira 2002; Hutchinson 2003). Isto permite-nos comparar 
resultados empíricos com estudos já feitos, tanto para o nosso país (Gama 2000; Novo 
2009), como para outros países já previamente enunciados na revisão da bibliografia 
apresentada. 
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4.3.1. Variáveis Dependentes 
De acordo com Van der Wijst e Thurik (1993), quando se analisa PME’s, existe a 
possibilidade de o impacto dos determinantes de capital (variáveis) ser diferente para 
endividamento de curto-prazo ou para endividamento de longo-prazo. Por exemplo, a 
composição do Ativo e Passivo (Myers 1977) pode estar de tal maneira definida, que os 
Ativos Fixos são usados como garantias para a dívida de longo-prazo. Segundo 
Hutchinson (2003), isto implicaria uma forte relação positiva entre os ativos fixos e a 
dívida de longo prazo mas não necessariamente entre os ativos fixos e a dívida de curto 
prazo, o que esconderia dois efeitos possivelmente distintos. Nesse sentido definimos 
como variáveis dependentes o Endividamento Total calculado através da divisão entre o 
total de passivo e o total do ativo verificado num determinado ano t, o Endividamento 
de Longo-prazo, calculado através da divisão entre o passivo de longo-prazo e o total do 
ativo para esse mesmo ano t e o Endividamento de Curto-prazo calculado através da 
divisão entre o passivo de curto-prazo e o total do ativo verificados no ano t também. 
Tabela 1 Variáveis dependentes 
Variáveis Dependentes Método de Cálculo 
Endividamento Total (ET) 
   
              
                
 
Endividamento de Longo Prazo (ELP) 
    
             
                
 
Endividamento de Curto Prazo (ECP) 
    
             
                
 
Fonte: Elaboração própria 
4.3.2. Variáveis Independentes 
A teoria pecking order, desenvolvida por Myers (1984), forneceu melhores explicações 
em relação ao que determina a estrutura de capital das empresas e baseou-se nos estudos 
de Jensen e Meckling (1976)  acerca da teoria da agência, nos estudos de Myers e 
Majluf (1984) sobre assimetria de informação, e nos estudos de Ross (1977) sobre a 
teoria da sinalização. Os trabalhos de Myers (1977; 1984) identificaram, como 
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determinantes da estrutura de capital, o crescimento, a rendibilidade, a composição do 
ativo, a dimensão e a idade da empresa (Hutchinson 2003). 
No sentido de podermos testar as hipóteses formuladas na secção 4.1, são utilizados os 
seguintes determinantes da estrutura de capital, como variáveis independentes, tal como 
foram usadas por Novo (2009), baseando-se o autor no trabalho de Gama (2000):  
Outros Benefícios Fiscais (OBF) – De acordo com DeAngelo e Masulis (1980), o 
modelo de Miller (1977) fundamentou-se através de princípios pouco realistas, como 
por exemplo, o facto de considerar que o aumento de endividamento traz sempre, 
associado a si, um benefício fiscal, de considerar que as empresas distribuem todos os 
seus resultados e ignorou os custos associados à falência. DeAngelo e Masulis (1980) 
defendem que os benefícios fiscais que estão associados ao endividamento são 
limitados, introduzindo desta forma, outros benefícios fiscais, tais como, as 
depreciações dos ativos fixos tangíveis, as contribuições para fundos de pensão e o 
crédito do imposto para investimento. Estes autores comprovaram que o financiamento 
só é favorável na proporção em que os seus juros puderem ser deduzidos e garantir 
benefícios fiscais. Gama (2000) refere que, com o aumento do endividamento na 
estrutura de capital, aumenta também a probabilidade de existir uma menor cobertura 
por parte dos benefícios fiscais no resultado desse endividamento. Os outros benefícios 
fiscais são calculados através do rácio entre as amortizações do exercício e o ativo total 
(Kim e Sorensen 1986) e esperamos obter uma relação negativa entre esta variável e o 
fator endividamento, tal como sugerem os estudos empíricos (DeAngelo e Masulis 
1980). 
Risco – O risco do negócio refere-se ao nível de incerteza relativamente à capacidade da 
empresa cumprir os seus compromissos no que respeita à dívida, de garantir fontes de 
financiamento, de gerar resultados financeiros positivos (Junior 2012). As PME’s, 
principalmente as mais jovens, têm associados maiores riscos e maior volatilidade da 
sua rendibilidade comparativamente às grandes empresas e mais antigas. A 
determinação desta variável não é linear entre os vários estudos empíricos, ou seja, os 
autores utilizam diferentes métodos de cálculo do risco de negócio. Esta volatilidade 
pode ser interpretada como uma proxy para a incerteza do negócio e risco de falência 
(Yazdanfar 2008). De acordo com Novo (2009), este facto poderá ser uma das causas 
para os resultados contraditórios encontrados pelos diferentes autores. O risco é 
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calculado através coeficiente de variação Pearson das vendas, ou seja, o rácio entre o 
desvio padrão das vendas e a média das vendas. Esperamos comprovar a existência de 
uma relação inversa entre o risco e o rácio do endividamento (DeAngelo e Masulis 
1980; Booth et al. 2001; Gaud et al. 2005).  
Dimensão (DIM) – As PME’s são consideradas menos diversificadas que as GE e, 
nesse sentido, possuem maior risco e probabilidade de falência (Bradley et al. 1984; 
Harris e Raviv 1990; Rajan e Zingales 1995). Isto significa, que devido à sua dimensão, 
as PME’s têm mais restrições no acesso ao crédito. De forma a reduzirem os seus custos 
de assimetria de informação, as PME’s podem preferir recorrer a financiamento de curto 
prazo. Assim, de acordo com a teoria pecking order, poderá existir uma relação negativa 
significativa entre a dimensão e o endividamento de curto prazo (Yazdanfar 2008). 
Todavia, espera-se uma relação positiva entre a variável dimensão e o endividamento 
total. No entanto e segundo Rocha (2000), alguns autores defendem uma relação 
negativa entre dimensão e endividamento, já que consideram que as GE possuem maior 
capacidade de autofinanciamento que as PME’s. Tal como outros autores (Chittenden et 
al. 1996; Hall et al. 2000; Novo 2009; Junior 2012), calculamos a variável dimensão 
através do logaritmo natural do ativo total líquido.  
Composição do Ativo (Comp.A) – Também denominada de tangibilidade do ativo, esta 
variável é reconhecida em vários estudos como a determinante mais importante da EC 
(Scott 1977; Harris e Raviv 1990; Rajan e Zingales 1995; Fama e French 2002). A 
composição dos ativos está relacionada com a assimetria de informação, isto porque, se 
o ativo for constituído, na sua maioria, por ativos fixos tangíveis, estes são mais 
facilmente quantificáveis pelos credores e poderão ser usados como garantia face à 
dívida contraída. Empresas com poucos ativos fixos tangíveis são consideradas pelos 
credores como mais arriscadas (por possuírem menos garantias de cobertura da dívida) 
do que empresas com mais ativos fixos tangíveis. Alguns estudos sugerem que as 
empresas com menos ativos que sirvam de garantia estão mais propensas à falência, a 
assimetrias de informação e ao risco de moral hazard (Titman e Wessels 1988; Rajan e 
Zingales 1995). A assimetria de informação é uma questão importante nas empresas 
porque afeta a confiança dos credores na empresa e cria uma incapacidade de controlo 
dos comportamentos do gestor ou moral hazard. Devido a esta situação, geram-se 
custos de agência elevados nas PME’s, muito por causa da “falta de discernimento por 
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parte do empresário para separar a esfera empresarial da esfera pessoal” (Novo 2009, 
p.75) . A composição do ativo, segundo grande parte dos autores, está positivamente 
relacionada com o endividamento (Myers 1977; Scott 1977; Myers e Majluf 1984) e é 
calculada através do rácio entre os ativos fixos tangíveis e o ativo total líquido. 
Reputação (REP) – Segundo alguns autores (Diamond 1989; Ang 1991), a reputação de 
uma empresa pode servir para diminuir o risco percecionado pelos credores na altura de 
conceder financiamento e, dessa forma, diminuir os conflitos entre as partes. Diamond 
(1989) estudou este fator e defende que as empresas com mais anos de atividade e com 
um bom historial de cumprimento das dívidas adquiridas possuem menores custos de 
agência. Além disso, considera que estas empresas garantem melhores custos de 
financiamento e que, de forma a não prejudicarem a sua reputação, optam por projetos 
seguros. Berger e Udell (1998) e Timmons (2004) comprovaram que a reputação das 
empresas influencia a sua EC – empresas recentes dão preferência ao autofinanciamento 
e a financiamento de fontes informais. Berger e Udell (1998) defendem ainda que as 
pequenas empresas seguem um ciclo de crescimento em que as suas necessidades de 
financiamento se vão alterando assim como as fontes a que recorrem, à medida que a 
sua reputação (idade) aumenta. A relação entre a reputação e o endividamento possui 
alguma discordância entre os autores, com Berger e Udell (1998) a comprovarem uma 
relação positiva e Myers (1984) e Hall et al. (2000) a defenderem uma relação negativa. 
A reputação de uma empresa é definida pelo número de anos de atividade da empresa, 
até ao momento em que termina a amostra deste estudo, ou seja, 2009 (Chittenden et al. 
1996). 
Rendibilidade do Ativo (REND) – Novo (2009) refere que há divergências evidentes 
em relação a esta determinante da EC entre alguns autores e defende a existência de 
duas correntes de pensamento opostas. De acordo com Myers (2001), os resultados 
retidos pelas empresas representam a maior parte das fontes de financiamento usadas. 
Isto é sustentado pela teoria pecking order que sugere que as empresas rentáveis optam 
primeiro por utilizar os resultados retidos para se financiar (Myers 1984; Myers e 
Majluf 1984). Isto resulta numa relação negativa entre a rendibilidade das empresas e o 
rácio de endividamento. No entanto, opinião diferente tem Ross (1977), que defende 
que a rendibilidade funciona como um sinal positivo enviado ao mercado, diminuindo 
assim a assimetria de informação e garantindo o acesso mais facilitado ao crédito 
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(Yazdanfar 2008). Segundo a teoria trade-off, as empresas mais rentáveis são vistas 
como melhores no que toca a gerir os seus riscos, considerando sempre a contrapartida 
fiscal do endividamento. É, neste sentido, aceite por vários autores, a premissa de que as 
empresas mais rentáveis são mais endividadas, por possuírem melhores condições de 
financiamento e serem percecionadas como mais seguras. Neste caso, defende-se uma 
relação positiva entre a rendibilidade e o endividamento (Jordan et al. 1998). A 
rendibilidade de uma empresa, calculada neste trabalho, é dada pelo rácio entre os 
resultados antes de impostos (RAI) e o ativo total líquido (Titman e Wessels 1988; 
Yazdanfar 2008; Novo 2009; Junior 2012) e espera-se uma relação negativa entre as 
variáveis. 
Crescimento (C) – A variável crescimento possui também diferentes interpretações no 
que respeita à sua relação com o endividamento. Os autores não se mostram consensuais 
e apresentam em muitos casos, resultados distintos. Isto pode ser causado pelas 
diferentes fórmulas de determinação do crescimento de uma empresa. Tanto a taxa de 
crescimento do ativo, como a taxa de crescimento das vendas funcionam como proxies 
para a determinação desta variável (Titman e Wessels 1988; Hall et al. 2000). A teoria 
trade-off assume a existência de uma relação negativa entre o crescimento e o 
endividamento (Baskin 1989), isto porque considera que empresas com grandes 
oportunidades de crescimento possuem um maior risco de falência que outras empresas, 
o que envolve maiores custos de agência no sentido de impedir a transferência de 
riqueza dos credores para os acionistas (Myers 1977). Outra visão apoia-se na teoria 
pecking order, que defende uma relação positiva entre a variável crescimento e o 
endividamento (Myers e Majluf 1984). A justificação é a de que as empresas com 
grandes oportunidades de crescimento assumem muitos investimentos, acusando assim 
um défice de cash-flow e tendo a necessidade de recorrer a financiamento externo para 
cumprir os seus compromissos (Yazdanfar 2008). Autores como Michaelas et al. (1999) 
comprovaram ainda, que existe uma correlação positiva entre o crescimento e o 
endividamento de curto prazo, argumentando que é o tipo de dívida mais usada pelas 
PME’s. Assim como utilizado por Gama (2000), Novo (2009) e Junior (2012), 
calculamos a variável crescimento através da taxa de crescimento do ativo total líquido 
da empresa.  
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Na Tabela 1Tabela 2 apresenta-se, de forma resumida, as fórmulas de cálculo destas 
variáveis bem como os sinais esperados para a relação das mesmas com o 
endividamento das empresas utilizadas na amostra. 
Tabela 2 Variáveis independentes 
Variáveis Independentes Método de Cálculo 
Sinal 
Esperado 
Outros Benefícios Fiscais (OBF) 
    
         
                
 
(-) 
Risco                   (-) 
Dimensão (DIM)                (+) 
Composição do Ativo (Comp.A) 
       
   
                
 
(+) 
Reputação (REP)                     (+) 
Rendibilidade do Ativo (REND) 
     
   
                
 
(-) 
Crescimento (C)                        (+) 
Fonte: Elaboração própria 
4.3.3. Regressão 
Seguidamente e após termos definido e apresentado as variáveis dependentes e 
independentes a analisar, falamos um pouco do modelo de regressão que será utilizado 
no nosso estudo. Apoiamo-nos nos estudos de Novo (2009) e Junior (2012), 
selecionando o modelo de regressão multivariada, de forma a podermos aplicar o 
modelo de análise em painel. 
Para cada uma das três variáveis dependentes (ET, ELP e ECP), calcularemos a 
regressão como descrito de seguida: 
Para a variável dependente Endividamento Total: 
                                                 
                                (3) 
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Para a variável dependente Endividamento de médio e longo prazo: 
                                                          
                       (4) 
Para a variável dependente Endividamento de curto prazo: 
                                                                
                 (5) 
Onde: 
  = Representa uma constante, que expõe a interceção da reta com o eixo vertical; 
  = Representa outra constante, que reproduz o declive da reta face a cada uma das 
variáveis independentes, cujo valor representa em quanto faremos variar a variável 
dependente se houver uma alteração de 1% na independente, mantendo tudo o resto 
constante;  
ε  = Representa o erro proveniente das medições efetuadas. 
Como o nosso estudo incidirá, de forma independente, em dois sectores de atividade – 
Secundário e Terciário – foram calculadas um total de seis regressões em painel. 
4.3.4. Dados em Painel 
Os nossos dados serão analisados seguindo a metodologia de dados em painel, isto 
porque consideramos ser uma abordagem mais completa e sendo esta a mais utilizada 
em estudos recentes (Song 2005; Novo 2009; Daskalakis e Thanou 2010; Junior 2012). 
Segundo Novo (2009), “A metodologia dos dados de painel apresenta várias vantagens 
quando comparada com a análise das séries temporais” (Novo 2009, p.79). A 
utilização do método de dados em painel reduz a multicolinearidade entre as variáveis, 
melhorando desta forma, a eficiência da estimação (Baltagi 2005; Daskalakis e Thanou 
2010). Uma grande vantagem de combinar séries temporais e cross-section na análise 
de dados em painel, é que assim podemos descobrir problemas que individualmente não 
poderíamos (Daskalakis e Thanou 2010). A metodologia de dados em painel afirma que 
as variáveis utilizadas são heterogéneas, contudo, as análises por séries temporais ou por 
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cross-section não controlam este fator, correndo-se o risco de obter resultados 
enviesados (Baltagi 2005). 
A nossa amostra total de dados em painel compreende 812 PME’s, para um período de 
4 anos, o que se consubstancia num total de 3248 observações. Novo (2009), com o 
intuito de escolher o método mais adequado à sua análise, compara as principais 
técnicas - método dos mínimos quadrados (PMQ), o modelo dos efeitos fixos (MEF) e o 
modelo dos efeitos aleatórios (MEA) – recorrendo à estatística F e ao teste de Hausman 
(1978). Ele conclui que o modelo mais adequado a ser analisado é o MEF. 
5.  Resultados 
Após a determinação da amostra, das variáveis a analisar e da metodologia a seguir, 
passamos à apresentação e interpretação do poder explicativo dessas mesmas variáveis 
analisando os resultados empíricos obtidos. Como ferramentas de análise estatística 
recorremos aos softwares Microsoft Excel, ao SPSS e ao Eviews (este último para o 
cálculo das regressões (3), (4) e (5) apresentadas no capítulo 4). 
5.1. Análise Correlacional 
Apresentamos agora a estimação dos coeficientes de correlação de Pearson aplicada às 
três amostras (Amostra total: 812, Sector Secundário: 415, Sector Terciário: 373). 
Tabela 3 Matriz de correlação de Pearson para a amostra total 
 
ET ECP ELP OBF Risco DIM Comp.A REP REND C 
ET 1                   
ECP 0,659
**
 1                 
ELP 0,277
**
 -0,540
**
 1               
OBF -0,094
**
 -0,062
**
 -0,03 1             
Risco 0,140
**
 0,065
**
 0,074
**
 -0,048
**
 1           
DIM 0,109
**
 -0,085
**
 0,231
**
 -0,234
**
 0,001 1         
Comp.A -0,025 -0,233
**
 0,270
**
 0,414
**
 -0,083
**
 0,127
**
 1       
REP -0,181
**
 -0,196
**
 0,047
**
 -0,147
**
 -0,228
**
 0,315
**
 0,097
**
 1     
REND -0,280
**
 -0,134
**
 -0,142
**
 0,027 0,002 -0,061
**
 -0,126
**
 -0,109
**
 1   
C 0,155
**
 0,088
**
 0,060
**
 -0,086
**
 0,029 0,107
**
 -0,03 -0,060
**
 0,248
**
 1 
Nota: ** Significativamente diferente de zero ao nível de significância de 1%; Valores a negrito = Correlações fracas, 
moderadas ou fortes 
Fonte: Elaboração própria a partir dos resultados obtidos por aplicação do software 
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Analisando a primeira matriz relativa à amostra total, que se encontra apresentada na 
Tabela 3, podemos constatar que existe, no geral, correlações muito fracas
28
 entre as 
variáveis. Podemos, no entanto, encontrar correlações fracas
29
, na amostra total, 
nomeadamente entre a variável OBF e a variável DIM, entre a variável REP e as 
variáveis DIM e RISCO e entre C e REND. Evidencia-se também uma correlação 
moderada entre OBF e Comp.A. 
No que respeita aos coeficientes de correlação entre o Endividamento Total e as 
variáveis independentes, os nossos resultados não confirmam, integralmente, os sinais 
que se esperavam obter. As correlações que não coincidiram com a nossa previsão 
fizeram-se sentir nas variáveis Risco, Comp.A e REP. Como Gama (2000) conclui, esta 
fraca correlação entre as variáveis independentes e as dependentes denuncia o fraco 
poder explicativo destas variáveis perante ET, ECP e ELP. Observa-se ainda, uma 
correlação moderada
30 
entre o ET e o ECP, e entre o ELP e o ECP na matriz da amostra 
total. 
Tabela 4 Matriz de correlação de Pearson para o sector secundário 
 
ET ECP ELP OBF Risco DIM Comp.A REP REND C 
ET 1                   
ECP 0,597
**
 1                 
ELP 0,256
**
 -0,623
**
 1               
OBF -0,105
**
 -0,056
*
 -0,034 1             
Risco 0,103
**
 0,074
**
 0,011 -0,039 1           
DIM 0,140
**
 -0,120
**
 0,282
**
 -0,271
**
 -0,023 1         
Comp.A -0,012 -0,218
**
 0,252
**
 0,398
**
 -0,118
**
 0,167
**
 1       
REP -0,162
**
 -0,209
**
 0,094
**
 -0,172
**
 -0,278
**
 0,380
**
 0,151
**
 1     
REND -0,218
**
 -0,060
*
 -0,140
**
 0,018 0,055
*
 -0,115
**
 -0,131
**
 -0,153
**
 1   
C 0,216
**
 0,129
**
 0,056
*
 -0,099
**
 0,002 0,119
**
 -0,043 -0,067
**
 0,326
**
 1 
Nota: * Significativamente diferente de zero ao nível de significância de 5%; ** Significativamente diferente de zero 
ao nível de significância de 1%; Valores a negrito = Correlações fracas, moderadas ou fortes 
Fonte: Elaboração própria a partir dos resultados obtidos por aplicação do software 
 
 
                                                          
28
 Sendo a correlação muito fraca: [-0,19; 0,19] (Shimakura 2006). 
29
 Sendo a correlação fraca: [-0,39; - 0,20] Λ [0,20; 0,39] (Shimakura 2006). 
30
 Sendo a correlação moderada: [-0,69; - 0,40] Λ [0,40; 0,69] (Shimakura 2006). 
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Relativamente à amostra do sector secundário, cujos resultados estão expostos na 
Tabela 4, observa-se mais uma vez, uma muito fraca correlação entre as diversas 
variáveis. Verifica-se uma correlação fraca entre as variáveis OBF e DIM, entre REP e 
as variáveis Risco e DIM, e entre C e REND. É de referir que não existem grandes 
diferenças entre as correlações da Tabela 3 e a Tabela 4. Além das correlações fracas, 
observa-se uma correlação moderada, entre as variáveis OBF e Comp.A. Para as 
variáveis dependentes destacamos as correlações moderadas entre ET e ECP e entre 
ECP e ELP. 
O sinal dos coeficientes resultantes não se mostra coincidente com o que era previsto na 
revisão bibliográfica, em particular, com os sinais que Gama (2000) e Novo (2009) 
assumiram como esperados. Obtivemos sinais contrários aos esperados nos coeficientes 
de correlação entre as variáveis Risco, Comp.A e REP e a variável dependente ET. 
Tabela 5 Matriz de correlação de Pearson para o sector terciário 
 
ET ECP ELP OBF Risco DIM Comp.A REP REND C 
ET 1                   
ECP 0,710
**
 1                 
ELP 0,288
**
 -0,470
**
 1               
OBF -0,039 -0,037 0,002 1             
Risco 0,163
**
 0,057
*
 0,128
**
 -0,041 1           
DIM 0,149
**
 0,001 0,186
**
 -0,203
**
 0,081
**
 1         
Comp.A 0,007 -0,214
**
 0,300
**
 0,433
**
 -0,050 0,015 1       
REP -0,183
**
 -0,162
**
 -0,009 -0,133
**
 -0,198
**
 0,164
**
 0,006 1     
REND -0,339
**
 -0,208
**
 -0,142
**
 0,028 -0,050 -0,002 -0,125
**
 -0,067
**
 1   
C 0,093
**
 0,046 0,053
*
 -0,063
*
 0,044 0,090
**
 -0,011 -0,068
**
 0,163
**
 1 
Nota: * Significativamente diferente de zero ao nível de significância de 5%; ** Significativamente diferente de zero 
ao nível de significância de 1%; Valores a negrito = Correlações fracas, moderadas ou fortes 
Fonte: Elaboração própria a partir dos resultados obtidos por aplicação do software 
Por fim, analisamos a Tabela 5, referente à matriz de correlação da amostra do sector 
terciário. Antes de mais, salientamos a existência de mais correlações muito fracas nesta 
amostra. Observa-se uma correlação fraca entre as variáveis OBF e DIM e entre Risco e 
REP. Também se verifica uma correlação moderada entre OBF e Comp.A, que mostra 
ser um resultado concordante com o apresentado nas outras matrizes. Na relação entre 
as três variáveis dependentes, verifica-se uma correlação moderada entre ELP e ECP, e 
uma correlação forte entre ET e ECP. Uma vez mais, os sinais dos coeficientes de 
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correlação, obtidos nas diversas variáveis, não foram totalmente de encontro ao 
esperado. No entanto, as variáveis OBF, DIM, Comp.A, REND e C apresentaram o 
sinal esperado, na sua relação com o ET.  
Como é de notar, os coeficientes de correlação não são muito elevados, com a exceção 
do caso das variáveis dependentes, pelo que temos alguma segurança para afirmar que 
não se verifica casos de multicolinearidade
31
 na análise (Gama 2000; Novo 2009; Junior 
2012). De seguida, iremos proceder à formulação do teste VIF (Variance Inflation 
Factor) por forma a termos certezas de que não existe multicolinearidade nas amostras 
aqui consideradas. 
5.2. Validação dos Pressupostos dos Modelos de Regressão Linear Geral 
5.2.1. Multicolinearidade 
A multicolinearidade é um termo usado em econometria para definir a presença de uma 
relação linear ou “quase linear” entre as variáveis independentes (Silvey 1969). O teste 
VIF e a Tolerância são métodos largamente utilizados pelos vários autores para medir o 
grau de multicolinearidade existente entre as variáveis no modelo de regressão. O teste 
VIF mede a proporção em que a variância de um coeficiente de regressão estimado 
cresce, devido à colinearidade. O VIF calcula-se através da seguinte fórmula: 
 
    
 
     
       (6) 
Onde: 
  
  = Coeficiente de determinação 
Segundo O'Brien (2007), valores de VIF de 10, ou até mesmo de 4 (que equivale a um 
grau de tolerância entre 0,10 e 0,25), têm sido utilizados como regra na definição de 
multicolinearidade excessiva. Estas regras são muitas vezes usadas para questionar os 
                                                          
31
 “Algumas indicações da presença de multicolinearidade são: Valores altos do coeficiente de 
correlação; grandes alterações nas estimativas dos coeficientes de regressão, quando uma variável 
independente for adicionada ou retirada do modelo, ou quando uma observação for alterada ou 
eliminada; a rejeição da hipótese H0: β1 = β2 = … = βk = 0, mas nenhuma rejeição das hipóteses H0: βi = 
0, i = 1,2,…,k, sobre os coeficientes individuais de regressão (…)”(Miloca e Conejo 2011, pp.2). 
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resultados de uma análise, mesmo quando estes provêm de bases estatísticas sólidas 
(O'Brien 2007). Como podemos observar na Tabela 6, os valores de VIF variam entre 
1,07 e 1,38, valores esses que não se aproximam dos limites referidos por O'Brien 
(2007). 
      Tabela 6 VIF - Amostra total 
Coeficientes ET ECP ELP 
  Tolerância VIF Tolerância VIF Tolerância VIF 
OBF 0,725 1,380 0,725 1,380 0,725 1,380 
Risco 0,935 1,069 0,935 1,069 0,935 1,069 
DIM 0,810 1,235 0,810 1,235 0,810 1,235 
CompA 0,750 1,333 0,750 1,333 0,750 1,333 
REP 0,822 1,216 0,822 1,216 0,822 1,216 
REND 0,908 1,102 0,908 1,102 0,908 1,102 
C 0,912 1,097 0,912 1,097 0,912 1,097 
      Fonte: Elaboração própria a partir dos resultados obtidos por aplicação do software 
 
A Tabela 7 apresenta-nos os valores de VIF para o sector secundário, confirmando 
novamente a inexistência de colinearidade nesta amostra. Os valores de VIF expostos, 
variam de 1,11 a 1,42.  
 
      Tabela 7 VIF - Sector secundário 
Coeficientes ET ECP ELP 
  Tolerância VIF Tolerância VIF Tolerância VIF 
OBF 0,704 1,419 0,704 1,419 0,704 1,419 
Risco 0,904 1,107 0,904 1,107 0,904 1,107 
DIM 0,735 1,360 0,735 1,360 0,735 1,360 
CompA 0,731 1,368 0,731 1,368 0,731 1,368 
REP 0,748 1,337 0,748 1,337 0,748 1,337 
REND 0,853 1,172 0,853 1,172 0,853 1,172 
C 0,855 1,169 0,855 1,169 0,855 1,169 
      Fonte: Elaboração própria a partir dos resultados obtidos por aplicação do software 
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O último quadro (Tabela 8), reflete os resultados de VIF para a amostra do sector 
terciário. Uma vez mais, a questão de multicolinearidade não se aplica, isto porque o 
valor máximo de VIF é de 1,34, o qual é verificado para a variável ET e OBF.  
 
      Tabela 8 VIF - Sector terciário 
Coeficientes ET ECP ELP 
  Tolerância VIF Tolerância VIF Tolerância VIF 
OBF 0,748 1,336 0,748 1,336 0,748 1,336 
Risco 0,939 1,066 0,939 1,066 0,939 1,066 
DIM 0,910 1,098 0,910 1,098 0,910 1,098 
CompA 0,778 1,285 0,778 1,285 0,778 1,285 
REP 0,905 1,105 0,905 1,105 0,905 1,105 
REND 0,941 1,063 0,941 1,063 0,941 1,063 
C 0,954 1,048 0,954 1,048 0,954 1,048 
      Fonte: Elaboração própria a partir dos resultados obtidos por aplicação do software 
5.2.2. Autocorrelação 
O modelo de regressão linear pressupõe que não existe autocorrelação entre as variáveis 
aleatórias. Esta autocorrelação está associada, sobretudo, a séries temporais, porém, esta 
pode evidenciar-se quando se recorre ao cross-section para criar dados em painel. 
Para testar se existe autocorrelação entre as variáveis, vamos utilizar o método de 
Durbin-Watson que testa a hipótese nula de que os resíduos de uma regressão OLS 
(ordinary least squares) não são autocorrelacionados. O teste de Durbin-Watson pode 
apresentar valores entre 0 e 4. Um valor perto de 2 indica que não existe autocorrelação, 
um valor perto de 0 indica autocorrelação positiva e um valor perto de 4 indica 
autocorrelação negativa (Evans 2009). 
Como podemos verificar na Tabela 9 os valores resultantes do teste de Durbin-Watson 
apresentados por amostras e por variável dependente estão compreendidos entre 1,9 e 
2,08. Nesta situação podemos concluir que não existe autocorrelação em nenhuma das 
amostras estudadas, ou seja, estes resultados são confirmados independentemente do 
sector de atividade analisado. Pelo que concluímos que não existe problemas de 
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autocorrelação a serem considerados na amostra que estudamos para o período 
previamente definido. 
Tabela 9 Teste Durbin-Watson para as três amostras 
 Variável Dependente Teste Durbin-
Watson 
Autocorrelação 
Amostra Total 
ET 1,921 Não há autocorrelação 
ECP 1,986 Não há autocorrelação 
ELP 1,965 Não há autocorrelação 
Sector Secundário 
ET 1,908 Não há autocorrelação 
ECP 2,034 Não há autocorrelação 
ELP 1,989 Não há autocorrelação 
Sector Terciário 
ET 2,011 Não há autocorrelação 
ECP 2,081 Não há autocorrelação 
ELP 2,065 Não há autocorrelação 
Fonte: Elaboração própria a partir dos resultados obtidos por aplicação do software 
5.2.3. Normalidade 
A regressão linear clássica pressupõe também a existência de uma distribuição normal. 
A ausência desta normalidade, apesar de não afetar a estimativa dos parâmetros do 
modelo (Berry e S. 1985), impede-nos de proceder aos testes de significância - t e F. 
Uma forma de abordar a questão da normalidade é recorrer aos testes de Kolmogorov- 
Smirnov (K-S) e de Shapiro-Wilk. Se o teste for não-significativo (p > 0,05), os dados da 
amostra não diferem significativamente de uma distribuição normal (Field 2009). 
Executando no SPSS o teste K-S com a correção de Lilliefors, podemos verificar que 
existe um desvio da normalidade acentuado para as três variáveis dependentes (ilustrado 
na Tabela 10), pois o seu grau de significância é 0, ou seja, rejeitamos a hipótese de que 
os dados seguem uma distribuição normal. Field (2009) afirma que “em amostras 
grandes é muito fácil obter valores significativos a partir de pequenos desvios da 
normalidade” (Field, 2009, pp.113). Alguns autores defendem que para estes casos de 
amostras grandes que apresentem não-normalidade, o uso do teorema do limite central 
permite, posteriormente, a execução dos testes t e F (Berry e S. 1985; Magalhães 1994; 
Hair et al. 1998). (Lumley et al. 2002) defendem que a crença de que apenas se pode 
63 
 
executar o teste t e a regressão linear para distribuições normais, é errada. Os autores 
concluem que a regressão linear e o teste t oferecem bons resultados em amostras 
relativamente grandes, mesmo em casos de não normalidade dos dados. 
      Tabela 10 Teste de Kolmogorov-Smirnov e de Shapiro-Wilk por amostra 
 
  
Teste de Kolmogorov-
Smirnov
a
 
Teste de Shapiro-Wilk 
 Statistic df Sig. Statistic df Sig. 
Amostra 
Total 
ET 0,115 3248 0,000 0,907 3248 0,000 
ECP 0,054 3248 0,000 0,975 3248 0,000 
ELP 0,222 3248 0,000 0,784 3248 0,000 
Sector 
Secundário 
ET 0,118 1660 0,000 0,907 1660 0,000 
ECP 0,051 1660 0,000 0,976 1660 0,000 
ELP 0,218 1660 0,000 0,801 1660 0,000 
Sector 
Terciário 
ET 0,113 1492 0,000 0,910 1492 0,000 
ECP 0,063 1492 0,000 0,970 1492 0,000 
ELP 0,239 1492 0,000 0,751 1492 0,000 
      a. Correção de Lilliefors 
      Nota: df = nº de observações; sig. = p-value 
      Fonte: Elaboração própria a partir dos resultados obtidos por aplicação do software 
Como a nossa análise compreende uma amostra elevada de 3248 dados, optamos por 
não dar demasiada importância a esta questão, pois tal como sugerido pelos autores 
citados anteriormente a mesma perde relevância. 
5.2.4. Homoscedasticidade 
O pressuposto de Homoscedasticidade assume que a variância (σ2) das variáveis 
aleatórias é constante. Quando este parâmetro não se verifica, estamos perante o 
fenómeno de heteroscedasticidade.  
Na presença de heteroscedasticidade, os dados deixam de ser BLUE (Best, Linear, 
Unbiased Estimators), consequentemente, Correia (2003, pp.195) afirma que “os 
intervalos de confiança e os testes de hipótese baseados nas estatísticas de significância 
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F e t deixam de ser fiáveis e, as conclusões a retirar podem ser ilusórias“, adaptado de 
Pestana e Gageiro (1998). 
Para percebermos se existe Homoscedasticidade na nossa amostra, executamos o teste 
de White, através do software Eviews. Os valores não são aqui apresentados por uma 
questão de espaço, mas serão disponibilizados se necessário. Dos resultados obtidos 
conclui-se que como o valor do p-value é estatisticamente significativo para todos os 
modelos estimados, rejeita-se a hipótese de Homoscedasticidade da amostra, logo, 
estamos perante um caso de Heteroscedasticidade. Por forma a assumirmos a existência 
de um desvio da variância (σ2) nos resíduos, utilizamos a técnica chamada robusto de 
White ou robusto dos erros padrão nas nossas estimações/regressões, técnica esta que é 
permitida pela utilização do software Eviews, procedendo-se assim à adaptação da nossa 
estimação ao contexto de Heteroscedasticidade. 
5.3. Análise Estatística Descritiva 
Como o objetivo deste trabalho assenta na comparação e consequente identificação das 
diferenças entre a amostra total, o sector secundário e o sector terciário, necessitamos 
dos valores médios das variáveis dependentes (ET, ECP e ELP), ou seja, os indicadores 
selecionados para se perceber a estrutura de capital das PME’s portuguesas. De seguida, 
apresentamos as médias e desvios padrão para as variáveis em estudo, obtidos a partir 
da análise de estatística descritiva às nossas três amostras. Estes dados são apresentados 
na tabela 11. 
As empresas analisadas possuem, de um modo geral, um grau médio elevado de ET 
(aproximadamente 71%), considerando já uma análise filtrada de outliers em cerca de 
32%. Estes resultados não são, no entanto, coincidentes com o estudo de Junior (2012), 
que aponta um endividamento total na ordem dos 57%, para os anos de 2005 e 2009, 
para uma amostra de 466 PME’s. Novo (2009) efetuou uma análise das PME’s 
portuguesas no período de 2000 a 2005 e obteve um endividamento superior a 60%. De 
acordo com o INE (2010), o ET das PME’s no ano de 2008 era de 72%, o que se 
aproxima mais dos nossos valores. É necessário salientar a diferença nos valores médios 
de ET identificados entre a amostra do sector secundário (72,54%) e o sector terciário 
(69,10%), onde se conclui que as PME’s que atuam no sector secundário estão mais 
endividadas. 
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Tabela 11 Média e desvio padrão das variáveis dependentes e independentes para amostra total, sector secundário e 
sector terciário 
 Amostra Total Sector Secundário Sector Terciário 
   σ   σ   σ 
ET 70,55% 20,73% 72,54% 18,61% 69,10% 22,35% 
ECP 56,39% 23,66% 57,30% 23,00% 56,43% 24,23% 
ELP 14,16% 18,51% 15,24% 19,09% 12,67% 17,82% 
OBF 0,042 0,042 0,040 0,040 0,042 0,042 
Risco 0,173 0,149 0,195 0,153 0,150 0,140 
DIM 7,165 1,339 6,910 1,402 7,388 1,189 
Comp.A 0,229 0,199 0,210 0,184 0,240 0,209 
REP 20,422 12,725 19,567 12,457 20,934 12,468 
REND 0,014 0,116 0,011 0,112 0,018 0,121 
C 0,023 0,310 0,027 0,331 0,018 0,291 
Nota:   = média; σ = desvio padrão 
Fonte: Elaboração própria a partir dos resultados obtidos por aplicação do software 
Notamos também, o constante crescimento do endividamento por parte das empresas 
analisadas ao longo dos anos
32
. O ECP médio das amostras analisadas apresenta valores 
de 57,30% no sector secundário e 56,43% no sector terciário, o que pode sugerir que os 
investimentos das PME’s são efetuados, na sua maioria, com recurso a financiamento 
externo. Por outro lado, os capitais permanentes (ELP) apresentam valores de 15,24% 
no sector secundário e de 12,67% no sector terciário, onde se evidencia um maior 
recurso a este tipo de financiamento por parte do sector secundário. O valor médio de 
ELP para a amostra total é de 14,16%, e que se demonstra superior ao de Junior (2012) 
(cerca de 13%). Apesar de os nossos valores serem um pouco diferentes aos de outros 
autores, concluímos, tal como eles, que as PME’s se endividam principalmente através 
de financiamentos de curto prazo. Os estudos mais recentes, efetuados em Portugal, 
relacionados com a estrutura de capital das PME’s são nomeadamente: Gama (2000), 
que analisou uma amostra de 995 PME’s industriais entre 1992 e 1996, tendo obtido um 
Endividamento Total de 58%, onde 50% correspondia ao Endividamento de Curto 
                                                          
32
 Esta afirmação fundamenta-se pela nossa observação dos resultados em time series, antes de se ter 
procedido à formulação de dados em painel. Os resultados obtidos em termos temporais serão 
disponibilizados se forem solicitados. 
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Prazo e 8% ao Endividamento de Médio e Longo Prazo; Novo (2009) analisou uma 
amostra de 51 PME’s para os anos compreendidos entre 2000 e 2005 e verificou um 
Endividamento Total de 61%, sendo que 49% correspondem a Endividamento de Curto 
Prazo e 12% a Endividamento de Médio e Longo Prazo; Mais recentemente, Junior 
(2012) estudou a estrutura de capital das PME’s e das GE para o período de 2005 a 
2009, tendo obtido, para as PME’s, um Endividamento Total de 57%, divididos em 44% 
de Endividamento de Curto Prazo e 13% de Endividamento de Médio e Longo Prazo. 
5.4. Modelos de Regressão 
As três tabelas que se seguem (12, 13 e 14), apresentam os resultados obtidos pelos 
modelos de regressão Pooled dos Mínimos Quadrados, Modelo dos Efeitos Fixos e 
Modelo dos Efeitos Variáveis, nas três amostras constituídas e para os três tipos de 
endividamento. 
Segundo Novo (2009), se a estatística F for significativa em todos os casos, o que se 
verifica, a “ hipótese nula dos termos constantes serem idênticos é rejeitada, pelo que 
necessitamos de comparar os resultados obtidos com as estimativas do modelo dos 
efeitos fixos (MEF) e do modelo dos efeitos aleatórios (MEA), através do teste de 
Hausman” (Novo, 2009, pp.86). Os modelos utilizados em dados em painel analisam 
efeitos específicos de grupos, efeitos temporais, ou ambos (Paul 2012). Estes efeitos 
podem ser fixos ou aleatórios.  
De acordo com Gujarati (2003), em 1978 foi desenvolvido um teste por Hausman no 
sentido de escolher qual o modelo a analisar, se o MEF ou se o MEA. Este teste de 
Hausman defende a hipótese nula de que ambos os modelos não diferem 
substancialmente entre si. Como podemos verificar, o p-value do teste de Hausman é 
estatisticamente significativo em todos os casos observados, pelo que se rejeita a 
hipótese nula, ou seja, o MEA não é apropriado neste caso, devendo o MEF ser o 
analisado. 
Há que referir também, que todos os modelos de regressão apresentaram um valor 
razoável de R
2 
Ajustado, o que significa que as variáveis independentes têm um bom 
poder explicativo sobre as variáveis ET, ECP e ELP (Hair et al. 1998). 
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 Tabela 12 Resultados das regressões (3), (4) e (5) - amostra total 
                                                                       (3) 
Coeficiente PMQ 
p-
value 
t MEF 
p-
value 
t MEA 
p-
value 
t 
Constante 
0,644 0,000 13,562 0,509 0,000 5,235 0,615 0,000 4,720 
OBF -0,275 0,002 -3,097 0,118 0,186 1,322 0,038 0,720 0,359 
Risco 0,020 0,000 4,851 -0,049 0,042 -2,032 -0,026 0,170 -1,372 
DIM 0,107 0,000 4,253 0,032 0,000 3,702 0,024 0,099 1,650 
Comp.A -0,029 0,045 -2,009 0,029 0,064 1,856 0,006 0,829 0,216 
REP -0,004 0,000 -15,311 -0,002 0,501 -0,673 -0,004 0,000 -3,967 
REND -0,628 0,000 -20,473 -0,304 0,000 -10,018 -0,334 0,000 -17,212 
C 0,138 0,000 5,693 0,085 0,000 5,483 0,095 0,000 6,912 
N 3248   3248   3248   
R
2 
Ajustado 0,202   0,849   0,161   
Teste F    18,104 0,000     
Teste de Hausman      120,72 0,000  
                                                                     (4) 
Coeficiente PMQ 
p-
value 
t MEF 
p-
value 
t MEA 
p-
value 
t 
Constante 
0,719 0,000 17,512 0,532 0,000 4,606 0,712 0,000 8,366 
OBF 0,159 0,036 2,100 0,325 0,001 3,282 0,285 0,019 2,353 
Risco 0,003 0,899 0,127 0,030 0,325 0,985 -0,017 0,601 -0,523 
DIM -0,003 0,447 -0,760 -0,009 0,286 -1,067 -0,007 0,397 -0,848 
Comp.A -0,297 0,000 -15,476 -0,119 0,002 -3,141 -0,209 0,000 -6,643 
REP -0,003 0,000 -15,163 0,005 0,040 2,058 -0,003 0,000 -5,247 
REND -0,447 0,000 -10,476 -0,203 0,000 -9,188 -0,240 0,000 -10,229 
C 0,099 0,000 4,329 0,074 0,000 9,410 0,081 0,000 7,694 
N 3248   3248   3248   
R
2 
Ajustado 0,132   0,707   0,061   
Teste F    8,830 0,000     
Teste de Hausman      70,329 0,000  
                                                                       (5) 
Coeficiente PMQ 
p-
value 
t MEF 
p-
value 
t MEA 
p-
value 
t 
Constante 
-0,075 0,000 -3,678 -0,023 0,807 -0,245 -0,085 0,064 -1,856 
OBF -0,434 0,000 -26,520 -0,207 0,001 -3,503 0,324 0,000 -13,364 
Risco 0,104 0,000 10,076 -0,080 0,018 -2,375 0,030 0,055 1,922 
DIM 0,023 0,000 7,546 0,041 0,000 8,527 0,029 0,000 4,152 
Comp.A 0,268 0,000 18,495 0,149 0,000 4,588 0,217 0,000 7,620 
REP -0,001 0,000 -7,299 -0,007 0,030 -2,170 -0,001 0,000 -6,486 
REND -0,181 0,000 -14,750 -0,101 0,000 -5,304 -0,130 0,000 -12,828 
C 0,039 0,000 4,590 0,012 0,196 1,293 0,021 0,002 3,063 
N 3248   3248   3248   
R
2 
Ajustado 0,142   0,623   0,067   
Teste F    6,095 0,000     
Teste de Hausman      43,483 0,000  
 Nota: PMQ = Pooled dos Mínimos Quadrados; MEF = Modelo dos Efeitos Fixos; MEA = Modelo dos Efeitos 
Aleatórios; Área sombreada = resultados a analisar; Valores a sublinhado = Coeficientes estatisticamente 
significativos a 10% 
 Fonte: Elaboração própria a partir dos resultados obtidos por aplicação do software  
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De seguida, vamos começar por analisar os resultados obtidos, na Tabela 12, referente à 
amostra total. Como referimos anteriormente, os resultados que serão analisados 
correspondem ao modelo dos efeitos fixos (MEF). Os coeficientes estatisticamente 
significativos estão sublinhados na tabela, por forma a facilitar a sua interpretação. 
Numa primeira observação da Tabela 12, mais concretamente, da secção dos resultados 
obtidos pela aplicação da regressão (3), destacamos que as variáveis que se demonstram 
determinantes para o ET das PME’s são: Risco, DIM, Comp.A, REND e C. Os 
coeficientes obtidos pela regressão (4) indicam que são cinco as variáveis explicativas 
do ECP – OBF, Comp.A, REP, REND e C. A Tabela 12 sugere ainda, na secção de 
resultados da regressão (5) que as variáveis OBF, Risco, DIM, Comp.A, REP e REND, 
têm influência estatística no ELP  
Com o intuito de procedermos a uma análise mais detalhada dos resultados iremos de 
seguida evidenciar os principais resultados obtidos em termos de variáveis explicativas. 
DeAngelo e Masulis (1980) defendem que os benefícios fiscais que estão associados ao 
endividamento são limitados, introduzindo desta forma, outros benefícios fiscais. Estes 
autores comprovaram que o financiamento só é favorável na proporção em que os seus 
juros puderem ser deduzidos e garantir benefícios fiscais. Podemos perceber que a 
variável OBF (Outros Benefícios Fiscais) se mostra significativa, na amostra total, para 
as regressões (4) e (5). Estes resultados vão ao encontro aos resultados de Sogorb-Mira 
(2002) e Novo (2009). Outros autores como Jordan et al. (1998), Moh`d et al. (1998), 
Gama (2000) e Matias (2000) encontraram evidência do peso de OBF, porém, não 
exatamente para estas duas variáveis dependentes. Para a regressão do ECP, Matias 
(2000) obteve resultados semelhantes aos nossos. No caso do ELP, Moh`d et al. (1998) 
encontrou evidências da influência de OBF, porém, com sinal positivo; já Gama (2000), 
suporta o nosso resultado. Os sinais resultantes correspondem ao esperado no caso do 
ELP, porém, estes são contrários no que respeita ao ECP. A Hipótese 1 apenas é 
confirmada para o ECP (regressão (4)). Este resultado é idêntico ao obtido por Novo 
(2009). Em todos os casos em que a variável OBF é considerada significativa, a sua 
relação é elevada, independentemente do seu sinal. Podemos verificar, por exemplo, 
relações de 32% e de -21%, nas regressões (4) e (5), respetivamente. 
O Risco do negócio refere-se ao nível de incerteza relativamente à capacidade da 
empresa cumprir os seus compromissos no que respeita à dívida, de garantir fontes de 
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financiamento e de gerar resultados financeiros positivos (Junior 2012). Como se 
observa na Tabela 12, os resultados expostos demonstram a existência de uma 
influência, por parte do Risco, na determinação das variáveis dependentes ET e ELP. Os 
sinais obtidos são ambos concordantes com o que se esperava, isto no caso da amostra 
total. A nossa Hipótese 2 é confirmada, pois o Risco influencia negativamente o ET e o 
ELP. Alguns autores, como Jordan et al. (1998), Gama (2000), Yazdanfar (2008), Novo 
(2009) e Junior (2012), ao estudarem os determinantes de capital, encontraram 
evidências que sugerem esta influência. Relativamente ao ET, Jordan et al. (1998), 
Gama (2000) e Junior (2012) obtiveram sinais contrários ao esperado, para a variável 
Risco. Para a regressão explicativa do ELP, Yazdanfar (2008) obteve sinal negativo, no 
entanto, Novo (2009) e Junior (2012) encontraram uma relação positiva entre o Risco e 
essa variável dependente. O peso do Risco na constituição do endividamento mostra-se 
baixo, visto que os coeficientes obtidos para esta variável são de -5% e -8%, nas 
regressões (3) e (5), respetivamente.  
As PME’s são consideradas menos diversificadas que as GE e, nesse sentido, possuem 
maior risco e probabilidade de falência (Bradley et al. 1984; Harris e Raviv 1990; Rajan 
e Zingales 1995). Isto significa, que devido à sua dimensão, as PME’s têm mais 
restrições no acesso ao crédito. Vamos de seguida tentar verificar esta proposição 
através da observação dos nossos resultados. 
A variável DIM (Dimensão) tem peso na determinação do ET e do ELP e para ambos 
os modelos, o sinal obtido é o que esperávamos (positivo). A nossa Hipótese 3 é 
confirmada, pois a DIM influencia positivamente o ET e o ELP. Fazendo um apanhado 
de vários estudos empíricos efetuados nesta área, podemos salientar alguns autores 
cujos resultados concluem a influência da DIM na determinação do endividamento, tais 
como Gama (2000), Matias (2000), Short et al. (2002) e Novo (2009). Para o modelo de 
determinação do ET, Gama (2000), Short et al. (2002) e Novo (2009) encontraram 
evidência do poder explicativo da dimensão. No entanto, apesar de Short et al. (2002) e 
Novo (2009) terem obtido uma relação positiva, o mesmo não aconteceu com Gama 
(2000), que apenas obteve uma relação positiva no caso do ECP (cuja evidência não foi 
encontrada nos nossos resultados). Já para o modelo de regressão do ELP, Gama (2000) 
e Matias (2000) concluíram a existência de peso significativo medido pela variável 
DIM. Porém, Gama (2000), mais uma vez, obteve sinal contrário (negativo) ao 
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esperado, coisa que não aconteceu com os resultados de Matias (2000). A influência da 
DIM no endividamento também se mostra tímida nos nossos resultados, apresentando 
coeficientes de 3% e 4% nas regressões (3) e (5), correspondentes ao ET e ELP, 
respetivamente.  
Também denominada de tangibilidade do ativo ou de valor de garantia dos ativos, a 
variável Comp.A (Composição do Ativo) é reconhecida em vários estudos como a 
determinante mais importante da EC (Scott 1977; Harris e Raviv 1990; Rajan e Zingales 
1995; Fama e French 2002). Se o ativo for constituído, na sua maioria, por ativos fixos 
tangíveis, estes são mais facilmente quantificáveis pelos credores e poderão ser usados 
como garantia face à dívida contraída. Na Tabela 12, onde estão descritos os resultados 
dos modelos de regressão (3), (4) e (5), aplicados à amostra total, podemos comprovar a 
existência de evidência estatística da variável Comp.A na determinação de todas as 
variáveis dependentes ET, ECP e ELP. Os sinais obtidos são concordantes com o que 
esperávamos (positivo), no caso das variáveis ET e ELP, porém, tal não se verifica no 
Endividamento de Curto Prazo (ECP). A nossa Hipótese 4 é confirmada, pois a Comp.A 
influencia positivamente o ET e o ELP. Este determinante do endividamento foi 
estudado por diversos autores, dos quais destacamos Gama (2000), Hutchinson (2003), 
Yazdanfar (2008) e Novo (2009). Gama (2000) e Novo (2009) verificaram a existência 
de evidência estatística por parte desta variável, nos modelos de ET e ELP, 
respetivamente, mas obtiveram relações negativas para ambos. Hutchinson (2003) e 
Yazdanfar (2008) comprovaram, nos seus estudos, que existe uma relação positiva entre 
a Comp.A e ELP, no entanto, obtiveram um sinal contrário (negativo) nos seus modelos 
do ECP. Os valores dos coeficientes resultantes são muito díspares nesta variável. A 
regressão (3) apresenta um coeficiente de 3%, a regressão (4) apresenta um coeficiente 
de -12% e a regressão (5), um coeficiente de 15%, sugerindo influência positiva sobre 
ET e ELP, mas negativa no caso do ECP.  
A REP (Reputação) representa, no fundo, a idade da empresa e pretendemos testar se a 
reputação de uma empresa faz com que ela tenha mais facilidades de obtenção de 
financiamento, e consequentemente, se endivide mais. Segundo alguns autores 
(Diamond 1989; Ang 1991), a reputação de uma empresa pode servir para diminuir o 
risco percecionado pelos credores na altura de conceder financiamento e, dessa forma, 
diminuir os conflitos entre as partes. Observando os resultados da Tabela 12, é de 
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salientar que não se verifica uma evidência estatística no modelo do Endividamento 
Total. No entanto, identificamos essa influência nos restantes modelos ECP e ELP, 
sendo que apenas no primeiro, se observa uma relação positiva, tal como era esperado. 
A nossa Hipótese 5 é apenas confirmada para a regressão (4), ou seja, a REP influencia 
positivamente o ECP. A relação entre a reputação e o endividamento possui alguma 
discordância entre os autores, com Berger e Udell (1998) a comprovarem uma relação 
positiva e Myers (1984) e Hall et al. (2000) a defenderem uma relação negativa. O 
estudo de Hutchinson (2003) revela existir uma relação negativa nos modelos de ECP e 
ELP. Já Klapper et al. (2006) encontram evidência estatística nos modelos ET e ELP, 
porém, mais uma vez, com sinais contrários ao esperado. Gama (2000) e Novo (2009) 
encontraram uma relação negativa, tanto para o ET como para o ECP. Esta relação 
negativa é explicada por Gama (2000, p.151) “são as empresas mais jovens e mais 
pequenas aquelas que mais necessitam de recorrer ao endividamento como fonte de 
financiamento, contrariamente às empresas mais antigas que possuem maior 
capacidade de via autofinanciamento financiarem o seu crescimento/desenvolvimento”. 
Observa-se um peso muito baixo, por parte da variável REP, no endividamento, isto 
porque, os coeficientes obtidos são de 0,5% e -0,7%, nos modelos de regressão (4) e (5), 
respetivamente.  
A REND (Rendibilidade do Ativo) foi a variável explicativa que nos apresentou os 
resultados mais constantes e consistentes com os estudos efetuados sobre determinantes 
do endividamento. Segundo a Hipótese 6, pretendemos que a REND tenha uma relação 
negativa com o endividamento, isto porque, com uma maior rendibilidade, a empresa 
procurará inicialmente, recorrer a autofinanciamento, tal como é defendido pela teoria 
pecking order. Pela observação dos resultados, verificamos que a variável REND 
mostra-se estatisticamente significativa para todos os modelos de regressão calculados, 
apresentando uma relação negativa tal como era esperado (confirma-se a Hipótese 6 em 
todas as regressões). Sogorb-Mira (2002), Song (2005), Nobre et al. (2006) e Yazdanfar 
(2008) comprovaram, nos seus estudos, a existência de uma influência estatística 
negativa entre a rendibilidade das empresas e o endividamento para os modelos 
efetuados. Se consultarmos a tabela construída por Correia (2003, p.292), verificamos 
que praticamente nenhum dos autores pesquisados pela autora obteve resultados 
diferentes dos nossos. Podemos então concluir que a influência negativa da 
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rendibilidade face ao endividamento está claramente comprovada, apresentando 
coeficientes de -30%, -20% e -10%, repetivamente, nas regressões (3), (4) e (5).  
Por fim, a variável C (Crescimento do Ativo) possui também diferentes interpretações 
no que respeita à sua relação com o endividamento. Isto pode ser causado pelas 
diferentes fórmulas de determinação do crescimento de uma empresa. Tanto a taxa de 
crescimento do ativo, como a taxa de crescimento das vendas funcionam como proxies 
para a determinação desta variável (Titman e Wessels 1988; Hall et al. 2000). Uma vez 
mais, consideramos a variável independente C como uma das que apresentou os 
resultados mais consistentes com o que se procurava obter. A Tabela 12 mostra-nos a 
existência de influência estatística por parte do C nos modelos de regressão do ET e 
ECP. Em ambos os modelos, obtivemos uma relação positiva, tal como a Hipótese 7 
previa. Ribeiro (2001), Sogorb-Mira (2002), Daskalakis e Psillaki (2005), Song (2005) e 
Junior (2012) comprovaram que a variável C é estatisticamente significativa nos seus 
modelos em estudo. Junior (2012), apesar de ter encontrado evidência estatística para a 
sua amostra de grande empresas, não conseguiu obter essa evidência na sua amostra de 
PME’s. Sogorb-Mira (2002), assim como Song (2005), obtiveram relações positivas 
para o ET e ELP, mas este comprovou uma relação contrária no caso do ECP. 
Daskalakis e Psillaki (2005) comprovaram a existência de influência estatística positiva 
do C no Endividamento Total, nas suas análises às PME’s francesas e gregas. Ribeiro 
(2001), contrariamente aos restantes, comprovou a existência de uma relação negativa 
entre o C e o ET. Esta variável apresenta um peso na constituição de endividamento de 
9% e 7%, nas regressões (3) e (4), respetivamente.  
Assim, e considerando a nossa amostra total de PME’s podemos aceitar a Hipótese 8, 
visto termos comprovado que todas as variáveis são determinantes de algum tipo de 
endividamento, embora não de modo consistente para ET, ECP e ELP, tal como 
evidenciado pela análise de resultados aqui presente. 
  
73 
 
 Tabela 13 Resultados das regressões (3), (4) e (5) – sector secundário 
                                                                       (3) 
Coeficiente PMQ 
p-
value 
t MEF 
p-
value 
t MEA 
p-
value 
t 
Constante 
0,669 0,000 13,060 0,372 0,006 2,773 0,620 0,000 4,505 
OBF -0,351 0,004 -2,873 0,075 0,548 0,602 -0,006 0,968 -0,041 
Risco 0,064 0,000 3,997 -0,059 0,000 -3,649 -0,044 0,005 -2,842 
DIM 0,019 0,001 3,397 0,050 0,000 3,913 0,027 0,113 1,584 
Comp.A 0,007 0,728 0,347 0,037 0,261 1,125 0,013 0,748 0,322 
REP -0,004 0,000 -27,038 0,000 0,926 0,093 -0,004 0,000 -10,929 
REND -0,553 0,000 -20,316 -0,360 0,000 -8,907 -0,370 0,000 -12,602 
C 0,160 0,000 4,826 0,105 0,000 4,714 0,120 0,000 5,876 
N 1660   1660   1660   
R
2 
Ajustado 0,204   0,817   0,228   
Teste F    14,388 0,000     
Teste de Hausman      52,420 0,000  
                                                                     (4) 
Coeficiente PMQ 
p-
value 
t MEF 
p-
value 
t MEA 
p-
value 
t 
Constante 0,758 0,000 13,744 0,587 0,000 5,591 0,735 0,000 6,404 
OBF -0,030 0,836 -0,208 0,506 0,003 2,930 0,339 0,139 1,482 
Risco 0,018 0,393 0,854 0,092 0,042 2,038 0,028 0,330 0,974 
DIM -0,011 0,081 -1,745 -0,019 0,000 -4,022 -0,014 0,317 -1,001 
Comp.A -0,242 0,000 -9,160 -0,131 0,061 -1,873 -0,197 0,000 -3,553 
REP -0,003 0,000 -35,379 0,005 0,149 1,444 -0,002 0,000 -8,696 
REND -0,361 0,000 -7,130 -0,253 0,000 -6,111 -0,259 0,000 -6,067 
C 0,121 0,003 2,995 0,113 0,000 8,401 0,114 0,000 4,778 
N 1660   1660   1660   
R
2 
Ajustado 0,116   0,670   0,789   
Teste F    7,690 0,000     
Teste de Hausman      24,702 0,001  
                                                                       (5) 
Coeficiente PMQ 
p-
value 
t MEF 
p-
value 
t MEA 
p-
value 
t 
Constante -0,088 0,006 -2,755 -0,214 0,001 -3,320 -0,097 0,160 -1,405 
OBF -0,321 0,000 -5,071 -0,431 0,000 -8,632 -0,392 0,000 -4,605 
Risco 0,047 0,015 2,437 -0,150 0,001 -3,330 -0,041 0,110 -1,598 
DIM 0,030 0,000 6,354 0,069 0,000 7,527 0,037 0,000 3,653 
Comp.A 0,249 0,000 18,907 0,168 0,000 3,886 0,212 0,000 7,597 
REP -0,001 0,000 -5,233 -0,005 0,089 -1,704 -0,001 0,000 -5,806 
REND -0,192 0,000 -5,439 -0,107 0,000 -3,678 -0,130 0,000 -4,771 
C 0,039 0,045 1,962 -0,009 0,428 -0,793 0,012 0,415 0,816 
N 1660   1660   1660   
R
2 
Ajustado 0,137   0,619   0,071   
Teste F    6,049 0,000     
Teste de Hausman      28,610 0,000  
 Nota: PMQ = Pooled dos Mínimos Quadrados; MEF = Modelo dos Efeitos Fixos; MEA = Modelo dos Efeitos 
Aleatórios; Área sombreada = resultados a analisar; Valores a sublinhado = Coeficientes estatisticamente 
significativos a 10% 
 Fonte: Elaboração própria a partir dos resultados obtidos por aplicação do software 
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Com o intuito de aprofundar um pouco o nosso estudo, procedemos à divisão sectorial 
da nossa amostra, analisando os dados provenientes do sector secundário e terciário. De 
seguida tentaremos interpretar os resultados da Tabela 13, relativa aos resultados da 
amostra do sector secundário. Como podemos verificar numa primeira observação, as 
variáveis que se mostram significativas para a formação de ET (na regressão (3)) são: o 
Risco, DIM, REND e C. Os resultados da aplicação da regressão (4) apresentam as 
variáveis OBF, Risco, DIM, Comp.A, REND e C como estatisticamente significativas. 
Isto significa que apenas a REP não parece influenciar o ECP. Finalmente, os resultados 
da regressão (5), referente ao ELP, apontam mais uma vez para a existência de 
influência estatística por parte de praticamente todas as variáveis independentes, ficando 
a faltar apenas o C.  
Ao analisarmos cada variável explicativa de forma independente, podemos afirmar que 
os resultados apresentados pelas regressões (3), (4) e (5) diferem um pouco dos 
anteriormente apresentados na Tabela 12, o que pode abrir caminho a novas conclusões. 
Tal como na amostra total, os resultados da Tabela 13 para a variável OBF não 
apresentam evidência estatística na aplicação da regressão (3). Os resultados das 
regressões (4) e (5) são também semelhantes aos da amostra anterior, indicando uma 
evidência estatística em ambas e um sinal contrário ao esperado (positivo) na regressão 
(4). Dessa forma, podemos afirmar que a Hipótese 1 é apenas confirmada na regressão 
referente ao ELP. Os coeficientes da variável OBF, resultantes das regressões (4) e (5) 
são elevados, mas contrários, indicando uma influência de 51% na formação de ECP e 
de -43% no ELP. O Risco apresenta resultados semelhantes aos obtidos na Tabela 12, 
para as regressões (3) e (5), ou seja, a Hipótese 2 é confirmada, pois o C tem uma 
relação inversa com o ET e o ELP, no entanto, este sector surge com um novo dado: no 
sector secundário, comprova-se a evidência estatística de que o Risco influencia de 
forma positiva (contrária ao esperado) o ECP. “Isto indica que as PME’s de maior risco 
preferem recorrer ao ECP” seguindo o raciocínio de Yazdanfar (2008, p.15). Os 
valores dos coeficientes apresentados, são de -6%, 9% e -15%, respectivamente, para as 
três regressões efetuadas. Isto significa, por exemplo, que por cada unidade de Risco 
adicionada, corresponde a um decréscimo de 6% no Endividamento Total. Os resultados 
obtidos nas amostras sectoriais, para a variável DIM, mostram-se totalmente diferentes, 
como iremos observar depois na Tabela 14. No sector secundário encontrámos 
evidência do peso da variável DIM em todos as três regressões calculadas (i.e., (3), (4) e 
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(5)), sendo que, para as regressões do ET e ELP, obtivemos sinais que sustentam as 
crenças existentes na maioria dos estudos (positivos). Conclui-se que a Hipótese 3 é 
comprovada para o sector secundário, no caso do ET e do ELP. Na regressão do ECP, o 
sinal obtido é negativo, contrariamente ao que se esperava. “Antes de mais, o efeito 
negativo da variável DIM no ECP indica que as empresas mais pequenas usam mais 
ECP comparativamente a empresas maiores”  (Yazdanfar 2008, p.15). Os coeficientes 
observados são de 5%, -2% e 7%, para as regressões (3), (4) e (5), respetivamente, pelo 
que não verificamos muita diferença relativamente aos coeficientes calculados na 
amostra total (Tabela 12).  
A tangibilidade do ativo, ou composição do ativo Comp.A apresentou (nesta amostra) 
resultados semelhantes aos da amostra total, ou seja, a variável independente Comp.A 
mostra ter influência estatística na formação do ECP e ELP. Mais uma vez, os sinais são 
negativos para a regressão (4) e positivos para a (5), tal como na amostra total. Como a 
variável Comp.A possui a relação esperada com o ELP, aceitamos a Hipótese 4. Iremos 
verificar na próxima tabela que os resultados do sector terciário são idênticos aos do 
sector secundário, para a variável Comp.A. Esta variável mostra ter um peso de -13% e 
de 17% na constituição de ECP e de ELP, respetivamente. Peso este que não se afasta 
muito do que foi observado na amostra total. A análise da Tabela 13 sugere que a REP 
apenas tem influência estatisticamente significativa na regressão (5), referente ao ELP. 
A relação que se verifica entre a REP e o ELP é negativa, contrariamente ao que se 
esperava. Neste caso rejeitamos a Hipótese 5, pois a REP influencia negativamente o 
ELP. O coeficiente obtido é de -0,5%, o que não mostra grande relevância na formação 
de ELP.  
Analisando o comportamento da variável REND na amostra do sector secundário, 
podemos concluir que, para este sector, a REND apresenta ser estatisticamente 
significativa para todas as três regressões calculadas. Tal como se verifica na amostra 
total, o sinal obtido é igual para os três tipos de endividamento, isto é, negativo, tal 
como se previa inicialmente. Confirma-se então a Hipótese 6, de que a REND é 
inversamente proporcional ao ET, ECP e ELP. Relativamente aos valores dos 
coeficientes apresentados na Tabela 13, a variável REND tem um peso de -36%, -25% e 
-11%, nas regressões (3), (4) e (5), respetivamente. Dessa forma, podemos concluir que 
uma maior rendibilidade e lucratividade das PME’s do sector secundário resulta em 
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menos endividamento. As oportunidades de C das pequenas e médias empresas do 
sector secundário, apresentam resultados idênticos aos da amostra total, ou seja, esta 
variável é estatisticamente significativa na constituição do ET e do ECP. A sua relação é 
positiva (confirmando a Hipótese 7) nas duas regressões e aparenta ter um peso de 11%, 
tanto na regressão (3), como na regressão (4). A Hipótese 8 é rejeitada pois observámos 
uma influência negativa da variável REP no ELP. 
De seguida, iremos analisar a Tabela 14, que corresponde aos resultados obtidos na 
amostra do sector terciário. Esta amostra apresentou menos dados relevantes que a 
amostra do sector secundário, além disso, um desses resultados contraria os 
comprovados na outra amostra. A partir de uma primeira abordagem à Tabela 14 
verificamos que as variáveis iniciais não mostram ser significativas na formação de ET, 
mais precisamente, as variáveis OBF, Risco, DIM e Comp.A. Na regressão (4), relativa 
ao ECP, a Tabela 14 apresenta quase todas as variáveis independentes como possuindo 
peso estatístico – apenas a variável DIM é excluída. No caso da regressão (5), as 
variáveis estatisticamente explicativas são a Comp.A, REP, REND e C. Começando por 
examinar os resultados da variável OBF, observamos apenas evidência estatística na 
regressão (4), relativa ao ECP. A relação entre esta variável independente e o ECP 
mantém-se idêntica à anteriormente verificada nas duas amostras, ou seja, positiva 
(contrária à prevista). Nesse sentido, a Hipótese 1 encontra-se rejeitada. O peso desta 
variável na constituição do ECP é de 29%, o que parece ser bastante relevante, porém 
bastante inferior ao peso de 51% observado na amostra do sector secundário. O Risco 
do negócio, pela observação da Tabela 14, aparenta ser estatisticamente significativo na 
formação de ECP. No entanto, contrariamente ao observado no sector secundário, a sua 
relação é negativa (Novo 2009). Confirma-se assim a Hipótese 2 proposta na secção 4.1 
O coeficiente observado é de -5%, isto significa que por cada unidade de Risco que é 
acrescentada, corresponderá a um decréscimo de 5% do ECP. A variável DIM não 
parece influenciar estatisticamente nenhum dos três tipos de endividamento estudados, 
logo, é rejeitada a Hipótese 3. Estes dados são completamente contraditórios quando 
comparados com os resultados apresentados pela Tabela 13, já que no sector secundário 
todas as regressões apresentaram resultados estatisticamente significativos para a 
variável DIM. Desta forma, podemos concluir que o rácio de endividamento das PME’s 
que exercem a sua atividade no sector terciário não é influenciado pela sua dimensão, 
contrariando a hipótese 9 formulada tornando relevante a análise sectorial. 
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 Tabela 14 Resultados das regressões (3), (4) e (5) – sector terciário 
                                                                       (3) 
Coeficiente PMQ 
p-
value 
t MEF 
p-
value 
t MEA 
p-
value 
t 
Constante 0,538 0,000 12,685 0,716 0,000 6,644 0,574 0,000 5,218 
OBF 0,025 0,718 0,361 0,234 0,123 1,543 0,202 0,075 1,781 
Risco 0,132 0,000 3,740 -0,042 0,318 -1,000 -0,007 0,743 -0,328 
DIM 0,031 0,000 8,159 0,010 0,229 1,204 0,025 0,019 2,358 
Comp.A -0,039 0,006 -2,749 0,009 0,632 0,478 -0,002 0,963 -0,046 
REP -0,004 0,000 -7,828 -0,005 0,092 -1,685 -0,003 0,038 -2,081 
REND -0,686 0,000 -22,513 -0,233 0,000 -12,332 -0,281 0,000 -13,609 
C 0,092 0,000 7,756 0,059 0,000 4,076 0,057 0,000 6,971 
N 1492   1492   1492   
R
2 
Ajustado 0,210   0,874   0,102   
Teste F    22,079 0,000     
Teste de Hausman      69,331 0,000  
                                                                     (4) 
Coeficiente PMQ 
p-
value 
t MEF 
p-
value 
t MEA 
p-
value 
t 
Constante 0,638 0,000 20,426 0,494 0,004 2,891 0,643 0,000 10,327 
OBF 0,488 0,000 11,553 0,285 0,001 3,446 0,380 0,000 6,318 
Risco -0,014 0,633 -0,477 -0,045 0,009 -2,600 -0,069 0,020 -2,331 
DIM 0,009 0,000 4,124 0,002 0,898 0,128 0,004 0,317 1,001 
Comp.A -0,328 0,000 -22,284 -0,146 0,000 -4,274 -0,223 0,000 -10,949 
REP -0,003 0,000 -7,805 0,004 0,017 2,384 -0,003 0,009 -2,634 
REND -0,539 0,000 -12,615 -0,141 0,001 -3,259 -0,219 0,000 -6,580 
C 0,064 0,000 6,645 0,024 0,074 1,790 0,036 0,000 3,946 
N 1492   1492   1492   
R
2 
Ajustado 0,141   0,738   0,044   
Teste F    10,111 0,000     
Teste de Hausman      47,878 0,000  
                                                                       (5) 
Coeficiente PMQ 
p-
value 
t MEF 
p-
value 
t MEA 
p-
value 
t 
Constante -0,100 0,000 -8,723 0,222 0,273 1,097 -0,095 0,000 -4,656 
OBF -0,463 0,000 -6,870 -0,052 0,603 -0,520 -0,258 0,008 -2,673 
Risco 0,146 0,000 20,857 0,003 0,964 0,046 0,098 0,000 9,248 
DIM 0,023 0,000 11,490 0,007 0,621 0,495 0,024 0,000 6,347 
Comp.A 0,289 0,000 15,086 0,155 0,000 3,751 0,234 0,000 6,514 
REP -0,000 0,000 -6,249 -0,009 0,033 -2,134 -0,001 0,002 -3,073 
REND -0,146 0,000 -7,750 -0,092 0,012 -2,518 -0,116 0,000 -7,516 
C 0,028 0,009 2,608 0,035 0,050 1,959 0,026 0,018 2,371 
N 1492   1492   1492   
R
2 
Ajustado 0,157   0,628   0,070   
Teste F    6,061 0,000     
Teste de Hausman      18,931 0,008  
 Nota: PMQ = Pooled dos Mínimos Quadrados; MEF = Modelo dos Efeitos Fixos; MEA = Modelo dos Efeitos 
Aleatórios; Área sombreada = resultados a analisar; Valores a sublinhado = Coeficientes estatisticamente 
significativos a 10% 
 Fonte: Elaboração própria a partir dos resultados obtidos por aplicação do software 
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Ao observarmos o comportamento da variável Comp.A na Tabela 14, destacamos 
essencialmente a consistência face aos resultados apresentados pela amostra do sector 
secundário. A Comp.A apresenta evidência estatística nas regressões (4) e (5), 
mostrando possuir uma relação negativa com o ECP e uma relação positiva com o ELP. 
Neste caso, apenas se confirma a Hipótese 4 na regressão do ELP. Os coeficientes 
resultantes são de -15% e de 16%, nas regressões (4) e (5), respetivamente, 
aproximando-se também dos coeficientes demonstrados na Tabela 13. A variável 
explicativa REP, contrariamente às duas amostras anteriormente analisadas, mostra ser 
estatisticamente significativa na formação dos três tipos de endividamento. Esta variável 
apresenta uma relação negativa nas regressões (3) e (5), ou seja, contrária à prevista 
inicialmente. Já na regressão (4), a REP apresenta uma relação positiva com o ECP, tal 
como se tinha verificado na Tabela 12, referente à amostra total. Para a variável REP, 
apenas se confirma a Hipótese 5 para a regressão (4). O peso desta variável é de -0,5%, 
0,4% e 0,9% nas regressões (3), (4) e (5), o que parece ser pouco relevante para a 
constituição do endividamento.  
Particularizando a nossa análise aos resultados obtidos para a variável REND, podemos 
afirmar que no caso do sector terciário, não verificámos alterações, comparativamente 
às outras amostras. Esta variável é estatisticamente significativa em todas as regressões 
efetuadas, apresentando uma relação negativa com todas elas, tal como a nossa previsão 
indicava. É, portanto, de salientar, que a Hipótese 6 se confirma em todas as regressões 
calculadas. De acordo com Myers (2001), os resultados retidos pelas empresas 
representam a maior parte das fontes de financiamento usadas. Isto é sustentado pela 
teoria pecking order que sugere que as empresas rentáveis optam primeiro por utilizar 
os resultados retidos para se financiar (Myers 1984; Myers e Majluf 1984). Os 
coeficientes apresentados são de -23%, -14% e -9%, nas regressões (3), (4) e (5), 
respetivamente. Estes coeficientes apresentam um menor peso quando comparados com 
os do sector secundário. Por último, os resultados relativos à variável independente C 
são consistentes com os examinados nas outras duas amostras, porém, esta amostra do 
sector terciário traz um novo resultado. Também para esta variável se confirma a 
Hipótese 7 em todas as regressões (3), (4) e (5). Nesta amostra encontrámos evidência 
estatística do C na formação de ELP (Chen 2007). A relação entre a variável C e as três 
variáveis é positiva e os coeficientes são de 6%, 2% e 4%, para o ET, ECP e ELP, 
respetivamente. A Hipótese 8 é rejeitada, isto porque não comprovámos as Hipóteses 
79 
 
referentes às variáveis OBF e DIM. Resumindo e após a análise dos resultados de 
ambos os sectores, podemos afirmar que a Hipótese 9 é rejeitada, ou seja, a análise das 
amostras do sector secundário e terciário levaram a resultados e conclusões diferentes, o 
que mostra a validade de um estudo deste género.  
A tabela 15 procura resumir sucintamente a significância estatística das variáveis 
independentes por tipo de endividamento e por sectores cujos resultados já foram 
anteriormente apresentados. Em anexo (Tabela A 2) encontra-se ainda uma tabela que 
resume sucintamente a verificação das hipóteses apresentadas também por sectores e 
por tipo de endividamento, cujos resultados também foram sendo evidenciados ao longo 
deste capítulo. 
Tabela 15 Síntese dos resultados 
 Amostra Total Sector Secundário Sector Terciário Sinal 
Esperado  ET ECP ELP ET ECP ELP ET ECP ELP 
OBF n/a + - n/a + - n/a + n/a - 
Risco - n/a - - + - n/a - n/a - 
DIM + n/a + + - + n/a n/a n/a + 
Comp.A + - + n/a - + n/a - + + 
REP n/a + - n/a n/a - - + - + 
REND - - - - - - - - - - 
C + + n/a + + n/a + + + + 
Nota: (-) = relação negativa; (+) = relação positiva; n/a = valor não estatisticamente significativo 
Fonte: Elaboração Própria 
6. Conclusão 
A estrutura de capital tem sido um tema cada vez mais estudado, muitas vezes com o 
intuito de perceber o que influencia esta estrutura, quais as suas determinantes e com 
que intensidade esta influência ocorre. Apesar de este tipo de estudos empíricos adotar, 
geralmente, um posicionamento ao nível das grandes empresas, já se encontram 
disponíveis alguns focados nas PME’s, tal como acontece no nosso caso. 
O nosso estudo foi desenvolvido com o propósito de executar o modelo definido por 
Gama (2000), e testar as suas hipóteses relacionadas com as diferentes possíveis 
determinantes da estrutura de capital. Nesse sentido, recorremos à base de dados SABI, 
de onde recolhemos dados relativos a 1214 PME’s, através de uma filtragem apoiada no 
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Volume de Negócios, Total do Ativo e Número de Funcionários. Após a devida correção 
e exclusão de outliers, identificados na amostra, obtivemos uma amostra total de 812 
PME’s, o que nos permitiu prosseguir com o nosso estudo. No sentido de apresentar um 
contributo para além do que já se tinha realizado, decidimos incluir também no nosso 
estudo, uma análise aos sectores secundário e terciário, excluindo o sector primário, por 
falta de dados suficientes para uma comparação justa entre sectores. Dessa forma, 
criámos mais duas amostras, uma de 415 PME’s que atuam no sector secundário e outra 
de 373 PME’s do sector terciário. O período temporal analisado foi de 4 anos, 
abrangendo valores anuais de 2006 a 2009. A razão para este período prende-se pela 
falta de dados completos relativos a anos mais recentes e também porque se teve o 
intuito de verificar se os resultados se alteravam muito por analisarmos essencialmente 
anos de crise face aos demais.  
 As variáveis analisadas por nós foram as mesmas que Gama (2000) adotou no seu 
estudo – Outros Benefícios Fiscais, Risco, Dimensão, Composição do Ativo, Reputação, 
Rendibilidade e Crescimento. Optámos também por dividir o endividamento em três 
variáveis dependentes (Endividamento Total, Endividamento de Curto Prazo, 
Endividamento de Médio e Longo Prazo) por alguns autores considerarem que o 
contributo das diferentes variáveis independentes não é o mesmo entre o ECP e o ELP, 
fazendo com que seja pertinente analisá-los de forma independente.  
As nossas amostras foram estruturadas e analisadas na forma de dados em painel, tal 
como sugerido noutros estudos, resultando num total de 3248 observações. Aplicámos 
três modelos de regressão às nossas amostras – Pooled dos Mínimos Quadrados, 
Modelo dos Efeitos Fixos (MEF) e Modelo dos Efeitos Variáveis. Após a realização da 
estatística F e o teste de Hausman, optámos pela utilização dos resultados propostos 
pelo MEF.  
De uma forma resumida, os resultados obtidos pela estatística descritiva permitiram-nos 
concluir que as empresas analisadas possuem, de um modo geral, um grau elevado de 
ET (aproximadamente 71%). Existem diferenças entre o ET do sector secundário 
(72,54%) e o sector terciário (69,10%), onde se conclui que as PME’s que atuam no 
sector secundário estão mais endividadas. O ECP médio das amostras analisadas 
apresenta valores de 57,30% no sector secundário e 56,43% no sector terciário, o que 
pode sugerir que os investimentos das PME’s são efetuados, na sua maioria, com 
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recurso a financiamento externo. Por outro lado, o ELP apresenta valores de 15,24% no 
sector secundário e de 12,67% no sector terciário, onde se evidencia um maior recurso a 
este tipo de financiamento por parte do sector secundário. 
Os resultados obtidos pela aplicação do MEF permitiram-nos concluir que:  
 Não existe evidência estatística de que os Outros Benefícios Fiscais têm 
influência no nível do endividamento total. No entanto, encontrámos evidência 
de uma relação negativa entre os OBF e o ELP. Confirma-se a Hipótese 1 na 
amostra total e no sector secundário para o ELP. 
 As empresas com um maior Risco de negócio tendem a reduzir o peso do 
endividamento na sua estrutura de financiamento. A Hipótese 2 confirma-se no 
caso do ET e ELP na amostra total e sector secundário e no caso do ECP no 
sector terciário; 
 A capacidade de endividamento (total e de médio e longo prazo) aumenta à 
medida que a empresa cresce (Dimensão). E mais uma vez, não encontrámos 
esta evidência no sector terciário; A Hipótese 3 confirma-se para o ET e ELP na 
amostra total e sector secundário; 
 Quanto maior for o valor de garantia dos ativos da empresa (Composição do 
Ativo) maior será o rácio de endividamento total e de endividamento de médio e 
longo prazo. No caso do ECP, a Comp.A apresentou uma relação negativa 
(contrária ao esperado). A Hipótese 4 é aceite para o ET e ELP na amostra total 
e para o ELP no sector secundário e sector terciário; 
 Não conseguimos encontrar, na nossa amostra total, evidência estatística de que 
a Reputação de uma PME influencia o rácio de endividamento. Esta evidência 
foi encontrada na nossa amostra do sector terciário, porém, com uma relação 
contrária (negativa). Encontrámos sim, no caso do ELP, evidência estatística de 
uma relação negativa. Confirma-se assim, a Hipótese 5 para o ECP na amostra 
total e sector terciário;  
 Quanto maior é a Rendibilidade da empresa, menor é a proporção de 
endividamento na estrutura de capital dada a sua capacidade, via 
autofinanciamento, de financiar o seu crescimento. Esta posição é idêntica para 
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os três tipos de endividamento, e nas três amostras, logo, aceitamos a Hipótese 6 
para todos os tipos de endividamento estudados e nas três amostras; 
 O nível de investimentos recentes (Crescimento) está positivamente associado 
ao aumento do nível de endividamento. Observou-se esta relação entre o 
crescimento e o ET e ECP no caso da amostra total e sector secundário, e nos 
três tipos de endividamento no caso do sector terciário. Assim, aceita-se a 
Hipótese 7 nas três amostras;  
 A Hipótese 8 é confirmada na amostra total e rejeitada nas amostras sectoriais, 
isto porque, apenas na amostra total foi possível comprovar que todas as 
variáveis são determinantes de algum tipo de endividamento; 
 Finalmente, a Hipótese 9 é rejeitada, ou seja, a análise das amostras do sector 
secundário e terciário levaram a resultados e conclusões diferentes, o que 
permite confirmar a validade de um estudo deste género.  
Através da análise destes resultados, podemos concluir que se confirma a teoria pecking 
order, por se verificar uma ordem preferência na escolha dos tipos de financiamento. As 
variáveis que supostamente confirmam a teoria pecking order são a Rendibilidade, a 
Dimensão e o Crescimento com uma relação negativa (na primeira variável) e positiva 
(restantes) com o ET.  
A teoria trade-off verifica-se para as variáveis Dimensão e Composição do Ativo, isto 
porque se observa uma relação positiva entre estas e o Endividamento Total (na amostra 
total). Concluímos, assim, tal como Serrasqueiro et al. (2011) e Junior (2012), que as 
teorias pecking order e trade-off são, apenas de forma conjunta, explicativas da 
estrutura de capital e não isoladamente. 
O nosso trabalho sobre determinantes da EC consistiu em preencher a lacuna existente, 
apontada por Junior (2012), relativa à divisão das PME’s portuguesas em sectores de 
atividade. Estudámos as PME’s portuguesas, especificamente, as que atuam nos 
sectores secundário e terciário, assim como a análise da amostra total, incluindo as 
restantes PME’s do sector primário, permitindo assim, uma comparação mais fácil com 
os restantes estudos. Os resultados que obtivemos permitiram-nos concluir que existem 
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diferenças entre estes dois sectores e que os determinantes da EC não são os mesmos 
nem atuam da mesma forma. 
Esperamos assim que este nosso modesto contributo possibilite um maior conhecimento 
sobre o estado atual das nossas PME’s e uma abertura de novas portas na investigação 
destes temas. Gostaríamos também, no futuro, de assistir a novos estudos realizados 
nesta área, que permitam perceber melhor, de que forma a crise de 2008 alterou as 
necessidades de financiamento das PME’s, assim como as diferenças na “facilidade” de 
obtenção desse financiamento, enumerando os novos obstáculos existentes. Para isso 
seria necessário obter uma amostra mais extensa que incluísse pelo menos cinco anos 
anteriores e posteriores ao ano de 2008, para nos permitir uma comparação mais 
consistente. Outra proposta de estudo é a de realização de um estudo semelhante a este 
mas considerando um período temporal mais alargado e com valores mais recentes que 
o nosso, visto esse ter sido um dos grandes obstáculos que enfrentámos na realização 
deste trabalho. Tal como Novo (2009) sugere, também gostaríamos de ver estudos 
alargados a outros mercados, como o Ibérico, por exemplo.  
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Tabela A 1 Lista dos sectores, secções e subsecções e suas relações com as divisões 
CAE-Rev.3 
Sector Secção Designação Relação 
Secção/Divisão 
Primário A Agricultura, produção animal, caça, floresta e 
pesca 
01+02+03 
B Indústrias extrativas 05+06+07+08+09 
Secundário C Indústrias transformadoras 10+11+12+13+14+
15+16+17+18+19+
20+21+22+23+24+
25+26+27+28+29+
30+31+32+33 
D Eletricidade, gás, vapor, água quente e fria e ar 
frio 
35 
E Captação, tratamento e distribuição de água; 
saneamento, gestão de resíduos e despoluição 
36+37+38+39 
F Construção 41+42+43 
Terciário G Comércio por grosso e a retalho; reparação de 
veículos automóveis e motociclos 
45+46+47 
H Transportes e armazenagem 49+50+51+52+53 
I Alojamento, restauração e similares 55+56 
J Atividades de informação e de comunicação 58+59+60+61+62+
63 
K Atividades financeiras e de seguros 64+65+66 
L Atividades financeiras e de seguros 68 
M Atividades de consultoria, científicas, técnicas e 
similares 
69+70+71+72+73+
74+75 
N Atividades administrativas e dos serviços de 
apoio 
77+78+79+80+81+
82 
O Administração Pública e Defesa; Segurança 
Social Obrigatória 
84 
P Educação 85 
Q Atividades de saúde humana e apoio social 86+87+88 
R Atividades artísticas, de espetáculos, desportivas 
e recreativas 
90+91+92+93 
S Outras Atividades de serviços 94+95+96 
T Atividades das famílias empregadoras de pessoal 
doméstico e Atividades de produção das famílias 
para uso próprio 
97+98 
U Atividades dos organismos internacionais e 
outras instituições extraterritoriais 
99 
Fonte: (INE 2007, p.39) 
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        Tabela A 2 Síntese dos resultados das hipóteses 
 Amostra Total Sector Secundário Sector Terciário 
 ET ECP ELP ET ECP ELP ET ECP ELP 
H1-OBF x x  x x  x x x 
H2-Risco  x   x  x  x 
H3-DIM  x   x  x x x 
H4-Comp.A  x  x x  x x  
H5-REP x  x x x x x  x 
H6-REND          
H7-C   x   x    
H8     x    x 
H9     x 
        Nota: - Hipótese confirmada; x – Hipótese rejeitada 
        Fonte: Elaboração própria 
