This paper studies the minimal controllability problem (MCP), i.e., the problem of, given a linear time invariant system, finding the sparsest input vector that ensures system's controllability. We show that the MCP is NP-complete, when the eigenvalues of the system dynamics matrix are simple. This is achieved by reducing the MCP to a set covering problem. In addition, the approximated solutions to the set covering problem lead to feasible (but sub-optimal) solutions to the MCP. Further, we analyze the relation of the MCP with its structural counterpart, the minimal structural controllability problem (MSCP) which is known to admit a polynomial complexity solution procedure. In fact, we conclude that the MCP is almost polynomial (P) in the sense the MCP for which we cannot show that is P (but NPcomplete) has zero Lesbegue measure. Finally, we provide an illustrative example where the solution to the MCP is found using the main results and reductions developed in this paper and posteriorly compared with the solution of the MSCP.
Which state variables need to be directly actuated to ensures the controllability of a dynamical system? It is of paramount importance to address the above question in several applications, for instance, control processes, control of large-flexible structures, systems biology and power systems [3] , [11] , [12] .
In fact, from a design perspective and/or due to economic constraints, we (often) aim to identify a relatively small subset of state variables that ensure the controllability of the system.
The minimal controllability problem (MCP), relates with the aforementioned question, in the sense that it is the problem of identifying the sparsest input vector that ensures system's controllability, see [7] . In [7] , this problem was precisely stated as follows: determine the sparsest input vector b ∈ R n (assuming that it exists) such that, given a dynamic matrix A ∈ R n×n , associated with a linear time invariant system (LTI),
with state x ∈ R n and input u ∈ R, is controllable. We refer to the system in (1) by the pair (A, b). For brevity, if (1) is controllable, we say that (A, b) is controllable.
we provide density arguments which show that almost all numerical realizations of the structural vectorsb (with maximum sparsity given by the set covering problem) are solutions to the MCP.
In addition to the main result of this paper, we show that approximated solutions to the set covering problem yield feasible (but sub-optimal) solutions to the MCP. This may be of practical interest and given that there exist polynomial approximation schemes for set covering problem, feasible solutions to the MCP may be constructed efficiently with guaranteed optimality gap.
Subsequently, we analyze the relation of the MCP with its structural counterpart, the minimal structural controllability problem (MSCP) which is known to admit a polynomial complexity solution procedure (see [9] ). We show that the MSCP associated with the structural matrixĀ of A, always yields a lower bound on the sparsity of the input vector b * , the solution to the MCP.
Furthermore, we show that the lower bound is tight for almost all numerical instances A ofĀ,
i.e., more specifically, for almost all numerical instances A ofĀ, almost all numerical instances b of a structural vectorb ′ that is a solution to the MSCP associated withĀ is a solution to the MCP associated with A. Intuitively, this suggests that the set of hard (NP-complete) problems constitute a set of measure zero in the space of system matrices A with simple eigenvalues.
In summary, the main contributions of this paper are threefold: 1) we show that the MCP, when the dynamic matrix A has only simple eigenvalues, is NP-complete (by reduction to the set covering problem); 2) we show that that approximated solutions to the set covering problem yield feasible (but sub-optimal) solutions to the MCP; and 3) for almost all numerical instances
A ofĀ, almost all numerical instances b of a structural vectorb ′ that is a solution to the MSCP associated withĀ is a solution to the MCP associated with A.
NOTATION
We denote vectors by small font letters such as v, w, b and its corresponding entries by subscripts, for instance, v j corresponds to the j-th entry in the vector v. A collection of vectors is denoted by {v j } j∈J , where the superscript indicates an enumeration of the vectors using indices from a set (usually denoted by calligraphic letter) such as I, J ⊂ N . The number of elements of a set S is denoted by |S|. Real-valued matrices are denoted by capital letters, such as A, B and A i,j denotes the entry in the i-th row and j-th column in matrix A. We denote by I n the n-dimensional identity matrix. Given a matrix A, σ(A) denotes the set of eigenvalues of A, also known as the spectrum of A. The structural pattern of a vector/matrix (i.e., the zero/non-zero pattern) or a structural vector/matrix have their entries in {0, ⋆}, where ⋆ denotes a non-zero entry, and are denoted by a vector/matrix with a bar on top of it. In other words,Ā denotes a matrix with
With some abuse of notation, · : {0, ⋆} n × {0, ⋆} n → {0, ⋆} also denotes the map wherev ·w = 0, withv,w ∈ {0, ⋆} n if and only if there exists i ∈ {1, . . . , n} such thatv i =w i = ⋆. Additionally, v 0 denotes the number of non-zero entries of the vector v in either {0, ⋆} n or R n . Inequalities involving vectors are to interpreted component-wise. With abuse of notation, we will use inequalities involving structural vectors as well -for instance, we sayv ≥w for two structural vectorsv andw if and the only if the following implications hold:
i) ifw i = 0, thenv i ∈ {0, ⋆} and ii) ifw i = ⋆ thenv i = ⋆ for all i. Some other operations over vectors are also considered: given v ∈ R n , the vector v 1:k (with k a natural number satisfying k ≤ n) represents a vector in R k with its entries equal to the first k entries of v. By v|b we denote a real vector of dimension b 0 where its entries matches those of v at the positions whereb is non-zero, and such that the order of their appearance is the same as in v.
II. PRELIMINARIES AND TERMINOLOGY
In this section, we review the set covering problem [1] , the eigenvalues and eigenvectors Popov-Belevitch-Hautus (PBH) controllability criteria for LTI systems [6] , as well as, the complexity of computationally determining the eigenvalues/eigenvectors of a matrix comprising only simple eigenvalues.
Definition 1 ([1]):
(Set Covering Problem) Given a universe of size m (set of m elements) U = {1, 2, . . . , m} and a set of n sets S = {S 1 , . . . , S n } such that
the set covering problem consists of finding a set of indices I * ⊆ {1, 2, . . . , n} corresponding to the minimum number of sets covering U, i.e., I * = arg min I⊆{1,2,...,n} |I| subject to: U = i∈I S i .
⋄
Now consider an arbitrary LTI system, given bẏ
where x ∈ R n is the system state and u ∈ R p is the system input. Two possible and well known controllability tests are stated next.
Theorem 1 ([6] ): (PBH test for controllability using eigenvalues) Given (2), the system is controllable if and only if rank A − λI n B = n for all λ ∈ C.
In fact, it suffices to verify the criterion of Theorem 1 for each λ ∈ σ(A) only.
Theorem 2 ([6]):
(PBH test for controllability using eigenvectors) Given (2), the system is not controllable if and only if there exists a left-eigenvector v of A such that v ⊺ B = 0. ⋄
Remark 1:
Since geometric multiplicity of an eigenvalue is at most equal to its algebraic multiplicity, we recall that a matrix A with all simple eigenvalues consists of n distinct eigenvectors (right or left) only (up to scalar multiplication). Subsequently, with some abuse of terminology we say that two eigenvectors
In order to be able to compute the eigenvectors of a square matrix (comprising only simple eigenvalues) in polynomial time, we have the following result from [8] .
Theorem 3 ([8]):
Let A ∈ R n×n be a matrix with simple eigenvalues. The deterministic arithmetic complexity of finding the eigenvalues and the eigenvectors of A is bounded by O (n 3 ) + t (n, m) operations, where t(n, m) = O n log 2 n log m + log 2 n , for a required upper bound of 2 −m A on the absolute output error of the approximation of the eigenvalues and eigenvectors of A and for any fixed matrix norm · . ⋄
Remark 2 ([8]):
The term t(n, m) can be neglected from the estimate in Theorem 3 if we
III. MAIN RESULTS
In this section, we show that the minimal controllability problem (MCP) (under the assumption that the matrix A has only simple eigenvalues) is polynomially reducible to the set covering problem, which establishes its NP-completeness (Section 3.1). This reduction is achieved by exploiting the PHB eigenvector criterion (Theorem 2) for controllability. More precisely, the reduction is obtained in two steps: first we provide a necessary condition on the structureb of the sparsest input vector b (see Lemma 1), which is obtained by formulating a set covering problem (see Algorithm 1) associated with the structure (i.e., location of non-zero entries) of the left-eigenvectors of the system matrix A. Second, we show that a possible numerical realization ofb which solves the may be generated using a polynomial construction, using Algorithm 2.
More specifically, such sparsity ofb matches the one determined by Algorithm 1. Moreover, both algorithms (Algorithm 1 and Algorithm 2) have polynomial complexity in the number of state variables (see Lemma 2) . These results are intermediary results to the main result of the paper, stated in Theorem 4, i.e., the MCP is NP-complete, when A has simple eigenvalues.
Additionally, we provide density arguments which show that almost all numerical realizations of the structural vectorsb (with maximum sparsity given by Lemma 1) are a solution to the MCP, see Proposition 1.
In addition to the main result of this paper, we show (see Corollary 1) that approximated solutions to the set covering problem yield feasible (but sub-optimal) solutions to the MCP, with guaranteed optimality gap. Alternatively, we analyze the relation of the MCP with its structural counterpart, the minimal structural controllability problem (MSCP), see Section 3.2.
We show that the MSCP associated with the structural matrixĀ of A, which admits a polynomial complexity algorithmic solution (see [9] ), always yields a lower bound on the sparsity of the input vector b * , the solution to the MCP. Furthermore, we show that the lower bound is tight for almost all numerical instances A ofĀ, i.e., more specifically, almost all numerical instances b of a structural vectorb that is a solution to the MSCP associated withĀ is a solution to the MCP.
A. NP-completeness of the Minimal Controllability Problem
We start by considering a set of key intermediate results, upon which we will obtain the main result of this paper (Theorem 4), i.e., the minimal controllability problem (MCP) is reducible to the set covering problem under the assumption that the dynamic matrix A has only simple eigenvalues.
The first set of results provides necessary conditions on the sparsity that an input vector b must satisfy to possibly ensure controllability of (A, b) (see Lemma 1) and a polynomial complexity algorithmic procedure (Algorithm 1) that reduces the problem of obtaining such necessary structural patterns to a set covering problem. Subsequently, we provide Algorithm 2 Algorithm 1 Polynomial reduction of the structural optimization problem (3) to a set-covering problem Input: {v j } j∈J , a collection of |J | vectors in {0, ⋆} n . Output: S = {S i } i∈{1,...,n} and U, a set of n sets and the universe of the sets, respectively.
1: for i = 1, . . . , n set S i = {} end for 2: for j = 1, . . . , |J | for i = 1, . . . , n ifv
with polynomial complexity (see Lemma 2) , which is shown to provide solutions to the MCP by generating appropriate numerical instances of the structural input vectors.
Lemma 1:
Given {v j } j∈J withv j ∈ {0, ⋆} n andv j = 0 for all j, the procedure of findinḡ
can be polynomially (in |J | and n) reducible to a set covering problem with universe U and a collection S of sets by applying Algorithm 1. In summary,b I is a feasible solution to the problem in (3). In addition, it can be seen that by such reduction, the optimal solutionb * of (3) corresponds to the structural vectorb I * , where {S i } i∈I * is the minimal collection of sets that cover U, i.e., I * solves the minimum set covering problem associated with S and U. Hence, the result follows by observing that Algorithm 1 incurs in polynomial complexity given by O(max{|J |, n} 3 ).
Next, given a structural vectorb ∈ {0, ⋆} n and a set of vectors {v j } j∈J , where v j ∈ R n , we use Algorithm 2 to find a numerical realization ofb, say b, that verifies
Note that, such b exists only satisfiesb ≥b * for some solutionb * of (3). (1) is zero, hence a vector with the second entry different from zero is selected. Without loss of generality, let that vector to be v ′1 and in the second iteration we have b ′(2) that has no zero entry but it is orthogonal to v ′1 . Therefore, the component of v ′1 has to be re-scaled, originating
is no longer orthogonal to v ′1 , it is orthogonal to v ′2 , hence the component of v ′1 has to be re-scaled once again. Thus, we obtain b ′(4) which comprises only non-zero entries and it is not orthogonal with respect to v ′1 , v ′2 and v ′3 , terminating Step 4.
We now establish the correctness of Algorithm 2 and its polynomial computational complexity on the size of its input.
Lemma 2: Algorithm 2 is correct and has complexity O(max{|J |, n} 3 ), where |J | is the size of the collection of vectors given as input and n the size of vectors used as input to the algorithm. ⋄ Algorithm 2 Determine a numerical realization of an input vector b with specified input structure Input: {v j } j∈J , a collection of |J | real vectors, andb ∈ {0, ⋆} n . Output: b ∈ R n solution to (4).
1: Ifb is not such thatv j ·b = 0 for all j ∈ J then no solution exists and exit; 2: Let b ′ to be a real p × 1 vector where p = b 0 and let v ′j = v j |b with j ∈ J (see Notation section).
else exit for end if end for end for 5: set b with the same structure asb and where each non-zero entry as the value in b ′ by order of its appearance.
Proof:
Correctness: First, observe that if Step 1 succeeds, there exists a collection of b 0 × 1 real vectors {b ′j } j∈J without zero entries, such that v ′j · b ′j = 0 for j ∈ J . Now, we have to show that there exists a common b ′ without zero entries such that v ′j · b ′ = 0 for j ∈ J . This is done into two steps: first we ensure that v ′j · b ′ = 0 for j ∈ J (in Step 3) and second we ensure that b ′ has no zero entries, while keeping v ′j · b ′ = 0 for j ∈ J (Step 4). Notice that Step 4 is not executed ifb is the sparsest input vector, determined in Lemma 2.
Step 3 is correct, by proceeding inductively as follows: Let b ′(j) and b ′ (j) denote the value of b ′ at the beginning and ending of iteration j respectively. If j = 1 then J e = {1} and b Figure 1 . Similarly to Step 3, notice that due to the linearity of the inner product, b ′ (k) can be orthogonal to a canonical vector at most p times and orthogonal to a vector v ′j at most |J |, hence there exists an l ∈ {1, . . . , p + |J | + 1} such that b
Hence, the correctness of Step 4 follows. In other words, at the end of step 4 we obtain b ′ that is not orthogonal to any vector v ′j and has all its entries different from zero. By performing Step 5 it follows immediately that b is a vector that is a solution to (4).
Complexity:
The computation complexity is dominated by the execution of the two nested for-loops (in Steps 3 and 4) which incurs in O(max{|J |, n} 2 ), where n is an upperbound to p = b 0 . Since the inner-most operations in the for-loops are at most linear in max{|J |, n}, it follows that Algorithm 2 runs in O(max{|J |, n} 3 ).
Algorithm 2 is used to prove the next lemma (Lemma 3), which shows that the sparsest vector pattern given by Lemma 1 leads to a numerical realization that is a solution to the MCP, by recalling Theorem 2 (the PHB eigenvector controllability test), as stated in (4).
Lemma 3:
Given {v i } i∈J with v i ∈ R n , the procedure of finding b * ∈ R n such that
can be polynomially (in |J | and n) reduced to a set covering problem (provided by Algorithm 1). ⋄
Proof:
Note that, by Lemma 1, given {v i } i∈J , problem (4) can be polynomially (in |J | and n) reduced to a set covering problem. Now, given a solutionb to ( It is important to note that the reduction in Lemma 3 is polynomial in |J | and n. Hence, if |J | grows super-polynomially in n, the reduction is not polynomial in n. This, in fact, motivates our restriction that the set of dynamics matrices A have simple eigenvalues, in which case |J | = n.
With this, the main result of this paper may now be stated as follows. ⋄ Proof: From [7] , we have that the MCP is NP-hard, and, hence, in particular, the set covering problem can be polynomially reduced to it. Therefore, we just need to show that the MCP (assuming that A comprises only simple eigenvalues) can be reduced polynomially to the set covering problem.
To this end, note that, since |J | = n, the set of left-eigenvectors of A, denoted by {v i } i∈J , can be computed with polynomial complexity (see Theorem 3). Now, note that, given the set {v i } i∈J of left-eigenvectors of A, the MCP is equivalent to problem (4), the latter being polynomially (in |J | and n) reducible to the set covering problem (see Lemma 3) . Since |J | = n, the overall reduction to the set covering problem is polynomial in n and the result follows. Now, notice that in Algorithm 2 both ε 1 , ε 2 can be arbitrary positive scalars, which leads to the conclusion that there exist infinitely many numerical realizations of the sparsest input vector (determined as in Lemma 1) that are solutions to (4), and hence the MCP. In fact, as we show next, givenb determined in Lemma 2, almost all possible numerical realizations b ∈ R n (not only those determined by Algorithm 2) ofb are solutions for the optimization problem in (4).
Proposition 1:
Given {v i } i∈J with countable J such that v i = 0 for all i ∈ J . Then the set
has zero Lebesgue measure, where the notation b ∼b denotes that b is structurally similar tob,
i.e., a numerical instantiation ofb.
In particular, taking {v i } i∈J to be the set of left-eigenvectors of A, almost all numerical instantiations b ofb (solution to problem (4)) are solutions to the MCP. ⋄ Proof: Let {v i } i∈J , with countable J , be given and letb be a solution to problem (4). Now note that, for b ∈ R n , the equation
for all i), thus the equation v i · b = 0 defines the space R n \ H i . Therefore, the set of b that
and the set Ω of values which does not verify the equations is the complement, i.e.,
which is a set with zero Lebesgue measure in R n . Now note that, if {v i } i∈J is taken to be the set of left-eigenvectors of A andb the corresponding solution to problem (4), each member of the set Ω constitutes a solution to (4) and hence the MCP. Since, by the preceding arguments, Ω has Lebesgue measure zero in R n , it follows readily that almost all numerical instances ofb are solutions to the MCP.
Additionally, a practical consequence of Algorithm 2 and its correctness (see Lemma 2) is that any approximated solution of the set covering problem given by Algorithm 1 leads to a feasible (sub-optimal) solution to the MCP. This is formally stated as follows.
Corollary 1:
Let A be as in (1) with {v i } i∈J its set of left-eigenvectors andb ′ ∈ {0, ⋆} n be such thatv j ·b = 0, for all j ∈ J , corresponding to an approximate solution of the set covering problem generated by Algorithm 1 on the input set {v i } i∈J , wherev i denotes the structural vector associated with v i for each i ∈ J . If Algorithm 2 is instantiated with {v i } i∈J and the sparsity patternb ′ , then its output b ′ ∈ R n is a numerical realization such that (A, b ′ ) is controllable. ⋄ For instance, in [4] a polynomial approximation to the set covering problem is provided with distance bounded by c log(s), where c ∈ R + and s denotes the number of sets in an optimal solution. It is readily seen that in our formulation s corresponds to the number of non-zero elements in a solutionb of the MCP and hence, for A's with simple eigenvalues, the algorithm in [4] may be used to provide a polynomial approximation to the MCP with suboptimality bounded by c log b 0 .
B. Minimal Structural Controllability Problem
In this subsection, we introduce the structural counterpart of the MCP, the minimal structural controllability problem (MSCP). Informally, the MSCP considers the structural patternĀ of the system matrix A and seeks to determine the minimal input matrix structureB such that almost all numerical instances (A, B) of the pair (Ā,B) are controllable. A complete solution of the MSCP for multi-input systems was obtained in [9] , in which it was further shown that the problem is polynomial solvable in the size of the state space n.
In what follows, we will study some implications of the MSCP on the minimal controllability problem. To this end, we start by formalizing some notions in structural systems theory and relevant graph theoretic constructs needed to state the results. For a more exhaustive introduction to this topic we refer the reader to [2] , [9] .
We start by stating the structural counterpart of controllability as follows.
Definition 2 ([2]): (Structural controllability)
Given an LTI system (2) with sparseness given by (Ā,B), withĀ ∈ {0, ⋆} n×n andB ∈ {0, ⋆} n×p , the pair (Ā,B) is said to be structurally controllable if there exists a controllable pair (A, B), with the same sparseness as (Ā,B). ⋄ In fact, a stronger characterization of structural controllability holds as stated in the following remark.
Remark 3 ([10]): For a structurally controllable pair (Ā,B), the numerical realizations (A, B)
with the same sparseness as (Ā,B) that are non-controllable lies in a proper variety in R n×n × R n×p . In other words, almost all realizations respecting the structural pattern of a structurally controllable pair are controllable. ⋄ Naturally, the MSCP is posed as follows.
Given the structural matrixĀ associated with the dynamical matrix A, findB ∈ {0, ⋆} 
Definition 3 ([9]):
An SCC is said to be linked if it has at least one incoming/outgoing edge from/to another SCC. In particular, an SCC is non-top linked if it has no incoming edge to its vertices from the vertices of another SCC. ⋄ Given D = (V, E), we can associate it with the bipartite graph B(V 1 , V 2 , E V 1 ,V 2 ), where A bipartite graph of particular interest is the state bipartite graph, denoted by B(Ā) = (X , X , E X ,X ), associated with the system digraph D(Ā) = (X , E X ,X ). With this state bipartite graph we can characterize all possible structurally controllable pairs (Ā,B) as follows (see [9] ). i.e., m different inputs. Moreover, givenĀ, by Proposition 1, to obtain the minimalB (i.e., the one with the smallest number of non-zero entries) such that the pair (Ā,B) is structurally controllable, intuitively we have to construct a maximum matching of B(Ā) so as to maximize the intersection between the set of right-unmatched vertices and the non-top linked SCCs. For a precise statement we refer the reader to [9] , where a polynomial complexity algorithm (in the size n of the state space) is provided to construct such a maximum matching and hence obtain the minimalB, the solution to problem (5).
Proposition 2 ([9]):
We now specialize the above characterizations to the context of single-input systems and obtain connections with the MCP. First, note that, by Definition 2, a pair (A, b) is controllable only if the corresponding structural pair (Ā,b) is structurally controllable. Therefore, it is natural to first characterize all the sparsest structures of input vectors that ensure structural controllability, i.e., solutions to (5). In particular, as a straightforward consequence of Remark 3 we have the following result which links the MCP to its structural counterpart.
Proposition 3 ([9]):
Given A, a solution b ∈ R n for the MCP and a numerical realization b ′ ∈ R n of a solution to the MSCP associated with the structural matrixĀ, we have
More generally, for each b that solves the MCP, there exists a solutionb ′ of the MSCP such that
whereb denotes the structural vector associated with b.
Conversely, given a structural matrixĀ and a solutionb ′ to the single-input minimal structural controllability controllability problem, for almost all numerical instances A ofĀ, almost all numerical instances ofb ′ are solutions to the MCP associated with A. ⋄ Finally, we emphasize that the solution to the MSCP has been fully explored in [9] and can be determined recuring to polynomial complexity algorithms. This leads to the following interesting observation.
Remark 4: By Proposition 3 (the converse part), it follows that the solution of the MCP almost always coincides with a numerical realization of the solution to an associated minimal structural controllability. Combining this with the fact that the MCP is NP-hard in general (see [7] ) and NP-complete when the eigenvalues of A are simple (see Theorem 4), we note that the set of NP-problems has zero Lebesgue measure, i.e., such problem instances are unlikely to occur. ⋄ As stated in Theorem 4, the condition that the system matrices A be restricted to have simple eigenvalues, is in fact necessary in a sense for the proposed reduction of the MCP to the set covering problem to be polynomial in n. In the next section, we provide an example where the number of left-eigenvectors grows exponentially with n for which the proposed reduction is no longer polynomial and fails to ensure NP-completeness.
IV. DISCUSSION OF RESULTS
In this section, we discuss two direct consequences of the results presented in the previous section. More precisely, in Section 4.1, we show that the set of possible left-eigenvectors may grow super-polynomially in the dimension of the state, hence the proposed reduction is no longer polynomial in the dimension n of the state space. Second, we explore the computational aspects of the PHB criteria in Section 4.2 in relation to the NP-completeness of the MCP.
A. Dynamic matrices with eigenvalues with multiplicity greater than one
From Remark 1 we have that the eigenspace associated with each eigenvalue is of at most dimension one, when A has only simple eigenvalues. Therefore, if the eigenvalues are not assumed to be simple, it follows that the dimension of the eigenspace is at most the size of the algebraic multiplicity of the associated eigenvalue. In that case, several alternatives to an eigenbasis (set of linear independent eigenvectors that span the eigenspace) are possible, in other words, it can be described by distinct eigenvectors.
Hereafter, we explore an extreme case where the algebraic multiplicity of an n × n matrix is n. More precisely, we identify a sequence of n × n matrices with n = 1, 2, . . . for which the number of distinct eigenvectors grows exponentially with n. To this purpose, consider A to be the n × n matrix given by
Thus, a subset of possible (and distinct) left-eigenvectors associated with the eigenvalue 0 is given by
In other words, it consists of all possible combinations of x i ∈ {−1, 0, 1} summing up to zero. This is illustrated in Figure 2 , where for the matrix 1 n we have m (exponential number of) left-eigenvectors in Ξ n .
This leads to the following remark. number of left-eigenvectors can grow exponentially it follows that the proposed reduction can not be used to show that the (general) MCP is NP-complete. However, this does not imply that the MCP for arbitrary system matrices (i.e., when A is not restricted to have simple eigenvalues)
is not NP-complete, which remains an open question. ⋄
B. The implications of the minimal controllability problem on the PBH controllability tests
In Section 4.1, we have seen that the number of left-eigenvectors associated with A can grow exponentially. Nevertheless, the number of eigenvalues of A is always equal to n, and can be computed in polynomial time (see [8] ). This leads to the following observations: what specific values such that the rank condition is ensured. Therefore, a naive usage of the PBH eigenvalue test would lead to a strictly combinatorial procedure for solving the MCP.
• PBH eigenvector test (see Theorem 2): It provides an insight about the design of b, since only its sparseness has to be determined, for instance, by solving a set covering problem (given in Algorithm 1), regardless of the size of the collection of the left-eigenvectors considered.
Thus, given a specified structural vector, a numerical realization can be determined using Algorithm 2. Although, it may still be difficult to compute the optimal solution in general, since the set covering problem is NP-complete. On the other hand it should not be used 
where the digraph D(Ā), withĀ corresponding to the structure of A, is depicted in Figure 3 .
Note that σ(A) = {1, 2, 3, 4, 5}, hence it consists of simple eigenvalues which implies that the results in Section 3.1 are applicable.
A. Minimal controllability problem
Applying the developments in Section 3.1, to obtain the solution for the MCP, the first step is to compute the left-eigenvectors of A. The left-eigenvectors of A are
Hence, the structures of the left-eigenvectors of A arev
⊺ . The next step is to build the sets, using Algorithm 1, for the set covering problem, based onv i , i = 1, . . . , 5, where the j-th set corresponds to the set of indices of the left-eigenvector which have a non-zero entry on the j-th position, and we obtain S 1 = {1, 5}, S 2 = {1, 4}, S 3 = {2, 5}, S 4 = {3, 5} and S 5 = {1, 2}.
The universe of the set covering problem, computed with Algorithm 1, is
Now, it is easy to see that a solution of this set covering problem is the set of indices I * = {2, 3, 4}, since U = S 2 ∪S 3 ∪S 4 and there is no pair of sets, i.e.,
Therefore, the structure of the vector b, a solution for the MCP, has to beb
Finally, in order to design b, we have to solve the following system with three unknowns which ensures that b is non-orthogonal to each left-eigenvector of A, i.e., 
and rank(C) = 5, therefore the LTI system is controllable.
B. Minimal structural controllability problem
We now consider the solution to the MSCP associated withĀ associated with A given in (7) . First notice that by Proposition 2, it follows that the system is structurally controllable through a single input. This happens because the set of right-unmatched vertices with respect to any maximum matching of the state bipartite representation is empty, and the decomposition in SCCs is composed by two non-top linked SCCs, see Figure 3 -b) where the edges in the maximum matching are depicted in green. Therefore, to achieve structural controllability, we just need to connect a single input to a state variable in each non-top linked SCC (in this case two state variables, i.e., x 2 and x 4 ), which corresponds to havingb = [0 ⋆ 0 ⋆ 0] ⊺ .
C. Discussion of results
In our illustrative example the structural controllability solution to the MSCP provides a strict lower bound on the number of state variables we should actuate with the input, i.e., the sparsity of the input vector (in accordance to Proposition 3). More precisely, we achieve structural controllability by actuating two variables (specifically x 2 , x 4 ), but in order to ensure ⊺ ensures a structurally controllable system, as prescribed in Proposition 2. In addition, notice that no otherb ′ with less non-zero elements exists such that (Ā,b ′ ) is structurally controllable thatb exists, thereforeb is a solution for the MSCP.
controllability for the given numerical instance A in (7), an additional state variable, for instance, x 3 , needs to be actuated. This verifies that structural controllability is a necessary, but not sufficient, condition to achieve controllability. In particular, considering the converse part of 
VI. CONCLUSIONS AND FURTHER RESEARCH
In this paper, we have showed that the MCP is NP-complete, when A comprises only simple eigenvalues, by reducing it to a set covering problem. From a practical point of view, feasible solutions may be obtained using efficient (polynomial complexity) approximation algorithms known for the set covering problem with guaranteed suboptimality bounds. Finally, we have analyzed the relation between the MCP and its structural counterpart, the minimal structural controllability problem. The paper naturally leads to an open question: for general system matrices (i.e., not restricted to have simple eigenvalues) and multi-input systems, whether the MCP may still be polynomially reducible to an NP-complete problem or not.
