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This article proposes the estimation of marginal cost of individual firms using semiparametric and 
nonparametric methods. These methods have a number of appealing features when applied to cost 
functions. The empirical analysis uses data from a unique sample of the California electricity industry 
for which we observe the actual marginal cost and estimate the marginal cost from these data. We 
compare the actual values of marginal cost with the estimates from semiparametric and nonparametric 
methods, as well as with the estimates obtained through conventional parametric methods. We show 
that the semiparametric and nonparametric methods produce marginal cost estimates that very closely 
approximate the actual. In contrast, the results from conventional parametric methods are significantly 
biased and provide invalid inference.        
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1. Introduction 
Since the contribution of Alfred Marshall, one of the most fundamental and widely used concepts 
in economics and management sciences is marginal cost. However, in most industries, the marginal 
cost of firms cannot be readily observed in the data. Thus, researchers and practitioners have to rely on 
estimates that might not be robust. This problem creates notorious difficulties in empirically analyzing 
basic microeconomic theories on industrial organization and management. These difficulties also 
extend to policy makers and their evaluation of the cost structures of firms and industry conduct. This 
paper revisits the issue of the estimation of marginal cost with a standard cost function and shows how 
to derive robust estimates for individual firms in our sample and for each point in time (i.e., at the 
observation level).  
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In particular, we propose the estimation of a standard cost function that uses a class of 
semiparametric or nonparametric estimation methods; namely, the smooth coefficient model of Fan 
(1992), the generalized additive model of Hastie and Tibshirani (1986), and the nonparametric 
inefficiency model of Kumbhakar et al. (2007). These flexible methods allow the relaxation of a number 
of restrictive assumptions that pertain to the estimation of cost functions; the most important being the 
assumption of a specific functional form that is required under parametric methods. Reiss and Wolak 
(2007), among many others, are skeptical about this assumption, because the structure of the cost and 
output data can bias marginal cost estimates to an unknown magnitude and direction. In contrast, under 
the semiparametric and nonparametric methods, variables can vary only according to information 
derived from the data.    
Even though the semiparametric and nonparametric methods are theoretically well-established in 
the statistics literature, researchers have not verified using actual data that the true values are equal or 
close to the estimated values of the parameters. Because of the lack of studies on this area, researchers 
are sceptical about the applicability of this method to estimate marginal cost. To confirm that the 
estimated marginal cost from the nonparametric methods closely approximates the true marginal cost, 
we conduct a number of empirical tests. Specifically, we use data and implications from important 
studies on one of the few industries where the true values of marginal cost can be readily observed from 
the available data and estimated from the same data set: California's electricity industry. We then 
compare the values of the true marginal cost to these of its estimates and show that the correlation 
between the two is very high and that their distribution densities are quite similar. We carry out these 
tests using two data sets: actual aggregate data for all firms in the industry and simulated panel data that 
comprise information for each firm at each point in time. 
In addition, we estimate the same total-cost equation using state-of-the-art parametric models. In 
particular, we use the two data sets and impose various parametric forms to the cost function. We find 
that marginal cost estimates using parametric methods are relatively worse approximations of true 
marginal costs as compared to the nonparametric methods. For the simulated panel data set where 
different forms have different production technologies, the bias is so large that marginal cost estimates 
based on parametric methods result in invalid inference. 
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Empirical studies of marginal cost date back at least to Rosse (1967). In most of these studies, 
researchers carry out marginal cost estimations by using parametric econometric methods, with the 
assumption that production technology is constant among firms in the same industry or between 
different groups of firms. Therefore, based on our empirical analysis, the results of these studies might 
be considerably biased. The realization of this problem, among other issues, leads some researchers to 
avoid estimating cost equations and to rely on alternative empirical techniques to infer firm behavior 
and industry conduct (e.g., by using demand equations, as in Nevo, 2001). Other important contributions 
use data from the few industries where researchers can observe the true marginal cost. For example, 
Wolfram (1999) and Borenstein et al. (2002) use such data from the electricity industry and Genesove 
and Mullin (1998) from the sugar industry.  
The rest of the paper proceeds as follows. Section 2 discusses the data set of Borenstein et al. (2002) 
from California’s electricity market and presents the results from the parametric methods. Section 3 re-
estimates marginal costs by using three semiparametric and nonparametric methods. Section 4 carries 
out the analysis of the two previous sections based on simulated data. Section 5 concludes. 
 
2. Data and Estimation of Marginal Cost using Parametric Methods 
2.1. Data from California’s Electricity Market 
This section describes the actual data set from California's electricity industry. Borenstein et al. 
(2002) use hourly data of electricity generation firms operating in the California electricity market over 
the period June 1998 to October 2000. Since these data only provide the required information at the 
aggregate level across all firms in the industry for each hour, they are time-series data. We have 
information on the actual marginal cost, as well as on the data required to estimate the cost function and 
derive the marginal cost. Thus, we can compare the actual marginal cost with its estimates through the 
use of basic statistical methods to infer whether the estimates closely approximate the true marginal 
cost.  
The data set comprises 21,217 observations on marginal cost (mc), total cost (tc), industry output 
(q) measured in MW per hour, and the input prices of production measured in $/MWh. Most of the 
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firms in the industry use two input prices, namely the average daily price of natural gas for California 
(png) and the price of NOx permits (pno). These are the input prices that Kim and Knittel (2006) also 
use when they employ the same data set to estimate the cost function with parametric methods. We 
report summary statistics for these variables in Table 1.  
[INSERT TABLE 1] 
Figures 1 to 3 offer a graphical representation of the relationship between total cost and (i) 
electricity output, (ii) the price of natural gas, and (iii) the price of NOx permits. In all three figures, we 
add a locally weighted regression line to provide a first analysis of the determinants of total cost. Figure 
1 shows that the relationship between total cost and output is somewhat different between two classes 
of production units. The upper part of the figure shows observations that reflect a convex function, 
whereas those in the lower part of the figure reflect an almost linear relationship. Figure 2 shows that 
the relationship between total cost and the price of natural gas can be characterized by a convex 
function, while Figure 3 shows that the equivalent relationship between total cost and the price of NOx 
permits is represented by a concave function. The large variation in the prices of natural gas and NOx 
permits stems from the fact that during the California electricity crisis that began early in 2000, input 
prices increased drastically, becoming a significant component of changes in costs. This crisis is 
essentially the reason for the observed non-linearity in Figures 1 to 3.  
[INSERT FIGURES 1 to 3] 
          
2.2. Estimation of Marginal Cost using Parametric Methods 
Before discussing the semiparametric and nonparametric methods to estimate the cost equation, we 
use existing parametric methods and the implications of the extensive literature on this issue to obtain 
marginal cost estimates. There are several studies with various objectives that estimate the marginal 
cost of firms. Only indicatively, see Hall (1988), Bresnahan (1989), Roeger (1995), Konings et al. 
(2005), and Koetter et al. (2012). A common feature of these studies is that they rely on strong 
assumptions of the functional form, usually without an initial analysis on the properties of their data. 
Indeed, most of these studies employ a translog functional form without any prior tests. We show that 
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such an ad hoc analysis using parametric methods can lead to erroneous estimation of marginal cost. 
This observation raises serious doubts about the findings and implications of the literature on several 
microeconomic, industrial-organization, and management-science projects. 
We closely follow the conventional approaches to estimate marginal cost (e.g., Koetter et al., 2012). 
We specify various parametric forms for the cost function, such as the log-linear and the more flexible 
translog, generalized Leontief, and Fourier. We present the results from the log-linear and the translog 
cost functions, those that are used most commonly in the literature. The log-linear cost function (log of 
Cobb-Douglas) takes the following form: 
0 1 2ln( / ) ln( / ) lntc pno c c png pno c q u    ,      (1) 
where tc is total cost, q is industry output, png is the average daily price of natural gas for California 
and pno is the price of NOx permits. The translog cost function takes the following form: 
0 1 2 3
2 2
4 5
ln( / ) ln( / ) ln ln( / )*ln
                      c 1/ 2*(ln( / )) 1/ 2*(ln ) .
tc pno c c png pno c q c png pno q
png pno c q u
    
 
   (2) 
In these specifications, we impose homogeneity of degree one on input prices by dividing png and tc 
by pno. From (1) and (2), respectively, marginal cost can be calculated for each observation as follows: 
 𝑚𝑐 = 𝑡𝑐 𝑞⁄ ∗ 𝑐2          (3) 
2 3 5/ [ ln( / ) ln ]mc tc q c c png pno c q   .      (4) 
We begin by estimating (1) and (2) with OLS. As the values of the variables added to these 
equations vary, this method yields observation-specific estimates of mc for both (1) and (2). Evidently, 
this is a crucial issue underlying the shape of the values of the estimated mc, as this depends not only 
on the coefficient estimates but also on the variables themselves. We report the coefficient estimates 
and t-statistics in the first two columns of Table 2. All estimated coefficients are statistically significant 
at the 1% level and bear the expected sign. Also, high adjusted R-squared values show that very little 
is left unexplained. 
[INSERT TABLE 2] 
With these specifications, we assume that output is exogenous to the cost equation. Reiss and Wolak 
(2007) note that the exogeneity of output and input prices in cost functions depends on the type of the 
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industry examined. Specifically, endogeneity of q arises if, for example, the cost function comes from 
a production function qi = f (Ai, Li, Ki) that includes component Ai characterizing technology as different 
among firms. Then, the cost equation will also be a function of A and if A is unobserved it renders q 
endogenous. In this case there are two choices: to identify reasonable estimates of Ai and add them to 
the estimated equation and to instrument q. In our setting, the extent to which the estimated marginal 
cost approximates the true marginal cost can guide us through this potential identification issue. 
Furthermore, the technology used by different firms in the electricity industry should not be widely 
different, and instrumental variables’ regressions should be less efficient than ordinary least squares 
(OLS) if the endogeneity bias is small. The third and fourth columns of Table 2 report the results from 
the estimations of (2) and (3) using a two-stage least squares (2SLS) estimation method and the changes 
in the two input prices as instruments. The California electricity firms consider input prices as 
exogenous (Borenstein et al., 2002), and therefore their changes qualify as proper instrumental 
variables.   
Using (3) and (4), we obtain the marginal cost estimates for the four different specifications in Table 
2. We report summary statistics for these estimates in Panel A of Table 3, which show that the mean 
values from the different specifications closely approximate the mean value of the true marginal cost. 
In this respect, the parametric models approximate the true marginal cost fairly well. Next, we examine 
the correlation coefficients between the parametric estimates and the true values of marginal cost (see 
Panel B of Table 3). The higher correlation is between the marginal cost obtained from the estimation 
of the translog with OLS (mctrols) and the true marginal cost (mc) and is equal to 0.902. The rest of the 
relevant correlation coefficients in columns (1) to (4) are below 0.9.  
[INSERT TABLES 3] 
However, more importantly, comparing the probability density function (PDF) of marginal cost 
estimates with the equivalent of the true marginal cost (shown in Figures 4 to 7) divulges important 
differences. The first two figures show that the estimation of the cost function with OLS somewhat 
overestimates the total cost for a significant number of observations. The t-test and sign-test for the 
equality of values (reported below the figures) strongly reject the null hypothesis of the equality of the 
pairs of series (for an explicit description of these tests, see Hoel 1966). Further, the results from both 
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the log-linear and the translog specifications illustrate that 2SLS produces marginal cost estimates that 
deviate from true marginal cost to a larger degree. Specifically, the correlation coefficients between mc 
and mcll2sls or mctr2sls are lower compared with their equivalents from the OLS. Most importantly, the 
PDFs of mcll2sls and mctr2sls show a worse fit to the true marginal cost compared to the OLS equivalents 
(see Figures 6 and 7 and associated t-tests and sign-tests). Therefore, this is evidence that any use of 
these estimates for research or policy purposes biases the inference, even for an industry with simple 
technology such as the one described by this data set. 
[INSERT FIGURES 4 to 8] 
So far we have used the main functional forms employed in the related literature. Despite the fact 
that the majority of this literature does not test for the suitability of the functional form, we find that 
both the log-linear and the translog models do not pass the Ramsey (1969) test for neglected non-
linearity in the choice of functional form (p-values in both cases equal 0.000). Given the pictures 
presented in Figures 1 to 3, we use a specification of the form 
ln(𝑡𝑐 𝑝𝑛𝑜⁄ ) = 𝑐0+𝑐1 ln(𝑝𝑛𝑔 𝑝𝑛𝑜⁄ ) + 𝑐2ln𝑞 + 𝑐3 (ln⁡(𝑝𝑛𝑔 𝑝𝑛𝑜)⁄
2 + 𝑐4(ln𝑞)
2,  (5) 
which simply adds the squared terms of the output and the scaled input price as determinants of total 
cost. The p-value of the Ramsey test now increases to 0.02, still rejecting the null at the 5% level. We 
present the PDF from this functional form in Figure 8. The fit is relatively better; however, the t-test for 
equality is still statistically significant at the 1% level and the sign-test rejects the null of equality of 
distributions of the estimates with the true marginal cost. We experiment with other functional forms 
such as the generalized Leontief and the Fourier, or with ad hoc functional forms that include various 
combinations of squared terms, but we always reject the null hypothesis for the suitability of the 
functional form. 
Furthermore, we conduct sensitivity analyses on these findings (i) by estimating (1), (2), and (5) 
using the maximum likelihood method, and (ii) by removing the outliers of marginal cost (we drop 
0.5% of the sample from each end of the distribution of marginal cost). The results from these sensitivity 
analyses do not improve the results already presented. We feel that the main driver of these findings is 
the presence of the variables tc/q, ln(png/pno) and lnq in (3) and / or (4), which is imposed by the 
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parametric assumptions. Indeed, one can experiment with other variants of parametric models and 
perhaps find a specification that yields estimates that more closely approximate the true values of 
marginal cost for the present sample. However, in most industries, the researcher or the practitioner is 
not aware of the true marginal cost, making comparisons with estimates difficult; this is why researchers 
work with estimation results. 
  
3. Estimation with Semiparametric and Nonparametric Methods 
This section presents the results for the estimation of marginal cost using the data from the 
California electricity market and three semiparametric and nonparametric methods. These methods are 
quite general and can be applied to any industry in which the true marginal cost is not observed. The 
reason for this is that these methods do not rely on any specific parametric assumptions about the type 
of technology used in the industry or by different firms within the industry and the extent of the market. 
The only requirements are as follows: (i) the econometric methodology must be robust to a reasonable 
degree and (ii) the variables employed should not have measurement error. 
Given these properties, we rely on the estimation of a general linear cost function in the form of 
 0 1 2 3it it it it ittc a a png a pno a q e     .       (6) 
For this cost equation, marginal cost is simply equal to a3, and hence estimation is not affected by the 
structure of the data (i.e., no actual variables are involved in the calculation of marginal cost after 
estimation). Note that all of the estimated models are varying-coefficient models because they allow as 
many estimates for a3 as the observations in the data. 
 
3.1. Semiparametric and Nonparametric Methods 
We utilize the semiparametric smooth coefficient model of Fan (1992), the generalized additive 
model of Hastie and Tibshirani (1986), and the nonparametric inefficiency model of Kumbhakar et al. 
(2007). Due to space constraints, we provide only few details on the estimation of the three models 
using the data on California’s electricity industry.  
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We first discuss the smooth coefficient model. Our initial assumption is that the data are {Yi, Wi}, i 
= 1,…, n, where Y is the response variable that equals tc, and W is the matrix of the predictor variables 
that comprises png, pno, and q. We suppress the subscript t that represents hours. Also, we have Wi = 
{Xi, Vi}, where X comprises the input prices png and pno, while V is the non-parametric part of the 
model (in our case just q). We can now rewrite (6) in econometric form as follows: 
𝑌𝑖 = 𝐸(𝑌𝑖|𝑊𝑖) + 𝑒𝑖 = 𝑋𝑖𝛽1 + 𝑉𝑖𝛽2(𝑧𝑖) + 𝑒𝑖.       (7) 
In (7), β2 is a function of one or more variables with dimension k added to the vector Z, which is an 
important element of the analysis and will be discussed below. The linear part in (7) is in line with the 
idea of the semiparametric model as opposed to a nonparametric model (e.g., Zhang et al., 2002). The 
coefficients of the linear part are estimated in the first step as averages of the polynomial fitting by 
using an initial bandwidth chosen by cross-validation (Hoover et al., 1998). We then average these 
estimates β1i and β2i to receive β1 and β2 in (7). In the second step we use these average estimates and 
(7) to redefine the dependent variable as follows: 
𝑌𝑖
∗ = 𝑉𝑖𝛽2(𝑧𝑖) + 𝑒𝑖
∗,         (8) 
where the asterisks denote the redefined dependent variable and error term.  
β2(z) is a vector of smooth but unknown functions of zi, estimated using a local least squares 
approach of the form 
1
1 2 1 *
2
1 1
1
ˆ ( ) ( ) ( )
        [ ( )] ( ),
n n
j jk k
j j j
j j
n n
z z z z
z n V K n V Y K
B z C z
  
 

 
 

        
       
      

 
   (9) 
where 
1 2
1
( ) ( )
n
jk
n j
j
z z
B z n V K



 
  
 
 , 1 *
1
( ) )
n
jk
n j j
j
z z
C z n V Y K



 
  
 
 . 
Equation (9) represents a local constant estimator, where K(z, λ) is a kernel function, λ is the smoothing 
parameter (chosen by generalized cross validation in all models of our paper) for sample size n, and k 
is the dimension of zi.  
If we assume that z is a scalar and K is a uniform kernel, then (9) can be written as follows: 
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1
2 *
2
| | | |
ˆ ( )
j j
j j j
z z z z
z V V Y
 


   
   
    
      
  .       (10) 
In (10), 2
ˆ ( )z is a least squares estimator obtained by regressing *jY on jV , using the observations of (
jV , 
*
jY ) for which the corresponding zj is close to z, that is, | |jz z   . Therefore, to estimate 2
ˆ ( )z
, we only use observations within this “sliding window.” Note that no assumptions are made about this 
estimator globally, but locally—within the sliding window—we assume that 2
ˆ ( )z  can be well-
approximated. Also, because 𝛽2(𝑧) is a smooth function of z, |𝛽2(𝑧𝑗) − 𝛽2(𝑧)| is small when | |jz z  
is small. The condition that nλ is large ensures that we have sufficient observations within the interval 
| |jz z    when 2 ( )jz  is close to 2 ( )z . Therefore, under the conditions 0   and 
kn   
(for k≥1), the local least squares regression of 
*
jY on jV  provides a consistent estimate of 2 ( )z  (for a 
proof, see Li et al., 2002). Therefore, the estimation method is usually referred to as a local regression. 
 A critical issue in the estimation process is the choice of the variable(s) to comprise z. The best 
candidates are variables highly correlated with β2, but that also allow variation for β2 across firms and 
time. In a cost function, the natural candidates to use are the input prices as z. The advantage of this 
choice is that input prices most certainly affect β2 to a large extent. This has been shown many times 
when researchers employ a translog specification, which includes multiplicative terms of output with 
input prices, to estimate the cost function parametrically. In our sample, specification (2) of Table 2 
provides evidence that this is indeed the case. Thus, we employ (png + pno)/2 as z, and as a robustness 
check we also experiment with both the two input prices separately and find no significant changes in 
the results. 
The second model we use in this study is the generalized additive model of Hastie and Tibshirani 
(1986). Wood (2006) has a thorough discussion of this model, thus we only present here the practical 
issues for our estimations. The link function g(μ) for our three predictors takes the form  
 𝑔(𝜇) = 𝑎 + ∑ 𝑓𝑗(𝑊𝑗)
𝑞=3
𝑗=1 ,        (11) 
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where f are smooth functions of the three covariates and q is the basis dimension that we discuss below. 
The “additive” term refers to the fact that the covariates are assumed to be additive on the scale of the 
link function. The “generalized” term alludes to the fact that we can use the error structures and link 
functions that are available with generalized linear models. This model is fit with the penalized local 
likelihood procedure described by Hastie and Tibshirani (1986) and Wood (2006). 
 To estimate the generalized additive model we need to make some assumptions. First, to 
estimate f, (11) needs to be represented in such a way that it becomes a linear model. This can be done 
by choosing a basis, which defines the space of functions of which f (or a close approximation of it) is 
an element. Choosing a basis is equivalent to choosing some function which will be treated as 
completely known. For example, if bi(W) is the ith such basis function, then f will have the representation  
𝑓(𝑊) = ∑ 𝑏𝑖(𝑊)𝛽𝑖
𝑞
𝑖=1 , for some values of the unknown parameters βi. Substituting this expression in 
(11) yields a linear model, which can be estimated with least squares (Wood, 2006).  We choose the 
cubic smoothing spline, which is easy to compute and allows the program to run for a big sample size, 
such as ours (also see Wood, 2006). This is consists of sections of a cubic polynomial, joined together 
so that they form a continuous function. The points at which these sections are joined are known as 
knots of the spline, which define the basis dimension q. As Wood (2006) suggests, the exact size of the 
basis dimension is not that critical, as this dimension is only setting an upper bound of flexibility of the 
function. Hence, the model’s fit is more or less insensitive to the basis dimension, as long as this 
provides enough flexibility. We experiment with various basis dimensions and report the results from 
q = 4, as our results become more sensitive for lower values of q.  
 The third model employed is the inefficiency model by Kumbhakar et al. (2007) and 
Kumbhakar and Tsionas (2008). These methods utilize a model of the form, 
𝑌 = 𝑓(𝑧) − 𝑢 + 𝑒,         (12) 
which is a localized version of the equivalent parametric model of Aigner et al. (1977). In this model, 
z are the predictors, u > 0 is the inefficiency term, and e represents random noise. Under the “initial” 
assumption of linearity and normal errors terms, we have 
𝑌𝑖 = 𝑧′𝑖𝛼𝑖 − 𝑢𝑖 + 𝑒𝑖 , ⁡⁡⁡⁡𝑢𝑖~𝑖𝑖𝑑𝑁(0, 𝜎𝑢𝑖
2 ), 𝑒𝑖~𝑖𝑖𝑑𝑁(0, 𝜎𝑒𝑖
2 ).    (13) 
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Here we assume that 𝑎𝑖 = 𝑎(𝑧𝑖), 𝜎𝑢𝑖
2 = exp[𝑙𝑜𝑔𝜎𝑢
2(𝑧𝑖)] , 𝜎𝑒𝑖
2 = exp[𝑙𝑜𝑔𝜎𝑒
2(𝑧𝑖)], which we denote 
collectively by  i iz  . The specification is quite general, as all the coefficients and variances are 
permitted to vary among observations. 
The corresponding likelihood for the ith observation is as follows: 
     
  
 
    
 
2
1/2
2
2
, 2 exp
2
i i i i i i i
i i i i
ii
Y z z z Y z z
l Y z z
zz
  
 


      
     
     
.   (14) 
In (14) Φ denotes the standard normal distribution function,      2 2 2i e i u iz z z    , and 
 
 
 
u i
i
e i
z
z
z



 . The global log-likelihood function is as follows: 
      
1
, log ,
n
i i i i
i
L Y l Y z w z 

 ,        (15) 
where  iw z  denotes the weights. Here we use the local quadratic approximation following Kumbhakar 
and Tsionas (2008): 
          12,o i oo o i i iz a A z z a a z z z z A z z
        ,     (16) 
where <.> denotes the inner product and ,oa A  are a vector and a symmetric matrix, respectively, of 
unknown coefficients. Suppose  , vech( )oa a A   . This means that we use the local quadratic 
approximation for both the coefficients and the log variance  2log iz . We use the log-variance 
specification following Kumbhakar et al. (2007) to keep the variances positive. Relative to local linear 
estimation this log-likelihood specification is more general in the sense that (i) we allow for arbitrary 
form of heteroskedasticity and (ii) we do not effectively rely on the normality assumption. The local 
likelihood estimate of  z  is  ˆ ˆooz a  . The weight function is as described before and the bandwidth 
parameters are determined using generalized cross-validation.  
There are three main advantages of the latter approach. First, we do not assume that variances are 
constant and at the same time we model non-parametrically the distribution of the error term. Second, 
we model the inefficiency component of the error term, which might be important in empirical 
applications involving the estimation of cost functions. Furthermore, relative to Hastie and Tibshirani 
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(1986), the efficiency model does not use an arbitrary local span or “window” of observations to yield 
smooth estimates, but rather a multivariate kernel. Setting a window would make the results 
sensitive in practice, whereas localization using the full likelihood based on cross-validation is 
fully automatic and does not require arbitrary choices of windows. Similar experience has been 
found and reported in Kumbhakar et al. (2007). The multivariate kernel has well-established 
asymptotic properties, which can serve as a rough guidance to the good behavior of the 
estimator in small samples as reported again in the simulation experiments of Kumbhakar et 
al. (2007). Even though this leads to increased computational cost, this model is useful in practice and 
is likely to yield better results particularly in finite samples. 
 
3.2. Empirical Findings 
This section reports and analyzes the estimation results from the smooth coefficient model, the 
generalized additive model, and the inefficiency model, and compares these results with the true 
marginal cost that the analysis in Section 2 provides. We demonstrate that the semiparametric and 
nonparametric estimates of marginal cost closely approximate the true marginal cost, which shows that 
the proposed methods provide improved estimates of marginal cost compared with their equivalents 
from the parametric methods.  
Panel A of Table 4 reports summary statistics for the coefficient estimates of png, pno, and q from 
the smooth coefficient model. The average of the estimated coefficients for q — the marginal cost 
(denoted as mcscm) — is 35.10 and is very close to the average of the true marginal cost (34.45). 
Similarly, the correlation coefficient between mcscm and the true mc, reported in the last row of Panel 
A, is as high as 0.974. Furthermore, Figure 9 depicts the graph of the PDF of mcscm against that of the 
true mc as done for the parametric models earlier. The figure shows a relatively better fit than before 
with the estimated marginal cost mapping the true marginal cost quite well. Also, the p-values of the t-
test and the sign-test do not reject the null hypothesis that the two PDFs are equal. This is first-hand 
evidence that the proposed method provides superior estimates of the marginal cost at each point in the 
data compared with the estimates from the parametric models. 
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[INSERT TABLE 4] 
[INSERT FIGURES 9–11] 
Panel B of Table 4 and Figure 10 report the results from the generalized additive model. These 
results represent a marginal improvement over the equivalent ones from the smooth coefficient model. 
The correlation coefficient between the marginal cost from the generalized additive model (mcgam) and 
mc is marginally higher (0.983). Furthermore, the PDF of mcgam is almost identical to that of mc, while 
the associated t-test and sign-test yield higher p-values compared with their equivalents from the smooth 
coefficient model. Thus, we can conclude that the generalized additive model is particularly suitable 
for the estimation of marginal cost in the California electricity market. 
The results from the generalized additive model are also very close to those from the nonparametric 
inefficiency model. Panel C of Table 4 shows that the correlation coefficient between the marginal cost 
from the inefficiency model (denoted as mcim) and mc is as high as 0.987. This is the highest correlation 
coefficient between an estimated marginal cost and the true marginal cost identified among all of our 
estimations. The p-values of the t-test of equality of the two series and the sign-test of the equality of 
the two PDFs are also very high, confirming a very good fit of mcim to mc (see Figure 11). Another 
interesting result from the inefficiency model is the estimation of the inefficiency component u. These 
estimates show that the inefficiency is not particularly large in our sample, with the average value of u 
being 0.07, the minimum value being zero by construction, and the maximum value being 0.13.    
We conduct a number of sensitivity analyses on the results of this section. In particular, (i) we use 
only png as Z in the smooth coefficient model, instead of the linear combination of both input prices, 
(ii) we include a time trend among the regressors, and (iii) we use a number of different options for the 
degrees of freedom for the predictors, the distribution of the dependent variable, etc. The results, 
unreported here but available on request, are not significantly different from those reported in Table 4 
and shown in Figures 9 to 11. 
Our results show that the semiparametric and the nonparametric methods for the estimation of 
marginal cost represent a great improvement over the parametric estimation methods. The specification 
tests in Table 4 are quite definite in that the inference based on the estimates from the semiparametric 
and non-parametric methods can be carried out with confidence. For example, if one has information 
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on prices of products and needs marginal cost estimates to calculate price-cost margins, then the 
estimates from the proposed methods will approximate the true price-cost margins relatively better than 
the estimates from the conventional methods. Many other examples can be provided from the 
economics and business literatures where estimates of marginal cost are required for research and 
policy-making reasons. Below we confirm that these conclusions also hold for a simulated panel data 
set. 
 
4. Evidence from Simulated Panel Data 
Most research studies that estimate marginal cost from the cost function use panel data from firms 
operating in a particular industry. The difference between studies that use panel data and those that use 
aggregate data can be considerable if firms have different production technologies and cost structures. 
This difference implies that imposing parametric structures on the cost function can yield larger biases 
in panel data studies. To examine the hypothesis that the true marginal cost equals the estimated one 
using panel data, we generate simulated-panel data from the underlying information that the actual data 
provides.  
In particular, we conduct a data generation process for the variables q (now output of firm i), png, 
pno, and mc. The dimension of the panel is set to 4,000 hourly observations each for five firms that total 
to 20,000 observations. We also experiment by generating 21,217 observations each for five firms, i.e., 
106,085 observations in total. However, the larger number of observations in this panel increases the 
computational burden of the semiparametric and nonparametric analyses in the software used for the 
estimation (Gauss, Stata, and R), most of the times rendering the estimation impossible on a CORE i7 
processor with 6GB of RAM.  
To generate data for q, png, and pno, we use a chi-squared distribution and the mean values from 
the actual data set (i.e., 5,006.8, 27.30, and 3.87, respectively). We favor the chi-squared distribution 
over, for example, the log-normal distribution because PDFs of the actual data for these variables are 
positively skewed. We define q as exogenous to the cost equation, which has important implications for 
the validity of the estimation procedure below, as one can use OLS- and likelihood-based methods. 
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Finally, to generate data on mc we follow the paradigm of Kim and Knittel (2006), Specifically, we 
estimate, using the actual data and OLS, a linear regression of the form  
𝑚𝑐𝑖𝑡 = 𝑓(𝑝𝑛𝑔𝑖𝑡 , 𝑝𝑛𝑜𝑖𝑡 , 𝑞𝑖𝑡 , ∑ 𝑑
3
1 ),        (17) 
where d contains the parameters on the independent variables. This yields  
𝑚𝑐 = 0.570𝑝𝑛𝑔 + 0.750𝑝𝑛𝑜 + 0.002𝑞 + 4.253 + 𝜀,     (18) 
which are the coefficients used for the data generation process for mc. Given the positive skewness of 
mc in the actual data, in (18) the stochastic term ε is chi-squared distributed with the mean of the actual 
dataset (34.45). For the generation of mc, we also experiment with all other functional forms used to 
estimate the parametric models in Section 2.2. Not surprisingly, in the case for example of the log-linear 
model (Equation 3) the best fit to the simulated mc are the estimates of mc from the log-linear 
specification, while in the case of the translog model (Equation 4) the best fit are the estimates of mc 
from the translog specification. Consequently, these tests are not very informative if one wants to 
examine cases where the underlying structure of the data is more complex.  
We provide summary statistics for the generated variables in Table 5. From this data set, we 
calculate total costs for each available observation from the textbook formula: 
1 0 1 0 1 1 0 0/ ( ) /( ) ( )mc tc q mc tc tc q q tc mc q q tc           .           (19) 
This is a good approximation for tc, because of the high frequency of the data. This data generation 
process yields a tc that has a bimodal distribution, which poses a more stringent requirement on the 
parametric and nonparametric models to be studied later. Thus, the requirement is that the estimates of 
marginal cost must be able to approximate the true marginal cost even though the total cost is clustered 
in two modes. This clustering could arise, for example, from an industry where there are two groups of 
firms such as a number of large firms with high costs and a number of small ones with lower costs, or 
from an industry where there is seasonality in the cost data with a period of high costs and a period of 
low costs.    
Table 6 reports the results from applying OLS with fixed and time effects to the log-linear and the 
translog specifications. Similar to our analysis in Section 2.2, other functional forms for the parametric 
specification of the cost equation do not substantially improve the fit of the marginal cost estimates to 
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the actual values of the marginal cost, and are not reported due to space constraints. Both the coefficients 
on the price and the quantity variables added to the log-linear specification and the “actual” effect of 
these variables in the translog specification (when taking partial effects) are positive and statistically 
significant at the 1% level. We proceed by estimating mc from each specification, given (3) and (4). 
The mean values of the estimated marginal cost, reported in Panel A of Table 7, are higher than the 
those of the actual marginal cost reported in Table 5. This shows that, on average, both parametric 
specifications overestimate marginal cost in the sample. More importantly, the correlation coefficient 
between the estimates of marginal cost obtained from the log-lineal specification (mcllols) and the actual 
values of marginal cost is nearly zero (see Panel B of Table 7). The equivalent correlation coefficient 
involving the estimates from the translog is better, but still as low as 0.342.   
[INSERT TABLES 5 to 8] 
The reason behind these findings is the fact that the PDF of tc is bimodal. Figure 12 presents the 
PDF of mcllols versus that of the actual mc. Even though the PDF of tc is bimodal, the PDF of the true 
mc = Δtc/Δq is unimodal. In contrast, the PDF of mclolls is bimodal, which is imposed by the appearance 
of tc in (3) and no other terms that improve the flexibility of the estimates. Therefore, the estimates of 
marginal cost from the log-linear specification can be severely biased if the structure of the cost data is 
unfavorable. As shown in Figure 13, the estimates’ flexibility is significantly improved when using the 
translog. Yet, the fit of the estimates to the actual mc is still far from optimal, with the estimates of mc 
displaying a relatively higher standard deviation (see also relevant values in Tables 5 and 7). Also, the 
p-values of the t-test and the sign-test are essentially equal to zero, showing that the estimated and the 
true marginal costs are far from equal.  
[INSERT FIGURES 12 to 16] 
We now turn to the estimation of the cost equation, using the semiparametric and nonparametric 
methods. We report averages of the coefficient estimates from the smooth coefficient model in Panel A 
of Table 8. Again, the mean of the estimates on mcscm is close to that of the true mc from the simulated 
panel (34.7 versus 34.4). Most importantly, the correlation coefficient between the two is as high as 
95%, which is a great improvement compared to the equivalent one from the translog equation of 34%. 
Further, we compare the PDF of mcscm obtained from the simulated data set to the true mc in Figure 14. 
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Again, the mapping of the values of mcscm against those of the true mc improves significantly compared 
to those in Figures 12 and 13. Also, the p-values of the t-test and the sign-test are higher, even though 
the sign-test rejects the null hypothesis of the equality of the two PDFs at the 5% level of significance. 
Therefore, the most suitable method for the estimation of marginal cost using the simulated data 
seems to be the generalized additive model. We report the results from this method in Panel B of Table 
8 and compare the PDFs of the estimated and the actual marginal costs in Figure 15. The correlation 
coefficient between mcgam and mc is as high as 0.966 and the p-values of the t-test and the sign test 
suggest that the null hypothesis of equality is not rejected. This considerable improvement shows that 
if the marginal cost estimates from the generalized additive model are used to, for example, calculate 
price-cost margins, then the accuracy of the margins will improve considerably.  
Finally, Panel C of Table 8 and Figure 16 present the results from the inefficiency model. The 
inefficiency model produces estimates that are relatively better than the estimates from the smooth 
coefficient model and marginally inferior to those of the generalized additive model. The p-values of 
the t-test and the sign-test show that the respective null hypotheses of equality are not rejected at the 
5% level (marginally for the sign-test). Furthermore, similar to the case of the actual data, the 
inefficiency model predicts a relatively low inefficiency, which is on average equal to 8%. The marginal 
superiority of the generalized additive and the inefficiency models over the smooth coefficient model 
might stem from the fact that they are not prone to the curse of dimensionality. Given this feature, the 
two nonparametric models should also be applicable in cases with smaller, less dense data sets. It 
remains to be examined whether the inefficiency model fits the data better than the generalized additive 
model when the firms in the industry operate under higher inefficiency levels. We leave this exercise 
for future research. 
  
5. Conclusions 
Research and policy have long been built on marginal cost estimates obtained from empirical 
models that impose strong parametric assumptions on cost functions. This paper evaluates these 
methods and, most importantly, proposes a better alternative. We first use actual data for marginal cost 
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and for variables required to estimate the marginal cost with a cost function. These data are from the 
well-established empirical industrial-organization literature that analyzes the electricity market, which 
is a unique case for observing marginal cost directly. Using this information, we also generate a panel 
data set from a suitable simulation process. Subsequently, we use both data sets to estimate the cost 
equation with (i) conventional parametric methods and (ii) three semiparametric and nonparametric 
models, namely the smooth coefficient model of Fan (1992), the generalized additive model of Hastie, 
and Tibshirani (1986) and the nonparametric inefficiency model of Kumbhakar et al. (2007).  
We first show that conventional methods provide inaccurate estimates of marginal cost when 
applied to both the actual and the simulated data sets. This bias can be large and invalidate economic 
inferences. Next, we estimate the cost equation using the three semiparametric and nonparametric 
models. These models have a number of appealing features, the most important being that they allow 
to obtain coefficient estimates of marginal cost equal to the number of observations without imposing 
a specific functional form on the cost equation. We show that the smooth coefficient model and, most 
importantly, the generalized additive and the inefficiency models produce estimates of marginal cost 
that closely approximate the true marginal cost. In particular, (i) the correlation coefficient between the 
true and the estimated marginal costs is equal to or higher than 95% in all estimated alternative 
specifications and (ii) the probability density function of the estimated marginal cost maps very closely 
to that of the true marginal cost. We contend that these findings call for a reconsideration of the literature 
that relies on marginal cost estimates with a basis of parametric assumptions. This is of special relevance 
to the literature involving identification of industry conduct.  
Further work needs to be done on the estimation of cost equations in other cases. For example, it 
would be interesting to the re-evaluate the marginal cost measures within New-Keynesian 
macroeconomic models. This is another source of debate and friction within the economics literature, 
because of the requirement to estimate marginal cost for the aggregate economy. Moreover, this paper’s 
framework can be used to re-examine the elements of profit maximization by equating the estimates of 
marginal cost and marginal revenue. Finally, the present analysis needs to be augmented by proposing 
a consistent estimator of marginal cost when the firm’s output is endogenous. This augmentation calls 
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for an estimation method that uses local instrumental or local generalized method of moments 
techniques. We leave these as a desideratum for future research.      
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Table 1. Summary statistics of actual data 
Variable Mean Std. dev. Min. Max. 
mc 34.45 17.97 18.68 441.11 
png 27.30 9.02 15.65 47.42 
pno 3.87 8.16 0.13 36.59 
q 5,006.8 3,215.3 539.0 15,632.5 
tc 181,056.7 179,676.7 12,914.9 1,067,486.0 
Notes: The table reports summary statistics for the actual data. 
mc is the true marginal cost, png is the average daily price of 
natural gas for California, pno is the price of NOx permits, q is 
the quantity of output produced and tc is the total cost. The data 
are hourly time series (number of observations is 21,217).  
  
 
 
Table 2. Estimation results from the parametric models using actual data 
 (1) (2) (3) (4) (5) 
Functional form: log-linear translog log-linear translog squared 
terms 
Estimation method: OLS OLS 2SLS 2SLS OLS 
ln(png/pno) 1.016 0.896 1.009 -0.111 0.770 
 (926.31) (51.11) (892.36) (-2.57) (221.09) 
lnq 1.105 0.538 1.069 -0.797 0.435 
 (547.17) (13.55) (448.99) (-10.87) (14.17) 
½*[ln(png/pno)]2  0.084  0.130  
  (52.19)  (52.21)  
½*(lnq)2  0.071  0.188  
  (15.37)  (24.34)  
ln(png/pno)*lnq  -0.013  0.089  
  (-7.39)  (20.58)  
[ln(png/pno)]2     0.045 
     (71.43) 
(lnq)2     0.039 
     (21.02) 
Constant -0.788 1.669 -0.459 8.996 2.306 
 (-42.82) (9.61) (-21.30) (25.17) (18.41) 
Observations 21,217 21,217 21,217 21,217 21,217 
Adj. R-squared 0.977 0.981 0.977 0.978 0.981 
Notes: The table reports the results (coefficients and t-statistics) from the estimation 
of Equations (2) and (3) using the actual data from Borenstein et al. (2002). All 
coefficient estimates are statistically significant at the 1% level. The dependent 
variable is the natural logarithm of total cost divided by the price of NOx permits, 
i.e. ln(tc/pno). png is the average daily price of natural gas for California, and q is 
the quantity of output produced at each point in time.  
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Table 3. Estimates of marginal cost from parametric models using actual data 
 
Panel A. Summary statistics of estimates of marginal cost 
 Mean Std. dev. Min. Max. 
mcllols 34.71 12.78 20.88 81.17 
mctrols 34.68 14.60 18.25 88.59 
mcll2sls 35.27 12.99 21.22 82.48 
mctr2sls 32.82 11.70 14.14 80.18 
mcstols 34.45 22.36 19.64 88.74 
 
Panel B. Correlations between true marginal cost and estimated marginal costs 
from the different parametric models 
 mcllols mctrols mcll2sls mctr2sls mcstols 
mc 0.898 0.902 0.898 0.879 0.912 
Notes: Panel A reports summary statistics for the estimates of marginal cost 
obtained from the four alternative parametric models of Table 2. Panel B reports 
pairwise correlation coefficients between the true values of marginal cost (mc) 
and the estimates of marginal cost obtained from the five alternative 
specifications in Table 2. mcllols is from the estimation of the log-linear 
specification with OLS, mctrolls is from the estimation of the translog 
specification with OLS, mcll2sls is from the estimation of the log-linear 
specification with a two-stage least squares, mctr2sls is from the estimation of a 
translog specification with a two-stage least squares, and mcstols is from the 
estimation with OLS of a specification with squared terms on the explanatory 
variables.     
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Table 4. Estimation results from the semiparametric and the 
nonparametric models using actual data 
 
Panel A. Smooth coefficient model 
 Mean Std. dev. 95% conf. interval 
png 2,689.9 441.7 2,575.7 2,804.3 
pno 5,607.4 543.3 5,481.4 5,733.3 
q (mcscm) 35.10 5.86 34.88 35.31 
Correlation coefficient between mcscm and mc = 0.974. 
 
Panel B. Generalized additive model 
 Mean Std. dev. 95% conf. interval 
png 2,687.3 440.5 2,573.1 2,801.7 
pno 5,606.2 537.8 5,480.1 5,732.4 
q (mcgam) 34.71 5.71 34.49 34.94 
Correlation coefficient between mcgam and mc = 0.983. 
 
Panel C. Inefficiency model 
 Mean Std. dev. 95% conf. interval 
png 2,669.7 443.4 2,551.1 2,784.2 
pno 5,594.2 548.2 5,468.4 5,720.1 
q (mcim) 34.63 5.76 34.41 34.86 
Correlation coefficient between mcim and mc = 0.987. 
Notes: The table reports means, standard deviations and bootstrap 
confidence intervals for the estimates from the smooth coefficient 
model (Panel A), the generalized additive model (Panel B) and the 
inefficiency model (Panel C). Here we use the actual data from 
Borenstein et al. (2002). png is the average daily price of natural gas 
for California, pno is the price of Nox permits, and q is the quantity of 
output produced at each point in time that also equals the estimated 
marginal cost. 
 
 
 
Table 5. Summary statistics of simulated data 
Variable Mean Std. dev. Min. Max. 
mc 34.40 4.90 20.28 61.23 
png 27.24 7.40 6.42 65.17 
pno 3.85 2.78 0.01 32.93 
q 5,007.1 99.8 4,599.5 5,390.3 
tc 218,136.7 36,870.9 143,711.3 328,261.3 
Notes: The table reports summary statistics for the simulated 
panel data. mc is the true marginal cost, png is the average daily 
price of natural gas for California, pno is the price of NOx 
permits, q is the quantity of output produced and tc is the total 
cost. The panel data include information for 4,000 time series 
over 5 firms (20,000 observations). 
 26 
 
Table 6. Estimation of parametric models using 
simulated data 
 (1) (2) 
Functional form: log-linear translog 
Estimation method: OLS OLS 
ln(png/pno) 0.898*** -2.133** 
 (371.11) (-2.07) 
lnq 0.941*** 41.048 
 (8.99) (0.65) 
½*[ln(png/pno)]2  0.074*** 
  (21.60) 
½*(lnq)2  -4.795 
  (-0.65) 
ln(png/pno)*lnq  0.334*** 
  (2.77) 
Constant 1.219 -166.26 
 (1.37) (-0.62) 
Observations 20,000 20,000 
Adj. R-squared 0.862 0.865 
Notes: The table reports the results (coefficients and 
t-statistics) from the estimation of Equations (2) and 
(3) using the simulated data and OLS. The 
dependent variable is the natural logarithm of total 
cost divided by the price of Nox permits, i.e. 
ln(tc/pno). png is the average daily price of natural 
gas for California, and q is the quantity of output 
produced at each point in time. The *** and ** 
denote statistical significance at the 1 and 5% levels 
respectively.  
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Table 7. Estimates of marginal cost from parametric models 
using simulated data 
 
Panel A. Summary statistics of estimates of marginal cost 
 Mean Std. dev. Min. Max. 
mcllols 41.70 7.02 28.53 62.33 
mctrols 42.37 14.12 6.64 139.81 
 
Panel B. Correlations between true marginal cost and estimated 
marginal costs from the different parametric models 
 mcllols mctrols   
mc -0.005 0.342   
Notes: Panel A reports summary statistics for the estimates of 
marginal cost obtained from the two alternative parametric 
models of Table 5. Panel B reports pairwise correlation 
coefficients between the true values of marginal cost (mc) and 
the estimates of marginal cost obtained from the two alternative 
specifications in Table 5. The mcllols is from the estimation of the 
log-linear specification with OLS, and mctrolls is from the 
estimation of the translog specification with OLS.     
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Table 8. Estimation results from the semiparametric and the 
nonparametric models using simulated data 
Panel A. Smooth coefficient model 
 Mean Std. dev. 95% conf. interval 
png 2,645.3 310.5 2,528.1 2,762.7 
pno 5,355.1 402.2 5,225.0 5,485.3 
q (mcscm) 34.70 2.47 34.48 34.94 
Correlation coefficient between mcscm and mc = 0.950. 
 
Panel B. Generalized additive model 
 Mean Std. dev. 95% conf. interval 
png 2,647,1 308.44 2,529.9 2,764.5 
pno 5,349.2 406.52 5,219.2 5,479.4 
q (mcgam) 34.48 2.40 34.26 34.71 
Correlation coefficient between mcgam and mc = 0.966. 
 
Panel C. Inefficiency model 
 Mean Std. dev. 95% conf. interval 
png 2,658.5 314.31 2,541.3 2,775.6 
pno 5,388.2 381.20 5,271.0 5,505.5 
q (mcim) 34.54 2.30 34.32 34.76 
Correlation coefficient between mcim and mc = 0.944. 
Notes: The table reports means, standard deviations and bootstrap 
confidence intervals for the estimates from the smooth coefficient 
model (Panel A), the generalized additive model (Panel B) and the 
inefficiency model (Panel C). Here we use the simulated data, 
constructed on the basis of the actual the data set of Borenstein et al. 
(2002). png is the average daily price of natural gas, pno is the price 
of Nox permits, and q is the quantity of output produced at each point 
in time that also equals the estimated marginal cost.  
 
 
 
 29 
     
   
 
 
 
   
          t-test of equality: 4.39 (p= 0.000), sign-test: p=0.000 
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Figure 1. Total cost and electricity output    Figure 2. Total cost and the price of natural gas 
Figure 3. Total cost and the price of NOx 
Figure 4. Marginal cost obtained from the log-linear specification 
and OLS vs. true marginal cost (actual data) 
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t-test of equality: 4.14 (p= 0.000), sign-test: p=0.000      t-test of equality: 14.02 (p= 0.000), sign-test: p=0.000 
 
 
 
          
t-test of equality: 25.06 (p= 0.000), sign-test: p=0.000         t-test of equality: 2.71 (p= 0.001), sign-test: p=0.000 
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Figure 5. Marginal cost obtained from the translog specification 
and OLS vs. true marginal cost (actual data) 
Figure 6. Marginal cost obtained from the a log-linear 
specification and 2SLS vs. true marginal cost (actual data) 
Figure 7. Marginal cost obtained from the translog specification 
and 2SLS vs. true marginal cost (actual data) 
Figure 8. Marginal cost obtained from the model with squared 
terms vs. true marginal cost (actual data) 
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t-test of equality: 0.97 (p= 0.302), sign-test: p=0.108       t-test of equality: 0.74 (p= 0.480), sign-test: p=0.249 
 
 
 
    
t-test of equality: 0.043 (p= 0.710), sign-test: p=0.715      t-test of equality: -1.2e+02 (p= 0.000), sign-test: p=0.000 
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Figure 9. Marginal cost obtained from the smooth coefficient 
model vs. true marginal cost (actual data) 
Figure 11. Marginal cost obtained from the nonparametric 
inefficiency model vs. true marginal cost (actual data) 
Figure 10. Marginal cost obtained from the generalized additive 
model vs. true marginal cost (actual data) 
Figure 12. Marginal cost obtained from the log-linear 
specification and OLS vs. true marginal cost (simulated data) 
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t-test of equality: -73.65 (p= 0.000), sign-test: p=0.000                   t-test of equality: 1.82 (p= 0.069), sign-test: p=0.038 
 
 
 
                                     
t-test of equality: 1.26 (p= 0.207), sign-test: p=0.106                    t-test of equality: 1.53 (p= 0.111), sign-test: p=0.051 
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Figure 13. Marginal cost obtained from the translog specification 
and OLS vs. true marginal cost (simulated data) 
Figure 14. Marginal cost obtained from the smooth coefficient 
model vs. true marginal cost (simulated data) 
Figure 15. Marginal cost obtained from the generalized additive 
model vs. true marginal cost (simulated data) 
Figure 16. Marginal cost obtained from the nonparametric 
inefficiency model vs. true marginal cost (simulated data) 
