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Kivonat: A Hunpars-projekt célja egy nyílt forráskódú elemz alkalmazás lét-
rehozása, amely automatikusan végzi el bármilyen értelmezhet magyar mon-
dat szintaktikai elemzését, konkrétan a mondatot alkotó szócsoportok és azok 
egymáshoz való viszonyának azonosítását. Az elemzt egy többkomponens 
rendszer részeként képzeljük el: a fejlesztés alatt álló modul bemenete egy el-
zleg tokenizált mondat, amelyben a szavak morfológiai jegyeikkel felcímkéz-
ve szerepelnek. A szintaktikai elemzés szabályalapú: elssorban egy szintakti-
kai kategóriákra épül frázis-struktúra nyelvtan és kiegészítésként különböz 
lexikális tárak felhasználásával valósul meg. Az alkalmazást irodalmi, jogi, tu-
dományos-ismeretterjeszt és sajtószövegbl származó, kvázi-véletlenszeren 
kiemelt mondatokon teszteltük. A tesztmondatok 72%-ára helyes elemzést kap-
tunk, további 11% elemzésének hibája szótári hiányosságra vezethet vissza. 
1 Bevezetés 
A következkben egy magyar nyelvre alkalmazható, mondattani elemz mködését 
mutatjuk be. Az alkalmazás fejlesztése 2003-ban kezddött, és eredetileg egy kér-
désmegválaszoló rendszer1 egyik moduljának készült. Késbb az elemz fejlesztése 
függetlenedett az eredeti projekttl, így ma már nem csak egyszer kérd mondatok, 
hanem bármilyen magyar nyelv mondat elemzésére is használható. Azt a cél tztük 
ki tehát, hogy létrehozzunk egy olyan nyílt forráskódú alkalmazást, amely magyar 
nyelv természetes mondatok frázisainak és a frázisok közötti viszonyoknak az azo-
nosítását végzi el automatikusan, kézi beavatkozás nélkül.  
A mondattani elemzés elsdleges feladata, hogy egy mondatban ne csak az össze-
tartozó szócsoportokat azonosítsa, hanem meghatározza a viszonyokat az egyes sza-
vak és a szavakból alkotott szerkezetek közt is. Ez a cél megvalósítható szigorúan 
                                                          
1 Szavak hálójában, Budapest Mszaki és Gazdaságtudományi Egyetem és Axelero Rt. 
(jelenleg T-Online Rt.) projekt NKFP és OM támogatással. 
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lexikalista alapon is [5], amikor a szintaktikai szerkezetet a szavak közötti kapcsola-
tok határozzák meg. Erre a megközelítésre példa a magyar GeLexi-projekt, ahol a 
szintaktikai elemzés alapja a gazdag szóleírásokat tartalmazó lexikon, amely megadja 
az egyes szavak kapcsolódási lehetségeit [1]. 
Egy másik lehetséges – és általunk is választott – megközelítésben az elemz a frá-
zisstruktúra nyelvtanokhoz hasonlóan a szavakat hierarchikus szerkezetekbe, frázi-
sokba szervezi, és ezt követen a viszonyokat már ezek között a hierarchikus szerke-
zetek között határozza meg (a módszer áttekintésére lásd [2]). Például az (1) mondat 
szerkezetét a (2)-es zárójelezett változat jeleníti meg. 
1. Az eladás után meglehetsen leverten álltam a lepusztult mozi eltt. 
2. [[Az eladás] után] [meglehetsen [leverten]] [álltam] [a [lepusztult 
[mozi]]] eltt]. 
Minden frázisnak (zárójelezett egységnek) van feje, amely egy olyan szó, amely 
meghatározza a frázis viselkedését a mondatbeli hierarchia következ szintjén. A 
frázisstruktúra nyelvtanok kiegészíthetk lexikális függségi információval [8]. A 
mondat szerkezetének helyes elemzéséhez szükségünk van az adott nyelv módosítói-
nak nyelvtanára is (például hogy az eltt névutó jelölhet egy szabadon elforduló 
hely- vagy idhatározót), és a régensek szubkategorizációs követelményeire, azaz 
hogy milyen argumentumai lehetnek egy adott régensnek, amelyek jelenlétében az 
adott szerkezet jól formált lesz. Egy ilyen típusú komplex nyelvtant meghatározha-
tunk lexikális és általánosított konstrukciós minták halmazával (Kálmán et al. 2003) 
vagy frázisstruktúrákat létrehozó szabályok egymás után való rendezésével és lexiká-
lis függségi adattárak alkalmazásával. 
A Hunpars alkalmazás az utóbbi eljárást használja kisebb módosításokkal, mint azt 
a következkben részletezzük. A megközelítésünkhöz hasonló, de csak szócsoportok 
azonosítására fókuszáló kutatások folynak a Nyelvtudományi Intézetben [9], [10], 
illetve ide sorolható a szintén szabályokat létrehozó, de automatikus módszereket 
alkalmazó HumorEsk [6] és Hócza András kutatásai [3]. 
2 A Hunpars felépítése 
Projektünk nem törekszik arra, hogy egy adott elméletet minél hívebben adaptálva 
hozzon létre egy mondattani elemzt. A elemz tervezésénél a nagy lefedettség eléré-
se volt az elsdleges cél, azaz hogy egy viszonylag egyszer szabályrendszer és né-
hány jól megválasztott algoritmus rugalmas kombinációjával minél többféle termé-
szetes nyelvi mondatot tudjunk elemezni, beleértve az esetleg egyedien formált, pon-
tatlan vagy nem teljes mondatokat is. 
A Hunpars alkalmazás tehát három pilléren nyugszik: 
 Frázis-struktúra nyelvtan 
 Lexikális adattárak 
 Elemzési algoritmusok 
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2.1 A nyelvtan 
A nyelvtant kifejezetten a magyar nyelvre fejlesztettük, szem eltt tartva a nyelv 
gazdag morfológiai rendszerét és az ezzel összefüggésbe hozható variálható szó- és 
konsztituenssorrendet. A Hunparsnak szüksége van az elemezni kívánt mondat szava-
inak morfológiai elemzésére, ehhez a Hunmorph morfológiai elemzt [7] használjuk. 
A Hunmorph által adott elemzés az egyes szavak szófaji besorolása mellett megadja a 
szóalakok teljes morfológiai jegyhalmazát is. A dolgoknak szóalakhoz így például a 
következ elemzés tartozik: dolog/NOUN<PLUR><CAS<DAT>>. Az elemz 
nyelvtana tehát elssorban a morfológiai elemzés kimenetére és másodsorban a sza-
vak lineáris elhelyezkedésére épül.  
A frázisok fejének megválasztásakor a lexikalista hagyományokat követjük. A 
mondattani elemzés során a zárójelezett frázisok alapértelmezésben öröklik a fej 
jegyeit, illetve egyes esetekben a frázis más alkotószavainak jegyei is örökldhetnek. 
Így például a lepusztult mozi konstrukció nemcsak a tartalmi mozi fej jegyeit, hanem 
a nével jegyeit is hordozza. 
Ha a mondatban szerepl szavak bármelyike morfológiailag többértelm, akkor az 
adott mondatnak ennek megfelelen újabb változatait hozzuk létre, és ezek mind-
egyikére lefut az elemzés. Azaz, ha egy mondatban három kétértelm és egy három-
értelm szó található, akkor az adott mondatnak akár 23×3, azaz 24 különböz elem-
zése is lehet. A többértelmségek nagy része egy statiszikai egyértelmsít modullal 
kiszrhet. Bár ilyen modul jelenleg nem áll rendelkezésünkre, néhány egyszer 
elszr szabállyal is jelentsen sikerült csökkentenünk a többértelmségek számát. 
Az elszrést követen megmaradt mondatváltozatokat a nyelvtan tovább szri: a 
szabályrendszert ki nem elégít változatokat elvetjük.  
2.2 Lexikális adatbázisok 
A morfológiai jegyeken túl nyelvtanunk lexikális adatbázisokban található informá-
ciókat is használ. Például melléknevek (egy fiára büszke anya , de *fiának büszke 
*fiával büszke), névutók (a házzal szembe, *a házra szembe, *a házba szembe) és a 
késbbiekben majd igék bvítményeire vonatkozó megszorításokat. A Hunpars hasz-
nálja továbbá az igék és igekötk lehetséges kombinációira vonatkozó információs 
tárat. 
2.3 Elemzési algoritmusok 
Els lépésben az összetett mondatokat az elemz tagmondatokra bontja, melyeket 
külön elemez a továbbiakban, és a folyamat végén ezeket a részelemzéseket egyesíti. 
Az elemz algoritmus sorrendezett elemzési fázisokból áll. Mindegyik fázis szabály-
illesztések egy sorozatát és/vagy egyéb algoritmikus lépéseket foglal magában, me-
lyek egy adott frázistipus zárójelezését végzik. A szabályillesztések során a monda-
tokban jobbról-balra vagy balról-jobbra keresünk olyan szót, mely morfológiai jegyei 
alapján lehet a keresett frázis feje a mindenkori szabálynak megfelelen. A fej azono-
sítása után a nyelvtani szabály által meghatározott (kötelez vagy opcionális) egyéb 
elemeket a fejhez csatoljuk. Ha egy frázis elemeit megtaláltuk, az elemz tovább 
halad a tagmondatban. 
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Miután az elemz egy fázison belül zárójelezte a lehetséges frázisokat, továbblép a 
következ fázisra. Az elemzés késbbi lépéseinél az elzleg lezárt frázisokat egy 
egységnek kezeljük. 
A keresés irányát a nyelvtan határozza meg, ez a fázisok szabálycsoportjaiban kü-
lönbözhet. A keresés irányának meghatározó szerepe van. Az irányváltoztatásnak 
bizonyos rekurzív tulajdonságokat mutató szerkezetek elemzésénél (pl. birtokos szer-
kezet) van kiemelt szerepe, amelyekben így elkerülhet volt, hogy vermet igényl 
rekurzív szabályillesztéseket használjunk.  
Az elemz másik fontos eszköze beágyazott szerkezetek kezelésére a lezáratlan 
frázis funkció. A lezáratlan frázisok elemei az elemzés késbbi lépései során (speciá-
lis szabályok segítségével) még bvíthetk. 
A nyelvtan szükség esetén – mint láttuk – a lexikai adatbázisokhoz fordul. 
A Hunpars a következ elemzési fázisokat tartalmazza. 
 Elfeldolgozás: morfológiai egyértelmsítés 
 Elfeldolgozás: tagmondatokra bontás  
 Az igei frázis és a tagmondat régensének felismerése  
 Határozószói frázisok elemzése 
 Számnévi frázisok elemzése 
 Melléknévi frázisok elemzése 
 Fnévi frázisok elemzése 
 Névutói frázisok elemzése 
 
Bizonyos fázisokat követen egy mellérendeli szerkezeteket azonosító fázis is le-
fut az adott szinten lév mellérendelések azonosítására. Ez a fázis akkor ismer fel egy 
mellérendelést, amikor a kötszó eltt és után álló mellérendel viszonyban frázisok 
már elemzésre kerültek. Például mellérendelés a piros labda és kék szalag kifejezés-
ben csak a fnévi frázisok azonosítása után jöhet létre, míg a piros és kék labda ese-
tében már a melléknévi szakasz után azonosítható. 
A fázisok lefutása során az azonosított fejekkel egy frázisba kerülnek módosítóik 
és bvítményeik egy hierarchikusan szervezett frázisstruktúrát alkotva.  
A fázisok jellegének szemléltetéséhez az alábbiakban bemutatjuk a szabályok le-
írására alkalmas formalizmus egy rövid kivonatát és példaként a melléknévi fázis 
leírását: 
A ::= B1 B2 … Bn 
B1 B2 … Bn egymás után alkosson A frázist. 
A ::= { B1 B2 … Bn } 
B1 B2 … Bn bárhogy elhelyezkedve alkosson A frázist. 
Phase(<name>): 
A következ szabályok a <name> nev elemzési fázishoz tartoznak. 
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group: 
Egy szabálycsoport szabályai következnek, a következ group:-ig, vagy a 
következ fázis kezdetéig. Egy szabálycsoporton belüli szabályokat egy ke-
resés során illeszhetünk, melynek iránya alapértelmezésben jobbról balra. Ha 
egy szabálycsoporton belül több szabálynak is ugyanaz a feje, és a mondat 
egy összetevje fejként mind a két szabályillesztést lehetvé tenné, akkor azt 
az illesztést kell végrehajtani, amelyik hosszabb frázist eredményez. A group 
kulcsszó után zárójelben a szabályok fejének keresésérl adhatunk meg pa-
ramétereket: 
group(left2right): a keresés balról jobbra haladjon 
group(unfinal): a fejet lezáratlan frázisokban keresse 
Szögletes zárójelben ([]) adhatunk meg a szabály használatára vonatkozó feltéte-
leket, ezek lehetnek tokenszintek vagy szabályszintek. Tokenszint esetén a token 
után rögtön szögletes zárójelben szerepel a rá vonatkozó feltétel, szabályszint esetén 
a szabály után található egy több tokenre vonatkozó feltétel. A szabályszint feltétel-
ben úgy hivatkozhatunk a tokenekre, hogy azokat egy / jellel és egy számmal megin-
dexeljük.  
Pl.: 
tokenszint:  AdjP ::= Adv[canModify(Adj)] Adj 
szabályszint:  AdjP ::= Noun/1 Adj/2 [arg(1,2)] 
Alapértelmezésben a létrejöv frázis feje a jobb oldalon a legszélen lév elem, 
egyéb esetben a fejet /HEAD-del jelölhetjük meg. 
A tokenek számának meghatározására a reguláris kifejezésekben megszokott jelö-
léseket használjuk. 
A szabály végén kettspont után utalhatunk a szabályhasználat mikéntjére vagy 
következményeire . Ha nem szerepel semmi, akkor a szabályt nem illeszthetjük újra a 
létrejöv frázisra, ha :repeat szerepel, akkor rekurzívan többször is illeszthetjük, 
ha :break, akkor ezt és más a  fázishoz vagy szabálycsoporthoz tartozó szabályt 
sem illeszthetünk többet, ha :error akkor az elemzésünk hibajelzéssel leáll. Ha 
:rel(<reláció>) szerepel a szabály után, akkor a megadott relációt a szabály 
alkalmazhatósága esetén igazra kell állítanunk. :call(<eljárás>) esetén a meg-
adott a szabály alkalmazása után végre kell hajtanunk a megadott eljárást, :split 
esetén a szabály illesztésekor két elemzési variánst kell létrehozni: egyikben illesztjük 
a szabályt, másikban nem. 
Ha a ::= jel bal oldalán nincs semmi, akkor illesztés esetén nem jön létre új frá-
zis, de a szabályhasználat megadott következményeit végre kell hajtanunk. 
A melléknévi fázis rövid leírása: 
Phase('adj'): 
group: 
AdjP ::= Adj 
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Az -ú/- vég melléknév eltt nem -ú/- vég melléknév állhat: 
AdjP ::= Adj[adjType!=_U] Adj[adjType==_U] :repeat 
Nem -ú/- vég eltt bármilyen melléknév állhat: 
AdjP ::= Adj Adj[adjType!=_U] :repeat 
Melléknevet módosító határozószó lehet melléknév eltt, de ez nem ismételhet sza-
bály: 
AdjP ::= Adv[canModify(Adj)] Adj 
Ha a melléknév igenév, akkor bármilyen határozószó állhat eltte: 
AdjP ::= Adv Adj[adjType==PART] 
Fnév vagy melléknév vonzatkerettár ellenrzéssel szerepelhet, lezáratlan frázist hoz 
létre, és ilyenkor más szabályt már nem alkalmazhatunk: 
AdjP/1 ::= Noun/2 Adj/3 [argCheck(2,3)] :unfinal(1) 
:break  
AdjP/1 ::= Num/2 Adj/3 [argCheck(2,3)] :unfinal(1) 
:break 
3. Teszteredmények és továbblépési lehetségek 
Mivel jelenleg nem áll rendelkezésre különféle szövegmfajokat jól reprezentáló, 
kézzel elemzett magyar nyelvi korpusz, az elemz tesztelése nem automatizálható, s 
ezért ezt kézzel kellett elvégeznünk. Erre a célra egymástól független, magyar mon-
datokból álló korpuszt állítottunk össze kvázi véletlenszer módon különböz forrá-
sokból. A források között kortárs irodalmi mvek, sajtó-, tudományos-
ismeretterjeszt és jogi szövegek szerepeltek. Mivel elemznk nyelvtana jelenleg 
nem terjed ki vonatkozói mellékmondatok elemzésére, így az azokat tartalmazó mon-
datokat eltávolítottuk a korpuszból. Az elemz a teljes korpusz elemzése során a 
bemeneti mondatokra – illetve ha egy mondathoz több változat is szerepelt, azok 
mindegyikére – az elemzés eredményét tartalmazó annotált text fájlt hoz létre. Az 
ellenrzés megkönnyítésére az text fájlok mellett ezekbl létrehozott, grafikusan 
megjelenített elemzési fákat állítottunk el; az 1-es ábrán egy ilyen elemzési fa látha-
tó. Az ellenrzést egy nyelvészeti szaktudással rendelkez szakért végezte, akinek 
nem volt alapos ismeretei a nyelvtan részleteirl és a Hunpars algoritmusairól. 
Az elemz mködésének kvantitatív értékelésékor sikeresnek minsítettünk egy 
elemzést, amikor az elemz az elemzési folyamat során legalább egy mondatváltoza-
tot nem utasított el. Azonban ezen elemzéseknek csak az a része minsült helyesnek, 
amelyet a kézi ellenrzés során is hibátlannak találtunk. 
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1. Táblázat: Tesztelési eredmények 
Bemeneti mondatok száma 309 
Sikeres elemzések száma 600 
Azon mondatok aránya, amelyeknek legalább egy 
sikeres elemzése volt 
97% 
Azon mondatok aránya, amelyeknek legalább egy 
helyes elemzése volt  
72% 
 
Az eredmények hibáinak kiértékelése során a helytelen elemzéseket a következ 
csoportokba soroltuk: 
 Helytelen az elemzések lexikális adatbázisok hiányosságai vagy hibái miatt. Ide 
tartoznak a morfológiai elemz által fel nem ismert vagy rosszul besorolt szavak 
vagy olyan bvítmények, amelyek a lexikai adatbázisokban nem szerepeltek, il-
letve idiómák és tulajdonnevek fel nem ismerésébl fakadó hibák (a bemeneti 
mondatok 11%-a). 
 Helytelen elemzések a nyelvtan hibájából kifolyólag (a bemeneti mondatok 
17%-a). 
 Helytelen elemzés implementációs hiba miatt (a bemeneti mondatok kevesebb 
mint 1%-a). 
Az elemz hibáinak elemzése azt mutatja, hogy teljesítménye jelentsen javítható 
lenne a lexikális adatbázisok, különösen a névutók lehetséges bvítménytárának 
pontosításával. További fejldést a nyelvtan bvítésétl várunk. A hibák vizsgálata 
megmutatta, hogy a beágyazott igeneves szerkezetek okozzák a problémák nagy 
részét. Az alábbi példákban zárójelezéssel emeljük ki a nem helyesen elemzett szer-
kezeteket: 
• A férfi a szóbeszéd szerint [egy [a felesége telefonjában talált] SMS] miatt 
kezdett gyanakodni házastársára. 
3. A legnagyobb hazai gyorséttermi lánc múlt vasárnaptól [az egyik fizets 
wifiszolgáltatóval együttmködve] drótnélküli internettel csalogatja a fizetké-
pes keresletet. 
4. A vipassana meditáció gyakorlása során a meditáló [[[[a testében megjelen] 
pszicho-fizikai jelenségek] természetének] helyes megértésére] törekszik. 
 
További problémát okoznak azok a többértelm mondatok, amelyek esetében az 
anyanyelvi beszél számára egyértelm, hogy a lehetséges helyes elemzések közül 
melyiket kell kiválasztani. A Hunpars jelenleg nem tud szemantikai információt fel-
használni. Erre mutat példát a 6-os mondat, amelyben a Hunpars helytelenül azonosí-
totta a megjelölt frázist: 
5.  [Az országos televízió fmsoridben] legalább húsz perc, országos rádió leg-
alább tizenöt perc önálló hírmsort köteles egybefüggen szolgáltatni. 
Hosszú távú tervünk, hogy az ilyen ilyen jelleg hibákat egy nagyméret annotált 
korpuszon tanított, statisztikai módszereket használó komponens segítségével kerül-
jük el. 
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Kivonat: Az SA-OT algoritmus bevezeti a szomszédsági struktúra 
(neighbourhood structure; geometria vagy topológia) fogalmát a jelöltek hal-
mazán. A szimulált hkezelés egy véletlen bolyongást valósít meg azon a hal-
mazon, amelynek a legjobb elemét keresi, és ehhez a szomszédsági struktúra 
adja meg azt, hogy egy adott állapotból (SA-OT esetén: jelöltbl) mely szom-
szédos állapotokba lehet lépni. St, a topológiának azt is meg kell határoznia, 
hogy melyik szomszédot milyen a priori valószínséggel választjuk. A jelen 
cikk alkalmazza az SA-OT algoritmust a szótagolásra, különböz lehetséges to-
pológiákat hasonlít össze, és azt mutatja be, hogy a topológia definíciója – a 
többi paraméterhez hasonlóan – jelentsen befolyásolja az algoritmus kimene-
telét. 
1   Keresés a jelöltek halmazán 
Az Optimalitáselmélet (Optimality Theory, OT, Prince és Smolensky, 1993 / 2004; 
magyarul lásd például: Rebrus, 2001) alapfeltevése szerint a mögöttes reprezentáció-
ból generált jelöltek halmaza (candidate set) optimális eleme (vagy elemei) felel(nek) 
meg a leírandó nyelv felszíni alakjainak. Az E Evaluációs (vagy Harmónia-) függvény 
egy-egy vektort rendel az egyes w jelöltekhez, amelynek i-ik komponense az adott 
jelölt számára az i-ik constraint (Ci) által kiosztott sértések száma, Ci(w):  
( ))(),...,(),()( 01 wCwCwCwE NN −=  (1) 
Az OT-paradigmán belül dolgozó hagyományos nyelvész (leggyakrabban 
fonológus) feladata meghatározni, hogy egy adott jelölt, mint potenciális nyelvi alak, 
mennyi sértést gyjt be egy-egy constraint-tl (megszorítástól, korláttól) – azaz, mi-
lyen constraint-eket definiáljunk, univerzális nyelvi megfigyelések alapján. Mi most 
ezeket a Ci megszorításokat adottnak vesszük, hiszen a klasszikus OT filozófiája sze-
rint a constraint-ek halmaza univerzális (csak éppen nem jelenleg ismert). 
Ha a vektorkomponensek sorrendje megfelel a constraint-ek csökken hierarchiá-
jának, akkor az optimalitást a vektorok lexikografikus rendezése határozza meg. A 
szavak ábécésorrendjéhez hasonló módon, két vektor közül azt a vektort tekintjük 
harmonikusabbnak, amelynek az els nem-azonos komponense kisebb: 
