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The thermoelectric properties of 1.6 nm-thick Si square nanowires with [100] crystalline orientation
are calculated over a wide temperature range from 0 K to 1000 K, taking into account atomistic
electron-phonon interaction. In our model, the [010] and [001] facets are passivated by hydrogen
and there are Si-Si dimers on the nanowire surface. The electronic structure was calculated by
using the sp3 spin-orbit-coupled atomistic second-nearest-neighbor tight-binding model. The phonon
dispersion was calculated from a valence force field model of the Brenner type.
A scheme for calculating electron-phonon matrix elements from a second-nearest neighbor tight-
binding model is presented. Based on Fermi’s golden rule, the electron-phonon transition rate was
obtained by combining the electron and phonon eigenstates. Both elastic and inelastic scattering
processes are taken into consideration. The temperature dependence of transport characteristics
was calculated by using a solution of linearized Boltzmann transport equation obtained by means
of the iterative Orthomin method. At room temperature, the electron mobility is 195 cm2V−1s−1
and increases with temperature, while a figure-of-mertit ZT=0.38 is reached for n-type doping with
a concentration of n = 1019 cm−3.
I. INTRODUCTION
Silicon nanowires (NW) represent building blocks for
nanoscale electronics.1 They can be fabricated with a
very good control of composition, size and shape.2–4 For
Si NW with a diameter of 5 nm and less, the number
of atoms in the NW cross section becomes countable.
Therefore, one should take into account electron-phonon
interaction, crystalline orientation and quantum confine-
ment to estimate transport characteristics of Si NW in
order to predict the performance of nanoscale transistors,
sensors and thermoelectric devices. In contrast to the
bulk materials conventionally used in thermoelectrics,
the nanostructured materials offer a possibility to de-
sign thermoelectric devices with an improved efficiency
by exploiting the quantum confinement of electrons and
phonons on the nanoscale.5,6 In this case, a fully atom-
istic simulation considering both the electron and phonon
band structures as well as electron-phonon interaction is
required to estimate thermoelectric properties.
The calculation of the transport properties of
nanowires poses special challenges. Both the electronic
and the vibrational spectrum are strongly altered com-
pared to bulk by confinement effects. The effective
mass approximation and the k.p theory were widely used
for transport calculations.7–10 These approaches become
questionable for nanowires, at least if their diameter is
just a few lattice constants. Atomistic methods, such
as the tight-binding (TB) electronic structure approach
or density functional theory calculations, should be used
instead.11–13 In Refs. 11 and 12, the electron-phonon cou-
pling was described by using the deformation potential
approach. However, care must be taken when carrying
over bulk-derived deformation potentials to nanowires.
The classification of the phonons into acoustic and op-
tical modes is helpful for bulk modes, but a more sub-
tle classification (including flexural and torsional modes)
is required for the vibrational modes of a nanowire.14
For these classes, deformation potentials are not avail-
able. Moreover, empirical data for deformation poten-
tials are applicable only for the lowest (bulk) conduc-
tion band, and for a limited temperature range, usually
around room temperature.
Theoretical work properly addressing the atomistic de-
tails of electron-phonon coupling in nanowires are still
scarce. For example, Yamada et al.15 calculated the elec-
tron mobility for different diameters and growth direc-
tions of Si NWs taking into account the electron-phonon
scattering derived in the framework of the first nearest-
neighbor sp3d5s∗ TB model. The Si dimers on the [010]
and [001] Si NW surfaces were not considered. The cal-
culations were done considering only the lowest conduc-
tion subbands at a room temperature. At high temper-
atures, this treatment is not adequate because the high
energy electron subbands play essential role in the trans-
port properties. Using the similar treatment of the the
electron-phonon scattering, Zhang et al.16 calculated the
electron mobility for [110]-oriented Si NWs with different
diameters. Their calculations were done at two temper-
atures, 77 K and 300 K. These data are insufficient to
draw firm conclusions about the temperature dependence
of the electron mobility.
Here, our aim is to investigate the use of Si NWs for
thermoelectrics over a wide temperature range. This re-
quires to study the temperature dependence of electron-
phonon scattering in the NWs. In addition to the tem-
perature dependence of the scattering rate, it is also im-
portant to account for its dependence on electron energy.
This is because, in thermoelectrics, electrons with en-
ergies considerably above the band bottom may have a
significant impact on the Seebeck coefficient and the ther-
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2mal conductivity. This is on contrast to the ohmic regime
of charge transport, where electrons just above the band
edge dominate the transport properties.
The focus of this work is to calculate accurately trans-
port properties of Si NWs based on an atomistic model,
which is close to a real system. For this purpose, we take
into account relaxation in the atomistic structure, pres-
ence of Si dimers on the [010] and [001] Si NW surfaces,
all confined phonon modes, and all electron subbands in
an energy range from the conduction band bottom to
5kBT above. To calculate the matrix elements of the
electron-phonon coupling Hamiltonian, we have used the
tight-binding approach for the electronic structure, em-
ploying the phononic structure obtained from an atom-
istic force field method as input.
The rest of the paper is organized as follows. In Sec.
II, we discuss the electronic and phonon band structures
as well as the underlying physics. In Sec. III, we describe
thermoelectric transport coefficients in the framework of
the linearized Boltzmann transport theory. Also, we de-
scribe the electron-phonon transition rate in terms of the
TB formalism. We discuss the energy and temperature
dependence of the transport distribution function and
total scattering rate as well as the relaxation time as a
solution of the Boltzmann transport equation. The tem-
perature dependencies of the thermoelectric parameters
and electron mobility of n-type Si NWs are presented in
Sec. IV. Finally, our conclusions are given in Sec. V. In
Appendices A – C, a detailed description of the matrix
elements of the electron-phonon coupling Hamiltonian in
terms of the sp3 2nd nearest-neighbor TB formalism is
presented. We also describe the iterative Orthomin(1)
method used for solving the Boltzmann equation.
II. BAND STRUCTURE CALCULATION
A. Model
Figure 1 shows the Si NW structure with square-
shaped cross-section along the [100] crystalline orienta-
tion. The NW length is assumed to be infinite in the
transport direction x. The NW thickness is 1.6 nm. The
Si-Si dimers are shown on the lateral NW surface. To
properly take into account these dimers, we considered
the supercell with a length of 2a, where a = 5.429 A˚ is
a lattice parameter of the bulk silicon. The width of
the NW is 3a. The surface Si atoms with one dangling
bond are hydrogenated. In the non-relaxed structure,
the Si-Si and Si-H bond lengths are 2.35 A˚ and 1.48 A˚,
respectively.17,18 Using the General Utility Lattice Pro-
gram (GULP) based on force field methods, a relaxation
of atom positions about the given atom coordinates was
achieved by means of a minimization of the total energy
of the atomic system.19,20 Both Rational Functional Op-
timization and Conjugate Gradients methods were used
to calculate relaxation in the atomistic structure.
We have considered n-type Si nanowires doped by
phosphorus atoms. The donor charge transfer level is
equal to ED = −0.045 eV relative to the conduction band
edge.21,22 Here, we do not take into consideration the
electron-impurity scattering. The impurity concentra-
tions quoted in the results are merely used to define the
temperature dependence of the Fermi level.
FIG. 1. (Color online) Schematic diagram representing the
Si NW structure passivated by hydrogen atoms. The Si (H)
atoms are represented by large (small) spheres.
B. Electronic Structure
The electronic band structure for Si NWs was com-
puted using a semi-empirical TB approach, where the
two-center orthogonal sp3 model was used taking into ac-
count the 1st and 2nd nearest neighbors.23,24 The tight-
binding parameters were chosen in such a way to accu-
rately represent the band gap of bulk silicon. The model
allows for a dependence of the tight-binding matrix el-
ements on both the bond angles and on the bond dis-
tances, using power laws, with exponents chosen to re-
produce the known deformation potentials of bulk sili-
con. The matrix elements of the TB Hamiltonian are
presented in Appendix A. In order to enable an accurate
description of the effects of crystal deformations on the
electronic structure, we include effects of ’screening” of
the interaction with the 2nd-nearest neighbor atom due
to displacements of the nearest neighbor atom. To calcu-
late the eigenvectors and eigenvalues of the Hamiltonian,
we have used the standard library LAPACK.25
In the Si bulk material, the conduction band structure
consists of six valleys placed along the lines of ∆1 sym-
metry close to the X point in the Brillouin zone. It is
an indirect band gap semiconductor, because the edges
of the valence bands are located at the Γ point. Its band
gap is equal to 1.12 eV (Ref. 23). Figure 2 represents the
electron band structure computed for the [100]-oriented
Si NW with a thickness of 1.6 nm. The origin of the
energy axis corresponds to the top of the valence band
3at the Γ point in the Brillouin zone of the bulk Si ma-
terial. The spin-orbit (SO) interaction is rather weak in
the Si material, hence, the energy subband splitting due
to the SO effect is invisible in the plot, and each plotted
line corresponds to a doubly degenerate state. For the
given NW growth orientation, the six electron ellipsoidal
valleys equivalent in bulk Si are split into two groups, in-
cluding four and two ellipsoids in the Si NW, respectively.
The confinement effect and the symmetry lowering due
to surface dimerization lead to a further splitting of the
conduction subbands. At the Γ point, the bottoms of
the conduction subbands are 1.546 (doubly degenerate),
1.548 and 1.584 eV, respectively. These subbands orig-
inate from the backfolding of the four ellipsoids located
in the kykz-plane onto the Γ point because of the con-
finement in the spatial directions perpendicular to the
NW axis. They show a rather large dispersion at Γ as
functions of kx, which corresponds to a direction of low
effective mass of these ellipsoids. Two of these subbands
reach the edge of the Brillouin zone at kx = 0.289 A˚
−1
at an energy of 1.72 eV. One of them even has a shal-
low minimum at 0.271 A˚
−1
. These two subbands change
their orbital character as function of kx, and near the
Brilloiun zone boundary they obtain the character of the
states in the two ellipsoids along the (100)-direction in
bulk Si. As these ellipsoids have their heavy-mass direc-
tion along (100), the subbands show a weak disperison
and are rather flat at the Brillouin zone boundary. The
Si NW is a direct bandgap semiconductor. Its band gap
is found to be equal to 2.18 eV at the Γ point. Because
of the different effective masses, one can expect that the
transport properties of n-type Si NWs are mainly defined
by the electrons in the band minima centered at the Γ
point rather than by the electronic states near the Bril-
louin zone boundary.
A comparison of our results with data obtained by
Markussen et al. indicates that the presence of dimers on
the NW surface leads to a significant modification of the
electronic structure. For example, the electron density of
states (DOS) increases at the Γ point.26 In the transport
calculations, we considered 12 electron subbands fitted
in the energy range of 5kBT . At the Γ point, spanning
the energy interval from 1.5 to 1.8 eV.
C. Phonon Band Structure
Based on an atomistic model, the phonon band struc-
ture was calculated in the framework of Brenner’s valence
force field model. The eigenvalues and eigenvectors of the
dynamical matrix were computed by using GULP.19,20
Figure 3 shows the phonon band structure for the [100]-
oriented Si NW with a thickness of 1.6 nm. In this system
of 226 atoms, there are 678 different phonon modes. The
phonon modes with the highest excitation energy corre-
spond to the very light hydrogen atoms. Their energies
belong to the interval from 270 to 285 meV. These modes
have no effect on the transport properties. The phonon
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FIG. 2. The electron band structure computed for the [100]-
oriented Si NW with a thickness of 1.6 nm. The graph in-
cludes 40 subbands, including degenerate ones. The zero of
energy is set to the valence band top of bulk Si.
density of states is a non-monotonic function of energy. It
has a clear minimum in the energy range between 22 and
29 meV. The lower boundary of this interval reflects the
highest possible energy of the transverse acoustic mode
in bulk Si. The phonon DOS is sharply-peaked around
energy values of 14, 39, and 58 meV. This results from
mixed states of acoustic and optical phonons, as well as
the optical phonon modes. The non-monotonic depen-
dence of the phonon DOS effects the temperature de-
pendence of the transport coefficients described in the
following sections.
In contrast to the bulk phonon dispersion, there are
four soft modes with ω(q) ≈ 0 in a long wave-length
regime in NWs. These are dilatational (longitudinal),
flexural, shear and torsional (transverse) phonon acous-
tic modes. The doubly degenerate flexural mode repre-
sents a mixed state of transverse and longitudinal phonon
acoustic modes. At low temperature, the acoustic modes
are mainly responsible for the electron-phonon scatter-
ing. Based on the results of the numerical calculations,
we have introduced functions fitting the dispersion law
of the acoustic modes. A comparison between our re-
sults and the dispersion law of the soft acoustic modes
obtained by Mizuno et al.14 by means of the contin-
uous medium approximation based on group theory is
presented in Table I. The continuous medium approxi-
mation would predict a quadratic behavior on the wave
vector q while our calculations yields a smaller exponent.
The difference in the dispersion laws is mainly due to the
fact that the continuous medium approximation does not
take into consideration the surface elastic energy of NWs.
We convinced ourselves that the exponent of the disper-
sion law for the flexural modes increases with increasing
NW thickness. For example, it is equal to 1.88 for a
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FIG. 3. The phonon band structure computed for the [100]-
oriented Si NW with a thickness of 1.6 nm. The graph in-
cludes 410 phonon modes. The energy of the Si–H stretch
modes is outside the scale of the graph.
NW thickness of 2.7 nm. For the dilatational phonon
modes, the dispersion law obtained in different models is
the same, because the lateral NW sides do not influence
the longitudinal elastic waves propagation. A compari-
TABLE I. Dispersion law of the soft acoustic phonon modes
in the long wavelength regime in a square Si NW.
Acoustic mode degeneracy ω(q)a ω(q)b
Dilatational 1 ≈ q ≈ q
Flexural 2 q1.28 q2
Torsional 1
√
ω20 + v
2
t q
2 c q
a Present work.
b Reference [14].
c ω0 = 1.2× 10−5 eV and vt = 523 m/s for a NW thickness of
1.6 nm.
son of the calculated displacement fields of the phonon
modes with the results reported by Mizuno et al. indi-
cates that at least the lowest ten phonon modes are con-
sidered to be purely acoustic ones. There are a single di-
latational, six flexural, two shear and one torsional acous-
tic phonon modes. The soft modes reported in Table I
correspond to the acoustic phonon modes with the lowest
energy, i.e., in a long wave-length regime. The higher-
lying phonon modes represent mixed states of acoustic
and optical phonons. We note that the dispersion law
for the torsional phonon mode found in our calculation
agrees with that obtained by Buin et al. from the elas-
tic wave equation and given by the Pochhammer-Chree
equation for cylindrical Si NWs.12
III. ATOMISTIC BOLTZMANN THEORY
A. Thermoelectric related transport coefficients
In the linearized Boltzmann formalism (see e.g.
Ref. 22), the transport coefficients, i.e., electrical con-
ductivity (σ), Seebeck coefficient (S ) and thermal con-
ductivity (κ) are defined in terms of the moments L(α)
of the distribution function as
σ = e2L(0), (1)
S = − 1
eT
L(1)
L(0)
, (2)
κel =
1
T
[
L(2) −
(
L(1)
)2
L(0)
]
. (3)
The dimensionless figure of merit ZT that characterizes
the efficiency of a thermoelectric material is defined as27
ZT =
σS2
κ
T. (4)
When calculating ZT , we use the full thermal conductiv-
ity κ = κph+κel. For thin Si NWs, the phononic thermal
conductivity κph = 7 WK
−1m−1 (see Ref. 28). The αth
moment of the distribution function reads
L(α) =
2
pikBTA
∑
n
∫ pi/2a
0
v2n(kx)τn(kx) [En(kx)− EF ]α
×f0 [En(kx)] d1− f0 [En(kx)]e dkx (5)
where A is the cross-sectional area of the
NW, τn(kx) is the relaxation time, f0(E) =
1/ {exp[(E − EF )/kBT ] + 1} is the equilibrium Fermi-
Dirac distribution function and vn(kx) = ∂En(kx)/~∂kx
is the group velocity of the electrons. The upper limit of
integration is pi/(2a) because the length of the supercell
is 2a along the x-axis. The moments of distribution
function can be written in terms of the transport
distribution function Ξ(E) as29,30
L(α) =
∫ (
−∂f0
∂E
)
Ξ(E)
(
E − EF
)α
dE (6)
5The transport distribution function (TDF) is defined as11
Ξ(E) =
1
A
∑
n,kx
v2n(kx)τn(kx)δ
(
E − En(kx)
)
. (7)
Being the integral kernel of all transport coefficients, the
TDF provides the full information about the transport
processes. It plays a similar central role as the transmis-
sion probability in the Landauer formalism of coherent
transport in the linear response regime.31 The TDF de-
pends on the electron energy both through the scattering
rate and the group velocity.
The electron mobility µ is evaluated from the relation-
ship σ = enµ. The electron density n is computed from
the following expression
n =
2
piA
∑
n
∫ pi/2a
0
f0 (En(kx)) dkx. (8)
To calculate the temperature dependence of the trans-
port coefficients, one has to obtain the dependence of
the Fermi energy on temperature when evaluating the
moments of the distribution function. Similar to Ref. 32,
we obtain this dependence by solving the electroneutral-
ity equation defined as
n(EF ) = nD
1
2 exp[(EF − Ec − ED)/kBT ] + 1 , (9)
where Ec is the bottom of the conduction band and nD is
the concentration of donor atoms. Our calculations show
that the temperature dependence of the Fermi energy in
a Si nanowire is similar to that in the n-type Si bulk
material.33 EF moves towards ED as the temperature
is lowered and the electrons in the conduction subbands
freeze out. When the temperature increases, the Fermi
energy tends towards the center of the band gap.
B. Electron-phonon scattering
Generally speaking, the electron-phonon coupling ma-
trix elements may be obtained by a Taylor expansion in
terms of the atomic displacements of the potential felt
by an electron in a specific Bloch state (see Ref. 34 and
references therein). For the tight-binding formalism, this
prescription translates into a calculation of the spatial
derivatives of the Hamiltonian matrix elements. Subse-
quently, the scalar product of this gradient vector with
each phonon eigenvector ~i,λ (polarization vecor) must
be evaluated, and finally all phonon modes are summed
over to obtain the matrix elementM. This is in contrast
to the conventional theory of deformation potentials in
bulk materials which, as an additional approximation, in-
volves an expansion of the displacement fields in terms of
a wave vector q, keeping only the leading non-vanishing
order of the electron-phonon interaction in q (the first or-
der in q for acoustic phonons, the zeroth order for optical
phonons). In an attempt to take over this approach to
structures with reduced spatial dimensions, its inherent
deficiencies may be partially cured by applying selection
rules; for an example pertinent to Si NWs see Ref. 35.
These rules are used to decide which electronic states in
a nanostructure are supposed to be coupled by the de-
formation potential without making use of information
about the microscopic symmetries and orbital structure
of the electronic wavefunctions involved. Contrarily, the
approach presented in this work offers the advantage of
an unbiased evaluation of the coupling matrix elements
at the price of higher computational cost. The restric-
tions applied by the selection rules are implicitly included
in our approach, as they automatically arise from the mi-
croscopic symmetries of the electron and phonon eigen-
vectors, as well as of the electron-phonon scattering po-
tential.
We extend the formulas for the first nearest-neighbor
sp3d5s∗ TB model described in Refs. 15 and 16 to the
more compact sp3 second-nearest-neighbor TB model.
In this TB model, a first-order expansion of the TB
Hamiltonian as a function of the atomic displacements
give us three contributions: the derivatives of 1st-nearest
neighbor matrix elements S(1)(i), the derivatives of 2nd-
nearest neighbor matrix elements w.r.t. 1st neighbor dis-
tances S(2)1 (i), and w.r.t. 2nd neighbor distances S(2)2 (i).
For the atomic site indices, we use the following con-
vention: The four nearest neighbors of each site i are
enumerated by small roman indices, e.g. j, whereas cap-
ital roman indices, e.g. M are used for the 12 next-
nearest neighbors. We obtain the following formula for
the electron-phonon transition matrix element from an
electron state (n, kx) to a state (n
′, k′x):
Mn,n′λ (k, k′) =
0,±pi/a∑
K
∑
q
(
~
Natωλ(q)
)1/2
δk−k′±q,K
Nat∑
i
s,px,py,pz∑
O,O′
(
S(1)(i) + S(2)1 (i) + S(2)2 (i)
)
× exp
{
−i
[
En(k)
~
− En′(k
′)
~
± ωλ(q)
]
t
}
, (10)
6where
S(1)(i) =
∑
j
∂〈O′, ~Ri|H|O, ~Rj〉
(1)
∂ ~Rij
×
[
~i,λ(±qx)√
Mi
exp (ik′xRx,ij)−
~j,λ(±qx)√
Mj
exp (ikxRx,ij)
]
Cn
′∗
i,O′(k
′
x)C
n
j,O(kx), (11)
S(2)1 (i) =
∑
M
∂〈O′, ~Ri|H|O, ~RM 〉
(2)
∂ ~RjM
×
[
~j,λ(±qx)√
Mj
exp (ik′xRx,iM )−
~M,λ(±qx)√
MM
exp (ikxRx,iM )
]
Cn
′∗
i,O′(k
′
x)C
n
M,O(kx), (12)
S(2)2 (i) =
∑
M
∂〈O′, ~Ri|H|O, ~RM 〉
(2)
∂ ~RiM
×
[
~i,λ(±qx)√
Mi
exp (ik′xRx,iM )−
~M,λ(±qx)√
MM
exp (ikxRx,iM )
]
Cn
′∗
i,O′(k
′
x)C
n
M,O(kx), (13)
where Cni,O(kx) is the expansion coefficient of the elec-
tronic wave function (n, kx) in terms of orbital O at
atiomic site i, Mi is the mass of the ith atom, Nat is the
number of atoms, and K is a vector of the reciprocal lat-
tice, including the origin K = 0. Both normal (K = 0)
and umklapp (K 6= 0) phonon scattering processes are
included in the transition matrix element. The crystal
momentum conservation law is taken into account by the
Dirac delta function.
The above formulas can be applied to both emis-
sion and absorption of a phonon with the frequency
ωλ(qx). The phonon and electron eigenvectors sat-
isfy to following relations ~i,λ(−qx) = ~∗i,λ(qx) and
Cni,O(−kx) = −iσyCn∗i,O(kx), correspondingly, where σy is
the Pauli matrix. In a case of spin degeneracy, the re-
lation for the electron wave functions is simplified to
Cni,O(−kx) = Cn∗i,O(kx).The electron eigenenergies are im-
plicitly considered by means of the spatial derivatives of
the Hamiltonian matrix elements presented in Appendix
B.
The transition rate of an electron from the initial state
(n, kx) to final state (n
′, k′x) is given by applying Fermi’s
golden rule as follows:
Sn,n
′
(k, k′) =
2pi
~
∑
λ
∣∣∣Mn,n′λ (k, k′)∣∣∣2 g [~ωλ(k′ − k)] δ [En(k)− En′(k′) + ~ωλ(k′ − k)]
+
2pi
~
∑
λ
∣∣∣Mn,n′λ (k, k′)∣∣∣2 [1 + g (~ωλ(k − k′))] δ [En(k)− En′(k′)− ~ωλ(k − k′)] , (14)
where g(~ω) = 1/ [exp(~ω/kBT )− 1] is the equilibrium
Bose-Einstein phonon distribution function at the tem-
perature T . The energy conservation law is included by
the Dirac delta function. The first term in Eq. (14) cor-
responds to the transition of an electron caused by the
absorption of a phonon with the energy ~ωλ(qx) and mo-
mentum qx = k
′
x − kx. The second term corresponds to
the emission of a phonon with the energy ~ωλ(kx − k′x).
Both quasi-elastic and inelastic electron-phonon scatter-
ing are taken into account in the transition rate.
For the numerical evaluation of the formulas, we used
cubic spline interpolation of the electron and phonon
band structures between discretized points. We managed
to reduce the CPU time for calculation of the transition
rate by parallelizing our codes on multi-core computer
architectures with OpenMP.36
C. Relaxation time
The momentum relaxation time τn(kx) is calculated by
numerically solving the integral Boltzmann equation of
7the form15
Lx
2pi
∑
n′
∫ pi/2a
−pi/2a
Sn,n
′
(k, k′)
1− f0(En′(k′))
1− f0(En(k))
× [vn(k)τn(k)− vn′(k′)τn′(|k′|)] dk′ = vn(k). (15)
In the above equation, all in-scattering and out-scattering
contributions of both the elastic and inelastic electron-
phonon scattering are included in the integrand. The
one-dimensional integration in Eq. (15) is reduced to the
summation over a set of values {k′r} by using the follow-
ing property of the Dirac delta function
δ [En(k)− En′(k′)± ~ωλ(±k′ ∓ k)] =∑
r
1∣∣∣∣(∂[En′ (k′)∓~ωλ(±k′∓k)]∂k′ )
k′=k′r
∣∣∣∣δ(k
′ − k′r), (16)
where k′r are roots of the equation
En(k)− En′(k′)± ~ωλ(±k′ ∓ k) = 0, which is the
energy conservation law, at fixed values of n, n′, λ and k.
An iterative solution of the reduced Boltzmann equa-
tion (15) is obtained by means of the iterative Or-
thomin(1) method.37 This method is shortly described
in Appendix C. As a seed of the iteration, we use the
low-temperature relaxation time approximation38,39
1
τ
(0)
n (k)
=
Lx
2pi
∑
n′
∫ pi/2a
−pi/2a
Sn,n
′
(k, k′)
1− f0(En′(k′))
1− f0(En(k)) dk
′.
(17)
Figure 4 demonstrates the momentum relaxation time
τn(k) for the first five electron subbands resulting from
the numerical solution of Eq. (15) for the Si NW. It re-
veals a strong variation of the relaxation time in mo-
mentum space, a behavior typical of transport in one-
dimensional channels.32 There are many kinks of τn(k) at
the k-points corresponding to peculiarities in the electron
band structure. The relaxation time increases at those
k-points where the band dispersion is large, i.e., the elec-
tron group velocity is large. In this case, the electron-
phonon interaction with acoustic phonons is small, be-
cause crystal momentum conservation severely restricts
emission or absorption of such a phonon within the same
electronic band. In contrast, the relaxation time is di-
minished in those intervals where the energetic distance
between adjacent electron subbands is small, or the elec-
tron subbands are flat or intersect with others. This leads
to an increase in the electron-phonon scattering due to
inter-band transitions. The 1st and 2nd (3rd and 4th)
electron subbands are almost degenerate due to the very
small spin-orbit coupling, and hence the corresponding
profiles of τn(k) are similar. The momentum relaxation
time for the 3rd and 4th electron subbands is larger than
that for the 1st and 2nd electron subbands. This is one
of the reasons why we include the upper electron sub-
bands along with the lowest ones in the calculation of
the transport properties.
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FIG. 4. (Color online) The momentum relaxation time
τn(k) for the first five electron subbands computed for the
[100]-oriented Si NW with a thickness of 1.6 nm at a room
temperature.
To consider the process of establishment of statistical
equilibrium in a system of electrons with energy E as
a result of electron collisions with lattice vibrations, we
calculate the total scattering rate defined as40
1
τ(E)
=
∑
n
∫ pi/2a
−pi/2a δ [E − En(k)] /τn(k)dk∑
n
∫ pi/2a
−pi/2a δ [E − En(k)] dk
(18)
Figure 5 represents the dependence of the total scat-
tering rate on the electron energy and temperature for
the Si NW. The total scattering rate increases dramati-
cally at the energies corresponding to the bottoms of the
conduction subbands. This is related to the quasi-elastic
intra-subband electron scattering by acoustic phonons,
which is the most important factor in the scattering. The
population of the acoustic phonon modes increases lin-
early with temperature, which leads to a rather weak
dependence of the scattering rate on temperature in the
logarithmic plot of Fig. 5. When the phonon energy is
comparable to the thermal energy of the electrons, the in-
elastic scattering processes begin to play an essential role.
As a consequence, the energy domain in which the total
scattering rates are large increases with temperature. In
our calculations, both the total scattering rate and TDF
do not depend on the impurity atoms concentration.
Figure 6 depicts the dependence of the TDF on the
electron energy and temperature for the Si NW. The
TDF is linearly dependent on energy in the low energy re-
gion, because only few subbands contribute to the TDF.
This is in agreement with the results reported by Neo-
phytou et al.35. Both the energy and temperature depen-
dence of the TDF is chiefly defined by the total scattering
rate when the electron energy is less than 1.8 eV. In the
high-energy range, the relaxation time is a rather smooth
8FIG. 5. (Color online) The dependence of the total scattering
rate on the electron energy and temperature computed for the
[100]-oriented Si NW with a thickness of 1.6 nm.
function. In this case, the electron group velocity is an
essential contribution to the TDF due to the large elec-
tron band dispersion, which also leads to large relaxation
times.
FIG. 6. (Color online) The dependence of the transport
distribution function on the electron energy and temperature
computed for the [100]-oriented Si NW with a thickness of 1.6
nm.
IV. TEMPERATURE DEPENDENCE OF
THERMOELECTRIC COEFFICIENTS
The electronic mobility is a key factor in charge trans-
port since it describes how the motion of an electron is
affected by an applied electric field. Figure 7 shows the
low-field electron mobility µ as a function of tempera-
ture for the Si NW. There is a characteristic dip in the
mobility in a narrow region around the temperature of
90 K. In this case, the thermal electron energy is quite
small (about 8 meV) and only the lowest electron sub-
bands contribute to the charge transport. At the same
time, due to the large phonon density, the electron scat-
tering by acoustic phonons and mixed states of acoustic
and optical phonon modes increases with temperature,
resulting in a sharp drop of the mobility below 90 K.
Further heating leads again to an increase in the electron
mobility, because the number of electron subbands con-
tributing to transport strongly increases whereas the ef-
ficiency of electron-phonon scattering shows only a mod-
est increase with temperature. The latter is due to a
reduced efficiency of scattering with acoustic phonons in
the more dispersive electronic bands, as well as a gap in
the phonon density of states between the mixed states
of acoustic and optical phonons and the optical phonon
modes (see Fig. 3). This gap opening up at the energy of
23 meV, corresponding to a room temperature, prevents
that thermally excited optical phonons become available
for scattering. Hence, the electron-phonon scattering re-
mains weak in this region, and the electron mobility is
relatively large (≈ 200 cm2V−1s−1). This might be ben-
eficial for the application of thermoelectric devices based
on very thin Si NWs even at room temperature. Start-
ing with a temperature of 400 K, the electron mobility
decreases again, as the scattering by the optical phonons
increases with temperature. In our treatment, the mobil-
ity does not depend on the impurity atoms concentration.
In the mid-temperature range of 300 – 500 K, the elec-
tron mobility achieves a value of 200 cm2V−1s−1, which
is much less than the value of 1450 cm2V−1s−1 measured
for the bulk Si material.21 However, it is twice greater
than the value obtained by Yamada et al.15 for their Si
NWs. One of the reasons may be that we considered more
electron subbands in our transport calculations. Zhang
et al.16 obtained a similar value of the electron mobility
(≈ 230 cm2V−1s−1) for the [110]-oriented Si NW with a
diameter of 1.7 nm at a room temperature. The lower of
the electron mobility in the nanowire compared to bulk
is due to (i) an increase of the electron group velocity ac-
companied by a decrease of effective mass, (ii) the coinci-
dence of electron confinement and phonon confinement,
which results in an increase of the overlap of electron and
phonon wave functions, and thus to an enhanced scatter-
ing rate, (iii) the lifting of the electron subband degen-
eracy. We note that a non-monotonic variation of the
effective electron mobility versus temperature has also
been observed experimentally in InAs NWs with a thick-
ness of 35 nm (see Ref. 41). In this study, this behavior
was ascribed to Coulomb scattering from ionized surface
states, but we think that other explanantions, such as the
peculiar phonon spectrum of NWs, cannot be excluded.
Figure 8 displays the non-monotonic temperature de-
pendence of the electrical conductivity σ for the Si NW
at different dopant atoms concentrations nD. At low
temperature, the electrical conductivity dramatically de-
creases because of the freeze-out of the electrons in the
conduction subbands. It increases with temperature due
to an enlargement of the electron concentration in the
temperature range of the ionization regime. The fur-
ther increase of σ takes place because of enhancement of
the electron mobility in the temperature range of 100–
400 K. In this case, the variation of the electron con-
centration with temperature is much stronger than that
for the electron-phonon scattering rate. That is the rea-
son why the electrical conductivity rises monotonically at
low temperature. At high temperature (T > 400 K), the
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FIG. 7. (Color online) The temperature dependence of the
electron mobility computed for the [100]-oriented Si NW with
a thickness of 1.6 nm and dopant atoms concentration of 1017,
1018, and 1019 cm−3.
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FIG. 8. (Color online) The temperature dependence of the
electrical conductivity computed for the [100]-oriented Si NW
with a thickness of 1.6 nm and dopant atoms concentration
of 1017, 1018 and 1019 cm−3.
electron concentration weakly varies while the electron
scattering by optical phonons rises; this leads to a de-
crease in the electrical conductivity. σ achieves its maxi-
mum value of 3.10, 28.9, and 291 Ω−1cm−1 at nD being
equal to 1017, 1018, and 1019 cm−3, respectively. This
shows that σ strongly depends on the doping concentra-
tion. The electron conductivity depends exponentially
on T in the range of low temperatures and behaves as
T−c (with some positive constant c) for T > 400 K. It is
difficult to compare the obtained values of σ with experi-
mental data, because the electrical conductivity has only
been measured for thicker Si NW. For example, at room
temperature, σ was found to be about 125 Ω−1cm−1 for
a 20 nm-thick n-type Si NW at nD = 10
19 cm−3 (see
Ref. 42). In our calculations, the electron conductivity
is greater than in experiment because we did not take
into account the scattering of electrons by both ionized
impurities and surface roughness.
Figure 9 displays the non-monotonic temperature de-
pendence of the Seebeck coefficient for the Si NW at dif-
ferent dopant atoms concentrations. As expected, the
largest absolute value of S is found for the lowest dop-
ing concentration. According to Eq. (3), S diverges in
the limit T → 0 for band-like transport, i.e. disregard-
ing the possibility of hopping transport in an impurity
band. The non-monotonic temperature dependence ob-
served in S and in the electron mobility have the same
origin. As the temperature is increased above 90 K, the
energy interval of the electrons that make the strongest
contribution to transport shifts to higher energies. This
up-shift leads to a rise in |S| between 90 K and 200 K.
The electron density of states alone cannot explain the
behavior of S, as it appears both in the numerator and
in the denominator of Eq. (3). Hence, its effect on the
Seebeck coefficient tends to cancel at least at low tem-
peratures. At high temperature, the contribution of up-
per electron subbands becomes significant because of the
weighting factor (E−EF ) in the numerator [see Eq. (3)].
In this case, the Si NW is an extrinsic semiconductor
and the Seebeck coefficient weakly varies with tempera-
ture. Therefore, the increase of either the electron con-
centration or electron-phonon scattering rate leads to the
decrease of the Seebeck coefficient.
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FIG. 9. (Color online) The temperature dependence of the
Seebeck coefficient computed for the [100]-oriented Si NW
with a thickness of 1.6 nm and dopant atoms concentration
of 1017, 1018, and 1019 cm−3.
The numerical analysis shows that the variations
of the electrical conductivity and of the power fac-
10
tor versus temperature are similar. The power fac-
tor achieves its maximum value of 0.295, 1.77, and
9.95× 10−3 Wm−1K−2 at nD being equal to 1017, 1018,
and 1019 cm−3, correspondingly.
Figure 10 displays the non-monotonic temperature de-
pendence of the electron thermal conductivity for the Si
NW at different dopant atoms concentrations. Both the
high electron concentration and small electron-phonon
scattering lead to large values of the electron thermal con-
ductivity in the temperature range of 220–380 K. While
the sharp initial increase is due to the increasing num-
ber of mobile electrons, we observe that the drop in κel
at higher temperatures is not as pronounced as for σ.
This indicates that excited electrons in higher subbands
contribute significantly to κel. The factor (E − EF )2
appearing in L(2) [see Eq. (3)] as well as larger relax-
ation time in the higher subbands puts additional weight
on the contribution of these subbands. We can also de-
rive this conclusion using the definition of L(2) given by
Eq. (6). The overlap between the transport distribution
function, Ξ(E) and the tail (corresponding to the excited
electrons) of the derivative of the Fermi–Dirac distribu-
tion function, −∂f0(E)/∂E, peaked around the Fermi
level with a width of approximately 3.5kBT , is significant
and further increases as the Fermi level approaches the
conduction subbands at higher doping concentration. At
the highest doping concentration of nD = 10
19 cm−3 this
even leads to an increase of κel above 500 K. However,
the electronic contribution to the thermal conductivity
remains very small compared to the lattice contribution
of 7 W K−1 m−1.
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FIG. 10. (Color online) The temperature dependence of the
electron thermal conductivity computed for the [100]-oriented
Si NW with a thickness of 1.6 nm and dopant atoms concen-
tration of 1017, 1018, and 1019 cm−3.
Figure 11 displays the temperature dependence of
the figure of merit ZT for the Si NW at different
dopant atoms concentrations, assuming a temperature-
independent κph = 7 W m
−1 K−1. . Obviously the
highest ZT is reached for the highest doping concentra-
tion of nD = 10
19 cm−3. The optimum temperature for
the operation of the Si NW as thermoelectric generator
is found to lie in the region of 400 – 600 K. There, a
figure of merit of 0.6 is reached. A comparison of the
temperature dependencies of the different thermoelectric
parameters lets us conclude that the temperature depen-
dence of ZT is mainly determined by the electrical and
thermal conductivities rather than by the Seebeck coef-
ficient. At low temperature, the variations of the fig-
ure of merit and electrical conductivity versus temper-
ature are the same. The interval of large values of ZT
is shifted towards the higher temperatures compared to
the maximum of the electrical conductivity because of
the additional factor T in the definition of ZT . We note
that many experimentally prepared Si NWs show surface
roughness, which leads to scattering of both the electrons
and phonons by the NW surface. While the phonon scat-
tering reduces κph to a nearly temperature-independent
value, and is thus advantageous for thermoelectric appli-
cations, the surface roughness scattering also lowers the
mobility of the electrons. Moreover, we did not consider
impurity scattering of the electrons. For both these rea-
sons, the electrical conductivity to be expected in experi-
mental nanowire samples will be lower (see, e.g., Ref. 35)
than predicted by us. Both surface scattering and impu-
rity scattering are independent of the lattice temperature
and mostly affect electrons of low kinetic energy. There-
fore we think that the temperature dependence of the
thermoelectric properties predicted in our work is still
meaningful even in imperfect Si NWs.
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FIG. 11. (Color online) The temperature dependence of the
figure of merit computed for the [100]-oriented Si NW with a
thickness of 1.6 nm and dopant atoms concentration of 1017,
1018, and 1019 cm−3.
V. CONCLUSIONS
We have investigated the transport properties of n-
type Si NWs with a thickness of 1.6 nm as function
11
of temperature by considering the atomistic electron-
phonon interaction. We extended the formulas for the
first nearest-neighbor sp3d5s∗ TB model to the more
compact sp3 second-nearest-neighbor TB model valid for
semiconductor materials with the diamond crystal struc-
ture. Our calculations show that the acoustic phonon dis-
persion is modified due to the influence of the nanowire
surface. The surface Si-Si dimerization results in a modi-
fication of the Si NW electronic structure. The relaxation
time strongly depends on crystal momentum. The trans-
port distribution function strongly varies with temper-
ature and electron energy. The lower electron mobility
in the nanowire compared to bulk Si is due to (i) an in-
crease of the electron group velocity accompanied by a
decrease of effective mass, (ii) the coincidence of electron
confinement and phonon confinement, which results in
an increase of the overlap of electron and phonon wave
functions, and thus to an enhanced scattering rate, (iii)
the lifting of the electron subband degeneracy. The non-
monotonic temperature dependence of the mobility, of
the Seebeck coefficient and of the electron thermal con-
ductivity is owing to the highly structured electron and
phonon density of states that also shows up in the trans-
port distribution function. This is due to the effect of
the mixed states of acoustic and optical phonon modes
existing in the NWs and being absent in the bulk ma-
terial. The figure of merit achieves a maximum value of
0.6 at a temperature of 600 K and a donor atom concen-
tration of 1019 cm−3. Peculiarities in the electronic and
phononic structure that impede electron-phonon scatter-
ing are particularly important around room temperature.
As a result, the electron mobility increases with tempera-
ture and becomes relatively large for such a thin nanowire
(≈ 200 cm2V−1s−1). This might be beneficial for the ap-
plication of Si-NW-based thermoelectric devices even at
room temperature.
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Appendix A: sp3 2nd nearest-neighbor TB model
The following formalism is valid for the diamond crys-
tal structure. For the 1st nearest neighbors, we use the
conventional Slater-Koster scheme. The distance depen-
dence is taken into acount via the Harrison scaling pa-
R⃗i M R⃗ jM
Dβ ,i j M
M
ji
FIG. 12. Position of the first (labeled j) and the second
(labeled M) nearest neighbors of atom i.
rameter hζ of the ζth bond, and ~lij = ~Rij/Rij are the
directional cosines. The Greek indices β, γ = x, y, z are
the coordinate indices of the Cartesian system. For the
ease of notation, we have used the same abbreviation hζ
for the scaling of all overlap parameters, although dif-
ferent values for each type of bond have been used in
the actual calculations (see Ref. 23). Following Refs. 43,
44, and 24, the Hamiltonian matrix elements (transfer
energy integrals) are
〈s, ~Ri|H|s, ~Rj〉
(1)
= V (1)ssσ(R
0
ij)
(
R0ij
Rij
)hζ
(A1)
〈s, ~Ri|H|pβ , ~Rj〉
(1)
=
= −〈pβ , ~Ri|H|s, ~Rj〉
(1)
= lβijV
(1)
spσ
(
R0ij
Rij
)hζ
(A2)
〈pβ , ~Ri |H| pβ , ~Rj〉
(1)
=
=
{(
lβij
)2
V (1)ppσ +
[
1−
(
lβij
)2]
V (1)pppi
}(
R0ij
Rij
)hζ
(A3)
〈pβ , ~Ri |H| pγ , ~Rj〉
(1)
= lβij l
γ
ij
(
V (1)ppσ − V (1)pppi
)(R0ij
Rij
)hζ
(A4)
For the 2nd nearest neighbors, the expression for the
Hamiltonian matrix elements between s orbitals is anal-
ogous to the one for 1st neighbors,
〈s, ~Ri|H|s, ~RM 〉
(2)
= V (2)ssσ
(
R0iM
)(R0iM
RiM
)hζ
. (A5)
For the sp and pp interactions, however, mixing of σ and
pi-type interactions, depending on the position of the 1st
neighbor, needs to be taken into account. Therefore we
introduce an interpolation scheme following Refs. 44 and
24. First we define mutually orthogonal unit vectors ~eβ
pointing in the direction of the orbital pβ at the 2nd
neighbor. Next we introduce a unit vector ~nβ,iM that
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TABLE II. The Harrison scaling parameters and overlap pa-
rameters for Si-Si and Si-H bonds defined for the 1st and 2nd
nearest neighbors. Overlap parameters V
(2)
ssσ = 0, V
(2)
sppi = 0
and V
(2)
ppσpi = 0 for the 2nd neighbors.
Si-Sia (eV) hζ Si-H
b (eV) Si-Sia (eV) hζ
V
(1)
ssσ −2.0662 4.37 V (1)ssσ −3.9997 V (2)spσ 0 -
V
(1)
spσ 2.085 3.46 V
(1)
spσ 4.2517 V
(2)
ppσ 0.4444 7.18
V
(1)
ppσ 3.1837 2.72 V
(1)
ppσ — V
(2)
pppi1 0.0844 8.56
V
(1)
pppi −0.9488 2.72 V (1)pppi — V (2)pppi2 −0.3612 8.56
a Reference [23].
b Reference [45].
is perpendicular to the distance vector ~RiM of the 2nd
nearest neighbor M with respect to atom i. This vector
lies in the plane spanned by the two vectors ~eβ and ~RiM .
Finally, the quantity Dβ,ijM representing the projection
of the distance vector ~RjM of the second nearest neighbor
M with origin at the first nearest neighbor j of atom i
onto the vector ~nβ,iM in used to interpolate between σ
and pi-type interactions (see Fig. 12). This leads to the
expressions
~nβ,iM = ~eβ − Rβ,iM
R2iM
~RiM , (A6)
Dβ,ijM =
(
~RjM , ~nβ,iM
)
|~nβ,iM | . (A7)
The 2nd neighbor matrix elements are given by
〈s, ~Ri|H|pβ , ~RM 〉
(2)
= 〈pβ , ~Ri|H|s, ~RM 〉
(2)
=
(
lβiMV
(2)
spσ −
4
a
Dβ,ijMV
(2)
sppi
)(
R0iM
RiM
)hζ
, (A8)
〈pβ , ~Ri|H|pβ , ~RM 〉
(2)
=
[(
lβiM
)2
V (2)ppσ + n
2
β,iMV
(2)
pppi1
+
4
a
|Dβ,ijM |nβ,iM
(
V
(2)
pppi2 − V (2)pppi1
)](R0iM
RiM
)hζ
, (A9)
〈pβ , ~Ri|H|pγ , ~RM 〉
(2)
=
{
lβiM l
γ
iM
[
V (2)ppσ − V (2)pppi1 +
2
a
(
Dβ,ijM
nβ,iM
+
Dγ,ijM
nγ,iM
)(
V
(2)
pppi2 − V (2)pppi1
)]
+
4
a
(
lβiMDγ,ijM − lγiMDβ,ijM
)
V (2)ppσpi
}(
R0iM
RiM
)hζ
, (A10)
For the 1st and 2nd nearest neighbors, the Harrison scal-
ing parameters and overlap parameters (two-center in-
tegrals) for Si-Si and Si-H bonds are defined in Table
II. The diagonal matrix elements (on-site energies) of
the tight binding Hamiltonian for s- and p-orbitals are
Es = −4.035 eV and Ep = 1.0444 eV for Si-Si bonds.23
The diagonal matrix element Es = −1.759 eV for the
Si-H bond has been adjusted to be compatible with
the TB scheme given by Grosso et al.23,45 For the 2nd
neighbors, the overlap parameters V
(2)
pppi1, V
(2)
pppi2, and
V
(2)
ppσpi are defined in terms of the transfer energy in-
tegrals as V
(2)
pppi1 = E
(110)
xx − E(110)xy , V (2)pppi2 = E(011)xx , and
V
(2)
ppσpi =
√
2E
(011)
xy , correspondingly.44
The matrix elements of the spin-orbit interaction be-
tween p orbitals with a different spin are described by
Kane.46 In our calculations, we used the SO coupling pa-
rameter λ = ∆0/3, where ∆0 = 0.044 eV is the atomic
SO splitting at the Γ point in the Brillouin zone.23,47
Appendix B: Electron-phonon interaction TB
Hamiltonian
The Hamiltonian matrix elements depend on the ra-
dius vectors Rij , RiM , and RjM . Hence, we have to
consider three different kinds of spatial derivatives. For
the 1st nearest neighbors, the spatial derivatives of the
Hamiltonian matrix elements are given by the following
expressions
∂〈s, ~Ri|H|s, ~Rj〉
(1)
∂ ~Rij
= −hζ
V
(1)
ssσ(R0ij)
Rij
(
R0ij
Rij
)hζ
~lij , (B1)
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∂〈s, ~Ri|H|pβ , ~Rj〉
(1)
∂ ~Rij
=
V
(1)
spσ
Rij
(
R0ij
Rij
)hζ (
~nβ,ij − lβijhζ ~lij
)
, (B2)
∂〈pβ , ~Ri|H|pβ , ~Rj〉
(1)
∂ ~Rij
=
lβijV
(1)
ppσ
Rij
(
R0ij
Rij
)hζ (
2~nβ,ij − lβijhζ ~lij
)
− V
(1)
pppi
Rij
(
R0ij
Rij
)hζ {
2lβij~nβ,ij +
[
1−
(
lβij
)2]
hζ ~lij
}
, (B3)
∂〈pβ , ~Ri|H|pγ , ~Rj〉
(1)
∂ ~Rij
=
(
V
(1)
ppσ
Rij
− V
(1)
pppi
Rij
)(
R0ij
Rij
)hζ (
lγij~nβ,ij + l
β
ij~nγ,ij − lβij lγijhζ ~lij
)
. (B4)
For the 2st neighbors, the directional derivatives of the Hamiltonian matrix elements along the radius vector ~RjM
are
∂〈s, ~Ri|H|s, ~RM 〉
(2)
∂ ~RjM
= 0, (B5)
∂〈s, ~Ri|H|pβ , ~RM 〉
(2)
∂ ~RjM
= −4
a
V (2)sppi
(
R0iM
)(R0iM
RiM
)hζ ~nβ,iM
|~nβ,iM | , (B6)
∂〈pβ , ~Ri|H|pβ , ~RM 〉
(2)
∂ ~RjM
=
4
a
Dβ,ijM
|Dβ,ijM |
(
V
(2)
pppi2 − V (2)pppi1
)(R0iM
RiM
)hζ
~nβ,iM , (B7)
∂〈pβ , ~Ri|H|pγ , ~RM 〉
(2)
∂ ~RjM
=
2
a
lβiM l
γ
iM
(
~nβ,iM
n2β,iM
+
~nγ,iM
n2γ,iM
)(
V
(2)
pppi2 − V (2)pppi1
)(R0iM
RiM
)hζ
+
4
a
(
lβiM
~nγ,iM
|~nγ,iM | − l
γ
iM
~nβ,iM
|~nβ,iM |
)
V (2)ppσpi
(
R0iM
RiM
)hζ
. (B8)
The directional derivatives of the Hamiltonian matrix elements along the radius vector ~RiM are
∂〈s, ~Ri|H|s, ~RM 〉
(2)
∂ ~RiM
= − hζ
RiM
V (2)ssσ
(
R0iM
)(R0iM
RiM
)hζ
~liM , (B9)
∂〈s, ~Ri|H|pβ , ~RM 〉
(2)
∂ ~RiM
=
(
V (2)spσ
~nβ,iM
RiM
− 4
a
V (2)sppi
∂Dβ,ijM
∂ ~RiM
)(
R0iM
RiM
)hζ
− 〈s, ~Ri|H|pβ , ~RM 〉
(2) hζ
RiM
~liM , (B10)
∂〈pβ , ~Ri|H|pβ , ~RM 〉
(2)
∂ ~RiM
=
2lβiM
RiM
(
V (2)ppσ − V (2)pppi1
)(R0iM
RiM
)hζ
~nβ,iM
+
4
a
(
V
(2)
pppi2 − V (2)pppi1
)(R0iM
RiM
)hζ ∂ |Dβ,ijM |nβ,iM
∂ ~RiM
− 〈pβ , ~Ri|H|pβ , ~RM 〉
(2) hζ
RiM
~liM , (B11)
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∂〈pβ , ~Ri|H|pγ , ~RM 〉
(2)
∂ ~RiM
=
[
V (2)ppσ − V (2)pppi1 +
2
a
(
Dβ,ijM
nβ,iM
+
Dγ,ijM
nγ,iM
)(
V
(2)
pppi2 − V (2)pppi1
)](R0iM
RiM
)hζ
×
(
lβiM
RiM
~nγ,iM +
lγiM
RiM
~nβ,iM
)
+
2
a
lβiM l
γ
iM
(
V
(2)
pppi2 − V (2)pppi1
)(R0iM
RiM
)hζ [ ∂
∂ ~RiM
(
Dβ,ijM
nβ,iM
)
+
∂
∂ ~RiM
(
Dγ,ijM
nγ,iM
)]
+
4
a
V (2)ppσpi
(
R0iM
RiM
)hζ (Dγ,ijM
RiM
~nβ,iM − Dβ,ijM
RiM
~nγ,iM + l
β
iM
∂Dγ,ijM
∂ ~RiM
− lγiM
∂Dβ,ijM
∂ ~RiM
)
− 〈pβ , ~Ri|H|pγ , ~RM 〉
(2) hζ
RiM
~liM . (B12)
The following auxilliary quantities are used
∂Dβ,ijM
∂ ~RiM
=
1
nβ,iMRiM
 lβiMDβ,ijM
nβ,iM
−
(
~Rij , ~RiM
)
RiM
~nβ,iM − lβiM
nβ,iMRiM
~∆ijM , (B13)
∂
∂ ~RiM
(
Dβ,ijM
nβ,iM
)
=
lβiMDβ,ijM
RiMn3β,iM
~nβ,iM +
1
nβ,iM
∂Dβ,ijM
∂ ~RiM
, (B14)
∂ |Dβ,ijM |nβ,iM
∂ ~RiM
= − Dβ,ijM|Dβ,ijM |
1
RiM

(
~Rij , ~RiM
)
RiM
~nβ,iM + l
β
iM
~∆ijM
 , (B15)
~∆ijM = ~Rij −
(
~Rij , ~RiM
)
R2iM
~RiM . (B16)
The vector ~∆ijM is perpendicular to the radius vector
~RiM and lies in the plane of the two vectors ~Rij and
~RiM . For silicon, using the tight-binding paramerization
of Ref. 23, the actual calculation is somewhat simpler:
Not all terms in the above equations need to be evaluated
because some of the overlap parameters are set equal to
zero (see Table II).
Appendix C: Orthomin(1) method
To create an easy-to-read format of the iterative Or-
thomin(1) method, we introduce the summation-integral
type operator Pˆ of the form
Pˆ fn(k) =
Lx
2pi
∑
n′
∫ pi/2a
−pi/2a
Sn,n
′
(k, k′)
1− f0(En′(k′))
1− f0(En(k))
× vn′(k′)fn′(k′)dk′. (C1)
Using Eq. (16), the integration in the above expres-
sion can be reduced to a summation. In terms of
the summation-integral type operator and the low-
temperature relaxation time [see Eq. (17)], the Boltz-
mann equation is written as
vn(k)τn(k)− τ (0)n (k)
(
Pˆ τn(k)
)
= vn(k)τ
(0)
n (k). (C2)
An approximate solution of Eq. (C2) can be calculated
by means of the following iterative formula
τ (s+1)n (k) = τ
(s)
n (k) + α
(s)r(s)n (k), (C3)
where r
(s)
n (k) is the residual of the form
r(s)n (k) = vn(k)
[
τ (0)n (k)− τ (s)n (k)
]
+ τ (0)n (k)
(
Pˆ τ (s)n (k)
)
.
(C4)
The preconditioner α(s) is introduced to minimize the
norm of the error. It reads
α(s) =
∑
n,k r
(s)
n (k)(Pˆ r
(s)
n (k))∑
n,k
[
Pˆ r
(s)
n (k)
]2 . (C5)
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The relative error defined by the formula
 =

∑
n,k
[
r
(s)
n (k)
]2
∑
n,k
[
τ
(s)
n (k)
]2

1/2
. (C6)
can be used to control the convergence of the iteration.
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