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Abstract
The Unruh and Hawking effects are investigated on certain families of topologically non-
trivial spacetimes using a variety of techniques. The thesis is split into three main parts. The
first presents the Bogolubov transformation between Rindler and Minkowski quantizations
on two flat spacetimes with topology R3 × S1 (denoted M0 and M−) for massive Dirac
spinors. The two inequivalent spin structures on each spacetime are considered. Results
show modifications to the Minkowski space Unruh effect. This provides a flat space model
for the Hawking effect on the Kruskal and RP3 geon black hole spacetimes which is the
subject of the rest of this part.
The second part presents the expectation values of the stress tensor for massive scalar
and spinor fields on M0 and M−, and for massive scalar fields on Minkowski space with a
single infinite plane boundary, in the Minkowski-like vacua.
The final part investigates particle detector models. The aim is two-fold. First we
investigate a recent paper by Schlicht which highlights the importance of choosing a suitable
regularization when calculating the response of monopole detectors in a causal way. We
extend Schlicht’s regularization to an arbitrary spacetime dimension, to quotient spaces of
Minkowski space, to non-linear couplings of the scalar field, to a massless Dirac field, and to
conformally flat spacetimes. Secondly we present some detector responses. Our main new
results are the time dependent responses of inertial and uniformly accelerated detectors on
M− and M with boundary with motion perpendicular to the boundary. Responses are also
considered for static observers in the exterior of the RP3 geon and comoving observers in RP3
de Sitter space, via those in the associated global embedding Minkowski spaces (GEMS).
The response on RP3 de Sitter space, found both directly and in its GEMS, provides support
for the validity of the GEMS procedure applied to detector responses.
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Chapter 1
Introduction
In this thesis we consider quantum field theory on certain families of topologically non-trivial
flat and curved spacetimes. We present a collection of new results in three related areas of
research. These include the Unruh effect on topologically non-trivial flat spacetimes and
Hawking radiation on black hole spacetimes via Bogolubov transformations, the evaluation
of expectation values of the stress-energy tensor, and the theory of particle detector models.
A good first reference to all these subjects is the well known book by Birrell and Davies [1] 1.
Quantum field theory in curved spacetime has been an active area of research now for
many decades, and its results and methods have been of interest to researchers in many
related fields. The theory was constructed as a step in the direction of a full, and not
yet realised, theory of quantum gravity coupled to matter. The theory considers quantized
fields propagating on a fixed curved background manifold, neglecting the dynamical degrees
of freedom of the gravitational field. The gravitational field therefore is left unquantized and
we are making the assumption that the back reaction of the quantum field on the spacetime
is negligible. It is clear that quantum field theory in curved spacetime must be a low energy
approximation to a deeper theory whose effects become important as we approach the Planck
scale. Despite this limited, and as yet not fully understood, domain in which the theory
1Other noteworthy books on the topic of quantum fields in curved spacetimes include those of Fulling [2]
and Wald [3].
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is considered to be an accurate representation of reality, quantum field theory in curved
spacetime has had remarkable successes. Further it is expected that many of its features
and predictions must be included and explained within a full theory of quantum gravity.
One of the major successes of the theory is the description of particle production by time
dependent gravitational fields. Particle creation effects may occur due to the non uniqueness
in choosing a time coordinate within classical general relativity. In quantum field theory in
Minkowski space we define particles using those solutions to the field equations which are
positive frequency with respect to the timelike Killing vector ∂t, in a standard Minkowski
coordinate system (t, x, y, z). Due to Lorentz invariance a positive frequency solution in one
inertial frame is positive frequency in all inertial frames. Thus the number of particles and
in particular the vacuum state (defined as the state free from positive frequency solutions) is
the same for all inertial observers. In a general curved spacetime however we no longer have
global Lorentz invariance and there may be no Killing vectors at all with respect to which we
can define positive frequency modes. Here two observers may not agree on which parts of a
solution are positive frequency, even when both observers follow geodesic worldlines, and as
a result one observer sees particles in the other’s vacuum state. Particles have been created.
As we shall see this may be true even in Minkowski space if at least one of the observers is
not inertial. The first thorough accounts of particle creation in a gravitational background
were given by Parker [4] in the late 60’s in relation to cosmology. An expanding universe
may create particles in the process of expansion. Since then a large amount of literature has
been written on various aspects of these effects.
In 1975 Hawking published his much celebrated result [5] that a black hole formed by a
star collapse radiates with a thermal spectrum at temperature
T =
~κ
2πck
, (1.1)
as seen by an observer at infinity, where κ is the hole’s surface gravity. This finding influenced
a large number of papers in the following years as a systematic study of black hole radiation
was undertaken. Further this demonstration of black hole temperature put the speculations
2
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of Bekenstein [6] and others, on an analogy between the laws of classical thermodynamics
and certain relations in black hole mechanics, on a firmer basis. In particular it led to
the acceptance of one quarter of the area [6] of the horizon as the physical entropy of the
hole 2. It was realised shortly after the collapsing star analysis that the same temperature
and entropy could be obtained by considering the Kruskal-Szekeres [10, 11] extension of
Schwarzschild and on it a quantum state that describes a black hole in thermal equilibrium
with its environment [1, 3, 12–16]. The defining characteristics of this Hartle-Hawking state
are that it is regular everywhere on the Kruskal manifold and invariant under the continuous
isometries [3, 16].
In 1976 Unruh [14], following work by Fulling [17], showed that these thermal effects
are not restricted to curved spacetime. He found that a uniformly accelerated observer in
Minkowski space perceives the usual Minkowski vacuum as a thermal bath at temperature
T =
~a
2πck
, (1.2)
where a is the observer’s proper acceleration. This effect is widely known as the Unruh
effect. Since Unruh’s original work the Unruh effect has attracted a lot of interest building
a firm foundation for it, including the possibility that the effect could be experimentally
observed. Perhaps the most promising proposal so far, though far from being realised in
practice, is that of using high intensity lasers to accelerate electrons at very high magnitudes
by Chen and Tajima [18].
In this thesis we consider aspects of Hawking radiation and the Unruh effect on certain
topologically non-trivial spacetimes. In particular we consider Hawking radiation for Dirac
spinors on the spacetime known in the terminology of [19] as the RP3 geon (for earlier work
on the classical properties of this spacetime, see [20, 21]). The RP3 geon is a Z2 quotient
of Kruskal, it is space and time orientable, it contains a black and white hole, but it only
has one static region, isometric to standard exterior Schwarzschild. The geon is an eternal
2The leading order corrections to this entropy, due to quantum gravity effects have been investigated
extensively in the recent literature. The leading corrections are logarithmic in the area (see e.g. [7–9] and
references therein.)
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black hole and so as with the Kruskal manifold we do not expect to see one in the sky,
as an astrophysical object formed in a star collapse, but its interest lies in the fact that
it is an unconventional black hole and in particular has non-trivial topology. It provides
an interesting arena in which we can probe our understanding of black hole physics. In
particular here we concentrate on the effect of non-trivial topology on the thermal properties.
From the physical point of view, a puzzling feature of the Hartle-Hawking state on Kruskal
spacetime is its reliance on the whole manifold. The manifold has two static regions, causally
disconnected from each other and separated by a bifurcate Killing horizon, but the thermal
properties manifest themselves when the state is probed in only one of the static regions.
To explore the significance of the second exterior region, we may consider a spacetime such
as the RP3 geon which is locally isometric to Kruskal but which only contains one exterior
region. In [22] Louko and Marolf investigated scalar field quantization on the RP3 geon. It
was shown that the Hartle-Hawking like quantum state on the geon does not appear thermal
to all observers in the exterior region, but it does appear thermal in the standard Hawking
temperature when probed by suitably restricted operators. In particular, the state appears
thermal in the standard temperature to every operator far from the hole and with support
at asymptotically late (or early) Schwarzschild times.
In chapter 3 we extend the scalar field analysis of [22] to a massive Dirac field. The main
new issue with fermions is that while exterior Schwarzschild and Kruskal both have spatial
topology R × S2 and hence a unique spin structure, the RP3 geon has spatial topology
RP
3 \ {point} and thus admits two inequivalent spin structures. The geon thus has two
Hartle-Hawking like states for fermions, one for each spin structure. Our first aim is to
examine whether these states appear thermal when probed in the exterior region: We shall
find that they do, in a limited sense similar to what was found for the scalar field in [22].
Our second aim is to examine whether these two states can be distinguished by observations
limited to the exterior region. We shall find that they can be in principle distinguished by
suitable interference experiments: The states contain Boulware-type excitations in correlated
pairs, and the spin structure affects the relative phase between the members of each pair.
4
Chapter 1: Introduction
This means that the restriction of the Hartle-Hawking type state to the geon exterior not
only tells that the classical geometry behind the horizons differs from Kruskal but also is
sensitive to a quantization ambiguity whose existence cannot be deduced from the exterior
geometry. In this sense, probing the quantum state in the exterior region reveals in principle
both classical and quantum information from behind the horizons. How this information
might be uncovered in practice, for example by particle detectors will be investigated in
chapter 5.
As a preparation for this analysis on the RP3 geon, we begin in chapter 2 by analysing
the Unruh effect for the massive Dirac field on a family of Rindler spaces, denoted by M0
and M−, whose topology respectively mimics that of Kruskal and the geon [22]. The results
are interesting in their own right as they illustrate a particular example of the effect of
topology on the thermality of the Unruh effect. They further serve as a flat space model
of the Hawking radiation on the geon. While the results are qualitatively similar to those
on the geon, the effects of the spin structure appear in a much more transparent form, and
these Rindler spaces thus offer a testing ground for localised particle detector models that
aim to resolve the phase factors determined by the spin structure. As a by-product, we
also obtain the Bogolubov transformation for massive Dirac fermions on (ordinary) Rindler
space in (3 + 1) dimensions, which to the knowledge of the author has not appeared in the
literature. Chapters 2 and 3 are based on the paper [23].
One of the most important observables in quantum field theory in curved spacetime is
the stress-energy tensor. Classically the stress-energy tensor provides all the information
on the energy and momentum content of the spacetime, and provides the source of the
gravitational field on the right hand side of Einstein’s equations. In the quantum theory the
expectation value of the stress-energy tensor in a given state provides information on the
energy and momentum content of that state, and it may further be used in a semiclassical
analysis as the source of a semiclassical Einstein equation which provides information on the
back reaction of the quantum field on the spacetime geometry. In chapter 4 we calculate the
expectation values of the stress-energy tensor for massive scalar and spinor fields on the flat
5
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spacetimes M0 and M−, introduced in chapter 2, in the Minkowski-like vacuum states. We
also present the expectation values for massless two-component spinors, showing that the
values are independent of the handedness. This chapter is mainly based on the paper [24]
and, with the massless spinor results, also on [23].
Finally in chapter 5 we investigate particle detector models. We begin in section 5.2
with a discussion of the history and background of particle detector models in quantum
field theory in curved spacetime. We then provide a number of new results. The focus
of the chapter is a recent model proposed by Schlicht [25, 26]. The model is that of a
monopole detector as first introduced in the context of quantum field theory in curved
spacetime by DeWitt [27]. In [25, 26] the author considers monopole detectors following
general trajectories in Minkowski space which are switched off at a finite value of the proper
time, in contrast to the asymptotic detections usually considered. Although not the first to
consider such finite time detections Schlicht seems to be the first to highlight the importance
of the regularization of the Wightman function in such calculations. In particular if the
Wightman function is regularized using the usual iǫ procedure [1] then we are led to an
unphysical result when considering a uniformly accelerated detector switched on in the
infinite past τ0 = −∞ and off at τ <∞. Schlicht [25,26] offers an alternative regularization
of the correlation function by considering a model of a spatially extended detector. The
massless scalar field operator which the detector is coupled to is smeared in the detector’s
proper reference frame against a suitable window function which represents the shape of
the detector. The response depends on the detector’s size; however, in the limit as the
size goes to 0 the usual result for a uniformly accelerated detector is recovered (that is, a
thermal response at temperature (1.2) [14,27]). The aim of the chapter is twofold. The first
aim is to extend Schlicht’s model in a number of directions. We first make some comments
on Schlicht’s regularization and some possible alternatives. We then extend the model to
Minkowski space in arbitrary dimension, to the massive scalar field, to fields on quotient
spaces of Minkowski space, to the massless non-linearly coupled scalar field and massless
Dirac field and to conformally flat spacetimes. The second aim is to investigate some specific
6
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detector responses. In particular we consider inertial and uniformly accelerated detectors
on the flat, topologically non-trivial spacetimes M0 and M− introduced in chapter 2 and
on Minkowski space with an infinite plane boundary. The time dependent responses on
M− and on Minkowski space with boundary as the detector approaches the boundary are
presented for the first time. Further we address the issue, in the case of the Dirac field, as
to whether or not such a detector can distinguish the two spin structures on M0 and M−.
Finally we consider static detectors in the exterior of the RP3 geon and comoving observers
in RP3 de Sitter space via their global embedding Minkowski spaces (GEMS) (see e.g [28]).
Although until now the GEMS procedure has only been applied to kinematical arguments
we expect that at least in some cases the response of detectors in the original curved spaces
and the corresponding ones in their GEMS should be related in some way. The case of a
comoving detector on RP3 de Sitter space is a particularly interesting one as we are able to
present the calculation both in the curved space and in the embedding space. It is found
that the responses are qualitatively very similar. This case should therefore be very useful
in assessing the validity of applying the GEMS procedure to cases involving quotient spaces
and time dependent detector responses. Chapter 5 is an extended version of [29].
I end this introduction with a note on the terminology and conventions used throughout
this thesis. I use the term “Unruh effect” when discussing the thermal (or partial thermal)
properties of vacuum states in all flat (possibly topologically non-trivial) spacetimes from
the point of view of uniformly accelerated observers. The term “Hawking effect” is used
when discussing thermal properties of states in black hole spacetimes. This terminology is
in contrast to that used in some of the literature (for example [3]), where “Hawking effect” is
reserved for particle production in a collapsing star spacetime and “Unruh effect” is used for
the existence of a thermal equilibrium state in a spacetime with a bifurcate Killing horizon.
We work throughout in natural units ~ = c = G = 1 and with metric signature
(+,−, . . . ,−). In d-dimensional Minkowski space, the spatial (d − 1)-vectors are denoted
by bold face characters x ∈ Rd−1 with · the usual scalar product in Rd−1, while d-vectors
(used occasionally) are given by an italic script x with x · y = gµνxµyν , where gµν is the
7
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Minkowski metric.
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Chapter 2
Unruh effect for massive spinors
on flat spacetimes of topology
R
3 × S1
2.1 Introduction
In this chapter we consider the Unruh effect for a massive Dirac field, using a Bogolubov
transformation analysis, on two flat spacetimes with non-trivial topology. Denoted here as
M0 andM−, these two spacetimes are built as quotients of Minkowski space under the groups
generated by the discrete isometries J0 : (t, x, y, z) 7→ (t, x, y, z + 2a) and J− : (t, x, y, z) 7→
(t,−x,−y, z + a) respectively, where a is a prescribed positive constant. As a by-product
we obtain the Bogolubov transformation for massive Dirac fermions on (ordinary) Rindler
space in (3 + 1) dimensions, which to the knowledge of the author has not appeared in the
literature.1 The underlying interest in M0 and M− arises from their role in modelling, in
the context of accelerated observers in flat spacetimes, the Hawking (-Unruh) effect on the
1Thermality for massive fermions on (3+1)-dimensional Rindler space is demonstrated by other methods
in [30,31]. The massive (1 + 1)-dimensional case is considered in [32]. The massive (3 + 1) case is addressed
in [33,34] but the Rindler modes constructed therein are not suitably orthonormal in the Dirac inner product.
9
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Kruskal manifold and the RP3 geon respectively [22]. The Hawking effect on these black
hole spacetimes for massive spinors is the topic of chapter 3.
The chapter is constructed as follows. We begin in section 2.2 by describing the space-
times M0 and M− and their properties. In section 2.3 we then quantize the spinor field
in these spacetimes in terms of globally defined Minkowski-like modes and construct the
Minkowski-like vacuum states |00〉 and |0−〉. Uniformly accelerated observers in M0 are
introduced in section 2.4, and the Rindler particle content of the Minkowski like vacuum
|00〉 is found from the explicit Bogolubov transformation. A similar analysis for uniformly
accelerated observers in M− is given in section 2.5.
2.2 The spacetimes M0 and M−
Let M denote (3 + 1)-dimensional Minkowski space and let (t, x, y, z) be a standard set of
Minkowski coordinates. The metric reads
ds2 = dt2 − dx2 − dy2 − dz2 . (2.1)
The flat spacetimes M0 and M− are built as quotients of M under the isometry groups
generated respectively by the isometries
M0 :=M/J0 , J0 : (t, x, y, z) 7→ (t, x, y, z + 2a) , (2.2)
M− :=M/J− , J− : (t, x, y, z) 7→ (t,−x,−y, z + a) , (2.3)
where a > 0 is a prescribed constant. J0 and J− preserve space and time orientation and
act freely and properly discontinuously. M0 and M− are thus space and time orientable flat
Lorentzian manifolds.
As M is the universal covering space of both M0 and M−, we may understand M0 and
10
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M− to be coordinatized by (t, x, y, z) with the identifications
M0 : (t, x, y, z) ∼ (t, x, y, z + 2a) , (2.4)
M− : (t, x, y, z) ∼ (t,−x,−y, z + a) . (2.5)
Note further thatM0 is a double cover ofM−. Field theory onM0 andM− can be considered
via field theory on M by the method of images (see e.g [35, 36]).
Like M , M0 and M− are static spacetimes with respect to the global timelike Killing
vector ∂t. They are globally hyperbolic and have spatial topology R
2 × S1. M0 admits
seven Killing vectors, which generate translations in all 4 coordinates, boosts in x and y and
rotations in the (x, y)-plane. M− only admits three Killing vectors, generating translations
in t and z and rotations in the (x, y)-plane. Conformal diagrams for M0 and M− in which
the local y, z coordinates have been suppressed are given in figure 2.1.
Figure 2.1: Conformal diagrams of the spacetimes M0 and M−. On M0 each point on the
diagram represents a cylinder of circumference 2a. On M− the region x > 0 is identical
to that on M0, however at x = 0 each point represents a suppressed Mobius strip. The
infinities of the figures are not faithful to the infinity structures of the spacetimes due to the
suppressed dimensions.
Due to the S1 factor in the spatial topology, M0 and M− each admit two inequivalent
spin structures (see e.g [37]). That is there are two inequivalent but equally consistent ways
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of attaching spinors to each. Consider first M0. We refer to the vierbein
V0 = ∂t V2 = ∂y
V1 = ∂x V3 = ∂z , (2.6)
as the standard vierbein on M0. In the standard vierbein the two spin structures amount
to imposing respectively periodic and antiperiodic boundary conditions as we go around the
compact z-direction. Labelling the spin structures by the index η ∈ {1,−1}, this means
ψ(t, x, y, z + 2na) = ηnψ(t, x, y, z) , (2.7)
where n ∈ Z and η = 1 for periodic spinors (untwisted spinors in the terminology of [1,37])
and η = −1 for antiperiodic (twisted) spinors.
Alternatively, another useful vierbein onM0 is one which rotates counterclockwise by 2π
in the (x, y)-plane as z increases by 2a, that is,
V0 = ∂t
V1 = cos(πz/a)∂x + sin(πz/a)∂y
V2 = − sin(πz/a)∂x + cos(πz/a)∂y
V3 = ∂z . (2.8)
Spinors that are periodic with respect to this rotating vierbein are antiperiodic with respect
to the standard vierbein and vice versa. Both these vierbeins are invariant under the action
of J0. One could further introduce a vierbein that rotates clockwise by 2π in the (x, y)-plane
as z increases by 2a (replace π with −π in (2.8)), but periodic (respectively antiperiodic)
boundary conditions in this vierbein are equivalent to periodic (antiperiodic) boundary
conditions in vierbein (2.8). This shows that neither spin stucture onM0 involves a preferred
spatial orientation.
Now consider M−. The standard Minkowski vierbein (2.6) is not invariant under J−
12
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and therefore does not provide a globally defined vierbein on M−. However both the coun-
terclockwise rotating vierbein (2.8) and its clockwise rotating analogue are invariant under
J− and hence are well defined on M−. We may therefore specify the two spin structures
on M− by working in the vierbein (2.8) and imposing respectively periodic and antiperiodic
boundary conditions under J−. Labelling the spin structures by the index ρ ∈ {1,−1} this
means
ψ(t, (−1)nx, (−1)ny, z + na) = ρnψ(t, x, y, z) , (2.9)
where n ∈ Z and ρ = 1 for the periodic spinors and ρ = −1 for the antiperiodic spinors with
respect to vierbein (2.8). We could equivalently work in the clockwise rotating vierbein and
interchange the periodic and antiperiodic boundary conditions. This shows that the choice
of a spin structure on M− determines a preferred spatial orientation. For concreteness, we
shall throughout specify the spin structure with respect to vierbein (2.8).
2.3 Spinor field quantization on M0 and M−
In this subsection we consider the quantum theory of a free Dirac field ψ with mass m ≥ 0
on M0 and M−. We introduce the Minkowski-like vacua |00〉 and |0−〉 for which positive
and negative frequencies are defined with respect to the global timelike Killing vector ∂t.
We work in the rotating tetrad (2.8) throughout.
In a general curved spacetime the spinor Lagrangian in the vierbein formalism is [1]
L = detV
(
1
2
i
[
ψ¯γµ∇µψ − (∇µψ¯)γµψ
]−mψ¯ψ) , (2.10)
where V µα is a set of vierbeins, Vα = V
µ
α ∂µ, and γ
µ = V µα γ
α are the curved space counterparts
of the Dirac matrices which satisfy
{γµ, γν} = 2gµν . (2.11)
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∇α = V µα (∂µ + Γµ) is a spinor covariant derivative with
Γµ =
1
8
V να Vβν;µ[γ
α, γβ] . (2.12)
Variation of the action with respect to ψ¯ ≡ ψ†γ0 yields the covariant Dirac equation
iγµ∇µψ −mψ = 0 . (2.13)
It will be useful to work in the local Minkowski coordinates (t, x, y, z) and in the rotating
vierbein (2.8) which is well defined onM0 andM−. The Dirac equation (2.13) then becomes
i{γ0∂t + γ1
(
cos
(
πz
a
)
∂x + sin
(
πz
a
)
∂y
)
+ γ2
(− sin (πza ) ∂x + cos (πza ) ∂y)
+γ3
(
∂z − π4a
(
γ1γ2 − γ2γ1))+ im}ψ = 0 . (2.14)
The inner product on M is
〈ψ1, ψ2〉 =
∫
dx dy dz ψ†1ψ2 , (2.15)
on a constant t hypersurface. We denote the inner products on M0 and M− by 〈ψ1, ψ2〉0
and 〈ψ1, ψ2〉− respectively.
Consider first M0. To construct solutions to (2.14) that are positive and negative fre-
quency with respect to ∂t, we begin with the Minkowski space positive and negative fre-
quency solutions in the standard vierbein (2.6) (see for example [38, 39]) and transform to
the rotating vierbein (2.8) by the spinor transformation associated with a rotation by π
in the (x, y)-plane as z increases by a. Working here and throughout this section in the
standard representation of the γ matrices [39], γ0 =
(
1 0
0 −1
)
and γi =
(
0 σi
−σi 0
)
, where σi are
the Pauli matrices, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
and σ3 =
(
1 0
0 −1
)
, this transformation reads
ψ 7→ e−γ
1γ2πz
2a ψ = diag
(
e
iπz
2a , e
−iπz
2a , e
iπz
2a , e
−iπz
2a
)
ψ . (2.16)
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Solutions on M0 can be found from the Minkowski space solutions via the method of im-
ages. The periodic and antiperiodic boundary conditions will restrict the momentum in
the z-direction. We find that a complete set of normalized positive frequency solutions is
{Uj,kx,ky,kz}, where
Uj,kx,ky,kz =
1
4π
√
(ω +m)
aω
e−iωt+ikxx+ikyy+ikzz uj,kx,ky,kz , (2.17)
with
u1 =


e
iπz
2a
0
e
iπz
2a
kz
ω+m
e−
iπz
2a
k+
ω+m


, u2 =


0
e−
iπz
2a
e
iπz
2a
k−
ω+m
e−
iπz
2a
−kz
ω+m


, (2.18)
k± = kx ± iky and ω =
√
m2 + k2x + k
2
y + k
2
z . For spinors that are periodic in the standard
vierbein (2.6), kz = nπ/a with n ∈ Z, and in the other spin structure kz = (n+ 12 )π/a with
n ∈ Z. kx and ky take all real values. The orthonormality relation is
〈Ui,kx,ky,kz , Uj,k′x,k′y,k′z〉0 = δijδnn′δ(kx − k′x)δ(ky − k′y) . (2.19)
Note that the corresponding delta-normalized modes on Minkowski space are
√
a
πUj,kx,ky,kz
with kz ∈ R.
Consider now M−. As M0 is a double cover of M−, a complete set of modes can be built
from (2.17) as linear combinations which are invariant under J−, that is by superposing the
modes (2.17) and their images under J− with phase factors that lead to the appropriate
(anti-)periodicity properties. We choose the set {Vj,kx,ky,kz} given by
V1,kx,ky,kz = U1,kx,ky,kz + ρie
ikzaU1,−kx,−ky,kz ,
V2,kx,ky,kz = U2,kx,ky,kz − ρieikzaU2,−kx,−ky,kz , (2.20)
where kz = (n+
1
2 )π/a, n ∈ Z and ρ = 1 (ρ = −1) gives spinors that are periodic (antiperi-
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odic) in the rotating vierbein (2.8). As with the scalar field [22] there is a redundancy in
these V -modes in that Vj,kx,ky,kz and Vj,−kx,−ky,kz are proportional, and we understand this
redundancy to be eliminated by taking for example ky > 0. The orthonormality condition
reads
〈Vi,kx,ky,kz , Vj,k′x,k′y,k′z 〉− = δijδnn′δ(kx − k′x)δ(ky − k′y) . (2.21)
Note that kz takes in both spin structures the same set of values, which coincides with the
set of modes in the twisted spin structure on M0.
Given these complete sets of modes we may proceed to canonically quantize the field in
the usual way. That is, we expand the field in these sets and impose the usual anticommu-
tation relations on the coefficients, promoted to operators (operator valued distributions).
Let |0〉 be the usual Minkowski vacuum on M , defined by the set {Uj,kx,ky,kz}. We denote
by |00〉 the vacuum onM0 defined by the set {Uj,kx,ky,kz} with the suitably restricted values
of kz and by |0−〉 the vacuum on M− defined by the set {Vj,kx,ky,kz}. |00〉 and |0−〉 both
depend on the respective spin structures, but in what follows we will not need an explicit
index to indicate this dependence.
2.4 The Unruh construction and Bogolubov transfor-
mation on Minkowski space and M0
In this section we consider a uniformly accelerated observer on the spacetimes M and M0.
We find the Rindler particle content of the Minkowski vacuum |0〉 onM and the Minkowski-
like vacuum |00〉 on M0.
Let R0 be the right-hand-side Rindler wedge of M0, x > |t|. We introduce in R0 the
usual Rindler coordinates (τ, ξ, y, z) by
t = ξ sinh τ ,
x = ξ cosh τ , (2.22)
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with ξ > 0 and −∞ < τ <∞, understood with the identification (τ, ξ, y, z) ∼ (τ, ξ, y, z+2a).
The metric reads
ds2 = ξ2dτ2 − dξ2 − dy2 − dz2 . (2.23)
R0 is a globally hyperbolic spacetime with the complete timelike Killing vector ∂τ = t∂x +
x∂t, which generates boosts in the (t, x)-plane. The worldines at constant ξ, y and z are
those of observers accelerated uniformly in the x-direction with acceleration ξ−1 and proper
time ξτ .
Figure 2.2: Rindler space. The surfaces x = t and x = −t form horizons for the Rindler
observers. For example an observer in R following the hyperbolic path shown can neither
send any information to region L nor receive any information from there. The two regions
are causally disconnected.
We need in R0 a set of orthonormal field modes that are positive frequency with respect
to ∂τ . Working in the vierbein aligned along the Rindler coordinate axes,
V µa = diag(ξ
−1, 1, 1, 1) , (2.24)
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the Dirac equation (2.13) becomes
(i∂τ + iξγ
0γ1∂ξ + iξγ
0γ2∂y + iξγ
0γ3∂z + iγ
0γ1/2−mξγ0)ψ = 0 , (2.25)
where the γ matrices are the usual flat space γ′s. A complete set of mode solutions, positive
frequency with respect to Rindler Killing time ∂τ , on R0 can then be found by directly
separating (2.25) by an ansatz of simultaneous eigenfunctions of −i∂y, −i∂z and the Rindler
Hamiltonian. In view of comparison with M− in section 2.5, we wish the solutions to have
simple transformation properties under J−. Modes that achieve this are
ψRj,Ω,ky,kz (τ, ξ, y, z) = Nj
(
XRj KiΩ− 12 (κξ) + Y
R
j KiΩ+ 12 (κξ)
)
e−iΩτ+ikyy+ikzz , (2.26)
where
XR1 =


kz
|kz| (ky − im)
−i(|kz| − κ)
−i(|kz| − κ)
kz
|kz| (ky − im)


, Y R1 =


kz
|kz |(|kz | − κ)
i(ky − im)
−i(ky − im)
− kz|kz| (|kz| − κ)


,
XR2 =


kz
|kz| (|kz | − κ)
i(ky + im)
i(ky + im)
kz
|kz| (|kz | − κ)


, Y R2 =


kz
|kz |(ky + im)
−i(|kz| − κ)
i(|kz | − κ)
− kz|kz| (ky + im)


, (2.27)
and
N1 =
e−
iπ
4
√
cosh(πΩ)(κ2 − k2z)
4π(ky − im)
√
aπ(κ− |kz|)
,
N2 =
e−
iπ
4
√
cosh(πΩ)(κ2 − k2z)
4π(ky + im)
√
aπ(κ− |kz|)
, (2.28)
j = 1, 2, κ = (m2 + ky
2 + kz
2)1/2, Ω > 0 and ky∈R. In the spin structure where the spinors
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are periodic (respectively antiperiodic) in the nonrotating vierbein (2.24), the values of kz
are nπ/a (respectively (n + 12 )π/a) with n ∈ Z. KiM+ 12 is a modified Bessel function [40].
For kz = 0, we understand the formulas in (2.26)–(2.28) and in what follows to stand for
their limiting values as kz → 0+,
ψRj,Ω,ky,0 := lim
kz→0+
ψRj,Ω,ky ,kz .
The modes are orthonormal as
〈ψRi,Ω,ky ,kz , ψRj,Ω′,k′y,k′z 〉R0 = δijδnn′δ(Ω− Ω
′)δ(ky − k′y) , (2.29)
where the inner product is (see e.g [30])
〈ψ1, ψ2〉R0 =
∫
dξ dy dz ψ†1ψ2 , (2.30)
taken on an τ = constant hypersurface.
While the above modes would be sufficient for quantizing in R0 in its own right, they
are not suitable for analytic continuation arguments across the horizons, as the vierbein
(2.24) becomes singular in the limit x→ |t|. We therefore express the modes in the rotating
vierbein (2.8), which is globally defined on M0. This choice of vierbein will further make
the comparison to M− transparent in section 2.5. The Lorentz transformation between
(2.24) and (2.8) is a boost by rapidity −τ in the (τ, ξ)-plane followed by a rotation by π as
z 7→ z + a in the (x, y)-plane. The corresponding transformation on the spinors is
ψ 7→ e−γ
1γ2πz
2a e
γ0γ1τ
2 ψ , (2.31)
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which in our conventions reads


e
iπz
2a cosh τ2 0 0 e
iπz
2a sinh τ2
0 e
−iπz
2a cosh τ2 e
−iπz
2a sinh τ2 0
0 e
iπz
2a sinh τ2 e
iπz
2a cosh τ2 0
e
−iπz
2a sinh τ2 0 0 e
−iπz
2a cosh τ2


ψ . (2.32)
In the vierbein (2.8), our solutions thus become
ψRj,Ω,ky,kz(t, x, y, z) = Nj
(
X ′Rj KiΩ− 12 (κξ)e
−(iΩ− 12 )τ
+ Y ′Rj KiΩ+ 12 (κξ)e
−(iΩ+ 12 )τ
)
eikyy+ikzz , (2.33)
where
X ′R1 =


e
iπz
2a
kz
|kz |(ky − im)
−ie− iπz2a (|kz | − κ)
−ie iπz2a (|kz | − κ)
e−
iπz
2a
kz
|kz |(ky − im)


, Y ′R1 =


e
iπz
2a
kz
|kz |(|kz | − κ)
ie−
iπz
2a (ky − im)
−ie iπz2a (ky − im)
−e− iπz2a kz|kz| (|kz | − κ)


,
X ′R2 =


e
iπz
2a
kz
|kz |(|kz | − κ)
ie−
iπz
2a (ky + im)
ie
iπz
2a (ky + im)
e−
iπz
2a
kz
|kz |(|kz | − κ)


, Y ′R2 =


e
iπz
2a
kz
|kz |(ky + im)
−ie− iπz2a (|kz | − κ)
ie
iπz
2a (|kz | − κ)
−e− iπz2a kz|kz| (ky + im)


. (2.34)
In the left hand Rindler wedge x < −|t| of M0, denoted L0, we may proceed similarly.
On L0 we define Rindler coordinates (τ, ξ, y, z) by
t = −ξ sinh τ ,
x = −ξ cosh τ , (2.35)
again with ξ > 0 and −∞ < τ <∞ and with the identifications (τ, ξ, y, z) ∼ (τ, ξ, y, z+2a)
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understood. Note that ∂τ is now past-pointing. In the vierbein (2.8), a complete orthonormal
set of positive frequency modes with respect to ∂τ is {ψLj,Ω,ky,kz} with
ψLj,Ω,ky,kz (t, x, y, z) = Nj
(
X ′Lj KiΩ− 12 (κξ)e
−(iΩ− 12 )τ
+ Y ′Lj KiΩ+ 12 (κξ)e
−(iΩ+ 12 )τ
)
eikyy+ikzz , (2.36)
where
X ′L1 =


e
iπz
2a
kz
|kz| (ky − im)
−ie− iπz2a (|kz | − κ)
−ie iπz2a (|kz | − κ)
e−
iπz
2a
kz
|kz| (ky − im)


, Y ′L1 =


−e iπz2a kz|kz| (|kz | − κ)
−ie− iπz2a (ky − im)
ie
iπz
2a (ky − im)
e−
iπz
2a
kz
|kz| (|kz | − κ)


,
X ′L2 =


−e iπz2a kz|kz| (|kz | − κ)
−ie− iπz2a (ky + im)
−ie iπz2a (ky + im)
−e− iπz2a kz|kz| (|kz| − κ)


, Y ′L2 =


e
iπz
2a
kz
|kz| (ky + im)
−ie− iπz2a (|kz | − κ)
ie
iπz
2a (|kz | − κ)
−e− iπz2a kz|kz| (ky + im)


, (2.37)
and the ranges of Ω, ky and kz are as in R0. When kz = 0, we define
ψLj,Ω,ky,0 := limkz→0+
ψLj,Ω,ky,kz .
These solutions satisfy the orthonormality relation
〈ψLi,Ω,ky ,kz , ψLj,Ω′,k′y,k′z〉L0 = δijδnn′δ(Ω− Ω
′)δ(ky − k′y) , (2.38)
where the inner product reads as in (2.30) with R0 replaced by L0.
We may now quantize the field in R0 and L0 in the usual manner. A complete set
of positive frequency modes with respect to the future-pointing timelike Killing vector is
{ψRj,Ω,ky,kz(t, x, y, z)} in R0 and {ψLj,−Ω,ky,kz (t, x, y, z)} in L0, both with Ω > 0: The minus
sign in ψL arises because ∂τ is past-pointing in L0. The expansion of the field in these modes
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and their charge conjugates reads
Ψ =
∑
j
∑
n
∫ ∞
0
dΩ
∫ ∞
−∞
dky
(
aRj,Ω,ky,kzψ
R
j,Ω,ky,kz + a
L
j,Ω,ky,kzψ
L
j,−Ω,ky,kz
+ bR†j,Ω,ky,kzψ
R,c
j,Ω,ky,kz
+ bL†j,Ω,ky,kzψ
L,c
j,−Ω,ky ,kz
)
. (2.39)
In the standard representation the charge conjugation reads
ψc = iγ2ψ∗ =


0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0


ψ∗ , (2.40)
where the superscript c stands for charge conjugation and ∗ for normal complex conjugation.
It follows that
ψR,c1,Ω,ky ,kz(t, x, y, z) = − iψR1,−Ω,−ky,−kz(t, x, y, z) ,
ψR,c2,Ω,ky ,kz(t, x, y, z) = iψ
R
2,−Ω,−ky,−kz(t, x, y, z) , (2.41)
with analogous expressions for ψL1 and ψ
L
2 . For modes at kz = 0 these expressions are
understood in the limit limkz→0+ . We now impose the usual anticommutation relations for
the annihilation and creation operators
{
aRi,Ω,ky,kz , a
R†
j,Ω′,k′y,k
′
z
}
= δijδnn′δ(Ω− Ω′)δ(ky − k′y) ,{
bRi,Ω,ky,kz , b
R†
j,Ω′,k′y,k
′
z
}
= δijδnn′δ(Ω− Ω′)δ(ky − k′y) , (2.42)
with similar relations holding for aLi,Ω,ky ,kz and a
L†
j,Ω′,k′y,k
′
z
and all mixed anticommutators
vanishing. This construction defines the Rindler-like vacuum states |0R0〉, and |0L0〉 on M0
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as the states annihilated by all the appropriate annihilation operators.
aRi,Ω,ky ,kz |0R0〉 = aLi,Ω,ky ,kz |0L0〉 = 0 ,
bRi,Ω,ky,kz |0R0〉 = bLi,Ω,ky ,kz |0L0〉 = 0 , ∀i,Ω, ky, kz . (2.43)
Now, we wish to find the Rindler mode content of the Minkowski-like vacuum |00〉.
While we could proceed directly by calculating the Bogolubov transformation between the
modes (2.17) and (2.33) it is easier to follow Unruh’s analytic continuation method [14].
That is, we build from the Rindler modes (the ψ modes) a complete set of linear combina-
tions, denoted here as W -modes, which are purely positive frequency with respect to the
global timelike Killing vector ∂t. The vacua of these W -modes is |00〉 and the Bogolubov
transformation may be read off easily from the expansion of the field in them.
As the positive frequency Minkowski modes can be defined by the property that they
are analytic and bounded in the entire lower half complex t plane, we may construct the
W -modes by analytically continuing the set {ψRj,Ω,ky,kz} across the horizons into the other
wedges in the lower half complex t-plane. The continuation into the F wedge transforms
our solutions as 2
ψRj,Ω,ky,n(t, x, y, z) 7→ ψFj,Ω,ky,n(t, x, y, z) , (2.44)
where
ψF1,Ω,ky,kz(t, x, y, z) = e
(iΩ− 12 ) iπ2 N1
(
X ′F1 KiΩ− 12 (iκξ)e
−(iΩ− 12 )τ
+ Y ′F1 KiΩ+ 12 (iκξ)e
−(iΩ+ 12 )τ
)
eikyy+ikzz , (2.45)
ψF2,Ω,ky,kz(t, x, y, z) = e
(iΩ+ 12 )
iπ
2 N2
(
X ′F2 KiΩ− 12 (iκξ)e
−(iΩ− 12 )τ
+ Y ′F2 KiΩ+ 12 (iκξ)e
−(iΩ+ 12 )τ
)
eikyy+ikzz , (2.46)
2More details of this analytic continuation are given in appenix A.
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the modified Bessel function KiΩ± 12 (iκξ) can be given in terms of Hankel functions as [40],
Kiω± 12 (iκξ) = −
iπ
2
e−
iπ
2 (iΩ± 12 )H(2)
iΩ± 12
(κξ) . (2.47)
The spinorial factors are given by
X ′F1 =


e
iπz
2a
kz
|kz|(ky − im)
−ie− iπz2a (|kz | − κ)
−ie iπz2a (|kz | − κ)
e−
iπz
2a
kz
|kz |(ky − im)


, Y ′F1 =


ie
iπz
2a
kz
|kz| (|kz| − κ)
−e− iπz2a (ky − im)
e
iπz
2a (ky − im)
−ie− iπz2a kz|kz| (|kz | − κ)


,
X ′F2 =


−ie iπz2a kz|kz| (|kz| − κ)
e−
iπz
2a (ky + im)
e
iπz
2a (ky + im)
−ie− iπz2a kz|kz| (|kz| − κ)


, Y ′F2 =


e
iπz
2a
kz
|kz| (ky + im)
−ie− iπz2a (|kz| − κ)
ie
iπz
2a (|kz | − κ)
−e− iπz2a kz|kz| (ky + im)


, (2.48)
and the coordinates (τ, ξ) are in F defined by
t = ξ cosh τ ,
x = ξ sinh τ , (2.49)
with ξ > 0, −∞ < τ <∞. These modes are by construction positive frequency with respect
to ∂t for all Ω ∈ R. Continuing further into L0, we find
ψF1,Ω,ky,kz 7→ e(iΩ−
1
2 )iπψL1,Ω,ky,kz ,
ψF2,Ω,ky,kz 7→ e(iΩ+
1
2 )iπψL2,Ω,ky,kz , (2.50)
where (τ, ξ) are in L given by (2.35). Making use of the analogues of (2.41) in L0, we thus
see that a complete set of normalised positive frequency W -modes {Wj,Ω,ky,kz} on M0 is
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given by
Wj,Ω,ky ,kz(t, x, y, z) =
1√
2 cosh(πΩ)
(
e
πΩ
2 ψRj,Ω,ky ,kz + e
−πΩ2 ψL,cj,−Ω,−ky,−kz
)
, (2.51)
with Ω ∈ R.
It will be useful to split these modes into two sets, as
W
(1)
j,Ω,ky,kz
(t, x, y, z) =
1√
2 cosh(πΩ)
(
e
πΩ
2 ψRj,Ω,ky ,kz + e
−πΩ2 ψL,cj,−Ω,−ky,−kz
)
,
W
(2)
j,Ω,ky,kz
(t, x, y, z) =
1√
2 cosh(πΩ)
(
−e−πΩ2 ψR,cj,Ω,−ky,−kz + e
πΩ
2 ψLj,−Ω,ky ,kz
)
, (2.52)
where now Ω > 0, and we have made further use of (2.41) and their analogues in L0. For
kz = 0 we interpret (2.52) in the sense kz → 0+. The normalization is
〈Wi,Ω,ky ,kz ,Wj,Ω′,k′y,k′z 〉0 = δijδnn′δ(Ω− Ω′)δ(ky − k′y) . (2.53)
We may now expand the field in terms of the W -modes (2.52) as
Ψ =
∑
j
∑
n
∫ ∞
0
dΩ
∫ ∞
−∞
dky
(
c
(1)
j,Ω,ky,kz
W
(1)
j,Ω,ky ,kz
+ c
(2)
j,Ω,ky,kz
W
(2)
j,Ω,ky ,kz
+ d
(1)†
j,Ω,ky ,kz
W
(1),c
j,Ω,ky ,kz
+ d
(2)†
j,Ω,ky ,kz
W
(2),c
j,Ω,ky ,kz
)
(2.54)
and impose the usual anticommutation relations on the annihilation and creation operators
in (2.54). The vacuum state for the W -modes is by construction |00〉, with
c
(a)
i,Ω,ky ,kz
|00〉 = d(a)i,Ω,ky ,kz |00〉 = 0 , ∀a, i,Ω, ky, kz . (2.55)
Equating the expressions (2.54) and (2.39) and taking inner products with the ψ modes, we
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find that the Bogolubov transformation between the Rindler modes and W -modes reads
aRj,Ω,ky,kz =
1√
2 cosh(πΩ)
(
e
πΩ
2 c
(1)
j,Ω,ky ,kz
− e−πΩ2 d(2)†j,Ω,−ky,−kz
)
,
aLj,Ω,ky,kz =
1√
2 cosh(πΩ)
(
e
πΩ
2 c
(2)
j,Ω,ky ,kz
+ e−
πΩ
2 d
(1)†
j,Ω,−ky,−kz
)
,
bR,†j,Ω,ky,kz =
1√
2 cosh(πΩ)
(
e
πΩ
2 d
(1)†
j,Ω,ky ,kz
− e−πΩ2 c(2)j,Ω,−ky,−kz
)
,
bL,†j,Ω,ky,kz =
1√
2 cosh(πΩ)
(
e
πΩ
2 d
(2)†
j,Ω,ky ,kz
+ e−
πΩ
2 c
(1)
j,Ω,−ky,−kz
)
. (2.56)
To find the expectation value of the number operator for Rindler modes in the vacuum
|00〉, we use (2.56) to compute
〈00|aR†i,Ω,ky,kzaRj,Ω′,k′y,k′z |00〉 =
1
(e2πΩ + 1)
δijδnn′δ(ky − k′y)δ(Ω− Ω′) . (2.57)
From (2.57) we see immediately that the Minkowski-like vacuum on M0 contains Rindler
particles. Further, the expected number of Rindler particles in the Minkowski-like vacuum
is given by the Fermi distribution function. Recall that an observer with constant ξ is
uniformly accelerating with proper time ξτ and acceleration ξ−1. The proper energy of a
Rindler particle seen by such an observer is thus not Ω but Ω/ξ. The usual interpretation
of (2.57) is then that a Rindler observer at constant ξ sees the Minkowski vacuum as a
thermal bath at temperature T = a2π where a = 1/ξ is the observer’s acceleration. We must
note of course that setting primed and unprimed indices in (2.57) equal gives a divergent
result, due to the continuum normalization of our modes. A finite result may be obtained
by considering wave packets, as done for the scalar field in [22].
We can gain more insight into the situation by writing the Minkowski-like vacuum |00〉
in terms of the Rindler vacuum |0R0〉. Making use of the inverse Bogolubov transformation
to (2.56), we find
|00〉 =
∏
σ,j,Ω,ky,kz
1
(e−2πΩ + 1)
1
2
∑
q=0,1
(−1)qe−πΩq|q〉Rσ,j,Ω,ky ,kz |q〉L−σ,j,Ω,−ky,−kz , (2.58)
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where we have introduced σ = +1, (−1) to label particle (antiparticle) modes respectively
and the notation on the right hand side is adapted to the tensor product structure of the
Hilbert space considered:
|q〉R+,j,Ω,ky,kz = (aR†j,Ω,ky ,kz)q|0R0〉 |q〉L+,j,Ω,ky ,kz = (a
L†
j,Ω,ky ,kz
)q|0L0〉 ,
|q〉R−,j,Ω,ky,kz = (bR†j,Ω,ky ,kz)q|0R0〉 |q〉L−,j,Ω,ky,kz = (b
L†
j,Ω,ky,kz
)q|0L0〉 . (2.59)
The result (2.58) is the massive fermion version of the familiar bosonic result [1], indicating
an entangled state in which the right and left Rindler excitations appear in correlated pairs.
Suppose we consider an operator Aˆ(1) whose support is in the right hand Rindler wedge
only. This operator will not couple to any of the degrees of freedom of the field in the left
hand wedge, and we must trace out these degrees of freedom. The operator has expectation
value 〈00|Aˆ(1)|00〉 = Tr(Aˆ(1)ρ(1)), where ρ(1) is a fermionic thermal density matrix in R0,
ρ(1) =
∏
σ,j,Ω,ky,kz
∑
q=0,1
e−2qπΩ∑
m=0,1 e
−2mπΩ |q〉Rσ,j,Ω,ky ,kz
R
σ,j,Ω,ky,kz
〈q| . (2.60)
We can conclude that such an operator sees |00〉 as a thermal bath at the usual Unruh
temperature. Similar conclusions can be made for any operator whose support is entirely in
the left hand wedge.
It is important to note the formal nature of (2.58): The normalisation factor is actually
divergent, owing to the infinite product over modes and indicating the non-existence of a
unitary operator linking the two vacua. This is not a problem however as the thermality
arguments can in fact be made mode for mode (see e.g [31]). Further we note that the
usual discussion may follow about the relation of (2.58) to Thermofield dynamics (as first
discussed by Israel in [13]).
The result (2.58) incorporates the two spin structures on M0, R0 and L0 in the allowed
values of kz, and these values are the same in all our mode sets. The twisted (respectively
untwisted) |00〉 thus induces twisted (untwisted) thermal states in both R0 and L0.
To end this section, we note that the Bogolubov transformation on Minkowski space
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can be read off from our formulas on M0 with minor systematic changes. There is now
only one spin structure and kz takes all real values. The expressions for the various mode
functions include the additional factor
√
a/π, sums over n become integrals over kz , and in
the normalization and anticommutation relations the discrete delta δnn′ is replaced by the
delta-function δ(kz − k′z). The formulas involve still a because the spinors are expressed in
the rotating vierbein (2.8). Translation into the standard vierbein (2.6) can be accomplished
by the appropriate spinor transformation.
2.5 The Unruh construction and Bogolubov transfor-
mation on M−
In this section we repeat the analysis of the previous section for M−.
Let R− denote the Rindler wedge on M−, given in our local coordinates by |x| > |t|. As
R− is isometric to R0, we may introduce in R− the Rindler-coordinates (τ, ξ, y, z) by (2.22),
again with the identifications (τ, ξ, y, z) ∼ (τ, ξ, y, z + 2a), and quantize as in R0, defin-
ing the positive and negative frequencies with respect to the Killing vector ∂τ . The set
{ψRj,Ω,ky,kz} (2.33) is therefore a complete set of positive frequency Rindler modes on R−.
We could work directly with this set, but for convenience of phase factors in the W -modes
(2.72) below, we use instead the mode set {ΨRj,Ω,ky,kz}, defined as in (2.33) except with the
normalization factors (2.28) replaced by
N1 =
e−
ikza
2
√
cosh(πΩ)(κ2 − k2z)
4π(ky − im)
√
aπ(κ− |kz|)
,
N2 =
e
ikza
2
√
cosh(πΩ)(κ2 − k2z)
4π(ky + im)
√
aπ(κ− |kz |)
. (2.61)
A key difference from R0 arises now, from the requirement that the spinors on R− must
be extendible into spinors in one of the two spin structures on M−. By the discussion in
section 2.4, this implies that kz is restricted to the values kz = (n +
1
2 )π/a with n ∈ Z.
Both of the spin structures on M− thus induce on R− the same spin structure, in which the
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spinors are antiperiodic in the nonrotating vierbein (2.6) 3. {ΨRj,Ω,ky,kz} is a complete set of
positive frequency solutions in R−, written in the globally defined rotating vierbein (2.8).
The inner product on R− is as in (2.30) and the orthonormality relation is
〈ΨRi,Ω,ky ,kz ,ΨRj,Ω′,k′y,k′z〉R− = δijδnn′δ(Ω− Ω
′)δ(ky − k′y) . (2.62)
We quantize the field in R− by expanding Ψ as
Ψ =
∑
n
∫ ∞
0
dΩ
∫ ∞
−∞
dky
(
a1,Ω,ky,kzΨ
R
1,Ω,ky,kz + a2,Ω,ky,kzΨ
R
2,Ω,ky,kz
+ b†1,Ω,ky,kzΨ
R,c
1,Ω,ky,kz
+ b†2,Ω,ky,kzΨ
R,c
2,Ω,ky,kz
)
(2.63)
and imposing the usual anticommutation relations for the annihilation and creation oper-
ators. The Rindler-vacuum |0R−〉 on R− is the state annihilated by all the annihilation
operators in (2.63),
ai,Ω,ky ,kz |0R−〉 = bi,Ω,ky,kz |0R−〉 = 0 , ∀i,Ω, ky, kz . (2.64)
To find the Rindler-mode content of |0−〉, we again use the analytic continuation method.
Working in the local coordinates (t, x, y, z), we continue the modes {ΨRj,Ω,ky,kz} across the
horizons in the lower half-plane in complexified t and form linear combinations that are
globally well-defined on M−. We begin by continuing the {ΨRj,Ω,ky,kz} into the F region in
the lower half complex t-plane as on M0. We obtain the modes {ΨFj,Ω,ky,kz} identical to the
{ψFj,Ω,ky,kz} of (2.45) and (2.46) but with Nj as in (2.61). These modes are a complete set
of W -modes in the F region of M0 (with the suitable restrictions on kz). The analogous
modes on M− may be built from these via the method of images. As we are working in
the globally defined rotating vierbein which is invariant under J−, the W -modes on F− are
3This is easily seen by noting that a vierbein which rotates by π (repectively −π) as z → z + a thus
rotates by 2π (−2π) as z → z + 2a. As we noted earlier these two vierbeins on M0 are equivalent when used
to specify the spin structure.
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simply given by (see e.g. [36])
WFj,Ω,ky ,kz (t, x, y, z) ∝ ΨFj,Ω,ky,kz(t, x, y, z) + ρΨFj,Ω,ky,kz (t,−x,−y, z + a) , (2.65)
where Ω ∈ R and we have used the parameter ρ = +1, (−1) to label W -modes with periodic
(antiperiodic) boundary conditions respectively. Now it is easy to show
ΨF1,Ω,ky,kz (t,−x,−y, z + a) = e−πΩΨF2,−Ω,−ky,kz(t, x, y, z) , (2.66)
ΨF2,Ω,ky,kz (t,−x,−y, z + a) = e−πΩΨF1,−Ω,−ky,kz(t, x, y, z) , (2.67)
so that
WF1,Ω,ky,kz (t, x, y, z) ∝ ΨF1,Ω,ky,kz(t, x, y, z) + ρe−πΩΨF2,−Ω,−ky,kz(t, x, y, z) , (2.68)
WF2,Ω,ky,kz (t, x, y, z) ∝ ΨF2,Ω,ky,kz(t, x, y, z) + ρe−πΩΨF1,−Ω,−ky,kz(t, x, y, z) , (2.69)
with Ω ∈ R. There is a redundency in the W -modes (2.68) and (2.69) in that
WF1,Ω,ky ,kz ∝WF2,−Ω,−ky,kz , (2.70)
and we eliminate this redundancy by taking Ω > 0 and −∞ < ky < ∞. Continuing back
to R− in the lower half complex t plane, ΨFj,Ω,ky,kz 7→ ΨRj,Ω,ky,kz , and making use of the
relations
ΨR,c1,Ω,ky,kz(t, x, y, z) = −ΨR1,−Ω,−ky,−kz(t, x, y, z) ,
ΨR,c2,Ω,ky,kz(t, x, y, z) = Ψ
R
2,−Ω,−ky,−kz(t, x, y, z) , (2.71)
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we find a complete set {WRj,Ω,ky,kz} of W -modes on R− to be
WR1,Ω,ky,kz (t, x, y, z) =
1√
2 coshπΩ
(
e
πΩ
2 ΨR1,Ω,ky,kz + ρe
−πΩ2 ΨR,c2,Ω,ky,−kz
)
,
WR2,Ω,ky,kz (t, x, y, z) =
1√
2 coshπΩ
(
e
πΩ
2 ΨR2,Ω,ky,kz − ρe−
πΩ
2 ΨR,c1,Ω,ky,−kz
)
, (2.72)
with Ω > 0. The orthonormality condition is
〈WRi,Ω,ky ,kz ,WRj,Ω′,k′y,k′z 〉R− = δijδnn′δ(Ω− Ω
′)δ(ky − k′y) . (2.73)
The expansion of the field in W -modes reads
Ψ =
∑
n
∫ ∞
0
dΩ
∫ ∞
−∞
dky
(
c1,Ω,ky,kzW
R
1,Ω,ky ,kz + c2,Ω,ky,kzW
R
2,Ω,ky ,kz
+ d†1,Ω,ky,kzW
R,c
1,Ω,ky ,kz
+ d†2,Ω,ky,kzW
R,c
2,Ω,ky,kz
)
, (2.74)
where kz =
(2n+1)π
2a . The annihilation and creation operators in (2.74) satisfy the usual
anticommutation relations, and |0−〉 is the state annihilated by the annihilation operators.
It follows that the Bogolubov transformation between the Rindler-modes and the W -modes
reads
a1,Ω,ky,kz =
1√
2 cosh(πΩ)
(
e
πΩ
2 c1,Ω,ky,kz − ρe−
πΩ
2 d†2,Ω,ky ,−kz
)
,
a2,Ω,ky,kz =
1√
2 cosh(πΩ)
(
e
πΩ
2 c2,Ω,ky,kz + ρe
−πΩ2 d†1,Ω,ky ,−kz
)
,
b†1,Ω,ky,kz =
1√
2 cosh(πΩ)
(
e
πΩ
2 d†1,Ω,ky,kz − ρe−
πΩ
2 c2,Ω,ky,−kz
)
,
b†2,Ω,ky,kz =
1√
2 cosh(πΩ)
(
e
πΩ
2 d†2,Ω,ky,kz + ρe
−πΩ2 c1,Ω,ky,−kz
)
. (2.75)
Now consider the expectation values of the Rindler mode number operators in the vacuum
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|0−〉. Using (2.75), we find
〈0−|a†i,Ω,ky ,kzaj,Ω′,ky ′,kz′ |0−〉 =
1
(e2πΩ + 1)
δijδnn′δ(ky − ky ′)δ(Ω− Ω′) , (2.76)
which is identical to the M0 result (2.57) and hence compatible with a bath of Rindler
particles at the usual Unruh temperature. Note further that the expectation values are the
same in both spin structures. More information may however be gained by expressing |0−〉
in terms of |0R−〉. The expression analogous to (2.58) is
|0−〉 =
∏
σ,Ω,ky,kz
1
(e−2πΩ + 1)
1
2
∑
q=0,1
(−ρ)qe−πΩq|q〉σ,1,Ω,ky,kz |q〉−σ,2,Ω,ky,−kz , (2.77)
where σ = +1(−1) and
|q〉+,j,Ω,ky ,kz = (a†j,Ω,ky,kz )q|0R−〉 ,
|q〉−,j,Ω,ky,kz = (b†j,Ω,ky,kz )q|0R−〉 . (2.78)
From (2.77) it is seen that |0−〉 is in fact an entangled state of Rindler-excitations, and
the correlations are between a particle and an antiparticle with opposite eigenvalues of kz
both located in R−. This is in some sense what we would expect as the involution giving
M− from M0 identifies the two Rindler wedges. As all the excitations are in the unique
Rindler wedge R−, the expectation values of generic operators in R− are not thermal.
However, for any operator that couples to one member of each correlated pair in R−, the
expectation values will be indistinguishable from those in the corresponding state |00〉 in R0,
indicating thermality in the standard Unruh temperature. Consider for example an operator
Aˆ, concentrated on an accelerated worldine in R−, such that Aˆ only couples to one of the
Rindler modes, say ψ1,Ω,ky,kz . The expectation value of Aˆ is then
〈0−|Aˆ|0−〉 =
∏
σ,Ω,ky,kz
1
(1 + e−2πΩ)
∑
q=0,1
e−2qπΩσ,1,Ω,ky,kz〈q|Aˆ|q〉σ,1,Ω,ky,kz ,
= Tr (Aˆρ(1)) , (2.79)
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where ρ(1) has the form of a thermal density matrix. We can conclude that Aˆ sees |0−〉 as a
thermal bath at the usual temperature. This is also the case for example for any operator
that only couples to excitations with a definite sign of kz . In particular, we have seen that
the number operator expectation values are indistinguishable from (2.57). Further it can
be argued from the isometries as in [22] that the experiences of a Rindler-observer become
asymptotically thermal at early or late times.
A key result of our analysis is that while both spin structures onM− induce a state in the
same spin structure in R−, the explicit appearance of ρ in (2.77) shows that the two states
differ. A Rindler-observer in R− can therefore in principle detect the spin structure on M−
from the non-thermal correlations. How these correlations could be detected in practice, for
example by particle detectors with a local coupling to the field, is an interesting question
that we will touch upon in chapter 5. As the restriction of |0−〉 to R− is not invariant under
the Killing vector ∂τ , and as the isometry arguments show that the correlations disappear
in the limit of large |τ |, investigating this question requires a particle detector formalism
that can accommodate time dependent situations [25].
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Chapter 3
Hawking (-Unruh) effect for
massive spinors on the Kruskal
manifold and the RP3 geon
3.1 Introduction
In this chapter we analyze the Hawking effect on the RP3 geon black hole spacetime for a
massive Dirac field. Section 3.2 begins by reviewing some relevant properties of the Kruskal
manifold and the RP3 geon. Here we also discuss the spin structures that these spacetimes
admit. In section 3.3 we consider spinor field theory on the geon and we construct the
Boulware vacuum |0B〉 in one exterior region. This construction is analogous to that of the
Rindler vacuum |0R〉 in section 2.3. In section 3.4 we construct the Hartle-Hawking-like
vacuum |0G〉 on the geon and compute the Bogolubov transformation between |0B〉 and
|0G〉. We also give an expression for |0G〉 in terms of |0B〉, analogous to equation (2.77).
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3.2 Kruskal spacetime and the RP3 geon
In the notation of [22], the Kruskal metric in the Kruskal coordinates (T,X, θ, φ) reads
ds2 =
32M3
r
e−r/(2M)(dT 2 − dX2)− r2(dθ2 + sin2 θdφ2) , (3.1)
where M > 0, T 2 −X2 < 1 and r is determined as a function of T and X by T 2 −X2 =
1 − r/(2M). The manifold consists of the right and left exteriors, denoted respectively by
R and L, and the black hole (future) and white hole (past) interiors, denoted respectively
by F and P , separated from each other by the bifurcate Killing horizon at |T | = |X | (see
the conformal diagram, figure 3.1). The four regions may be individually covered by the
Schwarzschild coordinates (t, r, θ, φ), in which the metric reads
ds2 =
(
1− 2M
r
)
dt2 − dr
2(
1− 2Mr
) − r2(dθ2 + sin2 θdφ2) , (3.2)
where 2M < r < ∞ and t (r) is timelike (spacelike) in the exteriors while 0 < r < 2M
and t (r) is spacelike (timelike) in the interiors. The transformation between Kruskal and
Schwarzschild coordinates reads
T = ±
( r
2M
− 1
) 1
2
er/(4M) sinh
(
t
4M
)
,
X = ±
( r
2M
− 1
) 1
2
er/(4M) cosh
(
t
4M
)
, (3.3)
in R (+) and L (−), and
T = ±
(
− r
2M
+ 1
) 1
2
er/(4M) cosh
(
t
4M
)
,
X = ±
(
− r
2M
+ 1
) 1
2
er/(4M) sinh
(
t
4M
)
, (3.4)
in F (+) and P (−). The exteriors are static, with the timelike Killing vector ∂t. The
Kruskal manifold is a globally hyperbolic, inextendible black hole spacetime. The analogy
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between the accelerated observers in Minkowski space with constant ξ, y, z and the static
observers in the Schwarzschild region R with constant r, θ, φ is clear. The vector ∂t in
Kruskal is analogous to ∂τ which generated boosts in the flat spaces, while ∂T is analogous
to ∂t in Minkowski space (however ∂T is not a Killing vector on the Kruskal manifold).
The Kruskal manifold has two static regions, each isometric to the Schwarzschild spacetime,
Figure 3.1: Conformal diagram for the Kruskal Spacetime. Each point on the diagram
represents a suppressed 2-sphere.
causally disconnected from each other and separated by a bifurcate Killing horizon. No
event in R can causally influence any event in L, and vice versa, as the two regions are
connected only by spacelike curves.
The RP3 geon is the quotient of the Kruskal manifold under the Z2 isometry group
generated by the map
J : (T,X, θ, φ) 7→ (T,−X, π − θ, φ+ π) . (3.5)
The construction is analogous to that of M− from M0 in section 2.2. Taking the quotient of
the Kruskal manifold under the map (3.5) identifies the two exterior regions with a reflection
in X accompanied by an antipodal map on the 2-sphere. (3.5) preserves space and time
orientation and acts freely and properly discontinuously. The RP3 geon is thus a globally
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hyperbolic inextendible black hole spacetime which is locally isometric to Kruskal but which
contains only the one exterior region R. The regions X > 0 of the Kruskal manifold and
the RP3 geon are isometric. Figure 3.2 is a conformal diagram of the geon.
Figure 3.2: Conformal diagram of the RP3 geon spacetime. The regions X > 0 of Kruskal
and the RP3 geon are isometric. Points X > 0 represent a suppressed 2-sphere while points
at X = 0 represent a copy of RP2.
As the Kruskal manifold has spatial topology R × S2, it is simply connected and has a
unique spin structure. The quotient construction implies [41] that the geon has fundamental
group Z2 and admits two spin structures. As in section 2.2, we describe these spin structures
in terms of periodic and antiperiodic boundary conditions for spinors in a specified vierbein.
On Kruskal, a standard reference vierbein is
V0 =
√
r
32M3
e
r
4M ∂T V2 =
1
r∂θ
V1 =
√
r
32M3
e
r
4M ∂X V3 =
1
r sin θ∂φ , (3.6)
which is aligned along Kruskal coordinate axes. This vierbein is not invariant under J . A
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second useful vierbein which is invariant under J is
V0 =
√
r
32M3
e
r
4M ∂T
V1 = cosφ
√
r
32M3
e
r
4M ∂X +
sinφ
r
∂θ
V2 = − sinφ
√
r
32M3
e
r
4M ∂X +
cosφ
r
∂θ
V3 =
1
r sin θ
∂φ , (3.7)
which rotates by π in the (X, θ) tangent plane as φ increases by π. The vierbein (3.7)
is well defined on the geon, and when the spinors are written with respect to it, the two
spin structures correspond to respectively periodic and antiperiodic boundary conditions as
φ 7→ φ+ π. Alternatively we could consider an invariant vierbein which rotates by −π as
φ 7→ φ+ π again imposing suitable boundary conditions. Periodic spinors with respect to
this vierbein would be antiperiodic with respect to (3.7) and vice versa. Both (3.6) and
(3.7) are singular at θ = 0 and θ = π, but these coordinate singularities on the sphere can
be handled by usual methods and will not affect our discussion.
In practice, we will work with the standard Kruskal vierbein (3.6). Although this vierbein
is not invariant under J it is the simplest one to work with on the Kruskal manifold. The
boundary conditions appropriate for the two geon spin structures will be found by the
method-of-images technique of the Appendix of [36].
3.3 Spinor field theory on Schwarzschild spacetime and
the Boulware vacuum
In this section we review the construction of the Boulware vacuum |0B〉 for a massive Dirac
field in one exterior region of either Kruskal or the RP3 geon [42]. The Boulware vacuum
is that empty of particles when positive frequency is defined with respect to Schwarzschild
Killing time ∂t. While this vacuum as such is well known, we will need to decompose the
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field in a novel basis in order to make contact with the geon in subsection 3.4.
We consider the quantization of the spinor field ψ in one exterior region R in
Schwarzschild coordinates. Here there are two natural choices of vierbein to work with.
The first is aligned along Schwarzschild coordinate axes, the second aligned along a set of
axes oriented relative to fixed orthogonal directions [43]. We choose to work with a vierbein
aligned along the Schwarzschild coordinate axes, given by
V µa = diag

 1(
1− 2Mr
) 1
2
,
(
1− 2M
r
) 1
2
,
1
r
,
1
r sin θ

 . (3.8)
This choice has the disadvantage of a more complex angular component analysis but the
advantage of being analogous to the vierbein (2.24) used in our Rindler calculations.
The Dirac equation (2.13) then reads

m+ γ2
ir sin
1
2 θ
∂θ sin
1
2 θ +
γ3
ir sin θ
∂φ +
γ0
i
(
1− 2Mr
) 1
2
∂t
+
γ1
ir
(
1− 2M
r
) 1
4
∂r
(
1− 2M
r
) 1
4
r
]
ψ = 0 , (3.9)
where the γ matrices are flat space γ’s.
Let us at this point choose a particular representation of the γ matrices. We take
γ0 =


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0


, γ1 =


0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0


,
γ2 =


−i 0 0 0
0 i 0 0
0 0 i 0
0 0 0 −i


, γ3 =


0 −i 0 0
−i 0 0 0
0 0 0 i
0 0 i 0


. (3.10)
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This particular choice is made in order to simplify the angular analysis and the radial
equations. It has the advantage that charge conjugation takes the simple form
ψc =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1


ψ∗ , (3.11)
where ∗ stands for complex conjugation as in chapter 2.
We seek a complete set of orthonormal solutions to (3.9), positive frequency with respect
to Schwarzschild Killing time ∂t. We use the separation ansatz
ψω,k′,m′(t, r, θ, φ) = N
e−iωt
r
(
1− 2Mr
) 1
4

 F (r)Y k
′
m′ (θ, φ)
G(r)Y k
′
m′ (θ, φ)


ωk′
, (3.12)
where ω > 0 for positive frequency modes. The angular eigenfunctions Y k
′
m′(θ, φ) are an
orthonormal set of eigenfunctions of J3, J
2 and K where
J3 = −i∂φ ,
J± = e±iφ
(
±∂θ − cot θ1
i
∂φ +
1
2
iγ2γ3
sin θ
)
,
K = iβγ1
(
γ2
1
i sin
1
2 θ
∂θ sin
1
2 θ + γ3
1
i sin θ
∂φ
)
, (3.13)
with the properties
J3Y
k′
m′(θ, φ) = m
′Y k
′
m′(θ, φ) ,
J±Y k
′
m′(θ, φ) = [j(j + 1)−m′(m′ ± 1)]
1
2 Y k
′
m′±1(θ, φ) ,
KY k
′
m′(θ, φ) = k
′Y k
′
m′(θ, φ) , (3.14)
where j = 12 ,
3
2 ,
5
2 , . . ., m
′ = −j,−j + 1, . . . , j and k′ = ±(j + 12 ). These operators are ob-
tained from the usual angular operators J3, J±, K used in Minkowski space quantum field
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theory (i.e relative to a Cartesian set of axes) using the relevant spinor transformation which
corresponds to the transformation between a Cartesian vierbein oriented relative to fixed or-
thogonal directions and the vierbein (3.8). This transformation is discussed in Boulware [42]
(see also [43] for a discussion of these two simple choices of vierbein in the Schwarzschild
geometry). J3, for example, is the total (orbital plus spin) angular momentum about the
x3-axis and so m′ takes half odd integer values. This is clear when written in the Cartesian
vierbein oriented relative to fixed orthogonal directions but is not clear from the form in
(3.14) as (3.14) is written with respect to vierbein (3.8). Following Boulware (see Appendix
A of [42]) we may now construct explicit expressions for the Y k
′
m′(θ, φ) eigenfunctions. We
find
Y k
′
m′(θ, φ) =
eim
′φ
(2π)
1
2
[
(j +m′)!
(j −m′)!
] 1
2 (tan θ2 )
σ2/2
sinm
′
θ
(
∂
∂ cos θ
)j−m′ sin2j θ(tan θ2 )−σ2
2j(j − 12 )!
ψk′ , (3.15)
where ψk′ =
1√
2|k′|

 |k′|
k′

. Further we find the following relations which will be useful
later
Y k
′
m′(θ, φ)
∗ = −i(−1)m′−1/2 k
′
|k′|Y
−k′
−m′(θ, φ) , (3.16)
Y k
′
m′(θ, φ) = −i
k′
|k′|σ2Y
−k′
m′ (θ, φ) , (3.17)
Y k
′
m′(π − θ, φ+ π) = i(−1)j−1/2
k′
|k′|σ1Y
k′
m′(θ, φ) , (3.18)
where σj are Pauli matrices. These spinor harmonics are normalized such that
∫
angles
sin θ dθ dφ Y k
′′
m′′(θ, φ)
†Y k
′
m′(θ, φ) = δ
k′′k′δm′′m′ . (3.19)
For a complete set of orthonormal mode solutions we must now find a basis of solutions
for the radial functions F (r) and G(r) which are suitably orthonormal. The radial functions
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satisfy
(
1− 2M
r
)
∂rF − iωF =
(
1− 2M
r
) 1
2
(
k′
r
− im
)
G , (3.20a)
(
1− 2M
r
)
∂rG+ iωG =
(
1− 2M
r
) 1
2
(
k′
r
+ im
)
F . (3.20b)
Following Chandrasekhar [44], we reduce the radial equations (3.20) to a pair of Schro¨dinger-
like equations. Writing

 F (r)
G(r)

 =

 12 (Z+ + Z−)e(−
i
2 tan
−1(mr
k′
))
1
2 (Z+ − Z−)e(
i
2 tan
−1(mr
k′
))

 , (3.21)
we find that Z± satisfy (
d
drˆ∗
∓W
)
Z± = iωZ∓ , (3.22)
where rˆ∗ = r∗ + 12ω tan
−1(mrk′ ), r
∗ = r + 2M ln(|r − 2M |/2M) and
W =
(r2 − 2Mr) 12 (k′2 +m2r2) 32
r2(k′2 +m2r2) + k
′m
2ω (r
2 − 2Mr) . (3.23)
Z± hence satisfy the one-dimensional time-independent Schro¨dinger equations
(
d2
drˆ2∗
+ ω2
)
Z± = V±Z± , (3.24)
where
V± =W 2 ± dW
drˆ∗
. (3.25)
From the usual one-dimensional scattering theory the eigenvalue spectrum for ω is seen to
be continuous and consists of the entire positive real line [45].
Suppose first ω2 > m2. The eigenvalue spectrum is then degenerate of order 2. One way
we can break this degeneracy and obtain a complete set of orthonormal solutions would be
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to choose the solutions that have the scattering theory asymptotic form,
←
Z±=


←
B± e−iωrˆ∗ rˆ∗ → −∞
e−i(prˆ∗+
Mm2
p ln(
rˆ∗
2M ))+
←
A± ei(prˆ∗+
Mm2
p ln(
rˆ∗
2M )) rˆ∗ →∞ ,
(3.26a)
→
Z±=


eiωrˆ∗+
→
A± e−iωrˆ∗ rˆ∗ → −∞
→
B± e
i(prˆ∗+
Mm2
p ln(
rˆ∗
2M )) rˆ∗ →∞ ,
(3.26b)
where p =
√
(ω2 −m2).
←
Z± is purely ingoing at the horizon and
→
Z± is purely outgoing
at infinity. Considering the Wronskian between these solutions in each asymptotic region
yields relations between the transmission and reflection coefficients
(1− |
←
A± |2) = ω
p
|
←
B± |2 ,
(1− |
→
A± |2) = p
ω
|
→
B± |2 ,
ω
←
B± = p
→
B± ,
−
→
B±
∗ ←
A± = ω
→
A±
∗ ←
B± ,
←
A±
∗
= −
→
B±
∗ →
A±
→
B±
,
|
→
A± |2 = |
←
A± |2 . (3.27)
From (3.22) it further follows that
←
B+= −
←
B− and
→
A+= −
→
A−. We may therefore take for
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our radial modes the following basis,
←−
 F (r)
G(r)

 = √ ω
2πp



 0←
B+

 e−iωr∗ r∗ → −∞

 1
0

 e−iqrˆ∗ +

 0←
A+

 eiqrˆ∗ rˆ∗ →∞
,
−→
 F (r)
G(r)

 =
√
1
2π



 1
0

 eiωr∗ +

 0→
A+

 e−iωr∗ r∗ → −∞

 0→
B+

 eiqrˆ∗ rˆ∗ →∞
, (3.28)
where qrˆ∗ = (
1
2 tan
−1(mrk′ ))+(prˆ∗+
Mm2
p ln(
rˆ∗
2M )). Here
←−
 F (r)
G(r)

 is a purely ingoing radial
mode at the horizon, while
−→
 F (r)
G(r)

 is purely outgoing at infinity. However, to be able to
handle the geon in subsection 3.4, we will need modes that transform simply under charge
conjugation (3.11) and under J (3.5) when continued analytically into the F region. Using
the properties of the reflection and transmission coefficients (3.27) and the properties of the
spinor spherical harmonics (3.16)-(3.18), we find after considerable effort that a convenient
set of positive frequency Boulware modes is {Ψ±ω,k′,m′}, given by
Ψ+ω,m′,k′ =
e
− iπ2 (j+m′+( k
′
|k′|
−1)/2)
e−iωt
r(1 − 2Mr )
1
4

 u(r)Y k
′
m′ (θ, φ)
v(r)Y k
′
m′ (θ, φ)


+
ωk′
, (3.29a)
Ψ−ω,m′,k′ =
e
− iπ2 (j−m′+( k
′
|k′|
−1)/2)
e−iωt
r(1 − 2Mr )
1
4

 u(r)Y k
′
m′ (θ, φ)
v(r)Y k
′
m′ (θ, φ)


−
ωk′
, (3.29b)
where the radial functions with superscript + are specified by the horizon asymptotic be-
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haviour

 u(r)
v(r)


+
ωk′
=
1√
4π


√
1 +
√
1− | →A |2

 1
0

 eiωr∗
+
→
A+√
1 +
√
1− | →A |2

 0
1

 e−iωr∗

 , rˆ
∗ → −∞ , (3.30a)
and 
 u(r)
v(r)


−
ωk′
=

 0 1
1 0



 u(r)
v(r)


+∗
ωk′
. (3.30b)
The key property for charge conjugation is (3.30b). The modes {Ψ±ω,k′,m′} are complete for
ω2 > m2 and delta-orthonormal in the Dirac inner product
〈ψ1, ψ2〉 =
∫
angles
sin θ dθ dφ
∫ ∞
2M
dr
r2(
1− 2Mr
) 1
2
ψ†1ψ2 , (3.31)
taken on a constant t hypersurface.
Suppose then 0 < ω2 < m2 in (3.24). There is now only one linearly independent delta-
normalizable solution for each ω. This solution vanishes at infinity and has at the horizon
the behaviour
Z± = a± cos(ωrˆ∗ + δ±) , rˆ∗ → −∞ , (3.32)
where a±, and δ± are real constants. Physically these solutions correspond to particles
that do not reach infinity. Proceeding as above, we find that a convenient set of positive
frequency Boulware modes, complete for 0 < ω2 < m2 and delta-orthonormal in the Dirac
inner product (3.31), is
ψω,k′,m′(t, r, θ, φ) = e
− iπ2 (j+|m′|+(1− k
′
|k′|
)/2) e
−iωt
r(1 − 2Mr )
1
4

 F (r)Y k
′
m′ (θ, φ)
G(r)Y k
′
m′ (θ, φ)


ωk′
, (3.33)
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where 0 < ω < m and the radial functions are specified by the horizon asymptotic behaviour

 F (r)
G(r)


ωk′
=
1√
2π



 eiδ+
0

 eiωr∗ +

 0
e−iδ+

 e−iωr∗

 , rˆ∗ 7→ −∞ . (3.34)
Up to this point we have used the Schwarzschild vierbein (3.8). To make contact with
the geon in subsection 3.4, we need to express the modes in a vierbein that is regular at
the horizons. We therefore now transform our modes to the Kruskal vierbein (3.6) by the
spinor transformation ψ 7→ e t8M γ0γ1ψ. We suppress the explicit transformed expressions and
continue to use the same symbols for the mode functions.
We are now ready to quantize. The field is expanded in our orthonormal modes and
their charge conjugates as
Ψ =
∑
k′,m′
∫ m
0
dω
(
aω,k′,m′ψω,k′,m′ + b
†
ω,k′,m′ψ
c
ω,k′,m′
)
+
∑
k′,m′
∫ ∞
m
dω
(
a+,ω,k′,m′Ψ
+
ω,k′,m′ + a−,ω,k′,m′Ψ
−
ω,k′,m′
+ b†+,ω,k′,m′Ψ
+,c
ω,k′,m′ + b
†
−,ω,k′,m′Ψ
−,c
ω,k′,m′
)
, (3.35)
where the annihilation and creation operators satisfy the usual anticommutation relations.
The vacuum annihilated by the annihilation operators is the Boulware vacuum |0B〉
aω,k′,m′ |0B〉 = bω,k′,m′ |0B〉 = a±,ω,k′,m′ |0B〉 = b±,ω,k′,m′ |0B〉 = 0 , ∀ω, k′,m′ . (3.36)
The Boulware vacuum here is analogous to the Rindler vacuum |0R−〉 in section 2.5. |0B〉 is
by construction the state void of particles defined with respect to the Schwarzschild Killing
time. It is the natural vacuum for static observers in the exterior region R.
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3.4 The Hartle-Hawking-like vacuum and Bogolubov
transformation on the geon
In this section we decompose the geon Hartle-Hawking-like vacuum into Boulware excita-
tions. We use the analytic continuation method, following closely subsection 2.5.
The Hartle-Hawking vacuum on the Kruskal manifold is defined by mode functions that
are purely positive frequency with respect to the horizon generators and hence analytic in
the lower half-plane in the complexified Kruskal time T . It follows that on Kruskal we can
constructW -modes whose vacuum is the Hartle-Hawking vacuum by analytically continuing
the Boulware-modes across the horizons in the lower half-plane in T . The quotient from
Kruskal to the geon defines in each spin structure on the geon the Hartle-Hawking-like
vacuum |0G〉, by restriction to the Kruskal W -modes that are invariant under the map
J (3.5). Our task is to find these modes.
We begin by taking our positive frequency (ω > 0) modes (3.29a), (3.29b) and (3.33)
written in the Kruskal vierbein (3.6) and continuing them across the future horizon into the
interior black hole region F in the lower half complex T -plane. Let us consider a general
positive frequency mode solution to equation (3.9) near the horizon r = 2M . In the Kruskal
vierbein this can take the form
ψR(t, r, θ, φ) = N
e−iωt
r(1 − 2Mr )
1
4



 A
0

 eiωr∗+ t8M +

 0
B

 e−iωr∗− t8M

Y k
′
m′(θ, φ) ,
(3.37)
where A and B are arbitrary constants, N is a normalization factor and ω > 0. Writing this
in Kruskal coordinates, it becomes
ψR(T,X, θ, φ) = N



 A
0


ωk′
(X − T )4Mωi
(
X + T
X − T
) 1
4
+

 0
B


ωk′
(X + T )−4Mωi
(
X − T
X + T
) 1
4

 1
r
(r/2M)1/2er/8M
(X2 − T 2) 14 Y
k′
m′(θ, φ) . (3.38)
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Continuation to F in the lower half complex T -plane is then implemented by the substitu-
tions (X−T )1/4 7→ (T −X)1/4eiπ/4 and ln(X−T ) 7→ ln(T −X)+ iπ, under which ψR 7→ ψF
where
ψF (T,X, θ, φ) = N



 A
0


ωk′
(T −X)4Mωie−4Mωπ− iπ2
(
X + T
T −X
) 1
4
+

 0
B


ωk′
(X + T )−4Mωi
(
T −X
X + T
) 1
4

 1
r
(r/2M)1/2er/8M
(T 2 −X2) 14 Y
k′
m′(θ, φ) . (3.39)
We need to build from (3.39) modes that are well-defined in the F region of the geon by
the method of images. If we were working in the rotating Kruskal vierbein which is invariant
under the involution J the method of images could be applied directly and we would have
WF (T,X, θ, φ) = ψF (T,X, θ, φ) + ǫψF (T,−X, π − θ, φ + π) , (3.40)
where ǫ = 1, (−1) labels fields with periodic (antiperiodic) boundary conditions respectively.
However we are instead working in the standard Kruskal vierbein which is not invariant
under J . The spinor transformation associated with the transformation between the rotating
Kruskal vierbein and the standard one (a rotation by −π in the (X, θ)-plane as φ 7→ φ+ π)
is given by
WF (T,X, θ, φ) 7→ eφγ
1γ2
2 WF (T,X, θ, φ) =WFs (T,X, θ, φ) . (3.41)
Now it is easy to show that in terms of this standard Kruskal vierbein
WFs (T,X, θ, φ) = ψ
F
s (T,X, θ, φ) + ǫe
−πγ1γ22 ψFs (T,−X, π − θ, φ+ π) . (3.42)
This is the expression we require our W -modes on the geon to satisfy when working in this
non-invariant vierbein. Now applying (3.39) to (3.42) we find positive frequency W -modes
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on the geon in F near r = 2M given by
WF (T,X, θ, φ) = ψF (T,X, θ, φ)
+ǫi(−1)jN



 0
A


ωk′
(T +X)4Mωie−4Mωπ−
iπ
2
(
T −X
T +X
) 1
4
+

 B
0


ωk′
(T −X)−4Mωi
(
T +X
T −X
) 1
4

 1
r
(r/2M)1/2er/8M
(T 2 −X2) 14 Y
−k′
m′ (θ, φ) .
(3.43)
On continuation back to the right hand exterior in the lower half complex T -plane, these
modes become
WR(T,X, θ, φ) = ψR(T,X, θ, φ)
+ǫ(−1)j+1e−4MωπN



 0
−A


ωk′
(T +X)4Mωi
(
X − T
T +X
) 1
4
+

 B
0


ωk′
(X − T )−4Mωi
(
T +X
X − T
) 1
4

 1
r
(r/2M)1/2er/8M
(X2 − T 2) 14 Y
−k′
m′ (θ, φ) .
(3.44)
We are now ready to specialise to the Boulware modes found in the previous section. For
ω > m comparing (3.37) and (3.30a,3.30b), and making use of the relations (3.16)-(3.18) we
find in the R region a complete set of W -modes given by
W+ω,k′,m′(t, r, θ, φ) =
1√
2 cosh(4πMω)
(
e2πMωΨ+ω,k′,m′ + ǫe
−2πMωΨ−,cω,k′,−m′
)
,
W−ω,k′,m′(t, r, θ, φ) =
1√
2 cosh(4πMω)
(
e2πMωΨ−ω,k′,m′ − ǫe−2πMωΨ+,cω,k′,−m′
)
. (3.45)
(Note the similarity between (3.45) and (2.72)). These modes are delta-orthonormal with
respect to the inner product (3.31). For 0 < ω < m, comparing (3.37) and (3.34) we find
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W -modes given by
Wω,k′,m′(t, r, θ, φ) =
1√
2 cosh(4πMω)
(
e2πMωψω,k′,m′ + ǫ
m′
|m′|e
−2πMωψcω,k′,−m′
)
. (3.46)
again orthonormal with respect to the Kruskal inner product (3.31). It can be verified that
the factors m′/|m′| appearing in (3.46) cannot be absorbed into the phase factors of the
Boulware modes.
On the geon, the expansion of the field in the W -modes reads
Ψ =
∑
k′,m′
∫ m
0
dω
(
cω,k′,m′Wω,k′,m′ + d
†
ω,k′,m′W
c
ω,k′,m′
)
+
∑
k′,m′
∫ ∞
m
dω
(
c+,ω,k′,m′W
+
ω,k′,m′ + c−,ω,k′,m′W
−
ω,k′,m′
+ d†+,ω,k′,m′W
+,c
ω,k′,m′ + d
†
−,ω,k′,m′W
−,c
ω,k′,m′
)
, (3.47)
with the usual anticommutation relations imposed on the creation and annihilation opera-
tors. We denote by |0G〉 the state annihilated by all the annihilation operators,
cω,k′,m′ |0G〉 = dω,k′,m′ |0G〉 = c±,ω,k′,m′ |0G〉 = d±,ω,k′,m′ |0G〉 = 0 , ∀ω, k′,m′ . (3.48)
|0G〉 is the Kruskal-like vacuum on the geon, induced by the usual Hartle-Hawking vacuum
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on Kruskal. Comparison of (3.35) and (3.47) gives the Bogolubov transformation
aω,k′,m′ =
1√
2 cosh(4πMω)
(
e2πMωcω,k′,m′ + ǫ
m′
|m′|e
−2πMωd†ω,k′,−m′
)
,
b†ω,k′,m′ =
1√
2 cosh(4πMω)
(
e2πMωd†ω,k′,m′ + ǫ
m′
|m′|e
−2πMωcω,k′,−m′
)
,
a+,ω,k′,m′ =
1√
2 cosh(4πMω)
(
e2πMωc+,ω,k′,m′ − ǫe−2πMωd†−,ω,k′,−m′
)
,
a−,ω,k′,m′ =
1√
2 cosh(4πMω)
(
e2πMωc−,ω,k′,m′ + ǫe−2πMωd
†
+,ω,k′,−m′
)
,
b†+,ω,k′,m′ =
1√
2 cosh(4πMω)
(
e2πMωd†+,ω,k′,m′ − ǫe−2πMωc−,ω,k′,−m′
)
,
b†−,ω,k′,m′ =
1√
2 cosh(4πMω)
(
e2πMωd†−,ω,k′,m′ + ǫe
−2πMωc+,ω,k′,−m′
)
. (3.49)
For the expectation values of Boulware mode number operators, (3.49) gives e.g.
〈0G|a†+,ω,k′,m′a+,ω′,k′′,m′′ |0G〉 =
1
(e8πMω + 1)
δ(ω − ω′)δk′k′′δm′m′′ , (3.50)
and a discussion similar to that given on M− follows. Note in particular that the geon spin
structure does not show up in the expectation value. The number operator expectation
value does not distinguish between the state |0G〉 on the geon and the usual Hartle-Hawking
state on Kruskal, it is representative of a thermal bath at temperature T = (8πM)−1.
Expressing |0G〉 in terms of |0B〉, we find
|0G〉 =
∏
0<ω<m
k′,m′
1
(e−8πMω + 1)
1
2
∑
q=0,1
(
ǫm′
|m′|
)q
e−4πMωq(a†ω,k′,m′b
†
ω,k′,−m′)
q|0B〉
×
∏
ω>m
σ,k′,m′
1
(e−8πMω + 1)
1
2
∑
q=0,1
(−ǫ)qe−4πMωq|q〉σ,+,ω,k′,m′ |q〉−σ,−,ω,k′,−m′ , (3.51)
where σ = +1(−1) and
|q〉+,+,ω,k′,m′ = (a†+,ω,k′,m′)q|0B〉 |q〉+,−,ω,k′,m′ = (a†−,ω,k′,m′)q|0B〉 ,
|q〉−,+,ω,k′,m′ = (b†+,ω,k′,m′)q|0B〉 |q〉−,−,ω,k′,m′ = (b†−,ω,k′,m′)q|0B〉 . (3.52)
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A comparison of (3.51) and (2.77) shows that |0G〉 is closely similar to the state |0−〉 onM−.
The Boulware modes are correlated in pairs in the Hartle-Hawking-like vacuum state. The
correlations now are between a particle in the right hand exterior region and an antiparticle
in the same exterior with opposite m′ eigenvalue. |0G〉 does not appear thermal to generic
static observers in R, but it appears thermal in the standard Hawking temperature (8πM)−1
near the infinity when probed by operators that only couple to one member of each correlated
pair in (3.51), such as operators that only couple to a definite sign of the angular momentum
quantum numberm′. In particular, number operator expectation values are thermal, as seen
above, and the isometry arguments of [22] show that the experiences of any static observer
become asymptotically thermal in the large |t| limit.
The explicit appearance of ǫ in (3.51) shows that the non-thermal correlations in |0G〉
reveal the geon spin structure to an observer in R. This is a phenomenon that could not
have been anticipated just from the geometry of R, which in its own right has only one spin
structure.
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Chapter 4
Stress tensor on M0, M− and
Minkowski space with plane
boundary
4.1 Introduction
In this chapter the expectation values of the energy-momentum tensor in the Minkowski-like
vacua on M0, M− and Minkowski space with an infinite plane boundary are presented. In
section 4.2 we calculate 〈0|Tµν |0〉 for the massive scalar field on all three spacetimes. The
values on M0 agree with the literature [46] while to the knowledge of the author those on
M− are new. In the massless limit these values agree with those in [22,36,47]. Various limits
are discussed and qualitative differences between the massive and massless values noted. In
section 4.3 we calculate 〈0|Tµν |0〉 for left and right handed 2-component Weyl spinors on
the spacetimes M0 and M−. It is shown that the values are independent of handedness
but are dependent on the spin structure. Limits are discussed and the differences between
〈0|Tµν |0〉 on the two spacetimes noted. Finally in section 4.4 we calculate 〈0|Tµν |0〉 for
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massive 4-component spinors on M0 and M−. The results on M0 agree with those in [48] 1 .
The results on M− are new. Again various limits are discussed. In the massless limit the
results agree with those in section 4.3 (see also [23, 35]).
4.2 Massive scalar field
The stress tensor for massive scalar fields in flat spacetimes with non-trivial topology was
considered by Tanaka and Hiscock in [46]. In particular they consider 〈0|Tµν |0〉 on flat
spacetimes with topology and product space geometry R3×S1 (which is denoted M0 here),
R2×T 2 and R1×T 3. It is seen in [46] that the magnitude of the energy density decreases with
an increasing field mass. Here we reproduce the result on M0 and present the expectation
values on M− and on Minkowski space with a single infinite plane boundary at x = 0.
The energy-momentum tensor for the massive scalar field in a general 4-dimensional
curved spacetime M˜ in our conventions is [1]
Tµν = (1 − 2ξ)φ;µφ;ν +
(
2ξ − 1
2
)
gµνg
ρσφ;ρφ;σ − 2ξφ;µνφ
+
1
2
ξgµνφ✷φ− ξ
[
Rµν − 1
2
Rgµν +
3
2
ξRgµν
]
φ2
+
1
2
[1− 3ξ]m2gµνφ2 , (4.1)
which, applying the field equation [✷+m2 + ξR]φ = 0, may be written on a flat spacetime
(R = 0) as
Tµν = (1 − 2ξ)φ;µφ;ν +
(
2ξ − 1
2
)
gµνg
ρσφ;ρφ;σ − 2ξφ;µνφ
+2ξgµνφ✷φ+
1
2
m2gµνφ
2 , (4.2)
where ξ gives the coupling to the gravitational field (ξ = 0 for minimal coupling and ξ = 1/6
for conformal coupling). By the point splitting technique [49], where we split the points in
the quadratic expressions above and take the coincidence limit at the end, the renormalized
1Except for an extra factor of 2 here as in [48] Majorana spinors are considered.
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expectation value of Tµν in vacuum state |0〉 may be written as
〈0|Tµν |0〉 = 1
2
lim
x′→x
[
(1 − 2ξ)∇µ∇ν′ +
(
2ξ − 1
2
)
gµν∇α∇α
′ − 2ξ∇µ∇ν
+ 2ξgµν∇α∇α + 1
2
m2gµν
] (
G
(1)
M˜
(x, x′)−G(1)(x, x′)
)
, (4.3)
where G
(1)
M˜
(x, x′) = 〈0|{φ(x), φ(x′)}|0〉 = G+
M˜
(x, x′) + G−
M˜
(x, x′) is the scalar Hadamard
function in M˜ and G(1)(x, x′) is the Hadamard function in Minkowski space.
On Minkowski space G(1)(x, x′) may be calculated by considering the expansion of the
field in a complete set of mode solutions to the Klein Gordon equation
φ(t,x) =
1
(2π)3/2
∫
d3k
(2ω)1/2
(
a(k)e−i(ωt−k·x) + a†(k)ei(ωt−k·x)
)
, (4.4)
where ω =
(
k2 +m2
)1/2
. Then
〈0|{φ(x), φ(x′)}|0〉 = 1
(2π)3
∫
d3k
2ω
e−i(ω(t−t
′)−k·(x−x′))
+
1
(2π)3
∫
d3k
2ω
ei(ω(t−t
′)−k·(x−x′)) , (4.5)
where we have made use of the anticommutation relations for the annihilation and creation
operators. The integrals may now be performed by transforming to spherical coordinates in
k-space. After doing the angular integral we find
〈0|{φ(x), φ(x′)}|0〉 = 1
(2π)2R
∫ ∞
0
dk
k
(k2 +m2)
1/2
sin(kR)
[
e−i(k
2+m2)1/2(t−t′)
+ei(k
2+m2)
1/2
(t−t′)
]
, (4.6)
where R = |x− x′|. (4.6) may be written as
〈0|{φ(x), φ(x′)}|0〉 = −1
8π2R
∂R
[ ∫ ∞
−∞
dk
1
(k2 +m2)
1/2
(
e
−i
(
(k2+m2)
1/2
(t−t′)−kR
)
+e
i
(
(k2+m2)1/2(t−t′)+kR
))]
, (4.7)
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and the above integrals may be performed by changing coordinates to k = m sinh θ, ω =
m cosh θ and making use of the well known integral representations for the Bessel functions
(see e.g [50]). The result is (see appendix C of [51])
G(1)(x, x′) =
1
4πR
∂RY0
(
m
√
(t− t′)2 −R2
)
Θ
(
(t− t′)2 −R2)
− 1
2π2R
∂RK0
(
m
√
R2 − (t− t′)2
)
Θ
(
R2 − (t− t′)2) . (4.8)
Now we note that ∂zF0(z) = −F1(z) for F = K,Y and so 2
G(1)(x, x′) =
m
4π((t− t′)2 −R2)1/2
Y1
(
m
√
(t− t′)2 −R2
)
Θ
(
(t− t′)2 −R2)
+
m
2π2 (R2 − (t− t′)2)1/2
K1
(
m
√
R2−(t− t′)2
)
Θ
(
R2−(t− t′)2) ,
(4.9)
where Y,K are Bessel functions.
The Hadamard function on the quotient spacesM0 andM− may be found by the method
of images [35, 36],3
G
(1)
M0
(x, x′) = 〈00|{φ(x), φ(x′)}|00〉 =
∑
n∈Z
ηnG(1) (x, Jn0 x
′) , (4.10)
G
(1)
M−
(x, x′) = 〈0−|{φ(x), φ(x′)}|0−〉 =
∑
n∈Z
ρnG(1)
(
x, Jn−x
′) , (4.11)
where J0 : (t, x, y, z) 7→ (t, x, y, z + 2a), J− : (t, x, y, z) 7→ (t,−x,−y, z + a) and η = 1, (−1),
ρ = 1, (−1) label untwisted and (twisted) fields respectively. The calculation of 〈0|Tµν |0〉 is
now reduced to that of finding derivatives of these Hadamard functions and applying (4.3)
to (4.10) and (4.11). Next we present the results.
2Note the sign difference in the second term from that in Fullings book [2] p85 which is the reference
used by Tanaka and Hiscock [46]. Further note the typographical error in [46] where the Y Bessel has been
replaced by the I Bessel. This does not affect the results in [46].
3It can be shown that (4.10) and (4.11) may be obtained by expanding the fields in modes, obtained
from an image sum, proving that they are true Green’s functions, that is, they are expectation values of the
operators in a quantum state.
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4.2.1 M0
For M0, in the coincidence limit G
(1)
M0
(x, x′) becomes a function only of (2na)2, which is
positive. This means that only the K Bessel term in (4.9) contributes. Further we note
that limx′→x ∂xµG
(1)
M0
(x, x′) = − limx′→x ∂x′µG(1)M0(x, x′). These observations simplify the
calculations somewhat. The result is
〈00|Ttt|00〉 = −〈00|Txx|00〉 = −〈00|Tyy|00〉 = −
∞∑
n=1
ηn
m2
2π2(2na)2
K2(2mna) ,
〈00|Tzz|00〉 =
∞∑
n=1
ηn
[
m2
2π2(2na)2
K2(2mna)− m
3
2π2(2na)
K3(2mna)
]
, (4.12)
with all other terms vanishing. The results agree with [46]. The massless limit may be easily
checked by noting that near z = 0
Kν(z) =
Γ(ν)
2
(z
2
)−ν
, (4.13)
when the real part of ν is positive [50]. These agree with [22,47] and also with [36], the extra
factor of 4 in [36] arising because the authors consider a multiplet of 2 complex massless
scalar fields. The leading corrections for small mass are of the order O
(
m2
)
. 〈00|Tµν |00〉 → 0
exponentially in the large mass and large a limits, in contrast to the massless case where
〈00|Tµν |00〉 vanishes as O
(
a−4
)
.
4.2.2 M−
For M− in the coincidence limit G
(1)
M−
(x, x′) becomes a function only of (x− (−1)nx)2 +
(y − (−1)ny)2+(na)2, which is positive. Again only the K Bessel term in (4.9) contributes.
Further we note the following
lim
x′→x
∂µG
(1)
M−
(x, x′) = − lim
x′→x
∂µ′G
(1)
M−
(x, x′) for µ ∈ {t, z} ,
lim
x′→x
∂µG
(1)
M−
(x, x′) = −(+) lim
x′→x
∂µ′G
(1)
M−
(x, x′) when n even (odd) and µ ∈ {x, y} .
(4.14)
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As G
(1)
M−
(x, x′) =
∑
n∈Z ρ
nG(1)
(
x, Jn−x
′), where ρ = +1, (−1) labels untwisted (twisted)
fields, the result here may be split into two parts where the part coming from the even
terms in the sum above leads to the same expectation values as on M0 for untwisted fields.
Therefore we write 〈0−|Tµν |0−〉 = 〈00|Tµν |00〉(η=1) + ρ〈0−|Tµν |0−〉odd where we find
〈0−|Ttt|0−〉odd =
∑
n∈Z
[
−(4ξ − 1) m
3
4π2σn
K3(mσn)
[
1− (2na+ a)
2
σ2n
]
+
(
2ξ − 3
4
)
m2
π2σ2n
K2(mσn)
]
,
〈0−|Txx|0−〉odd =
∑
n∈Z
[
(4ξ − 1)m
3y2
π2σ3n
K3(mσn)−
(
2ξ − 1
2
)
m2
2π2σ2n
K2(mσn)
]
,
〈0−|Tyy|0−〉odd =
∑
n∈Z
[
(4ξ − 1)m
3x2
π2σ3n
K3(mσn)−
(
2ξ − 1
2
)
m2
2π2σ2n
K2(mσn)
]
,
〈0−|Tzz|0−〉odd =
∑
n∈Z
[
m3
4π2σn
K3(mσn)
[
(4ξ − 1)− 4ξ(2na+ a)
2
σ2n
]
−
(
2ξ − 3
4
)
m2
π2σ2n
K2(mσn)
]
,
〈0−|Txy|0−〉odd =
∑
n∈Z
(1− 4ξ)m
3xy
π2σ3n
K3(mσn) , (4.15)
with σn =
(
(2x)2 + (2y)2 + (2na+ a)2
)1/2
, and the sum is over all n including n = 0. Other
components vanish. Again it is a simple matter to check the massless limit here. The results
agree with those of [22] and [36] in this limit. The leading correction for small mass is
O
(
m2
)
, and 〈0−|Tµν |0−〉 vanishes exponentially in the large mass and, for non zero mass,
the large a limits. The difference between 〈0−|Tµν |0−〉 on M− and 〈00|Tµν |00〉 on M0 (with
η = 1) vanishes exponentially as r2 := x2+y2 →∞. This behaviour is qualitatively different
to the massless case where the difference vanishes as O
(
r−3
)
[22]. The result in the massive
case is to our knowledge new.
4.2.3 Minkowski space with infinite plane boundary
In this subsection we consider 〈0B|Tµν |0B〉 in 4-dimensional Minkowski space with an infinite
plane boundary at x = 0. While the stress-energy for a massless field is well known (see
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e.g. [1,27]), the massive results are to our knowledge new. There is some similarity withM−
as both spaces may be considered as quotients of Minkowski space with the quotient group
including a reflection in x about x = 0.
Again here the scalar Hadamard function is given by the method of images,
G
(1)
B (x, x
′) = 〈0B|{φ(x)φ(x′)}|0B〉 = G(1)(x, x′) + ηG(1) (x, JBx′) , (4.16)
where JB : (t, x, y, z) 7→ (t,−x, y, z) and η = +1, (−1) labels Neumann (Dirichlet) boundary
conditions on the plate. From (4.3) the result is
〈0B|Ttt|0B〉 = −〈0B|Tyy|0B〉 = −〈0B|Tzz|0B〉
= η
[
(1− 4ξ)m3
4π2|2x| K3(m|2x|) +
(2ξ − 1)m2
8π2x2
K2(m|2x|)
]
,
〈0B|Txx|0B〉 = 0 . (4.17)
In the massless limit these agree with the literature [1]. For the massive field 〈0B|Tµν |0B〉
is non-zero and has nonvanishing trace for both conformal and minimal coupling. The mass
breaks the conformal invariance of the field. 〈0B|Tµν |0B〉 vanishes exponentially as the mass
and as x go to infinity, in contrast to the massless case which behaves as O
(
x−4
)
for the
minimally coupled field and is identically 0 for conformal coupling. It is interesting to note
that for conformal coupling the leading order correction for small mass is O
(
m2
)
, while for
minimal coupling it is O
(
m4
)
. This is a qualitative difference from both M0 and M−.
4.3 Massless spinor field
In this section we present the expectation value of the the energy-momentum tensor for
free left and right handed 2-component massless Dirac fields in the Minkowski-like vacua
|00〉 and |0−〉 on M0 and M− respectively. The corresponding values for the massless scalar
field were given in [22] (and can be obtained from the results in section 4.2 in the massless
limit). We find that the values depend on the spin structure but are independent of the
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handedness of the spinor. We begin by describing the reduction of the 4-component massive
spinor formalism of chapter 2 to 2-component massless spinors.
Given the formalism set out in chapter 2 we set m = 0 and introduce a Weyl represen-
tation for the γ matrices
γ0 =

 0 −I
−I 0

 , γi =

 0 σi
−σi 0

 , (4.18)
where the σi are the usual Pauli matrices. With this representation the 4-component spinor
ψ decouples into two 2-component spinors ψL and ψR labelled as left and right handed
respectively. ψ =

 ψR
ψL

. The 4-component Lagrangian then reduces to
LL = detV 1
2
iV µa
[
ψ†Lσ
a
L∇µψL −
(
∇µψ†L
)
σaLψL
]
, (4.19)
and
LR = detV 1
2
iV µa
[
ψ†Rσ
a
R∇µψR −
(
∇µψ†R
)
σaRψR
]
, (4.20)
where
σaL = (I,−σx,−σy,−σz) ,
σaR = (I, σx, σy, σz) . (4.21)
Further the energy-momentum tensor for the 4-component field [1],
Tµν =
i
2
[
ψ¯γ(µ∇ν)ψ − (∇(µψ¯)γν)ψ
]
, (4.22)
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where A(µBν) = 1/2(AµBν +AνBµ), becomes the sum of left and right handed parts,
TLµν =
i
2
[
ψ†Lσ
L
(µ∇ν)ψL −
(
∇(µψ†L
)
σLν)ψL
]
, (4.23)
TRµν =
i
2
[
ψ†Rσ
R
(µ∇ν)ψR −
(
∇(µψ†R
)
σRν)ψR
]
, (4.24)
where σLµ = V
α
µ σ
L
α and σ
L
α = ηαβσ
β
L. Writing (4.23) and (4.24) in the form
Tµν =
i
4
Tr
(
σ(µ
[∇ν)ψ, ψ†]− σ(µ [ψ,∇ν)ψ†]) , (4.25)
where the L,R superscripts and subscripts have been dropped, and further point splitting
[49] the quadratic terms in (4.25), the renormalized expectation value of Tµν , on the flat
spacetimes of interest here, in the vacuum state |0〉 may now be expressed in terms of the
spinor Hadamard function S
(1)
αβM˜
(x, x′) = 〈0| [ψα(x), ψ†β(x′)] |0〉 on M˜ which in Minkowski
space is a solution to iσα∂αS
(1)(x, x′) = 0,
〈0|Tµν |0〉 = i
4
lim
x′→x
Tr σ(µ
(∇ν) −∇ν′)) (S(1)M˜ (x, x′)− S(1)(x, x′)
)
. (4.26)
We may further express the spinor Hadamard function in terms of the scalar Hadamard
function
S
(1)
L (x, x
′) = −iLα∇αG(1)(x, x′) , (4.27)
S
(1)
R (x, x
′) = −iRα∇αG(1)(x, x′) , (4.28)
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where Lα = (I, σx, σy , σz) and R
α = (I,−σx,−σy,−σz), and so
〈0|TLµν |0〉 =
1
8
lim
x′→x
Tr
[(
σLµ∇ν + σLν∇µ
)− (σLµ∇ν′ + σLν ∇µ′)]
×Lρ∇ρ
(
G
(1)
M˜
(x, x′)−G(1)(x, x′)
)
,
(4.29)
〈0|TRµν |0〉 =
1
8
lim
x′→x
Tr
[(
σRµ∇ν + σRν ∇µ
)− (σRµ∇ν′ + σRν ∇µ′)]
×Rρ∇ρ
(
G
(1)
M˜
(x, x′)−G(1)(x, x′)
)
.
(4.30)
G(1)(x, x′) may be obtained as the massless limit of (4.9),
G(1)(x, x′) = − 1
[2π2 ((t− t′)2 − (x− x′)2 − (y − y′)2 − (z − z′)2)] , (4.31)
which satisfies ∂α∂αG
(1)(x, x′) = 0. We find therefore that the 2-component spinor
Hadamard function in Minkowski space is
S(1)(x, x′) = − i
π2[(t− t′)2 − (r − r′)2]2
×

 (t− t′)− λ(z − z′) λ(−(x − x′) + i(y − y′))
λ(−(x− x′)− i(y − y′)) (t− t′) + λ(z − z′)

 , (4.32)
where we have introduced the parameter λ = 1(−1) for left-handed (right-handed) spinors
respectively. The Hadamard functions on M0 and M− are given by the method of images,
but care must be taken with the local frames with respect to which the spinors are expressed.
We shall work throughout in a vierbein aligned along the usual Minkowski coordinate axes.
This has the advantage of making covariant and partial derivatives coincide. As this vierbein
is invariant under J0 the calculation on M0 is reduced to a straightforward calculation of
derivatives of the Hadamard function. The Minkowski vierbein however is not invariant
under J− and more care must be taken on M−.
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4.3.1 M0
On M0, the vierbein aligned along Minkowski coordinate axes is invariant under J0 and the
Hadamard function is simply given by the method of images. We therefore have
S
(1)
M0
(x, x′) =
∑
n∈Z
ηnS(1) (x, Jn0 (x
′)) , (4.33)
where again η = 1, (−1) for spinors with periodic (antiperiodic) boundary conditions with
respect to this vierbein. In this expression G(1)(x, x′) is the Minkowski Hadamard function
(4.31), and (x, x′) on the left of the equality labels points in M0 while on the right it labels
points in Minkowski space. To find 〈00|Tµν |00〉 we apply (4.29) and (4.30) to (4.33). The
result is
〈00|TLtt |00〉 = −〈00|TLxx|00〉 = −〈00|TLyy|00〉 =
1
3
〈00|TLzz|00〉 =
1
8π2
∞∑
n=1
ηn
n4a4
, (4.34)
with all other components vanishing. The values for 〈00|TRµν |00〉 are the same. The remaining
summation may be calculated explicitly using the result [40]
∞∑
l′=1
ηl
′
l′4
=
(
−7
8
) 1−η
2 π4
90
, (4.35)
and so
〈00|TLtt |00〉 = −〈00|TLxx|00〉 = −〈00|TLyy|00〉 =
1
3
〈00|TLzz|00〉 =
π2
720a4
(
−7
8
) 1−η
2
. (4.36)
Expectation values are non-zero in contrast to Minkowski space, and are −2 times those for
the massless scalar field (see e.g [22] or the massless limits of the results in section 4.2.1).
The stress tensor is diagonal and invariant under all isometries and it is independent of the
handedness of the spinor but dependent on the spin structure. The η = −1 spin structure
is energetically preferred.
63
4.3 Massless spinor field Chapter 4: Stress tensor
4.3.2 M−
OnM−, the standard Minkowski vierbein is not invariant under J−. Care must therefore be
taken in applying the method of images to expressions written with respect to this vierbein.
In an invariant vierbein the spinor Hadamard function on M− would be given directly by
the method of images, that is
S
(1)
M−
(x, x′) =
∑
n∈Z
ρnS(1)
(
x, Jn−x
′) , (4.37)
with ρ = +1, (−1), however as we choose to work in the Minkowski vierbein the image
expression is different. Consider vierbein (2.8) which is invariant under J−. (2.8) rotates by
π in the (x, y)-plane as z → z + a. The transformation from this vierbein to the standard
Minkowski one is clearly the corresponding rotation by −π. The associated transformation
on the 2-component spinor Hadamard function is
S
(1)
SM (x, x
′) = e−
πσxσy
2a zS
(1)
RM (x, x
′)e
πσxσy
2a z
′
, (4.38)
where the R(S) subscript denotes the rotating (standard) vierbein respectively. Therefore
on M− in the standard vierbein
S
(1)
SM−
(x, x′) =
∑
n∈Z
ρnS
(1)
SM−
(
x, Jn−x
′) e−nπσxσy2 . (4.39)
In terms of the scalar Hadamard function this translates to using the following expression
in (4.29) and (4.30)
G
(1)
M−
(x, x′) =
∑
n∈Z
ρnG(1)
(
x, Jn−x
′) e−nπσxσy2 . (4.40)
Here ρ = +1, (−1) labels periodic (antiperiodic) spinors with respect to the vierbein which
rotates by π as z → z + a. ρ thus labels the two inequivalent spin structures on M−
[23]. Applying (4.29) and (4.30) to (4.40), the result is 〈0−|TLµν |0−〉 = 〈00|TLµν |00〉(η=−1) +
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ρ〈0−|TLµν |0−〉odd, where
〈0−|TLxz|0−〉odd = −
4
π2
∑
n∈Z
(−1)na(2n+ 1)y
{(2x)2 + (2y)2 + (2n+ 1)2a2}3 ,
〈0−|TLyz|0−〉odd =
4
π2
∑
n∈Z
(−1)na(2n+ 1)x
{(2x)2 + (2y)2 + (2n+ 1)2a2}3 , (4.41)
with all other components vanishing. The values for right handed spinors are the same.
The stress tensor is invariant under all continuous isometries of M−, as it must be by
construction, but now there are non-zero shear components, 〈0−|Txz|0−〉 and 〈0−|Tyz|0−〉,
which change sign under isometries that reverse the spatial orientation. These components
do not depend on the handedness but they have the opposite signs in the two spin structures.
The spatial orientation determined by the spin structure can thus be detected from the shear
part of the stress tensor.
As on M0, the summations may be evaluated in terms of elementary functions. The
diagonal terms are given by the values on M0 in the η = −1 spin structure there, while the
non-diagonal terms may be evaluated using the calculus of residues. The results are best
expressed in terms of the orthonormal frame {dt, dr, ωφˆ, dz} defined by
x = r cosφ ,
y = r sinφ , (4.42)
with ωφˆ = rdφ. We find
〈0−|Ttt|0−〉 = −〈0−|Trr|0−〉 = −〈0−|Tφˆφˆ|0−〉 =
1
3
〈0−|Tzz|0−〉 = −
(
7
8
)
π2
720a4
,
〈0−|Tφˆz|0−〉 = −
ρπ2
64a4
d
dq
(
sinh q
q cosh2 r
)
, (4.43)
where q = πa r. For q > 0 we find
d
dq
(
sinh q
q cosh2 r
)
< 0 and so 〈0−|Tφˆz |0−〉 picks up the sign of
ρ. The shear part in either spin structure vanishes at r = 0 and tends to 0 exponentially as
r → ∞. 〈0−|Tµν |0−〉 thus reduces to 〈00|Tµν |00〉 in the η = −1 spin structure at large r.
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M0, η = 1 M0, η = −1 M−
〈T00〉 π
2
720a4
− 7π
2
5760a4
− 7π
2
5760a4
〈Trr〉 = 〈Tφˆφˆ〉 −
π2
720a4
7π2
5760a4
7π2
5760a4
〈Tzz〉 π
2
240a4
− 7π
2
1920a4
− 7π
2
1920a4
〈Tφˆz〉 0 0 −
ρπ2
64a4
d
dq
(
sinh q
q cosh2q
)
Table 4.1: The nonvanishing components of 〈Tµν〉 for a left-handed two-component spinor
in the Minkowski-like vacua on M0 and M− in the orthonormal frame {dt, dr, ωφˆ, dz}. The
values for a right-handed spinor are identical.
Numerical evidence however suggests that there is a range for r where the shear part is in
fact the dominant part of the stress-energy.
We summarise the results in table 4.1. Note the difference in the results between M0
and M−. Thus we see that quantum fields can probe the topology. Any observer who is
sensitive to the energy-momentum tensor can tell the difference between the two vacuum
states.
4.4 Massive spinor field
In this section we repeat the calculations above for a massive Dirac field. The result on M0
was given in a recent paper [48] where it is shown that the magnitude of energy density
decreases with increasing field mass, as for the scalar field. We present the results for M0
and M−.
The energy-momentum tensor for the massive Dirac field is given in (4.22). By a calcu-
lation analogous to that leading from (4.23) to (4.26) the renormalized expectation value of
the energy-momentum tensor in the state |0〉 may be written
〈0|Tµν |0〉 = i
4
lim
x′→x
Tr γ(µ
(∇ν) −∇ν′)) (S(1)M˜ (x, x′)− S(1)(x, x′)
)
, (4.44)
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where S
(1)
αβ (x, x
′) = 〈0| [ψα(x), ψ¯β(x′)] |0〉 is the massive Dirac field Hadamard function.
S(1)(x, x′) satisfies the homogeneous Dirac equation and may be expressed in terms of the
scalar Hadamard function by S(1)(x, x′) = −(iγρ∇ρ +m)G(1)(x, x′). Hence
〈0|Tµν |0〉 = 1
8
lim
x′→x
Tr[(γµ∇ν + γν∇µ)− (γµ∇ν′ + γν∇µ′)]
×γρ∇ρ
(
G
(1)
M˜
(x, x′)−G(1)(x, x′)
)
. (4.45)
Again the Hadamard function on M0 and M− may be found by the method of images,
with the same care taken with the local Lorentz frames as discussed for the massless field
in the previous section. Again we shall work throughout with a vierbein aligned along the
usual Minkowski coordinate axes.
4.4.1 M0
Recall that on M0
G
(1)
M0
(x, x′) =
∑
n∈Z
ηnG(1) (x, Jn0 x
′) . (4.46)
Here again we note that in the coincidence limit G
(1)
M0
(x, x′) becomes a function only of
(2na)2, which is positive, and so only the K Bessel term in (4.9) contributes. Note also that
limx′→x ∂xµG
(1)
M0
(x, x′) = − limx′→x ∂x′µG(1)M0(x, x′). With these observations (4.45) reduces
to
〈00|Tµν |00〉 = lim
x′→x
∇µ∇ν
(
G
(1)
M0
(x, x′)−G(1)(x, x′)
)
, (4.47)
and we find for the non-zero expectation values
〈00|Ttt|00〉 = −〈00|Txx|00〉 = −〈00|Tyy|00〉 =
∞∑
n=1
ηn
2m2
π2(2na)2
K2(2mna) ,
〈00|Tzz|00〉 =
∞∑
n=1
ηn
[
− 2m
2
π2(2na)2
K2(2mna) +
2m3
π2(2na)
K3(2mna)
]
, (4.48)
where η = +1, (−1) labels periodic (antiperiodic) spinors with respect to the standard
Minkowski vierbein.
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The results are −4 times those of the massive scalar field (4.12). The factor of −1 is
due to the different statistics while the factor of 4 is due to degrees of freedom. Thus,
as with the scalar field, the leading corrections for small mass are of the order O
(
m2
)
,
and 〈00|Tµν |00〉 → 0 exponentially in the large mass and large a limits, in contrast to the
massless case where 〈00|Tµν |00〉 vanishes as O
(
a−4
)
. The massless limit agrees with twice
the massless 2-component expectation values (4.34) (see also [23, 36, 47]) as expected.
4.4.2 M−
Again we choose to work here in the Minkowski vierbein which is not invariant under J−.
A similar discussion therefore follows to that in section 4.3.2 when applying the method
of images to the Hadamard functions. For 4-component spinors the transformation on the
Hadamard function from the rotating vierbein (2.8) to the standard Minkowski vierbein (a
rotation by −π in the (x, y)-plane) is
S
(1)
SM (x, x
′) = e
πγ1γ2
2a zS
(1)
RM (x, x
′)e−
πγ1γ2
2a z
′
, (4.49)
where the R, (S) subscript denotes the rotating (standard) vierbein respectively. Therefore,
on M− in the standard vierbein we obtain
S
(1)
SM−
(x, x′) =
∑
n∈Z
ρnS
(1)
SM−
(
x, Jn−x
′) enπγ1γ22 , (4.50)
where ρ = +1, (−1) labels periodic (antiperiodic) spinors with respect to the vierbein which
rotates by π as z → z + a. In terms of the scalar Hadamard function this translates to using
in (4.45) the expression
G
(1)
M−
(x, x′) =
∑
n∈Z
ρnG(1)
(
x, Jn−x
′) enπγ1γ22 . (4.51)
In the coincidence limitG
(1)
M−
(x, x′) becomes a function only of (x− (−1)nx)2+(y − (−1)ny)2+
(na)2, which is positive, so that again only the K Bessel term in (4.9) contributes. Fur-
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ther we note again the relations (4.14). We now therefore just apply (4.45) to (4.51). The
calculation is made easier by splitting the sum in (4.51) into odd and even terms. The
even terms lead to the expectation values on M0 in the twisted spin structure there and
〈0−|Tµν |0−〉 = 〈00|Tµν |00〉(η=−1) + ρ〈0−|Tµν |0−〉odd with
〈0−|Txz|0−〉odd = −
∑
n∈Z
(−1)nm
3y(2na+ a)
π2σ3n
K3(mσn) ,
〈0−|Tyz|0−〉odd =
∑
n∈Z
(−1)nm
3x(2na+ a)
π2σ3n
K3(mσn) , (4.52)
where σn =
(
(2x)2 + (2y)2 + (2na+ a)2
)1/2
.
We see that the spinor expectation values on M− are not −4 times those of the scalar
field. In particular it is interesting to note that for the scalar field the only non-zero off-
diagonal term is 〈0−|Txy|0−〉, while for the spinor field this term is 0 but 〈0−|Txz|0−〉 and
〈0−|Tyz|0−〉 are non-zero. Note also that these two terms for the spinor field change sign
under a change of spin structure. In the massless limit the results agree with twice those
of the massless 2-component spinor field found in section 4.3. The leading order corrections
for small mass are O
(
m2
)
. The non-diagonal terms, and therefore the difference from the
values on M0 (with η = −1), are vanishing at x = y = 0, and they tend exponentially to
zero in the limits of large mass, large a and large x2 + y2.
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5.1 Introduction
In this chapter I present a number of new results and extensions on the theory of particle
detector models within quantum field theory in curved spacetimes [14, 27]. I shall begin
in section 5.2 with a review of the history and current literature on such models. The
quantity of literature on this subject is quite vast and as such my review will not aim to
be complete, but I will aim to cover all papers relevant for the new results presented in
the subsequent chapters. Our main focus here will be with a recent paper by Schlicht [25].
Schlicht presents a model which is able to handle time-dependent responses in Minkowski
space, that is detectors following trajectories which are not stationary in the sense of Letaw
[52]. This is true also of the model of DeWitt [27]; however, to the knowledge of the author,
Schlicht is the first to point out the importance of the regularization of the correlation
function in the calculations. In particular, as will be discussed in more detail below, Schlicht
shows that the usual iǫ-prescription is inadequate in this context. He then introduces an
alternative regularization by considering the monopole detector of [27] as the zero size limit
of a detector with spatial extent, and reproduces the usual thermal response [14, 27] on a
uniformly accelerated trajectory.
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We have two main aims. The first is to extend the model of Schlicht in a number
of directions. In particular we extend it to Minkowski space in arbitrary dimension, to
spacetimes built as quotients of Minkowski space under discrete isometry groups, and to the
non-linearly coupled scalar field and the massless Dirac field. We also discuss briefly the
detector coupled to the massive scalar field. The second aim is to consider the response of
such detectors in various specific spacetimes and along various specific trajectories of interest.
In particular we consider the responses of inertial and uniformly accelerated detectors in d-
dimensional Minkowski space with a single infinite plane boundary, on a particular conical
spacetime [53] (and a higher dimensional generalisation) and on the quotient spaces M0
and M− introduced in chapter 2. We also consider static detectors on the RP3 geon and
comoving detectors on RP3 de Sitter space via those in the associated global embedding
Minkowski spaces (GEMS).
5.2 Background
Particle detector models in the context of quantum field theory in curved spacetime began to
be discussed in the mid 1970’s. At that time one of the most important questions within the
theory was, and remains to be, “what is a suitable definition of a particle in a general curved
spacetime”. In Minkowski space quantum field theory particles are defined with great input
from the invariance group, the Poincare group. In particular a particle mode solution to a
field equation in Minkowski space is one which is positive frequency with respect to the usual
Minkowski time coordinate t. Under Poincare transformations positive frequency solutions
transform to positive frequency solutions and so the concept of particle is the same for every
inertial observer, in the sense that all inertial observers agree on the number of particles
present. Further the Minkowski vacuum state, defined as the state with no particles present,
is invariant under the Poincare group. The problem in a general curved spacetime however
becomes clear. General relativity, in particular general covariance, teaches us that there is
no notion of a preferred time coordinate and so no preferred notion of positive frequency.
Further the Poincare group is not a symmetry group in a general curved spacetime, and so the
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definition of particle in Minkowski space cannot be extended there. As a possible resolution
to the problem it was suggested by DeWitt and others that a possible operational definition
of a particle could be that a particle is something that a particle detector detects (although
note the circularity in the definitions if we define a particle detector to be something that
detects a particle).
The original detector considered by Unruh [14] is that of a particle in a box coupled to a
quantum field in a curved background manifold. The detection of a particle is indicated by
an excitation of the detector by the field, and it is shown that this may correspond to both
absorption or emission of a field quantum. An inertial detector in Minkowski space is not
excited in the Minkowski vacuum but may be de-excited by the possibility of spontaneous
emission. Unruh [14] was the first to show that a uniformly accelerated detector in Minkowski
space responds as if immersed in a thermal bath at temperature T = a/(2π) (In natural
units) with the associated Planckian spectrum, which is now well known as the Unruh effect.
What an accelerated detector sees as an absorption of a field quantum an inertial observer
regards as the emission of one by the detector. Further Unruh also showed in [14] that the
response of a static detector close to a Schwarzschild black hole is closely related to the case
of the accelerated detector in Minkowski space and is thermal, while a geodesic detector
near the horizon will not see this thermal flux of particles.
DeWitt’s model [27] 1 is a simplification of Unruh’s. He considers a quantum mechanical
particle with many energy levels linearly coupled to a massless scalar field via a monopole
moment operator. This is the model that appears most in the literature, and the one we
will use throughout this chapter. Again the response of a uniformly accelerated detector in
Minkowski space, where the detector is switched on in the infinite past and off in the infinite
future is seen to be thermal and Planckian.
A good early review article which discusses particle detector models is that of Sciama,
Candelas and Deutsch [55]. This is quite a thorough article on the relation between quantum
field theory, horizons and thermodynamics. They discuss the uniformly accelerated detector
1Note that the first published paper where such a detector is discussed seems to be that of Candelas and
Sciama [54].
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from the point of view of the balance between the thermal fluctuations of the field along the
trajectory and those of the detector itself. They find that “when the detector accelerates, the
correlations in the zero-point fluctuations of the field along the detector’s world-line no longer
precisely balance its own zero-point fluctuations. The detector is consequently excited.”
They also discuss the reason why the effect is exactly thermal, due to the Gaussian nature
of the processes. Further they consider the response in the asymptotic regions (r → 2M,∞)
in the Kruskal manifold, in the Boulware, Unruh and Hartle-Hawking vacuum states, and
discuss the thermal response of the inertial detector in 4-dimensional de Sitter space. All
for detections carried out over the entire wordline of the detector.
Since these original papers, a large number of papers have been written on many different
aspects of these models. Takagi [31, 56, 57] considers the response of a linearly coupled
monopole detector for a massive scalar field in d-dimensional Minkowski space. For the
uniformly accelerated detector he notes for the first time the curious phenomena that the
response for a scalar field in even dimensional spacetime has a spectrum which includes a
Planckian factor whereas for odd dimensions a Fermi factor replaces the Planck one. This
is often called the “apparent statistics inversion” highlighting the fact that the statistics
inversion is just in the power spectrum of the detector and does not point to any change of
statistics for the quantum field itself. As Unruh shows [58], the Fermi factor in the case of
odd dimension results from the integral over all modes the detector is sensitive to, with each
mode having a Planckian population as expected for the scalar field. In [31,57]. Takagi also
shows that the response of a uniformly accelerated detector is dependent on the mass of the
field. He does not find an explicit expression for the response function but does prove that the
response as the mass tends to infinity tends to 0 in contrast with the thermal massless result.
Further Takagi [31, 59] extends the model of DeWitt to a detector coupled to the massless
Dirac field via the scalar quantity ψ¯ψ and also to a detector coupled to the electromagnetic
field. In all cases he shows that the response for the uniformly accelerated detector satisfies
the KMS condition [60, 61], and is thus thermal in this sense. Takagi’s paper [31] offers a
good review of the Unruh effect up until 1986, along with a good discussion of the KMS
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condition in the context of detector responses.
In a nice paper by Letaw [52] the stationary worldlines in Minkowski space are defined by
the criterion that the particle detector responses along them are time independent. That is
the Wightman function along them is invariant under translations in proper time τ . Further
these worldlines are shown to be the orbits of the timelike Killing vector fields. The sta-
tionary worldlines are classified into six types (only three of which, inertial, uniform linear
acceleration and uniform circular motion being well known) and responses on a represen-
tative trajectory from each class are considered. In all cases except the inertial one, the
response is non-zero. An interesting case is that of uniform circular motion. The response
is non-zero even though, as pointed out in an earlier paper by Letaw and Pfautsch [62], the
Bogolubov transformation between the two relevant coordinate systems is trivial. Further
as the Minkowski vacuum and that adapted to the circular motion are shown to coincide,
the response of a detector in circular motion moving through the vacuum state adapted to
it is also non-zero [63]. Davies et al [63] clarify the situation by considering a detector in
uniform circular motion in Minkowski space with an infinite cylindrical boundary and also
in a compactified Minkowski space. It is seen that the response of the detector vanishes
if the boundary is at a radius less than the speed-of-light surface (that is, no corotating
points within the spacetime have a velocity greater than c). It is only in this case that
the rotating vacuum is unambiguously defined. The same conclusions were found earlier
in 2 + 1-dimensions for a detector in a cylindrical cavity in [64]. See also [65] for a corre-
sponding discussion in a general axisymmetric static curved spacetime and a comment on
the electromagnetic and Dirac cases. The related issue of defining a Hartle-Hawking vacuum
(i.e. invariant under the isometries and regular everywhere) on the Kerr spacetime has also
been discussed. A theorem by Kay and Wald [16] proves the non-existence of any stationary
Hadamard state (and therefore any Hartle-Hawking state) on Kerr. However Ottewill and
Winstanley, for example, [66] discuss various attempts to define a thermal state with most
(but not all) of the properties of the Hartle-Hawking state. In a very recent paper Duffy
and Ottewill [67] have shown that a state with the defining features of the Hartle-Hawking
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vacuum can be constructed when the region outside the speed-of-light surface is removed by
introducing a mirror.
These results show that one must be cautious in how one interprets the particle detector
as detecting particles, as discussed in [62] and for example by Sriramkumar and Padmanab-
han in [68]. The response of a uniformly accelerated detector in the Minkowski vacuum and
the number of Rindler particles there, found by canonically quantizing the field, agree, as of
course does the response of an inertial detector and the number of Minkowski particles in
the Minkowski vacuum. However the response of a circular motion detector and the number
of “rotating particles”, found by canonically quantizing the field with respect to a rotating
coordinate system do not agree, the first being non-zero while the latter being 0. An alter-
native viewpoint is expressed by De Lorenci, De Paola and Svaiter [69–71] who propose an
alternative canonical quantization and rotating vacuum state. We shall not discuss circular
motion detectors further in this chapter.
A number of early papers discussed detectors coupled to the scalar field with more compli-
cated couplings than the linear coupling considered by DeWitt. For example Hinton [72,73]
considers detectors non-linearly coupled to the field and those coupled to derivatives of
the field. He shows, as expected with different interaction Lagrangians, that the responses
for these different couplings differ. He then makes an attempt to introduce a classifica-
tion scheme for such detectors. More recently Sriramkumar has shown [74, 75] that, for a
uniformly accelerated detector non-linearly coupled to the scalar field in a d-dimensional
Minkowski space, when d is even the response includes the Planckian factor for all cou-
plings, while for d odd there is a Fermi factor when the power of the coupled field is odd
and a Planckian factor when this power is even. Detectors which couple to components of
the energy momentum tensor have been considered by Padmanabahn and Singh [76]. Ford
and Roman [77] further answer a challenge set by Padmanabhan and Singh by constructing
a detector which is able to measure the stress tensor of a quantized scalar field by non-
gravitational means. The prescription requires a detector coupled to the derivative of the
field and switched on and off rapidly.
75
5.2 Background Chapter 5: Particle detector models
In all the above papers the detector is that of a monopole detector. That is, the detector
is coupled to the field at a point along the detector’s trajectory. A step closer to a more
realistic model is to consider, as Unruh does in his original paper [14], a detector extended
in space. Of the two models considered by Unruh, one is not fully relativistic while the other
has infinite extent. In [78] the authors define the concept of rigid detectors, where rigidity is
given in the detector’s rest frame. Their detector model has a truly finite spatial extent. The
main example they use is that of the detector in uniform circular motion in Minkowski space.
The analysis is complicated here by the effects of radiation of the walls of the detector itself.
Once these are properly taken into account, the discrepancies found in [52, 62] between the
detector response and a Bogolubov transformation analysis are reconciled. In this chapter we
shall not consider such finite extent detectors, although we will make some more comments
on them in section 5.3.1. The model we consider will instead be that of a monopole detector
but considered as a limit of an infinitely extended one (see [25, 26]).
In most of the previous papers (with the exception of [52, 73]), only responses taken
over the entire detector worldline are considered. Another step towards a more realistic
detection process is to consider detectors switched on only for a finite time interval. The
first paper to consider such a response for an inertial and uniformly accelerated detector
in Minkowski space appears to be that of Svaiter and Svaiter [79]. Here the switching of
the detector is performed instantaneously. Even in the inertial case the detector is excited
due to the switching. In the limit of large time interval the usual results are recovered. For
both the inertial and uniformly accelerated detectors the probability of detection is seen
to have a logarithmic divergence, but the transition rate (the proper time derivative of the
detection probability) at any time after the switching is finite, although unbounded close to
the switching. It is worth noting that an earlier paper by Grove [80] also considers a finite
time detector. His main interest is in the detection of the negative energy flux outside a
moving mirror and the complicated situation necessarily hides the conclusions mentioned
here, and half way through his calculation he moves to a detector switched on at −∞.
In [81] the authors prove that the logarithmic divergences in the probability seen by Svaiter
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and Svaiter are due to the instantaneous switching. They consider instead a continuous
switching window function. The probability is then seen to be finite, and the usual results
are recovered when the time of detection goes to infinity. For a more extensive discussion on
this and the consideration of different continuous switching functions see [82]. All these finite
time calculations are done for the massless scalar field. It is worth noting in a discussion of
finite time detectors the papers [83, 84] where the Unruh effect for finite time observers is
considered from the point of view of the “thermal time hypothesis” (this has also recently
been extended to observers in de Sitter space [85]). Here the authors are able to associate
a temperature with such observers, and even to inertial observers with a finite lifetime. It
would be interesting to relate their results to the responses of finite time particle detectors.
The relation is not so straightforward however as the two approaches have quite different
theoretical foundations. Further the temperature introduced in [83] depends on the lifetime
of the observer as well as on the proper time along the trajectory. The approach is therefore
not causal in the sense that the temperature experienced at a given time depends on how
long the observer will live in his future. The particle detector calculations on the other hand
are causal in that the response only depends on the past motion of the detector and not on
what will happen in his future. We shall not pursue the relation between these approaches
further here.
Our main reference in this chapter will be Schlicht [25, 26], who is concerned with the
time dependent response of a monopole detector linearly coupled to the massless scalar field
travelling along non-stationary trajectories (those which are not the orbits of any timelike
Killing vector field) in Minkowski space. The focus of this paper is the regularization of the
correlation function that appears in the expression for the detector transition rate. In partic-
ular Schlicht shows that for a detector uniformly accelerated in Minkowski space the usual iǫ
regularization of the Wightman function leads to a time dependent, and hence presumably
physically inappropriate, result. He then argues for an alternative regularization by consid-
ering the monopole detector as the limit of a spatially extended detector. The usual result
is reproduced in the case of the uniformly accelerated detector. Further a numerical calcu-
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lation of the response of a detector following a non-stationary worldline that interpolates
between inertial and uniformly accelerated motion is presented. The response interpolates
between zero and the Plankian response in a way that appears physically reasonable. It is
worth noting here that some papers mention Schlicht’s paper [25] as a reference for finite
time detectors (in particular [84, 86, 87]). Although [25] can easily be adapted to this case
it is no more a paper on it, than the original ones e.g. [27, 52] because all calculations are
done for detectors which are switched on at τ0 = −∞.
The layout of the rest of this chapter is as follows. In section 5.3 we first briefly review
the formalism for the monopole detector and extend Schlicht’s regularization to a Minkowski
space of arbitrary dimension. We reproduce the expected results in the case of inertial and
uniformly accelerated detectors. In contrast to Schlicht we shall consider both detectors
switched on in the infinite past and detectors that are switched on at a finite time. In
the finite time case we consider an instantaneous switching of the detector, no logarithmic
divergences are encountered as we shall work throughout with the transition rate rather than
the response function. Further we comment on the case of a detector coupled to a massive
scalar field and present the analogue of Schlicht’s correlation function there. The section
ends with a reformulation of Schlicht’s regularization in terms of a point-like detector and
a momentum cut-off. The advantage of this view is that it makes the extension to curved
spacetimes, such as Friedman-Robertson-Walker cosmologies more straightforward. Further
it is shown that a similar view may be taken of a regularization obtained from that of Schlicht
by modifying the detector shape profile.
In section 5.4 we consider a Schlicht-type detector on some spacetimes built as quotient
spaces of Minkowski space under certain discrete isometry groups. We use the formalism of
automorphic field theory on Minkowski space as discussed by Banach and Dowker [35, 36].
That is, we consider quantum field theory on these spaces as quantum field theory on
Minkowski space under certain restrictions imposed by the quotient group. We are in par-
ticular interested in responses on the spacetimes M0 and M− introduced in section 2.2. We
will present an analytic expression for the response of the inertial detector on M0 and M−
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and for the uniformly accelerated detector onM0, in all cases with motion in the x-direction.
The time dependent response a uniformly accelerated detector on M− is also considered,
giving some analytic arguments for its general behaviour as well as discussing its numerical
evaluation. This response is related to that of a static detector in the single exterior region
of the RP3 geon. We also consider 4-dimensional Minkowski space with an infinite plane
boundary and inertial and uniformly accelerated detectors with motion parallel and per-
pendicular to the boundary. This situation has relevance to the investigations of quantum
inequality bounds and the detection of negative energy [88–95]. Ford, Svaiter and Lyra [96]
and more recently Davies and Ottewill [97] have considered an inertial detector travelling
parallel to the boundary, with Dirichlet boundary conditions, and switched on at a finite
time, with a number of different switching functions. It is shown that the presence of the
boundary, presumably for reasons related to the negative vacuum energy, reduces the exci-
tations that result from the finite time switching.2 We find that for the motions not parallel
to the boundary the picture is considerably more subtle. Finally we consider detectors on
a 4-dimensional conical spacetime and on some higher dimensional generalizations. The
4-dimensional spacetime may be considered as the spacetime outside a particular idealized
cosmic string, of infinite length and zero radius (see e.g. [98]). The higher dimensional gen-
eralizations have relevance to the responses of a static detector in the exterior of the RP3
geon and comoving detectors in RP3 de Sitter space via their global embedding Minkowski
spaces, as will be discussed further in sections 5.7 and 5.9.
In section 5.5 we extend Schlicht’s formalism to a non-linear coupling of the scalar field,
first in Minkowski space (section 5.5.1) and then in the quotient spaces (section 5.5.2). We
comment briefly on responses in various specific situations.
In section 5.6 we extend the formalism further to the more realistic case of a detector
coupled to the massless Dirac field in Minkowski space (section 5.6.1). In 4-dimensional
Minkowski space we recover the usual result for the transition rate and the power spectrum
of the Dirac noise as defined by Takagi in (e.g. [31]) for a uniformly accelerated detector.
That is a power spectrum, with Fermi factor, and response function characteristic of a
2This conclusion was also reached earlier by Grove [80] with a more complicated analysis.
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thermal response at the Unruh temperature (1.2). The Dirac detector is futher extended to
the quotient spaces in section 5.6.2 and the transition rate and power spectrum are discussed
for a uniformly accelerated detector on M0 and M−. On M− our main aim is to address the
question as to whether a uniformly accelerated detector can distinguish the two different
spin structures [23]. We will find that at least in the case of any motion in the (x, y)-plane
no such distinction arises.
Section 5.7 begins with an introduction to the literature on relating the Hawking effect in
black hole spacetimes to the Unruh effect in global embedding Minkowski spaces (or GEMS).
It then presents an embedding of the RP3 geon spacetime in a 7-dimensional Minkowski
space with identifications, as a quotient space of the embedding of the Kruskal manifold in
7-dimensional Minkowski space discussed by Chamblin and Gibbons [99]. The response of a
uniformly accelerated detector in the embedding space, relevant to that of a static detector
on the RP3 geon, is then discussed.
Section 5.8 considers a detector coupled linearly to a conformally coupled massless scalar
field in a conformally flat spacetime. A regularization of the correlation function in the
conformal vacuum is introduced which is different from that obtained by applying a naive
iǫ prescription. The expression obtained is conformally related to the correlation function
found in Minkowski space in section 5.3.1.
Finally section 5.9 considers detectors in de Sitter and RP3 de Sitter space [100,101]. In
the case of a comoving observer we show that the regularization given in section 5.8 may
also arise from the consideration of a detector with spatial extent. The usual thermal result
for comoving and uniformly accelerated detectors in de Sitter space is recovered. We then
discuss a comoving detector, where motion is orthogonal to the distinguished foliation in
RP3 de Sitter space [100]. We first consider the response from a direct calculation in the
RP3 de Sitter space and then from a relevant calculation for the associated worldline in its
embedding space, motivated by the GEMS scheme. The embedding space is a 5-dimensional
Minkowski space with identifications, related to the usual 5-dimensional embedding of 4-
dimensional de Sitter space. These last calculations should be useful in assessing the validity
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and determining the relation between particle detector calculations in the global embedding
Minkowski spaces and those in the original spacetimes of interest. The results provide
support to the view that the GEMS approach captures, to a considerable extent, properties
of quantum fields.
Appendices B,D,F,G contain details of some of the integrations required in sections 5.3-
5.9. Appendix C provides details of the correlation function and responses in 2-dimensional
Minkowski space. Appendix E provides more details for the automorphic field detector.
5.3 Causal detector with linear coupling
5.3.1 Massless scalar field in d-dimensional Minkowski space
In this section we briefly review the model point-like particle detectors of DeWitt [27]. We
discuss the use of spatial sampling functions to regularize the correlation function and extend
the regularization in [25], using a Lorentzian sampling function, to d-dimensional Minkowski
space M , d ≥ 2.
DeWitt’s monopole detector
The model is that of a monopole detector, moving along a prescribed classical trajectory in
M and coupled to a massless scalar field φ. The field has Hamiltonian Hφ, and satisfies the
massless Klein-Gordon equation. The free field operator is expanded in terms of a standard
complete set of orthonormal solutions to the field equation as
φ(t,x) =
1
(2π)(d−1)/2
∫
dd−1k
(2ω)1/2
(
a(k)e−i(ωt−k·x) + a†(k)ei(ωt−k·x)
)
, (5.1)
where (t, x1, x2, . . . , xd−1) are usual Minkowski coordinates and, in the massless case, ω =
|k|. The field is quantized by imposing, for the creation and annihilation operators, the
usual commutation relations
[
a(k), a†(k)
]
= δd−1(k − k′) . (5.2)
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The Minkowski vacuum |0〉 is the state annihilated by all the annihilation operators.
The detector is a quantum mechanical system with a set of energy eigenstates
{|0D〉, |Ei〉}. It moves along a prescribed classical trajectory t = t(τ), x = x(τ), where
τ is the detector’s proper time, and it couples to the scalar field via the interaction Hamil-
tonian
Hint = cm(τ)φ(τ) , (5.3)
where c is a (small) coupling constant and m(τ) is the detector’s monopole moment operator
[27]. The evolution of m(τ) is given by
m(τ) = eiHDτm(0)e−iHDτ . (5.4)
As the interaction takes place at a point along the trajectory at any given time, the detector
is known as a point-like detector.
Suppose that at time τ0 the detector and field are in the product state |0, E0〉 = |0〉|E0〉,
where |E0〉 is a detector state with energy E0. We want to know the probability that at a
later time τ1 > τ0 the detector is found in state |E1〉, regardless of the final state of the field.
We are interested in both excitations, E1 > E0 and de-excitations, E1 < E0. We find the
required expression in the interaction picture (see e.g. [102]) where all field operators satisfy
the free field equations and the time evolution is shared between operators and states. In this
picture the time evolution of the product states is governed by the interaction Hamiltonian
i
d
dτ
|ψ(τ)〉 = cm(τ)φ(τ)|ψ(τ)〉 . (5.5)
The amplitude for the transition from state |0, E0〉 at τ = τ0 to |ψ,E1〉 at τ = τ1, by the
usual interaction picture theory is
〈ψ,E1|0, E0〉 = 〈ψ,E1|T exp
[
−i
∫ τ1
τ0
dτ Hint(τ)
]
|0, E0〉 , (5.6)
where T is the time ordering operator. To first order in perturbation theory the expression
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reads
〈ψ,E1|0, E0〉 = ic〈ψ,E1|
∫ τ1
τ0
dτ m(τ)φ(τ)|0, E0〉
= ic〈E1|m(0)|E0〉
∫ τ1
τ0
dτ ei(E1−E0)τ 〈ψ|φ(τ)|0〉 . (5.7)
The transition probability to all possible states of the field is given by squaring (5.7) and
summing over the complete set {|ψ〉} of final field states, with the result
∑
ψ
|〈ψ,E1|0, E0〉|2 = c2|〈E1|m(0)|E0〉|2
∫ τ1
τ0
dτ
∫ τ1
τ0
dτ ′e−i(E1−E0)(τ−τ
′)〈0|φ(τ)φ(τ ′)|0〉 .
(5.8)
This expression has two parts. The sensitivity c2|〈E1|m(0)|E0〉|2 depends only on the inter-
nal details of the detector and is not considered hereafter. The “response function”
Fτ0,τ1(ω) =
∫ τ1
τ0
dτ
∫ τ1
τ0
dτ ′e−iω(τ−τ
′)〈0|φ(τ)φ(τ ′)|0〉 , (5.9)
where ω = E1 − E0 (ω > 0 for excitations and ω < 0 for de-excitations), does not depend
on the internal details of the detector and so is common for all such detectors.
We now follow Schlicht [25] and change coordinates to u = τ , s = τ − τ ′ for τ ′ < τ and
u = τ ′, s = τ ′ − τ for τ ′ > τ . Then
Fτ0,τ1(ω) = 2
∫ τ1
τ0
du
∫ u−τ0
0
dsRe
(
e−iωs〈0|φ(u)φ(u − s)|0〉) , (5.10)
because 〈0|φ(τ ′)φ(τ)|0〉 = 〈0|φ(τ)φ(τ ′)|0〉∗ (a consequence of φ being a self adjoint operator
and the axioms of inner products). To obtain an expression for the “transition rate”, we
differentiate with respect to τ1 and obtain
F˙τ0,τ (ω) = 2
∫ τ−τ0
0
dsRe
(
e−iωs〈0|φ(τ)φ(τ − s)|0〉) , (5.11)
where we have written τ1 = τ . The transition rate is clearly causal in the sense that it does
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not depend on the state of motion of the detector after time τ but only on times τ0 < τ
′ < τ
which label the past motion of the detector. If the correlation function 〈0|φ(τ)φ(τ − s)|0〉 is
invariant under translations in τ this expression may be simplified to
F˙τ0,τ (ω) =
∫ τ−τ0
−τ+τ0
ds e−iωs〈0|φ(s)φ(0)|0〉 . (5.12)
The transition rate, which is proportional to the derivative of the probability of the
transition with respect to the switch off time τ , may be written as
F˙τ0,τ (ω) = lim
δτ→0
Fτ+δτ,τ0 − Fτ,τ0
δτ
. (5.13)
From (5.13) it is clear that the transition rate is not related to the response of a detector
turned on at τ and off at τ + δτ in the limit as δτ goes to zero. Rather the transition rate
compares detector responses in two different ensembles of detectors, one switched off at τ
and the other at τ + δτ in this limit. Fτ0,τ , being proportional to a probability is strictly
non-negative. F˙τ0,τ , however, may a priori be negative, and we shall see examples where it
indeed is.
The above formalism for a monopole detector is standard in the literature (see e.g [1])
and in particular is the model first introduced by DeWitt [27]. The correlation function
〈0|φ(x)φ(x′)|0〉 in (5.11) is the positive frequency Wightman function, which can be obtained
from the expansion (5.1),
〈0|φ(x)φ(x′)|0〉 = 1
(2π)d−1
∫
dd−1k
2ω
e−iω(t−t
′)+ik·(x−x′) . (5.14)
The integrals for d > 2 may be performed by moving to hyperspherical coordinates (polar
coordinates and spherical coordinates for d = 3 and d = 4 respectively). The |k| integral
requires regularization due to ultraviolet divergences. The usual regularization [1], often
known in the literature as the iǫ-prescription, is to introduce the exponential cut-off e−ǫ|k|
84
Chapter 5: Particle detector models 5.3 Causal detector with linear coupling
in the high frequency Minkowski modes. The resulting expression is (see appendix B)
〈0|φ(τ)φ(τ ′)|0〉 = Γ[d/2− 1]
4πd/2
1
[i2(t(τ) − t(τ ′)− iǫ)2 + |x(τ) − x(τ ′)|2]d/2−1
, (5.15)
for d > 2.
For d = 2 it is well known that the massless scalar field theory suffers from infrared
divergences [103]: The formal expression for the correlation function is (see appendix C)
〈0|φ(τ)φ(τ ′)|0〉 = − 1
4π
ln((t(τ) − t(τ ′)− iǫ)2 − (x(τ) − x(τ ′))2) + C , (5.16)
where C is an ill-defined constant. We may still consider the particle detector in 2-dimensions
dropping the constant divergent term in the correlation function. Provided we include a
temporal window function which vanishes at infinity and consider an asymptotic (infinite
time) detection the constant terms in the correlation function do not contribute to the
response (see appendix C), this point was made by Takagi in [31].
The fundamental observation of reference [25] is that if we now use (5.15) in (5.11) on a
uniformly accelerated worldline with acceleration 1/α and proper time τ ,
t = α sinh(τ/α) ,
x = α cosh(τ/α) , (5.17)
with the detector switched on in the infinite past, τ0 = −∞, we obtain a time dependent
and apparently unphysical result, instead of the expected time independent thermal result
(see e.g. [1, 27]). Schlicht shows this in 4 dimensions by specific numerical and analytic
calculations, and the general d case follows similarly. His solution is to propose a differ-
ent regularization of the correlation function, by considering the monopole detector as the
limit of a spatially extended one. We next discuss Schlicht’s regularization and related
alternatives.
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Alternative regularizations
In [25] Schlicht introduces a regularization of the Wightman function by considering the
monopole detector as the limit of a detector extended in space3. An argument for the physical
reasonableness of the regularization is that a spatially extended model should provide a more
realistic model of a real particle detector. A related attempt to introduce a regularization via
a spatially extended detector was made and discussed in some depth by Takagi [31]. Takagi
however employs formal limiting arguments in a way that leads to the usual iǫ prescription.
The justification of these arguments has been criticised in [25].
Intuitively the most physically reasonable model is one which remains rigid in the de-
tector’s proper reference frame. In Minkowski space a reasonable choice for this reference
frame is that built from Fermi coordinates (see e.g. [104] for a thorough discussion on the
construction of Fermi coordinates). This is the choice adopted by Schlicht. Having chosen
to work in a Fermi coordinate frame there are many ways in which we could model the
extended detector. For one such model of a detector which cannot resolve distances shorter
than ǫ we can replace the field value at a point, φ(τ) in the interaction Hamiltonian (5.3), by
a field average over a patch of the spatial hypersurface, of characteristic size ǫ and centered
on the worldline. For example we could consider
φ(τ) =
∫
ǫ×...×ǫ
dd−1ξ φ(x(τ, ξ)) , (5.18)
where (τ, ξ) are the Fermi coodinates, the integral is over all −ǫ/2 < ξi < ǫ/2 for all i and
x(τ, ξ) describes the transformation between the Minkowski and Fermi coordinates. This
model detector has a truly finite spatial extent. The effect of the spatial averaging is to
introduce a cut-off at small distances. The unregularized integral expression (5.14) for the
Wightman function is recovered from 〈0|φ(τ)φ(τ ′)|0〉 with φ(τ) given by (5.18) in the limit
as ǫ goes to 0.
Of course we are not limited to considering the spatial averaging (5.18). Other possibil-
ities arise, for example, if we smear the field operator with a suitable window function of
3See also [78] for a discussion of detector models with spatial extent.
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characteristic length ǫ,
φ(τ) =
∫
dd−1ξ Wǫ(ξ)φ(x(τ, ξ)) , (5.19)
which is the procedure considered in [25]. The box averaging in (5.18) is equivalent to a
window function which is the product of step functions. In effect this again introduces
a cut-off at short distances of the order of ǫ in size. We may choose a window function
with infinite support, such as that used in [25], if the window function decreases sufficiently
rapidly at large distances. Or we may consider a detector of truly finite extent with the
use of a window function with compact support. We require the window function to be
normalised as ∫
dd−1ξ Wǫ(ξ) = 1 , (5.20)
so that smearing a constant function will return that constant value. We also require the
window function to approximate the (d − 1)-dimensional Dirac δ function, so that in the
limit as ǫ tends to 0, (5.19) formally gives the field value φ(x(τ)). The window function
hence staisfies Wǫ(ξ) ≈ 0 for |ξ| >> ǫ and Wǫ(ξ) ∝ ǫ−(d−1) for |ξ| << ǫ.
Schlicht’s correlation function in d dimensions
We now extend Schlicht’s regularization of the Wightman function [25] to d-dimensional
Minkowski space. Although a large number of different window functions could be consid-
ered, the one chosen in [25] seems to be the easiest for obtaining a closed expression for
the Wightman function on an arbitrary trajectory. Further, as we shall see in section 5.3.3,
the regularization introduced by this window function is similar to that of the usual iǫ reg-
ularization except for the important difference that the cut-off of high frequency modes is
as seen in the reference frame of the detector, whereas the usual iǫ procedure introduces a
cut-off of the high frequency modes as seen by inertial observers.
The d-dimensional analogue of the window function considered in [25] is
Wǫ(ξ) =
Γ[d/2]
πd/2
ǫ
(ξ2 + ǫ2)d/2
. (5.21)
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(5.21) is sometimes referred to as a Lorentzian window or sampling function. It approximates
a (d− 1)-dimensional Dirac δ function as it scales as
Wǫ(ξ) =
1
ǫd−1
W1(ξ/ǫ) , (5.22)
and ∫
dd−1ξ Wǫ(ξ) = 1 . (5.23)
The advantage of this window function is that in the calculation of the correlation function
〈0|φ(τ)φ(τ ′)|0〉 all integrals may be done explicitly.
Now using (5.19) and (5.21), we find
〈0|φ(τ)φ(τ ′)|0〉 = 1
(2π)d−1
∫
dd−1k
2ω
∫
dd−1ξ Wǫ(ξ)e−i(ωt(τ,ξ)−k·x(τ,ξ))
×
∫
dd−1ξ′Wǫ(ξ′)ei(ωt(τ
′,ξ′)−k·x(τ ′,ξ′)) . (5.24)
Consider then the integral over ξ in (5.24),
gǫ(k; τ) =
∫
dd−1ξ Wǫ(ξ)e−i(k ·x(τ,ξ)) , (5.25)
where we have written (t,x), (ω,k),as a d-vectors x and k respectively. The transformation
to Fermi coordinates is
x (τ, ξ) = x (τ) + ξ1eξ1 (τ) + · · ·+ ξd−1eξd−1 (τ) , (5.26)
where x˙(τ), eξ1 (τ), . . . , eξd−1 (τ) form an orthonormal basis which is Fermi transported along
the worldline. Now
gǫ(k; τ) =
∫
dd−1ξ Wǫ(ξ)e−i(k ·x(τ,ξ))
= e−i(k ·x(τ))
∫
dd−1ξ Wǫ(ξ)e
−i(ξ1k ·eξ1 (τ)+···+ξd−1k ·eξd−1 (τ)) . (5.27)
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Writing k¯ := (k · eξ1 (τ), . . . , k · eξd−1 (τ)), we have
gǫ(k; τ) =
ǫΓ(d/2)
πd/2
e−i(k ·x(τ))
∫
dd−1ξ
1
(ξ2 + ǫ2)d/2
e−ik¯·ξ . (5.28)
The integration for d > 2 may be performed by moving to hyperspherical coordinates in ξ
space (see appendix B), while that for d = 2 may be done directly (see appendix C). The
result is
gǫ(k; τ) = e
−i(k ·x(τ))e−ǫ|k¯| = e−i(k ·x(τ))e−ǫ[(k ·eξ1 (τ))
2+···+(k ·eξ
d−1
(τ))2]
(1/2)
. (5.29)
Now we use the same arguments as Schlicht. We multiply the expression
k = (k · x˙)x˙ − (k · eξ1)eξ1 − · · · − (k · eξd−1)eξd−1 (5.30)
by k , giving
(k · x˙)2 = (k · eξ1)2 + · · ·+ (k · eξd−1)2 = (ωt˙− k · x˙)2 . (5.31)
As k · x˙ is the product of a lightlike and a timelike vector, both future-pointing, it is postive.
Hence
gǫ(k; τ) = e
−i(k ·x(τ))e−ǫk ·x˙ , (5.32)
and so
〈0|φ(τ)φ(τ ′)|0〉 = 1
(2π)d−1
∫
dd−1k
2ω
e−iω(t−t
′−iǫ(t˙+t˙′))+ik·(x−x′−iǫ(x˙+x˙′)) . (5.33)
For d > 2 the integral in (5.33) may be performed again by moving to hyperspherical
coordinates (as shown in appendix B). The final result is
〈0|φ(τ)φ(τ ′)|0〉 = Γ[d/2−1]
4πd/2
1
Ad/2−1
,
A =
[
i2(t(τ) − t(τ ′)− iǫ(t˙(τ) + t˙(τ ′)))2 + (x(τ) − x(τ ′)− iǫ(x˙(τ) + x˙(τ ′)))2] . (5.34)
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For d = 2,
〈0|φ(τ)φ(τ ′)|0〉 = 1
4π
∫
dk
|k|e
−i|k|(t−t′−iǫ(t˙+t˙′))+ik(x−x′−iǫ(x˙+x˙′)) . (5.35)
The integral is performed as that leading to (5.16). The correlation function is thus (see
appendix C)
〈0|φ(τ)φ(τ ′)|0〉 = − 1
4π
ln[(t(τ) − t(τ ′)− iǫ(t˙(τ) + t˙(τ ′))2
−(x(τ) − x(τ ′)− iǫ(x˙(τ) + x˙(τ ′))2] + C , (5.36)
where C is an ill-defined constant.
We note here that following a similar calculation to that given above the usual iǫ reg-
ularization of the correlation function (i.e. (5.15) and (5.16)) may also be obtained by
considering a spatially smeared field. The difference from the above regularization being
that the smearing is done in the Minkowski reference frame, that is always with respect to
inertial observers, and not in the Fermi frame. This model detector is thus not rigid in its
rest frame.
Inertial detector in d dimensions
First we consider the transition rate (5.12) with the correlation function (5.34) for a detector
following an inertial trajectory. On Minkowski space the existence of boost Killing vectors
implies that the response of the detector will be independent of velocity v. We consider
therefore the trajectory t = τ , x = constant, where −∞ < τ < ∞. If the detector is
switched on in the infinite past, τ0 = −∞, the transition rate for d > 2 is
F˙τ (ω) =
Γ[d/2− 1]
4πd/2
∫ ∞
−∞
ds
e−iωs
[i2(s− 2iǫ)2]d/2−1 . (5.37)
Note that we obtain the same expression in this case if we use instead the usual correlation
function (5.15) i.e. with the iǫ regularization. The integral may be done by residues and
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the result as ǫ→ 0 is
F˙τ (ω) =
Γ[d/2− 1](−ω)d−3
2πd/2−1(d− 3)! Θ(−ω) , (5.38)
where Θ(−ω) is the Heaviside step function. When d = 2 there are added complications
due to the constant terms, one of which is infinite, in the correlation function (5.36), but
these terms do not contribute to the transition rate provided we include a temporal window
function into the integral (see appendix C). We find
F˙τ (ω) = − 1
ω
Θ(−ω) . (5.39)
The results given by (5.38) and (5.39) are as expected on Minkowski space. The transition
rate vanishes for ω > 0 indicating that an inertial detector is not excited by the Minkowski
vacuum. For ω < 0 the transition rate is non-zero due to the possibility of spontaneous
emission by the detector.
Following Takagi’s analysis of the uniformly accelerated detector [31] we may relate the
transition rate given by (5.38) and (5.39) to a local density of states. On Minkowski space
or a quotient of Minkowski space with non-compact spatial sections and mode solutions
uk(t,x) =
e−i|k|t
(2|k|)1/2 hk(x) , (5.40)
the local density of states is defined to be [105]
ρ(ω,x) =
∫
dd−1k |hk(x)|2δ(|k| − ω) . (5.41)
Due to the normalization of the modes
ρ(ω) =
∫
dd−1x ρ(ω,x) =
∫
dd−1k δ(|k| − ω) , (5.42)
and so if the space is homogeneous then ρ(ω,x) is independent of x and is then the density
of states per unit volume. The usual Minkowski density of states is obtained by taking
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hk(x) =
eik·x
(2π)(d−1)/2
, and then
ρM (ω,x) =
∫
dd−1k
(2π)d−1
δ(|k| − ω) . (5.43)
For d > 2 the integral may be done by transforming to hyperspherical coordinates. We find
ρM (ω,x) =
ωd−2
2d−2π(d−1)/2Γ((d− 1)/2)Θ(ω) . (5.44)
By making use of the properties of Gamma functions it is easy to show that
F˙τ (ω) = −π
ω
Θ(−ω)ρM (|ω|,x) . (5.45)
This relation also holds for d = 2 as shown in appendix C.
For a detector that is switched on at a finite proper time τ0, the transition rate, for
d > 2, is given by (5.38) plus the correction term
C∆τ (ω) = −Γ[d/2− 1]
2πd/2
∫ ∞
∆τ
ds
cos(ωs)
(i2s2)d/2−1
, (5.46)
where ∆τ = τ−τ0. We note that C∆τ (ω) is manifestly finite for all ∆τ > 0. The integration
may be performed by successive integrations by parts. In the case d = 4 we recover the result
of Svaiter and Svaiter [79],
C∆τ (ω) =
cos(ω∆τ)
2π2∆τ
+
|ω|
2π2
si(|ω|∆τ) , (5.47)
where si is a shifted sine integral [106],
si(z) =
∫ z
0
dt
sin t
t
− π
2
. (5.48)
There are regions of the |ω|∆τ parameter space where C∆τ (ω) and therefore F˙τ (ω) is nega-
tive (recall that for ω > 0 the asymptotic response is 0 and so C∆τ (ω) is the total response
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there). A plot of (5.47) can be found in [79].
Finally we consider the limit of the response as ∆τ → 0. If we take this limit directly,
(5.47) shows there is a divergence. It is interesting however to see whether or not keeping
ǫ 6= 0 regularizes this divergence. That is, is the spatial smearing enough to regularize this
ultraviolet divergence? We restrict ourselves here to 4 dimensions. The transition rate for
this finite time detection is
F˙τ (ω, ǫ) = − 1
4π2
∫ ∆τ
−∆τ
ds
e−iωs
(s− 2iǫ)2 ,
= − 1
4π2
[
eiω∆τ
(−∆τ − 2iǫ) −
e−iω∆τ
(∆τ − 2iǫ)
]
+
iω
4π2
∫ ∆τ
−∆τ
ds
e−iωs
(s− 2iǫ) ,
= − 1
4π2
[
eiω∆τ
(−∆τ − 2iǫ) −
e−iω∆τ
(∆τ − 2iǫ)
]
+
iω
4π2
e2ǫω [Ei(−iω∆τ − 2ǫω)
−Ei(iω∆τ − 2ǫω)] , (5.49)
= − 1
4π2
[
eiω∆τ
(−∆τ − 2iǫ) −
e−iω∆τ
(∆τ − 2iǫ)
]
+
iω
4π2
e2ǫω [Ci(ω∆τ − 2iǫω)
−isi(ω∆τ − 2iǫω)− Ci(ω∆τ + 2iǫω)− isi(ω∆τ + 2iǫω)] , (5.50)
where we have now indicated the explicit dependence on ǫ. The second line follows by
integration by parts, the third from [50], Ei is the exponential integral and Ci and si are
cosine and shifted sine integrals respectively [106]. Taking the ǫ → 0 limit of (5.50) we
recover (5.47)+|ω|Θ(−ω)/(2π) as expected. Suppose however we keep ǫ 6= 0 and take the
∆τ → 0 limit of (5.50). We see clearly from (5.49) that in this limit the transition rate
vanishes. Thus the spatial smearing is enough to regularize the transition function in this
limit. Similar conclusions hold in the 2-dimensional case, though we shall not spell out the
calculations here. Similar investigations (though not the exact case considered here) of the
∆τ and ǫ limits of the response function on inertial and uniformly accelerated worldlines
were made in [82].
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Uniformly accelerated detector in d dimensions
Next we consider the transition rate for a spatially extended detector whose centre follows
the uniformly accelerated worldline (5.17). Inserting the worldline (5.17) into (5.34) gives
〈0|φ(τ)φ(τ ′)|0〉 = Γ[d/2− 1]
id−2(4π)d/2
1(
α sinh
(
τ−τ ′
2α
)− iǫ cosh ( τ−τ ′2α ))d−2 . (5.51)
As the correlation function is invariant under translations in τ the transition rate is given
by
F˙τ (ω) =
Γ[d/2− 1]
id−2(4π)d/2
∫ ∆τ
−∆τ
ds
e−iωs(
α sinh
(
s
2α
)− iǫ cosh ( s2α))d−2 . (5.52)
In the case of a detector switched on in the infinite past, τ0 = −∞, the integral here may
be done by residues (see Appendix D). The transition rate is independent of τ along the
trajectory and is given by
F˙τ (ω) =
π
2d−2π(d−1)/2αd−3Γ((d− 1)/2)
×


αω
(e2πωα−1)
∏(d−4)/2
k=1
((
d−2
2 − k
)2
+ α2ω2
)
d even
1
(e2πωα+1)
∏(d−3)/2
k=1
((
d−2
2 − k
)2
+ α2ω2
)
d odd
, (5.53)
where for d = 3 and d = 4 the products
∏(d−3)/2
k=1
((
d−2
2 − k
)2
+ α2ω2
)
and∏(d−4)/2
k=1
((
d−2
2 − k
)2
+ α2ω2
)
in (5.53) are both 1. The corresponding result for d = 2 is
(see appendix C)
F˙τ (ω) = − 1
ω(e2παω − 1) . (5.54)
The transition rate (5.53) and (5.54) is as in the literature [74]. It is thermal with charac-
teristic temperature T = 1/(2πα) in the sense that is satisfies the KMS condition
F˙τ (ω) = e
−ω/T F˙τ (−ω) , (5.55)
at that temperature (see e.g [31]). Further (5.53) contains the expected “apparent” statistics
inversion as we go from odd to even dimensions.
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Takagi has shown [31] that the transition rate is related to the local density of Rindler
states where we consider Rindler mode solutions in the definition (5.41). The relation reads
explicitly
F˙τ (ω) =
π
ω
ρR(ω)
(e2παω − 1) . (5.56)
More details can be found in [31].
The correction term for finite time detections is
C∆τ (ω) = − Γ[d/2− 1]
id−2(4π)d/2αd−2
∫ ∞
∆τ
ds
cos(ωs)
sinhd−2
(
s
2α
) . (5.57)
The correction term is even in ω and so breaks the KMS condition (5.55). The transition
rate for a detector accelerated for only a finite time is thus not thermal in this sense. The
effect of using a smoother switching for finite time detections for inertial and uniformly
accelerated motions was investigated in [81, 82].
5.3.2 Massive scalar field
In this section we compute the correlation function for the smeared field operator (5.19) for
a massive scalar field.
The detector model is as in section 5.3.1. The field is expanded in modes as in (5.1)
but now with ω =
(
k2 +m2
)1/2
, where m is the field mass. The transition rate for the
detector is given by (5.11), where φ(τ) is the smeared field operator (5.19). The correlation
function is given by the expression (5.24) and we are again led to consider gǫ(k; τ) as in
(5.25). The calculation of gǫ(k; τ) is identical to that leading to (5.32) and so we find
gǫ(k; τ) = e
−i(k ·x(τ))e−ǫk ·x˙ and
〈0|φ(τ)φ(τ ′)|0〉 = 1
(2π)d−1
∫
dd−1k
2ω
e−iω(t−t
′−iǫ(t˙+t˙′))+ik·(x−x′−iǫ(x˙+x˙′)) , (5.58)
now with ω =
(
k2 +m2
)1/2
.
The integrals here may again be done by moving to hyperspherical coordinates in k-
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space. We restrict ourselves now to the case d = 4 (although the arbitrary d case follows
similarly). After performing the angular integrals, we find
〈0|φ(τ)φ(τ ′)|0〉 = 1
(2π)2R
∫ ∞
0
dk
k
(k2 +m2)
1/2
sin(kR)e−i(k
2+m2)
1/2
(t−t′−iǫ(t˙+t˙′)) , (5.59)
where R =
√
(x − x′ − iǫ(x˙+ x˙′))2. This may be written as
〈0|φ(τ)φ(τ ′)|0〉 = −1
8π2R
∂R
∫ ∞
−∞
dk
1
(k2 +m2)
1/2
e−i((k
2+m2)
1/2
(t−t′−iǫ(t˙+t˙′))−kR) . (5.60)
We now change variables by k = m sinh θ, so that ω = m cosh θ and
〈0|φ(τ)φ(τ ′)|0〉 = −1
8π2R
∂R
∫ ∞
−∞
dθ eim(R sinh θ−(t−t
′−iǫ(t˙+t˙′)) cosh θ) . (5.61)
For the detector trajectory we consider only timelike worldlines, (t− t′) > (x− x′). We
distinguish two cases. Firstly, for (t− t′) > 0, we make the substitution (t− t′− iǫ(t˙+ t˙′)) =
√
λ cosh θ0, R =
√
λ sinh θ0, with λ = (t− t′ − iǫ(t˙+ t˙′))2 − R2. We find
〈0|φ(τ)φ(τ ′)|0〉 = −1
8π2R
∂R
∫ ∞
−∞
dθ e−im
√
λ cosh(θ0−θ) . (5.62)
Now we note
K0(z) =
1
2
∫ ∞
−∞
dt e−z cosh t , (5.63)
valid for Re(z) > 0 [50], where K0 is a modified Bessel function, and we may show for a
timelike worldline that Im(
√
λ) < 0. Hence
〈0|φ(τ)φ(τ ′)|0〉 = −1
4π2R
∂R
[
K0
(
im
√
λ
)]
= − im
4π2
√
λ
K1
(
im
√
λ
)
, (5.64)
as ∂zK0(z) = K1(z). The case (t− t′) < 0 is similar except we make the change of variables
(t−t′−iǫ(t˙+t˙′)) = −
√
λ cosh θ0, R =
√
λ sinh θ0 again we may use the integral representation
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of K0 and we obtain the same result (5.64).
The massless limit is easily checked. We have near z = 0, K1(z) = 1/z [50] and so
the correlation function (5.64) agrees with that of Schlicht in this limit. Had we used the
field operator without smearing we would have obtained (5.60) with ǫ = 0. The usual
regularization procedure, as with the massless case, would then be to introduce a cut-off in
the high frequency modes by t → t− iη, where η is small. The result would be (5.64) but
with λ = (t− t′ − iη)2 − |x− x′|2.
5.3.3 The regularization as an ultraviolet cut-off
In this section we show that the regularization discussed in sections 5.3.1 and 5.3.2 may
be viewed as the introduction of an ultraviolet cut-off into the integral expression for the
correlation function.
Suppose we begin with a normal monopole detector model like that of DeWitt. The
transition rate is given by (5.11), and the correlation function is
〈0|φ(τ)φ(τ ′)|0〉 = 1
(2π)d−1
∫
dd−1k
2ω
e−iω(t(τ)−t(τ
′))+ik·(x(τ)−x(τ ′)) . (5.65)
This expression requires regularization. The usual iǫ procedure is to introduce an ultraviolet
cut-off in the modes by including in the integrand the factor e−ǫω. This means that high
frequency modes as seen by an inertial observer are exponentially suppressed. As discussed
in section 5.3.1 this leads to an unphysical time-dependent result in the case where the
uniformly accelerated detector is switched on in the infinite past. Let us instead consider an
alternative ultraviolet cut-off where it is the high frequency modes as seen by the detector
which are suppressed. Motivated by the fact that, as Unruh puts it [14] “A particle detector
will react to states which have positive frequency with respect to the detectors proper time,
not with respect to any universal time.”. Here the frequency is the time component of
the d-momentum. We want therefore this frequency component in the rest frame of the
detector, that is the frame which is Fermi-Walker transported along the trajectory with
basis vectors {u(τ), eξ1(τ), . . . , eξd−1(τ)} given the d-momentum (ω, kx1 , . . . , kxd−1) in the
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usual Minkwoski frame. The two frames are of course linked by a Lorentz transformation,
and a simple calculation reveals that the frequency component in the Fermi-Walker frame
at time τ is ω′(τ) = ωt˙(τ)−k · x˙(τ). Therefore if we introduce an ultraviolet cut-off in these
frequencies at τ and τ ′ into (5.65), that is we add a factor of e−ǫ(ω(t˙(τ)+t˙(τ
′))−k·(x˙(τ)+x˙(τ ′)))
and compare with (5.33) we see that the resulting correlation function is that of Schlicht.
Another way to introduce this cut-off is to define operationally the frequency as seen
by the moving detector by i dφdτ = ω
′φ, where τ is the detector’s proper time. A mode
φ ∝ e−iωt+ik·x with frequency ω in the standard Minkowski frame thus has frequency
ω′ = ωt˙(τ) − k · x˙(τ) as seen by the detector.
We have obtained an appropriate regularization of the correlation function without in-
troducing a detector with infinite spatial extent, that is without smearing the field operator
in the interaction Hamiltonian. We will be using this reasoning as the definition of a regu-
larization in de Sitter space in section 5.9.
5.3.4 An alternative detector form
In this section we discuss the effect of an alternative shape for the detector. In particular we
discuss a Gaussian detector profile, instead of (5.21). We show that again the regularization
may be viewed as a cut-off in the high frequency modes as seen by the detector.
The model is that of the previous sections with the smeared field operator in the inter-
action Hamiltonian given by (5.19). However now we consider a Gaussian detector shape
Wǫ(ξ) =
1
ǫd−1(2π)(d−1)/2
e−
ξ2
2ǫ2 . (5.66)
This shape function also approximates a (d− 1)-dimensional δ function, since it scales as
Wǫ(ξ) =
1
ǫd−1
W1(ξ/ǫ) , (5.67)
and satisfies ∫
dd−1ξ Wǫ(ξ) = 1 . (5.68)
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The associated correlation function again takes the form (5.24). Following the arguments
after (5.24), we arrive at
gǫ(k; τ) =
1
ǫd−1(2π)(d−1)/2
e−i(k ·x(τ))
∫
dd−1ξ e−
ξ2
2ǫ2 e−ik¯·ξ . (5.69)
The integral may be done by transforming to hyperspherical coordinates as described in
Appendix B. We find
gǫ(k; τ) = e
−i(k ·x(τ))e−
ǫ2|k¯|2
2 ,
= e−i(k ·x(τ))e−
ǫ2|k·x˙(τ)|2
2 , (5.70)
and the correlation function becomes
〈0|φ(τ)φ(τ ′)|0〉 = 1
(2π)d−1
∫
dd−1k
2ω
e−iω(t−t
′)+ik·(x−x′)
×e− ǫ
2|ωt˙(τ)−k·x˙(τ)|2
2 e−
ǫ2|ωt˙(τ′)−k·x˙(τ′)|2
2 . (5.71)
Comparing (5.71) with the discussion of section 5.3.3, we see that the regularization is
again equivalent to introducing an ultraviolet cut-off in the modes as seen by the moving
detector: only now the cut-off at time τ takes the form e−
ǫ2ω′2
2 where ω′ is the frequency
of the Minkowski modes as seen from the Fermi-Walker transported frame. This result is
expected to be useful in any thorough investigation of the dependence (or otherwise) of
the response on the shape of the detector. It is clear that for a detector with extent ǫ
the response will be dependent on the shape, and my intuition is that this dependence will
disappear in the ǫ → 0 limit, that is in this limit all shape functions will lead to the same
response. This however is still an open question.
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5.4 Linearly coupled scalar field detector on quotients
of Minkowski space
In this section we adapt the detector model of section 5.3.1 to spacetimes built as quotients
M/Γ of Minkowski space under certain discrete symmetry groups Γ. In particular we cal-
culate responses on M0, M−, Minkowski space with an infinite plane boundary and certain
conical spacetimes.
We notice immediately that there is a problem in directly applying the methods of section
5.3.1 to these spacetimes. As these quotient spaces do not have infinite spatial sections in all
directions, it does not directly make sense to consider a detector with infinite spatial extent
as used in (5.19). We shall argue however that we may introduce a detector similar to that
of section 5.3.1 by working with automorphic fields onM [35,36]. That is, we consider fields
on the quotient spaces as fields on M satisfying certain transformation properties under the
action of the discrete group.
5.4.1 The automorphic field detector
Consider Minkowski space M in d dimensions, and consider the quotient space M/Γ where
Γ is some discrete isometry group. |Γ| may be infinite (as indeed is the case on M0 and
M−) which will mean that some of the following expressions remain formal in those cases.
We will find however that these formalities do not interfere as in any calculations done the
infinities and the formally vanishing normalization factors will cancel to give finite results.
The automorphic field φˆ is constructed from the ordinary field φ as the sum
φˆ(x) :=
1(∑
γ∈Γ p(γ)2
)1/2 ∑
γ∈Γ
p(γ)φ(γ−1x) , (5.72)
where p(γ) is a representation of Γ in SL(R) ≃ {1,−1}. The normalization in (5.72) has
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been chosen so that, at equal times (see appendix E)
[
φˆ(x),
˙ˆ
φ(x′)
]
= iδ(d−1)(x− x′) + image terms . (5.73)
The two point function for the automorphic field is then given by the method of images as
〈0|φˆ(x)φˆ(x′)|0〉 =
∑
γ∈Γ
p(γ)〈0|φ(x)φ(γ−1x′)|0〉 , (5.74)
where 〈0|φ(x)φ(x′)|0〉 is the usual correlation function on Minkowski space.
As a model of a particle detector onM/Γ, we introduce onM a detector linearly coupled
to the automorphic field by
Hint = cm(τ)φˆ(τ) , (5.75)
with4
φˆ(τ) =
∫
dd−1ξ Wǫ(ξ)φˆ(x(τ, ξ)) . (5.76)
One might ask why we have not included in (5.75) image terms under Γ (that is one term
for each image of the detector). There are two obvious ways in which such terms could
be included. Firstly we could consider each image term in the sum to be weighted by the
representation p(γ). In certain situations, such as on Minkowski space with an infinite plane
boundary with Dirichlet boundary conditions this would however lead to the detector and its
image terms cancelling each other to give a vanishing interaction Hamiltonian. Alternatively
we could consider image terms without the representation weights. Then each image term
would be equal to that in (5.75) and so we would obtain the same results with an overall
(possibly infinite) normalisation factor, which can be absorbed in the coefficient c. We
therefore work with (5.75).
From (5.75), a discussion analogous to that in section 5.3.1 leads to the transition rate
4If we considered here φˆ(τ) = φˆ(x(τ)) with the usual iǫ regularization, again we would find as Schlicht
does in Minkowski space an unphysical result for the response of the uniformly accelerated detector on these
spacetimes. This is most easily seen by considering that the γ = I term (where I is the identity element) in
(5.74) is that found in Minkowski space.
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(to first order in perturbation theory)
F˙τ (ω) = 2
∫ ∞
0
dsRe
(
e−iωs〈0|φˆ(τ)φˆ(τ − s)|0〉
)
, (5.77)
where the correlation function for the automorphic field in (5.77), 〈0|φˆ(τ)φˆ(τ−s)|0〉, is given
by the method of images applied to (5.34) (see appendix E). Explicitly we have
〈0|φˆ(τ)φˆ(τ ′)|0〉 =
∑
γ∈Γ
p(γ)〈0|φ(τ)φ(γ−1τ ′)|0〉 . (5.78)
5.4.2 Scalar detector on M0
Recall that M0 is a quotient of 4-dimensional Minkowski space where the quotienting group
Γ is that generated by the isometry J0 : (t, x, y, z) 7→ (t, x, y, z+2a). The transition rate for
our detector is given by (5.77) with
〈0|φˆ(τ)φˆ(τ ′)|0〉 =
∑
n∈Z
ηn〈0|φ(τ)φ(Jn0 τ ′)|0〉 , (5.79)
where η = +1, (−1) are the representations of Γ, labelling untwisted (twisted) fields respec-
tively.
Inertial detector on M0
Consider first a detector following the inertial trajectory
t = τ(1 − v2)−1/2 , z = τv(1 − v2)−1/2 ,
x = x0 , y = y0 , (5.80)
where velocity −1 < v < 0, −∞ < τ < ∞ is the detector’s proper time and x0, y0 are
constants. Substituting the trajectory into (5.79) and then (5.77), we find that the transition
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rate for a detector switched on in the infinite past reads
F˙τ (ω) = − 1
4π2
∞∑
n=−∞
ηn
∫ ∞
−∞
ds
e−iωs
(s− 2iǫ)2 + 4nav(s− 2iǫ)(1− v2)−1/2 − (2na)2 . (5.81)
The integral may be done by residues. The result is
F˙τ (ω) = − (1− v
2)1/2
4πa
∞∑
n=−∞
ηn
sin(2ωna(1− v2)−1/2)
n
e
2ωnavi
(1−v2)1/2Θ(−ω) . (5.82)
As on Minkowski space the transition rate vanishes for ω > 0 while it is non-zero for ω < 0
although the rate of spontaneous emission is altered from the Minkowski rate due to the
non-trivial topology. The transition rate depends on velocity v due to the absence of a boost
Killing vector in the z direction on M0.
Consider now the limit as v → 0. By the isometries of M0 this gives the response of an
inertial detector that may have arbitrary velocity in the x or y directions. Then
F˙τ (ω) =
(
− ω
2π
+
1
2πa
∞∑
n=1
ηn
1
n
sin(−2nωa)
)
Θ(−ω) . (5.83)
In the case of an untwisted field, η = 1, the summation in (5.83) is recognized as the Fourier
series of the 2π-periodic function that on the interval (0, 2π) takes the form f(−2ωa) =
1
2 (π + 2ωa) (see e.g. [40]). We hence find
F˙τ (ω) =
([−ωa
π
]
+ 12
)
2a
Θ(−ω) , (5.84)
where [x] denotes the integer part of x. We plot πF˙τ/|ω| against |ω|a/π for ω < 0 in figure
5.1. For a twisted field, η = −1, we note (−1)n sin(nx) = sin(n(x + π)) and find
F˙τ (ω) =
[−ωa
π +
1
2
]
2a
Θ(−ω) . (5.85)
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Figure 5.1: Transition rate of an inertial detector on M0 for an untwisted scalar field. We
have taken ω < 0 and plotted πF˙τ (ω)/|ω| against |ω|a/π.
Uniformly accelerated detector
If we consider a detector following the worldline of uniform acceleration (5.17) we obtain,
again for the detector switched on at τ0 = −∞,
F˙τ (ω) =
ω
2π(e2παω − 1)
(
1 +
∞∑
n=1
ηn
sin [2αωarc sinh (na/α)]
naω
√
1 + n2a2/α2
)
, (5.86)
where the integral in the transition rate has again been done by residues. The result agrees
with that obtained by Louko and Marolf in [22]. The response is independent of τ . Moreover
it is thermal in the sense that it satisfies the KMS condition (5.55). There is however a break
from the purely Planckian form found on Minkowski space due to the image sum.
5.4.3 Minkowski space with an infinite plane boundary
In this subsection we consider a detector on d-dimensional Minkowski space5, with
Minkowski coordinates (t, x1, . . . , xd−1), with an infinite boundary at x1 = 0. Detectors
on this spacetime (in particular in the case of 4-dimensions) have been considered by a
number of authors (see e.g. [107, 108])6. However there has not been any presentations (as
5Throughout this section we consider d > 2.
6The case of Dirichlet boundary conditions for d = 4 has been the focus of some study recently on the
response of detectors to negative energy [97]. The authors of [97] considered the response of a finite time
detector travelling inertially parallel to the boundary. They found that the negative energy outside the
boundary (4.41) has the effect of decreasing the excitations which are present even in Minkowski space due
to the switching of the detector.
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far as the author is aware) of the time dependent response for an inertial or uniformly ac-
celerated observer who approaches the boundary from infinity. The results in this section
are interesting also as a preliminary calculation before the response of detectors on M− is
considered. Many of the features seen here will also be observed there, but in a simpler con-
text as there is no compact direction and therefore the image sum is finite. Further we will
see in section 5.9.2 that the response of a uniformly accelerated detector on 4-dimensional
Minkwoski space with an infinite plane boundary is very closely related to the response of
an inertial detector coupled to a conformal scalar field in RP3 de Sitter spacetime [100].
Again the discussion of section 5.4.1 follows through and the transition rate is given by
(5.77) where now the automorphic correlation function is
〈0|φˆ(τ)φˆ(τ ′)|0〉 =
∑
n=0,1
βn〈0|φ(τ)φ(Jnb τ ′)|0〉 , (5.87)
where Jb : (t, x1, x2, . . . , xd−1) 7→ (t,−x1, x2, . . . , xd−1) and β = +1, (−1), which label Neu-
mann and (Dirichlet) boundary conditions respectively. We note here that on 4-dimensional
Minkowski space with boundary at x = 0 the renormalized expectation values 〈0|Tµν |0〉 of
the energy-momentum tensor in the vacuum state induced by the Minkowski vacuum were
given in section 4.2.3. For the minimally coupled massless scalar field they reduce to
〈0|Ttt|0〉 = −〈0|Tyy|0〉 = −〈0|Tzz|0〉 = β 1
16π2x4
, 〈0|Txx|0〉 = 0 . (5.88)
Inertial detector
Firstly we consider an inertial detector with motion parallel to the boundary. Due to the
isometries of the spacetime we may consider, without loss of generality, the trajectory t = τ ,
x1 = λ, xi = 0 for 1 < i ≤ d− 1 where λ, the distance from the boundary, is constant. The
transition rate contains two terms. The first one comes from the first term in the boundary
space correlation function (5.87) and equals the corresponding transition rate on Minkowski
space. For a detector switched on in the infinite past this is given by (5.38). The second
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term, comes from the image term in (5.87), and is given by
F˙Bτ (ω) =
βΓ(d/2− 1)
4πd/2
∫ ∞
−∞
ds
e−iωs
[i2(s− 2iǫ)2 + (2λ)2]d/2−1 . (5.89)
The integral in (5.89) can be evaluated by residues. Specialising to 4 dimensions, the total
transition rate including the Minkowski part is found to be
F˙τ (ω) =
(
− ω
2π
− β
4πλ
sin(2ωλ)
)
Θ(−ω) . (5.90)
In figure 5.2 we plot F˙τ (ω)/|ω| against |ω|λ for Neumann boundary conditions. On the
boundary the rate is twice that in Minkowski space, while far from the boundary the rate
becomes that on Minkowski space. For Dirichlet boundary conditions the transition rate
vanishes on the boundary as expected. Our results agree with those in [107].
Figure 5.2: Transition rate for inertial detector moving parallel to the boundary, as a function
of distance λ from the boundary. We have taken ω < 0 and plotted F˙τ (ω)/|ω| against |ω|λ
for Neumann boundary conditions.
As on Minkowski space the response can be related to the local density of states and the
difference from the Minkowski result can be attributed to the difference in the density of
states. For example in the case of 4-dimensional Minkowski space with Dirichlet boundary
conditions on the boundary we have mode solutions to the Klein Gordon equation of the
106
Chapter 5: Particle detector models 5.4 Quotients of Minkowski space
form uk(x) =
e−iωt
(4π3ω)1/2
ei(kyy+kzz) sin(kxx). From (5.41) the density of states is thus
ρB(ω,x) =
∫
d3k
2π3
sin2(kxx)δ(|k| − ω) . (5.91)
The integral may be done by moving to spherical coordinates, with the result
ρB(ω,x) =
ω2
2π2
(
1− sin(2ωx)
2ωx
)
Θ(ω) . (5.92)
Hence F˙τ (ω) = −πωΘ(−ω)ρB(|ω|,x)|x=λ.
Inertial detectors with motion parallel to the boundary and switched on at a finite time
are considered in [96, 97].
Next, restricting ourselves to d = 4 again, we consider an inertial detector approaching
the boundary from infinity following the worldline
t = τ(1− v2)−1/2 , x = τv(1 − v2)−1/2 ,
y = y0 , z = z0 , (5.93)
with −1 < v < 0 and −∞ < τ < 0. We expect the response in this case to be dependent on
proper time τ , as the boundary breaks the translation invariance of Minkowski space in the
x-direction.
Again the transition rate is in two parts. The Minkowski part (the n = 0 term) will lead
again to the Minkowski space rate (5.38). For a detector switched on the the infinite past
this part reads
F˙Mτ (ω) = − ω
2π
Θ(−ω) , (5.94)
where Θ(−ω) is a step function, and M denotes that this is the Minkowski term. The
Minkowski term of course is independent of τ . It is the image term in the correlation
function which leads to a τ -dependent result. The image part of the transition rate is
F˙Bτ (ω) = − β
2π2
(1− v2) lim
ǫ→0
∫ ∞
0
dsRe
(
e−iωs
(s− 2iǫ)2 − v2(s− 2τ)2
)
. (5.95)
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The integral may be evaluated, using some contour arguments, in terms of sine and cosine
integrals (see appendix F). We find
F˙τ (ω) = − β
2π2(b + c)
(−Ci(b|ω|) cos(b|ω|)− si(b|ω|) sin(b|ω|)
+Ci(c|ω|) cos(c|ω|) + si(c|ω|) sin(c|ω|) + 2π sin(bω)Θ(−ω)) , (5.96)
where Ci, si are the cosine and shifted sine integrals [106], b = 2vτ/(1+v) and c = 2vτ/(1−v).
In figure 5.3 we plot F˙τ (ω)/|ω| against |ω|τ for ω > 0, Neumann boundary conditions
and for various values of v. We note that for ω > 0 the transition rate is non-zero, in contrast
Figure 5.3: Transition rate for inertial detector approaching boundary with Neumann bound-
ary conditions and ω > 0. F˙τ (ω)/|ω| is plotted against |ω|τ for v = −1/2 (lower curve near
the axis), v = −1/3 and v = −1/4 (upper curve).
to the response of an inertial detector travelling parallel to the boundary, and diverges as
the boundary is reached. For ω < 0 recall that the Minkowski part of the transition rate is
non zero. We plot the total rate for ω < 0 in figure 5.4. In both cases the response depends
on the velocity, as expected since there is no boost isometry in the x-direction. Further in
both cases we may show that the divergence at x = 0 goes as 1/τ and so is weaker than
that in the energy expectation values (5.88). It can also be verified that the transition rate
dies off at τ = −∞ as O(1/τ3). Further numerical evidence suggests that the divergences
persist for a detector that is switched on at a finite time.
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Figure 5.4: Transition rate for inertial detector approaching boundary with Neumann bound-
ary conditions and ω < 0. F˙τ (ω)/|ω| is plotted against |ω|τ for v = −1/2 (lower curve),
v = −1/3 and v = −1/4 (upper curve).
Uniformly accelerated detectors
Consider now a uniformly accelerated detector with acceleration parallel to the boundary
and switched on in the infinite past. We may consider without loss of generality the worldline
t = α sinh(τ/α) ,
x1 = λ ,
x2 = α cosh(τ/α) ,
xi = 0 , 2 < i ≤ d− 1 . (5.97)
The response again is in two parts. The first term in (5.87) leads to the thermal transition
rate an accelerated detector on Minkowski space (5.53). Restricting to four dimensions, the
boundary part of the transition rate is
F˙Bτ (ω) = − β
4π2
∫ ∞
−∞
ds
e−iωs(
4
(
α sinh( s2α )− iǫ cosh( s2α )
)2 − (2λ)2) . (5.98)
The integral can be done by residues. The result is
F˙Bτ (ω) =
β
4π
α
λ(α2 + λ2)1/2
1
(e2πωα − 1) sin(2ωαarcsinh(λ/α)) (5.99)
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which agrees with [107]. The response is thermal in the sense that it satisfies the KMS
condition at temperature T = (2πα)−1. In [107] the authors further show that the response
is related to the local density of Rindler states here.
Now let us consider the uniformly accelerated worldline (5.17). The acceleration is now
perpendicular to the boundary. We begin by considering the detector switched on in the
infinite past. The Minkowski part of the correlation function again leads to the thermal
response (5.53). The image term on worldline (5.17) gives
〈0|φ(τ)φ(JBτ ′)|0〉 = βΓ[d/2− 1]
4πd/2
(
(4α2 + 4ǫ2) cosh2
(
τ+τ ′
2α
))d/2−1 , (5.100)
where again β = 1, (−1) labels Neumann (Dirichlet) boundary conditions. It may be argued
by the dominated convergence theorem that the ǫ can be dropped when calculating the
transition rate. The geometrical reason is that the worldline and its image under JB are
totally spacelike separated, and so the correlation function required in the transition rate
contains no divergences in the integration region.
The image term of the transition rate is thus
F˙Bτ (ω) =
βΓ[d/2− 1]
2πd/2
∫ ∞
0
ds
cos(ωs)(
2α cosh
(
2τ−s
2α
))d−2 . (5.101)
We see immediately that this part of the transition rate is even in ω and hence the boundary
term breaks the KMS condition (5.55). In this sense the response is non-thermal and non-
Planckian.
Consider now the four-dimensional case. When τ = 0 we can do the integral in (5.101)
analytically, with the result
F˙B0(ω) =
βω
4π sinh(ωπα)
. (5.102)
For general τ we may compute the integral numerically for different values of α, τ and ω.
We have done this on Maple. For α = 1 we find the total transition rate (including the
thermal part) displayed in figure 5.5. Note that at many times τ the image part dominates
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Figure 5.5: Transition rate for uniformly accelerated detector approaching boundary with
Neumann boundary conditions, for α = 1, ω = 1 (upper curve), ω = 1.5 and ω = 2 (lower
curve).
the Minkowski part. Further we can prove analytically that the image part of the transition
rate is given by
F˙Bτ (ω) =
βω cos(2τω)
2π sinh(ωπα)
+Bτ (ω) , (5.103)
where the function Bτ (ω) is bounded in absolute value by
β
2π2αe
− 2τα (see appendix G).
Therefore for large but finite τ the image part of the transition rate is found not to tend to
0 but instead is periodic in τ with period π/ω.7 This is a property only of the transition
rate of a detector which is turned on in the infinite past.
Considering now a detector switched on at finite time τ0 (which recall is the more realistic
situation). The image part of the transition rate is given by (5.101) with the upper limit of
the integral replaced by τ − τ0. In figure 5.6 we plot this image part of the transition rate
only, when the switching of the detector is instantaneous for, τ0 = −15, α = 1 and ω = 1.
We see that when the detector is switched on only for a finite time the transition rate is
periodic for some time however falls off to the usual thermal response at late τ . In appendix
G we present an analytic proof of this, i.e. that the boundary part of the response vanishes
in the limit as τ →∞ when the detector is switched on at a finite time.
Recall that in the case of instantaneous switching it was found that even for the inertial
7In appendix G we prove that for arbitrary dimension the image part of the transition rate consists of a
term periodic in τ with period π/ω plus a term bounded in absolute value by (constant)e−
(d−2)τ
2α .
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Figure 5.6: Image term of the transition rate of a uniformly accelerated detector approaching
the boundary with Neumann boundary conditions for a detector switched on at τ0 = −15,
for α = 1, ω = 1.
detector in Minkowski space the response function includes a logarithmic divergence [79].
The transition rate however, although altered from the infinite time case, is finite for all non-
zero finite time detections. Further in [81] it was shown that the divergence in the response
rate is due to the instantaneous switching: if the detector is switched on smoothly, no
divergence occurs. It is interesting then to briefly investigate the effect of smooth switching
on the results obtained above. We introduce therefore a smooth window function in time τ
into the transition rate (5.11), that is we consider the rate
F˙τ,τ0(ω) = 2
∫ ∞
0
dsW (s, τ − τ0)Re
(
e−iωs〈0|φ(τ)φ(τ − s)|0〉) , (5.104)
whereW (s, τ−τ0) is a smooth window function with characteristic length τ−τ0, ieW (s, τ−
τ0) ≈ 1 for s << τ − τ0 and W (s, τ − τ0) ≈ 0 for s >> τ − τ0. In particular we consider
exponential and Gaussian switching functions
W1(s, τ − τ0) = e−
|s|
τ−τ0 , (5.105)
W2(s, τ − τ0) = e−
s2
2(τ−τ0)
2 . (5.106)
The effect of these window functions on the response of a uniformly accelerated detector in
Minkowski space was investigated in [82]. Here we will only consider the effect on the image
part of the transition rate on Minkowski space with boundary. Substituting the image term
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(5.100) and one of the window functions (5.105), (5.106) into the transition rate (5.104), we
may calculate the integral numerically. In figures 5.7 and 5.8 we plot the transition rate in
4-dimensions for a sample of the parameters and with exponential and Gaussian switching
respectively. The numerical results suggest that in all cases of finite time detection the
Figure 5.7: Image term of the transition rate of a uniformly accelerated detector approaching
boundary with Neumann boundary conditions for a detector switched on at τ0 = −15 with
an exponential switching function, for α = 1, ω = 1.
Figure 5.8: Image term of the transition rate of a uniformly accelerated detector approaching
boundary with Neumann boundary conditions for a detector switched on at τ0 = −15 with
a Gaussian switching function, for α = 1, ω = 1.
image part of the transition rate tends to 0 as the detection time tends to infinity. That
is, the transition rate tends to that on Minkowski space in this limit, as expected as in this
limit the detector recedes infinitely far from the boundary. It is an interesting result that
this was not the case for a detector switched on in the infinite past.
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5.4.4 Conical singularity and generalisations
In this section we consider the response of a uniformly accelerated detector following tra-
jectory (5.17) on the quotient space of Minkowski space under the group generated by the
involution Jc2 : (t, x, y, z) 7→ (t,−x,−y, z). Further we consider the higher dimensional gen-
eralisation of this spacetime constructed as the quotient of d-dimensional Minkowski space
under the involution Jck : (t, x1, x2, . . . xd−1) 7→ (t,−x1,−x2,− . . . − xk, xk+1, . . . , xd−1)
where 1 < k < d. For reasons discussed later the response on these higher dimensional
spaces will be relevant when we consider the response of static detectors on the RP3 geon
in section 5.7 and inertial detectors on RP3 de Sitter space in section 5.9.
These spacetimes are conifolds [109, 110]. As quotients of Minkowski space under an
involution with fixed points they are flat away from these (d− k)-dimensional hypersurfaces
of fixed points but may be considered to have a distributional curvature on them (see
e.g [111, 112]). The spacetime M/Jc2 is sometimes referred to as a conical spacetime as
it has a conical singularity at x1 = x2 = 0. Transforming to cylindrical coordinates by
x1 = r cosφ, x2 = r sinφ, the isometry takes the form Jc2 : (t, r, φ, x3, . . . xd−1) 7→ (t, r, φ +
π, x3, . . . , xd−1) and the metric reads
ds2 = dt2 − dr2 − r2dφ2 − (dx3)2 − · · · − (dxd−1)2 , (5.107)
where dr2 + r2dφ2 with the identification (r, φ) ∼ (r, φ + π) is the metric on a cone with
deficit angle π. In 4 dimensions M/Jc2 may be considered as the spacetime outside an
idealized, cosmic string with “gravitational mass per unit length” µ = 1/8 (see [113]).
First we note that for an inertial or uniformly accelerated detector whose motion is in any
direction xi with k < i < d, the response on these spacetimes will be the same as that of a
detector at rest or accelerating parallel to the boundary on Minkowski space with boundary
(where λ in (5.90) and (5.99) is now given by the shortest distance of the detector to the
hypersurface of fixed points λ =
(
(x1)
2 + (x2)
2 + · · ·+ (xk)2
)1/2
). This can be clearly seen
by directly comparing the correlation functions in both cases.
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Consider now a particle detector uniformly accelerated with trajectory (5.17) in the
spacetime M/Jck . Again as Jck is an involution the correlation function consists of two
terms,
〈0|φˆ(τ)φˆ(τ ′)|0〉 = 〈0|φ(τ)φ(τ ′)|0〉+ β〈0|φ(τ)φ(Jck τ ′)|0〉 , (5.108)
where β = +1, (−1) label the two possibilities for the representations of the group in the
automorphic field expansion (5.72). Consider first a detector switched on at τ0 = −∞. The
first term, when substituted into the transition rate (5.77) on the worldline (5.17), leads to
the thermal response in Minkowski space (5.53). The image term is
β〈0|φ(τ)φ(Jck τ ′)|0〉 =
βΓ[d/2− 1]
4πd/2
(
4α2 cosh2
(
2τ−s
2α
)
+ Ck
)d/2−1 , (5.109)
where Ck =
∑k
m=2(2xm)
2. As the trajectory and its image are totally spacelike separated
we have dropped the regularization in the above expression. The transition rate for this
part is then
F˙Iτ(ω) =
βΓ[d/2− 1]
2πd/2
∫ ∞
0
ds
cos(ωs)(
4α2 cosh2
(
2τ−s
2α
)
+ Ck
)d/2−1 . (5.110)
(5.110) is even in ω and so the image term breaks the KMS condition and the response
is non-thermal and non-Planckian. Further with a similar calculation to that of appendix
G we may prove that (5.110) consists of a term periodic in τ with period π/ω and a term
which decays exponentially as τ →∞. The qualitative behaviour is therefore similar to that
of the uniformly accelerated detector on M with boundary, investigated in section 5.4.3. As
in section 5.4.3 it can be shown also here that for a detector switched on at τ0 > −∞ the
image part of the transition rate tends to 0 as τ →∞.
For a detector that accelerates towards the surface of fixed points of the involution, that
is in the direction r = ((x1)
2 + (x2)
2 + · · · + (xk)2)1/2, the response is identical to that
on Minkowski space with boundary with acceleration perpendicular to the boundary. In
sections 5.7 and 5.9 we shall plot (5.110) for some specific values of d and k numerically.
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We end this section with a comment on more general cosmic string spacetimes. The
methods used above could be easily applied to a larger class of idealized cosmic string
spacetimes for which the metric is (5.107), with the identification (r, φ) ∼ (r, φ+π/n) where
n ∈ Z (and thus a deficit angle of π(2− 1/n)), as in these cases the correlation function may
be given by a mode sum. Detectors with motion parallel to such cosmic strings have been
considered by [114, 115]. Their main conclusions, which agree with ours here where they
overlap, are that the detector does respond to the presence of the string in a manner which
depends on its distance from the string. Our results above and in the previous subsection
add to the discussion, as we have been able to show the behaviour of detectors when motion
is perpendicular to the string for the specific case of n = 1. Numerical evaluations of the
transition rate for any n could be done in a similar way, but we shall not pursue this further
here. It is important to note however this class of cosmic strings does not include realistic
cosmic strings of the GUT scale where the deficit angle is ≈ 10−5.
5.4.5 Scalar detector on M−
Finally let us consider M−. Recall that M− is a quotient of Minkowski space (or of M0,
it being a double cover of M−) under the map J− : (t, x, y, z) 7→ (t,−x,−y, z + a). Again
we may use the method of images to find the correlation function for the automorphic field,
with the result
〈0|φˆ(τ)φˆ(τ ′)|0〉 =
∑
n∈Z
〈0|φ(τ)φ(J−τ ′)|0〉 . (5.111)
The transition rate is given by (5.77).
Inertial detector
Considering a detector following the inertial trajectory (5.93). The transition rate may again
be split into two parts. The first comes from the M0 part in the image sum (the even n
terms in (5.111)) and will lead to the same response as on M0 (5.84). The other part (due
to odd n terms in (5.111)) is similar to the boundary part of such a detector on M with
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boundary, giving in the transition rate the contribution
F˙Iτ(ω) = −
1
2π2
(1− v2)
∞∑
n=−∞
1
Cn +Bn
(−Ci(Bn|ω|) cos(Bn|ω|)
−si(Bn|ω|) sin(Bn|ω|) + Ci(Cn|ω|) cos(Cn|ω|) + si(Cn|ω|) sin(Cn|ω|)
+2π sin(Bnω)Θ(−ω)) , (5.112)
where
Bn =
−4τv2 + (16τ2v2 + 4(1− v2)2((2y0)2 + (2na+ a)2))1/2
2(1− v2) , (5.113)
Cn =
+4τv2 + (16τ2v2 + 4(1− v2)2((2y0)2 + (2na+ a)2))1/2
2(1− v2) . (5.114)
In contrast to the analogous result on M with boundary, there is no divergence here
at x = 0 as there is no obstruction there and the inertial detector on M− carries through
x = 0 smoothly. Note that on M− the energy-momentum tensor expectation values are
finite over the whole spacetime (see e.g. [22] or the massless limits of the results found in
section 4.2.2), while on M with boundary they diverge at x = 0. For ω > 0 the M0 part of
the transition rate vanishes while the image part is odd in τ . Further, numerical evaluations
of the sum indicate that it is non-zero. Here therefore we have an example of a spacetime
and trajectory with no pathologies at all where the total transition rate is negative for some
values of proper time τ . The response depends on the velocity as t∂x + x∂t is not a Killing
vector on M−.
Uniformly accelerated detector
Consider a detector following the uniformly accelerated worldline (5.17). Again the correla-
tion function is in two parts. The part coming from the M0 part of the image sum is given
by the corresponding response on M0 ((5.86) with η = −1). This part satisfies the KMS
condition and so in this sense is thermal. The “image” part is then somewhat similar to the
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boundary part found in the case of M with boundary. The transition rate for this term is
F˙Iτ (ω) =
1
2π2
∞∑
n=−∞
∫ ∞
0
ds
cos(ωs)
4α2 cosh2
(
2τ−s
2α
)
+ 4y20 + a
2(2n− 1)2 , (5.115)
where y0 is the y coordinate of the detector. As on Minkowski space with boundary this
image part of the transition rate is even in ω and so breaks the KMS condition. The
transition rate is thus non-thermal and non-Planckian. With a similar calculation to that
done in appendix G we find
F˙Iτ (ω) =
∞∑
n=−∞
(
α cos(2τω) sin
(
αωarccosh
(
cn
2α2
))
π(c2n − 4α4)1/2 sinh(ωπα)
+Bn,τ (ω)
)
, (5.116)
where cn = 2α
2 + 4y20 + (2na − a)2, and each Bn,τ (ω) is bounded by 1/(2π2α)e−2τ/α.
Further we show in appendix G that the sum of Bn,τ (ω) over n is bounded by a function
which exponentially decays as τ → ∞. We see as with the detector on M with boundary
for large τ the response becomes periodic in τ with period π/ω.
We may investigate the general case here numerically. An analytic result is easy to find
in the case when τ = 0, with the result
F˙I0(ω) =
α
2π
∞∑
n=−∞
sin
(
αωarccosh
(
cn
2α2
))
(c2n − 4α4)1/2 sinh(ωπα)
. (5.117)
For a detector switched on instantaneously at a finite time τ0 > −∞ an analytic calcu-
lation (see appendix G) shows that the difference between the response on M− and that on
M0 dies off as τ →∞, as would be expected far away from x = 0. It is an interesting point
that this is not the case for the detector switched on the infinite past.
This clarifies and adds to the discussion on particle detectors given in [22].
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5.5 Causal detector with non-linear coupling
In this section we extend the detector model to non-linear couplings. The aim is to see
whether the formalism adapts easily to this case. The non-linear case is also interesting in
that it is a step towards the Dirac detector considered in section 5.6.
5.5.1 Minkowski space
The detector model is similar to that section 5.3 except in that the interaction Hamiltonian
is taken to be
Hint = cm(τ)φ
n(τ) , (5.118)
where n is an integer greater than 1. Again we assume the field is in its ground state and
detector in a state with energy E0 at τ = τ0, and we seek the probability that the detector
is found in state |E1〉 at later time τ1 > τ0. This probability is found to be, to first order in
perturbation theory
∑
ψ
|〈ψ,E1|0, E0〉|2 = c2|〈E1|m(0)|E0〉|2
∫ τ1
τ0
dτ
∫ τ1
τ0
dτ ′e−iω(τ−τ
′)〈0|φn(τ)φn(τ ′)|0〉 ,
(5.119)
with ω = E1 − E0. The response function is
Fτ (ω) =
∫ τ1
τ0
dτ
∫ τ1
τ0
dτ ′e−iω(τ−τ
′)〈0|φn(τ)φn(τ ′)|0〉 , (5.120)
and the transition rate is given by
F˙τ (ω) = 2
∫ ∞
0
dsRe
(
e−iωs〈0|φn(τ)φn(τ − s)|0〉) , (5.121)
where we have used the property 〈0|φn(τ ′)φn(τ)|0〉 = 〈0|φn(τ)φn(τ ′)|0〉∗, which follows from
φ being a self adjoint operator, and have taken τ0 = −∞ and τ1 = τ . Finite time detectors
are easily considered by changing the upper limit in (5.121) to τ − τ0.
For this non-linear coupling there are added issues not present in the linear case due to
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the interaction Lagrangian involving the product of the field taken at the same point. As
a result the usual field theoretic divergence here must be dealt with in a suitable manner.
We explain here the procedure on Minkowski space. The additional subtleties that arise
for automorphic fields will be addressed in section 5.5.2 (see [108] for a discussion on this
point).
Instead of the interaction Hamiltonian (5.118), we are in fact led to consider a normal
ordered version, Hint = cm(τ) : φ
n(τ) :. Then in (5.121) 〈0|φn(τ)φn(τ ′)|0〉 is replaced by
〈0| : φn(τ) :: φn(τ ′) : |0〉 and by Wick’s theorem we obtain
〈0| : φn(τ) :: φn(τ ′) : |0〉 = n!〈0|φ(τ)φ(τ ′)|0〉n . (5.122)
Alternatively using the original Hamiltonian (5.118) we are also led to (5.122) by expanding
the 2n-point function in terms of 2-point functions and replacing any divergent quantities
with their renormalized expectation values, such as replacing 〈0|φ2(x)|0〉 with 〈0| : φ2(x) :
|0〉. These renormalized expectation values vanish on Minkowski space.
Putting (5.122) into (5.121), we are led to a very similar expression for the transition
rate as in the linear case. Further it is clear from a direct calculation that if we consider
the uniformly accelerated worldline and the usual correlation function (5.15) in (5.122) we
obtain a τ -dependent expression. Further a numerical evaluation of the transition rate for
n = 2 shows that the transition rate is also τ -dependent even in the ǫ → 0 limit. We see
no reason why this would not also be the case for general n. This suggests that as for the
linear coupling we need to seek out a different regularization of the correlation function. We
therefore consider a smeared field operator (5.19) in the interaction Hamiltonian (5.118).
The transition rate is still given by (5.121) but now φ(τ) is the smeared field operator,
and we are led to an expression analogous to (5.122) with no added complications due to
the smearing. The transition rate therefore depends on 〈0|φ(τ)φ(τ ′)|0〉 and so using the
smeared field operator (5.19) with the Lorentzian profile function (5.21) we are clearly led
to the regularization (5.34) for this correlation function.
Consider again a uniformly accelerated detector. We have already seen that Schlicht’s
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correlation function on this worldline is given, for d > 2, by (5.51). Substituting (5.51) into
transition rate (5.121) we obtain
F˙τ (ω) =
(
− Γ[d/2− 1]
id−2(4π)d/2
)n
n! lim
ǫ→0
∫ ∞
−∞
ds
e−iωs(
α sinh
(
s
2α
)− iǫ cosh ( s2α))n(d−2) . (5.123)
The integral may be performed by contour methods (see appendix B). The result is
F˙τ (ω) =
(
Γ[d/2− 1]
4πd/2
)n
n!
2π
2d−2Γ[m]αm−1
×


αω
(e2πωα−1)
∏m/2−1
l=1
((
m
2 − l
)2
+ α2ω2
)
m even
1
(e2πωα+1)
∏(m−1)/2
l=1
((
m
2 − l
)2
+ α2ω2
)
m odd
, (5.124)
wherem = n(d−2), and form = 4 the product over l is set to 1. The response is independent
of τ and satisfies the KMS condition (5.55) at the temperature T = (2πα)−1. It also contains
the expected statistics inversions for different values of dimensions and couplings and agrees
with the literature (e.g [74]).
5.5.2 Automorphic fields
For the non-linearly coupled detectors on quotients of Minkowski space, we consider detectors
coupled to automorphic fields in Minkowski space as in section 5.4. We specialize in this
section to the case n = 2 (though the case of higher order will follow in an analogous way).
The automorphic field is defined as previously by
φˆ(x) =
1(∑
γ∈Γ p(γ)2
)1/2 ∑
γ∈Γ
p(γ)φ(γ−1x) . (5.125)
We consider a monopole detector coupled to the automorphic field via the interaction Hamil-
tonian
Hint = cm(τ)φˆ
2(τ) , (5.126)
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with
φˆ(τ) =
∫
dd−1ξ f(ξ)φˆ(x(τ, ξ)) , (5.127)
where ξ has the same meaning as in the previous sections. Following the arguments of the
previous sections, the transition rate is found to be
F˙τ (ω) = 2
∫ ∞
0
dsRe
(
e−iωs〈0|φˆ2(τ)φˆ2(τ − s)|0〉
)
. (5.128)
We need to address the infinities in (5.128). We first note that (5.125), (5.127) and the
usual expansion of the Minkowski field operator φ in terms of annihilation and creation
operators leads to Wick’s theorem for φˆ in the form
〈0|φˆ(τ1)φˆ(τ2)φˆ(τ3)φˆ(τ4)|0〉 = 〈0|φˆ(τ1)φˆ(τ4)|0〉〈0|φˆ(τ2)φˆ(τ3)|0〉
+〈0|φˆ(τ1)φˆ(τ3)|0〉〈0|φˆ(τ2)φˆ(τ4)|0〉
+〈0|φˆ(τ1)φˆ(τ2)|0〉〈0|φˆ(τ3)φˆ(τ4)|0〉 . (5.129)
Setting τ1 = τ2 = τ and τ3 = τ4 = τ
′ yields
〈0|φˆ2(τ)φˆ2(τ ′)|0〉 = 2〈0|φˆ(τ)φˆ(τ ′)|0〉2 + 〈0|φˆ2(τ)|0〉〈0|φˆ2(τ ′)|0〉 . (5.130)
The divergent term in (5.130) is the second term.
We remove the divergence by normal ordering the interaction HamiltonianHint = cm(τ) :
φˆ2(τ) : with respect to the Minkowski vacuum. This renormalization procedure is equiva-
lent to subtracting off the divergent Minkowski terms. In (5.130) 〈0|φˆ2(τ)φˆ2(τ ′)|0〉 is thus
replaced by
〈0| : φˆ2(τ) :: φˆ2(τ ′) : |0〉 = 2〈0|φˆ(τ)φˆ(τ ′)|0〉2 + 〈0| : φˆ2(τ) : |0〉〈0| : φˆ2(τ ′) : |0〉 , (5.131)
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where
〈0| : φˆ2(τ) : |0〉 = 〈0|φˆ2(τ)|0〉 − 〈0|φ2(τ)|0〉 ,
= lim
τ ′→τ
[〈0|φˆ(τ)φˆ(τ ′)|0〉 − 〈0|φ(τ)φ(τ ′)|0〉] ,
=
∑
γ∈Γ\{Id}
p(γ)〈0|φ(τ)φ(γ−1τ)|0〉 . (5.132)
In the last equality in (5.132) we have used the method of images expression (5.74) for the
correlation function of the automorphic field.
Consider now, as an example, a uniformly accelerated detector, following the trajectory
(5.17), on 4-dimensional Minkowski space with boundary at x = 0. We have already seen
in section 5.4.3 that the two point function in this case takes the form
〈0|φˆ(τ)φˆ(τ ′)|0〉 = − 1
16π2
1(
α sinh( τ−τ ′2α )− iǫ cosh( τ−τ
′
2α )
)2 + β16π2α2 1cosh2( τ+τ ′2α ) . (5.133)
Further from (5.132) we have
〈0| : φˆ2(τ) : |0〉 = β
16π2α2
1
cosh2( τα )
, (5.134)
where the ǫ → 0 limit has been taken before doing the transition rate integral as can be
argued by the dominated convergence theorem. Substituting (5.133) and (5.134) into (5.131)
and then (5.128) we have a transition rate with 4 terms. The first term comes from the
Minkowski parts of the image sum and so leads to the usual thermal spectrum. The other
three terms however break the KMS condition leading to a non-thermal response, due to
the presence of the boundary. We shall not discuss the calculation further here. For more
details of the response function for finite time observations in this case see [108].
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5.6 Causal detector for the Dirac field
5.6.1 Minkowski space
In this section we extend the causal detector to the massless Dirac field in 4-dimensional
Minkowski space. The detector is still a many-level quantum mechanical system with free
Hamiltonian HD. However now the detector moves through a massless Dirac field ψ (with
free Hamiltonian Hψ) in Minkowski space to which it is coupled via the interaction Hamil-
tonian
Hint = cm(τ)ψ¯(τ)ψ(τ) , (5.135)
where ψ¯ = ψ†γ0, and ψ(τ) = ψ(x(τ)). The equation of motion for the free field ψ is the
massless free Dirac equation iγµ∂µψ = 0. We choose a basis of solutions and expand the field
in terms of this basis. We work throughout with the standard representation of γ matrices,
γ0 =

 1 0
0 −1

 , γi =

 0 σi
−σi 0

 , (5.136)
where σi are the Pauli matrices, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
and σ3 =
(
1 0
0 −1
)
. Then
ψ(t,x) =
∑
s=1,2
∫
d3k
(2(2π)3)
1
2
[
bs(k)u(k, s)e
−iωt+ikx + d†s(k)v(k, s)e
iωt−ikx] , (5.137)
where
u(k, 1) =


1
0
kz
ω
k+
ω


, u(k, 2) =


0
1
k−
ω
−kz
ω


, (5.138)
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and
v(k, 1) =


kz
ω
k+
ω
1
0


, v(k, 2) =


k−
ω
−kz
ω
0
1


, (5.139)
with k± = kx ± iky. The modes in the expansion (5.137) are expressed in terms of a stan-
dard Minkowski vierbein, aligned along Minkowski coordinate axes, and they are suitably
orthonormal with respect to the usual Dirac inner product in Minkowski space,
〈ψ1, ψ2〉 =
∫
d3xψ†1ψ2 . (5.140)
The free field is then quantized in the usual manner, imposing the usual anticommutation
relations on the annihilation/creation operators,
{
bs(k), b
†
s′(k)
}
= δss′δ(k− k′) , (5.141)
and similarly for the d operators, with all mixed anticommutators vanishing.
We assume again that at time τ0 the full interacting field is in the product state |0, E0〉 =
|0〉|E0〉. Working in the interaction picture we find, to first order in perturbation theory,
that the probability that at a later time τ1 > τ0 the detector is found in state |E1〉 is
∑
Ψ
|〈Ψ, E1|0, E0〉|2 = c2|〈E1|m(0)|E0〉|2
∫ τ1
τ0
dτ
∫ τ1
τ0
dτ ′e−iω(τ−τ
′)
×〈0|ψ¯(τ)ψ(τ)ψ¯(τ ′)ψ(τ ′)|0〉 , (5.142)
with ω = E1 − E0. Once again we shall concentrate on the response function part. With
the same change of coordinates as in section 5.3.1, this part may be written as
Fτ1,τ0(ω) = 2
∫ τ1
τ0
du
∫ u−τ0
0
dsRe(e−iωs〈0ψ¯(u)ψ(u)ψ¯(u − s)ψ(u− s)|0〉) . (5.143)
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We have used the relation 〈0|ψ¯(τ)ψ(τ)ψ¯(τ ′)ψ(τ ′)|0〉 = 〈0|ψ¯(τ ′)ψ(τ ′)ψ¯(τ)ψ(τ)|0〉∗ , which
follows from the axioms of inner products and (ψ¯(τ ′)ψ(τ ′))† = ψ¯(τ ′)ψ(τ ′). Finally, as in
the scalar case, we let the detector be switched on in the infinite past and differentiate with
respect to τ1 = τ to get the transition rate, with the result
F˙τ (ω) = 2
∫ ∞
0
dsRe
(
e−iωs〈0|ψ¯(τ)ψ(τ)ψ¯(τ − s)ψ(τ − s)|0〉) . (5.144)
Further here we find
〈0|ψ¯(τ)ψ(τ)ψ¯(τ ′)ψ(τ ′)|0〉 = Tr((S+M (τ, τ ′))2) , (5.145)
where Tr is the trace and S+M (τ, τ
′) = 〈0|ψ(τ)ψ¯(τ ′)|0〉 is the positive frequency Wightman
function which is related to the positive frequency scalar Wightman function by (see e.g [1])
S+M (τ, τ
′) = iγµ∂µG+M (τ, τ
′) . (5.146)
To prove expression (5.145) a straigtforward, but rather messy, calculation was used where
the expansion of the field (5.137) was substituted directly into the correlation function
〈0|ψ¯(τ1)ψ(τ2)ψ¯(τ3)ψ(τ4)|0〉 and use was made of the anticommutation relations (5.141),
setting τ1 = τ2 = τ , τ3 = τ4 = τ
′ at the end. We note here that all expressions for the
response are independent of the vierbein used to express the ψ field. This is due to the form
of Hint (5.135) which is a Lorentz scalar. In the case of a massive Dirac field in Minkowski
space (5.145) contains a second term proportional to Tr(S+M (τ, τ
′))Tr(S−M (τ
′, τ)). Here in
the massless case this term does not enter as Tr(S+M (τ, τ
′)) = 0 for any worldline.
Consider the uniformly accelerated worldline (5.17). Again a numerical calculation shows
that if we use the usual correlation function, i.e. with the iǫ regularization, for the scalar
field (5.15) in the expressions above we will get a τ -dependent result for the transition rate
(5.144) even in the ǫ→ 0 limit. We are thus led once again to consider an alternative setup
where we use a smeared form for the field operator in the interaction Hamiltonian. That is
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we consider
ψ(τ) =
∫
d3ξ Wǫ(ξ)S(τ, ξ)ψ(x(τ, ξ)) , (5.147)
with the same definitions for Wǫ(ξ) and ξ as in section 5.3.1. In contrast to the scalar case,
here we include S(τ, ξ), which is the spinor transformation associated with the transforma-
tion from the Minkowski vierbein to one adapted to the Fermi-Walker coordinates. However
we may now argue that in this case S(τ, ξ) may be dropped. Firstly we note that the metric
written in Fermi Walker coordinates is [25]
ds2 =
(
1 + 2
(
t˙x¨− x˙t¨) ξ + (x¨2 − t¨2) ξ2) dτ2 − dξ2 . (5.148)
Constant τ spatial sections are therefore flat. It then follows that the transformation from
Minkowski vierbein to that adapted to these Fermi coordinates will be independent of ξ,
as Fermi Walker transport along these spatial sections in a non rotating vierbein will be
trivial. It therefore follows that S(τ, ξ) may be taken outside the integral in (5.147). Further
it follows from the form of Hint (5.135) that as S may be taken outside the integral it may
be dropped completely. Therefore on M we may work throughout with expressions written
with respect to the standard Minkowski vierbein and with
ψ(τ) =
∫
d3ξ Wǫ(ξ)ψ(x(τ, ξ)) , (5.149)
as the expression for a smeared field operator. By arguments similar to those that lead to
(5.144) and (5.145) the transition rate is again given by
F˙τ (ω) = 2
∫ ∞
0
dsRe
(
e−iωs〈0|ψ¯(τ)ψ(τ)ψ¯(τ − s)ψ(τ − s)|0〉) , (5.150)
and we find
〈0|ψ¯(τ)ψ(τ)ψ¯(τ ′)ψ(τ ′)|0〉 = Tr(〈0|ψ(τ)ψ¯(τ ′)|0〉2) , (5.151)
where ψ(τ) is now the smeared field (5.149).
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Now suppose we consider again the Lorentzian profile function
Wǫ(ξ) =
1
π2
ǫ
(ξ2 + ǫ2)2
. (5.152)
The spinor correlation function is then given by
〈0|ψ(τ)ψ¯(τ ′)|0〉 = 1
2(2π)3
∑
s=1,2
∫
d3k u(k, s)u†(k, s)γ0
×
∫
d3ξ Wǫ(ξ)e
−ik·x(τ,ξ)
∫
d3ξ′Wǫ(ξ′)eik·x(τ,ξ
′) . (5.153)
The integrals over ξ and ξ′ in (5.153) are the same as those in (5.24). Proceeding as with
(5.24), we thus have
〈0|ψ(τ)ψ¯(τ ′)|0〉 = 1
2(2π)3
∑
s=1,2
∫
d3k u(k, s)u†(k, s)γ0e−iω(t−t
′−iǫ(t˙+t˙′))+ik(x−x′−iǫ(x˙+x˙′)) .
(5.154)
Further from (5.138) we have
∑
s=1,2
u(k, s)u†(k, s)γ0 =


1 0 −kzω
−kx+iky
ω
0 1
−kx−iky
ω
kz
ω
kz
ω
kx−iky
ω −1 0
kx+iky
ω −kzω 0 −1


. (5.155)
If we now compare (5.154) with the scalar field expression (5.33), with d = 4, we find we
have
S+M (τ, τ
′) = 〈0|ψ(τ)ψ¯(τ ′)|0〉 = iγµ∂µ〈0|φ(τ)φ¯(τ ′)|0〉 , (5.156)
where 〈0|φ(τ)φ¯(τ ′)|0〉 is the scalar field correlation function (5.33) and the partial derivative
acts on the (t,x) but NOT on the (t˙, x˙). Therefore we find, from (5.34), that the spinor
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correlation function is given by
S+M (τ, τ
′) =
i
4π2
1
[t˜2 − x˜2 − y˜2 − z˜2]2
×


2t˜ 0 −2z˜ 2(iy˜ − x˜)
0 2t˜ −2(iy˜ + x˜) 2z˜
2z˜ −2(iy˜ − x˜) 2t˜ 0
2(iy˜ + x˜) −2z˜ 0 2t˜


, (5.157)
where a˜ = (a(τ)− a(τ ′)− iǫ(a˙(τ) + a˙(τ ′))). From this it is easy to show that
Tr(S+M (τ, τ
′)2) = − 1
π4
1
((t− t′ − iǫ(t˙+ t˙′))2 − (x− x′ − iǫ(x˙+ x˙′))2)3 . (5.158)
Inertial detector
First we consider the response of a Dirac field detector following the inertial worldline (5.93)
in Minkowski space. From (5.158), (5.150) and (5.151) the transition rate is found to be
F˙τ (ω) = − 1
π4
lim
ǫ→0
∫ ∞
−∞
ds
e−iωs
(s− 2iǫ)6 . (5.159)
The integral can be done by residues, with the result
F˙τ (ω) = − ω
5
60π3
Θ(−ω) . (5.160)
Consider also the “power spectrum” of the Dirac noise as defined by Takagi in [31]. The
noise g(τ, τ ′) is defined by
g(τ, τ ′) = S(τ)S+M (τ, τ
′)S(τ ′)−1 , (5.161)
where S(τ) = S(τ, ξ) as given in (5.147). S(τ) is the spinor transformation which takes
care of the Fermi-Walker transport so that S(τ)ψ(τ) does not rotate with respect to the
detector’s proper reference frame. The definition for the power spectrum on a stationary
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worldline, where S+M (τ, τ
′) depends on τ and τ ′ only through τ − τ ′, is
P (ω) =
1
4
Tr γ0
∫ ∞
−∞
dτ e−iωτg(τ) . (5.162)
On the inertial trajectory (5.93), the transformation to the Fermi frame is trivial and we
find
P (ω) =
i
2π2
∫ ∞
−∞
ds
e−iωs
(s− 2iǫ)3
=
ω2
2π
Θ(−ω) . (5.163)
We note that the power spectrum is −ω times the transition rate for the linearly coupled
scalar field detector following the same trajectory.
Uniformly accelerated detector
Considering once again a detector following the uniformly accelerated worldline (5.17). We
find, as expected, that the correlation function is invariant under translations in τ and the
transition rate (5.150) is given by
F˙τ (ω) = − 1
64π4
lim
ǫ→0
∫ ∞
−∞
ds
e−iωs(
α sinh
(
s
2α
)− iǫ cosh ( s2α))6 . (5.164)
The integral may be done by contour integration (appendix D). The result is
F˙τ (ω) =
1
60π3α4
ω
(e2παω − 1)(4 + 5(αω)
2 + (αω)4) . (5.165)
The response is thermal in the sense that it satisfies the KMS condition at the temperature
T = (2πα)−1. It is interesting to note that there is no fermionic factor in the response,
instead we have the usual Planckian factor found in the scalar case.
We can see the fermionic factor appearing however if we consider the power spectrum
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(5.162) of the Dirac noise. For the uniformly accelerated worldline we have
S(τ) = cosh
( τ
2α
)
− γ0γ1 sinh
( τ
2α
)
, (5.166)
and the power spectrum (5.162) is given by
P (ω) =
i
16π2
∫ ∞
−∞
dτ
e−iωτ(
α sinh
(
τ
2α
)− iǫ cosh ( τ2α))3 . (5.167)
Again the integral may be done by contour integration to give
P (ω) =
1
2π
(
ω2 + 14α2
)
(1 + e2παω)
. (5.168)
Our expression here agrees with that found by Takagi [31]. The power spectrum therefore
does include the expected fermionic factor.
5.6.2 Dirac detector for automorphic fields
Next we wish to consider this fermionic detector on M0 and M− and in particular address
the issues concerning spin structure on M−. We consider an automorphic Dirac field on
Minkowski space. The main difference from the scalar case is that we must take care of
what vierbeins our expressions are written with respect to. In particular our vierbein might
not be invariant under the quotient group Γ.
We begin with a massless Dirac field ψ on M , expressed with respect to a vierbein that
is invariant under Γ. The automorphic field is then defined by
ψˆ(x) =
1(∑
γ∈Γ p(γ)2
)1/2 ∑
γ∈Γ
p(γ)ψ(γ−1x) , (5.169)
where the normalization is such that, at equal times,
{
ψˆα(x), ψˆ
†
β(x
′)
}
= δ(d−1)(x− x′)δαβ + image terms . (5.170)
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The two-point function for the automorphic field is then given by the method of images,
S+M/Γ(x, x
′) = 〈0|ψˆ(x) ¯ˆψ(x′)|0〉 =
∑
γ∈Γ
p(γ)〈0|ψ(x)ψ¯(γ−1x′)|0〉 . (5.171)
We consider a detector coupled to the automorphic field via the interaction Hamiltonian
Hint = cm(τ)
¯ˆ
ψ(τ)ψˆ(τ) , (5.172)
where
ψˆ(τ) =
∫
d3ξ Wǫ(ξ)S(τ, ξ)ψˆ(x(τ, ξ)) . (5.173)
The transition rate is given by
F˙τ (ω) = 2
∫ ∞
0
dsRe
(
e−iωs〈0| ¯ˆψ(τ)ψˆ(τ) ¯ˆψ(τ − s)ψˆ(τ − s)|0〉
)
. (5.174)
Further we may show, with a calculation similar to that leading to (5.145) and (5.151), that
〈0| ¯ˆψ(τ)ψˆ(τ) ¯ˆψ(τ ′)ψˆ(τ ′)|0〉 = Tr
(
〈0|ψˆ(τ) ¯ˆψ(τ ′)|0〉2
)
, (5.175)
with
〈0|ψˆ(τ) ¯ˆψ(τ ′)|0〉 =
∑
γ∈Γ
p(γ)〈0|ψ(τ)ψ¯(γ−1τ ′)|0〉 . (5.176)
Therefore the method of images may be directly applied to our Minkowski space correlation
functions here.
It is important to note that the above mode sum expressions are changed when consid-
ering a vierbein not invariant under the action of Γ. Suppose we consider two vierbeins,
one invariant under Γ (labelled by an I) and another not invariant (labelled by N). In the
vierbein I the automorphic field is given by the mode sum expression (5.169). The transfor-
mation from I to N will transform the spinors as ψˆI(x)→ ψˆN (x) = S(x)ψˆI(x). Then from
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(5.169)
ψˆN (x) =
1(∑
γ∈Γ p(γ)2
)1/2 ∑
γ∈Γ
p(γ)S(x)ψI(γ
−1x) , (5.177)
and hence the mode sum expression for the automorphic field in terms of the non-invariant
vierbein is
ψˆN (x) =
1(∑
γ∈Γ p(γ)2
)1/2 ∑
γ∈Γ
p(γ)S(x)S−1(γ−1x)ψN (γ−1x) . (5.178)
Similarly the two-point function tranforms as
S+IM/Γ(x, x
′)→ S+NM/Γ(x, x′) = S(x)S+IM/Γ(x, x′)S−1(x′) . (5.179)
From (5.171), the mode sum expression for the two point function in terms of the non-
invariant vierbein is hence
S+NM/Γ(x, x
′) =
∑
γ∈Γ
p(γ)S(x)〈0|ψI(x)ψ¯I(γ−1x′)|0〉S−1(x′) ,
=
∑
γ∈Γ
p(γ)〈0|ψN (x)ψ¯N (γ−1x′)|0〉S−1(γ−1x′)S−1(x′) . (5.180)
We have seen explicit examples of this in sections 4.3.2 and 4.4.2, and on the RP3 geon in
section 3.4.
In sections 5.6.3 and 5.6.4 we shall work throughout in vierbeins invariant under J0 and
J− respectively.
5.6.3 Dirac detector on M0
Consider now Dirac field theory on M0 as an automorphic field theory on M where expres-
sions are written with respect to the standard Minkowski vierbein. From (5.176) the M0
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correlation function is given by
S+M0(τ, τ
′) =
∑
n∈Z
ηnS+M (τ, J0(τ
′)) , (5.181)
where η = 1, (−1) labels spinors with periodic (antiperiodic) boundary conditions. We
therefore find an explicit expression for S+M0(τ, τ
′) from (5.181) and (5.157). As we work
throughout in the standard Minkowski vierbein here, writing the smeared field operator as
in (5.173), we may again argue in an analogous way to in the previous section that the spinor
transformation S(τ, ξ) can be dropped here.
Inertial detector
First consider a Dirac detector following the inertial worldline (5.93) on M0. The power
spectrum (5.162) for the noise is found to be
P (ω) =
(
ω2
2π
+ 2
∞∑
n=1
ηnω
4πna
sin(2nωa)
)
Θ(−ω) . (5.182)
As on Minkowski space the power spectrum is −ω times the transition rate of the linearly
coupled scalar field detector following the same trajectory (5.83). The summation thus may
be performed to give −ω times (5.84) and (5.85).
For the transition rate we find
F˙τ (ω) = − 1
π4
∑
n∈Z
∑
m∈Z
∫ ∞
−∞
ds
ηnηm((s− 2iǫ)2 − 4nma2)
[(s− 2iǫ)2 − (2na)2]2[(s− 2iǫ)2 − (2ma)2]2 . (5.183)
The n = 0,m = 0 term gives the transition rate on Minkowski space (5.160). The integral
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for other terms may be done by residues, with the result
F˙τ (ω) =
(
− ω
5
60π3
+
1
32π
∞∑
n.m=−∞
n,m 6=0
ηnηm
(m− n)(m+ n)3a5
[((
2mωa
n
+ 2ωa
)
cos(2ωna)
− (m+ 3n)
n2
sin(2ωna)
)
+
((
2ωan
m
+ 2ωa
)
cos(2ωma)
− (n+ 3m)
m2
sin(2ωma)
)])
Θ(−ω) , (5.184)
where the n = m and n = −m terms are understood in the limiting sense and can be verified
to be finite. As expected the response does not depend on the velocity.
Uniformly accelerated detector
Next consider the power spectrum for the Rindler noise, that is we consider g(τ, τ ′) on the
uniformly accelerated worldline. From (5.162) we find
P (ω) =
i
16π2
∫ ∞
−∞
dτ
∑
n∈Z
ηne−iωτ
(
α sinh
(
τ
2α
)− iǫ cosh ( τ2α))((
α sinh
(
τ
2α
)− iǫ cosh ( τ2α))2 − (na)2)2
. (5.185)
The contributions to the integral from each term in the sum may be calculated separately
by contour integration. The result is
P (ω) =
1
2π
(ω2 + 14α2 )
(1 + e2παω)
+2
∞∑
n=1
ηn
(1 + e2παω)

 α2n2a2 cos
(
2ωαarctanh
(
(α2n2a2+n4a4)1/2
α2+n2a2
))
4π
(
α2
α2+n2a2
)1/2
(2n6a6 + 4n4a4α2 + 2n2a2α4)
+
α3(α2n2a2 + n4a4)1/2ω sin
(
2ωαarctanh
(
(α2n2a2+n4a4)1/2
α2+n2a2
))
2π
(
α2
α2+n2a2
)1/2
(2n6a6 + 4n4a4α2 + 2n2a2α4)

 , (5.186)
where again η labels the spin structure. We see that the power spectrum is dependent on the
spin structure. The n = 0 term in (5.186) agrees with the Minkowski space power spectrum
(5.168) as expected, and both the n = 0 and n > 0 terms in (5.186) contain the fermionic
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factor. Note that no simple relation holds between the power spectrum (5.186) and the
transition rate of the linearly coupled scalar field detector (5.86), in contrast to the relation
we observed on the inertial worldline.
For the transition rate of a fermionic detector on M0 we have
F˙τ (ω) = 2
∫ ∞
0
dsRe
(
e−iωsTr
(
S+M0(τ, τ − s)2
))
. (5.187)
We may evaluate (5.187) on the uniformly accelerated worldline by substituting the worldline
into (5.181) and (5.156). It is easy to show that the n = 0 term leads to the transition rate
found on Minkowski space (5.165) as expected. The evaluation of the other terms is not so
straightforward as the residues are not so easy to calculate. We shall not present the result
here.
5.6.4 Dirac detector on M−
On M− we can again build expressions from those on M (or M0) via the method of images.
The transition rate is given by
F˙τ (ω) = 2
∫ ∞
0
dsRe
(
e−iωsTr
(
S+M−(τ, τ − s)2
))
, (5.188)
and
S+M−(τ, τ
′) = S+M0(τ, τ
′) + ρS+M0(τ, J−(τ
′)) , (5.189)
=
∑
n∈Z
ρnS+M (τ, J
n
−(τ
′)) , (5.190)
where S+M0(τ, τ
′) and S+M (τ, τ
′) are written in terms of a vierbein which rotates by 2π in
the (x, y) plane as z 7→ z + 2a (i.e. the one spin structure on M0 compatible with the two
on M−). ρ = 1(−1) labels spinors with periodic (antiperiodic) boundary conditions on M−
with respect to this vierbein. That is ρ labels the two possible spin structures on M−.
Now on M− our main question of interest is whether or not our detector can distinguish
136
Chapter 5: Particle detector models 5.6 Causal detector for the Dirac field
the two possible spin structures. As we saw in section 4.3.2 the stress tensor for the massless
spinor field in M− (4.41) has non-zero shear components, 〈0−|Txz|0−〉 and 〈0−|Tyz|0−〉,
which change sign under a change of spin structure. It is therefore conceivable that a
detector with a non-zero z-component of angular momentum could detect the spin structure.
However as the relation between 〈0−|Tµν |0−〉 and the detector response is not clear it is not
possible to tell in advance whether or not our detector model will be sensitive to the spin
structure.
We consider therefore a detector following the trajectory
t = t(τ) , x = x(τ) , y = y0 , z = z0 , (5.191)
where y0 6= 0 and z0 are constants. First we note that there is no direct analogue of the
Rindler noise power spectrum here as the power spectrum is defined in [31] only for stationary
trajectories. We therefore look directly at the transition rate. From (5.189) and (5.188)
the transition rate will contain four terms. The first term, coming from Tr
(
S+M0(τ, τ
′)
)2
,
will give us the same response as on M0 (for η = −1 in (5.181), as there expressions are
written with respect to the standard Minkowski vierbein). This part is independent of spin
structure (ρ) on M−. The fourth term, coming from Tr
((
ρS+M0(τ, J−(τ
′))
)2)
, will also be
independent of spin structure, as it contains only ρ2 = 1 in both cases. Thus the only way
in which the transition rate may be sensitive to the spin structure on M− is through the
cross terms, Tr(ρS+M0(τ, J−(τ
′))S+M0(τ, τ
′)) and Tr(ρS+M0(τ, τ
′)S+M0(τ, J−(τ
′))). However it
is a reasonably straightforward matter to show that these traces are both 0 on the trajectory
(5.191), due to simple cancellations in the products of the Wightman functions. Thus we see,
even without an explicit calculation on a specific trajectory, that the transition rate cannot
depend on ρ, and so the detector is not sensitive to the spin structure, for any motion at
constant y and z.
Unfortunately an explict evaluation of the transition rate on the inertial or uniformly
accelerated worldlines, as on M0, is difficult to obtain and we shall not discuss it further
here.
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5.7 Static detectors on the RP3 geon
In the recent literature Deser and Levin [28,116,117] have presented kinematical arguments
for the calculation of the Hawking-Unruh effects in a large class of black hole and cosmologi-
cal spaces by mapping the trajectories of detectors in these spacetimes to Rindler trajectories
in higher dimensional embedding spaces (known as GEMS, or global embedding Minkowski
spacetimes) in which these spacetimes have global embeddings. In [116] uniformly acceler-
ated observers in de Sitter and Anti de Sitter space are considered. It is seen that in de
Sitter space their experience is thermal with temperature T = a5/(2π) where a5 is their
associated acceleration in the 5-dimensional embedding space. In Anti de Sitter space their
experience is thermal provided the acceleration is above a certain threshold. In [117] static
observers in Schwarzschild space are considered via a 6-dimensional flat embedding space
and the expected temperature and entropy are recovered. In [28] this GEMS approach for
the derivations of temperature and entropy is extended to Schwarzschild-(anti) de Sitter and
Reissner-Nordstro¨m spaces in 4 dimensions and rotating BTZ spaces in 3 dimensions, and
the methods of [28] can be readily adapted to other cases. We note that indeed any Einstein
geometry has a GEMS [118].
[119] considers GEMS calculations on a large class of higher dimensional black holes, gen-
eralising the 4-dimensional results of Deser and Levin (and the results for the 4-dimensional
AdS hole and others in [120]). In particular, d-dimensional Schwarzschild and Reissner-
Nordstrom in asymptotically flat, de Sitter and Anti de Sitter spaces are discussed. The
case of 4-dimensional asymptotically locally anti-de Sitter is particularly interesting as so-
lutions with planar, cylindrical, toroidal and hyperbolic horizon topology exist. The higher
dimensional versions of these non-spherical AdS black holes are also considered. Their global
embeddings in higher dimensional Minkowski spaces are found and the associated temper-
atures and entropies obtained. Other references on GEMS come from the group of Hong,
Park, Kim, Soh and Oh [120–124]. These include the 4-dimensional AdS hole as mentioned
above, static rotating and charged BTZ holes, (2+ 1) de Sitter holes, scalar tensor theories,
charged dilatonic black holes in 1 + 1 dimensions, charged and uncharged black strings in
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(2+1) dimensions, and a few other cases. A recent paper by Chen and Tian [125] argues that
the GEMS approach holds for general stationary motions in curved spacetimes. However
these authors argue further that the approach in general fails for non-stationary motions.
The example they use is that of a freely falling observer in the Schwarzschild geometry. We
note here that although their argument does prove that the GEMS argument is not valid
for some non-stationary trajectories by use of an example, it does not prove that the GEMS
approach is useless for all such trajectories.
Within the kinematical arguments employed in all the work reviewed above the great
simplification in working with these GEMS is that we are mapping situations in curved
spacetimes to corresponding ones in a flat spacetime, where calculations are always simpler,
both conceptually and technically. It seems reasonable following the success of the GEMS
programme that the responses of particle detectors in black hole and cosmological back-
grounds could also be related in some way to responses of corresponding detectors in their
GEMS. We note immediately that such a mapping of detector responses is clearly not trivial
as we would expect different responses to occur due to the different dimensions which the
spacetimes and their GEMS have, however some relation is still expected. In this section
then we present an argument which should be relevant to the response of a static detector in
the single exterior of the RP3 geon black hole (and the Kruskal spacetime) via an embedding
of the Kruskal manifold into a 7-dimensional Minkowski space. This embedding space is dif-
ferent to the 6-dimensional embedding of Kruskal so far used in the GEMS literature [126],
but we use it as it is more easily adapted to the RP3 geon.
We begin by first presenting the embedding (see [99]). The complexified Kruskal manifold
MC here is considered to be an algebraic variety in C
7. With coordinates (z1, . . . , z7) and
metric
ds2 = −(dz1)2 − (dz2)2 − . . .− (dz6)2 + (dz7)2 , (5.192)
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z7 being the timelike coordinate, MC is determined by
(z6)
2 − (z7)2 + 4/3(z5)2 = 16M2 ,(
(z1)
2 + (z2)
2 + (z3)
2
)
(z5)
4 = 576M6 ,
√
3z4z5 + (z5)
2 = 24M2 . (5.193)
The Lorentzian section ofMC , denoted by MˆL, is the subset stabilised by JL : (z1, . . . , z7) 7→
(z∗1 , . . . , z
∗
7). MˆL consists of two connected components, one with z5 > 0 and one z5 < 0,
both of which are isometric to the Kruskal manifold, which we denote by ML. An explicit
embedding of ML into MˆL with z5 > 0 is given by
z1 = r sin θ cosφ ,
z2 = r sin θ sinφ ,
z3 = r cos θ ,
z4 = 4M
( r
2M
)1/2
− 2M
(
2M
r
)1/2
,
z5 = 2M
(
6M
r
)1/2
,
z6 = 4M
(
2M
r
)1/2
exp
(
− r
4M
)
X ,
z7 = 4M
(
2M
r
)1/2
exp
(
− r
4M
)
T , (5.194)
with X2 − T 2 > −1 and r = r(T,X) defined as the unique solution to
( r
2M
− 1
)
exp
( r
2M
)
= X2 − T 2 . (5.195)
Here (T,X, θ, φ) are a set of usual Kruskal coordinates, giving the usual Kruskal metric
on ML. In each of the four regions of ML, |X | 6= |T |, one can introduce as usual local
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Schwarzschild coordinates (t, r, θ, φ). For X > |T |, the transformation reads
T =
( r
2M
− 1
)1/2
exp
( r
4M
)
sinh
(
t
4M
)
,
X =
( r
2M
− 1
)1/2
exp
( r
4M
)
cosh
(
t
4M
)
, (5.196)
where r > 2M , and the expressions for z1, z2, . . . , z5 are as in (5.194) while those for z6 and
z7 become
z6 = 4M
(
1− 2M
r
)1/2
cosh
(
t
4M
)
,
z7 = 4M
(
1− 2M
r
)1/2
sinh
(
t
4M
)
. (5.197)
Recalling that z7 is the timelike coordinate in the embedding space, we see immediately
that an observer static in the exterior region X > |T | at r = const, θ = const, φ = const
is a Rindler observer in the 7-dimensional embedding space with (z1, . . . , z5) constant and
acceleration in the z6-direction of magnitude
a = 1/α =
1
4M
(
1− 2Mr
)1/2 . (5.198)
As we have seen, the response of such a Rindler detector in the embedding space is thermal
with the associated temperature
T =
a
2π
=
1
2πα
=
1
8πM
(
1− 2Mr
)1/2 . (5.199)
This gives the Hawking temperature as seen by the static observer in the black hole space-
time. The associated black hole temperature, i.e. the temperature as seen at infinity, in the
Kruskal spacetime is given by the Tolman relation
T0 = g
1/2
00 T =
1
8πM
, (5.200)
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(5.199) and (5.200) are the expected expressions on Kruskal space [1]. Thus the black hole
temperature as seen by a static observer has been derived from the Unruh temperature seen
by the associated Rindler observer in the global embedding Minkowski spacetime.
Next we consider the RP3 geon. This is built as a quotient of the Kruskal manifold
under the involutive isometry JG : (T,X, θ, φ) 7→ (T,−X, π − θ, φ + π). We now extend
the action of the group generated by JG to the 7-dimensional embedding space MC in
order to obtain a suitable embedding space for the geon. A suitable extension of JG is
J¯G : (z1, z2, z3, z4, z5, z6, z7) 7→ (−z1,−z2,−z3, z4, z5,−z6, z7), which is an involution on
MC . Again the worldline of a static detector in the RP
3 geon exterior X > |T | is mapped
to the worldline of a Rindler observer with acceleration in the z6-direction with magnitude
(5.198) in this embedding space. We suggest therefore that the calculations of the time
dependent responses of an accelerated observer in the d-dimensional quotients of Minkowski
space, done in section 5.4.4, should have relevance to the response of a static detector in
the exterior of the RP3 geon (although the exact nature of the relationship is not clear). In
particular if we specialise the results of section 5.4.4 to a detector with uniform acceleration
(5.198) in the quotient of a 7-dimensional Minkowski space under involution J¯G we see that
the response has two parts. The thermal time-independent part is given by (5.53), which in
the present case reads
F˙Mτ (ω) =
a4
64π2(e
2πω
a + 1)
(1/4 + ω2/a2)(9/4 + ω2/a2) . (5.201)
Again this is a thermal response associated with a temperature T = a2π . Clearly the response
is different to that of the static detector on Kruskal due to the higher number of dimensions
though the two should be related. The image part of the response for this Rindler detector
is, in the case of a detector switched on in the infinite past,
F˙Iτ (ω) =
3
8π3
∫ ∞
0
ds
cos(ωs)(
4
a2 cosh
2
(
a(2τ−s)
2
)
+ 4r2
)5/2 . (5.202)
The total response for certain values of the parameters is shown in figure 5.9. The
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Figure 5.9: Transition rate for a detector uniformly accelerated in the z1 direction on the
quotient of 7-dimensional Minkowski space under the involution J¯G. The parameters are
α = 1, C = (2z1)
2 + (2z2)
2 + (2z3)
2 = 4r2 = 64/9, and ω = 1 (upper curve), ω = 1.5 and
ω = 2 (lower curve).
comments of section 5.4 then follow. The image part consists of a term periodic in τ with
period π/ω plus a term bounded by a function which dies off exponentially for large τ .
The numerical evidence exhibits behaviour qualitatively very similar to that of figure 5.5.
The comments made in the section 5.4.3 about finite time detections also follow here. In
particular the oscillatory behaviour of the boundary part as τ →∞ is a property only of the
case of infinite time detection. For a detector switched on at −∞ < τ0 < 0 the transition
rate oscillates for some time period with τ > 0, but eventually it will fall to the thermal
response and so at late times the difference between the response on the Minkowski space
and that on the quotient space vanishes. This implies for finite time static detectors on the
RP3 geon the difference between the response there and that on Kruskal spacetime falls off
also to 0 at late times, which is in agreement with the comments made in [22]. Note however
the different behaviour in the case of the infinite time detection.
5.8 Detectors in conformally flat spacetimes
In this section we consider monopole detectors in conformally flat spacetimes coupled to
a massless conformally coupled scalar field. Conformally flat spacetimes are of particular
interest as they include all two-dimensional spacetimes and all spatially flat Friedmann-
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Robertson-Walker models, which include a particular coordinatization of half of the de Sitter
manifold as a special case. We will be considering detectors in de Sitter space, and RP3 de
Sitter space, in section 5.9. The main aim of this section is to argue for a regularization of
the Wightman function which is similar to that considered for the scalar field in Minkowski
space in the earlier sections. Transition rates of monopole detectors can then be calculated
for detectors travelling along arbitrary trajectories. The discussion at the start of this section
follows that of [1].
The metric on a conformally flat spacetime satisfies
gµν = Ω
2(x)ηµν , (5.203)
where ηµν is the usual Minkowski metric and Ω(x) is a continuous, non-vanishing, finite,
real function. We use associated Minkowski coordinates (η,x) in which (5.203) reads
ds2 = Ω2(dη2 − dx · dx) . (5.204)
We consider here a conformally coupled massless scalar field. The wave equation in d
dimensions is [
✷+
(d− 2)R
4(d− 1)
]
φ = 0 . (5.205)
From (5.203) it follows that (5.205) takes the form
ηµν∂µ∂ν φ¯ = 0 , (5.206)
where φ¯ = Ω(d−2)/2φ. The exponent (d − 2)/2 is called the conformal weight of the scalar
field. Equation (5.206) has the familiar Minkowski form and admits the usual plane wave
mode solutions,
φ¯k(η,x) =
1
(2ω(2π)d−1)1/2
e−iωη+ik·x , (5.207)
where ω = |k|. These modes are positive frequency with respect to the timelike conformal
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Killing vector ∂η. A set of mode solutions to (5.205) are then clearly given by
φk(η,x) =
1
(2ω(2π)d−1Ωd−2(η,x))1/2
e−iωη+ik·x . (5.208)
The field is then expanded in these mode solutions
φ(x) =
∫
dd−1k
[
akφk(x) + a
†
k
φ∗k(x)
]
, (5.209)
and canonically quantized in the usual way, by imposing the usual commutation relations on
annihilation and creation operators. The vacuum state annihilated by all the annihilation
operators above |0〉 is known as the conformal vacuum state.
Now we consider a model monopole particle detector coupled to this conformally invariant
scalar field. The model of the unregularized detector is similar to that in the previous
sections. The transition rate for a detector turned on at time τ0, when the field was in the
conformal vacuum, and off at τ > τ0, is hence
F˙τ (ω) = 2
∫ τ−τ0
0
dsRe
(
e−iωs〈0|φ(τ)φ(τ − s)|0〉) . (5.210)
From (5.209) it follows that the Wightman function in (5.210) is given by
〈0|φ(x)φ(x′)|0〉 =
∫
dd−1k φk(x)φ∗k(x
′) (5.211)
= Ω(2−d)/2(x)
∫
dd−1k φ¯k(x)φ¯∗k(x
′)Ω(2−d)/2(x′) . (5.212)
The curved spacetime Wightman function is hence related to the Minkowski Wightman
function by
〈0|φ(x)φ(x′)|0〉 = Ω(2−d)/2(x)〈0|φ¯(x)φ¯(x′)|0〉Ω(2−d)/2(x′) . (5.213)
We now ask: What is a suitable regularization for (5.211) on a given trajectory x = x(τ)?
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That is, we wish to regularize the integral
〈0|φ(x(τ))φ(x(τ ′ ))|0〉 = Ω
(2−d)/2(x(τ))Ω(2−d)/2(x(τ ′))
(2π)d−1
×
∫
dd−1k
2|k| e
−i|k|(η(τ)−η(τ ′))+ik·(x(τ)−x(τ ′)) . (5.214)
We argue, as with the case discussed in Minkowski space, that a naive iǫ-prescription where
we just introduce an ultraviolet cut-off factor e−ǫ|k| (as seems to have been considered by
Birrell and Davies in the case of de Sitter space in the spatially flat coordinates [1]) is not
suitable here. Indeed we have shown via a numerical analysis that in the case of a comoving
observer in de Sitter space in the spatially flat coordinates the transition rate for a detector
switched on in the infinite past is time dependent. We interpret this, as Schlicht does for
the uniformly accelerated detector in Minkowski space, as an unphysical result.
We introduce instead a regularization based on a frequency cut-off in a frame adapted
to the detector’s motion. Our proposal is to take the mode solutions in the curved space
(5.208) and multiply them by the factor Ω(d−2)/2(η,x) to give the modes (5.207). For a given
mode φ (5.207) we then define the frequency as seen by the moving detector operationally
by
i
dφ
dτ
= ω′φ , (5.215)
where τ is the detector’s proper time in the curved space. We thus find from (5.207) that
ω′ = ωη˙(τ) − k · x˙(τ) and we regularize the integral (5.214) by introducing a cut-off of the
form e−ǫ(ω(η˙(τ)+η˙(τ
′))−k·(x˙(τ)+x˙(τ ′))). The integral is then exactly as in (5.33) and the result
is just the correlation function with conformal relation (5.213) to (5.34) and (5.36). That is,
〈0|φ(τ)φ(τ ′)|0〉 = Γ[d/2−1]
4πd/2
Ω(2−d)/2(x(τ))Ω(2−d)/2(x(τ ′))
Ad/2−1
,
A =
[
i2(η(τ) − η(τ ′)− iǫ(η˙(τ) + η˙(τ ′)))2 + (x(τ) − x(τ ′)− iǫ(x˙(τ) + x˙(τ ′)))2] ,
(5.216)
for d > 2, while for d = 2 the expression is just (5.36) with t replaced by η.
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If we were to define the frequency as seen by the detector by
i
dφ¯
dτ
= ω′φ¯ , (5.217)
that is, using (5.208) we would find ω′ = ωη˙(τ) − k · x˙(τ) − i (d−2)2 Ω˙(τ)Ω(τ) . This frequency
would have an additional imaginary part. Introducing a cut-off e−ǫ(ω
′(τ)+ω′(τ ′)) into (5.214)
would give a correlation function without the relation (5.213) to the Minkowski one. Our
prescription leading to (5.216) is then equivalent to introducing the cut-off e−ǫRe(ω
′(τ)+ω′(τ ′)),
where Re denotes the real part. It is interesting to note that in the cases considered in
section 5.9, that is, the comoving and uniformly accelerated observers on de Sitter space,
the imaginary part of ω′ is found to be a constant, which then does not contribute to the
transition rate integrals, and thus makes no difference to the results in the ǫ→ 0 limit. On a
more general trajectory however the imaginary part of ω′, defined by (5.217), could depend
on τ and so could conceivably affect the transition rate.
We shall examine the consequences of the proposal (5.216) in section 5.9. In particular
we shall recover the expected thermal responses for comoving and uniformly accelerated
detectors in de Sitter space. Further we will show that for the comoving observer, in the co-
ordinates that admit flat spatial sections, this regularization may also arise from considering
a spatially averaged field operator and so from a model of an extended detector.
5.9 De Sitter and RP3 de Sitter spaces
In this section we begin by considering a model detector in de Sitter space. Throughout we
consider a conformally coupled massless scalar field moving through the Euclidean vacuum
[127]. We see that here a similar situation is encountered to that found by Schlicht for the
uniformly accelerated detector in Minkowski space. It is seen that in the case of a comoving
detector switched on in the infinite past and off at finite τ , if the correlation function is
regularized by a naive iǫ prescription, as for example is done in Birrell and Davies [1], we are
led to an unphysical, τ -dependent response. We therefore use the regularization introduced
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in section 5.8. Further, for a comoving detector, we show that such a regularization can arise
also by considering a model detector with spatial extent, that is by considering a smeared
field operator in the interaction Hamiltonian. We recover the usual time independent thermal
response for comoving and uniformly accelerated detectors.
Subsection 5.9.2 then considers comoving observers in RP3 de Sitter space, such that the
motion is orthogonal to the distinguished foliation [100]. In addition to the thermal part
seen in de Sitter space, the transition rate contains an image part, related to that found in
section 5.4 for a uniformly accelerated detector on a 4-dimensional Minkowski space with a
planar boundary. We also address a comoving detector in de Sitter and RP3 de Sitter space
in a GEMS approach, by considering the response of the associated uniformly accelerated
detectors in higher dimensional Minkowski (with boundaries in the case of RP3 de Sitter)
embedding spaces. As we are able to do the calculations both in the original curved spaces
and in the global embedding spaces, the results help to clarify the relation and validity of
relating detector responses to those in embedding spaces.
5.9.1 Detectors in de Sitter space
We represent d-dimensional de Sitter space as the hyperboloid
z20 − z21 − · · · − z2d = −α2 , (5.218)
embedded in the d+ 1-dimensional Minkowski space,
ds2 = dz20 − dz21 − · · · − dz2d , (5.219)
with zi real-valued coordinates. Let us consider the coordinates (t,x) defined by
z0 = α sinh(t/α) +
et/α
2α
|x|2 ,
zd = α cosh(t/α)− e
t/α
2α
|x|2 ,
zi = e
t/αxi . (5.220)
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These coordinates cover the half of the de Sitter hyperboloid given by z0+ zd > 0. The line
element is that of a d-dimensional Friedman-Robertson-Walker spacetime with exponentially
expanding flat spatial sections,
ds2 = dt2 − e2t/α (dx21 + · · ·+ d2d−1) . (5.221)
Introducing the conformal time η = −αe−t/α, the line element becomes conformal to
Minkowski,
ds2 =
α2
η2
[
dη2 −
d−1∑
i=1
(dxi)
2
]
, (5.222)
where −∞ < η < 0.
Consider a conformally coupled scalar field in the line element (5.222). As we have a
conformally coupled field in a conformally flat spacetime the situation is conformally triv-
ial, and we shall apply the discussion in section 5.8, with Ω2(x) = α2/η2. The vacuum
state associated with a complete set of modes positive frequency with respect to conformal
Killing time η, that is the conformal vacuum, coincides with the state known as the Eu-
clidean vacuum [1]. The Euclidean vacuum |0E〉 is uniquely characterised as the state whose
correlation function 〈0E|φ(x)φ(x′)|0E〉 is invariant under the connected component of the
de Sitter group, and the only singularities of the correlation function are when x′ is on the
lightcone of x [127]. Even though we have here defined the Euclidean vacuum in coordinates
that only cover half of the de Sitter hyperboloid, it is worth mentioning that the state is
well defined on the whole hyperboloid [1].
We shall now specialize to 4-dimensional de Sitter space (although the extension to higher
dimensions is straightforward) and consider a uniformly accelerated detector following the
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worldline
z0 = α sinh(t/α) +
e−t/α
2α
r2 ,
z4 = α cosh(t/α)− e
−t/α
2α
r2 ,
z1 = z2 = 0 ,
z3 = r, (5.223)
with r = constant. The worldline of such an observer in the embedding space is a hyperbola
(z4)
2− (z0)2 = α2− r2, z1 = z2 = 0, z3 = r. In the de Sitter space the observer has constant
proper acceleration a, where a2 = −gµνu˙µu˙ν , u˙µ = uν(∇νuµ) and uµ is the tangent vector
of the trajectory, of magnitude
a =
r
α(α2 − r2)1/2 . (5.224)
The proper time for the accelerated observer is τ = (α2 − r2)1/2t/α. The response function
for the detector is
F˙τ (ω) = 2
∫ τ−τ0
0
dsRe
(
e−iωs〈0E |φ(τ)φ(τ − s)|0E〉
)
, (5.225)
and
〈0E |φ(τ)φ(τ ′)|0E〉 = − 14π2α2 η(τ)η
′(τ)
A
A = [(η(τ) − η(τ ′)− iǫ(η˙(τ) + η˙(τ ′))2 − (x(τ) − x(τ ′)− iǫ(x˙(τ) + x˙(τ ′)))2] .
(5.226)
Substituting (5.223) into (5.226) we find
〈0E |φ(τ)φ(τ ′)|0E〉 = − 1
16π2
(
(α2 − r2)1/2 sinh
(
τ−τ ′
2(α2−r2)1/2
)
− iǫ cosh
(
τ−τ ′
2(α2−r2)1/2
))2 ,
(5.227)
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and the transition rate of the detector switched on in the infinite past and off at time τ is
independent of τ and is given by
F˙τ (ω) =
ω
2π(e2πω(α2−r2)1/2 − 1) . (5.228)
The accelerated detector thus experiences a thermal response at temperature
T =
1
2π
(
1
α2
+ a2
)1/2
. (5.229)
The response of a comoving detector is obtained by setting a = 0. The transition rate is
still thermal at temperature T = 1/(2πα). These results agree with the previous literature
(e.g [1, 116]). What is new is that we have obtained these results in a causal way for a
detector switched on in the infinite past and read at a finite time, as opposed to the case
usually considered of a detection over the entire worldline.
We end this section by showing that the regularization in (5.226), in the case of a
comoving observer, may be obtained by considering the monopole detector as the limit of
an extended detector in de Sitter space. The reason why this is simple in the case of a
comoving observer but not for other trajectories is that spatial hypersurfaces of constant t
in the coordinates (t,x) are flat Euclidean spaces, which allow us to introduce a detector
with infinite spatial extent along these slices. Care must be taken when defining the shape
function for the detector however, because the hypersurfaces are expanding with increasing
t, with a shape which is rigid in the proper distance the regularization follows. The averaging
over spatial hypersurfaces in effect introduces a short distance, high frequency cut-off in the
modes.
The detector model is that of section 5.3.1. It is a multi-level quantum mechanical system
coupled to a massless conformally coupled scalar field via the interaction Hamiltonian
Hint = cm(τ)φ(τ) . (5.230)
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We consider a detector following the trajectory t = τ that is η = −αe−τ/α and x = 0.
In (5.230) we consider the field smeared with a detector profile function over constant τ
hypersurfaces, that is
φ(τ) =
∫
d3xWǫ(x)φ(τ,x) . (5.231)
For the profile function we choose
Wǫ(x) =
1
π2
ǫe−τ/α
(x2 + ǫ2e−2τ/α)2
. (5.232)
The detector shape (5.232) is now time dependent! The reason for this is that we want
a detector which is rigid in its rest frame. That is, we want a detector which is rigid
with respect to proper distance and not comoving distance. The two distances are related
by Lprop = e
τ/αLcomov. In (5.231) the integration is done over x, which is a comoving
coordinate, and using a time independent shape function there would mean that the detector
is rigid with respect to comoving distance. It is a simple matter to show that a shape function
which selects a distance scale L′ may be obtained from one which selects a distance scale L
by
WL′(x) =
L3
L′3
WL
(
L
L′
x
)
. (5.233)
If we write (5.232) now in terms of proper distance we find
Wǫprop(ξ) =
1
π2
ǫprop(
x2 + ǫ2prop
)2 , (5.234)
and so in terms of proper distance (5.232) is a rigid shape in the sense that it is time
independent. Using this shape function we find, using the mode expansion of φ,
〈0E |φ(τ)φ(τ ′)|0E〉 = ηη
′
(2π)3α2
∫
d3k
2ω
∫
d3xWǫ(x)e
−i(ωη(τ)−k·x)
×
∫
d3x′Wǫ(x′)ei(ωη(τ
′)−k·x) . (5.235)
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Further we find
gǫ(k; τ) =
∫
d3xWǫ(x)e
−i(ωη(τ)−k·x) ,
= e−i|k|η(τ)e−ǫ|k|e
−τ/α
= e−i|k|η(τ)e−ǫ|k|η˙(τ) , (5.236)
where the integration is done by transforming to spherical coordinates (appendix B). Hence
〈0E |φ(τ)φ(τ ′)|0E〉 = ηη
′
(2π)3α2
∫
d3k
2ω
e−iω(η−η
′−iǫ(η˙+η˙′)) . (5.237)
The expression (5.237) agrees with that found above from the ultraviolet cut-off regulariza-
tion.
5.9.2 RP3 de Sitter space
In this section we consider an inertial detector that is linearly coupled to a conformally
coupled massless scalar field in RP3 de Sitter spacetime [100]. 8
RP3 de Sitter space is built as a quotient of de Sitter space under the group generated
by the discrete isometry
J : (z0, z1, z2, z3, z4) 7→ (z0,−z1,−z2,−z3,−z4) , (5.238)
which induces a map J˜ on the hyperboloid (5.218). Although J has fixed points on M ,
J˜ acts freely on the hyperboloid. The isometry group of 4-dimensional de Sitter space is
O(1, 4), being the largest subgroup of the isometry group of the 5-dimensional Minkowski
embedding space which preserves (5.218). The isometry group of RP3 de Sitter space is then
the largest subgroup of O(1, 4) which commutes with J . That is, Z2 × O(4)/Z2 where the
non-trivial element of the first Z2 factor sends z0 to −z0 while the non-trivial element of the
Z2 in the second factor is given by J which clearly acts trivially on RP
3 de Sitter space. The
8See also [101] for a nice discussion on de Sitter space vs RP3 de Sitter.
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connected component of the isometry group is SO(4). The foliation given by z0 = constant
hypersurfaces is a geometrically distinguished one as it is the only foliation whose spacelike
hypersurfaces are orbits of the connected component of the isometry group. This is made
clearer by introducing the globally defined coordinates (t, χ, θ, φ)
z0 = α sinh(t/α) ,
z4 = α cosh(t/α) cosχ ,
z1 = α cosh(t/α) sinχ cos θ ,
z2 = α cosh(t/α) sinχ sin θ cosφ ,
z3 = α cosh(t/α) sinχ sin θ sinφ , (5.239)
in which the metric reads
ds2 = dt2 − α2 cosh2(t/α)[dχ2 + sin2 χ(dθ2 + sin2 θ dφ2)] , (5.240)
where (χ, θ, φ) on de Sitter (RP3 de Sitter) space are a set of hyperspherical coordinates on
S3 (RP3) respectively. (t, χ, θ, φ) make manifest the O(4) isometry subgroup.
We denote by |0G〉 the vacuum state induced by the Euclidean vacuum |0E〉 on de Sitter
space (see [100] for more details). We consider a particle detector that is linearly coupled
to a massless conformally coupled scalar field. The detector and field are assumed to be in
the states |E0〉 and |0G〉 respectively at time τ0 = −∞, and we seek the probability that at
time τ > τ0 the detector is found in the state |E1〉. Through arguments analogous to those
in section 5.3.1, we find that the transition rate is
F˙τ (ω) = 2
∫ ∞
0
dsRe
(
e−iωs〈0G|φ(τ)φ(τ − s)|0G〉
)
. (5.241)
By the method of images we have
〈0G|φ(x)φ(x′)|0G〉 = 〈0E |φ(x)φ(x′)|0E〉+ 〈0E |φ(x)φ(Jx′)|0E〉 , (5.242)
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where on the RHS expressions live in de Sitter space, and the correlation function
〈0E |φ(x)φ(x′)|0E〉 is given by (5.226).
Consider now a detector that follows the geodesic worldline
z0 = α sinh(τ/α) ,
z4 = α cosh(τ/α) ,
z1 = z2 = z3 = 0 . (5.243)
On RP3 de Sitter space this represents the motion of any geodesic observer whose motion
is orthogonal to the distinguished foliation. The transition rate (5.241) is in two parts, a
de Sitter part and an image part. We have calculated already the de Sitter part, coming
from the first term in (5.242), in section 5.9.1. The result was the usual thermal, Planck-
ian, response at temperature T = 1/(2πα). We need the image term. In order to find
〈0E |φ(x)φ(Jx′)|0E〉 on this worldline we first write 〈0E |φ(x)φ(x′)|0E〉 in terms of the coor-
dinates (z0, z1, z2, z3, z4) of the embedding space and then act on x
′ with J , finding
〈0E |φ(x)φ(Jx′)|0E〉 = 1
8π2
1
(+z · z′ + z0z′0 + α2)
, (5.244)
where z = (z1, z2, z3, z4). The regularization has been omitted as in the image part of the
correlation function no regularization is required: The geometric reason for this, as with
the uniformly accelerated detector on M with boundary, is that the wordline and its image
under J are completely spacelike separated. The image term gives to the transition rate the
contribution
F˙Iτ (ω) = 2
∫ ∞
0
ds
cos(ωs)
16π2α2 cosh2
(
2τ−s
2α
) . (5.245)
We see that the image term contribution (5.245) is exactly the same as the image
term contribution in the response of a uniformly accelerated detector on a 4-dimensional
Minkowski space with boundary at x = 0 ((5.101) with d = 4). Therefore the total response
of our inertial detector in RP3 de Sitter space (with Ricci scalar R = 12/α2) is identical
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to the response of a uniformly accelerated detector travelling in 4-dimensional Minkowski
space with a boundary at x = 0 with the acceleration 1/α perpendicular to the boundary.
It follows that our numerical results in figure 5.5 also give the response on RP3 de Sitter
space, with the appropriate interpretation for α. In particular, the image term breaks the
KMS condition and the response is non-thermal and non-Planckian. When the detector is
switched on in the infinite past, the response at large τ is oscillatory in τ with period π/ω.
When the detector is switched on at a finite time τ0, τ0 ≪ −1, numerical evidence indicates
that the response is approximately periodic in the region 0 < τ < −τ0, with period π/ω,
but it falls to the thermal response as τ → ∞, as discussed further in section 5.4.3 and
illustrared in figures 5.6, 5.7 and 5.8. This clarifies and adds to the discussion given in [100].
We wish to compare these particle detector results in RP3 de Sitter space to the asoci-
ated GEMS particle detector. We see from (5.243) that the GEMS worldline of interest is a
Rindler trajectory with acceleration a = 1/α in the 5-dimensional embedding space. There-
fore in the 5-dimensional Minkowski embedding space of de Sitter space we see that the
response of a detector following this worldline is a thermal one with associated temperature
T = 1/(2πα) and so we expect, as indeed we saw in section 5.9.1, the response of the detector
in de Sitter space to also be a thermal one with temperature T = 1/(2πα). Again the actual
responses of detectors in the two situations are not identical (as seen in sections 5.3.1 and
5.9.1) due to the different dimensions of the spaces, the most obvious difference being the
presence of the Planckian factor in the de Sitter response and the Fermi factor in Rindler re-
sponse on the odd dimensional embedding space. As the RP3 de Sitter spacetime is built as
a quotient of de Sitter space under the map J : (z0, z1, z2, z3, z4) 7→ (z0,−z1,−z2,−z3,−z4)
we have immediately the action of this map on the embedding space. The geodesic worldline
of interest maps to a Rindler worldline in this embedding space with acceleration a = 1/α,
so in the GEMS approach we consider a Rindler particle detector with this acceleration in
this 5-dimensional embedding space. The transition rate was found in section 5.4.4. The
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thermal part of the transition rate is constant in time and is given by
F˙Mτ (ω) =
a2
8π(e
2πω
a + 1)
(1/4 + ω2/a2) , (5.246)
corresponding to the temperature T = a2π . The image part of the transition rate depends
on the proper time and is given by
F˙Iτ (ω) =
1
4π2
∫ ∞
0
ds
cos(ωs)(
4/a2 cosh2
(
a(2τ−s)
2
))3/2 . (5.247)
The total response is shown for various values of the parameters in figure 5.10. The quali-
tative similarities to the RP3 de Sitter transition rate are apparent. They provide evidence
that, at least in some cases, the GEMS procedure may be applied to quotient spaces such
as RP3 de Sitter space and the RP3 geon where the embedding spaces are Minkowski spaces
with suitable identifications.
Figure 5.10: Transition rate for a detector uniformly accelerated in the z1 direction on the
quotient space of 5-dimensional Minkowski space under the involution J . The parameters
are α = 1, C = (2z1)
2 + (2z2)
2 + (2z3)
2 = 0 and ω = 1 (upper curve), ω = 1.5 and ω = 2
(lower curve).
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Conclusions
This thesis has been concerned with quantum field theory on topologically non-trivial man-
ifolds and with particle detector models. Chapters 2 and 3 discussed thermal effects for
the free Dirac field on the RP3 geon and on a topologically analogous flat spacetime M−
via a Bogolubov transformation analysis. Compared with the scalar field [22], the main
new issue with fermions is that the spacetimes admit two inequivalent spin structures, and
there are hence two inequivalent Hartle-Hawking like vacua on the geon and two inequiv-
alent Minkowski-like vacua on M−. We showed that an observer in the exterior region of
the geon can detect both the nonthermality of the Hartle-Hawking like state and the spin
structure of this state by suitable interference measurements, and similar results hold for a
Rindler observer onM−. When probed with suitably restricted operators, such as operators
at asymptotically late Schwarzschild (respectively Rindler) times, these states nevertheless
appear thermal in the usual Hawking (Unruh) temperature, for the same geometric reasons
as in the scalar case [22]. As a by-product of the analysis, we presented the Bogolubov trans-
formation for the Unruh effect for the massive Dirac field in (3 + 1)-dimensional Minkowski
space, complementing and correcting the previous literature.
As a late time observer in the geon exterior sees a thermal state in the usual Hawking
temperature, the classical laws of black hole mechanics lead the observer to assign to the
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geon the same entropy as to a conventional Schwarzschild hole with the same mass. It was
found in [22] that an attempt to evaluate the geon entropy by path-integral methods leads
to half of the Bekenstein-Hawking entropy of a Schwarzschild hole of the same mass, and
it was suggested that state-counting computations of the geon entropy could shed light on
this discrepancy. Our work says little of what the full framework of such a computation
would be, but our work would presumably provide part of the fermionic machinery in the
computation. In particular, the issue of the spin structure would need to be faced seriously:
Does an entropy computation by state-counting need to count the two spin structures as
independent degrees of freedom?
In chapter 4 we computed the stress-energy expectation value on M0 and M− in
Minkowski-like vacuum states, for both massive scalar and spinor fields. For the scalar
field our results on M0 agree with those in [46]. For the spinor field on M0 they agree
with [48]. On M− the results for the massive fields are new. Further in the massless limit
our expectation values agree with the previous literature [22, 36, 47]. We presented also the
calculation for 2-component massless spinors. It was shown on both M0 and M− that the
stress tensor is independent of the handedness of the spinor. In all cases the values fall off
exponentially in the large m limit, and the leading order correction for small mass is O(m2).
Further it is noted that for the scalar field in the large a limit on M− there is an exponential
decay in the massive case while for the massless field the behaviour is a−4. For the massive
field the difference between 〈0|Tµν |0〉 on M− and the corresponding values on M0 falls off
exponentially in the limit of large r2 := x2 + y2, while for the massless field it behaves as
O(r−3). It is seen that for spinors the two spin structures are distinguished by the sign of
a non-vanishing shear component.
Our underlying interest in the expectation values arises from the role of M0 and M− in
modelling, in the context of accelerated observers on flat spacetimes, the Hawking(-Unruh)
effect on respectively the Kruskal manifold and the RP3 geon. As we have seen in chapters
2, 3 and 5 certain aspects of the thermal and non-thermal effects for scalar and spinor fields
on M0 and M− are at present understood from the viewpoint of Bogolubov transformations
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and particle detector analyses (see also [22]), but the connections between (non-)thermality
and stress-energy remain less clear. We view our results in chapter 4, in conjunction with
those in chapters 2, 3, 5 and in [22], as data points to which we anticipate future work on
this question to provide a deeper understanding.
In chapter 5 we considered particle detector models in the context of quantum field theory
in curved spacetime. In particular we investigated the model of Schlicht [25,26]. The model
is that of a monopole detector linearly coupled to a massless scalar field which is smeared
with a window function in order to regularize the correlation function in the transition rate.
We extended the regularization of the correlation function for the massless linearly coupled
scalar field to d-dimensional Minkowski space, and we showed that it leads to the expected
responses for inertial and uniformly accelerated detectors switched on in the infinite past and
off at τ <∞. Further we extended the regularization of Schlicht to the massive scalar field in
Minkowski space and have shown that it reduces to that of [25,26] in the massless limit. Next
we introduced a model of a linearly coupled massless scalar field detector on spacetimes built
as quotients of Minkowski space under certain discrete isometries. In a number of cases the
model, when switched on at τ0 = −∞ and read at τ <∞, was shown to reproduce the known
asymptotic responses. These cases include the uniformly accelerated detector onM0 [22,107]
as well as the inertial and uniformly accelerated detectors on Minkowski space with boundary
when the motion is parallel to the boundary [107]. These results suggest that our model is
reasonable. Further we presented a number of new responses, the most interesting of which
are the time dependent responses on Minkowski space with boundary and onM−. An inertial
detector approaching the boundary on Minkowski space with boundary was considered and
seen to react in a qualitatively similar way to one travelling parallel to the boundary but
taking progressively smaller distances (ie comparing figures 5.2 and 5.4). The main difference
is that in the detector approaching the boundary a divergence in the transition rate occurs
as the boundary is reached. A detector with uniform acceleration perpendicular to the
boundary was also considered and an interesting observation made. For a detector which
is switched on in the infinite past the transition rate is found to oscillate in τ at late times
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with period π/ω, never tending to the Minkowski thermal response, no matter how far from
the boundary the detector gets in the future. However for a detector switched on at a
finite time (that is τ0 > −∞), the response will at late times tend to the thermal Minkowski
response. For instantaneous, exponential and Gaussian switching functions the conclusion is
the same. Responses were also considered on the quotient spaces of Minkowski space under
the involution Jck : (t, x1, x2, . . . xd−1) 7→ (t,−x1,−x2,− . . . − xk, xk+1, . . . , xd−1) where
1 < k < d and certain relations to the responses on Minkowski space with boundary noted.
The responses of uniformly accelerated detectors, where the motion is in the x1 direction, are
relevant for the discussion of static detectors in the RP3 geon exterior as well as comoving
detectors in RP3 de Sitter via their global embedding Minkowski spacetimes (GEMS). Next
we extended the detector model and regularization to the nonlinearly coupled scalar field
and to the massless Dirac field. With a few minor technicalities the extension is quite
straightforward. In the case of the Dirac field again we obtained the transition rate and the
power spectrum of the Dirac noise for a detector switched on in the infinite past on inertial
and a uniformly accelerated trajectories. The power spectrum for the accelerated detector
agrees with the previous literature (see e.g [31]) and so suggests our model is reasonable.
Further we briefly considered the response of the Dirac detector on M0 and M−. One aim
was to see whether a uniformly accelerated Dirac detector on M− could distinguish the
two spin structures there. Unfortunately we have shown that this is not the case for our
particular model.
In section 5.7 we considered the response of a static detector in the exterior region of the
RP3 geon via a global embedding Minkowski space. Although the GEMS program has so far
only been applied in a kinematical setting, our aim was to examine the possibility that the
response of the detector in the embedding space is related to that in the underlying curved
space. We found that the response is related to that of uniformly accelerated detectors
given in section 5.4.4. In particular it is shown in the embedding space, and expected on
the geon, that the response is not thermal, in the sense that it does not satisfy the KMS
condition, for most times. Further it is seen that for a detector switched on in the infinite
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past the response is approximately thermal at early times but does not return to the thermal
response at late times in contrast to expectations (see e.g [22] and sections 2 and 3 here). If
the detector however is turned on at some finite time in the distant past then the response
is approximately thermal when turned on and returns to being approximately thermal in
the distant future.
Lastly we extended our model to conformally flat spacetimes and considered some re-
sponses on de Sitter space and RP3 de Sitter space. The regularization of [25] is not easily
adaptable to general motions in conformally flat spacetimes, due to the possibility of spa-
tially closed hypersurfaces in the detector’s rest frame. We argued however for a similar
regularization by reinterpreting the regularization as an ultraviolet cut-off in the high “fre-
quency” modes. On de Sitter space the transition rate for a detector switched on in the
infinite past is found for a uniformly accelerated detector, and it is found to agree with
previous literature [116]. This result suggests our regularization is reasonable. In the case
of an inertial detector in de Sitter space the regularization we introduced is shown to also
come from the consideration of a detector with spatial extension where the detector is rigid
in its rest frame. On RP3 de Sitter space the response of a detector following the comoving
worldline was considered in two ways. Firstly a direct calculation showed that the response
is exactly that of a uniformly accelerated detector approaching the boundary on Minkowski
space with boundary (identifying 1/α with the acceleration). Again therefore the response
of a detector switched on in the infinite past has an oscillatory behaviour in the distant
future and does not tend to the expected thermal result, the image term breaking the KMS
condition, in contrast to what was expected [100]. The response of a detector switched on
at a finite time does however tend to the expected thermal response at late times. Secondly
we considered the same calculation from the GEMS perspective. Although the response is
clearly different to that in the original space, due to the different dimensions of RP3 de Sitter
space and the embedding space, it is seen that the response is qualitatively very similar.
The calculation therefore provides a good example for investigating detector responses in
curved spacetimes and those in their GEMS, and suggests also that the response found in
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the GEMS of the RP3 geon in section 5.7 is indeed closely related to the response of the
static detector in the geon itself.
Future Work
There are many possible directions for future work on the topics discussed in this thesis. On
the RP3 geon for instance one interesting subject which we have not really discussed here is
its entropy. In [22] it is argued from the observed temperature and the classical laws of black
hole thermodynamics that an observer at late Schwarzschild time in the exterior will assign
an entropy to the hole of 1/4 its late time horizon area, which is the entropy of a Kruskal
hole with the same mass. However it was also shown that from a path integral approach the
entropy assigned to the hole is 1/8 the late time horizon area. The reason for the difference
is not clear. It would be very interesting therefore to consider a state counting argument for
the entropy of the geon in the context of a quantum gravity model such as loop quantum
gravity, as was done for large non-rotating black holes in [128].
Further work for the particle detector models discussed could include a thorough inves-
tigation of the dependency of Schlicht’s model on the window function (detector shape).
Also it would be interesting to investigate in depth the most general case of an arbitrary
trajectory in a general curved spacetime. The GEMS calculations discussed here are also
worthy of further investigation. In particular, to what extent do the responses in the GEMS
relate to the responses in the original curved spaces? We know that the GEMS procedure
may not be applied reliably to the response of an arbitrary non-stationary trajectory in an
arbitrary spacetime [125] but we expect for some classes of trajectories and spacetimes the
GEMS approach is useful.
Finally, as mentioned when discussing our stress energy results, the relation between
the (non)-thermal behaviour seen in various black hole (and flat) spacetimes and the stress
energy expectation values is not clear and a deeper understanding is required.
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Analytic continuation of Rindler
modes across the horizons
In this appendix we provide more details on the analytic continuation of the Rindler modes
(2.33) on M0 into the future and left hand wedges.
(2.33) are Rindler modes in R0 expressed with respect to the globally defined Minkowski
vierbein. We build from them a complete set of positive frequency Minkowski modes (i.e.
positive frequency with respect to ∂t) by continuing them (with Ω ∈ R) across the horizons
into F and L in the lower half complex t plane. (2.33) are functions of t−x and t+x where
in R
ξ = (x2 − t2)1/2 = ((x− t)(x + t))1/2 , (A.1)
τ = arctanh
(
t
x
)
=
1
2
ln
(
x+ t
x− t
)
, (A.2)
Continuing these across the future horizon t = x, from (t − x) < 0 to (t − x) > 0 we note
that t = x is a branch point. In order to analytically continue into the lower half complex
t plane we must make the substitutions
√
x− t → i√t− x and ln(x − t) → ln(t − x) + iπ.
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This gives
ξ = (x2 − t2)1/2 → i((t− x)(x + t))1/2 = iξ , (A.3)
τ = arctanh
(
t
x
)
→ 1
2
ln
(
x+ t
t− x
)
− iπ
2
= τ − iπ
2
, (A.4)
where on the left hand side of these expressions (τ, ξ) are in R and on the right (τ, ξ) are in
F as defined by (2.49). Under this substitution it is easy to check that the Rindler modes
in R (2.33) become (2.45) and (2.46) in F .
The continuation further to the L wedge is similar. We must cross the horizon t = −x
which again is a branch point in the expressions for (τ, ξ) in F . Crossing from (x + t) > 0
to (x + t) < 0 in the lower half t-plane we make the substitutions
√
x+ t → −i
√
−(x+ t)
and ln(x+ t)→ ln(−(x+ t))− iπ. Then
ξ = (t2 − x2)1/2 → −i((x− t)(x+ t))1/2 = −iξ , (A.5)
τ = arctanh
(x
t
)
→ 1
2
ln
(
x+ t
x− t
)
− iπ
2
= τ − iπ
2
, (A.6)
where the expressions on the left are in F and those on the right are in L with (τ, ξ) defined
by (2.35). Under this continuation the modes (2.45) and (2.46) in F become (2.50).
A complete set of negative frequency Minkowski modes can be obtained in a similar
manner by continuing the Rindler modes in R (2.33), with Ω ∈ R, across the horizons in
the upper half complex t-plane. Alternatively we may just take the charge conjugates of our
positive frequency modes.
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Evaluating integrals using
hyperspherical coordinates
In this appendix we show how to evaluate integrals of the form
∫
dd−1k F (|k|)eik·Reǫk·R˜ , (B.1)
where d > 2, the integration is over k ∈ Rd−1, R and R˜ are vectors in Rd−1 and F (|k|) is
an arbitrary function.
First we transform to hyperspherical coordinates (polar and spherical coordinates for
d = 3 and d = 4 respectively) in k space (|k|, θ1, . . . , θd−2), where
k1 = |k| sin θ1 . . . sin θd−3 sin θd−2 ,
k2 = |k| sin θ1 . . . sin θd−3 cos θd−2 ,
k3 = |k| sin θ1 . . . sin θd−4 cos θd−3 ,
...
kd−1 = |k| cos θ1 , (B.2)
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with 0 < |k| <∞, 0 < θi < π for i = 1, . . . , d− 3 and 0 < θd−2 < 2π. Then
∫
dd−1k F (|k|)eik·Reǫk·R˜ =
∫ ∞
0
d|k| |k|d−2F (|k|)
∫
dd−2Ω eik·Reǫk·R˜ . (B.3)
The angular integral may now be performed by choosing a suitable set of axes in k space.
In particular we choose the kd−1 axis in the direction of R and the kd−2 axis such that R˜
lies in the (kd−2, kd−1)-plane. Then k ·R = |k||R| cos θ1 and k · R˜ = |k||R˜|(cos θ1 cosψ +
sin θ1 cos θ2 sinψ), where ψ is the angle between R and R˜, i.e. |R||R˜| cosψ = R · R˜.
Considering first d > 4 we have1
∫
dd−2Ω eik·Reǫk·R˜ =
∫ 2π
0
dθd−2
d−3∏
i=3
∫ π
0
dθi (sin θi)
d−2−i
∫ π
0
dθ1 (sin θ1)
d−3ei|k||R| cos θ1
×
∫ π
0
dθ2 (sin θ2)
d−4eǫ|k||R˜|(cos θ1 cosψ+sin θ1 cos θ2 sinψ) . (B.4)
From [50] we have
∫ π
0
dθ (sin θ)2νe±a cos θ = π1/2
(
2
a
)ν
Γ[ν + 1/2]Iν(a) , (B.5)
for Re(ν) > −1/2, where Iν(a) is a Bessel function, and so
∫ π
0
dθ2 (sin θ2)
d−4eǫ|k||R˜| sin θ1 cos θ2 sinψ = π1/2
(
2
ǫ|k||R˜| sin θ1 sinψ
) d−4
2
Γ[(d− 3)/2]
×I d−4
2
(ǫ|k||R˜| sin θ1 sinψ) . (B.6)
The integral over θ3 . . . θd−2 in (B.4) may be performed by noting that it is the surface area
of a unit (d− 4)-dimensional sphere (in topologists notation), which is given by
Sd−4 = 2
π(d−3)/2
Γ[(d− 3)/2] , (B.7)
1For d = 5 the expression is (B.4) without the product term.
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see e.g [40]. Thus we have
∫
dd−2Ω eik·Reǫk·R˜ =
(2π)d/2−1
(ǫ|k||R˜| sinψ)(d−4)/2
∫ π
0
dθ1 (sin θ1)
d/2−1e(i|k||R|+ǫ|k||R˜| cosψ) cos θ1
×I d−4
2
(ǫ|k||R˜| sin θ1 sinψ) . (B.8)
The integral over θ1 may be done by expanding the Bessel function as a series and doing
the integral over θ1 for each term in the sum. We have
∫ π
0
dθ (sin θ)ν+1ea cos θIν(b sin θ) =
∞∑
k=0
(
b
2
)ν+2k
1
k!Γ[ν + k + 1]
∫ π
0
dθ (sin θ)2ν+2k+1ea cos θ ,
= (2π)1/2
∞∑
k=0
bν+2k
k!2k
a−(ν+k+1/2)Iν+k+1/2(a) ,
= (2π)1/2bν
∞∑
k=0
b2k
k!
(
d
dq
)k (
q−
1
2 (ν+
1
2 )Iν+1/2(
√
q)
)
,
(B.9)
where q = a2, and the second line follows from (B.5). Recognizing the sum in the last
expression of (B.9) as a Taylor series we thus have
∫ π
0
dθ (sin θ)ν+1ea cos θIν(b sin θ) = (2π)
1/2 b
ν
(
√
a2 + b2)ν+1/2
Iν+1/2(
√
a2 + b2) . (B.10)
Further we find
−(i|R|+ ǫ|R˜| cosψ)2 − (ǫ|R˜| sinψ)2 = (R− iǫR˜) · (R − iǫR˜) = (R− iǫR˜)2 . (B.11)
Collecting these results together we have
∫
dd−1k F (|k|)eik·Reǫk·R˜ = (2π)(d−1)/2
∫ ∞
0
d|k| |k|d−2F (|k|)
J(d−3)/2
(
|k|
√
(R − iǫR˜)2
)
(
|k|
√
(R− iǫR˜)2
)(d−3)/2 ,
(B.12)
where we have replaced the I Bessel in (B.10) by a J Bessel using Iν(z) = e
− νπi2 Jν(ze
πi
2 ).
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For d = 4 the expression analogous to (B.4) for the angular integral is
∫
d2Ω eik·Reǫk·R˜ =
∫ π
0
dθ1 sin θ1e
i|k||R| cos θ1
×
∫ 2π
0
dθ2 e
ǫ|k||R˜|(cos θ1 cosψ+sin θ1 cos θ2 sinψ)
= 2π
∫ π
0
dθ1 sin θ1e
i|k||R| cos θ1+ǫ|k||R˜| cos θ1 cosψI0(ǫ|k||R˜| sin θ1 sinψ) ,
(B.13)
where we have used (B.5) for the integral over θ2. Expression (B.13) agrees with (B.8) when
d = 4 and thus we are led again to the result (B.12).
For d = 3 we take the k2 axis in the direction of R in (B.3) then k ·R = |k||R| cos θ1,
k · R˜ = |k||R˜|(cos θ1 cosψ + sin θ1 sinψ) and
∫
dΩ eik·Reǫk·R˜ =
∫ 2π
0
dθ1e
i|k||R| cos θ1eǫ|k||R˜|(cos θ1 cosψ+sin θ1 sinψ) . (B.14)
Hence, [50],
∫
d2k F (|k|)eik·Reǫk·R˜ = 2π
∫ ∞
0
d|k| |k|F (|k|)J0
(
|k|
√
(R − iǫR˜)2
)
, (B.15)
which also agrees with (B.12). Thus (B.12) is the expression we require for all d > 2.
In the case of equation (5.28) we want
gǫ(k; τ) =
ǫΓ(d/2)
πd/2
e−i(k ·x(τ))
∫
dd−1ξ
1
(ξ2 + ǫ2)d/2
e−ik¯·ξ ,
=
ǫΓ(d/2)
πd/2
e−i(k ·x(τ))
(2π)(d−1)/2
|k¯|(d−3)/2
∫ ∞
0
d|ξ| |ξ||ξ|
(d−3)/2
(ξ2 + ǫ2)d/2
J(d−3)/2(|ξ||k¯|) ,
(B.16)
where the second line follows from (B.12). Again the integral may be found in integral tables
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(see [106] p488 no.11.4.44)
∫ ∞
0
d|ξ| |ξ||ξ|
(d−3)/2
(ξ2 + ǫ2)d/2
J(d−3)/2(|ξ||k¯|) =
|k¯|(d/2−1)ǫ−1/2
2(d/2−1)Γ(d/2)
K1/2(|k¯|ǫ) , (B.17)
K is a modified Bessel function and K1/2(z) = (π/(2|k¯|ǫ))1/2e−|k¯|ǫ so finally we find
gǫ(k; τ) = e
−i(k ·x(τ))e−ǫ|k¯| . (B.18)
For equation (5.33) we find
〈0|φ(τ)φ(τ ′)|0〉 = 1
(2π)d−1
∫
dd−1k
2|k| e
−i|k|(t−t′−iǫ(t˙+t˙′))+ik·(x−x′−iǫ(x˙+x˙′)) ,
=
1
2(2π)(d−1)/2
∫ ∞
0
d|k| |k|d−3e−i|k|(t−t′−iǫ(t˙+t˙′))
×
J(d−3)/2
(
|k|
√
(x− x′ − iǫ(x˙+ x˙′))2
)
(
|k|
√
(x− x′ − iǫ(x˙+ x˙′))2
)(d−3)/2 . (B.19)
The |k| integral may be found in [50], using
∫ ∞
0
dx e−αxxνJν(βx) =
(2β)νΓ(ν + 1/2)
π1/2(α2 + β2)ν+1/2
, (B.20)
for Re(α) > 0, the result is (5.34). The same integrations are required in finding the
usual correlation function (5.15) where ǫ is taken to 0 in (B.19) and then a cut-off e−ǫ|k| is
introduced.
For equation (5.69) we want
gǫ(k; τ) =
1
ǫd−1(2π)(d−1)/2
e−i(k ·x(τ))
∫
dd−1ξ e−
ξ2
2ǫ2 e−ik¯·ξ ,
=
1
ǫd−1|k¯|(d−3)/2 e
−i(k ·x(τ))
∫ ∞
0
d|ξ| |ξ||ξ|(d−3)/2e− |ξ|
2
2ǫ2 J(d−3)/2(|k¯||ξ|) .
(B.21)
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Again from [106] (p486 no.11.4.29) we have
∫ ∞
0
dt e−α
2t2tν+1Jν(bt) =
bν
(2α2)ν+1
e−
b2
4α2 , (B.22)
and so we find
gǫ(k; τ) = e
−i(k ·x(τ))e−
ǫ2|k¯|2
2 . (B.23)
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Expressions in 2 dimensions
In this appendix we present the calculation of some of the expressions appearing in chapter
5 in 2 dimensions.
C.1 The correlation function
In 2-dimensional Minkowski space the solutions to the massless Klein Gordon equation may
be expressed as the mode expansion
φ(t, x) =
∫ ∞
−∞
dk
(4|k|π)1/2
(
a(k)e−i(|k|t−kx) + a†(k)ei(t−kx)
)
. (C.1)
The Wightman function is then
〈0|φ(x)φ(x′)|0〉 = 1
4π
∫ ∞
−∞
dk
|k|e
−i(|k|(t−t′)−k(x−x′)) . (C.2)
We see immediately from (C.1) and (C.2) that there is an infrared divergence due to the
k = 0 mode (as well as the usual ultraviolet divergences found in all dimensions). In
calculating the Wightman function (C.2) we could introduce an infrared cut-off in order to
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regularize this divergence, by for example considering
〈0|φ(x)φ(x′)|0〉 = 1
4π
∫ ∞
−∞
dk
|k|
(
e−i(|k|(t−t
′)−k(x−x′)) −Θ(C − |k|)
)
, (C.3)
where Θ(x) is a step function and C a positive constant (see e.g. [129] for more details).
However as we shall see later the divergence does not contribute to the detector response
provided we include a temporal window function and consider an asymptotic (infinite time)
detection. Without the window function the contribution from these terms may be easily
found and so we do not regularize it here but simply drop the divergent term in any calcu-
lations done. The ultraviolet divergence in (C.2) still requires regularization. In the usual
iǫ-prescription
〈0|φ(x)φ(x′)|0〉 = 1
4π
∫ ∞
−∞
dk
|k| e
−i(|k|(t−t′−iǫ)−k(x−x′)) ,
=
1
4π
(∫ ∞
0
dk
k
e−ik((t−t
′−iǫ)−(x−x′)) +
∫ ∞
0
dk
k
e−ik((t−t
′−iǫ)+(x−x′))
)
.
(C.4)
The integrals may be done by parts
∫ ∞
0
dk
k
e−iµk =
[
ln(k)e−iµk
]∞
0
+ iµ
∫ ∞
0
dk ln(k)e−iµk ,
= − ln(0)− (C+ ln(iµ)) , (C.5)
when Im(µ) < 0 [50], where C is Euler’s constant. So
〈0|φ(x)φ(x′)|0〉 = 1
4π
(−2 ln(0)− 2C− ln(i[(t− t′ − iǫ)− (x− x′)])
− ln(i[(t− t′ − iǫ) + (x− x′)]))
= − 1
4π
ln((t− t′ − iǫ)2 − (x− x′)2) + C , (C.6)
where C is an ill-defined constant. The usual approach is to say that derivatives of the
correlation function are well defined and are given by the derivatives of (C.6). We will show
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later however that in our particle detector model we may work with (C.6) in cases where
the constant term does not contribute to the response.
Next consider the correlation function for the smeared field in two dimensions. The
discussion follows as in sections 5.3.1. For a Lorentzian shape function
gǫ(k; τ) =
ǫ
π
e−i(k ·x(τ))
∫ ∞
−∞
dξ
e−ik¯ξ
(ξ2 + ǫ2)
, (C.7)
where k¯ := k · eξ(τ). Now
∫ ∞
−∞
dx
e−ipx
(x2 + a2)
=
π
a
e−|ap| , (C.8)
for a 6= 0 and p real [50], so
gǫ(k; τ) = e
−i(k ·x(τ))e−ǫ|k ·eξ(τ)| = e−i(|k|t(τ)−kx(τ))e−ǫ(|k|t˙−kx˙) . (C.9)
Then
〈0|φ(τ)φ(τ ′)|0〉 = 1
4π
∫ ∞
−∞
dk
|k| e
−i(|k|(t−t′−iǫ(t˙+t˙′))−k(x−x′−iǫ(x˙+x˙′))) . (C.10)
An analogous calculation to that leading to (C.6), noting that on a timelike worldline
Im[k(t− t′ − iǫ(t˙+ t˙′))± k(x− x′ − iǫ(x˙+ x˙′))] < 0, gives
〈0|φ(τ)φ(τ ′)|0〉 = − 1
4π
ln((t− t′ − iǫ(t˙+ t˙′))2 − (x− x′ − iǫ(x˙+ x˙′))2) + C , (C.11)
where C is an ill-defined constant.
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C.2 Inertial detector
Next we consider an inertial detector in 2 dimensions, firstly for a finite time detector
switched on instantaneously. From (5.12) and (C.11) the transition rate is
F˙∆τ (ω) = − 1
4π
∫ ∆τ
−∆τ
ds e−iωs
(
ln((s− 2iǫ)2) + C) , (C.12)
where ∆τ = τ − τ0. The contribution of the constant is
F˙∆τ (ω) = C
∫ ∆τ
−∆τ
ds e−iωs ,
=
2C
ω
sin(ω(∆τ)) . (C.13)
Thus for instant switching constant terms in the Wightman function do contribute to the
transition rate, even in the limit as (τ − τ0)→∞.
Consider then the transition rate for a detector switched smoothly with an exponential
switching function.
F˙∆τ (ω) = C
∫ ∞
−∞
ds e−iωs−
|s|
∆τ ,
= C
(∫ ∞
0
ds e−iωs−
s
∆τ +
∫ ∞
0
ds eiωs−
s
∆τ
)
,
=
2C∆τ
(1 + ∆τ2ω2)
. (C.14)
Again for finite time detections the constant terms do contribute but in the limit as the
time of detection τ − τ0 goes to infinity these contributions vanish. Further as the constant
terms are infinite it seems sensible only to consider the rate of a smoothly switched detector
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in this asymptotic limit. The remaining transition rate is then
F˙∆τ (ω) = − 1
4π
∫ ∞
−∞
ds e−iωs−
|s|
∆τ ln((s− 2iǫ)2) ,
= − 1
4π
(∫ ∞
0
ds e−iωs−
s
∆τ ln((s− 2iǫ)2) +
∫ ∞
0
ds eiωs−
s
∆τ ln((s+ 2iǫ)2)
)
,
= − 1
4π
[
2 ln(2iǫ)
iω + 1∆τ
− 2 ln(2iǫ)
iω − 1∆τ
+
2
iω + 1∆τ
∫ ∞
0
ds
e−iωs−
s
∆τ
(s− 2iǫ)
− 2
iω − 1∆τ
∫ ∞
0
ds
eiωs−
s
∆τ
(s+ 2iǫ)
]
, (C.15)
where the last line follows by parts. As we are only interested in the asymptotic response
we now let ∆τ →∞. Then
F˙τ (ω) = − 1
2πiω
∫ ∞
−∞
ds
e−iωs
(s− 2iǫ) . (C.16)
The integral may be done simply by residues closing the contour in the upper half complex
plane for ω < 0 and the lower half plane for ω > 0. The result is
F˙τ (ω) = − 1
ω
Θ(−ω) . (C.17)
Finally we consider the relation with the local density of states (5.41) which in two
dimensions is
ρM (ω, x) =
∫ ∞
−∞
dk
2π
δ(|k| − ω) =
∫ ∞
0
dk
2π
δ(k − ω) +
∫ 0
−∞
dk
2π
δ(−k − ω) ,
=
1
π
Θ(ω) . (C.18)
Thus
F˙τ (ω) = −π
ω
Θ(−ω)ρM (|ω|, x) . (C.19)
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C.3 Uniformly accelerated detector
Now let us consider the response of a uniformly accelerated detector in 2 dimensions. Again
due to the infinite contributions from the constant terms in the correlation function we
consider only the asymptotic limit of a smoothly switched detector. The transition rate,
dropping the constant terms which do not contribute in the asymptotic limit, is
F˙∆τ (ω) = − 1
4π
∫ ∞
−∞
ds e−iωs−
|s|
∆τ ln
(
4
(
α sinh
( s
2α
)
− iǫ cosh
( s
2α
))2)
,
= − 1
4π
[∫ ∞
0
ds e−iωs−
s
∆τ ln
(
4
(
α sinh
( s
2α
)
− iǫ cosh
( s
2α
))2)
+
∫ ∞
0
ds eiωs−
s
∆τ ln
(
4
(
α sinh
(−s
2α
)
− iǫ cosh
( s
2α
))2)]
. (C.20)
Integrating by parts twice and then taking the ∆τ →∞ limit we find
F˙τ (ω) = − (α
2 + ǫ2)
8πω2α2
∫ ∞
−∞
ds
e−iωs(
α sinh
(
s
2α
)− iǫ cosh ( s2α))2 . (C.21)
Comparing (C.21) with (5.52) when ∆τ → ∞ we see that the response is proportional
to the response of a uniformly accelerated detector in 4-dimensional Minkowski space. In 4
dimensions we have already recovered the usual thermal response (5.53) thus in 2 dimensions
the response is
F˙τ (ω) = − 1
ω(e2παω − 1) . (C.22)
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Appendix D
Integrals on uniformly
accelerated worldline
In this appendix we evaluate the integral
I(ω) = lim
ǫ→0+
∫ ∞
−∞
ds
e−iωs
(α sinh(βs) − iǫ cosh(βs))k , (D.1)
for arbitrary α > 0, β > 0, ω ∈ R and k ∈ Z+. Writing s = z/β, ǫ = αη, q = ω/β, we may
instead consider
I(q) = lim
η→0+
1
βαk
∫ ∞
−∞
dz
e−iqz
(sinh(z)− iη cosh(z))k . (D.2)
The integrand has a pole at z = arctanh(iη) of order k. We consider the integral as a
contour integral and deform the contour to that shown in figure D.1. Now we are free to
take limη→0+ . Further we may easily show that in the limit as the contour goes off to ±∞
the contributions from R1 and R2 vanish and so
I(q) =
1
βαk
∫
C
dz
e−iqz
(sinh(z))k
, (D.3)
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Figure D.1: Contour used in the integration of I(q).
where C is the line z = −iπ/2 in the complex z-plane. Changing the integration variable
by z =W − iπ/2 gives
I(q) =
e−πq/2
βαk(−i)k
∫ ∞
−∞
dW
e−iqW
(cosh(W ))k
,
=
e−πq/2
βαk(−i)k
(∫ ∞
−∞
dW
cos(qW )
(cosh(W ))k
− i
∫ ∞
−∞
dW
sin(qW )
(cosh(W ))k
)
. (D.4)
In the second integral the integrand is odd in W and so the integral is 0. The first integral
may be found in [50], with the result
I(q) =
2k−1e−πq/2
Γ(k)βαk(−i)kΓ((k + iq)/2)Γ((k − iq)/2) . (D.5)
We may further use the properties of Γ functions [50],
Γ(z + 1) = zΓ(z) ,
Γ(1− z)Γ(z) = π
sinπz
,
Γ(1/2 + z)Γ(1/2− z) = π
cosπz
, (D.6)
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to write the Γ functions that enter the transition rate (5.52) in terms of products of poly-
nomials to obtain the expression (5.53).
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Appendix E
Details for automorphic field
detector
In this appendix we give some more detail on some statements made in section 5.4.1 regarding
automorphic fields.
The automorphic field on Minkowski space, which represents fields on M/Γ is defined by
φˆ(x) :=
1(∑
γ∈Γ p(γ)2
)1/2 ∑
γ∈Γ
p(γ)φ(γ−1x) , (E.1)
where p(γ) is a representation of Γ in SL(R). Then
[
φˆ(x),
˙ˆ
φ(x′)
]
=
1∑
g∈Γ p(g)2
∑
g∈Γ
∑
h∈Γ
p(g)p(h)
[
φ(g−1x), φ˙(h−1x′)
]
. (E.2)
181
Chapter E: Details for automorphic field detector
Now writing h→ hg we have, at equal times
[
φˆ(x),
˙ˆ
φ(x′)
]
=
1∑
g∈Γ p(g)2
∑
g∈Γ
∑
h∈Γ
p(g)p(hg)[φ(g−1x), φ˙(g−1h−1x′)] ,
=
1∑
g∈Γ p(g)2
∑
g∈Γ
p(g)2
∑
h∈Γ
p(h)[φ(x), φ˙(h−1x′)] ,
=
∑
h∈Γ
p(h)[φ(x), φ˙(h−1x′)] = iδ(d−1)(x− x′) + image terms . (E.3)
Next consider the two-point function 〈0|φˆ(τ)φˆ(τ ′)|0〉, where
φˆ(τ) =
∫
dd−1ξ Wǫ(ξ)φˆ(x(τ, ξ)) . (E.4)
With a similar calculation we find
〈0|φˆ(τ)φˆ(τ ′)|0〉 = 1∑
g∈Γ p(g)2
∑
g∈Γ
∑
h∈Γ
p(g)p(h)〈0|φ(g−1τ)φ(h−1τ ′)|0〉 . (E.5)
Writing h→ hg and following through the steps which lead to (E.3) we have
〈0|φˆ(τ)φˆ(τ ′)|0〉 =
∑
h∈Γ
p(h)〈0|φ(τ)φ(h−1τ ′)|0〉 . (E.6)
That is, the two-point function for the smeared automorphic field (E.4) is given by the
method of images applied to the two point function for the smeared Minkowski field.
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Appendix F
Evaluating (5.95) for inertial
detector approaching boundary
In this appendix we evaluate the integral
F˙τ (ω) = − β
2π2
(1− v2) lim
ǫ→0+
∫ ∞
0
dsRe
(
e−iωs
(s− 2iǫ)2 − v2(s− 2τ)2
)
, (F.1)
with −1 < v < 0 and −∞ < τ < 0. The integrand has two poles, at s = (2iǫ± 2vτ)/(1± v).
When the limit is taken only the pole with (+) lies in the integration region. We consider
the integration before the limit is taken as a contour integral and we deform the contour as
shown in figure F.1. Then we are free to take the limit and obtain
F˙τ (ω) = − β
2π2
∫
C
dsRe
(
e−iωs
(s+ c)(s− b)
)
, (F.2)
where c = 2vτ/(1− v) and b = 2vτ/(1 + v).
We compute the integral in (F.2) by rotating the contour onto the imaginary s axis. For
ω > 0 we rotate to the negative imaginary axis, s → −it. We find after separating the
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Figure F.1: Contour used in the integration. The right hand pole is at s = (2iǫ+2vτ)/(1+v),
the left at s = (2iǫ− 2vτ)/(1− v). Recall that −∞ < τ < 0 and −1 < v < 0.
integrand by partial fractions
F˙τ (ω) = − β
2π2(c+ b)
∫ ∞
0
dtRe
(
e−ωt
(t− ib) −
e−ωt
(t+ ic)
)
,
= − β
2π2(c+ b)
∫ ∞
0
dt
e−ωtt
(t2 + b2)
− e
−ωtt
(t2 + c2)
. (F.3)
The integrals may be computed in terms of sine and cosine integrals [50], giving the result
(5.96). For ω < 0 we rotate to the positive imaginary axis s → it. The method is similar
to that above except now a contribution is picked up from a pole on the positive real axis.
This contribution is given by 2πiRes(e−iωs/((s + c)(s − b)), s = b). The residue is easily
found as s = b is a simple pole. The result is as shown in (5.96).
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Appendix G
Asymptotic behaviour of (5.101)
and (5.115)
In this appendix we show that (5.101) of section 5.4.3 consists of a function periodic in τ
with period π/ω plus a function Bτ (ω) bounded in absolute value by
βΓ(d/2−1)
(d−2)πd/2αd−3 e
− (d−2)τα .
In particular we show when d = 4 (5.101) is given by
F˙Bτ (ω) =
βω cos(2τω)
2π sinh(ωπα)
+Bτ (ω) . (G.1)
Further we present an analytic proof that when the detector is switched on at a finite τ0
(5.101) and (5.115) (with the upper limit replaced by τ − τ0) vanish as τ →∞.
In this appendix we also discuss the behaviour of (5.115) as τ → ∞. We show that
(5.115) also consists of a function periodic in τ with period π/ω plus a function which
decays exponentially as τ →∞.
Consider (5.101),
F˙Bτ (ω) =
βΓ(d/2− 1)
2πd/2
∫ ∞
0
ds
cos(ωs)
(2α cosh(2τ−s2α ))
d−2 . (G.2)
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Changing the integration variables by s = 2αx+ 2τ gives
F˙Bτ (ω) =
βΓ(d/2− 1)
2πd/2(2α)d−3
∫ ∞
−τ/α
dx
cos(ω(2αx+ 2τ))
coshd−2 x
,
=
βΓ(d/2− 1)
2πd/2(2α)d−3
(∫ ∞
−∞
dx
cos(ω(2αx+ 2τ))
coshd−2 x
−
∫ −τ/α
−∞
dx
cos(ω(2αx+ 2τ))
coshd−2 x
)
,
=
βΓ(d/2− 1)
2πd/2(2α)d−3
(
cos(2τω)
∫ ∞
−∞
dx
cos(2αωx)
coshd−2 x
− sin(2τω)
∫ ∞
−∞
dx
sin(2αωx)
coshd−2 x
−
∫ −τ/α
−∞
dx
cos(ω(2αx+ 2τ))
coshd−2 x
)
. (G.3)
In the last expression the integrand in the second term is odd in x and hence integrates to
0. The first term is periodic in τ with period π/ω, further the integral may be performed in
terms of Gamma functions [50]. When d = 4 the result is
F˙Bτ (ω) =
βω cos(2τω)
2π sinh(ωπα)
− β
4π2α
∫ −τ/α
−∞
dx
cos(ω(2αx+ 2τ))
cosh2 x
. (G.4)
Writing y = −x, we find that the third term in (G.3) is bounded in absolute value by
βΓ(d/2− 1)
2πd/2(2α)d−3
∫ ∞
τ/α
dy
1
coshd−2 y
≤ βΓ(d/2− 1)
πd/2αd−3
∫ ∞
τ/α
dy
1
e(d−2)y
,
=
βΓ(d/2− 1)
(d− 2)πd/2αd−3 e
− (d−2)τα . (G.5)
Next consider (5.101) for the detector switched on instantaneously at finite τ0,
F˙Bτ (ω) =
βΓ(d/2− 1)
2πd/2
∫ τ−τ0
0
ds
cos(ωs)
(2α cosh(2τ−s2α ))
d−2 . (G.6)
We consider the behaviour as τ →∞ for fixed τ0.
F˙Bτ (ω) =
βΓ(d/2− 1)
2πd/2
(∫ τ−τ0
−∞
ds
cos(ωs)
(2α cosh(2τ−s2α ))
d−2 −
∫ 0
−∞
ds
cos(ωs)
(2α cosh(2τ−s2α ))
d−2
)
.
(G.7)
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Changing variables by s = −2αy+2τ we have seen in (G.5) that the second term is bounded
in absolute value by βΓ(d/2−1)
(d−2)πd/2αd−3 e
− (d−2)τα . In the first term in (G.7) we change variables
by s = τ − τ0 − v. The result is
βΓ(d/2− 1)
2πd/2
∫ ∞
0
dv
cos(ω(τ − τ0 − v))
(2α cosh( τ+τ0+v2α ))
d−2 ≤
βΓ(d/2− 1)
2πd/2
∫ ∞
0
dv
1
(αe
τ+τ0+v
2α )d−2
,
=
βΓ(d/2− 1)
(d− 2)πd/2αd−3 e
− (d−2)(τ+τ0)2α . (G.8)
This term is therefore also bounded by a function which exponentially decays as τ → ∞.
Hence, for the detector switched on instantaneously at finite τ0, F˙Bτ (ω)→ 0 as τ →∞.
Consider now (5.115), that is
F˙Iτ (ω) =
1
2π2
∞∑
n=−∞
∫ ∞
0
ds
cos(ωs)
4α2 cosh2
(
2τ−s
2α
)
+ 4y20 + a
2(2n− 1)2 ,
=
1
2π2
∞∑
n=−∞
(∫ ∞
−∞
ds −
∫ 0
−∞
ds
)
cos(ωs)
4α2 cosh2
(
2τ−s
2α
)
+ 4y20 + a
2(2n− 1)2 .
(G.9)
Changing integration variables by s = 2αx+ 2τ we find the first term in (G.9) becomes
2α
2π2
cos(2τω)
∞∑
n=−∞
∫ ∞
−∞
dx
cos(2αωx)
4α2 cosh2 x+ y20 + a
2(2n− 1)2 , (G.10)
which is periodic in τ with period π/ω. Changing coordinates by s = −2αz the second term
in (G.9) becomes
I(ω) = − 1
2απ2
∞∑
n=1
∫ ∞
0
dz
cos(2αωz)
cosh2
(
z + τα
)
+
(
y0
α
)2
+
(
a
2α
)2
(2n− 1)2
. (G.11)
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Thus
|I(ω)| ≤ 1
2απ2
(∫ ∞
0
dz
1
cosh2
(
z + τα
)
+
(
y0
α
)2
+
(
a
2α
)2
+
∞∑
n=2
∫ ∞
0
dz
1
cosh2
(
z + τα
)
+
(
y0
α
)2
+
(
a
2α
)2
(2n− 1)2
)
. (G.12)
It is simple to show that the first term is (G.12) is bounded in absolute value by 1απ2 e
−2τ/α.
The integrand in the second term of (G.12), call it I2(ω), is a monotonically decreasing
function of n. We can therefore bound the sum by an integral
I2(ω) ≤ 1
2απ2
∫ ∞
0
dz
∫ ∞
1
dn
1
cosh2
(
z + τα
)
+
(
y0
α
)2
+
(
a
2α
)2
(2n− 1)2
,
≤ 1
2απ2
∫ ∞
0
dz
∫ ∞
1/2
dn
1
cosh2
(
z + τα
)
+
(
y0
α
)2
+
(
a
2α
)2
(2n− 1)2
.
(G.13)
Changing variables by n = 12 +
α
a v
I2(ω) ≤ 1
2aπ2
∫ ∞
0
dz
∫ ∞
0
dv
1
cosh2
(
z + τα
)
+
(
y0
α
)2
+ v2
,
=
1
4aπ
∫ ∞
0
dz
1(
cosh2
(
z + τα
)
+
(
y0
α
)2)1/2 ,
≤ 1
2aπ
∫ ∞
0
dz e−(z+τ/α) =
1
2aπ
e−τ/α . (G.14)
Thus we see that I(ω) ≤ 1απ2 e−2τ/α+ 12πae−τ/α and so I(ω) vanishes as τ →∞ and (5.115)
becomes periodic in τ with period π/ω at late times.
Finally consider (5.115) when the detector is switched on at τ0 > −∞, that is
F˙Iτ (ω) =
1
2π2
∞∑
n=−∞
∫ τ−τ0
0
ds
cos(ωs)
4α2 cosh2
(
2τ−s
2α
)
+ 4y20 + a
2(2n− 1)2 ,
=
1
2π2
∞∑
n=−∞
(∫ τ−τ0
−∞
ds −
∫ 0
−∞
ds
)
cos(ωs)
4α2 cosh2
(
2τ−s
2α
)
+ 4y20 + a
2(2n− 1)2 .
(G.15)
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We consider the limit as τ →∞ for fixed τ0. We saw in the calculation (G.11) to (G.14) that
the second term in (G.15) is bounded in absolute value by 1απ2 e
−2τ/α+ 12πae
−τ/α. Consider
then the first term in (G.15). With a change of variables by s = τ−τ0−v this term becomes
I(ω) =
1
2π2
∞∑
n=−∞
∫ ∞
0
dv
cos(ω(τ − τ0 − v))
4α2 cosh2
(
τ+τ0+v
2α
)
+ 4y20 + a
2(2n− 1)2 ,
=
1
4π2α2
∞∑
n=1
∫ ∞
0
dv
cos(ω(τ − τ0 − v))
cosh2
(
τ+τ0+v
2α
)
+
(
y0
α
)2
+
(
a
2α
)2
(2n− 1)2
,
=
1
4π2α2
[∫ ∞
0
dv
cos(ω(τ − τ0 − v))
cosh2
(
τ+τ0+v
2α
)
+
(
y0
α
)2
+
(
a
2α
)2
+
∞∑
n=2
∫ ∞
0
dv
cos(ω(τ − τ0 − v))
cosh2
(
τ+τ0+v
2α
)
+
(
y0
α
)2
+
(
a
2α
)2
(2n− 1)2
]
. (G.16)
It is a simple matter to show the first term in (G.16) is bounded in absolute value by e
−
τ+τ0
α
π2α .
In the second term in (G.16), call it I2(ω), the integrand is a monotonically decreasing
function of n. The sum can be bounded by an integral and we find
|I2(ω)| ≤ 1
4π2α2
∫ ∞
0
dv
∫ ∞
1/2
dn
cos(ω(τ − τ0 − v))
cosh2
(
τ+τ0+v
2α
)
+
(
y0
α
)2
+
(
a
2α
)2
(2n− 1)2
. (G.17)
Changing variables by n = 12 +
α
a z
|I2(ω)| ≤ 1
4π2αa
∫ ∞
0
dv
∫ ∞
0
dz
1
cosh2
(
τ+τ0+v
2α
)
+
(
y0
α
)2
+ z2
,
=
1
8παa
∫ ∞
0
dv
1(
cosh2
(
τ+τ0+v
2α
)
+
(
y0
α
)2)1/2 ,
≤ 1
4παa
∫ ∞
0
dv e−
τ+τ0+v
2α ,
=
1
2πa
e−
τ+τ0
2α . (G.18)
Thus finally we see that |I2(ω)| → 0 as τ →∞, and so (5.115) also vanishes in this limit.
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