The author studies the queueing process in a single-server bulk queueing system. Upon completion of a previous service, the server can take a group of random size from customers that are available. Or, the server can wait until the queue attains a desired level.
INTRODUION
In a large class of bulk queueing models, the server takes groups of a fixed size for service if enough group members are available; otherwise, it waits until the queue reaches a desired (fixed) level. Several versions of such systems are considered in Dshalalow/Russel [4] and DshMalow/Tadj [5] . We call such systems queues with fixed accumulation level. Practically more attractive and versatile, but analytically more complicated, is a system with a random accumulation level. In such a system, the server capacity is a random number generated by the completion of previous service and this number is the desired group size to be taken for service. The server will therefore rest until the queue accumulates that many customers if that group size is unavailable by the time the server becomes free.
1Received: March 1991 Proof. The statement follows from probability arguments. Now we are ready to apply the Main Convergence Theorem to the semi-regenerative kernel in the form of corollary A.6. 5.2 Theorem. Given the equilibrium condition p < "ff for the imbedded process {Qn}, the stationary distribution r = (rx;z E) of the queueing process {Q(t)} exists; it is independent of any initial distribution and is expressed in terms of the generafing function rr(z) of r in the following formula: (5.3) r(z)y(1 z) = P(z)[1 where P(z) is the generating function of P and G is defined in (3.5).
Proof. Recall that the Markov renewal process (Qn, tn) is ergodic if p < y. By corollary h.6 the semi-regenerative process {Q(t)} has a unique stationary distribution r provided p < .
From (5.1) and (5.2) we can see that the semi-regenerative kernel is Riemann integrable over R+.
Thus following corollary A.6 we need to find the integrated semi-regenerative kernel H (which is done with routine calculus) and then generating functions hi(z) of all rows of H. We have -(E, !B(E)) be a semi-regenerative process relative to the sequence {fn} of stopping times. Introduce the probability gjk(t = PJ{Z(t) = k, t 1 > t}, j,k e E.
We will call the functional matrix K(t) = (Kjk(t); j,keE) the semi-regenerative kernel.
A.5 Threm (The Main Convergence Theorem, cf. inlar [3] , p. 347). Let {n,, (P )xeE, Z(t); t 0} (E, S(E)) be a semi-regenerative stochastic process relative to the sequence {in} of stopping times and let K(t) be the corresponding semi.regenerative keel.
Suppose that the associated Markov renewal process is ergodic and that the semi-regenerative kernel is Riemann integrable over R +. Then the stationary distbution r = (rx; x E) of the process (Z(t)) exists and it is determined from the formula: Proof. From (A.5) we get an equivalent formula in matrix form, r =.
formula (A.6) is the rult of elementary algebraic transformations.
