Creating coordinated multiagent policies in environments with uncertainty is a challenging problem, which can be greatly simplified if the coordination needs are known to be limited to specific parts of the state space. In this work, we explore how such local interactions can simplify coordination in multiagent systems. We focus on problems in which the interaction between the agents is sparse and contribute a new decision-theoretic model for decentralized sparse-interaction multiagent systems, Dec-SIMDPs, that explicitly distinguishes the situations in which the agents in the team must coordinate from those in which they can act independently. We relate our new model to other existing models such as MMDPs and Dec-MDPs. We then propose a solution method that takes advantage of the particular structure of Dec-SIMDPs and provide theoretical error bounds on the quality of the obtained solution. Finally, we show a reinforcement learning algorithm in which independent agents learn both individual policies and when and how to coordinate. We illustrate the application of the algorithms throughout the paper in several multiagent navigation scenarios.
Introduction
Decision-theoretic models, such as Dec-MDPs and Dec-POMDPs, provide a rich framework to tackle decentralized decision-making problems. However, using these models to create coordinated multiagent policies in environments with uncertainty is a challenging problem, even more so if the decision-makers must tackle issues of partial observability. As such, solving finite-horizon Dec-POMDPs is a NEXP-complete problem and thus computationally too demanding to solve except for the simplest scenarios.
Recent years have witnessed a profusion of work on Dec-POMDP-related models that aim at capturing some of the fundamental features of this class of problems, such as partial observability, without incurring the associated computational cost. In this paper, we contribute to this area of research, and introduce a new model for cooperative multiagent decisionmaking in the presence of partial observability. Our model is motivated by the observation that, in many real-world scenarios, the tasks of the different agents in a multiagent system are not coupled at every decision step but only in relatively infrequent situations. We refer to such problems as having sparse interactions.
Multi-robot systems provide our primary motivation, as the interaction among different robots is naturally limited by each robot's physical boundaries, such as workspace or communication range, and limited perception capabilities. Therefore, when programming a multi-robot system to perform some task, one natural approach is to subdivide this task into smaller tasks that each robot can then execute autonomously or as part of a smaller group. As an example, consider the scenario in Fig. 1 . In this scenario, three robots must navigate to their goal locations, marked with dashed lines. While Robot 3 can navigate to its goal, disregarding the remaining robots, Robots 1 and 2 need to coordinate so as not to cross the narrow doorway simultaneously. However, this coordination needs only occur around the doorway.
Other examples include problems of sequential resource allocation, in which groups of agents must interact only to the extent that they need to share some common resource. In this context, several methods have been proposed that leverage sparse interactions by decomposing the global problem into several smaller local problems that can be solved more efficiently, and then combining the obtained solutions [1, 2] . Such approaches, however, are not particularly concerned with partial observability issues. Additional examples include problems of task allocation, where the different agents in a multiagent system are assigned to different subtasks, and the interactions between the agents when performing such subtasks is localized to small regions of the joint state space [3] . Such problems include emergency response scenarios, where emergency teams are assigned different subtasks (for example, assisting different victims) and interact only in specific localized situations.
Several approaches have exploited simplified models of interaction in multiagent settings. For example, learning tasks involving multiple agents can be partitioned in a state-wise manner, allowing different agents to independently learn the resulting "smaller tasks" [4] . Similarly, a hierarchical learning algorithm can be used that considers only interactions between the different agents at a higher control level, while allowing the agents to learn lower level tasks independently [5] . Other works use coordination graphs to compactly represent dependences between the actions of different agents, thus capturing the local interaction between them [6, 7] . Local interactions have also been exploited to minimize communication during policy execution [8] and in the game-theoretic literature to attain compact game representations. Examples include graphical games [9] and action-graph games [10] .
In this article we consider Dec-MDPs with sparse interactions, henceforth Dec-SIMDPs. Dec-SIMDPs leverage the independence between agents to decouple the decision process in significant portions of the joint state space. In those situations in which the agents interact-the interaction areas-Dec-SIMDPs rely on communication to bring down the computational complexity of the joint decision process. Dec-SIMDPs balance the independence assumptions with observability: in any given state, the agents are either independent or can share state information (e.g., by communicating). 1 A related model has recently been proposed under the designation of distributed POMDPs with coordination locales [13] . We postpone until Section 6 a more detailed discussion of this and other related models. The contributions of this article are threefold. We provide a precise formalization of the Dec-SIMDP model and discuss the relation with well-established decision-theoretic models such as Dec-MDPs, MMDPs and MDPs. We then contribute two new algorithms that exhibit significant computational savings when compared to existing algorithms for Dec-SIMDPs, and illustrate their application in several simple navigation tasks. Finally, we investigate the influence of interaction areas in the performance of a multiagent system and contribute a new learning algorithm that allows each agent in one such system to individually learn those interaction areas.
Decision-theoretic models for multiagent systems
We now review several standard decision-theoretic models that are relevant for our work [14] [15] [16] . We start with single agent models, namely Markov decision processes (MDPs) and their partially observable counterparts (POMDPs) before moving to multiagent models such as multiagent MDPs (MMDPs) and their partially observable counterparts (Dec-POMDPs). We establish the notation we use and review some fundamental concepts of later relevance.
To fully specify the different models in this section, we should explicitly include the initial state x 0 or a distribution thereof. However, in order to avoid cluttering the notation, we omit the explicit reference to this initial state, with the understanding that one such state is implicit.
Markov decision processes
A Markov decision process (MDP) describes a sequential decision problem in which a single agent must choose an action at every time step to maximize some reward-based optimization criterion. We use MDPs in the Dec-SIMDP model proposed in Section 3 to describe an agent in those situations where its actions are independent of other agents-i.e., in those situations where the agent can be modeled individually.
Formally, an MDP is a tuple M = (X, A, P, r, γ ), where X represents the finite state space, A represents the finite action space, P(x, a, y) represents the transition probability from state x to state y when action a is taken, and r (x, a) represents the expected reward for taking action a in state x. The scalar γ is a discount factor.
A Markov policy is a mapping π : X × A → [0, 1] such that, for all x ∈ X , a∈A π(x, a) = 1.
Solving an MDP consists of determining a policy π so as to maximize, for all x ∈ X ,
r X(t), A(t) X(0) = x ,
where X(t) denotes the state at time step t, A(t) denotes the action taken at that time instant such that
where H(t) = {X(0), A(0), . . . , X(t − 1), A(t − 1), X(t)} is the random variable corresponding to the history of the MDP up to time t, and h denotes a particular realization of H(t) such that X(t) = x. We write A(t) ∼ π to denote the above dependence of A(t) on the policy π . We define the Q -function associated with a policy π as
r X(t), A(t) X(0) = x, A(0) = a ,
where, again, A(t) ∼ π for all t > 0. For any finite MDP, there is at least one optimal policy π * , such that
for every policy π and every state x ∈ X . The value function corresponding to π * is denoted by V * (short for V π * ) and 
The optimal policy can be recovered directly from Q * by assigning an action a ∈ A a positive probability of being selected in state x ∈ X only if a ∈ arg max u∈A Q * (x, u). As such, the solution for any given MDP can be obtained by computing the corresponding optimal Q -function, Q * .
Given a function q defined over X × A, the Bellman operator H is defined as 
The function Q * in (2) is the fixed-point of H and thus can be computed, e.g., by iteratively applying H to some initial estimate Q (0) , a dynamic programming (DP) method known as value iteration.
Q-learning
It is possible to use the operator H in (3) and use a standard fixed-point iteration to compute Q * . If P and/or r are unknown, Q * can be estimated using the Q -learning algorithm [17] . Q -learning allows Q * to be estimated from transitions consisting of state-action-reward-next state experienced in the environment, and is defined by the update rule
where Q k (x, a) is the kth estimate of Q * (x, a), y is a sample from the distribution P(x, a, ·) and {α k } is a step-size sequence.
The sample y and the value of r(x, a) can be obtained from a generative model or from the actual system, not requiring the knowledge of either P or r. Under suitable conditions, the estimates Q k converge to Q * with probability 1 [18] . We henceforth write QLUpdate(Q ; x, a, r, y, Q ) to compactly denote the general Q -learning update operation in (4), i.e.,
where Q and Q are general Q -functions.
Partially observable Markov decision processes
Partially observable MDPs describe problems essentially similar to MDPs, in which an agent must choose an action at every time step to maximize a reward-based criterion. However, at each time step t, the agent in a POMDP cannot directly observe the state of the process, X(t), but accesses only an indirect observation thereof, Z (t). POMDPs will be useful when planning for Dec-SIMDPs in Section 4. Taking advantage of the particular structure of Dec-SIMDPs, we reduce the global planning problem to the problem of planning in a collection of individual single-agent POMDPs.
Formally, a POMDP is a tuple (X , A, Z, P, O, r, γ ), where X is the finite state space, A is the finite action space and Z is the finite observation space. As before, P(x, a, y) represents the transition probability from state x to state y when action a is taken, and now O(x, a, z) represents the probability of observing z ∈ Z given that the state is x and action a was taken,
Finally, r(x, a) again represents the expected reward for taking action a in state x and γ is a discount factor.
A non-Markov policy is a mapping π :
} is a finite history, i.e., a finite sequence of action-observation pairs. As before, the history observed up to time t is a random variable, denoted as H(t), and we denote by H the set of all possible finite histories for the POMDP. Solving a POMDP consists of determining a policy π so as to maximize, for all |X |-dimensional
where X(0) ∼ b denotes the fact that X(0) is distributed according to b. Similarly, we define the Q -function associated with a policy π as
We refer to the probability vector b in the expressions above as the initial belief state or just the initial belief. It translates the "belief " that the agent has at time t = 0 regarding its state at that time. From the initial belief and given the history up to time t, H(t), we can construct a sequence {b(t)} of probability vectors recursively as
where Bel is the belief update operator, b x (t) denotes the x component of b(t) and η is a normalization factor. We refer to the vector b(t) as the belief at time t. It corresponds to a distribution over the unknown state at time t, such that
Given the POMDP model parameters P and O, every finite history h ∈ H can be mapped to a belief b. Moreover, for any given policy, two histories leading to the same belief will yield the same future total expected discounted reward. As such, beliefs can be used as compact representations of histories, and we can define policies in terms of beliefs instead of histories [19] . In fact, it is possible to reinterpret a POMDP as an infinite MDP in which the state space corresponds to the set of all possible beliefs. Therefore, for any finite POMDP, there is at least one optimal policy π * , such that
for any π and every initial belief b. The corresponding value function is denoted by V * and also verifies the Bellman optimality equation,
where x, y take values in X , z takes values in Z and Bel(b, a, z) corresponds to the updated belief after taking action a and observing z. The associated Q -function in turn verifies
In spite of their representative power, POMDPs have been shown to be undecidable in the worst case for infinite horizon settings such as those considered in this paper [20] . As such, exact solutions can be computed only in very specific instances, and most approaches in the literature resort to approximate or heuristic methods [21, 22] .
We now describe an MDP-based heuristic solution method for POMDPs that we use later in the paper. This method is known as Q MDP as it makes use of the optimal Q -function for the underlying MDP as an estimate for the optimal Qfunction for the POMDP [23] . Since the optimal solution for the underlying MDP can be efficiently computed, this method is very simple and fast to implement and attains good performance in many practical situations [21, 23] .
Let M = (X , A, Z, P, O, r, γ ) be a POMDP with finite state, action and observation spaces. Associated with this POMDP, there is an underlying MDPM = (X, A, P, r, γ ). LetQ * be the optimal Q -function forM. Q MDP uses an estimate for the optimal Q -function for the POMDP given bŷ
When using Q MDP , the agent acts under the implicit assumption that state uncertainty only affects the immediate decision, i.e., after one decision the agent will act on the underlying MDP. Since such assumption seldom holds, Q MDP sometimes exhibits poor performance and several works have proposed further improvements on Q MDP to address this issue [21, 24] , but we do not pursue such discussion here.
Multiagent MDPs
Multiagent Markov decision processes (MMDPs) generalize MDPs to multiagent cooperative scenarios. MMDPs describe sequential decision tasks in which multiple agents must each choose an individual action at every time-step that jointly maximize some common reward-based optimization criterion. Formally, an MMDP is a tuple
where N is the number of agents, X represents the finite state space, A k is the finite individual action space of agent k. As in MDPs, P(x, a, y) represents the transition probability from state x to state y when the joint action a = (a 1 , . . . , a N ) is taken; r(x, a) represents the expected reward received by all agents for taking the joint action a in state x. In an MMDP all agents receive the same reward, which implies that MMDPs represent fully cooperative multiagent tasks.
A joint action a is a tuple a = (a 1 , . . . , a N ) and we denote by A = ×
N k=1
A k the set of all possible joint actions-the joint action space. For k = 1, . . . , N, we write
to denote the set of joint actions of all agents other than agent k. We write a −k to denote a general element of A −k and refer to any such action as a reduced joint action or simply a reduced action. We write a = (a −k , a k ) to denote the fact that the joint action a is composed by the reduced action a −k and the individual action a k for agent k.
We also assume that the state space X can be factored among the N agents as X = X 0 × X 1 × · · · × X N , where X 0 denotes an agent-independent component of the state. As such, each element x ∈ X is a tuple
For any x ∈ X , we refer to the pair (x 0 , x k ) as the local state of agent k, and generally denote it asx k .
An individual Markov policy for agent k is a mapping π k :
Similarly, a joint policy is a mapping π : X × A → [0, 1] that we take as the combination of N individual policies, i.e.,
where a = (a 1 , . . . , a N ); π −k denotes a reduced policy and π = (π −k , π k ) denotes the fact that the joint policy π is composed by the reduced policy π −k and the individual policy π k for agent k.
In an MMDP, the purpose of all agents is to determine a joint policy π so as to maximize, for all x ∈ X ,
where X(t) denotes the state at time t and A(t) denotes the joint action taken at time t. The Q -function associated with a joint policy π is defined from V π as its single-agent counterpart.
For the purposes of planning, i.e., computing the optimal policy, an MMDP is indistinguishable from an ordinary MDP. In fact, when considering a centralized controller, an MMDP reduces to an MDP. It is only at execution time that an MMDP differs from an MDP, since the process of decision making is not centralized. However, when we move to partially observable settings, decentralized execution raises severe difficulties even during planning.
Decentralized POMDPs
Decentralized POMDPs (Dec-POMDPs) are partially observable generalizations of MMDPs. As in MMDPs, the agents in a Dec-POMDP must each choose an individual action at every time step that jointly maximize some common reward-based optimization criterion. Unlike MMDPs, however, the agents can only access the global state of the process by means of local indirect observations. Formally, a Dec-POMDP can be represented a tuple
where N is the number of agents, X = ×
N k=0
X k is the joint state space, A = ×
N k=1
A k is the set of joint actions, each Z k represents the set of possible local observations for agent k, P(x, a, y) represents the transition probabilities from joint state x to joint state y when the joint action a is taken, each O k (x, a, z k ) represents the probability of agent k making the local observation z k when the joint state is x and the last action taken was a, and r(x, a) represents the expected reward received by all agents for taking the joint action a in joint state x. The scalar γ is a discount factor.
In this partially observable multiagent setting, an individual non-Markov policy for agent k is a mapping π k :
} is an individual history for agent k, i.e., a sequence of individual actionobservation pairs. H k is the set of all possible finite histories for agent k and we denote by H k (t) the random variable that represents the history of agent k at time t. Like in POMDPs, in a Dec-POMDP each agent has only partial perception of the global state. Therefore, from the agent's perspective, its local observations are non-Markovian-the current local observation and action are not sufficient to uniquely determine its next observation. In the general multiagent setting, however, there is no compact representation of histories that plays the role of beliefs in POMDPs, implying that the passage from MMDP to its partially observable counterpart is fundamentally different from the same passage in single-agent scenarios. 2 However, if communication between the agents is instantaneous, free and error-free, then a Dec-POMDP reduces to a "large" POMDP, and partial observability is no longer an issue.
Solving a Dec-POMDP consists in determining a joint policy π that maximizes the total sum of discounted rewards.
In order to write this in terms of a function, we consider a distinguished initial state, x 0 ∈ X , that is assumed common knowledge among all agents. We thus want to maximize
Dec-POMDPs constitute one of the most representative models in the decision-theoretic literature [26] . In the remainder of this section we discuss several specializations of this model that are relevant for this work.
Decentralized MDPs
A decentralized MDP (Dec-MDP) is a particular case of a Dec-POMDP in which, for every joint observation z ∈ Z, there is a state x ∈ X such that
Intuitively, the agents in a Dec-MDP have joint full observability: if all agents share their observations, they can recover the state of the Dec-MDP unambiguously. This is in contrast with MMDPs where each agent, individually, has full observability. In fact, MMDPs can be seen as a particular subclass of Dec-MDPs in which the individual observations of each agent allow it to recover the state of the Dec-MDP/MMDP unambiguously. Formally, for every individual observation z k ∈ Z k , there is a state x ∈ X such that
Throughout this work, we focus on Dec-MDPs and specializations thereof. Moreover, as with MMDPs, we assume that the state can be factored and the agents have local full observability, meaning that each agent can infer from its local observations the corresponding local state unambiguously. Formally local full observability can be translated into the following condition:
Although more general Dec-MDP models are possible [16] , we adhere to this simplified version, as this is sufficient for our purposes. For future reference, we define the set
corresponding to the local state of all agents other than agent k, and denote by x −k a general element of X −k . As with actions, we write x = (x −k , x k ) to denote the fact that the kth component of x takes the value x k .
Transition, observation and reward independence
Transition-independent Dec-MDPs constitute a particular subclass of Dec-MDPs in which, for all (x, a) ∈ X × A,
The transition probabilities can thus be factorized as
where
This particular class of Dec-MDPs was introduced in [27] and seeks to exploit a particular form of independence to bring down the computational complexity required to solve such models. In this class of problems, the local state of each agent constitutes a sufficient statistic for its history, and the optimal policy for each agent can thus be computed in terms of this individual state [12] . This particular class of Dec-MDPs has been shown to be NP-complete in finite-horizon settings, versus the NEXP-completeness of general finite-horizon Dec-MDPs [12] .
Similarly, reward-independent Dec-MDPs correspond to a subclass of Dec-MDPs in which, for all x, a,
i.e., the global reward function r can be obtained from local reward functions r k , k = 1, . . . , N. To ensure consistency of the decision process, we also require that
One typical example is
where x = (x 0 , . . . , x N ) and a = (a 1 , . . . , a N ). Interestingly, it was recently shown [28, 11] that reward independent Dec-MDPs retain NEXP-complete complexity. However, when associated with transition independence, reward independence implies that a Dec-MDP can be decomposed into N independent MDPs, each of which can be solved separately. The complexity of this class of problems thus reduces to that of standard MDPs (P-complete). 
Decentralized sparse-interaction MDPs (Dec-SIMDPs)
We now depart from the transition-independent Dec-MDP and introduce a new model for multiagent decision problems that is, at the same time, more general and more specific than transition independent Dec-MDPs. Our goal is to exploit sparse interactions among the different agents in a Dec-MDP and so we are interested in Dec-MDPs in which there is some level of both transition and reward dependency, but this dependency is limited to specific regions of the state space.
To motivate our proposed model, we start with a simple example that is used throughout the section to illustrate the several concepts introduced.
Example 1.
Consider the scenario depicted in Fig. 2 , corresponding to an environment consisting of two rooms of 10 cells each connected by a narrow doorway D. In this scenario, two mobile robots acting as a team, Robot 1 and Robot 2, must each navigate from their depicted initial positions to the corresponding goal positions, marked in Fig. 2 with the labels Goal 1 and Goal 2, respectively. Each robot has available 4 actions, N, S, E, and W that move to the adjacent cell in the corresponding direction with probability of 0.8, and fail with probability 0.2. In case of failure, the robot remains in the same cell. Whenever a robot reaches the corresponding goal position, the team is granted a reward of +1. Conversely, if both robots stand simultaneously in the narrow doorway, corresponding to the cell marked as "D", the robots bump into each other and the team is granted a reward of −20. Also, in this situation, the robots get in the way of one another, and the probability of an individual action failing is 0.4. Each robot is able to perceive unambiguously its own position in the environment. Also, when both robots simultaneously stand in the shaded area in Fig. 2 , they are able to see each other and can thus perceive their joint state unambiguously.
This problem can be modeled as a Dec-POMDP 
The reward function of this example is purposefully designed to include a region in the state space of negative reward where the two robots must coordinate. Outside this interaction area (say, the shaded region in Fig. 2 ), each robot can pursue its own goal, disregarding the existence of other robot.
The Dec-SIMDP model that we introduce explicitly addresses situations in which the interaction between the agents in a Dec-MDP is localized, much as in Example 1. In order to define our model that leverages such local interactions, we must first formalize concepts such as agent dependence and agent interaction. These definitions refine the notions of transition and reward independence described in Section 2.4.
Let K = {k 1 , . . . ,k m } be a subset of agents in a Dec-MDP. We denote by
the joint state space of all agents in K . Extending the notation introduced in Section 2, we write X −K to denote the joint state space of the agents not in K . We write x K to denote a general element of X K and x −K to denote a general element of X −K . We write x = (x −K , x K ) to distinguish the components of x corresponding to agents in K and those corresponding to agents not in K .
We assume that the reward function in our Dec-MDP to be decomposed as
where each r k corresponds to an individual component of the reward function that depends only on agent k and there
(the interaction components), each depending on all the agents in K i and only on these.
Similarly, we assume that the transition probabilities for our Dec-MDP can be decomposed as
where each X
includes those states in X K i where the transition probabilities for each of the agents k ∈ K i cannot be factorized as in (7). We write I U (x) to denote the indicator function for set U .
Expressions (10) and (11) explicitly distinguish the components of the reward and transition functions that can be factorized from those that cannot. The decompositions in (10) and (11) and P 0
e., the subset of X × A in which these quantities are non-zero-are small when compared with X × A. • It is possible to decompose the global reward function r(x, a) as in (10) in such a way that no agent set K i contains both k 0 and k 1 .
• It is possible to decompose the transition probabilities P(x, a, y) as in (11) in such a way that no agent set K i contains both k 0 and k 1 .
When any of the above conditions does not hold, agent k 0 is said to depend on agent k 1 in x. Similarly, agent k 0 is independent of a set of agents K = {k 1 , . . . ,k m } at state x if the above conditions hold for all k ∈ K in state x, and dependent otherwise.
An agent k 0 depends on another agent k 1 in a particular state if either the reward function or the transition probabilities or both cannot be decomposed so as to decouple the influence of each agent's individual state and action. However, the dependence relation is not symmetrical: even if agent k 0 depends on agent k 1 , the reverse need not hold. In fact, it is possible that the two agents are reward independent and that the transition probabilities from state x k 0 depend on the individual state/action of agent k 1 without the reverse holding.
We illustrate the notion of agent independence using Example 1.
Example 1 (Cont.). 1 In the Dec-MDP M H , as previously introduced, it is possible to write the reward function r as
We write I x (·) to denote the indicator function for the set {x}. In state (D, D), Robot 1 and Robot 2 both depend on the other, as seen in the transition probabilities. In the remaining joint states in X , Robot 1 and Robot 2 are independent.
Definition 3.2 (Agent interaction).
In a Dec-MDP M, a set of agents K interact at state x ∈ X if the following conditions all hold
• There is no strict subset K ⊂ K such that the above conditions hold for K .
If the agents in a set K interact in a state x, then we refer to x K as an interaction state for the agents in K .
The concept of interaction introduced above captures a local dependence between a set of agents in a Dec-MDP. If x K is an interaction state for the agents in K , this does not mean that each agent k in K depends on all other agents in that state x. Instead, it means that there is at least one agent in K that either depends on k or k depends on it. Furthermore, the definition of agent interaction is transitive: if agents k 0 and k 1 interact at some state x and agents k 1 and k 2 interact at that same state x, then agents k 0 and k 2 interact at x.
We again resort to Example 1 to illustrate the concept of agent interaction.
Example 1 (Cont.). Robot 1 and Robot 2 interact at state (D, D). In fact, as seen above, not only does Robot 1 depend on Robot 2, but the converse also holds. Also, there is no strict subset of {1, 2} such that the conditions of Definition 3.2 hold.
Definition 3.3 (Interaction area). Consider a general N-agent
We define an interaction area X I as verifying:
(i) X I ⊂ X K , for some set of agents K ; (ii) there is at least one state x * ∈ X I such that x * is an interaction state for the agents in K ;
(iv) the set X I is connected. 3 An agent k is involved in an interaction at time t if there is at least one interaction area X I involving a set of agents K , such
I . Otherwise, we say agent k is involved in no interaction.
Condition (i) states that each interaction area involves a subset K of the agents in a Dec-MDP. Condition (ii) ensures that in every interaction area there is at least one interaction state involving all agents in K , to minimize the number of agents involved in each interaction. Condition (iii) defines interaction areas as regions of the state space "around" an interaction state. Finally, condition (iv) states that interaction areas are sets of adjacent states in terms of the transition function. Unlike interaction states, interaction areas are not disjoint: an agent can be simultaneously involved in an interaction at two different interaction areas.
Example 1 (Cont.). The joint state (D, D)
is an interaction state, corresponding to the situation in which both Robot 1 and Robot 2 are in the narrow doorway. An interaction area should include the state (D, D) and at least those states immediately adjacent to it. In fact, in order for the two robots to avoid bumping into each other in the narrow doorway, they must coordinate before actually reaching the doorway, and hence the inclusion of the neighboring states in the interaction area associated with this interaction state. In this particular scenario, this corresponds to the shaded area in Fig. 2 . For illustration purposes, we consider X I = {6, 15, D} × {6, 15, D}, although other (larger) sets are also possible.
I . Condition (iii) requires that the transition probabilities from states in X I to states not in X I can be factored as in (7). In our scenario, such factorization is not possible only in state (D, D), but it is also not possible to transition from this state to a state outside X I . This means that condition (iii) also holds. Finally, X I is connected and condition (iv) also holds.
We exploit the fact that an agent not involved in any interaction should be unaffected by partial joint state observability, in the sense that its optimal action is the same independently of the state of the other agents. The purpose of defining the interaction areas in a Dec-MDP is precisely to single out those situations in which the actions of one agent depend on other agents. As such, when in an interaction area, the agent should use state information from the other agents in the interaction area to choose its actions. Therefore, we consider scenarios in which all agents in a particular interaction area X I ⊂ X K at time t have full access to the state X K (t). We henceforth refer to such a Dec-MDP as having observable interactions.
Definition 3.4 (Observable interactions). A Dec-MDP has observable interactions, if for any interaction area X
I involving a set K of agents, for each k ∈ K there is a set of local observations Z
there is a local state x K ∈ X I , such that
Our focus on Dec-MDPs with observable interactions translates a property often observed in real-world scenarios: when involved in an interaction, agents are often able to observe or communicate information that is relevant for coordination. Interaction areas encapsulate the need for information sharing in a general multiagent decision problem. 
Informally, we say that a Dec-MDP
Each MMDP M I i describes the interaction between a subset K i of the N agents, and the corresponding state space X K i is a superset of an interaction area as defined above.
A Dec-SIMDP is an alternative way of representing a Dec-MDP with observable interactions. For all agents outside interaction areas, the joint transition probabilities and reward function for a Dec-SIMDP can be factorized as in (7) and (9), and it is possible to model these agents using individual MDPs. In the states of each interaction area in a Dec-SIMDP, and only in these, the agents involved in the interaction are able to communicate freely. In these areas, the agents can thus use communication to overcome local state perception and can be modeled using a local MMDP, observing each other's state and deciding jointly on their action. Outside these areas, the agents have only a local perception of the state and, therefore, choose the actions independently of the other agents. A simple, albeit inaccurate, way of thinking of a Dec-SIMDP is as a Dec-MDP in which each agent has access, at each time step, to all state-information required to predict its next local state and reward. In fact, a Dec-SIMDP may include states-namely in interaction areas-in which agents are able to perceive joint state information, not strictly required to predict their next local state and reward. Hence the inaccuracy of the description.
For illustration purposes, we revisit Example 1, using a Dec-SIMDP model to describe the corresponding navigation problem. Fig. 2 can be represented as a Dec-SIMDP
Example 1 (Cont.). The problem depicted in
, describing the task of Robot 1 (navigating to Goal 1) in the absence of Robot 2.
X 1 and A 1 are the same as in the definition of the original Dec-MDP (see page 1764), P 1 and r 1 arise from the decomposition of r and P described in (10) and (11);
, describing the task of Robot 2 (navigating to Goal 2) in the absence of Robot 1;
• X I is the interaction area already defined;
, that captures the interaction between Robot 1 and Robot 2 in X I .
In this example, there is a unique MMDP M I since there is a single interaction area X I . Also, since there are only two robots/agents in the environment, the MMDP M I is a fully observable version of the original Dec-MDP M with a simplified reward function. In more general scenarios, there will be an MMDP corresponding to each interaction area that includes only the agents involved in that interaction.
Finally, we explore the relation between the Dec-SIMDP model and the MDP and MMDP models. As expected, in the absence of any interaction areas, the Dec-SIMDP reduces to a set of independent MDPs that can be solved separately. A Dec-SIMDP with no interaction areas thus captures the situation in which the agents are completely independent. In those situations in which all agents interact in all states, as assumed in the general Dec-MDP model, the whole state space is an interaction area and, as such, our assumption of observable interactions renders our model equivalent to an MMDP. Nevertheless, the appeal of the Dec-SIMDP model is that many practical situations do not fall in either of the two extreme cases i.e., independent MDPs vs. fully observable MMDP. It is in these situations that the Dec-SIMDP model may bring an advantage over more general but potentially intractable models.
We first assume interaction areas to be known in advance (i.e., they are provided as part of the model specification) and present a planning algorithm that leverages the particular structure of Dec-SIMDPs in Section 4. In Section 5, we then discuss how these areas can be determined and an algorithm that allows each agent to learn these interaction areas.
Planning in Dec-SIMDPs
We address the problem of planning in Dec-SIMDPs, i.e., estimating the optimal policy for each agent in a Dec-SIMDP when the model is fully specified, including the interaction areas.
We start by introducing a general heuristic approach that relies on the solution for an associated POMDP, leading to two general algorithms, MPSI and LAPSI. We then introduce the concept of generalized α-vectors for Dec-SIMDPs and describe instances of both MPSI and LAPSI that use generalized α-vectors, discussing the main properties of these methods. The complete proofs of all results in this section are in Appendix A.
Heuristic planning in Dec-SIMDPs
We start by considering a Dec-SIMDP in which all except one of the agents have full state observability. We refer to this agent as agent k and further suppose that the remaining agents (those with full state observability) follow some fixed known policy, π −k . Agent k can be modeled as a POMDP and the other agents can be collectively regarded as part of the environment. In this particular situation, any POMDP solution method can be used to compute the policy for agent k.
Our heuristic departs from this simplified setting and computes a policy for each agent k as if all other agents had full observability and followed some fixed known policy π −k . This hypothesized policy π −k allows each agent k to approximately track the other agents and choose its actions accordingly. The closer π −k is to the actual policy of the other agents, the better agent k is able to track them and select its individual actions. In fact, even if the ability of an agent to track the other agents necessarily depends on the stochasticity of the environment, 4 in our scenarios the determinant factor in the agents' ability to maintain a reliable (albeit flat) belief on the state of the other agents depends on how accurate the transition model for the other agents is, which critically depends on how close π −k is to their actual policy.
Algorithm 1 summarize this general algorithm:
Algorithm 1 Heuristic planning algorithm for Dec-SIMDPs
Require: Dec-SIMDP model Γ ; 1: for all agents k = 1, . . . , N do
2:
Build hypothetical policyπ −k ; 3:
Using Γ andπ −k , build POMDP model for agent k;
4:
Use preferred POMDP solution technique to compute π k ;
5: end for
The idea behind Algorithm 1 can be used in general Dec-POMDPs. However, as the hypothesized policy π −k seldom corresponds to the actual policy followed by the other agents, this method does not allow each agent k to properly track the other agents and decide accordingly, even if the environment is close to deterministic. Hence this approach is inadequate for general Dec-POMDPs, where we expect it to lead to poor results. The particular structure of Dec-SIMDPs, however, renders this approach more appealing because (i) outside of interaction areas, the individual policy of agent k ideally exhibits little dependence on the state/policy of the other agents. As such, poor tracking in these areas has little impact on the policy of agent k; and (ii) inside interaction areas, local full observability allows agent k to perfectly track the other agents involved in the interaction and choose its actions accordingly.
We present two algorithms, Myopic Planning for Sparse Interactions (MPSI) and Look-Ahead Planning for Sparse Interactions (LAPSI), that are particular instances of Algorithm 1 but consider different hypothetical policies for the other agents. In MPSI, agent k considers each of the other agents as completely self-centered and oblivious to the interactions. Agent k thus acts as if each agent j, j = k, acts according to a policy π j -the optimal policy for the corresponding MDP M j in the Dec-SIMDP. In environments with almost no interaction, the MPSI heuristic provides a good approximation to the policy of the other agents outside the interaction areas.
In LAPSI, agent k considers that all other agents jointly adopt the optimal policy for the underlying MMDP. 5 LAPSI is the counterpart to MPSI, as it provides a good approximation to the policy of the other agents in scenarios where the interactions are not so sparse.
Using the corresponding hypothesized policies for the remaining agents, MPSI and LAPSI can now leverage any POMDP solution methods to obtain a policy for each agent k. We now introduce the concept of generalized α-vectors, that we use to construct particular instances of both MPSI and LAPSI.
Generalized α-vectors for Dec-SIMDPs
MPSI and LAPSI are described in terms of general POMDP solvers and can be used to compute an individual policy for each agent in a Dec-SIMDP. We now propose particular instances of both MPSI and LAPSI that exploit the structure of the Dec-SIMDP model. We depart from the single-agent POMDP model constructed using the proposed approach (see Algorithm 1) and introduce generalized α-vectors, a simplification of the α-vectors used in POMDP solvers [29] . Using the generalized α-vectors, we derive a variation of the Q MDP heuristic [23] and provide bounds for the performance of this method when applied to Dec-SIMDPs. We focus on 2-agent scenarios, to avoid unnecessarily complicating the presentation, remarking that the development presented extends easily to more than two agents only at the cost of more cumbersome expressions.
Using the POMDP model obtained by adopting the introduced heuristic, agent k computes an individual policy π k that maps beliefs to actions. However, agent k has full local state observability, implying that the kth component of the state is unambiguously determined. Furthermore, given our assumption of observable interactions (Definition 3.4), at each time step only those state components corresponding to agents not interacting with agent k are unobservable. By definition, these state-components do not depend on the state-action of agent k and depend only on π −k .
Recovering the POMDP model for agent k (Section 2),
Since agent k has full local observability, the belief b concerns only the state component of the other agent,
The other agent is assumed to follow a fixed policy that depends only on the current state, so we can eliminate the explicit dependence on its action,
Every time step t that agent k is in an interaction area, implying that so is the other agent, agent k can unambiguously perceive their joint state and hence Z k (t) = X(t). In all remaining time steps, Z k (t) =X k (t), meaning that the agent observes only its local state. Denoting by X I the set of all joint states in any interaction area, i.e.,
We now focus explicitly on the updated belief Bel(·) and the optimal Q -function for the states in the interaction areas. The general belief-update expression is (Section 2.2)
In the current setting, the belief concerns only the distribution over states of the other agent. As such, if
and, as in Section 2.4, P −k denotes the transition probabilities corresponding to all except the kth components of the state. If the agents are not in an interaction area, the transitions of the other agent do not depend on the actions of agent k and hence
If X(t + 1) is in an interaction area, then agent k can observe the state of the other agent and, as such,
where I x denotes the indicator function for the singleton set {x}. For the general situation in which
where, for a general set U ⊂ X , I U is the indicator function for the set U and U c denotes the complement of U in X . We now consider the expression for Q * (x k , b −k , a k ) when the agents are in an interaction area. In this case, b −k = e x −k for some x −k , where e x is the probability vector where each component y is given by I x (y). This implies that
Noting the similarity between the right-hand side of (15) and the term in square brackets in the right-hand side of (13), we define a generalized α-vector for agent k, α k , recursively as follows: The operator T k is used to iteratively compute the generalized α-vectors, in a way very similar to the value-iteration algorithm used to compute the optimal Q -function for an MDP. The next result establishes that the generalized α-vectors associated with a Dec-SIMDP can be computed efficiently. Given that an MDP is a particular case of a Dec-SIMDP in which there is a single agent, for such a Dec-SIMDP the generalized α-vectors correspond exactly to the optimal Q -values. It then follows from Theorem 4.2 that computing the generalized α-vectors for a Dec-SIMDP is P-complete.
All
where y = (y O , y −O ), for y ∈ X . The components y O correspond to the observable components of y-those that belong to agents involved in an interaction with agent k-and y −O correspond to the remaining components.
Generalized α-vectors in LAPSI and MPSI
We now use the generalized α-vectors to compute estimatesQ (b, a k ) of the optimal Q -function for agent k, (17) This approximation shares several features with the Q MDP heuristic (Section 2.2), since we compute the generalized α-vectors for a Dec-SIMDP by solving an associated MDP. One would thus expect our methods to suffer in states of great uncertainty, much like Q MDP does. In these states, action selection may be conservative but our assumed sparse interactions will hopefully minimize the effects of this situation. Our experimental results indicate that this may indeed be the case.
We now derive error bounds for the approximation in (17) that depend only on the dispersion of the maximum values of the generalized α-vectors outside the interaction areas. This result can be extended to general POMDPs, providing error bounds for the Q MDP heuristic that depend only on the optimal Q -function for the underlying MDP.
Given a generalized α-vector α k (x, a k ), let x O denote the observable components of x-those corresponding to agents interacting with k atx k -and x −O the remaining components. We define the dispersion of a set of α-vectors α k (x, a k ), with x ∈ X and a k ∈ A k , as
The dispersion of a set of α-vectors measures how the maximum value of α k taken over all actions differs from the corresponding average in the non-observable components of the state. The dispersion quantifies how the lack of knowledge of agent k on the state of the other agents can impact the action choice of agent k in terms of value. (19) where k represents the dispersion of the α-vectors associated with π −k .
Proof. See Appendix A. 2 Theorem 4.3 translates well-known bounds for approximate policies to our particular setting. As expected, the bound in (19) is proportional to the total dispersion of the generalized α-vectors. Also, the bound in (19) is zero if either
• The whole state space is an interaction area, i.e., X I = X . In this case, we recover the MMDP version of the problem (Section 3).
• There are no interaction states, i.e., X I = ∅. In this case, the generalized α-vectors for agent k do not depend on the other agents, implying that k = 0. Finally, the above bounds assume that the policy hypothesized for the other agents corresponds to their actual policy, which is not the case in either MPSI and LAPSI. In particular, defining the errors in r π −k and P π −k , arising from the imperfect knowledge of π −k , as
we finally get
where the first term corresponds to the approximation error of the POMDP policy, and the second term corresponds to the approximation error of the policy of the other agents. The error bounds in (20) are generally loose-as known similar bounds for MDPs are also loose. However, in our view, the most interesting aspect of the proposed bounds arises from the definition and identification of the dispersion of generalized α-vectors, on which those bounds critically depend.
Using the generalized α-vectors in LAPSI and MPSI is now straightforward. Both methods use the estimate in (17) to choose the action for agent k. The difference between the two methods lies on the policy π −k hypothesized for the other agents, needed to both track the belief b −k and to compute the α-vectors. In MPSI, π −k is taken as the reduced policy obtained from the individual policies π j , j = k, the optimal policy for the corresponding MDP M j in the Dec-SIMDP. In LAPSI, π −k is obtained from the optimal policy for the underlying MMDP by ignoring component k.
For illustration purposes, we apply both of these methods to several problems of different dimension, using (17) as our estimate for the POMDP optimal Q -function. As discussed above, the estimate in (17) corresponds to a variation of the Q MDP heuristic. Our results indicate that, even using such a sub-optimal POMDP solver, LAPSI is able to attain a performance close to optimal in all test scenarios while incurring a computational cost similar to that of solving the underlying MMDP. MPSI, while computationally more efficient, seems to lead to agents that excessively avoid interactions. We also compare our algorithms with a previous algorithm for Dec-SIMDPs, the IDMG algorithm [30] . Our results indicate that LAPSI is able to attain similar performance to that of IDMG while providing significant computational savings. We also show that the IDMG algorithm is, by design, unable to consider future interactions when planning outside the interaction areas, which leads to poor performance. Such limitation is not present in LAPSI.
Results
To gain a better understanding of the applicability and general properties of our methods, we compared the performance of both MPSI and LAPSI to those of individual agents that plan disregarding other agents in the environment and of the optimal fully observable MMDP policy. We also tested the performance of the IDMG algorithm, previously introduced as an heuristic planning algorithm for Dec-SIMDPs [30] . It was empirically shown that this algorithm attains near-optimal performance on several scenarios, and we use the results obtained with this approach as a benchmark against which we compare the performance of LAPSI and MPSI. We briefly describe the IDMG algorithm and outline the main differences between this approach and those presented in this article. • At every time step t for which an agent k is involved in no interaction, it follows the greedy policy with respect to Q * k , i.e.,
The IDMG algorithm
• Otherwise, let O denote the set of all agents interacting with k at time step t. For each k ∈ O , and all x ∈ X , let Since these functions are different for each agent k ∈ O , at each time-step t IDMG adopts a game-theoretic approach and constructs a matrix game
where X(t) = x and Nash k is a max-like operator denoting the Nash value for agent k with respect to the game defined by the matricesQ k in state y O . Finally, at every time step t for which agent k is involved in some interaction, it chooses its action according to the Nash equilibrium for the game Γ X(t) . There are two important distinctions between the IDMG algorithm and LAPSI/MPSI. Outside interaction areas, IDMG is oblivious to the existence of other agents in the environment, i.e., it never considers the effect that future interactions may have in its performance. This, as will soon be apparent, leads to situations in which IDMG may perform arbitrarily poor.
A second significant difference concerns the use of a game-theoretic solution to resolve the interactions that requires the computation of multiple equilibria. Computing equilibria is known to be a computationally demanding problem, which lead to a very significant computational advantage to LAPSI/MPSI, as will also become apparent from the results. Table 1 summarizes the main distinctions between the different methods used for comparison. For each method, the second column indicates which policy is hypothesized for the other agents during planning. The third column corresponds to the policy prescribed by that method in interaction areas, and the last column corresponds to the policy prescribed outside interaction areas. During planning, IDMG assumes the other agents adopt an equilibrium solution in interaction areas and prescribes this same policy in those areas. Outside interaction areas, IDMG follows an individual MDP policy that disregards the other agents. During planning, LAPSI and MPSI assume the other agents to follow the joint MMDP and individual MDP policies, respectively. Both methods then construct a POMDP for planning, whose policy is then followed inside and outside interaction areas. Individual agents do not consider other agents during planning and always follow an individual MDP policy. The optimal agents assume that the other agents follow the joint MMDP policy during planning and then adopt that same policy. Fig. 3 depicts the different scenarios used to test our algorithm. The reason for using navigation scenarios is that the Dec-SIMDP model appears particularly appealing for modeling multi-robot problems. Furthermore, in this class of problems, the results can easily be visualized and interpreted. In each of the test scenarios, each robot in a set of two/four robots must reach one specific state. In the smaller environments (Fig. 3a through 3d) , the goal state is marked with a boxed number, corresponding to the number of the robot. The cells with a simple number correspond to the initial states for the robots. In the larger environments (Fig. 3e through 3j) , the goal for each robot is marked with a cross and the robots each depart from the other robot's goal state, in an attempt to increase the possibility of interaction.
Experimental setup
Each robot has 4 possible actions that move the robot in the corresponding direction with probability 0.8 and fail with probability 0.2, leaving the state of the robot unchanged. The shaded regions correspond to interaction areas, inside of which the darker cells correspond to interaction states. When two or more robots stand in one of these cells simultaneously, they both get a penalty of −20. Upon reaching the corresponding goal, each agent receives a reward of +1. In all experiments we used γ = 0.95. Table 2 summarizes the dimension of the joint state space for the corresponding Dec-MDP. For comparison purposes, Table 2 also includes the number of interaction states and the number of states in the individual MDPs that give an idea of the number of states in the corresponding Dec-SIMDP model.
Description and discussion of results
For each of the different scenarios in Fig. 3 , we run the algorithms in Table 1 and test the obtained policies for 1000 independent Monte Carlo trials. Each trial lasts for 250 time steps.
Except for the individual agents, all methods are able to completely avoid miscoordinations in all tested scenarios. Table 3 summarizes the average number of miscoordinations for the individual agents. The results in Table 3 provide a hint on the coordination needs for the different environments. For example, environments such as cit or suny require no coordination at all, while Map 4 (Fig. 3d ) requires significant coordination. Tables 4 and 5 present comparative results in terms of total discounted reward and steps-to-goal. Performance results for the IDMG algorithm in Map 4 (Fig. 3d) are not available, since the complexity of this particular instance prevented the method from providing solutions in practical computational time.
The LAPSI algorithm performs very close to the optimal MMDP policy in all environments, in spite of the significant difference in terms of state information available to both methods. Also, in most scenarios, LAPSI and IDMG perform similarly, both in terms of total discounted reward and in terms of steps-to-goal. The only exceptions are Map 2, where LAPSI outperforms IDMG, and ISR, where IDMG outperforms LAPSI. Interestingly, however, the difference in terms of time-to-goal in the ISR environment is not significant. Our results agree with previous ones that showed that IDMG attains close-to-optimal performance in most scenarios considered here [30] .
Interestingly, in the ISR scenario alone, the individual agents are actually able to outperform the Dec-SIMDP planning methods. Observing the results in terms of steps-to-goal, we conclude that in this particular scenario the Dec-SIMDP planning methods take longer to reach the goal, an indication that they may be attempting to avoid miscoordinations at a cost of reaching the goal later, this slightly impacting their performance. However, in most other scenarios, the performance of the individual agents is significantly worse than that of all other methods. The difference is more noticeable in those scenarios where coordination is more critical. Another interesting observation is that MPSI typically performs worse than the other methods. Since an agent in MPSI considers the other agents to disregard the consequences of miscoordinations (each is focused only on its individual goal), it is expected that the agent following MPSI is more "cautious" and hence the observed longer time to the goal. To see why this is so, consider for example the environment in Map 1, in which the two agents cannot simultaneously cross the narrow passage. If the agents find each other in opposite sides of the passage, one of them must make way to the other. In MPSI, each agent k assumes that the other agent will not deviate and, as such, agent k will cautiously deviate. This means that, in this case, both agents will deviate. Both agents will eventually move across the narrow passage, but the cautious decision-process causes delays and impacts the total reward received, as seen in Table 5 . In LAPSI the agents are implicitly following coordinated policies, so the delays observed in MPSI do not occur.
In our results, the difference in performance between both LAPSI and IDMG and the optimal MMDP policy occurs both in terms of total discounted reward and in terms of steps-to-goal. Given the discount factor γ , the latter in part explains Table 2. the former: if the agents take longer to reach their goal, the corresponding reward is further discounted. The above results thus indicate that both our algorithms and the IDMG algorithm require more time to reach the goal configuration than that needed by MMDP solution, and this time is spent in avoiding the penalties. Also, the choice of interaction areas greatly influences the ability of the algorithms to avoid penalties without incurring any delays in reaching the goal. spaces and/or with many interaction areas. We compare the computational effort of our methods with that of IDMG, both in terms of the average off-line computation time and the on-line computation time. Fig. 4 summarizes these results. Both MPSI and LAPSI are significantly more computationally efficient than the IDMG algorithm according to either of the two performance metrics. It is also interesting to note how the average computation times evolve with the dimension of the problem: while the computation time for both MPSI and LAPSI grows linearly with the dimension of the problem, the computation time of IDMG also depends on the number of interaction areas and hence the irregular growth pattern observed in Fig. 4 . Finally, the IDMG method is, by construction, unable to consider future interactions when planning for the action in a non-interaction area. In this sense, the IDMG algorithm is "myopic" to such interactions and only handles these as it reaches an interaction area, which can have a negative impact on the performance of the method.
Consider the scenario depicted in Fig. 5 . Once again, the two robots must reach the marked states while avoiding simultaneously crossing the narrow pathways. We model this problem using a Dec-SIMDP: the two sets of shaded cells represent two interaction areas in which the robots only get a non-zero penalty by standing simultaneously in the darker state. In this environment, and ignoring the interaction, Robot 1 can reach its goal by using either of the narrow pathways, since both trajectories have the same length. However, Robot 2 should use the upper pathway, since it is significantly faster than using the lower pathway.
By using the IDMG algorithm, Robot 2 goes to the upper pathway while Robot 1 chooses randomly between the two, for example, the upper pathway. In this case, according to the IDMG algorithm, both robots reach the interaction area simultaneously and Robot 1 must move out of the way for Robot 2 to go on. Therefore, Robot 1 takes 10 steps to reach Goal 1 while Robot 2 takes 8 steps to reach Goal 2, for an average of 9 steps to reach the goal. If, instead, Robot 1 takes the lower pathway, the two robots reach their goal states in 8 steps each. The IDMG algorithm chooses between these two possibilities randomly-or, at least, has no way to differentiate between the two. Therefore, IDMG agents take an average of 8.5 steps to reach their goal. We ran 1000 independent trials using the IDMG algorithm in this scenario and, indeed, obtained an average of 8.485 steps-to-goal, with a standard deviation of 0.5.
For comparison purposes, we also ran 1000 independent trials using the LAPSI algorithm in this same scenario. Out of 1000 trials, Robot 1 always picked the lower pathway and the group took an average of 8 steps-to-goal with a variance of 0. This difference could be made arbitrarily large by increasing the "narrow doorway" to an arbitrary number of states, thus causing an arbitrarily large delay.
We conclude this section by providing Table 6 with the value of the bounds from Theorem 4.3 for some of the test environments. Although these bounds are generally loose, they still provide insights on some properties of our methods. The error bounds for MPSI are, in general, larger than those for LAPSI, since the policy estimate for MPSI is, in most scenarios, more crude than that of LAPSI. Moreover, although the bounds exhibit some dependency on the dimension of the problem-larger scenarios tend to have larger bounds,-this is not always the case. For example, while Map 3 is smaller than Map 2, the corresponding bounds are actually larger. Also, ISR is much smaller than CMU but the corresponding bounds are approximately similar.
Learning interaction areas
In the previous sections we introduced the Dec-SIMDP model and proposed the MPSI and the LAPSI planning algorithms, both able to leverage the sparse interactions in Dec-SIMDPs to overcome the computational burden associated with more general decision-theoretic models. The Dec-SIMDP model relies on the concept of interaction areas that capture local dependences between groups of agents. These interaction areas include non-interaction states that nevertheless improve the coordination performance of the agent group. We now introduce a learning algorithm that learns those interaction areas.
We start by considering the simple case of a 2-agent transition-independent MMDP given by M = (2, X , (A k ), P, r, γ ) where, as before, r is decomposable as r(x, a) = r 1 (x 1 , a 1 ) + r 2 (x 2 , a 2 ) + r  I (x, a) , 2 ) is optimal for M. However, if r I (x, a) = 0 in some state x, the policy learned by each agent using Q -learning and disregarding the existence of the other agent is generally suboptimal [31, 32] . The optimal policy in that case must take into account whatever the other agent is doing. When moving to a Dec-MDP setting, the situation in which r I ≡ 0 poses no additional difficulties, as the problem can still be decomposed into independent single-agent MDPs. If the interaction between the two agents is sparse, we expect each agent to coordinate only around those states x for which r I (x, a) = 0-the interaction areas. This coordination may require each agent to have access to state and action information about the other agent. Therefore, interaction areas should comprise the states in which information on the joint state brings improvements in performance over local-state information.
In general, the performance obtained using joint state information in all time steps is never worse than that obtained using this information only at certain situations. However, since we are interested in determining the interaction areas, we are only interested in states in which this information brings an improvement in performance. To this purpose, we add an artificial penalty every time the agent uses joint state information, to ensure that the latter is only used when actually useful.
We augment the individual action space of each agent with one pseudo-action, the Coordinate action, that incurs the aforementioned penalty and consists of two steps:
1. An active perception step, in which the agent tries to determine the local state information of the other agent; 2. A coordinating step, in which the agent makes use of the local state information from the other agent, if available, to choose one of its primitive actions.
The active perception step of the Coordinate action may not succeed; whether or not it actually succeeds is environment dependent. Considering once again a multi-robot navigation scenario, the active perception step can consist for example of the use of an onboard camera to localize the other robot. In this case, the robot is able to localize the other robot only when the latter is in its field-of-view. Another possibility consists of the use of explicit wireless communication, in which one robot requires the other robot to share its location. Going back to our algorithm, each agent k uses standard Q -learning to estimate Q * k (x k , a k ) for all local statesx k and all a k ∈ A k ∪ {Coordinate}. The role of the coordinating step is to use the local state information from the other agent, provided by the active perception step, to guide the actual choice of the actions in A k . To this purpose, each agent k keeps an estimate of a second Q -function, the interaction Q -function Q I k , defined in terms of the immediate reward of agent k and the value of agent k's policy. Since this policy is defined in terms of Q * k , the values of Q I k at different state-action pairs are independent, i.e.,
The above relation can be used in a Q -learning-like update to estimate the value Q I k associated with each individual action
Algorithm 2 summarizes our algorithm; π is the learning policy i.e., a policy that ensures sufficient exploration, such as an ε-greedy policy, and by π g (Q , ·) the greedy policy with respect to function Q . The flag ActivePercept is true if the active perception step is successful and the general instruction QLUpdate (Q ; x, a, r, y, Q ) (Fig. 6) . Such independence is particularly useful as it implies that, unlike algorithms that learn directly on the joint state-action space, our matrix Q I k is sparse-i.e., the number of non-zero elements is small-and thus requires a similar sample complexity as that necessary to learn Q * k . Choose A k (t) using π ; 5:
Algorithm 2 Learning algorithm for agent k
10: end if 11:
if ActivePercept = TRUE then 13:
end if 15: else 16:
end if 18: similar to a generalized fictitious play process [33] . However, in scenarios where the action information from other agents is necessary for coordination, our algorithm may exhibit poor performance. So far we have described how to apply our learning algorithm to 2-agent MMDPs. In MMDPs with N > 2 agents, and since the local state information from the other agents arises from an active perception step, each agent can only perceive the local state information concerning one other agent. Therefore, in problems for which coordination requires state information concerning more than two agents, the performance of our algorithm is expected to decrease. Another implication is that we can apply Algorithm 2 without modification, by disregarding the identity of the other agent and merely considering that the local information obtained by active perception concerns some other agent. However, if we consider more general active perception processes-i.e., the agent is actually able to perceive the state of all other agents-the algorithm can be trivially modified to address coordination of any number of agents, with an obvious tradeoff in terms of the memory requirements of the algorithm.
Results
We apply our learning algorithm to the test scenarios in Fig. 3 , where we include an individual penalty of −0.1 in all scenarios every time an agent uses the Coordinate action. The excessive use of such Coordinate action impacts the sparsity of Q I k , which is undesirable for large problems. We run our learning algorithm in each of the test environments. Table 7 summarizes the number of learning steps allowed in each environments. During learning, exploration is ensured by combining a greedy policy with optimistic initial values [34] . We use an initial learning rate of α = 0.1. Every 2 × 10 4 time steps, this rate is updated as α ← 0.1 × α. For comparison purposes, we also run:
• One instance of single-agent Q -learning for each robot, in the absence of other robots in the environment. The robots thus learn how to reach their goal but not how to avoid miscoordination, since there are no other robots in the environment during the learning stage and hence the learner never actually experiences the miscoordination penalty.
• One instance of single-agent Q -learning for each robot, in the presence of other robots in the environment. The robots thus learn how to best reach their goal while avoiding interaction using only individual state information. Due to the general lack of knowledge about the global state, the agents in this second comparison set correspond to independent learners in the sense of [31] . Table 8 summarizes this information. The second and third columns show whether learning and testing are conducted in the presence or absence of other agents (corresponding to the labels "Multiple" and "Single", respectively). The last column indicates whether the agents have access to only local state information, global state information or, in the case of our method, local state information complemented by state information from the active perception step of the Coordinate action. We evaluate each of the learned policies in the different environments, performing 1000 independent Monte Carlo trials. Each trial lasts for 250-time-steps, during which each learned policy (Indiv., Non-coop., and Coop.) is evaluated in the original problem, i.e., with two/four robots moving simultaneously in the environment. For comparison, we also present the results obtained with the optimal fully observable MMDP policy from Section 4. However, since the framework considered here is different from that considered in Section 4, the results from the optimal MMDP policy cannot be used for direct comparison, but only as a reference to better assess the performance of the learning methods. Table 9 presents the results in terms of total discounted reward.
The results in Table 9 show that our algorithm generally outperforms the two other learning methods, matching the optimal MMDP policy in some of the test scenarios. However, the behavior of the different algorithms varies in the different scenarios. For example, individual agents never experience miscoordination penalties during learning. Therefore, they act as if such penalty does not exist, which impacts negatively the total discounted reward they receive as seen, for example, in Map 2. The non-cooperative agents experience miscoordination penalties during learning and are better able to avoid them, although their lack of joint state information prevents them from attaining optimal performance. In particular, in the Map 4 environment, they adopt cautious policies that prefer avoiding penalties to attaining the agents' goals. Such cautious policies explain the total discounted reward of 0.00 and the steps to goal. Tables 10 and 11 show the number of steps-to-goal and the number of miscoordinations per trial for each of the test environments. Our algorithm exhibits nearly no miscoordinations in all environments, which means that the robots are able to coordinate in their choice of path. However, in some scenarios, this is attained at the cost of having only one of the agents reach the goal, corresponding to the values in parenthesis in Table 10 . This indicates that, in these scenarios, coordination would require incurring in an excessive penalty arising from using the Coordinate action, and the agents opt by sacrificing reaching one of the goals. This is an interesting aspect of our learning approach: the agents trade-off the cost of the Coordinate action by the usefulness of the information provided. This is in contrast with the individual agents: they always reach their goal in minimum time, but at a cost of severe miscoordination penalties that they never experience during learning, and hence their poor performance in terms of total discounted reward.
Our results also confirm that interaction in the larger environments is much sparser than that in the smaller environments. In some of the test scenarios (e.g., cit), the environment and the initial/goal positions for both robots are such that explicit coordination actions are not really necessary to avoid miscoordinations. Therefore, both the individualistic Qlearners and the non-cooperative Q -learners should be able to attain a good performance. In general, as seen in Tables 9  through 11 , there are some environments in which all methods attain similar performance, indicating that no coordination actions are necessary, since both the Individual and Non-coordinated approaches are able to attain optimal performance. The fact that our algorithm attains a similar performance means that it learns that the Coordinate action is not necessary, otherwise the total discounted reward would be inferior to that of the other methods.
We also analyze how the increasing penalties for miscoordination affect the performance of the robots in all scenarios. We run all three learning algorithms for different values of the miscoordination penalty and evaluated the obtained policies. As expected, as the penalty for miscoordination increases, the total discounted reward of those methods that are unable to avoid miscoordinations (Table 11 ) decreases accordingly, accentuating the differences already observed in Table 10 . The reliability of the performance of the individualistic and non-coordinated policies-translated in the variance of the observed performance-is also severely affected as the miscoordination penalty increases.
Finally, the non-cooperative Q -learning algorithm is able to surpass the individualistic Q -learning in several scenarios. This is particularly evident by observing the performance as the miscoordination penalty increases, and can be interpreted as the non-cooperative agents having to act with increasing caution due to the penalties experienced during learning.
In conclusion, our proposed method is able learn to coordinate only when coordination is necessary to attain good performance. In several scenarios, our learning agents resort to coordination actions in those states where joint state information leads to improved performance, and these states corresponds precisely to the interaction areas defined in Section 3. In other scenarios, our agents are also able to learn to trade-off the benefits of coordination actions against the costs of such actions.
Related work
A wide range of models have been proposed to formalize decision-making problems in multiagent systems, including stochastic games [35] , multiagent MDPs [36] , Dec-POMDPs [37, 16] , and I-POMDPs [38] . These models differ in scope, assumptions, and computational complexity [26] . For example, multiagent MDPs are can be solved in polynomial time, while finite-horizon Dec-MDP and Dec-POMDP models are NEXP-complete, even for the benign 2-agent scenarios, and complexity results are even worse in non-cooperative settings.
Efforts to handle the worst-case complexity of decentralized multiagent models led to approximate methods that tradeoff optimality and computability (e.g., [39, 40] ), and reduced models that trade off representability and computability. Several such models assume that the interaction among agents can be simplified in different ways. For example, in transitionindependent Dec-MDPs, the transition probabilities for each agent depend solely on its own actions and local states. Transition independent Dec-MDPs are NP-complete and can be solved using the Coverage Set algorithm [41, 27] .
Our Dec-SIMDP model can be viewed as an extension of transition-in dependent Dec-MDP, as it allows the transition probabilities for an agent to dependent on the actions of other agents in interaction areas, where joint state observability or free instantaneous communication is assumed. We expect the worst-case complexity of a Dec-SIMDP to be between that of transition-independent Dec-MDPs and general Dec-MDPs.
Local interactions have also been exploited in other multiagent scenarios. For example, several works propose the use of hierarchical approaches that subdivide an overall task in a hierarchy of subtasks, each restricted to the states and actions relevant to that particular subtask [5, 42, 4] . The subtasks are conducted individually by each agent and do not require the local state of different agents to be shared. Going up the hierarchy corresponds to moving from lowlevel "local" tasks to higher-level "global" tasks, in which coordination is necessary and must be accounted for explicitly. Since execution at the highest level corresponds to several low-level time steps, communication needs are minimized.
Coordination graphs [6, 43] capture local dependences between the different agents in an MMDP, allowing the overall Qfunction to be decomposed into local Q -functions that can be optimized individually. Coordination graphs have been used for efficient planning and learning in large multiagent MDPs [44] . Although the problems to which coordination graphs have been applied are significantly different from those we study, the interactions between agents captured by coordination graphs are related to our notion of interaction areas in our Dec-SIMPD model, and it would be interesting to investigate the use of a graphical structure to compactly represent the dependencies among agents in a Dec-SIMDP.
The coordination graph structure has also been learned from experience based on the concept of utile coordination [7] . Although using a fundamentally different approach, this work relates to our learning of interaction areas in that both methods infer where joint state information can improve the performance of the agents. We differ in the fact that our agents explicitly learn how to trade-off the benefits of querying the other agents' states with the environment-imposed limitations of this querying process and the associated cost. Our method captures the impact that communication costs may have both on the decision process and on the process of learning these inter-agent dependencies.
Both hierarchical approaches and coordination graphs discussed above exploit local interactions among the agents and should thus be able to accommodate some level of partial state observability.
In the game-theoretic literature, local dependences between players in large games have also been explored. For example, graphical games [9] represent n-player matrix games as undirected graphs, where players correspond to nodes, and the payoff for each node depends only on the actions of its direct neighbors in the graph. Action-graph games further generalize the concept of graphical games, exploring sparser dependences between players in a game [10] . Multiple algorithms have been proposed to compute Nash equilibria in this class of games, mostly relying on "continuation methods" [45] , where a known solution for a simple game is gradually perturbed toward a solution to the desired game. Continuation methods run in time exponential in the in-degree of the action-graph, and not in its number of nodes. Therefore, games with many contextspecific independences yield sparsely connected action-graph games, leading to exponential savings in computational time. In some classes of problems, additional structure of the corresponding action-graph games can lead even to more efficient computation of equilibria [46, 47] .
The main concept of our Dec-SIMDP model was originally proposed under the designation of interaction-driven Markov games [30] , with the associated IDMG algorithm. Our contributions in this paper extend the original IDMG formulation in several aspects. We formalize the relation between Dec-MDPs and Dec-SIMDPs, introducing concepts such as interaction areas and interaction states. We presented two general heuristic planning algorithms with corresponding convergence analysis and error bounds that overcome some limitations of the original IDMG algorithm: (i) outside interaction areas, both LAPSI and MPSI reason about future interactions, unlike IDMG which only considers interactions when they actually occur; (ii) in interaction areas, LAPSI and MPSI also offer computational advantages over IDMG, since the latter requires the computation of several equilibria.
Other closely related models to the Dec-SIMDP model are those that explore event-driven interactions [48] [49] [50] , and distributed POMDPs with coordination locales (DCPLs) [13] . Particularly in DCPLs, each agent is assumed independent of all other agents except on previously specified coordination locales. As in the IDMG algorithm, the proposed TREMOR algorithm for DCPLs models each agent k using a POMDP model that is solved to yield a policy π k for that agent. Coordination locales are handled by modifying the POMDP model for each agent taking the policies of the other agents into account. Instead, our approach assumes that interactions are fully observable, which can be used for coordination.
More recently, an information-theoretic measure of inter-agent influence has been proposed under the designation of influence gap [28] , which indicates how much the actions of one agent determine the actions of the other agents in the optimal policy. Such influence gap then attempts at quantifying the level of dependence between the different agents. As expected, larger influence gaps, corresponding to smaller inter-agent influence, typically translate into less computational complexity. While the influence gap is a measure of global inter-agent influence, our interaction areas capture local interactions between the agents. Larger or numerous interaction areas typically lead to harder problems. As future work, it would be interesting to relate the number or size of interaction areas in Dec-SIMDPs in terms of the proposed influence gap, using the latter to assess the potential usefulness of the Dec-SIMDP model in particular problems.
Conclusion and future work
In this work, we analyzed how local interactions in a multiagent system can be used to simplify the process of decentralized decision making. We introduced Dec-SIMDPs, a new decision-theoretic model for decentralized multiagent systems with sparse interaction that explicitly distinguishes the situations in which the agents in a team must coordinate from those in which they can act independently. We formalized the relation between Dec-MDPs and Dec-SIMDPs, establishing Dec-SIMDPs as particular instances of Dec-MDPs. We presented MPSI and LAPSI, two general heuristic planning approaches that reduce planning in a Dec-SIMDP to a sequence of planning problems in single-agent POMDPs. We analyzed particular instances of MPSI and LAPSI and derived bounds for the quality of the obtained policies. Finally, we presented an RL algorithm that can be used to learn interaction areas in a Dec-SIMDP. We illustrated the application of all algorithms throughout the paper in several multiagent navigation scenarios.
Both instances of MPSI and LAPSI used in the experimental results rely on having each agent track the other agents in the environment using a belief vector that is then used to choose the actions. The difference between the two algorithms lies in the assumed policy for the other agents. MPSI assumes each of the other agents to be completely driven by its individual goals, thus discarding whatever interaction there may be. In the cases where these interactions are negative, MPSI agents then act more cautiously. In contrast, the LAPSI agent assumes that the other agents are team-players, in that they choose their actions for the common goal of the group. Hence, the LAPSI agent adopts a policy that is closer to the actual optimal fully-observable policy. The LAPSI algorithm successfully leverages the particular independences between the different agents to attain efficient and yet near-optimal performance. In MPSI and LAPSI, these modeling strategies are used to abstract the decision process of each agent into a single-agent decision process-namely, a POMDP. Although we illustrated our methods using a Q MDP -like approach, the same principle can be used with any other POMDP solver.
The differences between MPSI and LAPSI may provide additional information in defining the interaction areas. While MPSI relies on the optimal policies for the individual MDPs in the Dec-SIMDP model, LAPSI relies on the joint policy for the underlying MMDP. Since outside interaction areas we expect the actions of the different agents to be approximately independent, the interactions areas should be those in which the estimated policies using the individual MDPs and the joint MMDP disagree. This provides one recipe for choosing the interaction states as those in which individual state-information is not sufficient to determine the best action.
The results of learning algorithm open several interesting questions. One first issue concerns the dependence of the performance of the algorithm on the cost of the Coordinate action. In fact, we observed that our agents are able to learn a trade-off between the benefits arising from good coordination and the cost of that same coordination. Such trade-off is similar to the problem of exchanging reward by information arising in POMDPs [22] and it would be interesting to analyze both how this trade-off is influenced by the cost of the Coordinate action and how such trade-off extends to situations where further partial state observability is considered.
Another aspect open to future investigation regards the performance guarantees of the algorithm. As remarked in Section 5, the parallel learning process taking place when the agent executes the Coordinate action bears significant resemblances to a generalized fictitious play. It would be interesting to analyze how the convergence guarantees of fictitious play can be translated to our particular learning algorithm. The scenarios used in our work, in which our learning algorithm exhibited interesting performance, were focused on localized coordination, based on the underlying assumption of the advantages of our model and learning. As coordination increases to a more global level, the learning algorithm may need to be adapted to attain the desired performance.
In view of the completely independent way by which the agents learn, it remains to investigate if the learning algorithm would be applicable to different reward functions for the different agents, or other scenarios in which the agents are not completely independent in terms of dynamics but exhibit some weak coupling-for example in the states where interaction occurs. It would also be interesting to explore our ideas in more general models such as Dec-POMDPs, alleviating the requirement of full local state observability.
Appendix A. Proofs

A.1. Proof of Theorem 4.1
We show that the generalized α-vectors can be computed using a convergent dynamic-programming-like approach, by iterating over the recurrent expression in (16) .
In a Dec-SIMDP verifying the conditions of the theorem, a generalized α-vector α k is actually a |X | × |A k | matrix with component (x, a k ) given by α k (x, a k ) . For 
We have thus shown that T k is a contraction in the supremum norm, which implies that
• T k has a unique fixed-point, corresponding to the generalized α-vectors;
• T k can be used to compute the generalized α-vectors in a dynamic-programming-like fashion, using the update rule
where α (n) k denotes the nth estimate of α k (x, a k ). 2
A.2. Proof of Theorem 4.2
We show that the problem of computing the generalized α-vectors for a Dec-SIMDP verifying the conditions of the theorem is equivalent in terms of complexity to that of solving an MDP whose dimension depends polynomially on the dimension of the original Dec-SIMDP. In particular, we show that computing the generalized α-vectors for such Dec-SIMDP is equivalent to computing the optimal Q -function for an MDP. Since MDPs are known to be P-complete [25] , the desired result follows. We rewrite (16) as (1 − γ ) 2 BE(Q ), (A.4) where BE(Q ) is the Bellman error associated with the functionQ , In our Dec-SIMDP setting, since we are assuming the policy π −k to be fixed and known, the decision process from agent 
using the notation introduced in Section 4.2. Letting
In order to bound the right-hand side of the expression above, we need two auxiliary results that generalize some of the bounds in [51] to the case of functions defined over R n and are of independent interest per se. 
