Current multipath routing techniques split traffic at a perflow level because, according to conventional wisdom, forwarding packets of a TCP flow along different paths leads to packet reordering which is detrimental to TCP. In this paper, we revisit this "myth" in the context of cloud data center networks which have regular topologies such as multi-rooted trees. We argue that due to the symmetry in the multiple equal-cost paths in such networks, simply spraying packets of a given flow among all equal-cost paths, leads to balanced queues across multiple paths, and consequently little packet reordering. Using a testbed comprising of NetFPGA switches, we show how cloud applications benefit from better network utilization in data centers.
INTRODUCTION
To scale the data center network to provide the level of connectivity required, most data center network fabrics are organized in the form of a multi-rooted tree topology. Further, they use multipathing between servers so that load is balanced among several alternate paths and the chances of congestion are reduced. One popular multipathing mechanism used in data centers today is equal-cost multipath (ECMP). Many recent works have identified the load imbalance that can arise due to ECMP and suggested different approaches for making the load more balanced across the different available paths.
We revisit the conventional wisdom that packet-level traffic splitting (PLTS) is inherently harmful to TCP. Specifically, our observation is grounded on the fact that many popular data center network designs such as the fat tree, or more generally, multi-rooted tree topologies are symmetric in their architecture, and spraying packets across different paths leads to a more balanced and predictable network architecture, that interacts well with TCP.
In the next section, we explain why we believe that PLTS will perform well in multi-rooted tree topologies. We support our hypothesis with experiments on a real testbed which show that PLTS outperforms ECMP in throughput and latency. PLTS achieve similar throughput and better latencies than MP-TCP [5] without the additional complexity and end-host changes.
PACKET-LEVEL TRAFFIC SPLITTING
The basic idea of packet-level traffic splitting (PLTS) is quite simple: it uses all the equal-cost shortest paths between every source and destination pair to spread all packets belonging to a given flow. Such a simple packet-level traffic splitting protocol is expected to achieve the best possible load balance for any load in a given network independent of the flow length distribution. Further, PLTS requires no changes to end hosts, and is already implemented in many commodity switches today. However, at first glance, it appears PLTS will potentially introduce a large amount of packet reordering since paths may have different latencies. We make three key observations that indicate that PLTS is unlikely to result in significant packet reordering and poor interactions with TCP in data center networks that employ multi-rooted tree topologies such as the fat-tree.
First, in a multi-rooted tree topology, links can be grouped together into equivalence classes. All links within each equivalence class have equal amount of load if all flows in the networks use PLTS. Thus, even though each flow is routed along several paths, each of these paths is similarly loaded and thus, the latency differential between these paths is expected to be quite small, and hence the amount of induced reordering due to PLTS is likely to be small. Second, TCP congestion control is robust to small amount of packet reordering in the network anyway. The sender typically waits for 3 duplicate ACKs to infer that a loss event has occurred after which it performs fast retransmit and cuts its window in half.
Third, even if PLTS induces a few more fast retransmits compared to ECMP, the loss in throughput, due to the sender reducing its congestion window every time a fast retransmit event occurs, can be a small penalty compared to the better usage of the available network bandwidth. Thus, overall performance of PLTS will be better than ECMP.
EVALUATION
Our testbed has 36 servers connected in a 4-ary (k = 4) fat-tree [1] topology. All the servers are equipped with 4GB RAM, Intel Xeon 2.40GHz quad-core processors and two 1Gbps Ethernet ports. We have 20 NetFPGA boards, each deployed on a server, and interconnected in a fat-tree topology via 1 Gbps Ethernet links. Rest of the 16 servers form the endhosts connected to this network. We implemented ECMP and PLTS on NetFPGA switches by modifying the code base already provided by NetFPGA. For PLTS, we generate a random number for each arriving packet to determine the output port (among all eligible output ports) to which the packet is forwarded.
Permutation traffic matrix.
We first compare the throughput of PLTS with ECMP and MP-TCP using a random permutation matrix. Each host in the fat-tree is either a sender or a receiver of exactly one TCP flow. Figure  1(a) shows the average throughput of TCP flows under different schemes as a percentage of the ideal throughput (full link capacity). The low average throughput in ECMP-based forwarding can be attributed to the fact that two or more ECMP flows may be forward over the same core link which becomes a bottleneck. PLTS was able to achieve about 90% of the ideal bandwidth, an improvement of 35% over ECMP. MP-TCP also achieves about 90%. This is consistent with results reported in [5] for a similar experimental setup.
Ping RTT. We ran background traffic between 14 (out of 16) end hosts in our testbed. The flow sizes for background traffic were drawn from the distribution in [4] . The flow arrival rate followed an exponential distribution. In Figure 1(c) , we varied the mean of the exponential distribution and plotted the mean RTT taken by 200 back-to-back ping packets between the two hosts that did not carry background traffic. The error bars show the mean deviation reported by ping. We observed that the latency varied widely with ECMP indicating that different paths between the two hosts different loads. Packets experience similar mean latencies with PLTS and MP-TCP but higher mean deviation with MP-TCP.
Hadoop shuffle completion time. We show that applications like Hadoop benefit from the improved network utilization done by PLTS. We run Hadoop on 4 of the 16 end hosts in our testbed (other 12 hosts have background traffic between them). We limit the bandwidth of each link to 100Mbps to mimic the scenario where the network is a bottleneck. We observe a 20% to 30% reduction in shuffle time with PLTS. Since a fat-tree is not oversubscribed, increasing background traffic intensity does not affect the shuffle completion time. We were not able to perform this experiment with MP-TCP due to bugs in the MP-TCP implementation [6] .
RELATED WORK
The most related to our work are those mechanisms that rely on flow-level traffic splitting such as ECMP, Hedera [2] and Mahout [3] . Techniques like Hedera and Mahout, which select a path for a flow based on current network conditions suffer from a common problem: When network conditions change over time, the selected path may no longer be the optimal one. VL2 [4] propose using Valiant Load Balancing (VLB) at a per-flow granularity, but they too do not split an individual flow across multiple paths.
Two research efforts propose traffic splitting at a sub-flow granularity. MP-TCP [5] splits a TCP flow into multiple flows at the end hosts. FLARE [7] exploits the inherent burstiness of TCP flows to break up a flow into bursts called flowlets. We did experiment with some simple variants of FLARE, such as forwarding a small number of consecutive packets of a flow along the same path. But we observed that, since bursts of packets may actually lead to disparity in queue lengths across different paths, they cause much more packet reordering and reduction in throughput.
CONCLUSION
We show that simple packet-level traffic splitting mechanims can yield significant network throughput and latency benefits in cloud data centers because these mechanism keep the network load balanced and TCP can tolerate the small amount of packet reordering induced by these mechanisms in regular network topologies. These schemes are also readily implementable and are of low complexity making them an appealing alternative to ECMP and other complicated mechanisms like Hedera or MPTCP.
