Introduction {#Sec1}
============

It is an intriguing possibility to employ the electron spins as information carriers (known as spintronics^[@CR1]^). This prospect has revived the experimental and theoretical studies of spin-relaxation in semiconductors and metals. It is the spin-relaxation time which characterizes how rapidly a non-equilibrium spin population decays and it therefore determines whether a material is suitable for spintronics purposes. The theory of spin-relaxation differs for materials with and without spatial inversion symmetry^[@CR1],\ [@CR2]^: the Elliott-Yafet (EY) theory^[@CR3],\ [@CR4]^ describes the former while the so-called D'yakonov-Perel' (DP) mechanism describes the spin-relaxation for the latter case^[@CR5],\ [@CR6]^. We note that the common physical picture to unify the two approaches was developed in ref. [@CR7].

The DP theory describes the dominant spin-relaxation mechanism in large band-gap III--V semiconductors (e.g. GaAs) with the zincblende structure (the so-called bulk inversion asymmetry) and for semiconductor heterostructures with an applied transversal electric field (the so-called structure inversion asymmetry). These two cases are known as Dresselhaus or Bychkov-Rashba spin-orbit coupling (SOC), respectively.

The DP spin-relaxation mechanism turned out to be particularly relevant for novel, spintronics candidate materials with two-dimensional structure, such as e.g. mono or bi-layer graphene^[@CR8],\ [@CR9]^ and transition metal dichalcogenide monolayers^[@CR10]--[@CR13]^.

The spin-relaxation mechanism, which dominates in materials without inversion symmetry, is depicted schematically in Fig. [1a](#Fig1){ref-type="fig"}. The inversion symmetry breaking SOC splits the spin-up/down states at the Fermi level and acts as a $\documentclass[12pt]{minimal}
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                \begin{document}$$\underline{k}$$\end{document}$ dependent magnetic field or SOC field. When the electrons are treated in the quasi-particle approximation, they are assumed to move around in the material and suffer momentum scattering on a timescale of *τ*. The electron spins precess around the axis of the SOC field with a corresponding Larmor frequency, $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{\Omega }}(\underline{k})$$\end{document}$. The rigorous derivation of the DP result^[@CR1],\ [@CR5],\ [@CR6]^ gives that the spin-relaxation time, *τ* ~s~ is inversely proportional to *τ* if the $\documentclass[12pt]{minimal}
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                \begin{document}$$\langle {\rm{\Omega }}\rangle \cdot \tau \ll 1$$\end{document}$ holds (here 〈Ω〉 is an average value of the Larmor frequencies). When rewritten for the quasiparticle momentum scattering rate: Γ = *ħ*/*τ* and the spin scattering rate: Γ~s~ = *ħ*/*τ* ~s~, the DP result reads:$$\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{\Gamma }}}_{{\rm{s}}}=\alpha \frac{\langle {| {\mathcal L} |}^{2}\rangle }{{\rm{\Gamma }}}$$\end{document}$$where *α* is a band structure dependent parameter around unity and $\documentclass[12pt]{minimal}
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                \begin{document}$$\langle  {\mathcal L} \rangle $$\end{document}$ is an average value of the SOC induced splitting and is related to the SOC fields by $\documentclass[12pt]{minimal}
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                \begin{document}$$\langle  {\mathcal L} \rangle =\hslash \langle {\rm{\Omega }}\rangle $$\end{document}$.Figure 1Schematics of the conventional D'yakonov-Perel' spin-relaxation mechanism (**a**): the electron spin precesses around the SOC fields and scatter on a *τ* timescale. Each scattering results in a new random $\documentclass[12pt]{minimal}
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                \begin{document}$$\underline{k}$$\end{document}$ value and a different vector of the SOC field. (**b**) In the absence of momentum scattering, i.e. the clean limit, the dynamic spin-susceptibility, *χ*(*ω*), is given by the distribution of the SOC fields. The quasi-particle spectral function, *A* ~Γ~, has a width of 2Γ/*ħ* and the finite momentum lifetime gives rise to the "dirty" case. We show Im*χ*(*ω*)/*ω* for clarity as Im*χ*(*ω*) is an odd function.

Rather than a rigorous derivation, we give an illustration of the DP result in Fig. [1b](#Fig1){ref-type="fig"}. In the clean limit (i.e. Γ = 0), the dynamic spin-susceptibility, Im*χ*(*ω*), is an odd function around the origin which is given solely by the distribution of the SOC fields and it describes pure dephasing without relaxation. Im*χ*(*ω*) could be observed in a clean semiconductor by e.g. an electron spin resonance experiment. The conventional DP theory applies in the dirty limit, i.e. when $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{\Gamma }}\gg \hslash \langle {\rm{\Omega }}\rangle $$\end{document}$, which is depicted in Fig. [1b](#Fig1){ref-type="fig"}. (dotted curve is the quasi-particle spectral function). This is in fact the textbook situation of motional narrowing, which is well known in NMR spectroscopy^[@CR14]^ and it formally leads to the DP result. In the spintronics literature, the DP regime is also known as *motional slowing* of the spin-relaxation.

A study of the opposite limit, i.e. when $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{\Gamma }}\lesssim \hslash \langle {\rm{\Omega }}\rangle $$\end{document}$ is motivated by recent experiments on ultra-pure GaAs^[@CR15],\ [@CR16]^, where this situation is realized. The theoretical foundations of this regime were presented in ref. [@CR17] and it was treated using the kinetic equation in refs [@CR18] and [@CR19]. This regime corresponds to semiconductors with a large SOC and low quasiparticle scattering. The $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{\Gamma }}\ll \hslash \langle {\rm{\Omega }}\rangle $$\end{document}$ limit is discussed in ref. [@CR1] and it is argued that the distribution of the SOC fields causes a rapid dephasing of a spin ensemble orientation on the timescale of *τ* ~s~ = 1/ΔΩ, where the latter quantity is the characteristic distribution width or variance of the SOC fields. It was also qualitatively motivated in ref. [@CR1] that for this limit, the spin and momentum relaxation times are identical. The dephasing process is analogous to the so-called reversible dephasing in NMR spectroscopy with the timescale known as $\documentclass[12pt]{minimal}
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                \begin{document}$${T}_{2}^{\ast }$$\end{document}$ (ref. [@CR20]). A momentum scattering after the dephasing causes memory loss, therefore the observable spin-decay time roughly equals the spin-dephasing time. The spin-relaxation rate was suggested to read in this limit as ref. [@CR1] (using the present notation):$$\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{\Gamma }}}_{{\rm{s}}}={\rm{\Delta }} {\mathcal L} $$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{\Delta }} {\mathcal L} =\hslash {\rm{\Delta }}{\rm{\Omega }}$$\end{document}$ is the distribution width of the SOC splitting.

While we believe this qualitative picture to be correct, this regime requires a more quantitative description and as we show herein, the simple description breaks down depending on the relative magnitude of Γ and $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{\Delta }} {\mathcal L} $$\end{document}$. Another unresolved issue is whether the motional narrowing description of D'yakonov and Perel' could be continued for cases when its conditions are not fulfilled. This regime would be relevant for clean semiconductors. In addition, non-trivial spin-orbit couplings, such as e.g. that found in quantum wells (refs [@CR21]--[@CR23]) and where analytic calculations are limited, also require additional numerical studies.

These shortcomings motivated us to study the full phase space of $\documentclass[12pt]{minimal}
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                \begin{document}$$({\rm{\Gamma }},\langle  {\mathcal L} \rangle ,{\rm{\Delta }} {\mathcal L} )$$\end{document}$ with emphasis on the case of large SOC, i.e. when $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{\Gamma }}\ll  {\mathcal L} $$\end{document}$. We compare two distinct approaches: a Monte Carlo method which is essentially a quasiparticle kinetics based approach using numerical simulation and the diagrammatic technique, accounting for both SOC and impurity scattering. We studied the Bychkov-Rashba Hamiltonian for a two-dimensional electron gas with both methods. The two approaches yield *quantitatively* identical results for the spin-relaxation time without adjustable parameters. We observe a non single-exponential spin decay with both methods in certain cases. This validates the Monte Carlo approach and lets us present a method which allows calculation of *τ* ~s~ (or Γ~s~) for an *arbitrary* SOC model including e.g. the Dresselhaus SOC. We identify a yet unknown regime: when the distribution of the SOC is sharper than the broadening parameter, i.e. $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{\Gamma }}\gg {\rm{\Delta }} {\mathcal L} $$\end{document}$, then Γ~s~ ≈ Γ is realized. For the case of $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{\Gamma }}\lesssim (\langle {\mathscr{L}}\rangle ,{\rm{\Delta }}{\mathscr{L}})$$\end{document}$ a strongly non-exponential spin decay is observed. All the results can be elegantly visualized by considering the evolution of the dynamic spin-susceptibility from the clean to the dirty limit. We note that we focus on the effect of inversion symmetry breaking SOC fields on spin-relaxation and we do not discuss other mechanisms, such as e.g. the Elliott-Yafet mechanism^[@CR3],\ [@CR4]^.

Methods {#Sec2}
=======

The Monte Carlo simulations {#Sec3}
---------------------------

The time evolution of the electron spin direction in the presence of internal spin-orbit coupling is studied with a Monte Carlo approach which essentially mimics the mathematical description of D'yakonov and Perel'^[@CR5],\ [@CR6]^: an initially polarized electron spin ensemble travels in a solid where the SOC related and momentum ($\documentclass[12pt]{minimal}
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                \begin{document}$$\underline{k}$$\end{document}$) dependent magnetic fields ($\documentclass[12pt]{minimal}
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                \begin{document}$$\underline{B}(\underline{k})$$\end{document}$) are present. The spins precess freely around the SOC fields as classical variables with angular momentum $\documentclass[12pt]{minimal}
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                \begin{document}$$\underline{{\rm{\Omega }}}(\underline{k})$$\end{document}$ between two scattering events, where $\documentclass[12pt]{minimal}
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                \begin{document}$$\underline{k}$$\end{document}$ points to the Fermi surface. The scattering, what we model as a stochastic process, induces a new random $\documentclass[12pt]{minimal}
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                \begin{document}$$\underline{k}$$\end{document}$ on the Fermi surface thus precession starts around a new axis. The momentum-relaxation is described by a Poisson process with an expectation value of 1/*τ*. Thus the time between successive scattering events follows an exponential distribution with the same 1/*τ* parameter. We also assume that the momentum scatters uniformly on the Fermi surface and that the scattering does not affect the spin direction, i.e. the Elliott-Yafet type spin-flip mechanisms^[@CR3],\ [@CR4]^ are not considered.

After running the simulation on several independent spins, the mean spin component is sampled in uniform time intervals. We keep the momentum relaxation *τ* = 1 constant in the simulations and vary the strength of the spin-orbit coupling and the proper time dependent data are obtained by a rescaling. The spin is measured in units of *ħ*/2.

The physical picture behind this approach is that (i) the system is at *T* = 0 K, (ii) Γ appears solely through the momentum scattering time without considering its origin (i.e. impurities, phonons etc) and the Γ related state broadening, (iii) we consider only *k* = *k* ~F~ states, i.e. the SOC induced band splitting is disregarded in the initial state, and that (iv) all electrons on the Fermi surface are spin polarized and the rest of the Fermi sea is unpolarized in the initial state. Neglecting the effect of Γ on the band structure for the Monte Carlo approach is justified by comparing the result with that of the diagrammatic technique (which correctly accounts for the finite life-time effects) in ref. [@CR24]. Considering *k* = *k* ~F~ states only for the band structure without SOC splitting is a common approach in similar spin dynamics^[@CR24]^ studies and when calculating the SOC related dynamic spin-susceptibility^[@CR25]^. It essentially corresponds to neglecting corrections on the order of $\documentclass[12pt]{minimal}
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                \begin{document}$$ {\mathcal L} /{E}_{{\rm{F}}}$$\end{document}$, where *E* ~F~ is the Fermi energy and further details about this approximation are provided in the Supplementary Material. The assumption (iv) corresponds to the application of a small magnetic field for the time *t* \< 0 which causes all spins on the Fermi surface to be polarized and the rest of the Fermi sea to remain unpolarized and the magnitude of the required magnetic field is discussed below.

Typical time dependent magnetization curve for an ensemble of electrons is shown in Fig. [2](#Fig2){ref-type="fig"}. In this case, we assumed a two-dimensional electron gas with a Bychkov-Rashba type SOC (*x* and *y* denotes coordinates within the plane):$$\documentclass[12pt]{minimal}
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                \begin{document}$${H}_{0}=\frac{{\hslash }^{2}{\underline{k}}^{2}}{2m}+\frac{ {\mathcal L} }{{k}_{{\rm{F}}}}({s}_{x}{k}_{y}-{s}_{y}{k}_{x})$$\end{document}$$where the first term is the kinetic energy, *k* ~F~ is the Fermi wavenumber, $\documentclass[12pt]{minimal}
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                \begin{document}$${\underline{k}}^{2}={k}_{x}^{2}+{k}_{y}^{2}$$\end{document}$, *s* ~*x*,*y*~ and *k* ~*x*,*y*~ are the components of the spin and momentum, respectively. The corresponding SOC related Larmor frequencies read: $\documentclass[12pt]{minimal}
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                \begin{document}$$\underline{{\rm{\Omega }}}(\underline{k})=\frac{ {\mathcal L} }{\hslash {k}_{{\rm{F}}}}[{k}_{y},-{k}_{x},0]$$\end{document}$. We also assumed that the spins only on the Fermi surface are fully polarized along *z* at *t* = 0. We considered two cases, a large SOC (*ħ*Ω = Γ) and moderate SOC (*ħ*Ω = 0.4Γ) and the result is shown in Fig. [2](#Fig2){ref-type="fig"}. As we show below, these are archetypes of the different relaxation regimes. A decaying magnetization is observed for both cases with and without an oscillating component. The real part of the Fourier transform of the time dependent *s* ~*z*~(*t*) data, $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{R}}{\rm{e}}{\mathscr{S}}(\omega )$$\end{document}$ is also shown in Fig. [2](#Fig2){ref-type="fig"}, which depicts better the presence of the oscillation (peaks at *ω* ≠ 0) and a single decay (a nearly Lorentzian peak at *ω* = 0). The details of these calculations are analyzed below by fitting two Lorentzian curves to them, whose position and width give the frequency of the damped oscillations and the damping, respectively. These parameters are compared to the analytic calculations for the same Bychkov-Rashba Hamiltonian performed in ref. [@CR24]. The clean limit, i.e. Γ = 0 would give a $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{R}}{\rm{e}}{\mathscr{S}}(\omega )$$\end{document}$ with two Dirac-delta peaks at *ω* = ±Ω upon neglecting terms of the order $\documentclass[12pt]{minimal}
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                \begin{document}$$ {\mathcal L} /{E}_{{\rm{F}}}$$\end{document}$.Figure 2Simulation of the time dependent magnetization for an ensemble of electrons under the Bychkov-Rashba SOC Hamiltonian for *ħ*Ω = Γ (upper panel) and *ħ*Ω = 0.4Γ (lower panel). Thick solid curve in the upper left image is the averaged *s* ~z~, thin solid curves are the magnetizations of a few individual electrons. Dashed curve show the oscillating magnetization in the absence of momentum scattering. The real part of the Fourier transform of *s* ~*z*~(*t*), $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{R}}{\rm{e}}{\mathscr{S}}(\omega )$$\end{document}$ (symbols) and Lorentzian fits (solid curves) as explained in the text, are also shown.

We briefly discuss the relationship between $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathscr{S}}(\omega )$$\end{document}$ and the dynamic spin-susceptibility, *χ*(*ω*). The time dependent net magnetic moment, *s* ~*z*~(*t*) is proportional to the sample magnetization. Assuming linear response theory to apply, the magnetization of the sample, *M* is related to an external magnetic field, *B* by:$$\documentclass[12pt]{minimal}
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                \begin{document}$${s}_{z}(t)\propto {\mu }_{0}M(t)={\int }_{-\infty }^{t}\,\chi (t-t^{\prime} )\,B(t^{\prime} )\,{\rm{d}}t^{\prime} $$\end{document}$$where *μ* ~0~ is the vacuum permeability. Our calculation assumes that the strength of the magnetic field is such that electrons on the Fermi surface are spin-polarized and electrons on the next level are already compensated by spin-degeneracy. The corresponding magnetization is given by: $\documentclass[12pt]{minimal}
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                \begin{document}$$M\approx \frac{g{\mu }_{{\rm{B}}}}{{V}_{{\rm{c}}}}\frac{{\rm{\Delta }}k}{{k}_{{\rm{F}}}}$$\end{document}$, where Δ*k* denotes the typical distance between allowed momentum space points. A magnetic field of $\documentclass[12pt]{minimal}
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                \begin{document}$$g{\mu }_{{\rm{B}}}{B}_{0}=\frac{{\rm{\Delta }}k}{{k}_{{\rm{F}}}g({E}_{{\rm{F}}})}$$\end{document}$ (where *g*(*E* ~F~) is the density of states at the Fermi energy) is required to sustain such a magnetization at *T* = 0. This magnetic field tends to zero in the thermodynamic limit, i.e. it is sufficiently small for the linear response theory to be valid.

Considering that in our model *B*(*t*′) = *B* ~0~Θ(−*t*′) (where Θ(*t*′) is the Heaviside function), i.e. it is switched off at *t* = 0, a straightforward calculation leads to $\documentclass[12pt]{minimal}
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                \begin{document}$$i\omega \cdot {\mathscr{S}}(\omega )\propto \chi (\omega )$$\end{document}$ the proportionality constant being the infinitesimal magnetic field. We numerically confirm this proportionality for the two-dimensional Bychkov-Rashba and Dresselhaus Hamiltonians without impurities (data and additional discussion is given in the Supplementary Material) i.e. that $\documentclass[12pt]{minimal}
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                \begin{document}$$\omega \cdot {\rm{R}}{\rm{e}}{\mathscr{S}}(\omega )\propto {\rm{I}}{\rm{m}}\chi (\omega )$$\end{document}$ holds in the clean limit. We used *χ*(*ω*) data published in ref. [@CR25] for the comparison within the above discussed $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathscr{O}}\,( {\mathcal L} /{E}_{{\rm{F}}})$$\end{document}$ approximation. From Eq. ([4](#Equ4){ref-type=""}), the above relation is expected to remain also valid in the dirty limit, i.e. $\documentclass[12pt]{minimal}
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                \begin{document}$$\omega \cdot {\rm{R}}{\rm{e}}{\mathscr{S}}(\omega )\propto {\rm{I}}{\rm{m}}\chi (\omega )$$\end{document}$. We note that since Im*χ*(*ω*) is an odd function of frequency, $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{R}}{\rm{e}}{\mathscr{S}}(\omega )$$\end{document}$ must be even. In general, Im*χ*(*ω*) is known to carry information about the spin dynamics and losses, which explains why we present the numerically obtained $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{R}}{\rm{e}}{\mathscr{S}}(\omega )$$\end{document}$ throughout this contribution.

An arbitrary spin ensemble orientation can be handled in the Monte Carlo simulations by recognizing that Eq. ([4](#Equ4){ref-type=""}) can be amended as:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\underline{s}(t)\propto {\mu }_{0}\underline{M}(t)={\int }_{-\infty }^{t}\,\mathop{\chi }\limits_{=}(t-t^{\prime} )\,\underline{B}(t^{\prime} )\,{\rm{d}}t^{\prime} $$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$\underline{M}$$\end{document}$ are the spin ensemble and magnetization vectors, respectively. $\documentclass[12pt]{minimal}
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                \begin{document}$$\underline{B}$$\end{document}$ is the direction of the magnetic field which polarizes the electron spins for *t*′ \< *t* and $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathop{\chi }\limits_{=}$$\end{document}$ is the spin-susceptibility tensor. For the latter, e.g. *χ* ~*xx*~, *χ* ~*xy*~, and *χ* ~*xz*~ correspond to the respective components of a spin ensemble which is originally polarized along the *x* axis. In general, the diagonal elements can be different, i.e. the relaxation is anisotropic, and the off-diagonal elements are non-zero. We verified the Monte Carlo calculations numerically for the two-dimensional Bychkov-Rashba and Dresselhaus Hamiltonians (data and additional discussion is given in the Supplementary Material) by a comparison to analytic results on *χ* ~*xy*~ from ref. [@CR25]. This agreement also motivates that the above equation is valid for the respective tensorial components: $\documentclass[12pt]{minimal}
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                \begin{document}$$i\omega \cdot {\rm{R}}{\rm{e}}{{\mathscr{S}}}_{i,{i}^{^{\prime} }}(\omega )\propto {\rm{I}}{\rm{m}}{\chi }_{i,{i}^{^{\prime} }}(\omega )$$\end{document}$, where *i*,*i*′ = *x*, *y*, or*z* and *S* ~*i*,*i*′~ corresponds to the time evolution of the *i*′ component of a spin ensemble which was polarized along *i*.

The Monte Carlo simulations reproduce the properties of $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathop{\chi }\limits_{=}$$\end{document}$ which are expected from the symmetry of the SOC: (i) for the two-dimensional electron gas with the Bychkov-Rashba SOC: *χ* ~*xx*~ = *χ* ~*yy*~ ≠ *χ* ~*zz*~ and the off-diagonal elements are zero, (ii) it gives an isotropic $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathop{\chi }\limits_{=}$$\end{document}$ for the cubic zincblende structures with a Dresselhaus SOC (i.e. diagonal elements are equal, off-diagonal ones are zero), (iii) for the two-dimensional electron gas with a mixed Bychkov-Rashba and 2D Dresselhaus SOC (as in ref. [@CR25]), the *χ* ~*xx*~ = *χ* ~*yy*~ ≠ *χ* ~*zz*~ and *χ* ~*xy*~ = *χ* ~*yx*~ are finite and *χ* ~*xz*~ = *χ* ~*yz*~ = 0.

The Monte Carlo method can be readily applied for an arbitrary distribution of the SOC fields, e.g. for the three-dimensional Dresselhaus Hamiltonian as we discuss below. The system specific parameters are present through the actual $\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{\Omega }}}_{{\rm{c}}}\ll {\rm{\Gamma }}$$\end{document}$ where Ω~c~ is the cyclotron frequency. It is known from ref. [@CR6] that the D'yakonov-Perel' mechanism breaks down (together with our calculations) if this condition is not satisfied due to an additional averaging of *k*-space locations due to the cyclotron motion. For a typical value of Γ = 1 meV and a light carrier of m\* = 0.1*m* ~0~, this gives a condition of about *B* \< 1 T. Certainly, for a less pure semiconductor and a heavier charge carrier, this limit is pushed toward higher magnetic fields. Another effect, where the respective magnitude of the SOC fields and the external field plays a role, is weak antilocalization which is treated in the theory of Iordanskii, Lyanda-Geller, and Pikus but is not considered herein^[@CR21],\ [@CR22]^.

Results of the diagrammatic technique {#Sec4}
-------------------------------------

Burkov and Balents calculated the spin-relaxation in a two-dimensional electron gas^[@CR24]^ for a Rashba type SOC for an arbitrary value of the magnetic field. Their calculation turns out to be very general and although they applied it in the D'yakonov-Perel' regime (i.e. for weak SOC), it can be also used for an arbitrary strength of the SOC. The model Hamiltonian was the same as Eq. ([3](#Equ3){ref-type=""}), i.e. the 2DEG with Rashba SOC. The so-called spin-diffusion propagator, *D*(*ω*) was calculated in ref. [@CR24] with a diagrammatic technique. We use Eqs (36) and (38) in ref. [@CR24] to obtain the spin-relaxation times from the spin-diffusion propagators, which reads in the *z* direction as:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{1}{{\tau }_{{\rm{s}}}}=-{\rm{Im}}\,{\omega }_{\mathrm{1,2}}\mathrm{.}$$\end{document}$$Similar results can be obtained for the diffusion propagator which is perpendicular to the quantization axis (*D* ~*xy*~) and the poles are the roots of a third order polynomial:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ {\mathcal L} $$\end{document}$ and Γ for the studied Hamiltonian. We use this result for comparison with the Monte Carlo simulations on the same Bychkov-Rashba SOC model system. We presume that analytic results could be obtained for other simple models of the SOC using the formalism of ref. [@CR24] but these are beyond our scope.

Note added {#Sec5}
----------

We became aware of a contribution^[@CR26]^, which investigates similar phenomena such as our work, shortly prior to submitting our manuscript.

Results and Discussion {#Sec6}
======================

Validation of the Monte Carlo approach {#Sec7}
--------------------------------------

As a first step, we validate the above described Monte Carlo approach by comparing the numerical results with that of the analytic calculations. The comparison is shown in Fig. [3](#Fig3){ref-type="fig"}. The analytic result in ref. [@CR24] yields two parameters: the real and imaginary parts of poles of the spin-diffusion propagator (*ω* ~1,2~) which are shown with solid curves in Fig. [3](#Fig3){ref-type="fig"}. The earlier represents the frequency of the oscillating component, whereas the latter describes the damping or relaxation and it is the spin-relaxation rate in frequency units. A fit to the numerically obtained $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{R}}{\rm{e}}{\mathscr{S}}(\omega )$$\end{document}$ data with several Lorentzian components (including both Kramer-Kronig pairs) yield the position of the Lorentzian as well as its width. This result is shown in Fig. [3](#Fig3){ref-type="fig"}. with symbols. We observe a surprisingly good agreement between the two types of data, which as we note is obtained without any *adjustable paramaters*. Essentially, the two types of calculations consider the same SOC Hamiltonian (the Bychkov-Rashba) and a two-dimensional electron gas and the same approximation (neglect of SOC splitting of the band structure, i.e. zeroth order in $\documentclass[12pt]{minimal}
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                \begin{document}$$ {\mathcal L} /{E}_{{\rm{F}}}$$\end{document}$) but the methods are quite different. We can omit the 〈...〉 notation for the Bychkov-Rashba model as the SOC field consists of two delta functions when the $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathscr{O}}\,( {\mathcal L} /{E}_{{\rm{F}}})$$\end{document}$ corrections are neglected.Figure 3Spin-relaxation parameters as obtained from the analytic calculation in ref. [@CR24] (solid lines) and the Monte Carlo simulations (symbols) for the two orientations of the initial spin polarization. The real part is the frequency of the damped oscillation and the imaginary part is the spin-relaxation rate in frequency units. Vertical blue arrows show the two cases which are discussed in the previous figure. Note that there is no scaling parameter between the two kinds of data. Horizontal arrow shows the conventional DP regime. Note the different horizontal scale for the *xy* direction data. Scattering of some parameter values is a sign of a less reliable fit due to a vanishing spectral weight of the corresponding Lorentzian.

A horizontal arrow in Fig. [3](#Fig3){ref-type="fig"}. indicates the regime where the conventional DP mechanism is realized and both the numerical and Monte Carlo methods give $\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{\Gamma }}}_{{\rm{s}}}={ {\mathcal L} }^{2}/{\rm{\Gamma }}$$\end{document}$ (i.e. herein *α* = 1). However, the figure also indicates the presence of two additional, previously unknown spin-relaxation regimes: on the far right, when $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{\Gamma }}\lesssim {\mathscr{L}}$$\end{document}$, two peaks are present with a broadening of Γ~s~ = *α*Γ (where *α* = 0.5). Another spin-relaxation regime occurs right below the "bifurcation point" ($\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ {\mathcal L} =0.5{\rm{\Gamma }}$$\end{document}$): therein two relaxation components with different broadening are present, i.e. it represents a non single-exponential relaxation. This regime crosses over smoothly to the conventional DP regime where a single exponential is observed: the weight of the component with larger broadening gradually disappears, which is apparent from the scatter in the parameters which are obtained by fitting the Monte Carlo data.

The conventional DP mechanism is often referred to as a motional narrowing effect, which gives rise to the Γ~s~ ∝ Γ^−1^ behavior. In fact, motional narrowing is the extremal case of a theory known as "*the effect of motion on the spectral lines*", which is well developed in e.g. NMR spectroscopy^[@CR14]^. We show in the Supplementary Material that a conventional textbook description of the so-called two-site moving nuclei problem (after ref. [@CR14], Chapter X.) gives *numerically identical* results to the parameters of the above described Bychkov-Rashba model for the full motional range. While this is an interesting analogy, it is a straightforward argument that the two situations, i.e. momentum scattering of an electron between different $\documentclass[12pt]{minimal}
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                \begin{document}$$\underline{{\rm{\Omega }}}(\underline{k})$$\end{document}$ and motion of nuclei between different sites with different Larmor frequencies, leads to the same result. A more interesting consequence of this analogy is that the full phase space of $\documentclass[12pt]{minimal}
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                \begin{document}$$({\rm{\Gamma }}, {\mathcal L} )$$\end{document}$ can be regarded as a motional problem and it is not restricted to the DP regime.

Spin-relaxation for the Dresselhaus spin-orbit coupling {#Sec8}
-------------------------------------------------------

The agreement between the spin-relaxation parameters as obtained from the Monte Carlo and from the analytic calculations validates the use of the numerical method for the two-dimensional electron gas with the Bychkov-Rashba SOC. Although it represents no formal proof, we believe that it justifies the use of the Monte Carlo method to obtain spin-relaxation parameters and eventually $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{R}}{\rm{e}}{\mathscr{S}}(\omega )$$\end{document}$ for more complicated distributions of the SOC fields, where analytic calculations are not available.

First, we note that the choice of the 2D electron gas with the Bychkov-Rashba SOC is somewhat exceptional as its $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{R}}{\rm{e}}{\mathscr{S}}(\omega )$$\end{document}$ in the clean limit consists of two delta functions (when quantization is along the *z* axis), i.e. this model has a zero width of the SOC field distribution. Generally, the width of the SOC field distribution ($\documentclass[12pt]{minimal}
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                \begin{document}$$\langle  {\mathcal L} \rangle $$\end{document}$ have the same order of magnitude.Figure 4The spin dynamics in the presence of the Dresselhaus spin-orbit coupling (from Eq. ([10](#Equ10){ref-type=""}) with $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{R}}{\rm{e}}{\mathscr{S}}(\omega )$$\end{document}$ in the clean limit and the gradual broadening with increasing Γ. The beating pattern in the time domain for Γ = 0 is not noise and is related to the details of the Dresselhaus SOC. The D'yakonov-Perel' limit manifests itself as an exponential time decay in *s* ~*z*~ and a single Lorentzian at *ω* = 0 for the $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{R}}{\rm{e}}{\mathscr{S}}(\omega )$$\end{document}$. The novel regime is identified in the middle graph: an initial rapid decoherence is followed by a longer exponential decay.

Two features are observed for this type of SOC in the clean limit: a Dirac-delta function in $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{R}}{\rm{e}}{\mathscr{S}}(\omega )$$\end{document}$ and is discussed in depth in the Supplementary Material. The beats in the time domain data are the consequence of coherent spin oscillations and its details are specific for the angular distribution of the SOC field.

Figure [4](#Fig4){ref-type="fig"} also presents the time dependence of *s* ~*z*~ and $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{R}}{\rm{e}}{\mathscr{S}}(\omega )$$\end{document}$ for finite Γ. The D'yakonov-Perel' limit is recovered when Γ is much larger than $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{\Gamma }}\lesssim (\langle {\mathscr{L}}\rangle ,{\rm{\Delta }}{\mathscr{L}})$$\end{document}$. Then, an initial rapid dephasing due to the distribution of SOC fields is present in agreement with ref. [@CR1], however the dephasing is not complete (i.e. *s* ~*z*~ ≠ 0) and the remaining ensemble *s* ~*z*~ decays on the timescale of *τ* = *ħ*/Γ only. This feature is due to the presence of the Dirac-delta function in addition to the SOC fields at *ω* ≠ 0. This observation mimics the situation encountered in pulsed NMR spectroscopy^[@CR20]^: therein a rapid dephasing (on a timescale denoted as $\documentclass[12pt]{minimal}
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                \begin{document}$${T}_{2}^{\ast }$$\end{document}$) is caused by local magnetic field inhomogeneities which is not accompanied by a true information loss. It is followed by a true relaxation (a timescale denoted as *T* ~2~ or in the absence of an external field *T* ~1~ = *T* ~2~) where the information is inevitably lost. This phenomenon leads to the presence of NMR spin-echo, i.e. the spins can be restored in-phase on a timescale within *T* ~2~ with a suitable external excitation. Our observation predicts that a similar scheme may lead to the observation of spin-echo in semiconductors under the circumstances which correspond to the situation shown in Fig. [4](#Fig4){ref-type="fig"}.

We believe that the well-know Dresselhaus Hamiltonian is general enough to properly capture the essential features of spin-relaxation for the entire $\documentclass[12pt]{minimal}
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                \begin{document}$$({\rm{\Gamma }},\langle  {\mathcal L} \rangle ,{\rm{\Delta }} {\mathcal L} )$$\end{document}$ phase space. It is also the most important Hamiltonian which is relevant for most III--V semiconductors where bulk spatial inversion symmetry breaking occurs. We summarize our qualitative findings in a compact form in Table [1](#Tab1){ref-type="table"}, which is briefly repeated herein: (i) the conventional DP regime occurs when Γ is much larger than the SOC, (ii) the spin decay is oscillatory and spin-relaxation time has the same order of magnitude as momentum relaxation time when the SOC is significant but its distribution is sharp: $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{\Gamma }}\lesssim (\langle {\mathscr{L}}\rangle ,{\rm{\Delta }}{\mathscr{L}})$$\end{document}$. We note that identifying the relaxation times in an experiment for this intermediate regime, i.e. to separate it from dephasing, requires extra care as the true spin-relaxation might occur for long times only.Table 1Summary of the relaxation regimes which are encountered for different values of the momentum scattering rate Γ, average SOC energy $\documentclass[12pt]{minimal}
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Combined spin orbit couplings, e.g. the sum of a Dresselhaus and Bychkov-Rashba spin-orbit coupling are present in quantum wells^[@CR17],\ [@CR19],\ [@CR23]^. We found our method to be readily applicable for such a situation (the result is given in the Supplementary Material), even for different growth directions, i.e. when the major axes of the two kinds of SOC interactions are different.

We finally comment on the most important approximation of our approach, i.e. that the SOC is smaller than the kinetic energy. This approximation is valid for most technically relevant semiconductors but the opposite is true for heavy elements such as e.g. Bi, where the SOC becomes the leading energy term. Those materials, however, are characterized by very unconventional spin-dynamical properties whose study was attempted in e.g. ref. [@CR27].

Conclusions {#Sec9}
===========

In conclusion, we studied spin-relaxation in materials without a spatial inversion symmetry considering the full phases space of the momentum scattering, the SOC field strength and its distribution properties. Our main tool was a Monte Carlo method which conceptually follows the D'yakonov-Perel' relaxation mechanism. The method is validated by a comparison to a diagrammatic approach based calculation of the spin-relaxation parameters. We identify a compelling analogy between spin-relaxation and the textbook description of NMR spectroscopy in the presence of motion. The method, when applied for the Dresselhaus SOC Hamiltonian, allowed to expand our knowledge about the different spin-relaxation regimes.
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