By James L. Garrison from the editor elcome to the September issue of IEEE Geoscience and Remote Sensing Magazine, my first one following a highly successful IEEE International Geoscience and Remote Sensing Symposium (IGARSS). Please see the column from Prof. Adriano Camps, IEEE Geoscience and Remote Sensing Society (GRSS) president, for a summary of a very busy week in Valencia, Spain.
We lead this issue with a comprehensive review of spatial-spectral methods of classifying hyperspectral images, covering over 25 approaches, spanning five general branches: mathematical morphology, Markov random fields, segmentation, sparse representation, and deep learning. Hyperspectral image classification remains a hot area in remote sensing, with the number of publications continuing to show a steady growth over the last two decades. Whereas spectral methods of classification have been successfully used on multispectral data, hyperspectral data are more challenging due to the large dimensionality and high redundancy. This has led to the use of spatial information to aid in classification, exploiting the high correlation between neighboring pixels. After presenting a systematic and critical review of the latest developments in spatialspectral classification, the methods are demonstrated and compared on established, long-used data sets as well as a data set prepared for the 2013 GRSS Data Fusion Contest. Much of the code and data are provided to readers.
For our second feature, we continue with the theme of feature extraction and classification but in the context of target recognition in synthetic aper ture radar (SAR) images. SAR images can represent a more challenging target recognition problem than optical images due to the more complex scattering mechanisms involved. For this reason, it is advantageous to develop algorithms that can learn the effective representation of the image from the data themselves, rather than using predefined features. AutoEncoder, a neural network model, is demonstrated for the purpose of feature recognition, an important step to define the input variables to a third-party pattern classifier. In this review article, AutoEncoder is applied to this problem and tested on an example data set. Recognition accuracy is evaluated as a function of quite a few different parameters, such as the number of visible and hidden layers, the choice of activation function, and the use of enhanced approaches such as denoising. A link to the source code in Python is provided.
Our third feature presents an application of high-resolution multispectral data to disaster management, in which a method for bridge-damage detection and assessment is presented. This approach makes use of the distinct spectral difference between water and typical construction materials and applies methods of mathematical morphology. A practical demonstration of it is provided for examples of damaged bridges from the 2008 Wenchuan earthquake in China.
The final feature is an application article on extracting subpixel snow cover using historic data from the Advanced Very High Resolution Radiometer (AVHRR), extending the time series of such measurements back more than 30 years. Long-term records of snow cover are important as indicators of climate change as well for facilitating government hydrological planning. Snow in the Qinghai-Tibet Plateau, the region chosen for this study, has a particular importance on regional water circulation. Whereas the 1. Resolution Imaging Spectroradiometer and AVHRR-3 shows a strong discrimination of snow from ground cover and clouds, data from these instruments are available only after 1998. The approach described in this article makes use of data from the prior generation of instruments (AVHRR-2) to produce snow cover estimates starting from more than a decade earlier.
Our "Technical Committees" column this i s s ue is provided by the Geoscience Spaceborne Imag ing Spectroscopy (GSIS) tec hnical committee, reporting on a field practicum conducted for three days in July 2017, following IGARSS. This training gave students practical experience in performing calibration/valiation (cal/val) measurements and developing an error budget for spaceborne imaging spectroscopy. Five imaging spectroscopy satellites are to be launched in the next five years, so an appreciation of the importance of cal/val to verify the integrity of remote-sensing data is vitally important. The practicum was held at the Railroad Valley Playa Test Site, Nevada United States, a dry lake bed about 480 km north of Las Vegas and scheduled to coincide with a Sentinel-2 MutiSpectral Instrument overpass. Training also emphasized risk and safety concerns of working in desert regions and included a tour of the calibration facility at the University of Arizona's Remote Sensing Group I would like to encourage continued input from our GRSS members. Articles can be submitted through Scholar One at http://mc.manuscriptcentral.com/grsm. Tutorial and feature articles, intended to inform and educate readers in the broad remote-sensing community, are welcome as are contributions to our regular columns "Chapters," "Space Agencies," "Women in Geoscience and Remote Sensing," "Education," "Software or Data Sets," and "Conference Reports." Proposals for special issues are encouraged and should be sent to jlg@ieee.org. Original research articles, however, are best suited for one of the society journals. For details, please visit www.grss-ieee.org/awards Digital Object Identifier 10.1109 /MGRS.2018 .2864830 Digital Object Identifier 10.1109 /MGRS.2018 
