n ) can be extended from the classical L p -setting to that of more general norms (required to be rearrangement invariant) on the underlying function spaces. This has been thoroughly studied in recent years and shown to be intimately connected to an associated kernel operator (of one variable). This kernel operator always has an optimal domain (being a Banach function space, but typically not rearrangement invariant) to which it can be continuously extended. So, techniques aside, there is no a priori reason not to treat Sobolev imbeddings for non-rearrangement invariant norms. This is the aim of the present paper.
INTRODUCTION AND MAIN RESULTS
The aim of this note is to investigate the possibility of extending the results of [8] , [9] on existence and boundedness of the optimal rearrangement invariant Sobolev imbedding to the non-rearrangement invariant setting. We formulate this more precisely.
Let Ω ⊂ R n (n ≥ 2) be any bounded, open set (with Lebesgue measure one, i.e., m(Ω) = 1). The classical Sobolev inequality asserts, for 1 ≤ p < n, that there exists C > 0 with u q ≤ C ∇u p , for every u ∈ C 1 0 (Ω), whenever 1 ≤ q ≤ np/(n − p), with the constant C depending only on p, q and n. Suppose that, instead of measuring u in L q (Ω) In [5] and [8] we considered the optimal (=maximal) r.i. domain [T , X] ri for T , as given by (1.3), with T taking its values in an r.i. space X. The maximality is to be understood in the following sense: there exists a continuous linear extension of T from [T , X] ri into X and, if T has any continuous linear extension from some r.i. space F (over [0, 1] ) into X, then F is continuously included in [T , X] ri . Thus, by the above mentioned result of [9] , the inequality is bounded and optimal, that is, for the fixed range space X(Ω) we cannot replace [T , X] ri (Ω) by any larger r.i. space over Ω. In this sense, we say that (1.5) is the optimal r.i. Sobolev imbedding and W
0 [T , X]
ri (Ω) is the optimal r.i. Sobolev domain corresponding to the fixed range space X(Ω). However, the methods of [8] aside, there is no a priori reason to remain within the r.i. setting for the optimal Sobolev imbedding, provided one can "make sense" of the more general setting. This is indeed possible as we now explain. [8, Theorem 2.4] , that is, for "almost every" r.i. space X we have
there is scope for replacing the r.i. space [T , X] ri with the larger non-r.i. B.f.s. [T , X] . We would then expect to obtain an optimal Sobolev inequality typically more general than (1.4), namely
and also an optimal Sobolev imbedding more general than (1.5), namely 
and the Marcinkiewicz space M ϕ associated to ϕ is given by (0, 1] . Its norm, arising from the Riemann-Stieljes
Note that spaces X = Λ ϕ satisfying the assumption of Theorem 1.2 also satisfy 
PRELIMINARY RESULTS
In this section we collect some basic notation and concepts needed in the sequel, define precisely the optimal domain [T , X] , and establish the existence and various properties of the spaces [T , X] (Ω) and
Let Ω ⊆ R
n be a bounded, open set (with m(Ω) = 1 for normalization purposes). We denote by M the space of all (classes of ) Lebesgue measurable, a.e. finite functions defined in Ω. A quasi-Banach function space Z over Ω (briefly, q-B.f.s.) is a linear space Z ⊆ M equipped with a quasi-norm (i.e., a [0, ∞)-valued functional · defined on Z for which f = 0 implies f = 0, for each λ ∈ R and f ∈ Z we have λf = |λ| · f , and there exists a constant C > 0 such that
and satisfying the ideal property, that is, g ∈ Z and g ≤ f whenever f ∈ Z and |g| ≤ |f | a.e. If · is actually subadditive, that is,
Functions g and f are said to be equimeasurable if m g (λ) = m f (λ), for every λ > 0. A q-B.f.s. Z is said to be rearrangement invariant if g ∈ Z and g = f whenever f ∈ Z and f and g are equimeasurable, and if Z satisfies the Fatou property, that is,
f.s. which is r.i., then we simply say that Z is an r.i. space. In this case, L
continuously.
The 
We will repeatedly make use of Hardy's lemma:
Lemma 2.1 (Hardy's Lemma). Let ϕ and ψ be nonnegative, measurable func-
Then, for every nonnegative, decreasing function
For these facts (and others) concerning r.i. spaces, see [2] and [12] .
2.2
We now consider the optimal lattice domain for T , with T given via (1.3) and considered as taking its values in a given r.i. space
it is an ideal (i.e., a linear subspace with the ideal property) in M and T : M T → M defines a linear and positive map. We have that
The question arises: which is the largest ideal in M T which T maps into X? The answer is (obviously)
If we define f [T ,X] 
In this sense we say that [T , X] is the optimal lattice domain for T , with T taking values in X. See [4] , [5] , [7] for various aspects of such spaces. 
Given
equipped with the functional
is not a norm. Proof. All properties are standard to verify except for: closedness under addition (and subadditivity of the functional (2.2)), the Fatou property, and completeness.
The proof that [T , X] (Ω) is closed under addition is more transparent when written for a general kernel operator 
, we have
Since X is r.i.,
Accordingly, [T , X] (Ω) is a linear space and (2.2) is a quasi-norm. To see that [T , X] (Ω) has the Fatou property let 0
. That is, [T , X] (Ω) has the Fatou property.
Establishing completeness of the quasi-normed function space [T , X] (Ω) requires some care, since the quasi-norm need not be countably subadditive. From a result of Aoki and Rolewicz, [10, Theorem 1.3] , it follows that there exists p ∈ (0, 1] such that, for every k ≥ 1, we have
This inequality and the Fatou property of [T , X](Ω) imply the Riesz-Fischer property for [T , X](Ω). Namely, whenever {f
From here the proof of completeness follows the classical lines; see [14, pp. 444-445] , for example. with respect to the quasi-norm
X](Ω) := u [T ,X](Ω) + |∇u| [T ,X](Ω) ,
we obtain a quasi-Banach space.
NON EXISTENCE OF THE SOBOLEV IMBEDDING
In this section we establish Theorem 1.1. First, a useful inequality. 
Proof.
Since an arbitrary open set in R n always contains an open ball, a scaling and translation argument shows that we may assume Ω ⊂ R n is the open ball centered at the origin with m(Ω) = 1. In this case, |x| < 1/C 1/n n < 1 for each x ∈ Ω, where C n is the measure of the Euclidean unit ball in R n . Fix 0 < x 1 < x 2 with (x 1 + x 2 ) < 1. Suppose there exists a function u ∈ . According to (1.7), applied to this function u we get, for some C > 0,
).
This proves the result, modulo the existence of u.
Now, define u(x) := g(|x|)
, for x ∈ Ω where, for 0 < a < b < 1/C Proof. We will deduce that [T , X] (Ω) is not normable by appealing to the classical theorem of Kolmogorov; see [11, Section 15.10 (1)]. Namely, we show that the convex hull of every neighbourhood U of the origin is unbounded. Since the topology of [T , X] (Ω) is generated by a quasi-norm, it suffices to prove this just for the unit ball
1 be a partition of Ω into sets of equal measure.
If X is an r.i. space satisfying the condition of Proposition 3.2 (i.e., (1.8)) and, additionally, is order continuous (i.e., order bounded, increasing sequences in X are norm convergent), then the q-B.f.s. [T , X] (Ω) has a trivial dual space. This follows from the fact that the convex hull of the unit ball of 
Since X is order continuous, so is [T , X] , [7, Proposition 3.1(i) ]. An argument similar to that in the proof of Proposition 2.2 for the Fatou property, then establishes that [T , X] (Ω) is order continuous. This implies that 
EXISTENCE OF THE EXTENDED SOBOLEV IMBEDDING
In this section we prove and discuss Theorems 1.2 and 1. X] and D α maps the r.i. space X into itself, we can conclude from the previous equality that D α maps [T , X] into itself. Via the definition of the norm in [T , X] and the identity |D α f | = D α |f |, it is routine to establish (4.1).
In the case 0
Using these inequalities and the fact that [T , X] is a lattice, it is possible to argue analogously as for α ≥ 1. 
Proof. We first prove necessity. Since always [T , X] ri
We now prove sufficiency. Since [T , X] (Ω) and [T , X] ri (Ω) are isomorphic, there exists a constant M > 0 such that u [T ,X] 
Choose any x 0 ∈ Ω and R > 0 such that the open ball B(x 0 , R) ⊆ Ω, in which case C n R n ≤ 1 (C n is the measure of the Euclidean unit ball in 
ri and
Taking into account that dilation operators are bounded on r.i. spaces and that
These arguments, together with (4.3) and Proposition 4.1, yield
This completes the proof. 
For further examples, see [8] . However, in general, the space [T , X] ri is difficult to identify. Accordingly, when trying to establish (4.2), the following equivalent description of [T , X] ri can be useful (see [1, Propostion 2.3] , for example). Namely, [T , X] 
for some constant C > 0 and every x 1 < x 2 , then it is equivalent to a decreasing function (namely, to the function Φ(x) := sup{f (t) | t ≥ x}).
In order to prove Theorem 1.2, in view of Proposition 4.2, it suffices to check that (4.2) holds.
Proof of Theorem 1.2. Let Φ be a decreasing function such that
Let h be any function equimeasurable with f . Since |h| ≥ 0, it is clear from (1.3) that T |h| is decreasing. Applying (2.1) and Hardy's lemma (since Φ is decreasing) we get via Fubini's theorem that 
In order to deduce Theorem 
The following result will later be seen to be self improving.
Let α = q /n and define ϕ (t) = (p /q )t q /p . In order to apply Lemma 4.6 we need ϕ to be concave, that is, (q /p )−1 ≤ 0, and also γ ϕ > q /n, that is, q /p > q /n. Hence, for q ≥ p and n > p , that is, n < p < ∞ and p ≤ q, we can apply the lemma (together with |Hg| ≤ Hg * ) to get it is known that Q is bounded from Z to Z for every r.i. space Z whose Boyd indices satisfy 1/p 2 < α Z ≤ᾱ Z < 1/p 1 . But, this is the case for every choice of 1 < p 1 < p 2 < n. It follows that Q is bounded from Z to Z for every r.i. space Z satisfying 1/n < α Z ≤ᾱ Z < 1. Setting Z = X and taking into account that α X = 1 −ᾱ X andᾱ X = 1 − α X , [2, 3.5.13], it follows that (4.4) is satisfied for every r.i. space X satisfying 0 < α X ≤ᾱ X < 1/n . 
