Introduction
The desire to simplicity of calculating procedure leads us to the concept of parallelization of this procedure. This concept can be defined via Category Theory using product and universal constructions (limits, colimits, e.t.c). After introduction this intuitively notation we can ask, (how) does the process decompose to the product of some processes?
In the work [1] was obtained some conditions for the decomposability of asynchronous transition systems as a parallel product and a method for checking these conditions together with their theoretical justification. It was used the methods and concepts of algebraic topology.
In this paper we will give the answer to these two questions. We correspondence for any Petri net N some polynomial P (N ) ∈ N 0 [x, y] and we prove that the net N decomposes iff the correspondence polynomial P (N ) decomposes over the semiring N 0 [x, y]. Moreover, this correspondence is one-to-one map. It allows us to interpret the +-operation in N 0 [x, y] for Petri nets, in this since we generalize the algebraic operation which were given in [2] .
Preliminaries
In this section we will give some basic concepts and notations [3] . The idea of parabolizing of Petri nets has a category theory spirit, so this concept is very important for us.
Basic Concepts and Notations. In the case when communications yield by means of buffers in the common memory, the behavior of computations is well described by a mathematical model which can be defined as follows: Definition 1.1. A Petri net N consists of (B, E, M 0 pre, post) where i. B is a set of conditions, with initial marking M 0 a nonempty subset of B,
ii. E is set of events, and iii. pre : E → 2 B is the precondition map such that pre(e) is nonempty for all e ∈ E, iv. post : E → 2 B is the postcondition map such that pre(e) is nonempty for all e ∈ E.
A Petri net comes with an initial marking consisting of a subset of conditions which are imagined to hold initially. Generally, a marking, a subset of conditions, formalizes a notation of global state by specifying those conditions which hold. Marking can change as events occur, precisely how being expressed by the transitions e : M → M events e determine between marking M , M . In defining this notion it is convenient to extend events by an "idling event". Definition 1.2. Let N = (B, E, M 0 pre, post) be a Petri net with events E. Define E * := E ∪ { * }. We extend the pre and post condition maps to * by taking pre( * ) = ∅, post( * ) = ∅.
We will use the notation: whenever if does not cause confusion we write • e for the preconditions pre(e) and e
• for the postcondition, post(e), of e ∈ E * We write Thus morphisms on nets preserve initial markings and events when defined. It allows to define the category of Petri nets, Now we can define the product of Petri nets. The product of nets and its behavior are more straightforward, and as is to be expected correspond to a synchronization operation on nets. it has events E := E × * E the product in Set * with projections π : E → * E and π : E → * E . Its conditions have the form B := B B the disjoint union of B and B . Define ρ to be the opposite relation to the injection (ρ )
op M ad the initial marking of the product. Define the pre and post conditions of an event e in the product in terms of its pre and post conditions in the components by 
Nets Polynomials
Here we will introduce a polynomials which allow us to find a criteria for parallelization of nets. Construction 1. Let N = (B, E * , M 0 , pre, post) be an ordinary Petri net. We will consider these nets without... Let us consider some order on the set B, than is, let us consider some injection ϕ : B → N 0 , here N 0 = N ∪ {0}.
For any e ∈ E we correspond a monomial x i y j , here Then we get
thus we have P (N, ϕ) = 2xy 4 + 3x 2 y 8 + x 12 y 16 + 1.
Thus for any ordinary Petri net with function ϕ we can correspond the polynomial P ∈ N 0 [x, y]. We see that from construction 1 follows that all coefficient of this polynomial are positive integers numbers and P (0, 0) ≥ 1.
Construction 2. Let P = P (x, y) = i,j≥0 a i,j x i y j be a polynomial, such that P ∈ N 0 [x, y], a i,j ≥ 0 and card{a i,j = 0} < ∞, a 0,0 > 0, we set Degs(P ) := {i, j : a ij = 0}.
Let us consider binary decomposition
For example 36 10 = 100100 2 then 36 = 2 5 + 2 2 and we get τ (36) = {2, 5}.
Let us introduce the following sets,
σ(a i,j , i, j).
For any Petri net N = (B, E * , pre, post) be a Petri net with arbitrary labeling, let us set B = τ (P ), E * = σ(P ), * = e a0,0,0,0 and
Example 2.2. Let us consider the following polynomial P = x 3 y 3 + 2x 2 + y + 2, we have
, e 1,2,0 , e 1,0,1 , e 1,0,0 , e 2,0,0 }, the correspondence Petri net is shown in fig. 3 . Here is shown the Petri net which is correspondence to the polynomial P = x 3 y 3 + 2x 2 + y + 2.
Proof. Let N = ( B, E * , M 0 , pre, post) let us consider B, from Construction 2 follows B = τ (λ (N, ϕ) ), it is not hard to see that τ (λ(N, ϕ)) = {n ∈ N 0 : n ∈ Im(ϕ)} = Im(ϕ) but since ϕ is injection then Im(ϕ) ∼ = B, and we can put that β = ϕ −1 . Let us remark that from Construction 1 follows i,j≥0 a i,j = |E * |, then we get
From (2.1) follows that there exists bijection η : E * E * which is defined by the following formulas
i.e., N ∼ = N as claimed.
Proof. =⇒) Let i 1 ∈ Degs(P 1 ) and i 2 ∈ Degs(P 2 ). Let us consider i 1 = ε
0 2 i 2 are binary decompositions of numbers i 1 , i 2 ∈ N, let us assume that τ (i 1 ) ∩ τ (i 2 ) = ∅, then there exists n ∈ τ (i 1 ) ∩ τ (i 2 ), it follows that ε
.e., we have a contradiction. Theorem 2.1. Let P, P 1 , P 2 ∈ N 0 [x, y] are polynomials and let λ(N, ϕ) = P , τ (P 1 ) ∩ τ (P 2 ) = ∅. Then
then from Lemma 2.1 follows
, where B = τ (P ) but from Lemma 2.2 follows that τ (P ) = τ (P 1 ) τ (P 2 ), E * = σ(P ) then we have
i.e., there is a bijection E * E 1 * × E 2 * , we have seen (see proof of Lemma 2.2) that E * E * , it follows E * E 1 * × E 2 * . Let us consider the following map E 1 * × E 2 * x i1 y j1 , x i2 y j2 ψ / / x i1+i2 y j1+j2 ∈ E * , since τ (P 1 ) ∩ τ (P 2 ) = ∅, then this map is injection, further from E * E 1 * × E 2 * follows that ψ is bijection. Let us show that ψ induces the bijection λ
as desired.
0 , pre, post and
0 , pre, post , let e ∈ E * , e 1 ∈ E 1 * and e 2 ∈ E 2 * , we have
→ (e 1 , e 2 ), it follows P = P 1 P 2 . It completes the proof. Algebra of Petri Nets Here we will translate the usual operation on the polynomial from N 0 [x, y] to the language of Petri nets.
Proposition 2.1. Let us consider two Petri nets (N 1 , ϕ 1 ) = (B 1 , E 1 ∪{ * 1 }, pre 1 , post 1 ) and (N 2 , ϕ 2 ) = (B 2 , E 2 ∪ { * 2 }, pre 2 , post 2 ) with correspondence polynomials P 1 , P 2 ∈ N + [x, y] respectively. Let us consider the following Petri net (N, ϕ) = (B, E * , pre, post), where
pre(e) = pre 1 (e), if e ∈ E 1 * , pre 2 (e), if e ∈ E 2 * , post(e) = post 1 (e), if e ∈ E 1 * , post 2 (e), if e ∈ E 2 * , and the injection ϕ : B → N + [x, y] is defined by as
then P (N ) = P 1 + P 2 .
Proof. The proof immediately follows from the construction of the polynomials (see Construction 1).
Example 2.4. Let us consider the following figure 6. For these Petri nets we have P 1 = xy 4 + 1, and P 2 = x 4 y 24 + 1, then the net N which is corresponded to the polynomial P = P 1 + P 2 = xy 4 + x 4 y 24 + 2 (see fig.7 ).
Remark 2.1. It is not hard to see that this Proposition describes the operations which were introduced in [2] . 
