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ABSTRACT
An intelligent control scheme using a fuzzy switching
mechanism, grey prediction and genetic algorithm (GA) is
applied to a coupled nonlinear system, called a twin rotor
multi-input multi-output system (TRMS). In real-time control,
a Xilinx Spartan II SP200 FPGA (Field Programmable Gate
Array) is employed to construct a hardware-in-the-loop system through writing VHDL on this FPGA. The objective is to
stabilize the TRMS in significant cross-coupled conditions,
and to experiment with setpoint control and trajectory tracking. The proposed scheme improves the performance of the
PID controller. Control gains and parameters of the fuzzy
switching mechanism are obtained by GA. Simulation results
show that the proposed approach results in better performance than is achieved by conventional PID control, GA-PID
control, CMAC, or fuzzy control.

I. INTRODUCTION
The TRMS control problem has been the focus of many
recent studies [1, 9, 14, 19, 20]. In [1], the dynamic model of
the TRMS in one-degree-of-freedom was identified by a
black-box system identification technique. LQG was then
applied to perform tracking control. The settling time on
tracking a square wave pitch command was 6 to 7 seconds. In
[20] the authors utilized a GA to search for proper PID control gains for the TRMS. This approach performed well on
sine wave steady-state response; however, transient response
on the main rotor took more than 30 sec. A fuzzy logic controller was proposed in [9]. Although stable tracking could be
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obtained, there is a large error of sine wave response. In this
paper we develop an intelligent scheme to control a twodegree-of-freedom experimental propeller setup, called a twin
rotor MIMO system. The proposed control scheme utilizes
a fuzzy switching mechanism, grey prediction and genetic
algorithm in the PID controller design.
The concept of fuzzy set theory was first proposed by
Zadeh in 1965 [26], and was intended to enable handling
imprecise information in the real world. Zhang [27] optimized
the input/output membership functions for a nonlinear dynamic system by Extended Kalman Filter. Lu [17] used a
genetic algorithm to tune the membership functions of a fuzzy
controller for smart structure systems with the requirement of
vibration control; independently of the expert’s knowledge,
this adjusted the parameters of a fuzzy controller to improve
performance. In this paper, a switching mechanism is built by
a fuzzy inference system to produce an appropriate forecasting step-size [23, 24]. A randomly chosen parameter set always results in poor performance. To provide a more efficient
methodology for adjusting fuzzy set parameters, genetic algorithms are thus considered.
The grey system was first introduced by Deng in 1981 [4].
The following year, he proposed the grey control system,
which resulted in wide and extensive study of the grey system
[5]. Grey theory mainly integrates key concepts of system
theory, information theory and control theory. Grey system
theory has been widely utilized in system modeling, information analysis and prediction fields [7, 18, 21]. The grey prediction controller was proposed by Cheng in 1986 [3]. A large
prediction step used in the grey prediction controller usually
causes a worse transient response, while a small prediction
step yields a faster response; therefore, the forecasting stepsize in the grey prediction controller can be switched according to the error of the system during different periods of the
system response. This differs from traditional prediction
techniques in which predictions can still be generated by the
grey model construction stage, even when facing unknown
systems. Therefore, many grey prediction controller approaches have been developed in recent years [13, 16].
In this paper, the structure of a grey prediction controller is
obtained by fuzzy switching mechanisms. The design process
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is more concise, and the controller is more robust than conventional controllers. The control gains of the PID controller
and parameters of the fuzzy switching mechanism are obtained by GA. GA was first proposed by Holland in 1975 [8].
It is an optimization technique based on simulating the phenomena that take place in the evolution of species, and is
adapted to an optimization problem. This technique implies
the laws of natural selection to a population to realize individuals that are better adjusted to their environment. The
population is nothing more than a set of points in the search
space. Each individual of the population represents a point
in that space by means of its chromosomes. The individual
degree of fitness is given by the fitness function formed by
system requirements. The parameters of the controller are
tuned by GA, such that fitness function is formed by specific indexes such as the System Performance Index [2]. The
System Performance Index is an optimization for parameters’ tuning of control systems. It deals with a modification
of the known integral of time multiplied by squared error
criterion (ITSE). According to simulation results, the new
approach improves the performances in setpoint control and
trajectory tracking. In a hardware-in-the-loop system, we
build a hybrid GA-PID controller in FPGA to demonstrate
the proposed control scheme in the real world.

II. TRMS
The TRMS is an experimental propeller setup, as shown
in Fig. 1. It is characterized by complex, highly nonlinear and
inaccessible states and outputs for measurements, and hence
can be considered as a challenging engineering problem [6].
The control objective is to make the beam of the TRMS move
quickly and accurately to the desired attitudes, both to the
pitch angle and the azimuth angle in the condition of decoupling between two axes. The TRMS is a laboratory set up
for control experiments, and is driven by two DC motors. Its
two propellers are perpendicular to each other, and joined by
a beam pivoted on its base that can rotate freely in the horizontal and vertical planes. The joined beam can be moved
by changing the input voltage to control the rotational speed
of these two propellers. There is a Pendulum Counter-Weight
hanging on the joined beam, which is used for balancing the
angular momentum in a steady state or with a load. In certain
aspects, its behavior resembles that of a helicopter. It is difficult to design a suitable controller because of the influence
between the two axes and nonlinear movement. From the
control perspective, it exemplifies a high order nonlinear
system with significant cross coupling.
The mathematical model of a tail rotor is shown below:
dSv
= lm S f Fv (ωm ) − Ωv kv + g (( A − B ) cos α v − C sin α v )
dt
1
− Ω 2h ( A + B + C ) sin 2α v .
2

(1)

tail rotor

main rotor

Tail shield

main shield
DC-motor +
tachometer

DC-motor +
free-free beam tachometer

pivot

counterbalance

Fig. 1. The laboratory set-up TRMS.

dα v
= Ωv ,
dt

Ωv =

Sv + J trω t
Jv

(2)

,

(3)

duvv
1
=
( −uvv + uv ) ,
dt
Tmr

(4)

ω m = Pv (uvv )

(5)

where
m

m

A =  t + mtr + mts  lt , B =  m + mmr + mms  lm ,
 2

 2

m

C =  b lb + mcblcb  .
 2


The mathematical model of tail rotor is shown below

Ωh =

dSh
= lt S f Fh (ωt ) cos α v − Ωh kh
dt

(6)

dα h
= Ωh ,
dt

(7)

Sh + J mrω m cos α v
Jh

=

Sh + J mrωm cos α v
, (8)
D sin 2 α v + E cos2 α v + F

duhh
1
= (−uhh + uh ),
dt
Ttr

(9)

ω t = Ph (uhh )

(10)

where mmr is the mass of the main DC motor with main
rotor, m m is the mass of the main part of the beam, mtr is the
mass of the tail motor with tail rotor, mt, is the mass of the
tail part of the beam, mcb is the mass of the counter-weight,
mb is the mass of the counter-weight beam, mms is the mass of
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the main shield, mts is the mass of the tail shield, lb is the
length of the counter-weight beam, lcb is the distance between
the counter-weight and the joint, Jv is the moment of inertia
with respect to the horizontal axis, αv is the vertical position
(pitch position) of the TRMS beam, lm is the arm of aerodynamic force from the main rotor, lt is the effective arm of
aerodynamic force from the tail rotor, g is the acceleration of
gravity, ωm is the rotational speed of the main rotor, Fv(wm) is
the nonlinear function of aerodynamic force from the main
rotor, kv is the moment of friction force in the horizontal
axis, Ωv is the angular velocity (pitch velocity) of the TRMS
beam, Ωh is the angular velocity (azimuth velocity) of the
TRMS beam, αh is the horizontal position (azimuth velocity)
of the TRMS beam, Jh is the nonlinear function of moment
of inertia with respect to the vertical axis, ωt is the rotational
speed of the tail rotor, Fh(ωt) is the nonlinear function of
aerodynamic force from the tail rotor, kh is the moment of
friction force in the horizontal axis, Ttr is the vertical angular
momentum from the tail rotor, Tmr is the vertical angular
momentum from the main rotor, Sv is the vertical turning
moment, Sh is the horizontal turning moment, Sf is the balance
factor, and uv and uh are the DC-motor control inputs.

III. INTELLIGENT CONTROL AND
SIMULATION

1. Grey Prediction Model

The proposed scheme enhances the grey prediction method
of difference equations, which is a single variable second
order grey model. The steps of grey prediction modeling
can be summarized as follows [22]. Let y(0) be a non-negative
original data sequence:
(11)

Take the accumulated generating operation (AGO) on y(0),
the AGO sequence y(1) can then be described by:
k

y (1) (k ) = AGO  y (0) = ∑ y (0) (m), k = 1, 2, ..., n .
m =1

The DGM(2,1) model is expressed as:

+

ê

PID
Controller

u

TRMS

y

ŷ

GA

Grey
Prediction
Controller
p
Fuzzy
Switching
Mechanism
e
+

Fig. 2. The block diagram of the fuzzy switching grey prediction PID
control.

y (1) (k + 2) + ay (1) (k + 1) + by (1) (k ) = 0,

(13)

where a and b are undecided coefficients of the second order
difference equation. The parameters a and b can be solved
by means of the least square method as follows:
a 
T
−1 T
b  = (Q Q ) Q Y ,
 

(14)

where

Grey prediction with a second order difference equation of
DGM(2,1) model, a fuzzy switching grey mechanism and GA
are applied to the TRMS. The structure is shown in Fig. 2,
where r is the reference input, u is the control signal, y is the
attitude of the TRMS, ŷ is the prediction value, and p is the
forecasting step-size for the Grey Prediction Controller. The
control circuit adjusts the timing alignment between the locally generated spreading signal and the received signal.
When the timing alignment is correct, the correlator output
will reach its maximal value. Therefore, the code acquisition
can be attained by examining the peak locations of the correlator output signal.

y (0) = { y (0) (1), y (0) (2), ..., y (0) (n)} , n ≥ 4.

r
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(12)

 y (1) (3) 
 (1) 
y (4) 
Y =
  
 (1) 
 y (n) 
 − y (1) (2)
− y (1) (1) 


− y (1) (3)
− y (1) (2) 
Q=




 (1)

(1)
 − y (n − 1) − y (n − 2) 

Because the prediction model of the second order difference equation is based on the AGO data, we must take the
inverse accumulated generating operator (IAGO) to get the
non-negative y(0) data by the following relationship:
yˆ (0) (k + p ) = yˆ (1) (k + p ) − yˆ (1) (k + p − 1),

(15)

where p is the forecasting step-size. Based on the above description, the basic grey prediction method can be described
as follows:
yˆ (0) = IAGO  DGM(2,1)  AGO  y (0) .

(16)

The response sequence of the system may be positive or
negative. Therefore, we have to map the negative sequence
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Table 1. Different forecasting step-size influence on the
system.
Forecasting
Step-size
Overshoot
Rise time
Steady state time
Adapt region

Positive
forecasting
step-size
Small
Long
Slow
Close

Negative
forecasting
step-size
Big
Short
Fast
Leave

to the relative positive sequence by some methods of data
mapping. In this paper, we take the inverse mapping generating operator (IMGO), defined as follows.
Let y(0) be an original sequence, and ym(0) be the MGO image sequence of y(0), then:
ym (0) = MGO  y (0) = bias + y (0) ,

(17)

where the bias is a shift factor, and must be greater than
y(0). The IMGO can then also be obtained as follows:
y (0) = IMGO  ym (0) = ym (0) − bias.

(18)

Membership function of value
PS

PB

θs

e

θ1

Membership function of value
N

PB

pys

pyl

p

Fig. 3. Membership functions of e and p.

fuzzy rules. The process takes two linguistic values (Nnegative, PB-positive big). The membership functions of
each linguistic value, and range for each fuzzy variable are
described in Fig. 3, where the trapezoidal is used to describe
the antecedent and consequent.
The fuzzy rule base is shown as follows:

Rule 1: If e is PS then p is PB
Therefore, the modified grey prediction can be constructed
by:
yˆ (0) = IMGO  IAGO  DGM(2,1)  AGO  MGO  y (0) .

(19)

2. Fuzzy Switching Mechanism
In the grey prediction method, forecasting step-size is a key
parameter for output prediction and is obtained by trial-anderror. The influence of different forecasting step-size on the
system is shown in Table 1. To overcome the step-size problem, we have to find a proper forecasting step-size between the
given positive and negative one. With proper forecasting
step-size, obtained by the fuzzy switching mechanism [10, 15],
the proposed controller not only can reduce the overshoot, but
also entail a shorter rise time than the conventional PID controller. The switching mechanism is defined by:

 pys if
e > θl

p =  pym if θl ≥ e > θ s
 pyl if
θs ≥ e


(20)

where p is the forecasting step-size of the system, pys, pym
and pyl are the forecasting step-sizes for the large error, the
middle error and the small error, respectively. θl and θs are
the switching time of the large error and the small error, respectively.
In this fuzzy system, the absolute value of error e has two
linguistic values (PS-positive small, PB-positive big). The
forecasting step-size p is the consequent variable of the

(21)

Rule 2 : If e is PB then p is N
where (21) is employed to decide (20). The de-fuzzification
process uses the discrete center of gravity method. This
paper presents a fuzzy set theory with a switching grey prediction. The block diagram of the dynamic forecasting stepsize is shown in Fig. 4.
3. Genetic Algorithm

In the parameter search process, a system performance
index is used for fitness function in GA; this is an optimization criterion for control system parameter tuning, which is
suitable for GA. It deals with a modification of the known
integral of time multiplied by squared error criterion (ISTE).
Population size is 10. The first step is to evaluate each fitness
value of individuals (chromosomes), and to subsequently
grade them by fitness function. The individuals are selected
probabilistically by their fitness values. Using these selected
individuals, the next population is generated through the
process of a real-valued GA crossover method [10]. Mutation
is applied with a very low probability: 0.025. System performance requirements are: maximum overshoot less than
10%; rising time, delay time and steady state time as short as
possible. The System Performance Index is:

I PTISE

 overshoot I

 + 2 × overshoot II 
 + control
= tn 
 + Rise time



 + ssTime


(22)

0.1

0.2

0.3 0.4 0.5 0.6 0.7
Absolute Value Of Error

0.8

1.5
PS

Defuzzifier

PB
Input

Output
2 Fuzzy Rules
(Mamdani)

0.5
0

Dynamic

-0.5
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Absolute Value Of Error
Dynamic Forecasting Step-size

Membership Function Value

0

1
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1

1.5
1

N

PB

0.5
0
-0.5
-20 -15 -10 -5 0 5 10 15 20
Forecasting Step-size

15
10
5
0
-5
-10
0

5

10

15

20
25
30
Time (sec)

35
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45

50

Fig. 4. Dynamic forecasting step-size change from the system error.

Rise time is the difference area between r and y, from t = 0
to t. The gain of y is 0.9r. The overshoot I & overshoot II
is the area between the overshoot or maximum peak, and r.
The control is the absolute value of the control signal. This
section is also double evaluated in the sense of more selection pressure and smooth fitness landscape. The ssTime is
the steady state time. The fitness function in GA is:
Fitness _ Function =

H
V
+
,
I pitse _ h I pitse _ v

(23)

where H and V are positive constant, the values are obtained
by trial-and-error. In this paper, the value 10000 is selected for
H and V.

IV. SIMULATIONS
Reference input of the horizontal is 1 rad, and the initial
condition is 0 rad. Reference input in the vertical is 0.2 rad,
and the initial condition is -0.5 rad. Simulation time is from
0 to 50 sec, and sampling time is 0.05 sec. The target parameters in the cross-coupled system are parameters of the
fuzzy switching prediction controller, pyshh, pylhh, within

range [-20, 20], and θlhh, θshh, within [0,1]. KPhv, KIhv, KDhv,
KPvh, KIvh, KDvh, KPvv, KIvv, KDvv, KPhh, KIhh and KDhh of the
PID controller are within range [0,1]. Simulation results are
shown in Figs. 5 to 7. It can be seen that the transient response on sine wave tracking is better than [20], and that the
tracking error is smaller than [9].
Different intelligent control schemes are also presented
as below for comparison. The first control scheme utilized a
fuzzy controller to replace the PID controller, as shown in
Fig. 8 [12], where the scaling factors Se, Sce, Sse and Su are
adjusted by GA within the range [0, 2]. The second control
scheme applied a CMAC to compensate for PID control signal,
as shown in Fig. 9 [25], where un is the compensation for the
PID control signal uPID.
Comparative results of total errors from 0 to 50 seconds are
shown in Table 2. Comparing the proposed controller with the
conventional PID controller, total errors are reduced by 16% to
61%. Compare to control gains are tuned by binary GA [14]
and real-valued GA [4], the proposed control scheme has
better performance than the GA-PID control and RGA-PID
control. Average performance of the proposed control system
is also better than fuzzy control system [12] and CMAC control system [25], especially in vertical motion.
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Fig. 7. Square wave response in cross-coupled system.
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reference input
system output

ê

Se

Δe S Δê
ce

0

∑e

-0.5

FLC
ΔûPID
+
f (ê, Δê, ∑ê)

+

ûPID

Su

uPID

Z−1

∑ê

Sse

Fig. 8. Structure of fuzzy controller.
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Fig. 5. Step response in cross-coupled system.
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Fig. 6. Sine wave response in cross-coupled system.

V. CONTROLLER REALIZATION
In this section, we implement the hybrid GA-PID controller
in an FPGA set, the Spartan II XC2S200. The system of
FPGA and TRMS is shown in Fig. 10. The control inputs to
TRMS within range [0, 5] are the supply voltage of the DC
motors. A change in the voltage value results in a change of
the rotation speed of the propeller, which results in a change
of the corresponding position of the beam. For control purpose, the position of the beam is encoded in a 16-bit code by
the HCTL-2016 chip, and then combined with the FPGA
which is made by Xinlinx. The command output is a 16-bit
signal that will be converted to analog voltage by an AD7547
D/A converter. The design procedure is based on Foundation

_

PID
controller

uPID

+

un
u

+

TRMS

y

Fig. 9. Hybrid CMAC-PID control for the TRMS.

Series ISE 6.2 Edition. The operation frequencies of the
FPGA and the HCTL-2016 are different. Two dividers are
applied to divide their frequencies so that the divided results
are equal.
The Spartan II XC2S200 Field-Programmable Gate Array
gives high performance, abundant logic resources and a rich
feature set, all at an exceptionally low price. It offers 200,000
system gates. System performance is supported up to 200
MHZ. It has a regular, flexible, programmable architecture
of Configurable Logic Blocks (CLBs), surrounded by a perimeter of programmable Input/Output Blocks (IOBs). There
are four Delay Locked Loops (DLLs), one at each corner of
the die. Two columns of block RAM lie on opposite sides of
the die, between the CLBs and the IOB columns. These
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Position signal

Table 2. Comparison of total error in cross-coupled system.
Reference
setpoint
sine wave
square wave
V or H Horizontal Vertical Horizontal Vertical Horizontal Vertical
PID
81.2
40.11
23.21
65.74
150.22
112.8
controller
GA-PID
50.02
32.87
14.02
72.22
125.39
99.37
controller
RGA-PID
54.52
27.46
20.92
52.61
134.03
90.21
controller
Fuzzy
17.28
42.54
8.26
50.55
57.03
129.2
controller
CMAC
29.88
40.63
18.52
45.63
97.23
80.71
controller
Proposed
28.49
27.65
8.53
43.91
101.89
38.65
controller
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compute error

integrater
sum of error

differentiator
error

change of error

State Machine

Command output
Fig. 11. Computing procedure of FPGA.

FPGA

where Kp is the proportional gain, and KI and KD are integral
and derivative time constants, respectively. Values of these
control parameters are obtained by GA. The proportional
term KP ⋅ e(t) is implemented simply by replacing the continuous time variable with their sampled equivalence. The
proportional term then becomes:

D/A Converter
Command
Signal

Input Voltage
[0~5V]

Position Signal 16-bit

π (tk ) = K P ⋅ e(tk ) ,

(25)

e(tk ) = ek and u (tk ) = uk ,

(26)

Fig. 10. System of FPGA and TRMS.

functional elements are interconnected by a powerful hierarchy of versatile routing channels. It is customized by loading
configuration data into internal static memory cells. Unlimited reprogramming cycles are possible with this approach.
Stored values in these cells determine logic functions and
interconnections implemented in the FPGA. Configuration
data can be read from an external serial PROM, or written into
the FPGA in slave serial, slave parallel or Boundary Scan
modes.
This FPGA is supported by Xilinx Foundation and Alliance
CAE tools. The basic methodology for Spartan II design
consists of three interrelated steps: design entry, implementation and verification. Industry standard tools are used for
design entry and simulation (for example, Synopsis FPGA
Express), while Xilinx provides proprietary architecture specific tools for implementation. It is integrated under the
Xilinx Design Manager software, providing designers with a
common user interface, regardless of their choice of entry and
verification tools.
Implementation of GA-PID controller using FPGA is discussed below. The conventional PID controller is described as:
u (t ) = K P ⋅ e(t ) + K I ∫ e(t ) ⋅ dt + K D ⋅

de(t )
,
dt

(24)

where tk denotes the sampling instants. When a controller is
working in a wide range of operating conditions, the control
variable may reach actuator limits. A pure derivative term can
be written as:

δ (tk ) = K D

e(tk +1 ) − e(tk )
,
h

(27)

where h is the sampling period. The integral term is:
T

η (t ) = K I ∫ e(t )dt .

(28)

0

To obtain an algorithm that can be implemented in a digital
device, we use the following approach to implement the GAPID controller in FPGA:
k

η (tk ) − η (tk −1 ) = h ⋅ e(tk ) and η (tk ) = ∑ h ⋅ e(tk ).

(29)

j =0

The FPGA Computing procedure is shown in Fig. 11,
where the State Machine is used for calculating command
signal according to error, change of error and sum of error.
The procedure contains some decision unit and limit switch.
The whole structure of the PID controller, as shown in Fig. 12,
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Fig. 12. Structure of PID controller.
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Fig. 16. System output of TRMS with CMAC controller on FPGA.
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Fig. 14. System output of TRMS with conventional PID controller on
FPGA.

consists of one differentiator, one integrator and 4 16-bit registers. Output is a 16-bit signal, which will be converted into
analog voltage for the DC-motor.
In order to show the output performance of this implementation, VisSim real time control system is used for representing the position signal. The position signal is shown in

Fig. 13. The total errors in the horizontal and vertical planes
are 21.78 and 68.41, respectively. Experiment results using
different control schemes are shown in Figs. 14 to 16. The
average performance of the proposed control scheme is better
than the conventional PID control, fuzzy control, and CMAC
control.

VI. CONCLUSION
This paper presents an intelligent controller design for a
twin rotor MIMO system. Grey theory, fuzzy system and GA
have been successfully implemented in the control scheme.
The fuzzy switching mechanism with GA provides good
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adaptive predictions and pre-compensations for the PID controller. This approach has successfully overcome the influence
of cross-coupling between two axes. In setpoint control, it
reduces maximum overshoot, rise time, steady state time and
delay time. It is also suitable for simultaneously tracking a
desired trajectory in the horizontal and vertical planes. In
addition, the HCTL-2016 position encoding chip and Xinlinx
FPGA are used for implementing the hybrid intelligent controller by coding VHDL. We analyze the position signal and
convert the command signal to analog voltage in order to
change propeller speed. Compared to previous works, the
simulation results show that the new approach successfully
reduces total error and improves system performance.
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