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Resumen: Este art´ıculo presenta el resultado del estudio de un amplio conjunto
de bases de conocimiento multil´ıngu¨es actualmente disponibles que pueden ser de
intere´s para un gran nu´mero de tareas de procesamiento sema´ntico a gran escala. El
estudio incluye una amplia gama de recursos derivados de forma manual y automa´ti-
ca para el ingle´s y castellano. Con ello pretendemos mostrar una imagen clara de su
estado actual. Para establecer una comparacio´n justa y neutral, la calidad de cada
recurso se ha evaluado indirectamente usando el mismo me´todo en dos tareas de re-
solucio´n de la ambigu¨edad sema´ntica de las palabras (WSD, del ingle´s Word Sense
Disambiguation). En concreto, las tareas de muestra le´xica del ingle´s del Senseval-3.
Palabras clave: Adquisicio´n y Representacio´n del Conocimiento Le´xico, WSD
Abstract: This report presents a wide survey of publicly available multilingual
Knowledge Resources that could be of interest for wide–coverage semantic processing
tasks. We also include an empirical evaluation in a multilingual scenario of the
relative quality of some of these large-scale knowledge resources. The study includes
a wide range of manually and automatically derived large-scale knowledge resources
for English and Spanish. In order to establish a fair and neutral comparison, the
quality of each knowledge resource is indirectly evaluated using the same method
on a Word Sense Disambiguation task (Senseval-3 English Lexical Sample Task).
Keywords: Adquisition and Representation of Lexical Knowledge, WSD
1. Introducio´n
El uso de bases de conocimiento de amplia
cobertura, tales como WordNet (Fellbaum,
1998), se ha convertido en una pra´ctica fre-
cuente, y a menudo necesaria, de los siste-
mas actuales de Procesamiento del Lenguaje
Natural (NLP, del ingle´s Natural Language
Processing). Incluso ahora, la construccio´n de
bases de conocimiento suficientemente gran-
des y ricas para un procesamiento sema´nti-
co de amplia cobertura, requiere de un gran
y costoso esfuerzo manual que involucra a
grandes grupos de investigacio´n durante lar-
gos per´ıodos de desarrollo. De hecho, cente-
nares de an˜os/persona se han invertido en
∗ Este trabajo ha sido parcialmente financiado por
grupo IXA de la UPV/EHU y los proyectos KNOW
(TIN2006-15049-C03-01) y ADIMEN (EHU06/113)
el desarrollo de wordnets para varios idio-
mas (Vossen, 1998). Por ejemplo, en ma´s de
diez an˜os de construccio´n manual (desde 1995
hasta 2006, esto es desde la versio´n 1.5 has-
ta la 3.0), WordNet ha pasado de 103.445 a
235.402 relaciones sema´nticas1. Es decir, al-
rededor de unas mil nuevas relaciones por
mes. Sin embargo, estas bases de conocimien-
to no parecen ser suficientemente ricas como
para ser usadas directamente por aplicacio-
nes avanzadas basadas en conceptos. Parece
que estas aplicaciones no se mostrara´n efica-
ces en dominios abiertos (y tambie´n en domi-
nios espec´ıficos) sin un conocimiento sema´nti-
co de amplia cobertura ma´s detallado y ma´s
rico construido mediante procedimientos au-
toma´ticos. Obviamente, este hecho ha sido un
1Las relaciones sime´tricas se han contado una sola
vez.
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obsta´culo al progreso del estado del arte en
NLP.
Afortunadamente, en los u´ltimos an˜os, la
comunidad investigadora ha desarrollado un
amplio conjunto de me´todos y herramientas
innovadoras para la adquisicio´n automa´tica
de conocimiento le´xico a gran escala a par-
tir de fuentes estructuradas y no estructura-
das. Entre otros podemos mencionar eXten-
ded WordNet (Mihalcea y Moldovan, 2001),
grandes colecciones de preferencias sema´nti-
cas adquiridas de SemCor (Agirre y Marti-
nez, 2001)o adquiridas de British National
Corpus (BNC) (McCarthy, 2001), Topic Sig-
natures2 para cada synset adquiridas de la
web (Agirre y de la Calle, 2004) o adquiridas
del BNC (Cuadros, Padro´, y Rigau, 2005).
Evidentemente, todos estos recursos sema´nti-
cos han sido adquiridos mediante un conjun-
to muy diferente de procesos, herramientas y
corpus, dando lugar a un conjunto muy am-
plio y variado de nuevas relaciones sema´nti-
cas entre synsets. De hecho, cada uno estos
recursos sema´nticos presentan volu´menes y
exactitudes muy distintas cuando se evalu´an
en un marco comu´n y controlado (Cuadros y
Rigau, 2006). De hecho, que sepamos, ningu´n
estudio emp´ırico se ha llevado a cabo tratan-
do de ver la forma en que estos grandes re-
cursos sema´nticos se complementan entre s´ı.
Adema´s, dado que este conocimiento es
independiente de idioma (conocimiento re-
presentado en el plano sema´ntico, es decir,
como relaciones entre conceptos), hasta la fe-
cha ninguna evaluacio´n emp´ırica se ha llevado
a cabo mostrando: a) hasta que´ punto estos
recursos sema´nticos adquiridos de un idioma
(en este caso ingle´s) podr´ıan ser de utilidad
para otro (en este caso castellano), y b) co´mo
estos recursos se complementan entre s´ı.
Este art´ıculo esta´ organizado de la siguien-
te manera. Tras esta breve introduccio´n, mos-
tramos los recursos sema´nticos multil´ıngu¨es
que analizaremos. En la seccio´n 3 presenta-
mos el marco de evaluacio´n multil´ıngu¨e utili-
zado en este estudio. La seccio´n 4 describe los
resultados cuando evaluamos para el ingle´s
estos recursos sema´nticos a gran escala y en
la seccio´n 5 para el castellano. Por u´ltimo, la
seccio´n 6 se presentan algunas observaciones
finales y el trabajo futuro.
2Topic Signatures es el te´rmino en ingle´s para refe-
rirse a las palabras relacionadas con un to´pico o tema.
2. Recursos Sema´nticos
Multil´ıngu¨es
La evaluacio´n que aqu´ı presentamos abar-
ca una amplia variedad de recursos sema´nti-
cos de gran taman˜o: WordNet (WN) (Fell-
baum, 1998), eXtended WordNet (Mihalcea
y Moldovan, 2001), grandes colecciones de
preferencias sema´nticas adquiridas de Sem-
Cor (Agirre y Martinez, 2001)o adquiridos
del BNC (McCarthy, 2001), y Topic Signa-
tures para cada synset adquiridas de la web
(Agirre y de la Calle, 2004).
A pesar de que estos recursos se han
obtenido utilizando diferentes versiones de
WN, utilizando la tecnolog´ıa para alinear au-
toma´ticamente wordnets (Daude´, Padro´, y
Rigau, 2003), la mayor´ıa de estos recursos se
han integrado en un recurso comu´n llama-
do Multilingual Central Repository (MCR)
(Atserias et al., 2004). De esta forma, mante-
nemos la compatibilidad entre todas las ba-
ses de conocimiento que utilizan una versio´n
concreta deWN como repositorio de sentidos.
Adema´s, estos enlaces permiten transportar
los conocimientos asociados a un WN parti-
cular, al resto de versiones de WN.
2.1. MCR
El Multilingual Central Repository3
(MCR) sigue el modelo propuesto por
el proyecto EuroWordNet. EuroWordNet
(Vossen, 1998) es una base de datos le´xica
multilingu¨e con wordnets de varias lenguas
europeas, que esta´n estructuradas como
el WordNet de Princeton. El WordNet de
Princeton contiene informacio´n sobre los
nombres, verbos, adjetivos y adverbios en
ingle´s y esta´ organizado en torno a la nocio´n
de un synset. Un synset es un conjunto
de palabras con la misma categor´ıa morfo-
sinta´ctica que se pueden intercambiar en un
determinado contexto.
La versio´n actual del MCR (Atserias et
al., 2004) es el resultado del proyecto euro-
peo MEANING del quinto programa marco4.
El MCR integra siguiendo el modelo de Eu-
roWordNet, wordnets de cinco idiomas dife-
rentes, incluido el castellano (junto con seis
versiones del WN ingle´s). Los wordnets esta´n
vinculados entre s´ı a trave´s del Inter-Lingual-
Index (ILI) permitiendo la conexio´n de las
3http://adimen.si.ehu.es/cgi-
bin/wei5/public/wei.consult.perl
4http://nipadio.lsi.upc.es/˜nlp/meaning
Montse Cuadros, German Rigau
36
palabras en una lengua a las palabras equiva-
lentes en cualquiera de las otras lenguas inte-
gradas en el MCR. De esta manera, el MCR
constituye un recurso lingu¨´ıstico multil´ıngu¨e
de gran taman˜o u´til para un gran nu´mero
de procesos sema´nticos que necesitan de una
gran cantidad de conocimiento multil´ıngu¨e
para ser instrumentos eficaces. Por ejemplo,
el synset en ingle´s <party, political party>
esta´ vinculado a trave´s del ILI al synset en
castellano <partido, partido pol´ıtico>.
El MCR tambie´n integra WordNet Do-
mains (Magnini y Cavaglia`, 2000), nuevas
versiones de los Base Concepts y la Top Con-
cept Ontology (A´lvez et al., 2008), y la onto-
log´ıa SUMO (Niles y Pease, 2001). La versio´n
actual del MCR contiene 934.771 relaciones
sema´nticas entre synsets, la mayor´ıa de ellos
adquiridos automa´ticamente5 . Esto represen-
ta un volumen casi cuatro veces ma´s grande
que el de Princeton WordNet (235.402 rela-
ciones sema´nticas u´nicas en WordNet 3.0).
En lo sucesivo, nos referiremos a cada re-
curso sema´ntico de la siguiente forma:
WN (Fellbaum, 1998): Este recurso con-
tiene las relaciones directas y no repetidas
codificadas en WN1.6 y WN2.0 (por ejemplo,
tree#n#1–hyponym–>teak#n#2). Tambie´n
hemos estudiado WN2 utilizando las relacio-
nes a distancia 1 y 2, WN3 utilizando las re-
laciones a distancias 1 a 3 y WN4 utilizando
las relaciones a distancias 1 a 4.
XWN (Mihalcea y Moldovan, 2001): Es-
te recurso contiene las relaciones directas
codificadas en eXtended WN (por ejemplo,
teak#n#2–gloss–>wood#n#1).
WN+XWN: Este recurso contiene las
relaciones directas incluidas en WN y XWN.
Tambie´n hemos estudiado (WN+XWN)2
(utilizando relaciones de WN o XWN a dis-
tancias 1 y 2).
spBNC (McCarthy, 2001): Este recurso
contiene 707.618 preferencias de seleccio´n con
los sujetos y objetos t´ıpicos adquiridos del
BNC.
spSemCor (Agirre y Martinez, 2001): Es-
te recurso contiene las preferencias de se-
leccio´n con los sujetos y los objetos t´ıpi-
cos adquiridos de SemCor (por ejemplo,
read#v#1–tobj–>book#n#1).
MCR (Atserias et al., 2004): Este recurso
contiene las relaciones directas incluidas en
el MCR. Sin embargo, en los experimentos
5No consideramos las preferencias de seleccio´n ad-
quiridos del BNC (McCarthy, 2001).
descritos a continuacio´n se excluyo´ el recurso
spBNC debido a su pobre rendimiento. As´ı,
el MCR contiene las relaciones directas de
WN , XWN, y spSemCor. Obse´rvese que el
MCR no incluye las relaciones indirectas de
(WN+XWN)2. No obstante, tambie´n hemos
evaluado (MCR)2 (utilizando las relaciones a
distancia 1 y 2), que s´ı integra las relaciones
de (WN+XWN)2.
2.2. Topic Signatures
Las Topic Signatures (TS) son vectores de
palabras relacionadas con un tema (o to´pico)
(Lin y Hovy, 2000). Las TS pueden ser cons-
truidas mediante la bu´squeda en un corpus
de gran taman˜o del contexto de un tema (o
to´pico) objetivo. En nuestro caso, considera-
mos como un tema (o to´pico) el sentido de
una palabra.
Para este estudio hemos usado dos conjun-
tos de TS distintos. Las primeras TS consti-
tuyen uno de los mayores recursos sema´nti-
cos disponibles actualmente con alrededor de
100 millones de relaciones sema´nticas (entre
synsets y palabras) que ha sido adquirido au-
toma´ticamente de la web (Agirre y de la Ca-
lle, 2004). Las segundas TS se han obtenido
directamente de SemCor.
TSWEB6: Inspirado en el trabajo de
(Leacock, Chodorow, y Miller, 1998), estas
Topic Signatures se adquirieron utilizando
para la construccio´n de la consulta del to´pi-
co (o sentido de WN en nuestro caso), los
sentidos monose´micos pro´ximos al to´pico en
WordNet (esto es, sino´nimos, hipero´nimos,
hipo´nimos directos e indirectos, y hermanos),
consultando en Google y recuperando hasta
un millar de fragmentos de texto por consulta
(es decir, por sentido o to´pico), y extrayendo
de los fragmentos las palabras con frecuencias
distintivas usando TFIDF. Para estos expe-
rimentos, se ha utilizado como ma´ximo las
primeras 700 palabras distintivas de cada TS
resultante.
Debido a que e´ste es un recurso sema´ntico
entre sentidos y palabras, no es posible trans-
portar sus relaciones al wordnet castellano sin
introducir gran cantidad de errores.
El cuadro 1 presenta un ejemplo de
TSWEB para el primer sentido de la pala-
bra party.
TSSEM: Estas TS se han construido uti-
lizando SemCor, un corpus en ingle´s don-
de todas sus palabras han sido anotadas
6http://ixa.si.ehu.es/Ixa/resources/~sensecorpus
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democratic 0.0126
tammany 0.0124
alinement 0.0122
federalist 0.0115
missionary 0.0103
anti-masonic 0.0083
nazi 0.0081
republican 0.0074
alcoholics 0.0073
Cuadro 1: Topic Signature de party#n#1 ob-
tenida de la web (9 de las 15.881 palabras
totales)
political party#n#1 2.3219
party#n#1 2.3219
election#n#1 1.0926
nominee#n#1 0.4780
candidate#n#1 0.4780
campaigner#n#1 0.4780
regime#n#1 0.3414
government#n#1 0.3414
authorities#n#1 0.3414
Cuadro 2: Topic Signature para party#n#1
obtenida de SemCor (9 de los 719 sentidos
totales)
sema´nticamente. Este corpus tiene un total
de 192.639 palabras lematizadas y etiqueta-
das con su categor´ıa y sentido segu´n WN1.6.
Para cada sentido objetivo (o to´pico), obtu-
vimos todas las frases donde aparec´ıa ese sen-
tido. De esta forma derivamos un subcorpus
de frases relativas al sentido objetivo. A con-
tinuacio´n, para cada subcorpus se obtuvo su
TS de sentidos utilizando TFIDF.
En el cuadro 2, mostramos los primeros
sentidos obtenidos para party#n#1.
Aunque hemos probado con otras medi-
das, los mejores resultados se han obtenido
utilizando la fo´rmula TFIDF (Agirre y de la
Calle, 2004).
TFIDF (w,C) =
wfw
maxwwfw
× log
N
Cfw
(1)
Donde w es la palabra del contexto, wf la
frecuencia de la palabra, C la coleccio´n (todo
el corpus reunido para un determinado senti-
do), y Cf es la frecuencia en la coleccio´n.
El nu´mero total de las relaciones entre
synsets de WN adquiridos de SemCor es
932.008. En este caso, debido al menor ta-
man˜o del wordnet castellano, el nu´mero to-
tal de las relaciones transportadas es de so´lo
586.881.
3. Marco de evaluacio´n
Con el fin de comparar los distintos re-
cursos sema´nticos descritos en la seccio´n an-
terior, hemos evaluado todos estos recursos
como Topic Signatures (TS). Esto es, para
cada synset (o to´pico), tendremos un simple
vector de palabras con pesos asociados. Es-
te vector de palabras se construye reuniendo
todas las palabras que aparecen directamen-
te relacionados con un synset. Esta simple
representacio´n intenta ser lo ma´s neutral po-
sible respecto a los recursos utilizados.
Todos los recursos se han evaluado en una
misma tarea de WSD. En particular, en la
seccio´n 4 hemos utilizado el conjunto de nom-
bres de la tarea de muestra le´xica en ingle´s de
Senseval-3 (Senseval-3 English Lexical Sam-
ple task) que consta de 20 nombres, y en la
seccio´n 5 hemos utilizado el conjunto de nom-
bres de la tarea de muestra le´xica en caste-
llano de Senseval-3 (Senseval-3 Spanish Lexi-
cal Sample task) que consta de 21 nombres.
Ambas tareas consisten en determinar el sen-
tido correcto de una palabra en un contexto.
Para la tarea en ingle´s se uso´ para la anota-
cio´n los sentidos de WN1.7.1. Sin embargo,
para el castellano se desarrollo´ especialmente
para la tarea el diccionario MiniDir. La ma-
yor´ıa de los sentidos de MiniDir tienen v´ıncu-
los a WN1.5 (que a su vez esta´ integrado en el
MCR, y por tanto enlazado al wordnet caste-
llano). Todos los resultados se han evaluado
en los datos de prueba usando el sistema de
puntuacio´n de grano fino proporcionado por
los organizadores. Para la evaluacio´n hemos
usado so´lo el conjunto de nombres etiqueta-
dos porque TSWEB se contruyo´ so´lo para los
nombres, y porque la tarea de muestra le´xica
para el ingle´s usa como conjunto de sentidos
verbales aquellos que aparecen en el diccio-
nario WordSmyth (Mihalcea, T., y A., 2004),
en lugar de los que aparecen en WordNet.
As´ı, el mismo me´todo de WSD se ha apli-
cado a todos los recursos sema´nticos. Se rea-
liza un simple recuento de las palabras coin-
cidentes entre aquellas que aparecen en la To-
pic Signature de cada sentido de la palabra
objetivo y el fragmento del texto de test7.
El synset que tiene el recuento mayor es se-
leccionado. De hecho, se trata de un me´to-
7Tambie´n consideramos los te´rminos multipalabra
que aparecen en WN.
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do muy simple de WSD que so´lo considera
la informacio´n de contexto en torno a la pa-
labra que se desea interpretar. Por u´ltimo,
debemos sen˜alar que los resultados no esta´n
sesgados (por ejemplo, para resolver empates
entre sentidos), mediante el uso del sentido
ma´s frecuente en WN o cualquier otro cono-
cimiento estad´ıstico.
A modo de ejemplo, el cuadro 3 muestra
uno de los textos de prueba de Senseval-3
correspondiente al primer sentido de la pa-
labra party. En negrita se muestran las pala-
bras que aparecen en la TS correspondiente
al sentido party#n#1 de la TSWEB.
4. Evaluacio´n para el ingle´s
4.1. Referencias ba´sicas para el
English
Hemos disen˜ado una serie de referencias
ba´sicas con el fin de establecer un marco de
evaluacio´n que nos permita comparar el ren-
dimiento de cada recurso sema´ntico en la ta-
rea WSD en ingle´s.
RANDOM: Para cada palabra este
me´todo selecciona un sentido al azar. Esta
referencia puede considerarse como un l´ımite
inferior.
SEMCOR-MFS: Esta referencia selec-
ciona el sentido ma´s frecuente de la palabra
segu´n SemCor.
WN-MFS: Esta referencia selecciona el
sentido ma´s frecuente segu´n WN (es decir, el
primer sentido enWN1.6). Los sentidos de las
palabras en WN se ordenaron utilizando las
frecuencias de SemCor y otros corpus anota-
dos con sentidos. As´ı, WN-MFS y SemCor-
MFS son similares, pero no iguales.
TRAIN-MFS: Esta referencia selecciona
el sentido ma´s frecuente de la palabra objeti-
vo en el corpus de entrenamiento.
TRAIN: Esta referencia utiliza el cor-
pus de entrenamiento de cada sentido propor-
cionado por Senseval-3 construyendo directa-
mente una TS con las palabras de su contex-
to y utilizando la medida TFIDF. Te´ngase
en cuenta que en los marcos de evaluacio´n de
WSD, este es un sistema muy ba´sico. Sin em-
bargo, en nuestro marco de evaluacio´n, este
sistema ”de referencia”podr´ıa ser considera-
do como un l´ımite superior. No esperamos
obtener mejores palabras relativas a un sen-
tido que de su propio corpus.
4.2. Evaluacio´n de cada recurso en
ingle´s
El cuadro 4 presenta ordenadas por la me-
dida F1, las referencias y el rendimiento de
cada uno de los recursos presentados en la
seccio´n 2 y el taman˜o medio de las TS por
sentido de palabra. El taman˜o medio de las
TS de cada recurso es el nu´mero de pala-
bras asociadas a un synset de promedio. Ob-
viamente, los mejores recursos sera´n aque-
llos que obtengan los mejores resultados con
un menor nu´mero de palabras asociadas al
synset. Los mejores resultados de precisio´n,
recall y medida F1 se muestran en negrita.
Tambie´n hemos marcado en cursiva los resul-
tados de los sistemas de referencia. Los mejo-
res resultados son obtenidos por TSSEM (con
F1 de 52,4). El resultado ma´s bajo se obtie-
ne por el conocimiento obtenido directamen-
te de WN debido principalmente a su escasa
cobertura (R, de 18,4 y F1 de 26,1). Tam-
bie´n es interesante notar que el conocimiento
integrado en el (MCR) aunque en parte deri-
vado por medios automa´ticos obtiene mucho
mejores resultados en te´rminos de precisio´n,
recall y medida F1 que utilizando cada uno
de los recursos que lo integran por separado
(F1 con 18,4 puntos ma´s que WN, 9,1 ma´s
que XWN y 3,7 ma´s que spSemCor).
A pesar de su pequen˜o taman˜o, los recur-
sos derivados de SemCor obtienen mejores
resultados que sus homo´logos usando corpus
mucho mayores (TSSEM vs. TSWEB y sp-
SemCor vs. spBNC).
En cuanto a los sistemas de referencia
ba´sicos, todos los recursos superan RAN-
DOM, pero ninguno logra superar ni WN-
MFS, ni TRAIN-MFS, ni TRAIN. So´lo
TSSEM obtiene mejores resultados que
SEMCOR-MFS y esta´ muy cerca del sentido
ma´s frecuente de WN (WN-MFS) y el corpus
de entrenamiento (TRAIN-MFS).
En cuanto a las expansiones y otras com-
binaciones, el rendimiento de WN se mejo-
ra utilizando palabras a distancias de has-
ta 2 (F1 de 30,0), y hasta 3 (F1 de 34,8),
pero disminuye utilizando distancias de has-
ta 4 (F1 de 33,2). Curiosamente, ninguna
de estas ampliaciones de WN logra los re-
sultados de XWN (F1 de 35,4). Por u´ltimo,
(WN+XWN)2 va mejor que WN+XWN y
(MCR)2 ligeramente mejor que MCR8.
8No se han probado extensiones superiores.
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<instance id=”party.n.bnc.00008131”docsrc=”BNC”> <context> Up to the late 1960s , cat-
holic nationalists were split between two main political groupings . There was the Nationalist
Party , a weak organization for which local priests had to provide some kind of legitimation
. As a <head>party</head> , it really only exercised a modicum of power in relation to the
Stormont administration . Then there were the republican parties who focused their attention
on Westminster elections . The disorganized nature of catholic nationalist politics was only
turned round with the emergence of the civil rights movement of 1968 and the subsequent
forming of the SDLP in 1970 . </context> </instance>
Cuadro 3: Ejemplo de prueba nu´mero 00008131 para party#n cuyo sentido correcto es el primero.
KB P R F1 Size
TRAIN 65.1 65.1 65.1
TRAIN-MFS 54.5 54.5 54.5
WN-MFS 53.0 53.0 53.0
TSSEM 52.5 52.4 52.4 103
SEMCOR-MFS 49.0 49.1 49.0
MCR2 45.1 45.1 45.1 26,429
MCR 45.3 43.7 44.5 129
spSemCor 43.1 38.7 40.8 56
(WN+XWN)2 38.5 38.0 38.3 5,730
WN+XWN 40.0 34.2 36.8 74
TSWEB 36.1 35.9 36.0 1,721
XWN 38.8 32.5 35.4 69
WN3 35.0 34.7 34.8 503
WN4 33.2 33.1 33.2 2,346
WN2 33.1 27.5 30.0 105
spBNC 36.3 25.4 29.9 128
WN 44.9 18.4 26.1 14
RANDOM 19.1 19.1 19.1
Cuadro 4: Resultados de los recursos evalua-
dos individualmente para el Ingle´s segu´n las
medidas de P, R y F1.
4.3. Combinacio´n de Recursos
Con el objetivo de evaluar de forma ma´s
detallada la contribucio´n que tiene cada re-
curso, proporcionamos un pequen˜o ana´lisis
de su aportacio´n combinada. Las combinacio-
nes se han evaluado usando tres estrategias
ba´sicas diferentes (Brody, Navigli, y Lapata,
2006).
DV (del ingle´s Direct Voting): Cada re-
curso sema´ntico tiene un voto para el sentido
predominante de la palabra a interpretar. Se
escoge el sentido con ma´s votos.
PM (del ingle´s Probability Mixture): Ca-
da recurso sema´ntico proporciona una distri-
bucio´n de probabilidad sobre los sentidos de
las palabras que sera´n interpretadas. Estas
probabilidades (normalizadas), sera´n conta-
bilizadas y se escogera´ el sentido con mayor
probabilidad.
Rank: Cada recurso sema´ntico proporcio-
na un orden de sentidos de la palabra que se
quiere interpretar. Para cada sentido, se agre-
gara´n las posiciones de cada uno de los recur-
sos evaluados. El sentido que tenga un orden
menor (ma´s cercano a la primera posicio´n),
sera´ el escogido como el correcto.
El cuadro 5 presenta las medidas de F1
correspondientes a las mejores combinaciones
de dos, tres y cuatro recursos usando los tres
me´todos de combinacio´n.
Observando el me´todo de combinacio´n
aplicado, los me´todos de la Combinacio´n de
Probabilidad (PM) y la combinacio´n basada
en el orden (Rank) son los que dan mejores
resultados, comparando con el de Combina-
cio´n Directa (DV), sin embargo, el me´todo
basado en el orden da mejores resultados.
La combinacio´n de los cuatro recursos
sema´nticos obtiene mejores resultados que
usando so´lo tres, dos o un recurso. Parece
ser que la combinacio´n de los recursos aporta
un conocimiento que no tienen los diferentes
recursos individualmente. En este caso, 19.5
puntos por encima que TSWEB, 17.25 pun-
tos por encima de (WN+XWN)2, 11.0 puntos
por encima de MCR y 3.1 puntos por encima
de TSSEM.
Observando las referencias ba´sicas, esta
combinacio´n supera el sentido ma´s frecuente
de SemCor (SEMCOR-MFS con F1 de 49.1),
WN (WN-MFS con F1 de 53.0) y el conjun-
to de entrenamiento (TRAIN-MFS con F1
de 54.5). Este hecho, indica que la combi-
nacio´n resultante de recursos a gran escala
codifica el conocimiento necesario para tener
un etiquetador de sentidos para el ingle´s que
se comporta como un etiquetador del sentido
ma´s frecuente. Es importante mencionar que
el sentido ma´s frecuente de una palabra, de
acuerdo con el orden de sentidos de WN es
un desafio dif´ıcil de superar en las tareas de
WSD (McCarthy et al., 2004).
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KB PM DV Rank
2.system-comb: MCR+TSSEM 52.3 45.4 52.7
3.system-comb: MCR+TSSEM+(WN+XWN)2 52.6 37.9 54.6
4.system-comb: MCR+(WN+XWN)2+TSWEB+TSSEM 53.1 32.7 55.5
Cuadro 5: Combinaciones de 2, 3, y 4 sistemas segu´n la medida de F1
5. Evaluacio´n en castellano
Del mismo modo que en el caso del ingle´s,
hemos definido unas referencias ba´sicas pa-
ra poder establecer un marco de evaluacio´n
completo y comparar el comportamiento re-
lativo de cada recurso sema´ntico cuando es
evaluado en la tarea de WSD en castellano.
RANDOM: Para cada palabra este
me´todo selecciona un sentido al azar. Esta
referencia puede considerarse como un l´ımite
inferior.
Minidir-MFS: Esta referencia selecciona
el sentido ma´s frecuente de la palabra segu´n
el diccionario Minidir. Minidir es un dicciona-
rio construido para la tarea de WSD. La or-
denacio´n de sentidos de palabras corresponde
exactamente a la frecuencia de los sentidos de
palabras del conjunto de entrenamiento. Por
eso, Minidir-MFS e´s el mismo que TRAIN-
MFS.
TRAIN: Esta referencia usa el conjun-
to de entrenamiento para directamente cons-
truir una Topic Signature para cada senti-
do de palabra usando la medida de TFIDF.
Igual que para el ingle´s, en nuestro caso, esta
referencia puede considerarse como un l´ımite
superior.
Debemos indicar que el WN castellano no
codifica la frecuencia de los sentidos de las
palabras y que para el castellano no hay dis-
ponible ningu´n corpus suficientemente gran-
de que este´ etiquetado a nivel de sentido del
estilo del italiano9.
Adema´s, solamente pueden ser transpor-
tadas de un idioma a otro sin introducir de-
masiados errores las relaciones que existan en
un recurso entre sentidos10. Como TSWEB
relaciona palabras en ingle´s a un synset, no
ha sido transportado ni evaluado al caste-
llano.
5.1. Evaluando cada recurso del
castellano por separado
El cuadro 6 presenta las medidas de pre-
cisio´n (P), recall (R) y F1 de las diferentes
9http://multisemcor.itc.it/
10Es decir, relaciones sema´nticas synset a synset.
Knowledge Bases P R F1 Size
TRAIN 81.8 68.0 74.3
MiniDir-MFS 67.1 52.7 59.2
MCR 46.1 41.1 43.5 66
WN2 56.0 29.0 42.5 51
(WN+XWN)2 41.3 41.2 41.3 1,892
TSSEM 33.6 33.2 33.4 208
XWN 42.6 27.1 33.1 24
WN 65.5 13.6 22.5 8
RANDOM 21.3 21.3 21.3
Cuadro 6: Resultados de los recursos evalua-
dos individualmente pare el castellano segu´n
las mediadas de P, R y F1.
referencias ba´sicas y recursos sema´nticos, or-
denados por la medida de F1. En cursiva apa-
recen las referencias y en negrita los mejo-
res resultados. Para el castellano, el recurso
TRAIN ha sido evaluado con un taman˜o de
vector ma´ximo de 450 palabras. Como se es-
peraba, RANDOM obtiene el menor resulta-
do, y el sentido ma´s frecuente obtenido de Mi-
nidir (Minidir-MFS, que es igual a TRAIN-
MFS) es bastante ma´s bajo que las TS obte-
nidas del corpus de entrenamiento (TRAIN).
WN obtiene la precision ma´s alta (P de
65.5) pero dado su pequen˜a cobertura (R de
13.6), tiene la F1 ma´s baja (F1 de 22.5). Es
interesante notar que en terminos de preci-
sio´n, recall y F1, el conocimiento integrado
en el MCR supera a los resultados de TS-
SEM. Este hecho, posiblemente indica que
el conocimiento actualmente contenido en
el MCR es ma´s robusto que TSSEM. Este
hecho tambie´n parece indicar que el cono-
cimiento de to´pico obtenido de un corpus
anotado a nivel de sentido de un idioma, no
puede ser transportado directamente a otro
idioma. Otros posibles motivos de los bajos
resultados podr´ıan ser el menor taman˜o de
los recursos en castellano (compara´ndolos con
los existentes en ingle´s) o los diferentes mar-
cos de evaluacio´n, incluyendo el diccionario
(diferenciacio´n de sentidos y enlace a WN).
Observando los sistemas de referencia, to-
dos los recursos de conocimiento superan
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RANDOM, pero ninguno de ellos llega a
Minidir-MFS (que es igual a TRAIN-MFS)
ni a TRAIN.
De todas formas, podemos remarcar que
el conocimiento contenido en el MCR (F1 de
43.5), parcialmente derivado con medios au-
toma´ticos y transportado al WN castellano
del ingles, casi dobla los resultados del WN
castellano original (F1 de 22.5).
6. Conclusiones
Creemos, que un procesamiento sema´ntico
de amplia cobertura (como WSD) debe ba-
sarse no so´lo en algoritmos sofisticados sino
tambie´n en aproximaciones basadas en gran-
des bases de conocimiento. Los resultados
presentados en este trabajo, sugieren que es
necesaria mucha ma´s investigacio´n en la ad-
quisicio´n y uso de recursos sema´nticos a gran
escala.
Adema´s, el hecho que esos recursos presen-
ten relaciones sema´nticas a nivel conceptual,
nos permite trasladar estas relaciones para
ser evaluadas en otros idiomas.
Por lo que sabemos, esta es la primera vez
que un estudio emp´ırico demuestra que las
bases de conocimiento adquiridas automa´ti-
camente obtienen mejores resultados que los
recursos derivados manualmente, y que la
combinacio´n del conocimiento contenido en
estos recursos sobrepasa al clasificador que
usa el sentido ma´s frecuente para el ingle´s.
Tenemos planificada la validacio´n emp´ırica
de esta hipo´tesis en las tareas donde se in-
terpretan todas las palabras de un texto all-
words.
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