The problem of designing robust systems to track global navigation satellite system (GNSS) signals in harsh environments has gained high attention. The classical closed loop architectures, such as phase locked loops, have been used for many years for tracking, but in challenging applications their design procedure becomes intricate. This paper proposes and demonstrates the use of a quasi-open loop architecture to estimate the time varying carrier frequency of GNSS signals. Simulation results show that this scheme provides an additional degree of freedom to the design of the whole architecture. In particular, this additional degree of freedom eases the design of the loop filter in harsh environments.
Introduction
In global navigation satellite systems (GNSSs) the relative motion of both GNSS satellites and the user causes a Doppler effect, which results in a large frequency shift in the carrier and in the code of the received signal [1] . Precise estimation of this frequency shift is one of the most demanding requirements for GNSS receivers, because only an accurate tracking of the carrier frequency and Doppler shift allows the receiver to work properly, enabling reliable estimates of position velocity and timing (PVT). In any GNSS receiver, the acquisition stage provides an initial coarse estimation of the frequency shift, which is subsequently refined by the tracking systems. They are generally implemented in the form of closed loops, that is, phase lock loops (PLLs) and frequency lock loops (FLL), which track respectively the phase and the frequency of the incoming carrier, [2] .
The main building block of a closed loop architecture is the loop filter. The design of a loop filter has been extensively addressed in the literature regarding the continuous-time PLLs, and many results and methods exist for different scenarios. However, modern receivers work in the discretetime domain, and so PLLs and FLLs are digital systems, whose loop filters are often designed starting from some equivalent analog prototypes, by adopting transformation techniques from the analog to the digital domain. These tracking loops are therefore de facto digital approximations of analog loops, whose quality breaks down as the integration time increases. A valid assumption for this approximation is that the product BT between the loop noise bandwidth B, and the integration time T remains close to zero. As this product increases, the loop becomes unstable, as discussed in [3] . However, in high dynamic and weak signal applications, it is necessary to work with large BT values. In these cases the design of the loop filters based on analog-to-digital transformations does not work properly. Therefore, other techniques have been proposed in literature, which are more robust when low update rates (long integration times) or large bandwidths are required. They are the controlled root method for the design of digital filters [4] , the direct design of loop filters in digital domain by minimization criterion [5] , the loop architectures based on Kalman filters [6] , and the fuzzy loop architectures [7] .
In this paper we propose an alternative solution, based on a novel quasi-open loop architecture, which relieves the stress on the loop filter in terms of stability. In the first step of our study we considered open loop techniques, since some advantages over the closed loop counterpart 2 International Journal of Navigation and Observation schemes can be achieved. For example, it is a known fact that PLLs are vulnerable to fading effects, typically associated with urban environments, and cycle slips [8] . Moreover, because of their closed loop structure, they need a long acquisition time before attaining the loop lock, and this may be a serious drawback when the Doppler significantly varies within this time interval. The use of open loop architectures can solve these problems. Several open loop architectures have been proposed in literature; most of them are based on the use of the Fast Fourier Transform (FFT) for the estimation of the frequency error between the incoming carrier and a local carrier replica. However, this block processing structure, typical of FFT-based methods, increases the system complexity. In our scheme we do not use FFT for frequency estimation; in our method we estimate the frequency by using conventional PLL/FLL discriminators, for example, the Kay's estimator [9] , but with a different update of the frequency of the numerically controlled oscillator (NCO). In particular, instead of updating the NCO at each coherent integration time as in the closed loop architectures, the update is performed after NT integrations intervals, where N is an integer. Between two updating epochs the architecture works as an open loop. Using this approach we are actually working with a three-rate scheme, unlike the conventional two-rate closed loop systems. We have found that this additional degree of freedom can help us to ease the design of the loop filter in weak signal conditions, where it is necessary to extend the coherent integration time.
In a weak signal scenario the extension of the coherent integration time is the only possible option, since the increased processing gain allows the successful recovery of weak and extremely weak signals. However, the maximum coherent integration time in a GNSS receiver is limited by a variety of factors: the presence of navigation data modulation, the stability issues, and the demodulation losses due to a frequency mismatch. This effect is particularly detrimental when the loop update time increases (long integration time) and the incoming carrier has a high Doppler shift [3] . The first problem is usually solved by estimating the navigation data or using external assistance. The main contribution of this paper is related to the second issue, that is, the stability problem, which is solved by adopting an inherently stable architecture. We will show that the proposed architecture can work with extended integration times, which are not possible in the traditional closed loop schemes under the same conditions. In order to solve the third problem, methods of compensation of the user dynamics are necessary. For this purpose, PLLs are generally assisted by other systems, for example, an FLL or a tightly coupled inertial navigation system (INS).
The paper is organized as follows. The GNSS signal model is introduced in Section 2. Then, a general overview of the traditional GNSS carrier recovery systems is presented in Section 3, stressing the aspects which motivate the scheme proposed in this paper. Section 4 shows the novel quasiopen loop scheme for carrier recovery, proposed to overcome some limitations of the traditional schemes. Some simulation results are presented in Section 5, showing the feasibility of the proposed method in terms of tracking jitter performance, in a dynamic scenario and with weak signals. On the basis of these results some possibilities to refine the proposed architecture are also discussed. Conclusions are drawn in Section 6.
Signal Model
The main purpose of this paper is to propose a novel architecture for tracking the frequency of the incoming GNSS signal which combines the good properties of both open loop and closed loop architectures. These systems recover the carrier from the received signal, which can be written, after downconversion to intermediate frequency (IF), sampling and quantization, as
where P is the total received power of the useful signal, 
The noise term w[n] is a realization of a Gaussian random process W[n], with flat power spectral density N o /2 over the receiver band B r , and with power σ 2 w = N o B r .W[n] is not generally a white sequence with a flat power spectral density, due to front-end filtering. However, a white model is justified because the bandwidth of the front-end filter is usually close to the Nyquist sampling frequency, that is,
The purpose of the carrier recovery is to estimate ϕ s (nT s ) in order to construct a local oscillator (LO) of the type
where ϕ s (nT s ) is the estimate of ϕ s (nT s ), and the subscript cr denotes that this signal is recovered from the carrier. Therefore, the LO (producing x cr [n]) can be considered the output of the carrier recovery system. We assume that both data and code can be wiped off and we focus on the operations performed by the carrier recovery system by considering the ideal signal
where f d (nT s ) is an unknown frequency, which varies with an unknown rule, ψ s is also unknown, while f 0 is a known nominal frequency. In real cases, the signal x s (nT s ) is also affected by noise, and then the carrier has to be recovered from a noisy version of (4).
Traditional Tracking Architectures: Review and Limitations
The traditional GNSS carrier recovery systems can be classified into two categories: closed loop tracking systems Figure 1 . DPLLs are able to track both the instantaneous phase and frequency of the incoming carrier, while FLLs are only able to track the carrier frequency.
In the following we briefly describe the DPLL operations (the operations performed by FLLs are almost similar except for the discriminator). The estimation of the instantaneous phase is generally performed by a DPLL, which consists of a number of subsystems: (a) the phase estimator/discriminator, (b) the loop filters F(z), (c) the local oscillator (LO) also called numerically controlled oscillator (NCO). The input signal x w [n] is first multiplied by the local carrier x L [n] generated by the NCO, and integrated by the integrate and dump block. During this integration process, L input samples are processed and used to produce the prompt correlator output y φ [k] . The corresponding integration time is T = LT s . At this point the sampling rate of the system changes from 1/T s (time domain n) to 1/(LT s ) (time domain k). The instantaneous phase is estimated from y φ [k] by the phase discriminator. This estimate is filtered through the loop filter F(z), with a loop noise bandwidth B, and the filter output is used to drive the LO for the carrier generation. This estimate is then progressively updated using the information provided by the new correlator output in a closed loop manner. Below we present two key points that motivate the use of a quasi-open loop scheme (for GNSS carrier recovery systems) rather than a closed loop one.
It is important to stress that, in the traditional closed loop carrier recovery systems, the LO role is twofold: in fact it is both the output of the system and an integral part of the phase estimator. In the quasi-open loop structure proposed in this paper these two roles will be decoupled, as explained in Section 4. This is the first key point of our method, as will be clear in the next sections.
The loop filter F(z) is the most critical block, whose function is also twofold. Firstly, as the received signal and, thus, the discriminator output is corrupted by thermal noise, the filter is required to provide a degree of noise rejection. Secondly, it enables the processing of higher order dynamics. Transformation methods from the Laplace domain to the Z-domain are widely used to design loop filters [2] . These methods simply provide a discrete version of the loop filters that have been previously designed for the analog loops. However, this approach neglects both the inherent delay in the digital loop and the variation in the open loop gain due to the NCO update interval. In [3] it has been shown that the transformation methods properly work only if BT is close to zero, where B is the loop noise bandwidth and T is the integration time. As BT increases, the effective loop noise bandwidth and the closed loop pole locations deviate from the desired ones and eventually the loop becomes unstable, as explained in [3] . The maximum achievable BT value depends on the type of the Laplace-Z transformation and on the characteristics of the original continuous-time filter. For most communication applications, this condition is satisfied because BT remains close to zero. Instead, for some new GNSS applications, such as for weak signal tracking and extremely high dynamic applications, larger BT values are required.
Simulation experiments have been carried out to analyze the behavior of an FLL for increasing values of BT. The incoming GNSS signal has been generated with a carrier to noise ratio C/N o = 40 dB-Hz and with a ramp-type time varying frequency with a slope equal to 10 Hz/s. In order to track this frequency evolution, we have used a 2nd order FLL with a loop noise bandwidth B = 10 Hz, and we have changed BT (by modifying the integration time) to put progressively more stress on the loop. The frequency estimated by the FLL is shown in Figure 2 for three different values of BT, together with an estimate of C/N o . The latter can be used as an indicator to check if the system is in lock state or not. These results show that the loop loses the lock and the FLL is no longer able to track the input frequency when BT = 0.3, as indicated by the estimated C/N o . It is important to emphasize that the loop filter is not the only module in the closed loop scheme responsible for the loss of lock and the stability problems. The loop can also lose lock or can become unstable because of other factors, but here we concentrate on the effect of the loop filter design based on transformation methods on loop. To solve this problem, some techniques for designing the loop filters have been proposed in the literature, for example, the controlled root method, the direct design of loop filters in digital domain based on a minimization criterion, the loop architectures based on Kalman filters, and the fuzzy loop architectures. An alternative approach is to use the scheme proposed in Section 4, which simplifies the design of the loop filter. This is the second key point of our method.
Open Loop Architectures.
In order to estimate the time delay and the carrier frequency from the incoming signal, the open loop schemes usually operate on batches of the incoming signal, as depicted in Figure 3 . The open loop approach does not separate acquisition and tracking stages, as explained in [10] . An input signal batch is correlated with batches of a signal replica in order to obtain an entire 3-D image of the signal, whose dimensions are the code shift, the Doppler shift, and the signal energy. This batch-based correlation uses joint time-frequency domain techniques to allow some forms of parallel computing based on FFT. After the 3-D image has been obtained, batch estimators are applied to the 3-D function to compute the signal parameters. They operate by searching for the location of the maximum energy of the 3-D function and provide an estimate of the parameters Δψ, Δ f [k], and the code delay corresponding to this location. Since these methods mainly rely on FFT-based correlators for the 3-D image computation, they usually exhibit a large computational complexity, which enormously increases as the batch size increases. This is the main reason to avoid the use of these open loop processing techniques in real time receivers.
Proposed Quasi-Open Loop Architecture
In this section we propose a quasi-open loop scheme for carrier recovery in a GNSS receiver. We start our discussion from a basic open loop scheme, which utilizes a conventional discriminator. Then, after analyzing the behavior of the discriminator for the frequency estimation, we propose a quasi-open loop scheme for the continuous tracking of the incoming carrier frequency.
Basic Open Loop Scheme Utilizing Conventional Discriminators.
The main idea of an open loop carrier recovery scheme that utilizes a conventional discriminator is depicted in Figure 4 .
The main blocks of this scheme are the following.
(i) The local oscillator which generates the local signal
. This complex LO is denoted by LO(E), to emphasize its role in the process of phase estimation.
(ii) The mixer which performs the multiplication between the local oscillator and the incoming signal. International Journal of Navigation and Observation 
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Smoothing filter This scheme differs from its closed loop counterpart since we use each new phase/frequency estimate to update a separate local oscillator (the LO(R) block), instead of feeding back the local oscillator LO(E) that is embedded in the estimation module. This system works at two different rates, that is, in two different discrete-time domains: the mixer and the integrator works in the n domain with a rate r n , while the discriminator works in the k domain, with a rate r k = r n /L. Once the discriminator has estimated the instantaneous phase/frequency of the incoming signal, the carrier can be recovered by building a sinusoidal signal, x cr [n]. This is the recovered LO, denoted as LO(R), whose update rate is r k . In a DPLL, the LO(R) is also used to update the signal x L [n], then LO(E) and LO(R) coincide.
In our scheme we decouple LO(R) and LO(E), so as to design independently their denoising filters and update rates. This idea derives from the consideration that the update rate of LO(R) depends on the input dynamic, while the update rate of LO(E) depends on the frequency range the discriminator is able to process. It is evident that the two update rates are related, but the requirements can be different. Similar considerations can be done for the denoising filters.
Below we perform an analysis of the integrator and discriminator outputs which will help us to highlight the main factors that are needed to recover a continuous carrier. The analysis is performed in the ideal case of no noise. In this case, the integrator outputs of Figure 4 can be written in complex form as
where
In theory (5), should contain also a double frequency component, which, however, can be neglected as it is filtered out by the integrator. If Δ f (nT s ) is a constant Δ f , the summation in (5) can be written as a geometrical progression, from which a closed-form expression can be found. In fact by writing i = n − kL, (5) becomes
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Update? Yes whose instantaneous phase is
, then it is possible to write
This phase contains an integer number L k of cycles plus a fractional part, from which
In the classical DPLL schemes for GNSS applications, this phase is estimated at the time epochs n = kL, for k = 0, 1, . . ., as
where epoch k, (12) provides a phase value available at the discretetime instant (k + 1)L and representative of the instantaneous residual phase at the time instant
that is, the residual phase information is provided with a delay of (L + 1)/2. Notice that the recovered carrier x cr [n] has to be generated at each time instants t n = nT s , as indicated in (3). This means that the missing values of the instantaneous phase have to be evaluated in some way. This problem can be easily solved if the unknown frequency Δ f (nT s ) can be estimated from the outputs of the discriminator function (12), used for the instantaneous phase estimation. This part is described below. In order to estimate the instantaneous frequency, a quantity y ϕ [k]y * ϕ [k − 1] is at first evaluated, and then its phase is extracted using an arctan phase discriminator. This is the usual operation performed by a 4-quadrant arctan discriminator of the type, [2] ,
Although this discriminator is termed as maximum likelihood estimator by [2] , it is important to mention that this estimator only achieves the Cramer-Rao lower bound at a sufficiently high C/N o , as we have demonstrated in [11] . Notice that (14) provides the frequency value without evaluating the instantaneous phase, just applying the integrator output to (14). Another possibility for the frequency evaluation is to operate on the output of the phase discriminator given in (12) . However, since in a frequency discriminator only the phase difference is of interest, the discriminator given in (14) is generally more convenient, as it inherently reduces the phase wrapping problem [12] . Once the estimate of Δ f [k] is available, the carrier can be continuously recovered, at each instant, by the oscillator LO(R).
Before addressing the role of the filter in this scheme we want to highlight some limitations encountered when a carrier with a time varying Doppler frequency has to be tracked. The main problem with this type of scheme is that we cannot use it alone or without a closed loop updating because of the limited linear region of the discriminator function. In fact, as the difference Δ f [k] between the frequencies of the incoming and local carriers increases with time, the system tends to operate outside the linear region, where tracking is no longer possible. Moreover, this linear region reduces as the coherent integration time T increases. Therefore, it is not possible to track the frequency evolution without updating the frequency of the local oscillator LO(E). All the conventional discriminators exhibit the same behavior, as discussed in [2] .
As an example, Figure 5 shows the output of the discriminator, given by (14), for different integration times. This behavior is observed when we try to use the scheme, given in Figure 4 , for tracking a time varying input Doppler at C/N o = 50 dB-Hz.
Modified Scheme: Quasi Open Loop Scheme.
A possible method to overcome the problem of tracking a time varying frequency is to update the frequency of the local oscillator LO(E) after N epochs, instead of updating it at each epoch, as in the closed loop systems. This means that we are proposing a scheme working with three different rates, as opposed to the typical closed loop schemes working with two different rates. In the proposed scheme, shown in Figure 6 , the additional update rate of the LO(E) frequency, equal to r u = r k /N, is introduced.
The real motivation behind this three rate schemes is to make the integration time T and the NCO update interval independent of each other, obtaining in turn an additional degree of freedom. The latter allows us to ease the design of the loop, as it will be shown below. The system can be considered quasi-open, as it works as an open loop between two updating epochs.
Notice that in our scheme only the frequency of the NCO is updated, while the phase is kept continuous at each epoch, regardless of whether the updating is or is not applied. The value of N depends on the specific application. For example, in case of high dynamics we need to update the NCO frequency more frequently, so a smaller value of N is necessary. Furthermore, we can also decide to have either regular update intervals, that is, to update after each N epoch, or irregular intervals which depend on the incoming Doppler evolution. In this study we have only considered regular update intervals.
Choice and Design of Loop Filter.
The scheme of Figure 6 allows us to approach the design of the loop filter, taking into account that now its role is only to reduce the effect of noise on the frequency estimate. This is possible thanks to the available additional degree of freedom of the quasi-open scheme. The filter can be considered as a part of the discriminator, whose only task is to smooth the discriminator output. To this purpose, any reasonable choice of the filter structure and parameters can be adopted, taking into account the specific application. Since finite impulse response (FIR) filters are simple to design, always stable, relatively insensitive to quantization and can have linear phase, we decided to explore the possibility to use them for denoising.
The transfer function F sm (z) of an FIR filter is
where L sm denotes the number of taps and b i are the filter coefficients, which become b i = 1/L sm in the simplest case of a moving average (MA) filter. An MA-FIR filter is an excellent smoothing filter, but its frequency roll-off is slow and its stopband attenuation is ghastly, making it a scarcely effective low-pass filter. This is a typical result, as a digital filter can be generally optimized for time or frequency domain performance, but not for both. Since in our application the filter task is to mitigate the noise effect, the choice of an MA-FIR structure is justified. Notice that the purpose of this paper is to show the feasibility of a quasi-open architecture, then we did not concentrate on the optimization of the structure of the smoothing filter, which could be also implemented with infinite impulse response (IIR) filters or with more optimized versions of FIR filters. A possible consideration for choosing the type of filter could be to keep the computational complexity as low as possible. This complexity can be attributed to the number of operations (additions and multiplications) needed to compute the filter response. For digital filters, the computational complexity is more or less proportional to the number of filter coefficients. Usually, we need more than 5 taps to get good smoothing results in case of MA-FIR filters. With these values the computational complexity of a quasi-open loop scheme, which utilizes a smoothing MA-FIR filter, will be slightly higher than the one of an FLL utilizing 2nd order IIR filters. But, as mentioned above, we have many other advantages of using FIR filters as compared to IIR filters.
It is important to mention that the use of these filters changes the philosophy of the loop filter. As explained earlier, in a closed loop architecture the filter has a twofold task: one is to reduce the effect of the noise and the second one is to control the loop dynamics. In the schemes with a smoothing MA-FIR filter the loop dynamics is solely determined by the frequency discriminator. For example, it has been shown that the estimator proposed in (14) estimate is biased when we have to track an input frequency with a quadratic component [8] . This is not a problem in our scheme as we can accommodate a higher order dynamics by taking additional measures. For example, we can either change the design of the discriminator, as discussed in [13] , or we can insert a new block after the FIR filter to account for the higher dynamics. This problem has not been considered in this study, which is mainly devoted to the feasibility and performance of the quasi-open structure.
Results and Discussions
In this section we present some simulation results obtained by using this new type of quasi-open loop frequency estimator. We start from a basic scheme using an MA-FIR filter, we observe the results, and we introduce some modifications in the basic scheme to improve its performance. The system performance is described in terms of tracking jitter, also taking into account weak signal scenarios.
Some Implementation Aspects.
In the first simulation example, a GNSS-like signal was generated with a ramptype time-varying Doppler shift, with a slope of 10 Hz/s. The signal was processed by a quasi-open loop frequency estimator, followed by a smoothing MA-FIR filter with L sm = 10 taps. In the first stage (after switch-on) the system is completely open, and, after a time interval equal to the transient of the FIR filter, starts updating the loop. The updating is repeated at each integration interval NT.
The results with N = 20 are shown in Figure 7 , which shows that the proposed scheme is able to successfully track the input Doppler frequency 7(a).
However, observing the results of Figure 7 , we recognize that some problems are associated with this type of scheme. First of all, at each new update there is a jump in the discriminator output 7(c). These jumps give rise to undesired outliers which depend on the type of updating. These outliers can be compensated using the scheme shown in Figure 8 , which adopts a simple strategy to eliminate any kind of anomaly, based on the comparison between the current and the previous discriminator outputs, indicated in Figure 8 , respectively, as Δω k and Δω k−1 , and measured in rad units. The sudden jumps are eliminated by setting two thresholds p and q, whose values depend on the rate of the input Doppler frequency. We have set both of them equal to π in all the results presented in this paper. The The second problem associated to this type of scheme is related to the inherent time-transient of any FIR filter, which generates some regular slowly decreasing jumps at each new updating interval. This is due to the fact that the filter output experiences a transient, which vanishes only when the filter memory (equal to the filter length) is completely filled with input samples. This effect is clearly visible in Figure 9 with a time-variant length. The number of the taps is set to one at each new updating, and then it is gradually increased to reach the specified maximum value L sm . The results are presented in Figure 10 , where we can see that we have no more jumps in the output. At this point we have an architecture where it is possible to set the update rate of the NCO independently from the integration time. We have also demonstrated the feasibility of using an MA-FIR filter with a time-varying length as loop filter. The filter design is very easy and the resulting structure is always stable.
Performance of the Quasi-Open Scheme in User Dynamics.
The updating interval in the proposed scheme is strictly related to the dynamics under which the system has to work. In case of high dynamic applications the updating has to be applied more frequently, and this implies a smaller value of N, and vice versa. The dynamic range sustained by the quasi-open loop scheme does not only depend on N, but also on the linear region of the discriminator in (14), which, in turn, depends on the integration time T. We can relate the linear range of the discriminator, denoted by Δ D (for a given T), and the rate of change of the input Doppler frequency, denoted byḟ d and expressed in Hz/s aṡ As an example, for T = 10 ms, the linear range of the discriminator is about Δ D = 100 Hz (from −50 Hz to 50 Hz in Figure 5 ). Thus, for T = 10 ms and N = 20, the maximum Doppler variation that can be tracked successfully by the quasi-open loop scheme is given bẏ
If the input Doppler variation exceeds this value, then the quasi-open loop is not able to track the incoming frequency. The problem can be solved by updating the NCO frequency more often. This can be achieved by decreasing the value of N.
Tracking Jitter Performance.
We carried out some simulation experiments to examine the tracking jitter performance of the proposed quasi-open loop scheme and we compared it with the theoretical jitter of a classical FLL. The results shown in Figure 11 were obtained for different integration times T and different C/N o , by keeping the number L sm of the MA-FIR filter taps constant, and by updating the NCO (local oscillator LO(E)) frequency after N = 20 epochs. In this way we were able to analyze the effect of increasing the integration time on the jitter performance.
To compare the results with those of a traditional closed loop scheme, we used the formula of the theoretical FLL tracking jitter, due to thermal noise, given in [2] , that is
These values are also shown in Figure 11 for different integration times, and for a loop noise bandwidth B = 10 Hz. The choice of the loop noise bandwidth suitable for comparison is not an easy task and will be discussed in the next section. It is clear from the obtained results that the tracking jitter performance of the quasi-open loop is better than that of an FLL for all the integration times at high C/N o , but the performance degrades at low C/N o . The main reason for this could be the poor quality of the frequency estimator (14) at a low C/N o .
Loop Noise Bandwidth versus Filter Taps.
In this section, we discuss the equivalence between the loop noise bandwidth B of the closed loop schemes and the number L sm of the filter taps in a quasi-open loop. In traditional closed loop schemes, like FLLs, the parameter B controls both the amount of noise rejected by the loop and the dynamic stress. If we increase B, the loop can sustain more dynamics, but more noise also affects the system, and vice versa.
A similar role is played by the number L sm of filter taps in a quasi-open scheme. Increasing L sm implies more smoothing, but imposes some constraints on the update interval N, which should be larger than L sm . In fact, if N < L sm the filter never attains steady-state, thereby reducing the effectiveness of the smoothing, which will be incomplete. In other words, since the number of taps is variable and is set to one at each new update, the maximum number of taps will be N instead of L sm . Another constraint on the value of N is the dynamic stress which can be sustained by the quasi-open loop scheme.
The equivalence between B and L sm can be seen in Figure 12 , which shows the tracking jitter curves for both schemes, with different values of B for the FLL and different values of L sm for the quasi-open scheme. The curves were obtained by keeping the integration time constant. By observing these curves we can get an idea of the number of taps of the MA-FIR filter required to achieve the same jitter performance of an FLL with a given noise bandwidth. As shown in Figure 12 , the jitter performance improves as L sm increases, and B decreases.
It is very difficult to find the exact equivalence between these two parameters from these results. However, since we are usually interested in low C/N o regions, we can somehow relate the two parameters. For example, to obtain the same performance of an FLL with B = 10 Hz, we need an MA-FIR filter with L sm = 20 taps for T = 1 ms. On the other hand, for B = 1 Hz, the number of taps has to be L sm = 50, which is quite complex in terms of computational cost. So, a reasonable choice could be to fix an approximate limit of L sm ≤ 20. In this way we will get almost the same performance of an FLL with B = 10 Hz.
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In the following section we adopt this equivalence between B and L sm , and, based on this, we show the advantages obtained with a quasi-open loop scheme in weak signal conditions.
Weak Signal Performance.
In this section, we demonstrate that, by using a quasi-open scheme, we can work with extended coherent integration times which otherwise would not be possible with closed loop schemes under the same conditions, because of the resulting loop filter instability.
In the first simulation experiment, we again considered an incoming signal with a ramp-type Doppler frequency with a slope of 10 Hz/s, and with C/N o = 40 dB-Hz. Although this is not a weak signal, we started with this value to better highlight the performance of both schemes, FLL and quasiopen loop, when they work under the same conditions. We set the update interval to N = 20, and the number of filter taps to L sm = 10. For this choice of L sm , a reasonable value of the FLL noise bandwidth could be around B = 10 Hz, as discussed in Section 5.4. The tracking results are shown in Figure 13 for T = 30 ms. Under these conditions BT = 0.3, which is high enough for the loop filter to become unstable. For the quasi-open loop scheme we can extend the integration time even more as long as the condition (16) Figure 14 . Again we observe the same situation observed in Figure 13 : the FLL is no longer able to track the carrier, because of the loop filter instability, while the proposed scheme works well and successfully tracks the incoming Doppler variation. 
Conclusion
A novel quasi-open loop architecture has been proposed for tracking the frequency of received GNSS signals. The proposed architecture works with three different rates, unlike the classical closed loop schemes, PLLs and FLLs, which work with two different rates. The additional degree of freedom of the quasi-open scheme enables us to ease the design of the loop filter. Simulation results show that it is possible to design this filter with an FIR structure, by adopting some very simple rules for the design. Moreover, the system results advantageous also in terms of stability when compared to a traditional closed loop architecture. It is also important to mention that if this type of scheme is used with classical DPLL schemes in an assisted manner, then a lower bandwidth and higher coherent integration times can be utilized in DPLL to track the incoming carrier in very weak signal conditions.
