In this paper, we present the block Markov superposition transmission of BCH (BMST-BCH) codes, which can be constructed to obtain a very low error floor. To reduce the implementation complexity, we design a low complexity iterative sliding-window decoding algorithm, in which only binary and/or erasure messages are processed and exchanged between processing units. The error floor can be predicted by the proposed genie-aided lower bounds, while the waterfall performance can be analyzed by the density evolution method. To evaluate the error floor of the constructed BMST-BCH codes at a very low bit error rate (BER) region, we propose a fast simulation approach. Numerical results show that, at a target BER of 10 −15 , the proposed BMST-BCH code with hard-decision can achieve a net coding gain (NCG) of 10.55 dB with 25% overhead, while a soft-decision design can yield an NCG of 10.74 dB. The construction of BMST-BCH codes is flexible to trade off latency against performance at all overheads of interest and may find applications in optical transport networks as an attractive candidate.
I. INTRODUCTION
I N MODERN optical transport networks (OTN), forward error correction (FEC) plays a key role in ensuring reliable transmission. Since the first FEC scheme was introduced into optical communications by Grover [1] in 1988, the FEC schemes used in OTN can be classified in three generations [2] , [3] . The first-generation FEC schemes use conventional hard-decision block codes, such as Hamming codes, Reed-Solomon (RS) codes and Bose-Chaudhuri-Hocquenghem (BCH) codes. For example, the RS [255, 239] code was recommended for long-haul optical transmission as defined by ITU-T G.709 standard [4] . This code generation is expected to yield a net coding gain (NCG) of 6 dB at an Manuscript output BER about 10 −12 , which has been successfully used in the 2.5 G transmission system [5] . The second-generation FEC schemes also use hard-decision decoding (HDD). Concatenated product code structures are used to obtain high NCG at an output BER of 10 −15 . RS codes and BCH codes are often taken as component codes, e.g., with 7% overhead, the RS-CSOC (convolutional self-orthogonal code) having an NCG of 8.3 dB [6] , the RS-BCH product code having an NCG of 8.67 dB, and the BCH-BCH product code having an NCG of 9.24 dB [7] . The third-generation FEC schemes use the technique of soft-decision decoding (SDD), of which block turbo codes (BTC) and LDPC codes are the two competing classes [8] . The error correction capability can be further improved by a soft-decision FEC. However, depending on applications, hard-decision FEC schemes are still preferred in some scenarios (say, highly integrated transceivers for data center interconnects).
Recently, new hard-decision FEC schemes have been presented, such as staircase codes [9] and braided BCH codes [10] , which can be considered as convolutional product codes. These codes can also be considered as spatially coupled generalized LDPC (SC-GLDPC) codes [11] , [12] , where the parity check equations are not confined in a single codeword but extend to adjacent codewords. By using iterative HDD, they can approach the capacity of the binary symmetric channel (BSC) in the high-rate regime [13] . In particular, with 6.7% overhead, the staircase code presented in [9] achieves an NCG of 9.41 dB at the output BER of 10 −15 .
In this paper, we use the block Markov superposition transmission (BMST) system [14] to construct high-performing FEC. As shown in [15] , BMST codes are closely related to the spatially coupled LDPC (SC-LDPC) codes. SC-LDPC codes are constructed by spatially coupling the parity-check matrices of block LDPC codes, while BMST systems are constructed by spatially coupling the generator matrices of the component codes. The performance of BMST codes can be predicted by a simple genie-aided bound [15] , and good BMST codes can be constructed following the general procedure given in [16] . To construct FEC with high rates and achieving very low error probabilities, we employ (possibly shortened) BCH codes as component codes. With this setup, BMST codes are then closely related to staircase codes and braided block codes [17] . The difference is also obvious. For staircase codes, information bits are encoded twice, once by the horizontal component encoder and the other time by the vertical component encoder. In contrast, the information bits of BMST-BCH codes are only encoded once by the component encoder but "transmitted" multiple times by superimposing them (in random order) onto adjacent coded blocks.
The main contributions of this paper are as follows. 1) A new type of convolutional BCH codes is proposed, in which short BCH codes are embedded into the BMST system, resulting in BMST-BCH codes. BMST-BCH codes are constructed by spatially coupling the generator matrices of BCH codes, which are closely related to the SC-LDPC codes constructed by spatially coupling the parity-check matrices of block LDPC codes. We show by simulation that, by adjusting the Cartesian product order of the component BCH codes and the encoding memory of the BMST system, the construction is flexible to trade off latency against performance. 2) A low complexity iterative sliding-window decoding (SWD) algorithm is presented in which binary and/or erasure messages are processed and exchanged between nodes. This is the main difference between BMST-BCH codes and the BMST codes with other types of basic codes. This difference is attributed to two facts. On the one hand, efficient erasures-and-errors decoding (EED) algorithms, such as the Berlekamp-Massey algorithm, can be applied to component BCH codes. On the other hand, in some applications, only binary and/or erasure messages are available. In this case, BCH codes are preferred for achieving extremely low error floors with short encoding memory. As an extended version of [18] , we have made the following new contributions in this paper.
3) Following the mutual information criterion, we introduce a three-level quantization instead of hard decision, by which we obtain extra coding gain without significantly increasing the decoding complexity. 4) The genie-aided bounds derived in [18] are extended to noisy genie-aided bounds for the purpose of predicting more accurately the performance behavior. We also extend the DE analysis to BMST-BCH codes with a general encoding memory m. 5) The impacts of the parameters on performance are analyzed and verified by simulations. Based on these observations, we present a procedure to search good BMST-BCH codes with an extremely low error floor. The rest of this paper is organized as follows. The encoding and decoding scheme of BMST-BCH codes are introduced in Section II. The noisy genie-aided bounds and the DE analysis are presented in Section III, where also introduced is the fast simulation method for BCH codes. Numerical results are presented in Section IV. Finally, Section V summarizes this paper.
II. ENCODING AND DECODING OF BMST-BCH SYSTEMS

A. Channel Model
In this paper, we consider binary phase-shift keying (BPSK) signalling over additive white Gaussian noise (AWGN) channels, where bits are modulated to X ∈ {+1, −1}. Let Z denote the received signal with Z = X + W , where W is a normal distributed random variable with mean zero. For ease of implementation, we make a soft decision with a three-level quantization,
where T is a non-negative threshold to be determined, Y represents the soft decision output and the symbol e represents a bit erasure. Hence, the channel model is equivalent to a binary symmetric erasure channel (BSEC) with input alphabet F 2 = {0, 1} and output alphabet {0, 1, e}. Such a channel can be characterized by a probability vector (p 0 , p 1 , p e ), where p 0 is the probability of a bit being correctly transmitted, p 1 is the probability of bit error and p e is the probability of bit erasure. These parameters can be calculated as
where σ is the standard deviation of the Gaussian noise, and the Q-function is defined as
Obviously, different threshold T results in different BSEC. In particular, in the case when T = 0, the channel is reduced to a BSC with p e = 0 and p 1 = Q 1 σ . In this paper, following [20] , an SNR-dependent threshold T is used, which is numerically optimized according to the mutual information (MI) criterion. For an independent and uniformly distributed information source, the MI of BSEC can be calculated as
For a given SNR, the parameters p 0 , p 1 and p e are functions of T . Hence, the threshold T can be optimized by
With the optimized threshold, the capacity of the BSEC is shown in Fig. 1 . Also shown are the capacities of the BSC and the original channel. As observed from Fig. 1 , around rate 0.8, the three-level quantization can potentially bring an extra coding gain about 0.6 dB over hard decision.
B. Encoding of BMST-BCH Systems
Let BCH [n, k, t] be a binary systematic BCH code, where n is the code length, k is the code dimension and t is the decoding radius. By definition, the code rate is R k n , and the overhead (OH) is calculated as n−k k . Given a positive integer B, we take BCH [n, k, t] B , the B-fold Cartesian product of BCH [n, k, t], as basic code to build the BMST system. Let u (0) , u (1) 
The encoding algorithm of BMST-BCH with memory m is described in Algorithm 1, see Fig. 2 for reference. Remarks: The code rate is kL n(L+m) , which is slightly less than that of the basic code. However, the rate loss is negligible for the case when m L. Also notice that the interleave Π 0 is optional and can be chosen as identical transformation.
From the encoding, we see that a data block u (s) is encoded only once but the corresponding coded block v (s) is "transmitted" m + 1 times in an interleaved superposition manner. This is different from staircase codes, in which a data block is usually protected (encoded) by both the horizonal and the vertical component codes. Another subtle difference is their relations to SC-LDPC codes. It has been illustrated that staircase codes can be viewed as a class of SC-GLDPC codes [12] , while it is more convenient to describe BMST-BCH codes by generator matrices. Generally, as discussed in [15] , [16] , and [19] , BMST codes are spatially coupled generator-matrix codes, which have many analogies with but are not the same as SC-LDPC codes. Actually, a BMST code has a block lower triangular parity-check matrix, as shown in [15, eq. (6) ], and hence cannot be viewed conventionally as an SC-LDPC code. However, with more effort, we can also view the BMST-BCH codes as SC-GLDPC codes. To this end, we treat (v (0) , c (0) , v (1) , c (1) , . . . , v (L+m−1) , c (L+m−1) ) as a codeword with the components v (0) , v (1) , . . . , v (L+m−1) punctured during transmission. Then the parity-check matrix of a BMST code can be written as
where
For a BMST-BCH code,
where H is the parity-check matrix of the component BCH code. Given H BMST , we can define a bipartite graph for the purpose of decoding and DE analysis. However, since there exist a large number of punctured nodes, we prefer to use a normal graph as described in the next section.
C. Sliding-Window Decoding Algorithm
As a special class of BMST codes, BMST-BCH codes can be represented by a normal graph [15] , where edges represent variables and vertices (nodes) represent constraints. The iterative SWD algorithm with decoding delay d can be described as a message passing algorithm over a subgraph containing d + 1 layers, where each layer consists of a node of type C , a node of type = , m + 1 nodes of type Π , and a node of type + . See Fig. 3 for reference.
Different from traditional soft information belief propagation algorithm, only binary and/or erasure messages are processed and exchanged between processing units. For the component BCH code, an erasures-and-errors decoder is assumed to correct both erasures and errors. In the case when the number i of occurrences of errors and the number j of occurrences of erasures satisfy 2i + j 2t, the erasures-anderrors decoder outputs the transmitted codeword and declares a decoding success. In the other case, the erasures-and-errors decoder may declare a decoding success, corresponding to a miscorrection (an undetected error), or a decoding failure, corresponding to a detected error.
The decoding algorithm starts from nodes of type + , which are connected to channels with received messages y (s) , the noisy versions of c (s) .
• Node + : This type of nodes have m + 2 edges, where m + 1 edges are connected to nodes of Π , which carry the messages of w's, and a half-edge is connected to the channel output y. To make this simpler, we use the notation for the i-th edge with the input messages x i ∈ {0, 1, e} nB and the output messages z i ∈ {0, 1, e} nB , for 0 i m + 1, without distinguishing the two types of edges. We define a binary operator on {0, 1, e} as
where ⊕ represents the addition over F 2 . Given the input messages x i , 0 i m + 1, the output messages z i are calculated by summing up the corresponding input messages from the other edges,
• Node Π i : The node Π i represents the i-th interleaver, which interleaves or de-interleaves the input messages. • Node = : With a slight abuse of notation, we still use x i and z i to denote, respectively, the input messages and output messages associated with the i-th edge, for 0 i m + 1. For convenience, the edge connected to node C is numbered by i = 0. For = → C , theth component of the output message z 0 is calculated by voting as
• Node C : Given that the messages from node = are available, the node C performs an EED algorithm to compute the extrinsic messages. Specifically, the decoder outputs a codeword if it is successful or a sequence of erasures e = (e, e, . . . , e) otherwise. Remark: For the nodes + and = with m + 2 edges connected, by using the "partial sum" technique presented in [21, Sec. 5.4] , only 3m binary operations for vectors are needed for each node processing.
The decoding algorithm is summarized in Algorithm 2 as follows. Note that the decoder proceeds layer by layer, where the decoding processes are the same for each layer in the forward recursion and the backward recursion.
D. Complexity Analysis
We will show with numerical examples that the encoding memory can be chosen as a small value to fulfill the performance requirement by choosing properly the component BCH code. For the encoding scheme, as seen in Fig. 2 , binary messages are processed by a basic code encoder, m registers, m + 1 interleavers and m adders. Thus, the encoding complexity has the same order as the component BCH code.
For the decoding scheme, as seen in Fig. 3 , only simple operations are carried out at nodes + and = . Consequently, the computational complexity of message processing at nodes + and = of degree m + 2 is much less than the decoding complexity of the component BCH code, roughly O(n 2 ) [22] . On the other hand, the B-folds of component BCH codes are independent of each other, in which parallel processing can be implemented in the encoding/decoding schemes for the basic codes. As a result, the encoding/decoding complexity of BMST-BCH codes, when averaged over the data length, is almost linear with that of the component BCH code. Moreover, the computational complexity can be further reduced by implementing a lookup-table-based decoder as described in [9] .
At first glance, it seems that BMST-BCH codes may have a higher complexity than staircase codes due to the additional message processing at nodes + and = . However, given coding rates and decoding delays, the staircase codes usually require longer component BCH codes, which results in either a higher computational complexity or a bigger lookup table for the basic code decoder. In summary, BMST-BCH codes have a similar implementation complexity to staircase codes.
III. PERFORMANCE ANALYSIS
To analyze the BER performance of BMST-BCH codes, we present both the genie-aided bounds and the DE analysis. As we will show by simulations, the DE analysis not only 
. . , 0, the (s+ i)-th layer performs a message passing algorithm scheduled as
c) HDD output: If a decoding success at node C is declared, the recovered information is output, or if a decoding failure is declared, the systematic part of the messages from = is output directly. In the latter case, each message e in the systematic part is replaced independently and uniformly at random by either 0 or 1. If the output messages at node C stay unchanged for some iteration I > 1, exit the iteration.
3) Cancelation: Remove the effect ofv (s) on all layers
by updating the input messages as
for i = 1, 2, · · · , m. Here we use the notation with a hat sign (ˆ) to denote the corresponding estimated messages according to the decoder output.
verifies the achievability of the genie-aided lower bound, but also confirms the near-optimality of the choice of the decoding delay d = 2m. To overcome the difficulty caused by the conventional time-consuming simulations, we propose a fast simulation approach as an essential tool to evaluate the bounds and the DE thresholds.
A. Fast Simulation Approach for BCH Codes
It is typically time-consuming to simulate the performance of a code in the extremely low error region. To overcome this problem, we write the BER as
where P i,j is the probability that the channel introduces i errors and j erasures to the transmitted BCH codeword of length n, and BER i,j is the conditional BER given that Algorithm 3 Monte Carlo Simulation of μ i,j and λ i,j for BCH [n, k, t] for given (i, j) ∈ {(i, j)|2i + j > 2t, j 2t}
• Initialization: Set a sampling size S. Initialize the counters n 1 = 0, n 2 = 0. • Iteration: For s = 1, 2, . . . , S, 1) Generate in a totally random manner a vector v ∈ {0, 1, e} n , consisting of n − i − j components of value 0, i components of value 1 and j components of value e. 2) Decode v by the EED algorithm. a) For the case of decoding success, increase the counter n 1 by the Hamming weight of the output codeword. b) For the case of decoding failure, increase the counter n 2 by one.
these errors and erasures are uniformly distributed. For a BSEC (p 0 , p 1 , p e ), it is not difficult to check that P i,j has a closed form as
Recall that the erasures are replaced by random bits in the case of decoding failure. Thus, the conditional error probability BER i,j can be written as
where μ i,j is the bit error rate associated with the successful decoding (i.e., the ratio between the number of bit errors of successful decoding and the total number of information bits), and λ i,j is the probability of decoding failure. It can be checked that μ i,j = 0, λ i,j = 0, for 2i + j 2t.
For the remaining cases when 2i+j > 2t and j 2t, μ i,j and λ i,j can be estimated efficiently with Monte Carlo simulations (described in Algorithm 3) by imposing uniformly at random i errors and j erasures on a codeword. Remark: It is worth pointing out that, by definition, μ i,j , λ i,j and BER i,j depend only on the code structure and are independent of the channel parameters. We assume in the sequel that these values are available.
B. Noisy Genie-Aided Bounds
The genie-aided lower bound is derived by assuming all but one layer are perfectly known at the basic code decoders. In this subsection, we extend the idea and propose the noisy genie-aided bounds, in which a genie tells the decoder messages from other layers, however, with each digit being flipped independently with a certain probability. More formally, let w = {w (s ,i) 
i m} be the messages to the nodes of type + from the nodes of type Π that are connected to all but the s-th layer (see Fig. 3 for reference). We assume that w are available at the decoder but with each digit being flipped independently with probability p g . From the view of the basic code decoder on the s-th layer, this assumption is equivalent to saying that the codeword v (s) is transmitted m + 1 times over the BSEC (p 0 ,p 1 ,p e ), wherê
andp e = p e .
Hence, after message processing at node = , the BCH decoder is faced with a BSEC (p 0 ,p 1 ,p e ), wherẽ
andp
The lower bound of the BMST-BCH system is then calculated according to (14) with P i,j = f i,j (p 0 ,p 1 ,p e ) as expressed in (15) . We can see that the genie-aided lower bound discussed in [18] is the special case with p g = 0.
Remark: In practice, the noisy genie-aided bounds can be used in a heuristic way as below. During the iterative decoding, if the erroneous messages from the adjacent layers are sparse enough (thus can be approximated as i.i.d. after (de)interleaving), the performance of the target layer is then predictable by the noisy genie-aided bounds.
C. Density Evolution
Density evolution is a tool to predict the iterative decoding performance of asymptotically long codes in the waterfall region by simulation on the decoding process under a cyclefree graph assumption by tracking how the probability densities of the exchanged messages evolve with iterations. For BMST-BCH codes, the DE analysis is different from that presented in [13] in the following two aspects. Firstly, an erasure message is allowed and a probability vector (α, β, γ) is used to represent the distribution of the propagating messages in the decoding algorithm, where α is the probability of a bit being correct, β is the probability of bit flipping error and γ is the probability of bit erasure. Secondly, we will not ignore the case of miscorrection and do not assume the availability of the weight spectrum.
As a slight generalization of the DE analysis for m = 2 presented in [18] , we consider a general encoding memory m 1. Denote the index set I = {0, 1, . . . , m}, which labels the input edges. With a preset target BER, the DE analysis algorithm is shown as follows.
Algorithm 4 DE Analysis for SWD of BMST-BCH Code
• Initialization: Set a maximum number of iterations I max .
All messages over the half-edges (connected to the channel) are initialized as (p 0 , p 1 , p e ), and all the messages over the edges are initialized as (0, 0, 1). • Sliding window: For each window position, the d + 1
decoding layers perform iteratively (see below) message passing layer-by-layer according to the schedule,
Iteration: For I = 1, 2, . . . , I max , 1) Node + : At most m+2 edges are connected to a node + in total. For each edge, given the input messages {(α , β , γ ), ∈ I} from the other edges, the extrinsic output messages can be calculated as
(25)
(26)
2) Node = : From = to C , given the input messages {(α , β , γ ), ∈ I} from the other edges, the extrinsic output messages can be calculated as {(α , β , γ ) , ∈ I} from the other edges (label the input message from node C with index 0), the output messages are given by
Algorithm 4 (Continued.) DE Analysis for SWD of BMST-BCH Code
3) Node C : Given the input messages (α, β, γ) from node = , the output messages can be calculated as
After I max iterations, if the estimated BER is no greater than the target BER, a local decoding success is declared, the window position is shifted, and the decoding continues. Otherwise, a decoding failure is declared and the decoding terminates.
A complete decoding success is declared if and only if all the L layers declare decoding success. A threshold for a target BER is defined as the minimum SNR that guarantees a complete decoding success, which can be found numerically by Algorithm 4.
IV. NUMERICAL RESULTS
All the simulations in this section are conducted by assuming BPSK modulation and AWGN channels. As mentioned in Section II, for HDD, the channel is modeled as a BSC, equivalent to a BSEC with p 1 = Q( 2E b R/N 0 ), p e = 0 and p 0 = 1 − p 1 . In this setting of HDD, the external messages received by the SWD are binary only, while the internal messages processed and exchanged by the SWD can be erasures in the case of decoding failure at some node C . For EED, the channel is equivalent to a BSEC as described in (2)-(4), where the threshold T is selected as the one maximizing the mutual information.
A. Effectiveness of Proposed Evaluations
In this subsection, a toy example is simulated to show the effectiveness of the proposed evaluation methods. To this end, we take 10 −3 ∼ 10 −5 as target BERs, at which the fast simulation can be compared with the traditional simulation since both of them are implementable with a reasonable amount of computational resource. The simulation results are shown in Fig. 4 . We see that the proposed fast simulation approaches match well with the traditional simulation approaches for both HDD and EED. As expected, the EED of the BMST-BCH code leads to a lower error floor and a better waterfall when compared with HDD. We also see that the DE thresholds coincide with the lower bounds in the error floor region, suggesting that the bounds are tight. In addition, we observe that the proposed simulation approaches can evaluate efficiently the performance around BER of 10 −15 .
B. Impact of Parameters on Performance
In this subsection, we show by numerical results (including simulation, DE analysis and genie-aided lower bounds) how the performance is affected by the parameters such as the encoding memory m, the decoding delay d, the Cartesian product order B, and the component BCH code. As a general methodology, impacts on performance are investigated by varying some parameters while fixing others.
Example 2 (Cartesian Product Order): In this example, we take the BCH [660, 550, 11] as component code and fix the encoding memory as two. The simulation results are shown in Fig. 5 . The curves are so steep in the waterfall region that we are not able to locate the required SNR at BER around 10 −5 even with a step of 0.01 dB. The BER around 10 −8 is then estimated since we have simulated about 10 10 bits but no errors are catched. However, both the genieaided lower bound and the DE analysis indicate an NCG 1 of 10.48 dB. In the finite length regime with B = 100, the NCG is reduced to around 10.25 dB by the extrapolation based on the available simulated results, which is slightly less than 10.41 dB, the NCG of the staircase code given in [23] with a similar latency. This minor degradation of performance, however, is rewarded with an easy way to make trade-offs 1 Notice that the required E b /N 0 for the uncoded system at the BER of 10 −15 is 15.0 dB. between latency and performance. That is, the performance can be improved further to approach the DE threshold by simply increasing B. Also notice that the noisy genie-aided bounds with p g < 10 −3 approach the genie-aided lower bound. This somehow explains why the simulation curves are so steep. Once the error probability of the messages from adjacent layers during the iterations drops below 10 −3 , the target layer may have almost the same performance as predicted by the genie-aided lower bound.
Example 3 (Encoding Memory and Decoding Delay): In this example, the BMST-BCH systems are constructed by using the BCH [126, 105, 3] as component code with varied encoding memory and decoding delay. The genie-aided lower bounds and the DE analysis of EED are shown in Fig. 6 . The curves have similar behavior to other BMST systems [19] . With encoding memory fixed, the DE performance improves as the decoding delay d increases. However, when d 2m, the performance improvement is getting saturated as imposed by the genie-aided lower bound, suggesting that the SWD algorithm with decoding delay d = 2m is nearly optimal. Therefore, we set d = 2m in the sequel. We also see that, as predicted by the genie-aided lower bound, the error floor can be lowered down by increasing the encoding memory.
Example 4 (Designed Distance of Component BCH Code): In this example, BCH codes defined over GF (2 9 ) are shortened to adapt the BMST systems with 20% overhead. The simulation results are shown in Fig. 7 To achieve the target BER of 10 −15 , we set m = 3 for the former two codes and m = 2 for the latter two codes. The simulation results show that these codes have a similar BER performance. We can see that, with encoding memory fixed, a BMST-BCH code may have a slightly better performance as the decoding radius of the component BCH code decreases.
Example 5 (Field Size of Component BCH Code): In this example, BCH codes defined over different fields but with the same decoding radius of 3 are shortened to adapt the BMST systems with 20% overhead. The simulation results are shown in Fig. 8 484, 3] . We see that these three systems have similar lower bounds but non-negligible different waterfall performance. The component code over a larger field results in a slightly better lower bound but a worse threshold.
C. Comparison With Staircase Codes
With the help of the density evolution analysis and the genie-aided lower bound, the BMST-BCH codes are easily configured and efficiently optimized. Given an overhead and a decoding latency, we have the following procedure to search a good code with an extremely low error floor. 1) List as candidates all BCH codes (with moderate code length) that satisfy (after shortening if necessary) the overhead requirement. 2) For each candidate BCH code, select an encoding memory such that the genie-aided lower bound (obtainable by the fast simulation) lies below the target BER in the SNR region around one dB away from the Shannon limit. 3) Take as component the BCH code (along with the selected encoding memory) that has an acceptable waterfall performance (predicted by DE analysis with fast simulation). 4) Calculate the Cartesian product order under the restriction of the decoding latency. Example 6: Following the above construction procedure, we have designed BMST-BCH codes to target the BER of 10 −15 with NCGs as high as possible. For comparison, the decoding latency are set to be almost the same as the staircase codes reported in [23] . The simulation results of both the staircase codes and the BMST-BCH codes with Fig. 10 . Performance of the BMST-BCH codes with 20% overhead. Fig. 11 . Performance of the BMST-BCH codes with 25% overhead. 16 .7%, 20% and 25% overhead are shown in Fig. 9, Fig. 10 and Fig. 11 , respectively. We can see that the curves of the BMST-BCH codes in the waterfall region are steeper than the staircase codes. Due to limited computing resources and simulation time, we estimate the NCGs by extrapolation based on the simulation results. The NCGs are tabulated in Table I , which also includes the performance of staircase codes reported in [23] . We can see that the BMST-BCH codes with HDD have NCGs of 10.32 dB, 10.53 dB and 10.55 dB with 16.7%, 20% and 25% overhead, respectively, which are comparable to the staircase codes. Not surprisingly, the BMST-BCH codes designed for EED improve the NCGs by about 0.2 dB. Finally, it is worth pointing out that, as predicted by the DE analysis and evidenced by previous examples, the NCGs can be further improved by increasing the Cartesian product order B. This flexibility in trading off between the performance and the decoding delay is a figure of merit of the BMST-BCH codes. Another flexibility (evidenced by Fig. 6 ) is that the error floor can be easily lowered from 10 −15 down to 10 −20 by increasing the encoding memory, as can be attractive for next generation optical communication systems. As a final remark, we notice that BMST-BCH codes have a similar decoding complexity to the staircase codes, as evidenced by the codes with overhead 25%. In this case, the BMST-BCH code requires 375 * 17 = 6375 calls of BCH decoder for each iteration, while the staircase code requires 225 * 13 = 2925 calls. However, the BCH decoder of the BMST-BCH code is implemented over GF(2 7 ) in contrast to that of staircase code over GF (2 9 ).
V. CONCLUSION
We have proposed a new type of convolutional BCH codes by embedding short BCH codes into the BMST system, resulting in BMST-BCH codes. A low complexity iterative sliding-window decoding algorithm is also proposed and the NCG performance is analyzed by the genie-aided bounds and DE analysis. By adjusting the parameters of the BMST-BCH system, it is flexible to trade off encoding/decoding complexity against performance. We have presented a procedure to find good BMST-BCH codes for a given target BER. The simulation results show that BMST-BCH codes can achieve comparable NCG performance against staircase codes at a target BER of 10 −15 .
