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Spin-1 Bose-Einstein condensates present a wealth of physics, owing to the spin and superfluid
order they possess. In this work, we consider spin-1 condensates with antiferromagnetic
interactions, which favor the formation of spin-nematic order. Such condensates may exist in
an easy-plane polar phase, and can support various topological defects with associated mass
and spin currents. One defect of particular importance is the half-quantum vortex, which
possesses both mass and spin circulation. The half-quantum vortex is equivalently realized in
binary and easy-plane polar spin-1 condensates, and has been well-characterized theoretically,
and observed in experiments. Another defect of interest is the nematic spin vortex, which
possesses spin circulation, yet no mass circulation. The nematic spin vortex is thought to
be unstable against decay into a pair of half quantum vortices. However, prior to this work,
there was no general theory of nematic spin vortex stability.
In this thesis, we develop formalism describing the structure and excitation spectra of
axis-symmetric vortices in easy-plane polar spin-1 condensates. We apply this formalism
to systematically investigate the structure and linear stability of nematic spin vortices in a
uniform system, finding a parameter regime where they may exist as stable defects. We verify
our stability predictions with dynamical simulations.
Accurate numerical treatment of the stationary states and excitations of the nematic
spin vortex in a uniform system has proved challenging due to the interplay of unstable and
Nambu-Goldstone modes. Indeed, we found standard approaches to be ineffective. In this
research we have developed new numerical schemes to resolve this issue, ultimately arriving
at a robust approach able to provide sufficiently accurate results to illustrate the physics of
the system.
Investigation of our results should be possible in current experiments with sodium spin-1
condensates. Here the nematic spin vortices we describe could have implications for the
non-equilibrium dynamics following phase transitions between magnetic phases. Furthermore,
the numerical and analytic methods we have developed here will have immediate applications
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Bose-Einstein condensates (BECs) are superfluid quantum gases. A key aspect of this
superfluidity is the ability of BECs to host quantum vortices. A condensate composed of
atoms in a single spin state (i.e. a scalar BEC) is characterized by a complex scalar order
parameter Ψ = |Ψ|eiθ, and thus supports a single type of vortex associated with circulation of
the condensate global phase θ, namely a gauge vortex. Such vortices have a few key properties:
First, the vortex mass circulation is quantized. Second, the condensate density is vanishing
along the vortex core. Third, the condensate is irrotational everywhere except the vortex core.
Such vortices were first observed in 1999 [1], and have since been extensively studied (see for
example [2]). It is however possible for BECs to support a wide variety of vortices, which
need not have the aforementioned properties, if the system possesses an additional internal
degree of freedom. This is the case in spinor BECs.
Spinor Bose-Einstein condensates possess spin degrees of freedom, which arise from the
hyperfine splitting in the presence of an external magnetic field. Indeed, the atoms in a spinor
condensate may occupy any of the 2f + 1 magnetic sublevels of a given hyperfine manifold
f. As a consequence of this spin degree of freedom spinor condensates are characterized by
a multi-component order parameter Ψ ∈ C2f+1, with each component corresponding to a
magnetic sublevel. A spinor BEC was first observed in 1998 [3] using 23Na atoms in the f = 1
hyperfine manifold. Shortly after, seminal works detailing the Hamiltonian and corresponding
equations of motion of f = 1 condensates were produced by Ho, Ohmi, and Machida [4, 5].
Spinor BECs have since been observed with 87Rb (f = 1) [6], 23Na (f = 2) [7], 87Rb (f = 2) [8],
52Cr (f = 3) [9], and 7Li (f = 1) [10].
The various orientations of the multi-component order parameter in spin space allow
spinor condensates to possess a rich variety of ground-state phases and spin textures. This
wealth of physics has so far been explored primarily in spin-1 (i.e. f = 1) condensates, with
studies focusing on their spin dynamics [11–14], their variety of ground states and associated
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Figure 1.1: Left: Experimental images of ferromagnetic domains in a spinor condensate, emerging
following a quench into a transversely magnetized phase. Orientation (color) and magnitude (brightness)
of the transverse magnetization density are shown in (a). Right: A spontaneously formed polar-core
spin vortex is observed in the system. Transverse magnetization magnitude and orientation near a
polar-core spin vortex are shown in (c) and (d) respectively. Reproduced from Ref. [16].
quantum phase transitions [15, 16], and their ability to host a wide variety of topological
defects [17–21] (see for example Fig. 1.1). Of these defects, vortices have received particular
attention.
Spinor systems may possess varying degrees of spin rotational symmetry, dependent on
the condensate ground-state. As a result vortices in spinor BECs may be generated from
simultaneous spin and global phase rotations of the order parameter. This additional degree
of freedom gives spinor vortices a few key properties: First, this allows such vortices to have
a wide variety of corresponding spin textures, with both associated mass and spin currents
[22–26]. Second, not all condensate components need be singular at the vortex core, allowing
for the possibility of coreless vortices (i.e. skyrmions and merons). Such vortices have been
investigated theoretically in Refs. [27–34], and observed using phase imprinting/spin-rotation
methods [35–37]. Third, a vortex generated with simultaneous spin-space and global phase
rotations may have continuous or fractionally quantized mass circulation.
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Figure 1.2: Nematic textures of a HQV (a) and a NSV (b) in a quasi-2D EPP phase condensate. Rods
indicate the nematic director. Circles mark the vortex cores. Note that here the nematic director lies
in the plane perpendicular to the magnetic field axis.
1.1 Polar spin-1 condensates
Spin-1 condensates come in two varieties, dependent on the atomic species. Namely ferro-
magnetic and antiferromagnetic condensates, which energetically favor maximal and minimal
spin-density respectively. Ferromagnetic condensates exhibit spin ordering, i.e. they are
associated with spin textures formed from the spatial variation of a spin-density vector. In
contrast (un-magnetized) antiferromagnetic condensates exist in a polar phase with vanishing
spin-density, and instead exhibit nematic ordering, i.e. they are associated with nematic
textures formed from the spatial variation of an un-oriented nematic director [38, 39]. In this
thesis we restrict our attention to antiferromagnetic condensates.
There exists two polar phase ground-states, distinguished by the quadratic Zeeman
shift arising from the external magnetic field. For positive quadratic Zeeman energies the
ground-state is an easy-axis polar (EAP) phase in which the director lies along the magnetic
field axis. For negative quadratic Zeeman energies the ground-state is an easy-plane polar
(EPP) phase in which the director lies transverse to the magnetic field axis.
The nematic character of polar condensates has an important consequence: within an
EPP phase condensate a vortex may be generated by only a π winding of the nematic director,
owing to its un-oriented nature [see Fig. 1.2 (a)] [40, 41]. Such a vortex possesses only half
the mass circulation of a (singly quantized) gauge vortex in a scalar condensate, and is
hence referred to as a half-quantum vortex (HQV). We note that the observation of HQVs
in superfluid systems has proved difficult. For instance, despite HQVs being predicted to
exist in superfluid helium-3 in 1976 [42], they were not observed in this system until 2016
[43]. HQVs in EPP spin-1 condensates were first observed in 2015 [44]. The interactions of
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Figure 1.3: Experimental images of antiferromagnetic spin-1 condensates at various hold times following
EAP to EPP phase quenches to two values of the quadratic Zeeman energy q/h. (c) and (e) show
absorption images of the three condensate components labeled mz = 1, 0,−1 (following Stern-Gerlach
separation). (d) and (e) show the axial magnetization. HQVs are identified via their magnetized cores.
Reproduced from Ref. [46]
these HQVs were studied shortly after [45]. Recently, HQVs have been identified as playing
a significant role in the post-quench dynamics of polar spin-1 condensates, following both
transitions from the EAP to EPP phase [39, 46, 47] (see Fig. 1.3), and from the EPP to
EAP phase [48, 49]. In particular, HQVs are relevant defects of the coarsening dynamics and
emergence of spin-turbulence within polar spin-1 condensates.
1.2 Nematic spin vortices
In this work we investigate pure spin vortices in an EPP phase condensate characterized by
a 2π winding of the nematic director around the core [see Fig. 1.2 (b)]. We refer to these
objects as a nematic spin vortices (NSVs). These vortices are of interest due to their potential
significance in the post-quench dynamics of polar spin-1 condensates: NSVs can potentially
decay into a pair of HQVs [50], however if there exists a parameter regime in which NSVs
are sufficiently stable they may act as relevant defects, in addition to HQVs. We note that
NSVs have previously received attention in trapped systems due to their two-dimensional
(2D) meron texture [33, 34, 36, 37] (see also [26, 32]).
In this thesis we develop theory describing the core structure and excitation spectrum
of an axis-symmetric vortex in a quasi-2D EPP spin-1 condensate. We apply this theory
to investigate the core structure and stability of NSVs in a uniform system. Here the core
structure and stability may be characterized entirely by two parameters: the ratio of the
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(uniform) quadratic Zeeman energy and the condensate chemical potential, and the ratio of
the spin-dependent to spin-independent interactions. This allows us to perform a systematic
study of NSV properties over the full parameter space. We support our results with dynamical
simulations of NSVs in a 2D condensate within a flat-bottomed trap.
1.3 Numerical considerations
Attainment of accurate numerical descriptions of NSV structure and excitation spectra has
proved challenging. Indeed, the most time consuming aspect of this work was identification of
the issues, and the exploration of potential solutions. However, this process has resulted in
the development of a sufficiently capable numerical method.
The difficulty arises due to our consideration of a uniform system. This necessitates the
use of a numerical grid which finely resolves the vortex core, yet extends to an outer boundary
that is large in comparison to the vortex core size. This requirement is further enforced in
this work by the need for a numerical representation of the 2D radial Laplacian operator. As
the boundary conditions we require are not easily implemented with spectral methods, we
choose to represent this with finite-difference methods. Such methods however, in particular
the usual three-point finite-difference method, have a low order of accuracy in the numerical
grid point spacing. Furthermore, the modes of interest, which determine the NSV stability,
are in the same angular momentum class as the Nambu-Goldstone modes associated with the
breaking of translational symmetry by our choice of vortex origin. Inaccuracy in the numerical
representation of the 2D radial Laplacian operator typically couples these modes, resulting
in them all obtaining complex energies. This issue is exacerbated by the need for numerical
grids of large extent for accurate representation of the Nambu-Goldstone modes. When using
a three-point finite-difference method our numerical results converge as the grid range and
point density increase, however this convergence is sufficiently slow so that we cannot obtain
accurate results with our available computational resources.
We note there has been significant recent discussion of the issues associated with numerical
representation of the 2D radial Laplacian operator, e.g., see Refs. [51–53]. We have investigated
the treatments presented in Refs. [51, 52], but did not find them to be of significant benefit in
this work. However, we found the high-order (up to 8th order) derivative operators presented
in [53], which were derived for the purpose of simulating axis-symmetric wave propagation in
a cylindrical conduit filled with a viscous fluid, to be of use. In particular, their high-order
nature allowed us to obtain results of sufficient accuracy, with a much larger grid point spacing.
To our knowledge, this work is the first quantitative study of spinor vortex structure and
excitations in a uniform system. We expect the numerical scheme developed here to have
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wide applicability beyond the particular NSV we study in this thesis. Indeed, the issues we
encountered should arise for vortices in other uniform multi-component or spinor systems, e.g.
for the ferromagnetic polar-core vortex (e.g. see Fig. 1.1).
1.4 Thesis outline
The structure of this thesis is as follows. In Chapter 2 we present the formalism used in this
work to describe spin-1 condensates. This includes a derivation of the spin-1 BEC Hamiltonian,
in addition to the corresponding mean-field and Bogoliubov theory. This formalism is then
specialized to the case of an EPP phase condensate with an axis-symmetric vortex. In Chapter
3 we apply the formalism of Chapter 2 to a nematic spin vortex. This includes discussions of
NSV structure and stability. Supporting dynamical simulations are also presented. In Chapter
4 we discuss the numerical methods used to obtain the results of this work. Conclusions are
presented in Chapter 5.
1.5 Papers arising
The work in Chapter 3 has been published in Physical Review A [54].
9
Chapter 2
Theory of spin-1 Bose-Einstein
condensates
In this chapter we follow Refs. [55, 56] to provide the theory of spin-1 BECs relevant to this
work. We begin with a description of spin-1 systems and the corresponding Hamiltonian.
This is followed by an outline of the spin-1 BEC mean-field theory. Here we discuss the
spin-1 Gross-Pitaevskii equation and the mean-field ground states of a uniform polar spin-1
condensate. Following this, we provide a description of the relevant Bogoliubov theory. The
chapter concludes with an application of these results to vortices in EPP condensates.
2.1 Spin-1 BEC Hamiltonian
We consider a condensate of identical spin-1 bosons of mass M in the presence of a uniform
magnetic field ~B. We take this field to be aligned along the z−axis, which we choose as the
quantization axis. This system is described by the spinor boson field operator
Ψ̂(~r, t) = [Ψ̂1(~r, t), Ψ̂0(~r, t), Ψ̂−1(~r, t)]
T, (2.1)
whose components Ψ̂m(~r, t) are the field annihilation operators for a boson with magnetic
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Figure 2.1: Zeeman splitting of the f = 1 manifold of 87Rb, obtained via the Breit-Rabi formula [61,
62].
with δm,m′ denoting the Kronecker delta. The density and spin-density of the condensate are
expressed in terms of Ψ̂ as n̂ = Ψ̂†Ψ̂ and ~̂F = Ψ̂† ~fΨ̂ respectively, where ~f = (fx, fy, fz) is
the vector of spin-1 matrices.
The system Hamiltonian may be decomposed as Ĥ = ĤSP + ĤI, where ĤSP and ĤI
denote the single-particle and interaction Hamiltonians respectively.
2.1.1 Single-particle Hamiltonian
The single-particle Hamiltonian is composed of the kinetic energy and Zeeman shift terms.
For low magnetic fields the Zeeman splitting ∆E
(1)
m of the m sub-level is approximately linear
in | ~B|, given by
∆E(1)m ≈ gµBm| ~B|, (2.4)
where g is the appropriate Landé hyperfine g-factor and µB is the Bohr magneton [57].
However, for higher fields there is significant deviation from this linear behaviour (see Fig. 2.1),
which is described with an additional quadratic shift ∆E
(2)
m ∝ m2| ~B|2. We parametrize these
linear and quadratic shifts with the coefficients p and q respectively, so that the single-particle













where 1 denotes the identity matrix in spin space. Because the z-component of the condensate
magnetization is conserved the linear Zeeman shift can be negated. The quadratic shift q
however, remains a key parameter of the theory. Note q is tunable independent of p via
microwave dressing [58–60].
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2.1.2 Interaction Hamiltonian
In our treatment of the interaction Hamiltonian ĤI we follow the usual procedure of the
literature, and make the following assumptions:
1. We assume a very dilute system, so that we need only to consider binary interactions.
2. We neglect all magnetic dipole-dipole interactions, and assume that the range of the
remaining interactions is much less than the inter-particle spacing. Furthermore, we
assume the scattering potential of these short-range interactions is rotationally invariant.
3. We assume the incident collision energy is very low, so that we need only to consider
s-wave scattering.
The implications of approximations 2 and 3 are twofold: First, they guarantee the total spin
F ∈ {0, 1, 2} of a pair of interacting particles along a given quantization axis is conserved.










I describes the interactions in spin channel F . Second, they imply such interactions
may be characterised solely by the corresponding s-wave scattering lengths aF , so that the
scattering may be treated with the pseudo-potentials
V (F)(~r, ~r ′) =
4π~2aF
M
δ(~r − ~r ′). (2.7)
As the total spin F of an interacting particle pair is conserved, we proceed in a total-spin
basis. Suppose a pair of interacting particles in spin channel F has magnetic quantum numbers
m and m′, and total magnetic quantum number M = m+m′ ∈ {−F , . . . ,F}; we denote the
state of this pair in the total-spin and uncoupled bases by |F ,M〉 and |m,m′〉 respectively.
We describe such a pair with the operator ÂFM(~r, ~r
′) which annihilates a pair of bosons in
state |F ,M〉 at positions ~r and ~r ′. With this, noting that quantum statistics restricts the











d~r ′ V (F)(~r, ~r ′)Â†FM(~r, ~r
′)ÂFM(~r, ~r
′), (2.8)
where the function V (F)(~r, ~r ′) is the interaction potential between such a pair, which we take
to be the pseudo-potential given in Eq. (2.7).
This interaction Hamiltonian may be expressed in the uncoupled basis via use of the
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∣∣mm′〉 Ψ̂m(~r )Ψ̂m′(~r ′), (2.9)



























, (spin-density coupling constant) (2.11b)
The parameter cd is required to be positive for mechanical stability of the condensate, for if
cd were negative the system would favour maximizing the density, and would collapse (see,
for example [63]). We therefore consider cd > 0. The parameter cs may be either positive
or negative, depending on the atomic species of the condensate. For cs > 0 the system
favours minimal spin-density, while for cs < 0 it favours maximal spin-density; we denote the
interactions of the BEC in these cases as antiferromagnetic and ferromagnetic respectively.
In this work we consider cs > 0. Both cases have been experimentally realized, with
23Na
(antiferromagnetic) [3] and 87Rb (ferromagnetic) [6]. See Table 2.1 for details.
In addition to the density-dependent interactions analogous to those in a scalar BEC,
Eq. (2.10) describes spin-density dependent interactions. The most notable of these is the spin
exchange interaction in which two particles with magnetic quantum number m = 0 collide,





23Na 153.32± 1.60 [64] 2.47± 0.27 [14] 0.0161± 0.0018
87Rb 302.6± 0.3 [65] −1.07± 0.09 [66] −0.0035± 0.0003
Table 2.1: Experimentally obtained values of 3Mcd/4π~2 and 3Mcs/4π~2 for 23Na and 87Rb, given in
units of the Bohr radius. The ratio cs/cd is also given. For a more complete list of these quantities see
Refs. [55, 56].
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2.2 Mean-field theory of spin-1 BECs

























The mean-field theory of a spin-1 BEC is obtained by replacing the operators Ψ̂m with their

























within which we have defined the spinor order parameter
Ψ = [Ψ1,Ψ0,Ψ−1]
T, (2.14)
and the corresponding density
n = Ψ†Ψ (2.15)
and spin-density
~F = Ψ† ~fΨ. (2.16)
The components of ~F may be expressed in terms of the Ψm by nothing that, when expressed



















This gives the following:





















Fz = |Ψ1|2 − |Ψ−1|2. (2.21)







m ∈ {1, 0,−1}. (2.22)
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1 + pfz + qf
2




within which the summation is over the Cartesian indices α ∈ {x, y, z}.
The stationary states of the system are determined by minimizing the grand energy
K = E − µN − λMz. Here µ and λ are the chemical and magnetic potentials introduced
as Lagrange multipliers corresponding to the conservation of particle number N =
∫
d~r n
and z-magnetization Mz =
∫
d~r Fz respectively. With this procedure we see the stationary
solutions satisfy





 = C(t)ψ(~r ), (2.25)
where C is the diagonal matrix C(t) = diag[e−i(µ+λ)t/~, e−iµt/~, e−i(µ−λ)t/~], and
ψ = [ψ1, ψ0, ψ−1]
T is determined by the time-independent GPE:
L′ψ = (µ1 + λfz)ψ, (2.26)
with L′ ≡ C†LC.
2.2.1 Mean-field ground-states of a uniform unmagnetized antiferromag-
netic spin-1 BEC
The mean-field ground-states of a spin-1 condensate are determined by comparing the energies
of the stationary states obtained via Eq. (2.26). This is done for the case of a uniform system
in [55]. Here we restrict our attention to a uniform antiferromagnetic (cs > 0) system of
density nb with p = λ and |ψ1| = |ψ−1| (thus enforcing zero z-magnetization), and instead




















First consider the case of zero external magnetic field i.e. q = 0. Here K is minimized for
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The condensate density is determined by the chemical potential, with
µ = cdnb. (2.29)
However, as U(1) gauge and SO(3) spin rotations leave ~F 2 unchanged K will also be minimized















where θ and {α, β, γ} are the angles associated with the U(1) and SO(3) rotations respectively.
This is the polar (P) phase of a spin-1 BEC.
Now consider the case q 6= 0. The presence of the magnetic field partially breaks the
SO(3) symmetry of the grand energy K, so that the angle β in Eq. (2.30) is determined by
the sign of q. For q > 0 the system favors maximal population of the m = 0 component, so







 , with µ = cdnb. (2.31)
This is the easy-axis polar (EAP) phase. Suppose instead q < 0. Here the system favors












 , with µ = cdnb + q. (2.32)
This is the easy-plane polar (EPP) phase.
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2.2.2 Cartesian representation and nematic order
It is useful to represent polar (or EAP/EPP) phase spinors in the cartesian basis {|x〉 , |y〉 , |z〉},
defined by
fα |α〉 = 0, α ∈ {x, y, z}. (2.33)
In this basis an arbitrary spinor ψ takes the form









Inserting the polar spinor (2.30) we obtain
~ψP = e
iθ√nb~d, (2.35)
where we have introduced the nematic director
~d = (sinβ cosα, sinβ sinα, cosβ) . (2.36)
In the EAP phase ~d lies along the z-axis, while in the EPP phase ~d lies in the xy-plane. Note
the spinor ~ψP is invariant under the exchange θ → θ + π, ~d→ −~d. For this reason we may
take ~d as unoriented, making no distinction between ±~d.
2.3 Bogoliubov theory of spin-1 BECs
In this section we aim to describe the excitations of a state Ψ(~r, t). Provided these excitations
are small, this is accomplished via the spin-1 Bogoliubov theory. We begin the derivation of
this theory by adding a small fluctuation δΨ(~r, t) to the state Ψ→ Ψ + δΨ and linearizing




δΨ = LδΨ + δLΨ, (2.37)













We assume a fluctuation of the form
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where the index ν labels excitations with energy Eν and spatial profiles {uν ,vν}. The
coefficients γν are small arbitrary linearization amplitudes.











, with M =
[
L′ − µ1− λfz +X1 −X2

















T fTα . (2.42)
2.3.1 Structure of the spin-1 BdG equations
The structure of the BdG matrix M has multiple implications on its eigenvalues Eν and
eigenvectors [uν ,vν ]
T [31]. First, note that M is non-Hermitian, and thus may have complex
eigenvalues Eν . In this case the corresponding fluctuation δΨ will grow exponentially,







As a result for every solution {Eν , [uν ,vν ]T} there exists a partner solution {−E∗ν , [v∗ν ,u∗ν ]T}.
Finally, note that the matrices L̃ and X1 are Hermitian, while X2 is symmetric, so that




















= ±δν,ν′ . (2.46)
Note that a positively-normed real-energy mode {Eν , [uν ,vν ]T} and its negatively-normed
partner {−E∗ν , [v∗ν ,u∗ν ]T} correspond to identical fluctuations δΨ. We therefore consider only
the positively-normed mode to be physically significant.
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2.4 Vortices in an EPP phase condensate
We consider axis-symmetric vortices in a quasi-two-dimensional EPP condensate. We write
the spinor in the xy-plane and take the vortex core as the coordinate origin. Energetic stability














 , with µ = cdnb + q. (far from core) (2.47)
to describe the asymptotic form of such a vortex. Here φ is the azimuthal angle in the xy-plane,
and σM, σS are winding numbers associated with mass and spin circulation respectively (see
Section 2.4.1).
The condition that ψV be single-valued requires σM ± σS ∈ Z. This restriction allows
for three classes of vortices with |σM ± σS| ≤ 1. First, the EPP phase supports half quantum












. They are associated with a π winding of both the director and global phase
around the vortex core1 [see Fig. 2.2 (a)]. Second are the mass vortices, with winding numbers
(σM, σS) = (±1, 0). These are associated with a 2π winding of the global phase [see Fig. 2.2 (b)].
Note these vortices are unstable against dissociation into a pair of HQVs [44, 67]. Third
are the nematic spin vortices (NSVs), with winding numbers (σM, σS) = (0,±1). These are
associated with a 2π winding of the nematic director [see Fig. 2.2 (c)]. The study of the
core structure and stability of NSVs constitutes the bulk of this work, and is presented in
Chapter 3.
To describe the structure of EPP phase vortices near the core we simply generalize







 = A(φ)χ(ρ). (2.48)
Here the radial coordinate ρ =
√
x2 + y2 is used. Without loss of generality we take
χ = [χ1, χ0, χ−1]
T real, imposing the circulation on each component with the diagonal matrix
A(φ) = diag[ei(σM−σS)φ, eiσMφ, ei(σM+σS)φ].
1This is valid only far from the core. Near the core the differing m = ±1 component circulations enforces
|ψ1| 6= |ψ−1|, so that the HQV cannot be described with a real director.
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Figure 2.2: Spatial dependence of the global phase (background color) and nematic director (arrows)
for the elementary EPP phase vortices. (a) HQV with (σM, σS) = (1/2, 1/2). (b) Mass vortex with
(σM, σS) = (1, 0). (c) NSV with (σM, σS) = (0, 1).
2.4.1 Hydrodynamics of EPP phase vortices
We have previously stated that the winding numbers σM and σS are associated with mass and















m (∇Ψm′)− (∇Ψ∗m) Ψm′ ] , (2.50)
respectively. Inserting the EPP phase vortex ansatz (2.48) we obtain
|vmass| = ~ |σM|
Mρ
, (2.51)
∣∣vspinz ∣∣ = ~Mρ
∣∣∣∣σMχ21 − χ2−1n − σSχ21 + χ2−1n
∣∣∣∣ . (2.52)
If we consider a vortex with |χ1| = |χ−1| Eq. (2.52) reduces to
∣∣vspinz ∣∣ = ~ |σS|Mρ 2χ2−1n . (2.53)
Thus for the unmagnetized (Mz = 0) case we consider here σM and σS are related to the mass
and spin currents respectively.
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2.4.2 Stationary solutions of EPP phase vortices
The stationary EPP phase vortex states are determined by Eq. (2.26). Inserting the ansatz
(2.48) this reduces to
Lρχ = µ̃χ, (2.54)













1 + p̃fz + q̃(f
2







within which we have included the effective linear (p̃) and quadratic (q̃) Zeeman shift coefficients,
and the effective chemical potential (µ̃):
p̃(ρ) = p− λ− ~
2σMσS
Mρ2
, q̃(ρ) = q +
~2σ2S
2Mρ2




For convenience we have subtracted q from the single-particle energy, and defined the q-
independent adjusted chemical potential
µb = µ− q = cdnb. (2.57)









χ21 − χ2−1 χ0χ1 + χ−1χ0 0
χ1χ0 + χ0χ−1 0 χ0χ1 + χ−1χ0




The boundary conditions on χ at ρ = 0 are determined by the winding numbers σM and
σS, while the boundary conditions at large ρ are determined by Eq. (2.47). These read
χm(0) = 0 (if σM −mσS 6= 0), lim
ρ→∞












2.4.3 Linear stability of EPP phase vortices
The linear stability of EPP phase vortices may be determined with the Bogoliubov theory
presented in Section 2.3. We impose the excitations circulation by writing
{Eν , [uν ,vν ]T} → {Eη,ν , [eiηφA(φ)ũη,ν(ρ), eiηφA†(φ)ṽη,ν(ρ)]T}, (2.61)
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where η is the quantum number associated with the excitations z-component of angular
momentum (relative to the condensate), and the index ν now labels only all excitations with











, with M̃η =
L̃+η − µ̃1 + X̃1 −X̃2
X̃∗2 −
(
L̃−η − µ̃1 + X̃1
)∗
 . (2.62)
Above we have defined
L̃±η = Lρ +
~2
2Mρ2


































χ20 − χ1χ−1 χ0χ−1 χ2−1
 . (2.67)
The matrix M̃η has the symmetries M̃η = −τ1M̃∗−ητ1 and M̃η = M̃∗η with τ1 as given
in Eq. (2.43). As a result for every solution (i) {Eη,ν , [ũη,ν , ṽη,ν ]T} of M̃η there exists an
additional solution (ii) {E∗η,ν , [ũ∗η,ν , ṽ∗η,ν ]T} of M̃η, and two solutions (iii) {−E∗η,ν , [ṽ∗η,ν , ũ∗η,ν ]T},
(iv) {−Eη,ν , [ṽη,ν , ũη,ν ]T} of M̃−η. Solutions (i) and (iii) [or (ii) and (iv)] are the partner
modes described in Section 2.3.1, and correspond to the same fluctuation δψ. We therefore
need consider only (i) and (ii). If Eη,ν ∈ R we may take [ũη,ν , ṽη,ν ]T real so that (i) and (ii)
are identical. If instead Eη,ν ∈ C with Im(Eη,ν) > 0 solutions (i) and (ii) are distinct, however
(ii) corresponds to an exponentially decaying fluctuation δψ and may be neglected.
Note that if the winding numbers satisfy σM −mσS ± η = 0 the m component of the
excitation radial profile ũη,ν (+ sign) or ṽη,ν (− sign) may be non-zero at the vortex core.
This becomes apparent if we write
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where U±c is the centrifugal term
U±c =
~2 [σM1− σSfz ± η1]2
2Mρ2
. (2.69)
We see the component of U±c acting on the m component of ũη,ν (ṽη,ν) vanishes if σM−mσS +




In this chapter we use the formalism of Section 2.4 to systematically investigate the core
structure and stability of NSVs. We begin by presenting numerical solutions describing
NSV core structure. Here we identify and discuss two distinct forms of the NSV, namely
normal-core and polar-core. Supporting analytic work is also presented. Following this, we
present numerical solutions of the BdG equations (2.62) to provide a description of NSV
linear stability. We identify a dynamical instability which initiates the NSV dissociation into
a pair of HQVs. The parameter dependence of the strength of this instability is discussed. In
addition, we investigate the stability of a normal-core NSV in the polar-core regime, via both
numerical and semi-analytic methods. The chapter concludes with dynamical simulations of
NSVs in a 2D system.
3.1 NSV stationary states
In this work we consider the NSV with winding numbers (σM, σS) = (0, 1), i.e. we assume a







where the χm are determined by the radial time-independent GPE (2.54). We obtain numerical
solutions via a gradient flow method with derivative operators and boundary conditions
implemented using a finite-difference method (see Section 4.2 for details). We discretize the
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Figure 3.1: Stationary state component densities for normal-core (a) and polar-core (c) NSVs. The
corresponding nematic textures are shown in (b) (normal-core) and (d) (polar-core). Here cylinders
indicate the nematic director ~d direction. Shading indicates the total density.
The NSV is unmagnetized (i.e. has ~F = 0), and so the stationary states are independent
of cs. As a result they are (after appropriate scaling, see Section 4.1) determined entirely by
the quadratic Zeeman coefficent q. We find the NSV has two distinct ground-state phases,
distinguished by the vortex core structure.
3.1.1 Normal-core NSV





















χ−1 = µbχ−1, χ1 = −χ−1. (3.3)
Here the χ±1 are simply (besides normalization factors of ±
√
2) the radial profile of a single-
component vortex, and have no additional dependence on q [as can be seen by inspecting
Eq. (3.3)]. The corresponding nematic texture is shown in Fig. 3.1 (b). The director ~d lies in
the xy-plane circulating around the core, at which the density is vanishing. We refer to such
a vortex as a normal-core NSV. We quantify the vortex size by defining the core radius as the
value ρcore at which |χ−1(ρcore)|2 = nb/4; for a normal-core NSV ρcore ≈ 1.1ξb.
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Figure 3.2: Quadratic Zeeman q dependence of the core density |χ0(0)|2 (a) and radius ρcore (b).




































− q + cdn
]
χ0 = µbχ0. (3.5)
Here population of the m = 0 component occurs near the core, resulting in a larger core-radius.
This occurs as it is energetically favorable for the vortex to fill the core, while accommodating
for the core singularity by exciting the order parameter out of the ground state phase (i.e.
the EPP phase) into the EAP phase. This is observed via the nematic texture in Fig. 3.1 (d),
in which the director tilts out of the xy-plane (this texture is an example of a meron, or
half-skyrmion texture). We refer to such a vortex as a polar-core NSV (with polar being a
conventional name for the EAP phase, see for example [55]). The structure of polar-core
NSVs is dependent on q. We demonstrate this dependence in figure 3.2, by showing the core
radius and density. We see that as q → 0 the core density n(0) approaches the bulk value nb,
and the core radius ρcore diverges.
3.1.3 Thomas-Fermi description of NSVs
The emergence of a polar core for q > qc may be understood via a Thomas-Fermi description
of the core structure. If one neglects radial derivative terms Eq. (2.54) reduces to the time-
independent GPE determining the stationary states of a uniform system, with ψ → χ, and
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{p, q, µ} → {p̃+ λ, q̃, µ̃+ q̃}. For the unmagnetized NSV considered here, we have
p̃+ λ = λ, q̃ = q +
~2
2Mρ2
, and µ̃+ q̃ = µ. (3.6)































 (q̃ > 0). (3.7)





[obtained by setting q̃(ξq) = 0]. This value provides a good estimate of the core radius
ρcore for q > qc (besides a factor of approximately
√
2, see Fig. 3.2). For large values of |q|
the contribution of the radial derivatives to the kinetic energy becomes significant, and this
analysis fails.
3.1.4 Evaluation of qc
The Thomas-Fermi analysis fails to account for finite-size effects in the vortex core, and thus
predicts the existence of an EAP core for all values of q. As a result, it cannot be used to
determine the critical quadratic Zeeman energy qc. However, by noting that χ0 ≈ 0 when
q ≈ qc, we see a single-particle treatment of the m = 0 component may be employed for this
purpose.
Neglecting the χ20 term in Eq. 2.54 we obtain














−1 (q ≈ qc). (3.9)
The nonlinear term 2cdχ
2
−1 acts as an effective trapping potential, with χ−1 determined by
Eq. (3.3). Non-zero population of the m = 0 component will only occur once µb + q exceeds
the smallest eigenvalue ε of Hsp. Using the numerically obtained solution of χ−1 we obtain
ε = 0.7455µb, so that qc = ε−µb = −0.2545µb, in agreement with the numerical results shown
in Fig. 3.2.
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Figure 3.3: (a) Imaginary part of the eigenvalue Eun observed in the η = −1 channel. The dashed line
indicates the boundary between the normal-core and polar-core regimes. The dotted line is a basic
model for the instability boundary based on counter-superflow instability. (b) q dependence of Eun
with fixed cs. The dashed line shows the imaginary part of the eigenvalue E0 corresponding to the
zero mode for cs = 0.15cd. The inset shows this zero mode near the q value at which Eun ≈ 0. (c) cs
dependence of Eun with fixed q.
3.2 Splitting instability of NSVs
We determine the linear stability of NSVs via the Bogoliubov theory presented in Section 2.4.3.
After appropriate scaling the BdG spectrum of the NSV is dependent only on the parameters
q, cs, and η. We have numerically evaluated the eigenvalues Eη,ν in the range −0.4 < q < 0,
0 < cs < 0.25 for η ∈ {0,−1,−2,−3}. No Landau instabilities were found. Complex
eigenvalues were found only for η = −1, in the form of a single conjugate pair of purely
imaginary eigenvalues1 (for each given q and cs). As discussed in Section 2.4.3 we need only
consider the value Eun with Im(Eun) > 0. The imaginary part of Eun as a function of q and
cs is shown in Fig. 3.3 (a). Note Eun has small magnitude, with Im(Eun) < 0.1µb. As a result
the corresponding dynamic instability will develop slowly.
1Due to numerical error the zero mode associated with breaking of translational symmetry obtains a small
imaginary eigenvalue. We exclude this from the discussion here. For details see Section 3.2.3.
28 Chapter 3. The nematic-spin vortex
Figure 3.4: (a) Non-zero components of the splitting mode spatial profile ũun = [ũ1, ũ0, ũ−1]
T obtained
with parameters q = −0.3µb and cs = 0.05cd. (b) Resulting Fz when the splitting mode is added to
the condensate.
The unstable mode with energy Eun is localized within the vortex core [see Fig. 3.4 (a)],
and causes a splitting instability in which the NSV dissociates into two HQVs. This is
demonstrated in Fig. 3.4, where we show the resulting magnetization when the unstable mode
δψ is added to the stationary state ψNSV. Here the vortex splitting manifests as adjacent
positive and negative Fz peaks corresponding to the magnetized cores of the HQVs.
3.2.1 Splitting instability q dependence
In the normal-core regime (q < qc) Eun is independent of q, while in the polar-core regime
(q > qc) Im(Eun) decreases with increasing q [see Fig. 3.3 (b)]. We interpret this stabilization
as a pinning effect of the polar-core, which (partially) binds the m = ±1 component vortices
together (see [68–70]). We have investigated the nature of this pinning by comparing the
effect of the polar-core χ0 on the vortex stability to that of an artificial pinning potential. In
particular, we compare the excitation energies of a polar-core NSV χPC = [χ1, χ0, χ−1]
T in a
uniform system to those of the effective normal-core NSV χENC = diag[1, 0, 1]χPC subject
to the potential U(ρ) = cdχ
2
0. The imaginary parts of the complex energies associated with
χENC are larger than those associated with χPC, indicating the pinning stabilisation has an
intrinsic spin-dependent aspect. For example, with cs = 0.05cd and q = −0.15µb, we find
χPC has associated imaginary energy Eun/µb ≈ 0.0204i, while χENC has associated imaginary
energy Eun/µb ≈ 0.1105i.
3.2.2 Splitting instability cs dependence
In both the normal-core and polar-core regimes Im(Eun) decreases with increasing cs [see
Fig. 3.3 (c)]. We obtain a qualitative understanding of this dependence by identifying the
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Figure 3.5: (a) Position dependence of the relative and critical velocities in a normal-core NSV
(q = −0.3µb, cs = 0.05cd). The value of ρcrit is indicated with a dashed line. The shaded region
ρ < ρcrit indicates where counter-superflow instability is predicted to occur. (b) Dependence of ρcrit on
cs. Dots show numerical results, while the solid line shows the model ρcrit = ξb
√
cd/cs.
observed instability as a counter-superflow instability, which arises when spin-superfluidity
breaks down as the relative velocity of two miscible superfluids exceeds a critical value [50,
71–80]. We demonstrate this by considering a normal-core NSV. Here the relative velocity





while the critical velocity vcrit is given within a local density approximation (LDA) by the






Counter-superflow instability is therefore predicted to occur in the region ρ < ρcrit, with
ρcrit defined via the equality vrel(ρcrit) = vcrit(ρcrit) [see Fig. 3.5 (a)]. This localization of the
instability to the vortex core is consistent with our numerical results [see Fig. 3.4]. For small
cs the value ρcrit is sufficiently large (i.e. is outside the core), so that we may approximate






[see Fig. 3.5 (b)]. Note ρcrit decreases with increasing cs. We associate a smaller ρcrit with a
weaker instability [i.e. smaller Im (Eun)], consistent with the numerical results of Fig. 3.3 (c).
A simple model of the stability boundary may be obtained by applying the result (3.11) to
polar-core NSVs, and assuming that no instability occurs when the local density approximation
becomes invalid. The LDA fails when ρcrit is within the vortex core, where the density is











ξq q > qc,
(3.13)
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− qµb q > qc.
(3.14)
This is shown as a white dotted line in Fig. 3.3, and is seen to provide a good characterization
of the unstable parameter regime.
3.2.3 Zero mode (η = −1)
In addition to the unstable mode, we observe a zero-energy mode in the η = −1 channel. This
mode is associated with the breaking of translational symmetry by the presence of the NSV2.
Similarly to the unstable mode, it is localized near the vortex core, however it instead causes
the m = ±1 component vortices to translate together, not apart.
Accurate numerical evaluation of this zero energy mode is challenging. For this there are
two primary reasons: first, the spatial profiles ũzero and ṽzero decay slowly [like 1/ρ for large
ρ, see Fig. 3.6]. As a result the finite numerical grid is not sufficient to represent this mode to
high accuracy. Second, numerical evaluation of the 2D radial Laplacian via finite-difference
methods is problematic, especially for ρ ≈ 0. These issues result in the zero mode having
a non-zero imaginary energy [see Fig. 3.3 (b)]. Detailed discussion of these issues is left to
Section 4.2. Rather, in this section we provide an analytic description of the zero mode
structure to verify that the mode observed in Fig. 3.3 is in fact a zero mode.
For simplicity we consider a normal core vortex ψNSV = [−e−iφχ−1, 0, eiφχ−1]T. A zero
mode translating this vortex by some small displacement ∆~r = (∆x,∆y) will have associated
fluctuation δψ = [δψ1, 0, δψ−1]
T satisfying ψNSV(~r ) + δψ(~r ) = ψNSV(~r + ∆~r), so that




















, and Γ = ∆x+ i∆y. (3.16)
By comparison with the assumed fluctuation form δψ±1 = e
∓iφ [γũ±1e−iφ − γ∗ṽ∗±1eiφ] [c.f.
Eqs. (2.39) and (2.61)] we identify ũ±1 ∼ Λ∓, and ṽ±1 ∼ Λ±, where the complex linearization
amplitude γ determines the vortex displacement. This model well describes the zero mode, as
shown in Fig. 3.6.
2In contrast to the zero mode in the η = 0 channel, which is associated with the breaking of gauge symmetry.
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Figure 3.6: Non-zero components of the zero mode spatial profile ũzero = [ũ1, ũ0, ũ−1]
T obtained with
parameters q = −0.3µb and cs = 0.05cd. Also shown are the analytic predictions Λ±, both of which
are scaled (by the same factor) for comparison with the ũ±1. Note the ũ±1 possess small imaginary
parts due to numerical error, which we neglect here.
3.3 Polar instability of NSVs
Here we consider the stability of a normal-core NSV ψNSV = [−e−iφχ−1, 0, eiφχ−1]T in the
polar-core regime (q > qc). We do so via the same method of Section 3.2, except now enforcing
χ0 = 0 in the numerics. In addition to the previously discussed unstable mode, we find another
core-localized mode of energy EP which may have EP > 0, EP ∈ iR, or EP < 0 depending on
the value of q [see Fig. 3.7 (a) and (b)]. In particular, for q > qc this mode corresponds to
either a dynamical or Landau instability, which results in the development of a polar-core [see
Fig. 3.7 (c) and (d)].
A semi-analytic description of this polar instability may be developed by noting that
for a normal-core NSV ψNSV = [−e−iφχ−1, 0, eiφχ−1]T the m = ±1 and m = 0 component
















































































L̃1 0 0 0
0 L̃1 0 0
0 0 −L̃1 0





(cd + cs)n (cs − cd)n −(cd + cs)n −(cs − cd)n
(cs − cd)n (cs + cd)n −(cs − cd)n −(cd + cs)n
(cd + cs)n (cs − cd)n −(cd + cs)n −(cs − cd)n
(cs − cd)n (cd + cs)n −(cs − cd)n −(cd + cs)n
 ,
(3.18)
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Figure 3.7: Quadratic Zeeman dependence of the unstable mode of the η = 0 channel for (a) cs = 0.05cd
and (b) cs = 0.1cd. Dots and solid lines show numerical and analyitic results respectively. Also shown
are non-zero components of the unstable mode spatial profile ũP = [ũ1, ũ0, ũ−1]
T for cs = 0.05cd with












































+ cdn− µb − q. (3.21)
To obtain our semi-analytic description of the polar instability, we restrict our attention





T in the basis of
















ϕκ = εκϕκ. (3.22)





T is well described
by the lowest energy eigenstates of diag[L̃0,−L̃0], namely ϕ1 = [ϕ, 0]T and ϕ−1 = [0, ϕ]T,
where ϕ is the lowest-energy solution of L̃0ϕ = εφ, normalised as
∫
d~r |ϕ|2 = 1. With this,

























Projecting onto the core-mode ϕ (i.e. multiplying both sides of Eq. (3.23) by ϕ∗ and integrating













where we have defined U =
∫









E± + ε+ csU
csU
γ±b . (3.26)
Note the modes with energy E± are positively normed when
(E± + c1U + ε)Re{E±} > 0. (3.27)
This semi-analytic model is compared with numerical results in Fig. 3.7 (a) and (b). There is
good agreement for small cs.
We do not investigate this instability further in this thesis. However, we note it suggests
a potential topic for future work. In particular, the dynamics of a normal-core NSV following
a quench from q < qc to q > qc may be of interest. Dependent on the final value of q in the
quench, this process could lead to either a dynamical instability resulting in the development
of a polar core, or a Landau instability which could allow the normal core to persist.
3.4 Dynamical simulations
We have also investigated the stability of NSVs via simulation of their time evolution, according
to the GPE (2.23). In particular, we have performed simulations of a 2D system in a circular
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Figure 3.8: Time evolution of the spin-density z−component Fz of a normal-core NSV (q = −0.3µb,
cs = 0.05cd) in a circular flat-bottomed trap. The m = 1 (m = −1) component vortex position at each
time is indicated with a white (black) cross, with the full trajectory indicated in (f) as a white (black)
line. Note (a)-(c) show the region −20ξb ≤ x, y ≤ 20ξb while (d)-(f) show the full simulation domain
(i.e. −102.4ξb ≤ x, y ≤ 102.4ξb) with the trap boundary denoted by a black dashed line.
We prepare an approximate initial state by interpolating a state ψNSV of the form (3.1) onto a
uniform 2048×2048−point grid with spacing 0.1ξb, where the χm are determined by Eq. (2.54).
Following this an additional gradient flow method using fast Fourier transforms to evaluate
spatial derivatives is used to ensure this state converges to an approximate solution of the
(2D) time-independent GPE (2.26) (see Section 4.5 for details). Finally, complex Gaussian
noise is added to seed any instabilities. This noise, initially prepared as white noise (in real
space), is filtered to have maximum wave-number 8ξ−1b , before being spatially restricted to
within the trap. Adding this noise to the initial state typically results in increases of the
wavefunction norm and system energy of 0.005% and 0.05% respectively. We evaluate the
time-evolution of the resulting state via the second-order symplectic method described in Ref.
[81] (also see Section 4.6).
We first consider the evolution of a normal-core NSV (q = −0.3µb, cs = 0.05cd). In
Fig. 3.8 we illustrate this with the spin-density z−component Fz, noting that separation of
the ψ±1 vortices results in a pair of positive and negative Fz peaks [as in Fig. 3.4 (b)]. The
position of the ψ±1 vortices is also shown. As predicted by the BdG results the initial state is
dynamically unstable against dissociation into two HQVs. Initially Fz is near-zero everywhere,
with small fluctuations due to the added noise. At t ≈ 100~/µb adjacent positive and negative
3.4. Dynamical simulations 35
Figure 3.9: (a) Time dependence of the vortex separation ∆r for the evolution shown in Fig. 3.8.
The black dashed line indicates the time beyond which the dynamics are significantly affected by
the trapping potential. The inset shows the region 0 ≤ t ≤ 220~/µb, showcasing the definition of
tsep. (b) Quadratic Zeeman dependence of the separation time tsep (with cs = 0.05cd). Black dots
indicate numerical results. The red line is a fit to the BdG results presented in Fig. 3.3 (b), given by
tsep = 4.07~/Im (Eun).
Fz peaks develop. Between 100~/µb . t . 200~/µb these peaks move away from the trap
centre, with increasing separation and amplitude. The emission of a spin-wave3 is also observed.
For 200~/µb . t . 600~/µb the Fz peaks and the emitted spin-wave continue to propagate
away from the trap centre. Beyond t ≈ 600~/µb the trapping potential significantly affects the
dynamics. Here the ψ±1 vortices recombine (at t ≈ 950~/µb) before again separating. This
recombination process again results in the emission of spin-waves. Throughout this evolution
we quantify the component-vortex separation by recording the distance ∆r between the vortex
cores. This is shown in Fig. 3.9 (a)
As the quadratic Zeeman energy is increased above qc and the NSV obtains a polar-core,
the rate of vortex separation is reduced. This continues until q > −0.1µb, beyond which the
component vortices remain together at the origin for the entire evolution. We quantify this
change in the separation rate by defining the time tsep at which the vortex separation ∆r
increases above ξb. We show the q dependence of tsep in Fig. 3.9 (b). For q > qc tsep increases
with qc, diverging as q approaches −0.1µb. This is consistent with the BdG results presented
in Fig. 3.3 (b) if we identify tsep as scaling with ~/Im (Eun).





As previously discussed, attaining accurate numerical results for the NSV structure and
stability has proved challenging, owing to issues arising from the infinite system size and the
numerical implementation of the 2D radial Laplacian operator. In this chapter we present
the numerical methods we have used during this work, in an attempt to overcome this
challenge. The first of these methods implement the 2D radial Laplacian operator with a
3-point finite-difference method. We have implemented three such methods, with differing
treatments of the boundary conditions at the vortex core. Next is a method implementing the
Laplacian operator with the high-order summation-by-parts operators developed in the work
of Prochnow et. al. [53]. Following this is a method utilizing transformations of the relevant
equations so as to remove the problematic Laplacian operator [52]. Finally, we have also
attempted to utilize discrete Hankel transforms to implement the Laplacian operator, though
due to the required boundary conditions this method is applicable only to finite systems.
In Section 4.1 we present the non-dimensional form of the radial time-independent GPE
and BdG equations, and their transformed counterparts. In Section 4.2 we present details of
the numerical methods previously mentioned. Comparisons of these methods are presented in
Sections 4.3 and 4.4. In Sections 4.5 and 4.6 we present the methods used to perform the
dynamical simulations of Section 3.4.
4.1 Non-dimensionalization
In this work we take µb as the system energy scale. The corresponding healing length ξb
and asymptotic density nb are then taken as length and density units respectively. In this
section we express the radial time-independent GPE (2.54) and BdG equations (2.62), and
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4.1.1 Radial time-independent GPE



























































where we have now included a dimensionless radially symmetric trapping potential U(ρ̄) for




































0 m = 1,
2βχ̄1χ̄−1χ̄0 m = 0,
βχ̄1χ̄
2
0 m = −1,
(4.4)
so that Eq. (4.2) reads
[−D +Am +Bm] χ̄m + Cm = 0. (4.5)
The non-dimensionalization of the (non-radial) time-independent GPE (2.26) is similar.
4.1.2 BdG equations
The dimensionless form of the BdG matrix M̃η [see Eq. (2.62)] reads
M̄η =
[








where L̄±η = Ū±diag + Ūspin, with Ū
±







−D + (σM −mσS ± η)
2
2ρ̄2
+ U(ρ̄) + p̄m+ q̄(m2 − 1) + n̄− 1
]
δm,m′ (4.7)
and Ūspin the β dependent matrix
Ūspin = β

χ̄21 − χ̄2−1 χ̄0χ̄1 + χ̄−1χ̄0 0
χ̄1χ̄0 + χ̄0χ̄−1 0 χ̄0χ̄1 + χ̄−1χ̄0

































χ̄20 − χ̄1χ̄−1 χ̄0χ̄−1 χ̄2−1
 . (4.10)
4.1.3 Radial time-independent GPE (transformed)
The radial Laplacian operator may be transformed to a simpler form in the radial time-
independent GPE and BdG equations by introducing the transformation ūm =
√
ρ̄χ̄m. With

















/ρ̄ m = 1,




/ρ̄ m = 0,










0/ρ̄ m = 1,
2βū1ū−1ū0/ρ̄ m = 0,
βū1ū
2
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4.1.4 BdG equations (transformed)











−D + Ū±centrif + U(ρ) + p̄m+ q̄(m













ū21 − ū2−1 ū0ū1 + ū−1ū0 0
ū1ū0 + ū0ū−1 0 ū0ū1 + ū−1ū0




































ū20 − ū1ū−1 ū0ū−1 ū2−1
 .
(4.20)
4.2 Radial time-independent GPE solvers and BdG matrix
construction
In this work we numerically solve Eq. (4.5) with a gradient-flow method (see [82]). The
gradient-flow step reads




where we now take χ̄m to be a function of the (dimensionless) imaginary time t, which describes
the gradient-flow algorithm progress. We discretize the imaginary time as t→ [t0, t1, t2, . . .]T,
where tj = j∆t for j ∈ {0, 1, 2, . . .}. The solutions χ̄m are then discretized in imaginary time
by specifying their values at imaginary time tj , i.e. we write χ̄m → [χ̄0m, χ̄1m, χ̄2m, . . .]T, where
χ̄jm = χ̄m(t = tj). The quantities Bm and Cm are discretized in a similar fashion. With this
discretization we evaluate Eq. (4.21) via the forwards-backwards Euler step




4.2. Radial time-independent GPE solvers and BdG matrix construction 41
Rearranging this expression we obtain
χ̄j+1m = [1 + ∆t (Am −D)]
−1 [(1−∆tBjm) χ̄jm −∆tCjm] . (4.23)
Provided an appropriate initial state χ̄m(ρ, t = 0) is used, and the imaginary time step ∆t
is sufficiently small, iteratively solving Eq. (4.23) may yield a final solution, which solves
Eq. (4.5). We note that as the quantity Bjm contains the chemical potential, the solutions χ̄
j
m
need not be re-normalized following each iteration. Rather, the algorithm flows directly to a
state minimizing the grand energy. With the final χ̄m solution the BdG matrix (4.6) may be
constructed and diagonalized to give the corresponding excitation energies Eη,ν/µb and radial
profiles ũη,ν , ṽη,ν . In this section we describe the various numerical methods we have used
to follow this procedure. Most of these methods differ only by the position ρ̄ and derivative
operator D discretization.
4.2.1 Simple finite-difference (SFD): type (i)
Here we discretize Eq. (4.23) in position by exchanging ρ̄→ [ρ1, ρ2, . . . , ρNρ ]T, where ρk = k∆ρ
for k ∈ {1, 2, . . . , Nρ}. The solutions χ̄jm are then discretized as χ̄jm → [χ̄j,1m , χ̄j,2m , . . . , χ̄
j,Nρ
m ]T,
where χ̄j,km = χ̄
j




m are discretized in the same way).














σM −mσS = 0[










σM −mσS 6= 0
(4.24)






m , . . . , χ̄
j,Nρ
m ]T, Am =
diag[A1m, A
2








m , . . . , B
j,Nρ






m , . . . , C
j,Nρ
m ]T.
The matrices Dreg and Dsing are discretizations of the operator D, which differ in their imple-
mentation of the ρ = 0 boundary condition.
We determine the elements of Dreg and Dsing with a 3-point finite-difference method. The

















k−1 − 2fk + fk+1
∆ρ2
k ∈ {2, 3, . . . , Nρ − 1}, (4.26)





















k ∈ {2, 3, . . . , Nρ − 1}. (4.27)
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The elements of both Dreg and Dsing corresponding to the endpoint ρ̄ = Nρ∆ρ are determined
by extending Eq. (4.27) to k = Nρ, taking f














The elements of Dreg corresponding to the endpoint ρ̄ = ∆ρ are determined by extending















The elements of Dsing corresponding to the endpoint ρ̄ = ∆ρ are determined by extending
































































∈ RNρ×Nρ . (4.32)
We construct the BdG matrix M̄η by representing all elements of L̄±η , X̄1, and X̄2 (except
D) with a corresponding sparse diagonal matrix. The radial derivatives are represented with
the appropriate choices of Dreg or Dsing, dependent on the winding numbers σM −mσS ± η
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4.2.2 Simple finite-difference (SFD): type (ii)
This method differs only from the previous by the ρ = 0 boundary condition implementation
in Dreg. Here we improve upon the approximation f(0) ≈ f(∆ρ) by instead assuming
f(ρ̄) ≈ a− bρ̄2 for small ρ̄, with constants a and b. This gives
f(0) ≈ f(∆ρ) + 1
3
















4.2.3 Simple finite-difference (SFD): type (iii)
Note that if σM −mσS = 0 (σM −mσS ± η = 0) the centrifugal term in the corresponding
component of the radial time-independent GPE (BdG equations) vanishes. In addition, the
corresponding component solution (i.e. χm, ũ
(m)
η,ν , or ṽ
(m)
η,ν ) will have vanishing first derivative



















Conversely, if σM −mσS 6= 0 (σM −mσS ± η 6= 0) the corresponding component of the radial
time-independent GPE (BdG equations) must vanish at ρ = 0. This allows us to include ρ = 0
in our numerical grid, provided we exclude this point in our discretization of the appropriate
components of Eq. (4.23) and Eq. (4.6).
Here we discretize Eqs. (4.6) and (4.23) in position by introducing the two spatial grids
[ρ1, ρ2, . . . , ρNρ ]
T and [ρ0, ρ1, . . . , ρNρ ]
T, where ρk = k∆ρ for k ∈ {0, 1, . . . , Nρ}. The solutions




m) are then discretized by specifying their values at the positions ρk























σM −mσS 6= 0
(4.37)
χ̄j+1,0m = 0 σM −mσS 6= 0
(4.38)







as in Section 4.2.1. Quantities with a check are evaluated with the ρ̄ = 0 point, e.g. X̌jm =
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[χ̄j,0m , χ̄
j,1
m , . . . , χ̄
j,Nρ
m ]T.
The elements of Dsing are evaluated as in Section 4.2.1. The elements of Ďreg corresponding
to the midpoints are determined by extending Eq. (4.27) to k ∈ {1, 2, . . . , Nρ− 1}, while those
corresponding to the ρ̄ = Nρ∆ρ boundary are determined by Eq. (4.28). The ρ̄ = 0 boundary
















































When using this method, we initially construct the BdG matrix with all terms discretized
using the extended spatial grid
[
ρ0, ρ1, . . . , ρNρ
]T
, before removing the rows and columns




η,ν which are to be evaluated on the
standard spatial grid
[




We have also utilized the treatment of the radial derivatives in D using high-order summation-
by-parts (SBP) operators developed by Prochnow et. al. [53]. For completeness we include a
brief description of this treatment and our implementation of it here.














∆ρ) is introduced in addition to the previously used grid ρ+ =
[ρ0, ρ1, . . . , ρNρ ]
T. The χ̄m and associated quantities are discretized by taking their sam-
ples on the ρ− grid. The operator D is discretized by first introducing the matrices D
(1)
±
which act on the samples of a function f on the ρ∓ grid to provide an approximation of the
derivative df/dρ sampled on the ρ± grid. The elements of D
(1)
± corresponding to the interior
samples of f are chosen using a finite-difference stencil (as with Dreg and Dsing). The exterior
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elements are partly determined so that D
(1)
± have the required accuracy and satisfy the SBP
property, and are partly chosen so as to minimize the spectral radii and truncation errors (see
[53] for details).
We use the 8th order MATLAB implementation of the operators D
(1)
± provided by














, . . . , ρNρ− 12
]
, and R+ = diag
[
ρ0, ρ1, . . . , ρNρ
]
. The Neumann bound-
ary condition at ρ̄ = Nρ∆ρ is enforced with the matrix D̃
(1)
+ = diag[1, 1, . . . , 1, 0]D
(1)
+ .
When using this method the BdG matrix construction is similar to that described in
Section 4.2.1, except here all terms are discretized on the staggered grid ρ−, and all radial
derivatives are represented as in Eq. (4.42).
4.2.5 Transformed finite-difference (TFD)
Here we discretize the (transformed) gradient-flow step and BdG matrix via the method













satisfy f(0) = 0 so that only a single discretization of D is required. Extending Eq. (4.26) to
k ∈ {1, 2, . . . , Nρ} taking f0 = 0 and fNρ+1 =
√
(Nρ + 1)/Nρf













1 + 1Nρ − 2

. (4.43)
Second, we no longer discretize the centrifugal terms by considering their values at positions ρk,
as this results in a pathology in which the discretizations of the small ρ analytic expressions1
f(ρ̄) = ρ̄νm , νm =

|σM −mσS|+ 1/2 f = ūm















1for small ρ the radial derivative and centrifugal terms dominate, so that the radial time-independent GPE
reduces to [−D + [(σM −mσS)2 − 1/4]/2ρ̄2]ūm = 0 (and similarly for the BdG equations).
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are not solutions of the discretized radial time-independent GPE and BdG equations for
small ρ. This pathology is discussed, with a solution presented in Ref. [52] (also see [83,













k2[(1− 1/k)νm + (1 + 1/k)νm − 2]
2ρ2k
+ U(ρk), νm = |σM −mσS|+ 1/2, and
(4.45)
U±,kcentrif =
k2[(1− 1/k)νm + (1 + 1/k)νm − 2]
2ρ2k
, νm = |σM −mσS ± η|+ 1/2. (4.46)
4.2.6 Hankel transforms (HT)













































where HP and H
−1
P are the P−order Hankel transform and its inverse respectively, defined by
f̃P (k̄ρ) = HP f(ρ̄) ≡
∫ ∞
0
dρ̄ ρ̄JP (k̄ρρ̄)f(ρ̄), (4.49)
f(ρ̄) = H−1P f̃P (k̄ρ) ≡
∫ ∞
0
dk̄ρ k̄ρJP (k̄ρρ̄)f̃P (k̄ρ). (4.50)
For convenience we redefine





ρHP , and Am → AP,m =
(σM −mσS)2 − P 2
2ρ̄2
+ U(ρ̄), (4.51)
noting that Am −D → AP,m −DP remains unchanged.
The Hankel transform and its inverse in Eq. (4.51) may be numerically evaluated with a





























are the samples of g(ρ̄) over the in-
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(j ∈ {1, 2, . . . , Nρ}) with k[Q]max = α[Q]Nρ+1/ρmax. The Q−order real and


















∣∣∣JQ+1 (α[Q]j )∣∣∣2 . (4.53)
Note the expressions (4.52) are valid only if g(ρ̄) = 0 for ρ̄ > ρmax and g̃(k̄ρ) = 0 for k̄ρ > k
[Q]
max.























































]2 ∣∣∣JQ+1 (α[Q]j )∣∣∣2 i, j ∈ {1, 2, . . . , Nρ}. (4.54)





































∣∣∣JQ+1 (α[Q]j )∣∣∣2 i, j ∈ {1, 2, . . . , Nρ}. (4.55)
When discretizing the operator Dσ with this discrete Hankel transform it is beneficial to
use the |σ|−order transform so as to remove the centrifugal term. As we consider multiple
σ ∈ {σM − mσS, σM − mσS ± η} this necessitates the use of multiple Bessel grids. This
in turn necessitates the ability to obtain the samples of a function g on one grid (say





















































) i, j ∈ {1, 2, . . . , Nρ}. (4.56)
It has been found [88, 89] that in practice the use of only the order 0 (for even σ) and















2Note this discrete Hankel transform is not exactly unitary, however for sufficiently large Nρ this error is
negligible.































m ). The grid order Qm of the m−component is chosen as
Qm =
0 σM −mσS even,1 σM −mσS odd. (4.58)





order 0 grid, before interpolating them to the order Qm grid with the matrix (4.56). To









We evaluate the discretized operator D
[Qm]
Qm






















When using this method we construct the BdG matrix on the order 0 grid, using
interpolation matrices to evaluate derivatives on the order 1 grid where required.
4.3 Gradient-flow convergence
We quantify the gradient-flow algorithm convergence with the tolerance, defined as
tj =
max
{∣∣∣χ̄jm − χ̄j−1m ∣∣∣}
∆t
, (4.61)
where the maximum is evaluated over both the position ρ̄ and the components m. Additionally,
we quantify the accuracy of the discretization of a stationary-state solution χ̄jm (independent
of the accuracy of the given discretization) with the residual, defined as
rj = max
{∣∣[−D +Am +Bjm] χ̄jm + Cjm∣∣} , (4.62)
with the maximum evaluated as in Eq. (4.61). Both the tolerance and residual are evaluated




m as described in Section 4.2.
With the exception of the Hankel Transform method all the numerical schemes described
in Section 4.2 yield well-converged stationary states with small residuals (tj , rj < 10−10),
provided an appropriate initial state and sufficiently small ∆t are used. To demonstrate
4.3. Gradient-flow convergence 49
this we consider the convergence of the gradient-flow algorithm using the SBP method to
determine NSV stationary states from the Thomas-Fermi initial states (3.7). The results
are shown in Fig. 4.1 (a) and (b). Both the residual and tolerance decay exponentially with
imaginary time. The rate of this decay decreases as q → qc or q → 0 [see Fig. 4.1 (c)]. For
this reason we typically enforce that the gradient-flow algorithm progresses to at minimum
t = 1000 before terminating when both tj and rj decrease below 5× 10−13, or at t = 10, 000.
We find the gradient-flow will converge for any ∆t < 1 [for a polar-core NSV, see Fig. 4.1 (d)
for details].
When using the Hankel transform method we find that in general the interpolation
between Bessel grids prevents gradient-flow convergence, with the residual and tolerance
failing to decrease below 1. This is due to the components χ̄jm whose sampled values must
be interpolated onto another grid for evaluation of the quantities Bjm and C
j
m. Only when
determining the stationary-state of a normal-core NSV, so that no interpolation of non-zero
components is required, do we observe convergence. For this reason we do not discuss this
method further.
Figure 4.1: Convergence of the gradient-flow algorithm using the SBP method to determine NSV
stationary states. Progression of residual and tolerance with imaginary time using the SBP method
for (a) q̄ = −0.3 and (b) q̄ = −0.2540 ≈ qc/µb. (c) Imaginary time taken for the residual to decrease
below 10−10 as q̄ varies. (d) Residual at t = 1000 as ∆t varies, for a polar-core vortex (q̄ = −0.15).
Other parameters used are: Nρ = 8192, ∆ρ = 0.05 (q < qc), ∆ρ = 0.05
√
|qc/q| (q > qc), and β = 0.05.
In (a)-(c) ∆t = 0.1.
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4.4 BdG solver comparisons
Throughout this work we diagonalize the BdG matrices with the large-scale sparse eigensolver
provided by the MATLAB function eigs3. In this section, we compare the results yielded
using the BdG matrix constructions presented in Section 4.2, by demonstrating the grid
dependence of the normal-core NSV complex-energy zero mode (see Section 3.2.3). First, we
consider the simple finite-difference methods described in Sections 4.2.1 to 4.2.3 (see Fig. 4.3).
For small ρmax the zero mode energy Ezero decays with increasing ρmax, as expected. However,
for large ρmax this decay is limited by ∆ρ. Using type (i) with given ∆ρ the imaginary part of
Ezero vanishes for sufficiently large ρmax. However, this imaginary part returns upon decreasing
∆ρ. Using types (ii) and (iii) Ezero converges to a non-zero value as ρmax →∞. This value
approaches zero as ∆ρ→ 0. Second, using the SBP method described in Section 4.2.4 the
behaviour is similar to that observed with methods SFD (ii) and (iii), however the limitation
imposed by ∆ρ is alleviated [see Fig. 4.2]. Finally, using the TFD method described in
Section 4.2.5 the behaviour is similar to that observed with method SFD (i) [see Fig. 4.3].
We find the high-order operators utilized in the SBP method to be of great benefit,
allowing us to obtain results sufficiently accurate to illustrate NSV stability with our available
computational resources. For example, to obtain Im (Ezero) < 10
−3µb with methods SFD
type (ii) or (iii) requires ∆ρ < 0.03 with ρmax & 200, i.e. Nρ & 7000. However, to obtain
Im (Ezero) < 10
−3µb with the SBP method requires only ∆ρ . 0.1 with ρmax & 200, i.e.
Nρ & 2000. For this reason we have chosen to use the SBP method to obtain the results
presented in Sections 3.1 to 3.3.
3Documentation available at https://www.mathworks.com/help/matlab/ref/eigs.html.
Figure 4.2: Grid dependence of the complex-energy zero mode of a normal-core NSV (q̄ = −0.3,
β = 0.05), obtained with η = 1 using the SBP method.
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Figure 4.3: Grid dependence of the complex-energy zero mode of a normal-core NSV (q̄ = −0.3,
β = 0.05), obtained with η = 1 using the SFD Type (i)-(iii) and TFD methods.
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4.5 2D time-independent GPE solver
To obtain the initial states of the dynamical simulations presented in Section 3.4 we require a
2D time-independent GPE (2.26) solver, discretized using the appropriate real- and reciprocal-
space grids. We construct this with a gradient-flow method similar to that described in
Section 4.2. Here the gradient flow step, discretized in imaginary time, reads
− 1
2








m = Am(tj), and B
j
m = Bm(tj) with
Am =

U(~r ) + p̄+ n̄+ β(n̄− 2|ψ̄−1|2)− 1 m = 1,
U(~r )− q̄ + n̄+ β(n̄− |ψ̄0|2)− 1 m = 0,






−1 m = 1,
2βψ̄∗0ψ̄1ψ̄−1 m = 0,
βψ̄20ψ̄
∗
1 m = −1.
(4.65)
We evaluate the spatial derivatives by noting that the Laplacian operator is diagonal in








, where F denotes the dimensionless (2D)















where F−1 denotes the inverse Fourier transform.
We discretize real and reciprocal space by introducing the uniform grids x̄, ȳ = j∆x








, and ∆k = 2πNx∆x (we take
the number of grid points Nx to be even). The quantities in Eq. (4.66) are then discretized
by evaluating their samples, e.g. ψ̄jm → ψ̄j,a,bm = ψ̄jm(x̄ = a∆x, ȳ = b∆x). We numerically
evaluate the Fourier transform and its inverse with the MATLAB functions fftn4, ifftn,
and fftshift.
In this work we obtain the initial state of the 2D gradient flow by interpolating a radial
solution obtained via the method of Section 4.2.4 onto the 2D real-space grid. We include a
trapping potential to ensure the ψ̄m vanish near the real space grid boundary, circumventing
4Documentation available at https://www.mathworks.com/help/matlab/ref/fftn.html
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Figure 4.4: Progression of the residual and tolerance during execution of the 2D gradient-flow algorithm
used to obtain the ground-state of a normal-core (q̄ = −0.3) NSV. (a) and (b) show the results when
using circular and square traps respectively. Other parameters used are β = 0.05, ∆t = 0.01, ∆x = 0.1,
and Nx = 2048.
the conflict between the phase of ψ̄m and the periodic boundary conditions enforced by the
Fourier transform.
As in Section 4.3 we quantify the algorithm convergence with the residual and tolerance,
now defined as
rj = max




{∣∣∣ψ̄jm − ψ̄j−1m ∣∣∣}
∆t
. (4.68)
We find the convergence is dependent on the trapping potential used. With a circular flat-
bottomed trap [of the form (3.28)] the residual and tolerance decay to ∼ 10−11 and ∼ 10−13
respectively, before increasing [see Fig. 4.4 (a)]. However, with a square flat-bottomed trap of
the form
U(~r ) = max {50 [1 + tanh (|x| − 95)] , 50 [1 + tanh (|y| − 95)]} (4.69)
the residual and tolerance decay only to minimum values of ∼ 10−4 [see Fig. 4.4 (b)]. For
this reason we use only the circular trap, terminating the gradient flow when the residual
increases.
4.6 Symplectic GPE solver
In this work we solve the time-dependent GPE (2.23) with the second-order symplectic method
described in Ref. [81]. For completeness, we include a brief outline of this method here. First,
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Figure 4.5: (a) Magnitude of the added noise in real space. (b) Fourier transform of the time-evolution
initial state.

























Both of these equations have exact solutions. That of Eq. (4.70) reads










while that of Eq. (4.71) reads









Ψ̄(B)m (0) + sin
(
βF̄ t̄





In Eq. (4.73) n̄, F̄ , and α ≡ Ψ̄20 − 2Ψ̄1Ψ̄−1 are evaluated using Ψ̄
(B)
m (0). An approximate
solution to the GPE is obtained by composing these two solutions. Denoting Eqs. (4.72)
and (4.73) as Ψ̄
(A)
m (t̄) = VA(t̄)Ψ̄
(A)
m (0) and Ψ̄
(B)
m (t̄) = VB(t̄)Ψ̄
(B)
m (0) respectively, we have
Ψ̄m(t̄+ τ) ≈ VA (τ/2)VB (τ)VA (τ/2) Ψ̄m(t̄), (4.74)
where τ is a small time step. Iteratively solving Eq. (4.74) from an initial state Ψ̄m(0) yields
Ψ̄m(tj), where tj = jτ , j ∈ {0, 1, 2, . . .}.
We discretize this time-evolution procedure in real- and reciprocal-space via the method
described in Section 4.5. We obtain the initial state by adding complex Gaussian noise δm to
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Figure 4.6: Conservation of energy, norm, z-magnetization, and z-component of angular momentum
throughout the simulation of NSV evolution.
each component of a desired 2D stationary state. To reduce the noise energy we filter the δm
to have maximum wave-number of 8ξ−1b [see Fig. 4.5 (a)]. This noise is then bounded in real
space to the region within the trap. This spatial confinement results in broadening of the δm
in reciprocal-space, however this effect is negligible [see Fig. 4.5 (b)].
During the evolution we expect the energy E, norm N , z−magnetization Mz =
∫
d~r Fz








Ψ to be conserved.
We quantify violation of this conservation with the relative errors δf = |[f − f(0)]/f(0)|,
f ∈ {E,N,Mz, Lz}. When simulating the evolution of a NSV for 0 < t̄ < 1500 with
τ = 5 × 10−4 we find E and N maintain relative errors less than 10−8, while Mz and Lz
maintain errors less than5 10−4 [see Fig. 4.6]. We note that conservation of these quantities
requires that the time step τ be sufficiently small, so that the highest frequency in the VA







with kj the reciprocal-space grid points.
5Here Mz and Lz have non-zero initial values due to the added noise. For the case shown in Fig. 4.6 we





In this thesis we have presented formalism describing the core structure and linear stability of
axis-symmetric vortices in a quasi-2D spin-1 BEC. We have then applied this formalism to
investigate NSVs. After appropriate scaling the core structure of a NSV is dependent only on
the ratio of the quadratic Zeeman shift q and the (adjusted) condensate chemical potential
µb. We have fully explored this dependence, and found there exist two distinct forms of a
NSV: For q < qc ≈ −0.2545µb the NSV ground-state is a normal-core form, within which the
density vanishes at the core, and the nematic director remains transverse to the magnetic
field axis everywhere. The structure of the m = ±1 component vortices within a normal-core
NSV is (besides a constant factor) identical to that of a gauge vortex in a scalar BEC. For
q > qc the NSV ground-state is a polar-core form, within which the density is non-zero at the
core owing to population of the m = 0 magnetic sublevel, and the nematic director aligns
with the magnetic field axis at the core. Polar-core NSVs are larger than normal-core NSVs,
with the core radius scaling as ρcore ∼ 1/
√
|q|. We have used a Thomas-Fermi description
to explain the existence of these two forms. Within this description, for ρ < ~/
√
2M |q| it
is energetically favorable for the condensate to locally be in the EAP phase, resulting in a
polar-core.
After appropriate scaling the linear stability of a NSV is dependent only on the ratio of the
quadratic Zeeman shift q and the (adjusted) condensate chemical potential µb, and the ratio
of the spin-dependent to spin-independent interactions (i.e. cs/cd). We have explored this
parameter dependence, and found that while NSVs are in general dynamically unstable against
dissociation to a pair of HQVs, there exists a parameter regime in which polar-core NSVs
may exist as stable defects. We have quantified the instability by considering the (imaginary)
energy of the associated Bogoliubov mode. For all parameter values the magnitude of this
energy is small (∼ 10−2µb), so that the instability is expected to manifest slowly. For all
values of q/µb the instability is suppressed with increasing cs/cd, while for q > qc (i.e. for
58 Chapter 5. Discussion and conclusions
polar-core NSVs) the instability is also suppressed with increasing q/µb. By inspecting the
form of these parameter dependences we have identified that the dissociation of a NSV into
two HQVs is initiated by counter-superflow instability, and suppressed by the pinning effect
of the polar-core. We note that this pinning effect has an intrinsic spin-dependent aspect.
Furthermore, we have developed a simple semi-analytic model supported by numerical
calculations to investigate the stability of a normal-core NSV in the polar-core regime (q > qc).
We find that in addition to the splitting instability previously mentioned, the vortex may
possess either a Landau or dynamical instability, dependent on the value of q. In either case,
this additional instability corresponds to formation of a polar-core.
We have supported our Bogoliubov analysis of the NSV splitting instability with dynamical
simulations of NSVs in a 2D condensate within a flat-bottomed trap. As predicted we find
that while normal-core NSVs are unstable to splitting, polar-core NSVs are stabilized with
increasing q, eventually becoming stable defects. We have investigated the NSV dissociation
dynamics by considering a normal-core NSV (q = −0.3µb, cs = 0.05cd). Beginning at
t ≈ 100~/µb the m = ±1 component vortex separation begins to increase rapidly, before
saturating after t & 300~/µb.
Finally, we have discussed the numerical methods used to obtain the results of this work.
These methods differ primarily in their treatment of the cylindrical Laplacian operator. We
found 3-point finite-difference methods (with various boundary condition implementations)
to be insufficient, requiring impractical numbers of grid points to obtain accurate results.
Attempting to improve on these methods by transforming the radial time-independent GPE
and BdG equations, so as to replace the cylindrical Laplacian with a simpler second derivative
term, yielded no significant benefit. However, we found implementation of the high-order
summation-by-parts derivative operators developed by Prochnow et. al [53] to be effective,
yielding solutions with accuracy comparable to those obtained via 3-point finite-difference
methods with much fewer grid points. We have also considered the use of discrete Hankel
transforms to evaluate the cylindrical Laplacian in finite systems, however error introduced
during interpolation between numerical grids rendered this ineffective.
5.1 Outlook
In this work we have shown that NSVs may exist as stable (or quasi-stable) defects within a
uniform EPP phase spin-1 BEC. Consequently, they may be important aspects of phenomena
such as coarsening dynamics and the emergence of spin-turbulence [39, 46, 47]. Furthermore,
in this work we have developed a numerical scheme capable of providing accurate descriptions
of the structure and stability of axis-symmetric vortices in a uniform quasi-2D spin-1 system.
5.1. Outlook 59
Here we have applied this to perform a systematic investigation of NSVs in an antiferromagnetic
condensate. However, this scheme may potentially be applied to allow for similar systematic
studies of other axis-symmetric vortices in uniform spin-1 condensates. For example, polar-core
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