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ABSTRACT
The standard view of the effects of typographic emphasis in English is that type 
styles (e.g., capitals, italics) enhance memory for emphasized information to the 
detriment of reading speed and without contributing semantically or pragmatically 
meaningful information to the text. Fewer emphasis studies that have concerned 
themselves with reference questions offer off-line evidence that typography interacts 
with linguistic variables and, more specifically, that it adds a modulatory or a contrastive 
layer of meaning to the interpretation of referential expressions. No study to date has 
investigated, however, whether typographic emphasis can bring a referent into 
discourse focus and consequently affect the processing of co-referential expressions 
(e.g., repeated names, pronouns). This study provides on-line evidence for the visual-
emphatic, contrastive, and discourse focus effects of typographic emphasis during 
normal silent reading in English by means of two eye-tracking experiments manipulating 
capitals and italics in cohesive pieces of discourse. A data-driven case is made that 
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In 1997, linguist David Crystal presented a keynote paper at the Association 
Typographique Internationale (ATypI) Conference, then taking place at the University of 
Reading, entitled “Toward a typographical linguistics.” In his keynote address, Crystal 
explored reasons why the intersectional focus between linguistics and typography still 
waited invention, as well as potential questions and data that any theory of 
typographical linguistics would have to elucidate. One would be wrong, however, to 
assume that we have made progress in the direction pointed by Crystal after a period of 
more than twenty years since the ATypI 1997 conference. To date, a “typographical 
linguistics” has regrettably still not established itself as a recognized interdisciplinary 
field, which one can tell from conversations with any living linguist and the extreme 
scarcity of references to this keyword on scholarly databases and general search 
engines. In fact, only 154 verbatim results are returned at the time of this writing when 
querying the term on Google, most of which are non-elaborative mentions to Crystal’s 
(1998) insightful paper.  
Crystal (1998) identified several obstacles preventing the emergence of a 
typographical linguistics that are still incredibly accurate nowadays. On the one hand, 
most linguists do not know anything about typography; on the other hand, 
2 
typographers, designers, and copy editors typically receive no training in linguistics. This 
mutual dissonance not only prevents interdisciplinary exchanges, but also leads to a lack 
of common vocabulary to describe the relevant graphic properties of written texts, 
widening the gap between two disciplines that have not traditionally established a 
dialogue even further. In addition, linguists tend to be very logocentric, privileging 
speech over writing to draw conclusions about linguistic competence, since writing is a 
historically secondary artifact under the strong jurisdiction of prescriptive rules of 
composition. That is not to say linguists have not had any interest in written forms of 
communication. In fact, text linguistics and its correlates, such as stylistics, discourse 
analysis and, to some extent, applied linguistics, are realms of language inquiry within 
which the graphic features of written texts have been examined to explicate their 
structure from a more functional perspective, not to mention the prolific contribution of 
psychology to the understanding of visual processing in reading. Many linguists, 
however, are reluctant to accept descriptions of texts as “linguistic” if they do not map 
onto knowledge considered to reflect a “core” language competence—namely, 
phonology, morpho-syntax, and semantics. Crucially, even units of study at the 
phonological, morphological, and syntactic levels of analysis tend to be regarded as 
linguistically relevant to the extent that they affect semantic meaning. Typography, in 
contrast, is often taken to function merely as an “invisible carrier of content” (Crystal, 
1998, p. 11). 
If “explaining how we communicate meanings to each other . . . is what 
linguistics is all about” (Crystal, 1998, p. 9; emphasis added), then the fundamental 
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question for a typographical linguist must be how the various features of typography 
convey meaning or hinder its expression (Crystal, 1998). In other words, it would only 
make sense to talk about a “typographical linguistics” provided that, within a text/page, 
one could use typographic features to change the linguistic meaning of what one writes. 
According to Crystal, this should not be confused with the pragmatic study of the effects 
of particular typographic choices on the speaker, or with the semiotic investigation of 
how using visual communication can reinforce linguistic expression. Rather, the focus of 
the typographical linguist ought to be on the variations in the way words and phrases 
can be typographically presented that can cause their meanings to change (Crystal, 
1998), in similarity to phoneme, morpheme, and word-order substitutions. To illustrate 
written language phenomena that potentially met this criterion, Crystal (1998) focused 
on a few uses of case and font type variation in English. Interestingly, however, he 
deliberately glossed over changes from roman (plain) text to italics and boldface, 
arguing that these were already well understood. 
Although I could not agree more with Crystal (1998) that typography represents 
a tangible gap in the state of the art of linguistic description that needs to be bridged, I 
disagree with him in two important ways. First, as I demonstrate in the remainder of this 
dissertation, the scientific community does not have a clear understanding of how 
typographic contrasts that lead to emphasis on particular words and phrases (e.g., 
italics) work in a text to this date, especially from an incremental, on-line reading 
perspective. Second, I do not subscribe to the view that a typographical linguistics 
should leave issues of more pragmatic nature out of its scope of investigation. What we 
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do with language is an integral part of knowing a language, such that researchers have 
come as far as positing the existence of a “communicative competence” (Hymes, 1972) 
enabling any instance of linguistic use and thus making up a significant portion of our 
linguistic knowledge. In addition, many scholars (e.g., Cole, 1981) have called into 
question a clear-cut distinction between literal meanings (semantics) and effects 
(pragmatics), given that they often bleed into each other in an indissociable way 
affecting interpretation and that experimental results have failed to support such 
analytical distinctions (e.g., Almor et al., 2007). As a result, it is reasonable that the 
scope of investigation of an emergent typographical linguistics be extended to include 
not only “semantic” distinctions, but also “pragmatic” effects. 
With this dissertation, I aimed at taking a more ambitious step than my 
predecessors towards fulfilling Crystal’s (1998) promise of a typographical linguistics by 
looking at the semantic-pragmatics of typographic emphasis in English from a 
psycholinguistic perspective. Typographic emphasis is one of many forms available to 
language users to signal informational focus, which is an essential property of how 
linguistic information is packaged within texts (Krifka, 2007). Although focus has 
received different formulations in the linguistic literature and proven to be a complex 
and multifaceted phenomenon (Arnold, 2013; Dik et al., 1981), it can be very broadly 
defined as the highlighting or foregrounding of certain pieces of information in a 
discourse in consideration of “what the speaker is attending to, what the speaker wishes 
the addressee(s) to focus on, what is assumed to be already known, what is considered 
most important, or what is treated as background information” (Arnold et al., 2013, p. 
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403). As such, focus mechanisms play a crucial role in spoken and written language 
comprehension, working to fulfil the communicative function of texts (McAteer, 1989). 
English has a plethora of focus devices that help establish the relative 
importance or prominence of different pieces of information in spoken and written 
discourses. At the word level, particles like even and only bring attention to the linguistic 
elements that follow, establishing them as figure against a set of overt or implied 
backgrounded alternatives (e.g., “Sebastian only made cookies,” i.e., not cupcakes or 
anything else). At the sentence level, variations in constituent ordering, such as active 
sentences (e.g., “Sebastian made cookies”), passives (e.g., “The cookies were made by 
Sebastian”), and cleft structures (e.g., “It was Sebastian who made cookies”), also serve 
the purpose of emphasizing discourse entities, but do so through syntactic position, 
affecting sentence interpretation to some extent as a result. At the inter-sentential 
level, in turn, pointer words/phrases/sentences (e.g., “therefore,” “to sum up,” “In 
summary of what has been said…”) and relevance indicators (e.g., “It should be stressed 
that…”) arguably direct the interlocutor’s attention to specific aspects of the content 
and organization of texts, signaling them as especially important. Other focus-signaling 
devices include, but are not limited to, repetition of content, enumeration (e.g., 
numbering points in an argument), figurative language, and register shifts (for other 
devices, see Callies, 2009; Lemarié et al., 2008; Lorch, 1989; Sanford et al., 2006; 
Zimmerman & Onea, 2011). 
Although the phenomenon of focus is independent from the medium of 
communication, certain focusing devices are exclusive to either spoken or written 
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language. In spoken discourses in English, prosody affects information structure by 
making the most important element of an utterance more acoustically prominent (i.e., 
higher pitch, louder amplitude, and/or greater duration) than other constituents, which 
often affects meaning (Arnold et al., 2013), as shown in sentences (1a) and (1b), in 
which prosodic stress (represented by underlining) may create semantic distinctions. 
 
(1a) Sebastian made cookies (i.e., Sebastian, not someone else). 
(1b) Sebastian made cookies (i.e., cookies, not other baking items). 
 
While prosody is known to facilitate the reading of written texts implicitly (Bader, 
1998; Fodor, 1998), it takes a physical form only in speech, which is further 
optimized by accompanying paralinguistic gestures (McNeill, 2000). In contrast, 
signaling devices available solely in the written language are (i) organization cues 
such as titles, headings, and subheadings, which direct the reader's attention to the 
text structure and offer an outline of its contents; (ii) abstracts, summaries, and 
conclusions, which condense the most important information of certain text genres; 
and (iii) variations in layout (e.g., indentation, boxing, alignment, bullet points, text 
shape, use of pictures) and typography (see Table 1.1), which distinguish content 





Table 1.1 Overview of Typographic Emphasis Devices 
 
Typographic Device Example 
Capitals Lorem IPSUM 
Small Caps Lorem IPSUM 
Italics Lorem Ipsum 
Boldface Lorem Ipsum 
Underlining Lorem Ipsum 
Typeface Change Lorem Ipsum 
Size Lorem Ipsum 
Letter Spacing Lorem I p s u m  
Color Lorem Ipsum 
Highlighting Lorem Ipsum 
Punctuation Marks Lorem “Ipsum” 
Other Graphic Marks Lorem *Ipsum* 
 
 
Unlike other focus mechanisms that are shared across modes of communication 
(e.g., particles, syntactic position) or are specific to speech (e.g., prosodic stress), focus-
signaling devices available only in written language, and more specifically, typographic 
emphasis, have been greatly overlooked within linguistic inquiry (Waller, 1991; Slattery, 
2016). Written language has been traditionally described by analogy with features of 
spoken texts, which has contributed to the general view that the former is unsystematic 
and deficient in relation to speech in many respects (McAteer, 1989; Nunberg, 1980). As 
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a result, typographic emphasis is sometimes referred to as the poor man’s correlate of 
prosodic stress (Bolinger, 1986), and most scholars assume that typographic emphasis 
devices are predominantly visual in nature, emphasizing content or structure without 
conveying any linguistically meaningful information (Lorch, 1989). On the assumption 
that typography does not add to the content of the text, previous reading studies have 
examined whether emphasis through typographic cues increases psychological focus 
(i.e., attention) and memory for information, but few have attempted to go beyond their 
evident visual and mnemonic properties, extending the scope of investigation to the 
domain of interpretation. On this note, no study has, to my knowledge, directly assessed 
the effects of typographic emphasis on discourse focus—i.e., the relative accessibility of 
referents and other discourse entities in the mental representations readers create of 
the texts they are processing—, despite the extremely large and still growing body of 
studies available to date showing that discourse focus is affected by a number of 
linguistic and non-linguistic factors. 
This study sought to obtain psycholinguistic data to investigate the potential 
meaning distinctions conveyed by typographic emphasis as well as its effects on 
discourse processing, testing the widespread assumptions that typographic emphasis 
devices are merely visual in nature and unable to affect discourse focus. By analyzing 
typographic features of written language in their own terms, this research aimed to 
determine whether typographic emphasis constitutes a coherent linguistic subsystem in 
English that takes on visual forms precisely to modify the semantic-pragmatic structure 
of written discourses. To accomplish this goal, two eye-tracking experiments 
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manipulating CAPITALS or italics were conducted examining the extent to which 
typographic emphasis modulates the repeated-name penalty, a well-established 
psycholinguistic phenomenon that is sensitive to discourse focus. To situate the study’s 
goals and explain how capitals/italics and the repeated-name penalty provide valuable 
windows into the nature of typographic emphasis in discourse, the central findings from 
the typographic emphasis and referential processing literatures are summarized in 
Chapter 2 and Chapter 3, where an overview of repeated-name penalty studies 
conducted to date is also provided to explain its relevance as an experimental tool and 
to point out the specific questions this study was designed to address. Building on the 
descriptive and theoretical foundations established in previous sections, Chapter 4 and 
Chapter 5 are used to report on the two eye-tracking experiments conducted as part of 
this study, detailing their hypotheses, stimuli, experimental designs, data collection 
procedures, analyses, and results. Finally, the findings from both experiments are 
summarized and their implications are discussed in detail in Chapter 6, which is also 
used to highlight the value of this study to a typographical linguistics-to-be and to 
explore future research directions for both linguists and type professionals.
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CHAPTER 2 
THE PSYCHOLINGUISTICS OF TYPOGRAPHIC EMPHASIS
Because normal skilled reading is necessarily a visual act (Massaro & Sanocki, 
1993; Venezky, 1993), reading researchers have traditionally set out to understand how 
visual factors affect the legibility of texts, how readers recognize letters and words, and 
how the visual properties of the text guide readers’ eye movements, producing 
extensive documentation of visual processes in reading since the late nineteenth 
century (Cattell, 1885; Tinker, 1963; Rayner & Pollatsek, 1989). The dominant view in 
the legibility field is that moderate changes in typography do not affect reading 
substantially. Indeed, in a review of typographic studies conducted in psychology of 
reading, Rayner, Pollatsek, Ashby, and Clifton Jr. (2012) claim that “the fundamental 
conclusion to be drawn from the work on typography is that reading appears to proceed 
at about the same rate if the [global] type font, size, and length of line employed are at 
all reasonable” (p. 96). 
In addition to being very robust to variations in the typographic form of texts, 
our processing system appears to deal with visual word identification very 
automatically. Converging evidence indicates that higher-order processes (e.g., 
constructing the correct syntactic structure of a sentence, computing meaning, and 
evaluating textual information against world knowledge) take most of the reader’s 
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processing capacity (Rayner & Pollatsek, 1989), in comparison to the low-level 
identification of letterform components, such as strokes, hairlines, ascenders, 
descenders, serifs, and terminals. Although eye-movement researchers concede that 
typographic factors may have a main effect on oculomotor behavior and should 
therefore be controlled for to avoid experimental confounds (Morrison & Inhoff, 1981), 
the visual form of words, sentences and texts is typically seen as not interacting with 
any higher-order information from the textual input (Slattery, 2016), with a plethora of 
evidence indicating that eye movements are under direct cognitive control of linguistic 
processing (Clifton et al., 2016).  
The extensive documentation in the visual processing literature of a limited 
impact of typographic manipulations on reading appears to be indisputable, but it 
should be noted that this body of work: (i) is largely oriented to questions of perceptual 
processing; (ii) treats typography as a purely visual factor; and (iii) frequently 
manipulates typographic factors uniformly and globally (e.g., all-capital or all-italic type 
across extended regions of text). As a result, such examinations of the effects of 
typography on the reading process do not overlap with investigations of typographic 
emphasis. In fact, the latter appears to be the most common function of typography 
within naturalistic texts, i.e., typographic manipulations are not typically done by writers 
and designers to create overall homogeneity, but rather to generate localized emphasis, 
making specific words, phrases and sentences within the body of a text stand out from 
the rest of the page (Bosler, 2012; Lorch, 1989). Importantly and in contrast to visual 
processing studies, the available literature on typographic emphasis suggests that type 
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does have a substantial impact on the reading process when used to create 
differentiation. 
2.1 TYPOGRAPHIC EMPHASIS STUDIES 
Psycho(linguistic) studies that have examined typographic emphasis and that 
have gone beyond questions of perceptual processes in reading and eye movement 
control burgeoned in the second half of the twentieth century.1 In a comprehensive 
review of typographic emphasis experiments conducted between 1955 and 1988, Lorch 
(1989) argued that the most consistent findings from this body of more than thirty years 
of research were: (i) typographic cuing, especially by means of capitals, underlining, and 
color, improved memory for the emphasized content; and (ii) recall of the 
unemphasized content was either inhibited or unaffected. He also pointed out some 
preliminary evidence that emphasizing key words with italics could restrict the 
interpretation of an ambiguous text (Pratt et al., 1981). Divergence from this common 
pattern across the reviewed studies could be explained, according to the author, in 
terms of different performance measures, the complexity of the typographic 
manipulations that were made, and the proportions of emphasized content within the 
employed materials. As directions for future studies, Lorch claimed that a better 
understanding of the similarities and differences among the different forms of 
                                                     
1 Other typographic studies available in the literature have also approached the topic from the 
perspectives of (i) the global structuring of a text (Waller, 1991), (ii) readers’ assessments of the 
connotations of typography (Doyle & Bottomley, 2009; Larson & Picard, 2005), (iii) punctuation (Nunberg, 
1990), and (iv) translation studies (Saldanha, 2011). However, these lines of research are not particularly 
relevant to my immediate purposes here because very few deal with typographic emphasis, and 
researchers that did approach typography as a means to create visual differentiation were not interested 
in psycholinguistic questions. 
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typographic emphasis was needed to improve our knowledge of the reading process 
and instruction, as well as an investigation of the effects of typographic cuing on other 
cognitive processes involved in reading beyond memory, such as visual search and on-
line comprehension, which were all suggested to be mediated by attention. 
Typographic emphasis studies conducted after Lorch’s (1989) seminal review 
paper appear to indicate that the effects of visual differentiation on memory are indeed 
fostered by increased attention, i.e., typographic devices enhance memory for the 
emphasized information to the detriment of reading speed (Lorch et al., 1995). 
Additional evidence suggests that these effects may be modulated by age (Dywan & 
Murphy, 1996), linguistic proficiency (Simard, 2009), type of typographic feature (Dyson 
& Beier, 2016), and the reader’s goal (Golding & Fowler, 1992). However, it should be 
noted that although these post-Lorch (1989) studies manipulate typographic emphasis 
on specific linguistic forms (words or sentences), they typically neglect the potential 
interaction of visual differentiation with linguistic variables. 
Picking up where the review paper left off, Lorch, Lorch and Klusewitz (1995) 
report on two experiments designed to examine (i) the impact of amount of emphasized 
material on memory, (ii) the influence of typographic differentiation on information that 
is not emphasized, and (iii) the distribution of attention during reading of emphasized 
text material. The first experiment addressed the first two questions by employing a 4-
page, single-spaced expository text, which was edited to yield three typographic 
emphasis conditions: no underlining, light underlining (5% of words), and heavy 
underlining (50% of words). After reading the printed text once in one of these 
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conditions, participants took a paper-based test with open questions assessing memory 
for information from specific target sentences selected a priori, half of which were 
underlined in each of the two underlining conditions. With respect to the first study 
goal, the results revealed that the proportion of underlined target sentences recalled 
was significantly higher than the proportion of non-underlined targets in the light 
underlining condition but not in the heavy underlining condition, showing that the 
impact of typographic emphasis on recall was modulated by the amount of emphasized 
text, with better recall only when a small proportion (5%) of the text was underlined. As 
for the second goal, the results indicated no significant differences in the proportions of 
non-underlined target sentences recalled between the light underlining and the no 
underlining conditions, providing further support for the claim that the effects of 
typographic emphasis are somewhat localized, with little to no impact on non-
emphasized material (Lorch, 1989). 
The second experiment carried out by Lorch and collaborators (1995) addressed 
the more interesting issue of cognitive mechanisms underlying the extensively 
documented memory benefits of typographic emphasis. In other words, such memory-
facilitation effects could be due to increased attention during reading or simply to a 
process of tagging information as important during encoding, so that it would be more 
accessible later during memory retrieval, without any interaction with on-line 
attentional processes. This experiment employed the same text from experiment one, 
but presented it to participants in a self-paced fashion one sentence at a time on a 
computer screen. Additional differences were that typographic emphasis took the form 
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of capitalization (no emphasis, light emphasis), and that a control condition with text in 
all upper-case was included. No changes were made to the recall test. 
The results of the off-line test from Lorch et al.’s (1995) second experiment 
replicated those from experiment one: In the light emphasis condition, the proportion 
of target sentences recalled was higher when the targets were capitalized than when 
they were not, with similar proportions of non-capitalized sentences recalled in the light 
and no emphasis conditions. As for the on-line results, a first comparison of mean 
reading times per syllable between the control (all-capital) and no emphasis conditions 
failed to show significant differences, ruling out the possibility that any observable 
effects of emphasis through capitalization would be attributable to baseline differences 
in the reading of all-uppercase versus regular text (i.e., slower reading of upper case in 
general). Follow-up analyses indicated longer reading times per syllable for capitalized 
target sentences than for non-emphasized content in the light emphasis condition, with 
similar reading times on the non-emphasized targets between the light and no emphasis 
conditions, which shows that “readers slowed down when they encountered signaled 
content, but their reading of unsignaled content was unaffected by the presence of 
signals elsewhere in the text” (Lorch et al., 1995, p. 60). Because reading times are 
considered an attentional measure, Lorch et al.’s second experiment provides evidence 
that emphasizing content by means of typographic cues leads to an increased allocation 
of attentional resources to the signaled content, which in turn can be argued to yield 
the enhanced memory benefits observed for emphasized text. 
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The effects of typographic emphasis on memory appear to be modulated not 
only by attention, but also by demographic variables such as the reader’s age. Dywan 
and Murphy (1996) had young adults (19-40 years old) and older adults (64-86 years 
old) read out paragraphs containing italicized words, which they were asked to ignore. 
After the reading session, participants were also asked to take follow-up comprehension 
and distractor recognition tests. The results showed that the older adults were more 
likely to vocalize the italicized words during reading and to make comprehension errors 
when taking the recognition test, although they were, in the same off-line test, less 
likely to recognize the italicized words that they had stumbled upon and vocalized. In 
sum, Dywan and Murphy’s study shows that typographic emphasis makes it more 
difficult for older age groups to inhibit emphasized information during reading but not 
at a later off-line memory stage, although it should be stressed that the authors used 
italics for a very anti-natural purpose (i.e., to highlight information readers were 
supposed to ignore) and were primarily concerned with a purely non-linguistic question 
(i.e., age-related deficits in inhibitory regulation). 
In a second-language acquisition study that employed typographic emphasis 
more naturally and, to some extent, attempted to link the phenomenon to linguistic 
performance, Simard (2009) showed that typographic emphasis facilitates the off-line 
processing of L2 English by L1 French speakers. Simard investigated the extent to which 
the form (italics, underlining, bold, capitals, yellow highlighting) and number (zero, one, 
three, five) of typographic cues on words whose plural forms are irregular (e.g., scarves, 
countries, churches) improved secondary students’ performances in a subsequent 
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multiple-choice test in which they were asked to circle the correct plural version of 
different target words. The results showed that reading an initial English text with plural 
words emphasized through capitals led to the highest test scores among all 
experimental groups in the follow-up multiple-choice test, although accuracy in the 
capitals condition was significantly better only in relation the control (no emphasis) and 
the underlining conditions. The presence of 3 simultaneous cues (underlining, bold, 
capitals) also improved performance in comparison to the control and 5-cue groups, 
although there were no significant differences between conditions with 1 and 
conditions with 3 or 5 emphasis types. It appears thus that both the form and the 
number of typographic cues on irregular plural words can lead to better off-line 
performance by second-language learners, who might be more sensitive to low-level 
perceptual cues than other demographic populations, especially if their first language is 
written in a system that does not often display the same forms of typographic emphasis 
as the Latin script (see also Dieterich, 2017). 
Although Simard’s (2009) study did not reveal significant differences between 
boldface and italics in second-language performance, evidence from a more recent 
study in English suggests that the latter might be subtler than the former for emphasis. 
Dyson & Beier (2016) conducted a series of experiments in the rapid serial visual 
presentation (RSVP) paradigm, in which participants were presented with a series of 14 
high-frequency words and 1 non-word in each trial and were asked to carry out a lexical 
decision task after each trial presentation to indicate whether they had seen a non-
word. The word series were presented either in a single-font (Neutral Regular) or in a 
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two-font condition, in which all words prior to the non-word alternated between 
Neutral Regular and one of six variations (Neutral Italic, Neutral Bold, Neutral Expanded, 
Neutral BoldItalic, Neutral Contrast, and Neutral BoldExpanded). Analysis of reaction 
times (between presentation of the final word in the 15-word series and lexical decision) 
and accuracy data showed that words set in bold and e x p a n d e d  type styles 
impaired performance when alternated with words set in a neutral font, while words set 
in italics did not. Although what Dyson and Beier call “emphasis” is the consecutive 
alternation between font styles in a series of unrelated words, which is both 
qualitatively and quantitatively different from normal instances of typographic emphasis 
in naturalistic texts, their study suggests that not all typographic emphasis devices are 
born equal.  
Taken together, Lorch et al. (1995), Dywan and Murphy (1996), Simard (2009), 
and Dyson and Beier (2016) demonstrate that manipulating certain typographic 
emphasis devices to signal specific textual information (e.g., words, phrases, sentences) 
improves performance in a number of memory-related tasks (e.g., cued recall, multiple-
choice recognition, lexical decision) at the expense of reading speed, but there is some 
evidence in the literature that typographic emphasis does not always benefit off-line 
processes in reading. One of the factors that may interfere with the effects of 
typographic emphasis is the reader’s goal: Underlining, for instance, seems to improve 
memory for information only when readers are told that they will be tested on specific 
details of a text rather than on its overall gist (Golding & Fowler, 1992). An even more 
important factor seems to be the type of linguistic information emphasized through 
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typography: In an investigation of the effect of bold typeface on the comprehension and 
meta-comprehension of negation, Margolin (2013) showed that setting a negation word 
(not) in bold does not have a significant impact on the comprehension of English texts, 
although readers are aware that boldface should attract their attention to the 
emphasized word. Golding & Fowler’s finding that the effects of typographic emphasis 
may be modulated by readers’ goals is not earth-shattering, given solid evidence that 
the processes and outcomes of reading are impacted by what readers are trying to 
accomplish when they go through written words or even pictures (Yarbus, 1967). In 
contrast, Margolin’s (2013) results represent a more important development, since they 
indicate, in comparison with the abovementioned studies, that the nature of the 
linguistic material that gets emphasized in a piece of written discourse matters in 
assessments of typographic emphasis effects. 
On this note, Sanford, Sanford, Molle, and Emmott (2006) extended previous 
findings of beneficial effects of typographic emphasis on memory as mediated by 
attention by showing that typographic cues interact with the semantic structure of texts 
when verbs are emphasized in a text. The researchers conducted a text-change 
experiment to investigate the extent to which italics functioned as an attention-
capturing device in two-sentence discourses. The procedure consisted in presenting 
participants with each piece of text twice, with a critical verb (e.g., interviewed) in the 
second sentence changing to a semantically close (e.g., questioned) or distant (e.g., 
checked) word in the second presentation. The critical verb could appear in italics or 
without any typographic modification in the first presentation. Participants read the 
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series of two texts at their own pace in each trial, at the end of which a blank screen 
would replace the previous display and subjects reported to the experimenter any 
noticed differences between the two presentations. To further prevent participants 
from telling the place of change solely from the visual appearance of the materials, 
different fonts were used in each trial—Times New Roman for the first presentation 
and Arial for the second.  
An analysis of the number of correctly detected changes showed not only main 
effects of emphasis and semantic relatedness, with italics and distant semantic changes 
leading to more accurate detections, but also an interaction between the two variables, 
with larger effects of italics on close than on distant semantic changes. An additional 
analysis of participants’ first experimental trials revealed a greater number of correct 
change detections in the italics condition than in non-italics, reaching statistical 
significance by the second exposure to typographic emphasis, which result rules out the 
possibility of strategic learning (i.e., searching for the italicized item) over the course of 
the experiment. Sanford et al. (2006) argue thus that typographic differentiation is 
related to attention control in reading, leading to a deeper processing of the textual 
input and an increased fineness of semantic representations. 
In conclusion, the typographic emphasis research reviewed so far can be placed 
on an analytical psychology-to-linguistics continuum. Lorch and collaborators (1989, 
1995) and Dywan and Murphy (1996) approach the topic from a more psychological 
perspective; Golding & Fowler (1992), Simard (2009), and Dyson and Beier (2016) fall 
somewhere in between the two extremes; and Margolin (2013) and Sanford et al. 
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(2006) are timidly closer to the linguistics end of this psycholinguistic gamut. These 
studies that have taken a more linguistically informed approach to typographic 
emphasis appear to indicate that it is important to consider the nature of what gets 
emphasized to assess the effects of typography in a piece of discourse, and that 
typographic emphasis does interact with language structure in certain linguistic 
contexts, refining the grain of readers’ semantic representations (Sanford et al., 2006). 
As I show next, this crucial argument is greatly corroborated by studies at the 
intersection of typographic emphasis and reference, which have explored more fully the 
relationship between typography and linguistics. 
2.1.1 Typographic Emphasis and Reference 
An infinitesimally small subset of typographic emphasis studies that have 
concerned themselves with reference questions suggests that when the emphasized 
words are noun phrases that convey referential information, typographic differentiation 
has an even more appreciable effect on text comprehension and recall, not only 
indexing physical salience, but also communicating new semantic content. McAteer 
(1992) argues that even though typographic emphasis operates through visual means, it 
may end up having a figure-ground effect on the interpretation of referential noun-
phrase content, triggering a non-default reading of the text by differentially stressing 
discourse entities. For instance, the typographic emphasis on the final word in “John 
broke the table” (McAteer, 1992, p. 352) may convey contrast, implicating a set of 
potential competitors (e.g., the table, not the chair), or indicate modulatory stress, 
whereby the focus is on the content of the stressed word itself and on the 
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unexpectedness of the event in which it participates (e.g., “you would not believe it, 
John is stronger than we thought”). 
To investigate the difference between modulatory and contrastive stress in 
English, McAteer (1992) conducted four off-line experiments and one self-paced reading 
experiment using capitals and italics to manipulate typographic emphasis. The first off-
line experiment assessed readers’ metalinguistic perceptions of the difference between 
capitals and italics, supporting a division of labor between the two forms of type style 
emphasis, with participants’ qualitative judgements indicating that italics suggested 
more contrast and connotation (contrastive stress), whereas capitals implied greater 
discourse prominence (modulatory stress). The second pen-and-paper task was 
designed to assess with a comprehension question the interpretation of an ambiguous 
pronoun, which had been emphasized by means of either capitals or italics and 
preceded by two potential referents, with the result that italics consistently led to the 
selection of a different antecedent than capitals or a plain style (no typographic 
differentiation). 
Using only the plain materials from the second task with added paraphrases for 
the intended meanings of each condition in parentheses, the third experiment asked 
participants to provide their own emphases by first underlining the word to be stressed 
and then choosing whether stress should take the form of capitals or italics. The results 
of this third study showed that capitals tended to be used for emphasizing nouns, 
whereas italics were frequently employed for stressing pronouns, lending further 
support to the claim that the two forms of type style emphasis are functionally distinct. 
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The fourth and final off-line investigation conducted by McAteer was a two-choice test 
of the readers’ interpretation (contrastive or modulatory) of sentences with type style 
emphasis (capitals or italics) on one of its noun-phrase constituents. A trend was 
observed in that sentences with capitalized nouns tended to be associated with 
modulatory reading, while contrastive interpretations were made more frequently for 
sentences with italicized nouns, although the results varied largely by items and were 
therefore not conclusive. 
To further address the possibility that different interpretive effects could emerge 
as a function of typographic emphasis with an on-line methodology, McAteer (1992) 
conducted a sentence-by-sentence self-paced reading experiment with pieces of 
discourse consisting of four sentences. The first sentence described an event, the 
second introduced two event participants, the third used an ambiguous pronoun either 
in italics or without any typographic manipulation, and the fourth presented a follow-up 
to the event. The items also included a comprehension question prompting participants 
to make a decision about the interpretation of the ambiguous pronoun. On the one 
hand, the results showed that it took participants significantly more time to process the 
sentence containing the ambiguous pronoun in the italics than in the plain condition. On 
the other hand, the time between the presentation of the comprehension question and 
the readers’ response was shorter in the italics condition relative to its plain 
counterpart. Finally, the responses to the comprehension questions showed that 
presenting the pronoun in italics led to different off-line referential choices to resolve its 
ambiguity compared to when no typographic manipulation had been made. McAteer 
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concludes that typographic emphasis plays a significant role in information structure, 
especially when it comes to referential processing. 
Like McAteer (1992), Fraundorf, Benjamin, and Watson (2013) also provide 
evidence for a link between typographic emphasis and the referential structure of texts, 
specifically the consideration of alternative propositions in recall. First, the authors 
carried out a recognition test to investigate whether typographic emphasis benefited 
memory for discourse referents. In the first phase of the experiment, participants were 
instructed to read two-sentence stories at their own pace for a subsequent memory 
test. The stories were presented each as a single paragraph and back to back, with a 
short pause between trials. The first sentence introduced four critical referents (e.g., 
“British biologists,” “French biologists,” “Malaysia,” “Indonesia”), while the second 
sentence referred to two of those entities (e.g., “British biologists,” “Malaysia”), in 
conditions where the first, the second, or both referents were emphasized by means of 
either italics or capital letters. In the second phase, participants were presented with 
probe statements about each of the passages they had previously read that referred to 
one discourse entity from the second sentence. These probes could represent a true 
proposition (e.g., “British scientists”), a false proposition about a mentioned referent 
(e.g., “French scientists”), or a false proposition about an unmentioned referent (e.g., 
“Portuguese scientists”). Participants were instructed to decide whether the probe 
statements were true or false if any part was incongruent with previously read 
materials. An analysis of proportions of true responses showed that the presence of 
typographic emphasis facilitated rejection of false probes involving mentioned 
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referents, with no reliable advantage for unmentioned referents. The analysis also 
showed that the benefit of emphasis in rejection of false propositions was stronger for 
capital letters than italics, although this effect was only marginally significant. 
 In a follow-up experiment with a similar design/procedure and improved 
materials to control for nuisance variables such as the form of the referring expressions 
used in the second continuation sentence and the number of characters in the critical 
words, Fraundorf and colleagues (2013) not only replicated most results from the 
previous experiment, but also revealed a confounding effect of reading time on 
emphasis form. The study phase used a self-paced moving window paradigm, whereby 
words outside the window were replaced with lines of comparable width, with reading 
time measured on the critical word (expression referring to either member of the 
previously mentioned pair) and on the spillover region (word immediately following the 
referring expression). The test phase was unchanged from the first to the second 
experiment, assessing participants’ memory for the previously read passages by means 
of three types of probe (correct, incorrect mentioned, incorrect unmentioned). Analyses 
of the self-paced reading results showed that the emphasized words were read more 
slowly than their plain counterparts, and that capital letters were associated with longer 
reading times than italics, with this difference vanishing by the spillover region. In turn, 
an analysis of proportion of true responses to the probes revealed that typographic 
differentiation improved rejection of false statements involving mentioned referents, 
but not unmentioned discourse entities, replicating the main finding from the previous 
experiment. In addition, this benefit was shown through an additional regression 
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analysis that used residual reading times from the study phase as a predictor factor to 
be directly proportional to reading time, i.e., the longer participants took to read the 
emphasized words, the greater the effect of typographic emphasis. Crucially, the 
inclusion of residual reading time as a predictor eliminated differences between capitals 
and italics, indicating that the marginally significant difference between the two 
conditions observed in the first experiment appears to have been due to differences in 
reading time; once these are accounted for, emphasis type has no significant effect on 
recall of alternative propositions. 
 In a final off-line experiment using continuation sentences and probes that only 
referred to entities mentioned in an initial context passage but that differed in terms of 
semantic plausibility, Fraundorf et al. (2013) showed that emphasis through capitals 
only helped readers reject propositions about plausible referents. Emphasizing 
discourse entities that were mentioned but not part of the main event structure and 
that were therefore unlikely to be referred to in the continuation sentence did not lead 
to a memory recognition benefit, which would have taken the form of lower proportions 
of true probe responses when the probe was false. This difference between plausible 
and implausible conditions was also shown not be influenced by whether the event 
participants were introduced together in the same sentence or in separate sentences. 
 Fraundorf et al.’s (2013) finding of a clear interaction between typographic 
emphasis and probe type for written texts replicated Fraundorf, Watson, and 
Benjamin’s (2010) results of contrastive accenting in speech, although it is unclear why 
typographic emphasis and contrastive pitch accents yielded similar effects. One 
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possibility discussed by the authors is that a contrastive pitch accent is generated 
through implicit prosody during silent reading. Another explanation is that placing any 
linguistic constituent in focus necessarily makes alternative (i.e., not true) propositions 
constrained by the linguistic context also salient in the discourse representation. It is 
certain, however, that the pattern of results the authors obtained cannot be attributed 
solely to visual prominence, which would predict similar responses to different kinds of 
probe statements that tested memory for emphasized information. Because, however, 
the impact of type style emphasis was greater for mentioned than unmentioned 
referents, and for plausible than implausible discourse entities, Fraundorf et al.’s (2013) 
study provides evidence that the contrastive effects of typographic differentiation on 
recall of written texts are selective, helping readers encode only certain types of 
linguistic information. 
Fraundorf et al.’s (2013) results challenge McAteer’s (1992) to a great extent, 
since they indicate that both capitals and italics perform a contrastive function in the 
process of making alternative propositions available in the discourse representation. 
Taken together, the two studies do suggest, however, that typographic devices that 
create visual differentiation at the noun-phrase level might enjoy a special status among 
the graphic features of written language. While most investigations of typographic 
emphasis have treated typography as a predominantly visual factor and have 
manipulated it without consideration of the referential structure of discourses (e.g., 
Lorch, 1989), studies at the intersection of typographic emphasis and reference 
(Fraundorf et al., 2013; McAteer, 1992) indicate that these devices might have a 
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linguistic nature as well. In fact, it can be hypothesized that typographic emphasis serves 
a special function when coupled with referential information, namely to convey meaning 
distinctions, taking on a visual form as a by-product of the affordances of the medium of 
communication on which it appears. Given, however, the extremely small number of 
intersectional studies of typographic emphasis and reference processing, the possibility 
that the former has a linguistic function in discourse processing requires further 
psycholinguistic exploration.  
In sum, McAteer (1989, 1992) and Fraundorf et al. (2013) provide evidence that 
when referential information is emphasized in a piece of discourse (cf. Margolin, 2013), 
typographic emphasis may have a robust impact on lexical and compositional semantics, 
adding a contrastive or modulatory layer to the meaning of referential expressions and 
making contextually dependent alternative propositions also available in a discourse 
representation (Fraundorf et al., 2013). It is noteworthy, however, that even these 
linguistically driven studies have only assessed the effects of typographic emphasis on 
attention and memory for textual information, making Lorch’s call for experiments that 
investigate type from the perspective of other cognitive processes still extremely 
relevant to the present-day psycholinguist. On this note, it should also be observed that 
although McAteer’s (1992) and Fraundorf et al.’s (2013) investigations do fall in the 
vastly unexplored intersection of reference and typographic emphasis, they do NOT 
manipulate the former variable to examine its impact on discourse focus, which is 
known to play a crucial role in referential processing. The available evidence only 
indicates a strong connection between textual focus and psychological focus, which 
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mechanism underlies the enhanced memory benefits of typographic emphasis (for 
certain types of linguistic information). While it seems reasonable to assume that these 
focus categories will work in tandem with discourse focus (Gundel, 1999), very few 
referential studies have investigated this assumed relationship experimentally (e.g., 
Arnold & Lao, 2015). Extending the scope of referential investigation to include 
typographic emphasis as a modulator of discourse focus would thus not only add a 
critical missing piece to the reference processing puzzle, but also, and most importantly, 
test the extent to which typographic emphasis plays a role in high-order linguistic 





 Linguistic expressions are generally used by speakers and writers to refer to 
something in the world, be it the physical world or the inner world of our thoughts 
(Barss & Nicol, 2005). This ability to refer, identify, or pick out particular entities we wish 
to talk about by means of noun phrases is one of the core properties of human 
languages, preceding the actual babbling stage of first language acquisition, to the 
extent that the baby’s act of pointing at people and objects in order to direct its 
caregiver’s attention to the same items can be considered pre-linguistic (or pre-
referential) in nature (Abbott, 2010). The “pointing act” of reference is so pervasive that 
its role in language is often ignored. It would be impossible, however, to communicate 
simple messages without any means to refer to the entities that take part in the events 
or situations we want to describe (Arnold, 2010). 
Producing and comprehending referring expressions effectively in real time is a 
brilliant feat of our processing system also because most noun phrases are ambiguous 
general terms (Abbott, 2010; Arnold, 2010; Traxler, 2011b). On the one hand, a single 
expression can refer to more than one entity. For example, the phrase the grad student 
can apply to a number of people, even when used in a specific context. On the other 
hand, a single entity can be referred to by means of more than one expression—e.g., the 
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grad student, this teaching assistant, that writer of very interesting research articles, he, 
and Jefferson represent a few of the many possible ways to refer to the author of this 
dissertation. Simply put, language production at the discourse level necessarily involves 
choosing between a variety of referring expressions, while comprehension entails a 
process of reference resolution, in which readers and listeners use linguistic and non-
linguistic cues to arrive at a successful interpretation of referential expressions (Traxler, 
2011b). Because of this complexity, researchers with an interest in referential questions 
from a range of disciplines such as linguistics, psychology, computer science, and 
philosophy have set out to understand what factors affect the production and 
comprehension of referring expressions in discourse.2 
One of the major factors known to impact referential form choice and 
comprehension is givenness (Bosch & van der Sandt, 1999; Grosz et al., 1995). Discourse 
progresses beyond the intra-sentential level and cohesion emerges because the status 
of referents regularly shifts from “new” (i.e., first introduced) to “given” (i.e., previously 
mentioned), in a complex net of new and co-referential relations whereby different 
linguistic expressions come to share the same referents. To make sense of the piece of 
discourse in (1), for instance, the reader must be able to understand that the null 
pronoun (whose absence is marked as “pro”) preceding the verb “sat” in the second 
clause of the first sentence refers to the nominal expression “Mr. Bingley” in the first 
                                                     
2 This chapter does not do justice to the prolific contributions of language philosophers and computer 
scientists to the understanding of (co-)reference, which I approach here predominantly from a 
psycholinguistic perspective. 
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clause. Likewise, the several instances of the overt pronoun “he” in the second sentence 
must be understood as deriving their reference from nominal and pronominal 
expressions that occurred beforehand.  
 
(1) In a few days Mr. Bingley returned Mr. Bennet's visit, and [pro] sat about ten 
minutes with him in his library. He had entertained hopes of being admitted to a 
sight of the young ladies, of whose beauty he had heard much; but he saw only 
the father. (Austen, 2008, p. 7). 
 
Thus, reference to entities mentioned earlier in a text (so-called antecedents) by means 
of expressions such as pronouns (anaphors) is indisputably a crucial aspect of cohesive 
discourse.  
Language users tend to reserve low-informative anaphoric expressions like 
pronouns for referents that are given, while new entities are typically introduced by 
means of more explicit noun phrases, such as proper names (Prince, 1981).  This division 
of labor appears to be a corollary of comprehension constraints, since it is quite difficult 
to interpret a pronoun such as she in the absence of any preceding context (Clark & 
Marshall, 1981). However, the given-new distinction is not entirely rule-based and in 
fact more gradient in nature than the terminology used to refer to it seems to suggest. 
For instance, certain types of referring expressions cannot not be unambiguously 
classified as new nor given in a discourse: “Inferables” (Prince, 1981)—such as professor 
in “Rob wanted to ditch class but ran into the professor in the classroom building”—are 
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linguistically new, but anchored in discourse-given information (hence the use of the 
definite determiner the in the noun phrase). In addition, longer, contentful noun-
phrases can also be used anaphorically, which means that certain given referents are 
more likely to be pronominalized than others, an effect that cannot be explained on the 
basis of the dichotomic given-new distinction alone (Arnold, 2010). 
Such observations led researchers to propose givenness taxonomies or 
hierarchies, in which given-new information is broken down into several (often 
implicationally related) subtypes (Ariel, 1988; Gundel et al., 1993; Prince, 1981). Gundel 
and collaborators (1993), for instance, distinguish between six levels of givenness in 
their givenness hierarchy—in focus, activated, familiar, uniquely identifiable, referential, 
and type identifiable—, while Prince (1981) conceives of her givenness taxonomy as 
consisting of three main kinds (new, inferrable, and given) that can be further divided 
into seven sub-types, such as brand-new anchored, new unused, containing inferrable, 
and textually evoked. Although the hierarchies available in the literature can differ in 
their specific treatment of givenness, what most of them have in common is the 
underlying principle that the major determinant of an anaphoric expression’s position in 
the proposed givenness scales is the level of discourse focus of its referent in the mental 
model language users create of the text (Chafe, 1987; Givón, 1987; van Dijk & Kintsch, 
1983).3  
                                                     
3 The basic notion of discourse focus is variously described in the literature as salience, accessibility, 
familiarity and prominence. In this dissertation, I do not make distinctions between the different 
terminologies used to describe focus phenomena, using them all interchangeably. 
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Research in the wake of classic memory studies that started in the early 1970s 
suggests that mental models are psychologically real because we often do not recall the 
verbatim form of texts, but rather what they express (i.e., their propositions). In these 
mental representations of discourse—which include conceptual information of various 
sorts, such as sequences of events, protagonists, time, space, etc.—, certain entities also 
appear to be more focused than others. For instance, readers and listeners tend to take 
longer to process the first-mentioned entity in a sentence than information that appears 
later in the discourse, which strongly indicates depth of processing. As a result, they 
take less time to verify that the first-mentioned entity was part of the sentence than 
when they are prompted to make decisions about the second-mentioned participant. In 
other words, their initial extra processing effort is taken to yield a more activated 
mental representation of the first-mentioned referent, which in turn facilitates later 
memory retrieval (Gernsbacher & Hargreaves, 1988). 
Another piece of evidence for the psychological reality of discourse focus comes 
from studies on the processing of cleft sentences, in which one verb argument is 
stranded in the left-periphery of the sentence between an expletive and a relative 
pronoun (e.g., “It was Darcy who wrote Jane a letter”), in contrast to less marked 
structures like canonical subject-verb-object sentences (e.g., “Darcy wrote Jane a 
letter”). In such cleft sentences, readers spend more time processing the focused 
referent (Darcy) than the non-focused discourse participant (Jane) and show better 
memory for the former than the latter (Singer, 1976; Zimmer & Engelkamp, 1981; Birch 
& Garnsey, 1995; Birch & Rayner, 1997; Morris & Folk, 1998). Together with the so-
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called “advantage of first mention” and several other experimental results (see Traxler, 
2011a for a review), these facilitative effects of clefting on recall and on recognition of 
specific discourse participants are taken to indicate that different referents enjoy 
different levels of focus or activation in the language user’s discourse representation. 
Although discourse focus may at first glance seem to be a peripheral or 
epiphenomenal component of the world’s languages, evidence suggests that it 
represents a fundamental mechanism of organizing referential information (Gundel et 
al., 1993). Differences in the degree of focus of the entities we represent in the dynamic 
model we create of the discourse during language processing can be argued to be one 
of the reasons why readers and listeners often fail to detect semantic incongruences in 
sentences like “How many animals of each kind did Moses take on the arc?,” in which 
the semantically anomalous referent (Moses) is not sufficiently prominent and is thus 
processed less deeply than other parts of the linguistic input (Erickson & Mattson, 
1981). In fact, sentence processing is often described as “good enough” (Ferreira & 
Clifton, 1986; Ferreira & Patson, 2007) precisely because not all elements of the 
linguistic input are equally attended to. Most importantly, scholars generally agree that 
the diversity of linguistic expressions available to language users to achieve co-reference 
is a result of different levels of focus in the discourse. 
There is a strong consensus among reference researchers that the more salient the 
representation of a referent, the less informative the anaphoric form tends to be (e.g. 
pronouns). In contrast, the less salient is the former, the more marked (e.g. noun 
phrases) tends to be the latter, so that the anaphoric expression can assure recovery of a 
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less accessible referent in discourse memory (Almor, 1999; Almor & Nair, 2007; Ariel, 
1990; Grosz et al., 1995; Gundel et al., 1993). Importantly, violations of this discourse 
focus/markedness trade-off in production have been shown to affect comprehension, 
leading to penalties that take different forms in different languages and experimental 
paradigms, but which are commonly taken to index processing difficulty (Almor, 1999; 
Almor et al., 2017; Gordon et al., 1993; Huang et al., 2014; Kennison & Gordon, 1997; 
Maia et al., 2016; Yang et al., 1999) (See more in section 3.2). 
In sum, text cohesion relies heavily upon linguistic devices designed to refer to 
entities previously introduced in a discourse model, which is an abstract mental 
representation of the piece of discourse readers are processing (Garrod & Sanford, 
1982a, 1982b; Grosz et al., 1983, 1995; Halliday & Hasan, 1976; Kintsch & van Dijk, 1978; 
Traxler, 2011a). An additional property of cohesive discourse is that the entities referred 
to in the text often change in prominence in these mental representations as the 
discourse unfolds. In other words, different referents typically enjoy differential levels of 
cognitive focus, which arguably helps language users to keep track of the most relevant 
discourse entities at any point in reading time by directing their flow of attention. 
Discourse focus also (or thereby) functions as a filter in selecting anaphoric forms for 
linguistic antecedents (Garrod, 1995). 
Given psycholinguistic evidence that referents differ in terms of degrees of focus in 
a discourse representation and that these differences in cognitive prominence play a 
fundamental role in referential form choice and referential processing, a question that 
can be naturally raised is thus how a referent gets assigned a particular focus status. A 
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large and still growing body of referential studies that directly or indirectly speak to this 
question has shown that discourse focus is modulated by factors such as recency of 
mention (Arnold, 1998; Arnold et al., 2009; Clark & Sengul, 1979; O’Brien, 1987), subject- 
and objecthood (Arnold et al., 2000; Brennan, 1995; Gordon et al., 1993; Hudson-
D’Zmura & Tanenhaus, 1998), order of mention (Almor & Eimas, 2008; Gernsbacher & 
Hargreaves, 1988), thematic roles (Arnold, 2001; Stewart et al., 2000), implicit causality 
(Garvey & Caramazza, 1974; van Berkum et al., 2007), coherence relations (Brown & 
Fish, 1983; Kehler et al., 2008; Stevenson et al., 1994), event structure (Ditman et al., 
2008; van Berkum et al., 1999), characteristics of anaphors (Gernsbacher & Jescheniak, 
1995), general world knowledge and common ground (Prince, 1981; Duffy & Keir, 2004), 
and processing load (Almor, 1999; Arnold, 2010; Arnold & Griffin, 2007; Arnold et al., 
2009), among other factors. In short, the currently dominant view in the reference 
processing field is that discourse focus is a multi-faceted phenomenon stemming from 
several linguistic and “non-linguistic” sources, which I review in the next section. 
3.1. DETERMINANTS OF DISCOURSE FOCUS 
Research on the determinants of cognitive salience in the realm of referential 
processing has shown that recency of mention influences the level of focus a referent 
achieves in the discourse representation. In a corpus study, Arnold (1998) showed that 
the likelihood of pronoun use decreased as the number of clauses since the last mention 
of a potential referent increased. In her study, the average percentage of overt and null 
pronouns was higher (above sixty per cent) when the antecedent was within two 
clauses from the anaphor, decreasing robustly (below forty per cent) when the number 
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of clauses lay between three and five, and reaching zero per cent when it was above or 
equal to six. Similar effects have also been obtained for spoken language production 
(Arnold et al., 2009). In the comprehension domain, there is additional evidence that 
pronouns and other types of noun-phrases that refer to distant antecedents are harder 
to process (Clark & Sengul, 1979; O’Brien, 1987). Taken together, these studies indicate 
that referents mentioned in the clause immediately preceding the anaphor enjoy 
greater focus in a discourse representation than entities that appear in more distant 
portions of the text, being therefore more likely to be pronominalized. 
Although anaphoric expressions like pronouns are used more often and are more 
easily processed for reference to recently mentioned information than less recent 
textual material, not all recent discourse entities are equally likely to be referred to. The 
syntactic position of the antecedent is also known to influence the level of accessibility a 
referent achieves in the discourse. Other factors being equal, an entity introduced in a 
main clause, for example, is more salient than one introduced in a dependent clause, as 
evidenced by the interpretation of ambiguous pronouns (Gundel, 1999). The subject of a 
sentence, in particular, appears to make information more salient than other syntactic 
positions such as direct or prepositional objects (Grosz et al., 1983, 1995; Arnold et al., 
2000). Evidence for this comes from a variety of sources. On the production side, 
language users tend to use pronouns to refer to entities introduced as grammatical 
subjects, while using other types of noun phrases to refer to entities in non-subject 
positions (Brennan, 1995). On the comprehension side, it is easier (i.e., faster) to 
process a pronoun that is connected to a subject antecedent than one that refers to 
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entities introduced in other grammatical positions (Hudson-D’Zmura & Tanenhaus, 
1998).  
It should be noted that although subjecthood is often confounded with order of 
mention in English, evidence suggests that the latter impacts referential processes 
independently. In typical SVO sentences, the subject is also the first-mentioned referent, 
but structures like parenthetical expressions (e.g., “According to John, Rob needs to 
graduate soon”) allow researchers to disentangle the effects of grammatical function 
from that of linear order, since the first-mentioned entity in these sentences is not a 
grammatical subject. When a continuation to such sentences with parenthetical 
expressions contains an ambiguous pronoun (e.g., he), the first-mentioned referent is 
often understood by readers as the entity the pronoun refers to (Arnold, 1998; 
Gernsbacher & Hargreaves, 1988). Similarly, writers also tend to refer to the focused 
constituents of clefts in follow-up sentences more than the non-focused ones, and 
readers tend to process an anaphor that refers to the focus of clefts more quickly than 
when it is used in reference to other constituents (Almor, 1999; Almor & Eimas, 2008). 
While it could be argued that subjecthood effects are, in fact, a by-product of 
order of mention (Traxler, 2011b), other experiments have shown that these two factors 
cannot be reduced to one another. Visual-world eye-tracking studies conducted in 
languages (e.g., Finish) where word order is less constrained than in English due to the 
use of case markers have shown that when listeners hear an ambiguous pronoun, they 
not only fixate on pictures associated with first-mentioned referents more often than 
pictures depicting second-mentioned event participants, but also pictures of subjects 
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more frequently than objects (Järvikivi et al., 2005). Based on this type of evidence, the 
standard view among reference scholars is that the subject is a prominent syntactic 
position in and of itself, and that the effect of subjecthood on referent accessibility is 
not equivalent to that order of mention. 
Referent accessibility is also affected by semantic constraints, such as the 
thematic role (e.g., agent, stimulus, experiencer) of the antecedent. Syntactic 
prominence being equal, language users tend to use more pronouns to refer to the 
stimulus than the experiencer of a sentence (Stevenson et al., 1994), for instance. Story-
completion experiments manipulating both syntactic prominence and thematic roles 
have also offered evidence that although writers do use more pronouns to refer to 
subject antecedents due to the independent effect of syntactic position, references to 
prepositional object antecedents are pronominalized more often when the object’s 
semantic role is a goal than when it is a source (Arnold, 2001). Finally, readers tend to 
interpret pronouns as referring to the stimulus more often than the experiencer of a 
sentence (Stewart et al., 2000). 
The observed effects of thematic roles on referential processes often stem from 
verb properties that lead to thematic roles biases, a phenomenon known as implicit 
causality (see Kehler et al., 2008, for a review). Some predicates implicitly assign 
causality to either their first or second argument, depending on the type of implicit 
causality verb in question. Verbs like praise (e.g., “John praised Rob because…”) imply 
that the argument in object position is the cause of the subject’s action, whereas verbs 
such as apologize (e.g., “John apologized to Rob because…”) have the opposite effect, 
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that is, the subject of the verb is implicitly understood as the event cause. The 
description of implicit causality verbs as biasing either the subject or the object 
argument is consistent with anaphoric production and comprehension data. When 
writers are asked to provide a continuation to sentences with verbs like “praise” and 
“apologize,” they typically use anaphors that refer to the biased objects and subjects of 
the previous sentences, respectively (Garvey & Caramazza, 1974). Event-related brain 
potential research has also shown that, in different-gender referential configurations 
(e.g., “John praised Mary because…”), a subsequent pronoun (e.g., he) referring to the 
non-biased referent (John) is processed as if it were a syntactic error (van Berkum et al., 
2007). These effects have been vastly replicated, and the predominant view is that 
implicit causality verbs increase discourse focus on their implicit causes, which in turn 
affects the form of subsequent referential expressions and the ease of anaphoric 
processing. 
In addition to implicit causality, referent accessibility also appears to be 
modulated by the semantics of connectives (Brown & Fish, 1983; Stevenson et al., 1994). 
When sentences containing psychological verbs that assign stimulus and experiencer 
roles (e.g., “Prof. Smith astonished Rob”) are used with because, the stimulus (Prof. 
Smith) becomes the preferred entity in subsequent references. However, when the 
same sentences are followed by so, there is a referential bias favoring the experiencer 
(Rob), despite an implicit causality orientation towards the stimulus. This happens for 
the reason that words like because favor the interpretation of subsequent co-referential 
expressions as the cause of the preceding event, whereas signals like so lead to a 
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different resolution of anaphors that focuses on the consequence of events. There 
appears to be thus a complex interplay between cohesive devices, thematic role biases, 
and verb properties in any piece of discourse. 
Verbs affect referential representations in yet another way due to their major 
role in shaping the events around which sentences are structured. When two characters 
of the same gender are introduced in the discourse by means of quantifier descriptions 
(e.g., two grad students), subsequent reference to one of them by means of a pronoun 
(e.g., he) or certain definite descriptions (e.g., the grad student) results in extreme 
ambiguity and is thus generally infelicitous. However, using such definite descriptions as 
anaphoric devices does not make reference ambiguous when an event that foregrounds 
one of the discourse participants is introduced between the sentences containing the 
antecedent and the anaphor (van Berkum et al., 1999), as exemplified below in (10):4 
 
(2) Prof. Smith told the two grad students he wanted them to work all day. But one 
of the grad students wanted to experience the total solar eclipse. When the 
professor left the lab, the grad student surreptitiously went to an observatory on 
campus to see the eclipse. 
 
Electroencephalography (EEG) studies have found similar patterns of event-related 
potentials (ERPs) between the processing of discourses like (2) and conditions in which 
                                                     
4 This is a loose adaptation of van Berkum et al.’s (1999) research materials. Also, any resemblance to 
reality is purely coincidental. 
43 
only one referent is introduced in the initial sentence, although differences have been 
identified when two referents are kept in discourse focus in the intermediate sentence 
(van Berkum et al., 1999). Other studies employing slightly different referential 
configurations have also shown that anaphors connected to an antecedent that appears 
before an intervening event yield longer processing times (Traxler, 2011b) and evoke 
ERP effects of greater amplitude (Ditman et al., 2008), which shows that some 
characters can become more or less accessible in the discourse representation due to an 
event boundary. Finally, there is evidence that the focus enjoyed by a main character in 
an event representation spills over to the objects that are close to this character in time 
and space, so that the processing of anaphoric references to such objects is also 
facilitated (Traxler, 2011b). 
A final linguistic factor known to modulate referent accessibility for which there 
has been consistent evidence is the form of the expression that functions as the 
antecedent of the anaphor. For example, in a study comparing two different types of 
indefinite determiners (this and a), Gernsbacher and Jescheniak (1995) showed that 
introduction via this leads to greater proportions of subsequent references to a 
discourse entity and faster probe-recognition times. This-descriptions are also less 
prone to interference from other concepts in memory recognition tests. Studies like 
Gernsbacher and Jescheniak’s (1995) show thus that the form of the antecedent also 
signals discourse salience. 
In addition to linguistic properties, it should be noted that non-linguistic factors 
such as general world knowledge have been object of significant interest in referential 
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studies. General world knowledge is argued to be the main reason why inferables take 
the form of definite descriptions in the discourse although they are being mentioned for 
the first time (Traxler, 2011b). It also explains why unheralded pronouns—i.e., pronouns 
lacking an explicit referent (e.g., asking “Did they win?” as a follow-up to “I went to the 
football game on Saturday”)—do not create disrupting interpretation problems (Traxler, 
2011b). Most importantly, recent eye-tracking studies have shown that general world 
knowledge affects the access of word meaning during reading: When participants 
encounter an occupation (e.g., electrician) characterized by a gender stereotype (e.g., 
electricians are male) and later in the sentence come across a pronoun that contradicts 
the stereotypical interpretation of the occupation (e.g., “The electrician taught 
herself…”), fixation times on the pronoun and spill over region (n+1) are significantly 
inflated than when a discourse context is provided (Duffy & Keir, 2004). This shows that 
world knowledge is automatically activated in reading in the absence of contextual cues, 
affecting the on-line resolution of pronominal reference.  
The investigation of how processing load affects language production has also 
enjoyed a prominent place in the psycholinguistic inquiry into non-linguistic factors 
affecting reference (see Arnold, 2010, for a review). For example, speakers are more 
likely to use pronouns in fluent than disfluent utterances—i.e., those characterized by 
hesitations such as “um” and “uh”— in spoken narratives (Arnold et al., 2009). Long 
utterances (7 or more words), which require more planning and processing resources to 
be realized than short utterances (1 to 6 words), also lead to a greater frequency of 
pronoun use for references to focused antecedents (Arnold et al., 2009). Furthermore, 
45 
pronouns are more common in spoken descriptions of one-character than two-
character stories, which indicates that creating a discourse representation for a second 
referent takes up processing resources, reducing the accessibility of the first referent as 
a result, hence the use of the pronoun (Arnold & Griffin, 2007). Lastly, speakers are also 
less prone to use pronouns when engaging in a second task, such as when attending to 
an extraneous sound (Arnold, 2010). The overall finding that processing load increases 
the use of more explicit forms not only is revealing per se, but also suggests that 
discourse focus operates the way it does in reference production and comprehension 
due to working memory constraints (Almor, 1999). 
Finally, because many of the studies on the determinants of discourse focus in 
reference resolution employ visual scenes simultaneously with text stimuli, researchers 
have also examined the extent to which the visual salience of different elements within 
these scenes can affect referent accessibility in a discourse model in which information 
is obtained from both linguistic and non-linguistic sources. A recent study by Vogels et 
al. (2013) used two story-completion tasks to assess the effects of visual salience 
(foregrounding of one person in photographs depicting two people) and syntactic 
prominence (subjecthood) on both referent and referential form choice. The 
experiments presented pictures simultaneously with typed text (mini-stories) on a 
computer screen and prompted participants to provide continuations for the stories 
orally. The results revealed that while visual salience did affect which entity speakers 
referred to in the story continuation, it did not impact the form of the expressions 
participants chose to establish co-reference. As a result, the authors argued that visual 
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salience is a low-level perceptual factor that does not directly affect referent 
accessibility in spoken language production. 
Although studies like Vogels et al.’s (2013) and, similarly, visual-world eye-
tracking experiments, are tangential to the goals of the present study by virtue of 
dealing with visual scenes and spoken language, they are related to typographic 
emphasis in that typography also impacts the visual salience of a stimulus. To my 
knowledge, however, no studies of referential processing have manipulated typographic 
differentiation in written texts the same way salience has been manipulated in spoken 
language experiments employing simultaneous visual scenes. In other words, despite 
the large body of works that have examined co-referential questions from a discourse 
focus perspective, there is no psycholinguistic evidence available to date on how 
typographic emphasis affects reference processing. 
The scarcity of studies at the intersection of typographic emphasis and reference 
processing is surprising given the prototypical function of typographic manipulations in a 
text. Many typographic elements (e.g., italics, boldface, CAPITALS, underlining) are 
routinely used by writers and designers to create emphasis on words, phrases or 
sentences within the body of a text, that is, to make them stand out from the rest of the 
page, thereby capturing the reader’s attention (Bosler, 2012). This empirical observation 
that typographic emphasis functions as an attention-capturing device in a text has been 
validated by experimental studies showing that type styles consistently lead to increased 
psychological focus during and after reading (see previous chapter). In view of the 
available empirical observations and experimental results, it is possible that, due to the 
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increased allocation of attentional resources it fosters, typographic emphasis may bring 
the representation of a referent into discourse focus, affecting the processing of 
anaphoric form as a result, a hypothesis that has not been investigated in the domain of 
written language comprehension. Fortunately, it can be examined experimentally with 
the aid of the repeated-name penalty, a referential phenomenon that proves that 
marked anaphoric expressions such as repeated names are difficult to process if their 
referent has been sufficiently focused in the discourse representation. 
3.2 REPEATED-NAME PENALTY 
The “repeated-name penalty” (RNP) is a well-established psycholinguistic 
phenomenon relating anaphoric/antecedent form to discourse focus. The term is used 
to refer to the consistently replicated result that repeated-name anaphors evoke a 
processing penalty when associated with syntactically salient antecedents, which are in 
turn argued to yield focused referent representations in a discourse model. Simply put, 
repeated names are harder to process than pronouns when their antecedents occupy 
the subject position of their sentences, but not when the antecedent is an object. For 
instance, to refer to the referent “Bruno,” introduced below in (3), a repeated name 
(“Bruno”), as in (4a), has a higher processing cost (e.g., longer reading times on anaphor) 
than an overt pronoun (“He”), as in (4b): 
 
(3) “Bruno was the bully of the neighborhood.” 
(4a) “Bruno chased Tommy all the way home from school one day.” 
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(4b) “He chased Tommy all the way home from school one day.” (Gordon et al., 
1993, p. 318). 
 
The processing pattern known as the RNP shows thus that, compared to a grammatical 
object, the subject of a sentence is a prominent syntactic position, functionally capable 
of and the preferred place in the sentence through which to create focus on a referent. 
As such, the RNP indicates that (i) syntactic position is one of the key determinants of 
discourse focus, and (ii) salient referent representations do not require marked 
anaphoric forms to be re-activated in the discourse model (hence the penalty). 
Gordon, Grosz, and Gilliom (1993) conducted the first study in which the RNP 
was treated as a psychologically real phenomenon, capitalizing on previous 
psycholinguistic research showing evidence that reduced expressions (e.g., pronouns) 
make stronger contributions to discourse cohesion than repeated noun phrases (Chafe, 
1976; Cloitre & Bever, 1988; Fletcher, 1984; Hudson, Tanenhaus & Dell, 1986; Marslen-
Wilson, Levy & Tyler, 1982; Sanford, Moar & Garrod, 1988). In their series of self-paced 
reading experiments in English, the main theoretically neural finding by Gordon and 
collaborators was that the RNP came about when the relationship between the 
sentences of a passage was one of continuity, that is, when a subject repeated-name 
anaphor referred to a subject antecedent, but not when a shift relationship held, 
whereby a subject repeated-name anaphor referred to an object antecedent. This 
pattern shows that the RNP does not simply reflect a main effect of anaphor disfavoring 
names in general, but rather an interaction effect between anaphoric form and 
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discourse focus (manipulated through the syntactic position of the antecedent). 
Importantly, the same basic finding was replicated in a later eye-tracking study by 
Kennison and Gordon (1997), lending further support to the psychological reality of the 
RNP. 
After Gordon et al.’s (1993) and Kennison and Gordon’s (1997) seminal RNP 
studies, research conducted in languages other than English has produced plenty of 
evidence of RNP effects, which suggests that the processing of repeated names and 
pronouns might be guided by universal principles, although the exact form of the RNP is 
a topic that requires further investigation. RNP effects for repeated-name anaphors that 
refer to syntactically prominent antecedents have been observed in Chinese (Yang et al., 
1999), Spanish (Gelormini-Lezama & Almor, 2011), Italian (Maia et al., 2016), and 
Brazilian Portuguese (Almor et al., 2017; Maia, 2013; Maia & Cunha Lima, 2011, 2012, 
2014) through self-paced reading and eye-tracking experiments. However, in all the 
Romance languages tested to date, the RNP appears to manifest itself in the comparison 
between repeated names and null pronouns, instead of between repeated names and 
overt pronouns (as in English and Chinese), which finding has important implications for 
descriptions of the phenomenon that aim at cross-linguistic validity. 
In addition to the form of the RNP cross-linguistically, recent research has also 
drawn attention to the timing of the penalty as a piece of discourse unfolds over time. 
The resolution of anaphoric expressions is generally understood as involving an initial 
lexical processing stage, followed by a process during which referential relations are 
integrated with the prior discourse representation (Nair & Almor, 2007). Although these 
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two processes may overlap, integrative processing often continues beyond the word 
itself and is sometimes delayed until the end of the currently processed phrase or 
sentence (Dell et al., 1983; Garrod & Sanford, 1994). As a result, most behavioral RNP 
studies to date have employed reading tasks in which the dependent measure has been 
whole-fragment (e.g., subject-verb-object) or whole-sentence reading times, instead of 
using a single word as a region of interest for analyses. Recent EEG studies have 
demonstrated, however, that the RNP takes the form of an increased N400 amplitude 
triggered by the repeated anaphor (Huang et al., 2014; Ledoux et al., 2007; Swaab et al., 
2004). This is an important result because it shows that repeated names start to fare 
worse than pronouns with syntactically focused antecedents around 400 milliseconds 
after the onset of the critical anaphor. Such EEG signature indicates early processing 
difficulty (Kutas & Hillyard, 1984) and calls into question the widespread assumption 
that the RNP manifests itself at later integrative stages during reading, when the 
reference is resolved, and the final discourse representation is updated. The divergence 
between behavioral and neurophysiological results available thus in the literature begs 
the question whether the RNP should be best described as the result of early or late 
integrative processes in reference resolution (see Nair & Almor, 2007, for a review). 
Although there is a significant amount of descriptive dispute on which most recent 
RNP research has tended to concentrate—(i) the form of the RNP across languages and 
(ii) its timing—, specific explanations of the phenomenon provided by Centering Theory, 
Discourse Prominence Representation Theory, and the Informational Load Hypothesis 
are more consensual. According to Centering Theory (CT), all referents in a discourse 
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form an ordered set of “forward-looking centers,” and each sentence has one 
“backward-looking center” that provides continuity with the previous discourse (Gordon 
et al., 1993; Grosz et al., 1983, 1995). If the same discourse topics are maintained from 
one sentence to the next, one member of the forward-looking center in the first 
sentence becomes the backward-looking center of the subsequent sentence. Crucially, 
one of the rules of CT is that if a pronoun in used in a discourse, it needs to refer to the 
most salient member of the forward-looking center in the previous sentence, or stated 
otherwise, the most salient of the available referents must be pronominalized if an 
anaphoric reference is made to it. Violation of this rule (i.e., using a repeated name to 
refer to a referent that enjoys a high degree of focus in the discourse representation) 
disrupts processing, leading thus to the RNP. Although original CT accounts (Grosz et al., 
1983) left unspecified what the determinants of focus in the forward-looking center 
could be, Gordon and collaborators (1993) made an argument for the centrality of 
syntax in this process based on their seminal RNP results, which were additionally 
supported by Kennison and Gordon (1997). 
Further developing this theoretical framework, Gordon and Hendrick (1998) 
proposed Discourse Prominence Representation Theory (DPRT), according to which 
pronouns are the natural vehicles of co-reference because they are interpreted as 
referring to antecedents that have already been mentioned in a discourse, whereas 
fuller expressions such as proper names are initially understood as referring to new 
discourse referents. If a previously mentioned referent is syntactically salient, anaphoric 
reference to it is facilitated when a pronoun is used. This is because pronouns are 
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directly matched with previously mentioned referents in decreasing order of referent 
accessibility, starting with the most salient referent. In contrast, processing a repeated 
name initially leads to the creation of a new referent representation, which is later 
matched with a representation from the preceding linguistic context. This matching 
process normally proceeds in order of increasing discourse focus, starting with the least 
syntactically salient referent in the discourse model. According to this theory, the RNP 
therefore reflects the extra time involved in matching a new representation of the 
repeated-name anaphor with an existing focused representation of the antecedent. 
Finally, it should be noted that although this theory accounts for the effects of non-
syntactic (e.g., semantic) factors on referential processes by positing that they lead to 
re-analyses of syntactically established anaphoric relations, it maintains the precedence 
of syntax over other linguistic modulators of discourse focus. 
Diverging slightly from the other two views, Almor (1999) proposed that a 
general processing mechanism applies to reference resolution, namely a balancing act 
between processing cost and discourse function to optimize working memory. 
According to Almor’s Informational Load Hypothesis (ILH), the cost of allocating working 
memory resources to process an anaphoric expression needs to be justified in terms of 
its discourse function in the linguistic context. On this account, the RNP does not simply 
reflect the violation of a rule or the processing of the “wrong” referential form, but 
rather a lack of balance between the discourse function served by the anaphor 
(providing new information, signaling a change in topic, etc.) and its processing cost. 
When a highly informative anaphor (e.g., repeated name) is used to refer to a focused 
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referent representation, a large amount of information becomes activated in working 
memory without any justifiable discourse function, which then leads to increased 
processing cost. In contrast, the use of the same type of anaphor in reference to a non-
focused discourse entity not only reduces the amount of information working memory 
needs to deal with at a given time, but also serves the discourse function of correctly 
identifying the antecedent and reactivating its referent representation. Although there 
is a cost to activating discourse information, this cost is balanced by the pragmatically 
felicitous use of the anaphor, in contrast to high focused-high informative or low 
focused-low informative referential scenarios (Almor, 1999; Almor et al., 2017). 
Although Almor’s ILH thus grounds anaphoric processing on working memory 
constraints and takes a more functionalist approach to reference than the other 
frameworks, it is notable that it does not specify the determinants of discourse focus 
and the place of syntax among them. 
In sum, there are a couple open questions about the cross-linguistic form and 
exact timing of the RNP in a discourse, as well as different (not mutually exclusive) 
theoretical explanations for the phenomenon. Despite these debates, the penalty is 
undeniably sensitive to manipulations of discourse focus and, as such, can be a valuable 
testing ground for potential effects of typographic emphasis on reference processing. 
3.3 THE PRESENT STUDY 
The available evidence in the typographic emphasis and referential literatures is 
(i) limited and inconclusive regarding the contribution of type styles to the semantic-
pragmatic structure of written texts and (ii) non-existent when it comes to the impact of 
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typographic differentiation on discourse focus. Sanford et al. (2006), McAteer (1889, 
1992) and Fraundorf et al. (2013) provide evidence that typographic emphasis signals 
information salience, and that this salience is interpreted at some level of discourse 
integration (off-line responses, mainly), in contrast to most of the available studies on 
typographic emphasis, which have treated this feature of written language as exclusively 
or predominantly visual in nature (Dyson & Beier, 2016; Dywan & Murphy, 1996; 
Golding & Fowler, 1992; Lorch, 1989; Lorch et al., 1995; Margolin, 2013; Simard, 2009). 
There is no consensus, however, on the type of semantically meaningful information 
communicated by different typographic emphasis devices. While McAteer argues that 
capitals and italics serve distinct functions in a text due to different types of stress 
(modulatory and contrastive) each one is specialized to convey, Fraundorf and 
collaborators contend that both are contrastive. In addition, while a couple on-line, self-
paced reading experiments conducted to date have shown a connection between 
typographic salience and psychological focus (Fraundorf et al., 2013; Lorch et al., 1995; 
McAteer, 1992), none has investigated whether a similar relation holds true in the realm 
of discourse focus. As a result, further examining the possibility of meaning distinctions 
between different typographic devices and extending their scope of investigation from 
attentional and mnemonic processes to a new discursive domain would fill important 
gaps in both the typographic emphasis and referential literatures, advancing our 
understanding of the role of typography in discourse processing and in written language 
comprehension, more generally. 
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Building on McAteer’s (1989, 1992) and Fraundorf et al.’s (2013) insightful but 
vastly unexplored investigations into the semantics of typographic differentiation in 
English and ideas about its pragmatic effects on reference processing derived from the 
discourse focus literature, this study consisted of two eye-tracking experiments 
manipulating typographic emphasis through CAPITALS or italics. The experiments were 
primarily designed to examine: (i) whether these two type styles have an appreciable 
attention-capturing impact on the reading process, as well emphasis effects beyond 
immediate visual-perceptual salience; (ii) whether they convey contrastive stress; and 
(iii) whether and how they impact discourse focus through the RNP. Additionally, the 
experiments also give insight into (iv) the timing of the RNP in an unfolding piece of 
text. Answers to these four questions have direct consequences for the development of 
a typographical linguistics and for theoretical explanations of reference processing and 
the RNP, which might need to be reformulated to reconsider their premise of the 
centrality of syntax in repeated-name and pronoun resolution and to make specific, 
time-sensitive predictions about the interaction of discourse focus modulators. 
The eye-tracking method was chosen for both experiments because it allows for 
an on-line assessment of the visual-emphatic/contrastive/discursive effects of 
typography. Since most investigations into the topic in English have been off-line, 
gauging the effects of visual differentiation on memory for textual information, an on-
line study of typographic emphasis helps to fill another gap in the literature. Most 
importantly, eye tracking is an appropriate method for answering this study’s questions 
because after more than a century of eye-movement research, there is consensus 
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among reading scholars that the eyes are a window to the mind (Rayner, 1989), and 
particularly that visual activity reflects language-related cognitive processes, such as 
effects of word frequency, length, predictability, and the resolution of lexical and 
syntactic ambiguity (Clifton et al., 2016). Given the possibility of collecting temporal, 
spatial, and frequency information (i.e., when, where, and how often the eyes move) 
during reading through eye tracking, the method has proven to be especially fruitful in 
reference studies (e.g., Kennison & Gordon, 1997), allowing researchers to examine the 
moment-to-moment processes of reference resolution with great precision as they 
incrementally take place in locally coherent pieces of discourse. As a result, if 
typographic emphasis weaves linguistically meaningful information into the discourse 
fabric, its effects should be reflected in some measure of visual activity. 
Capitals or italics were the only type styles tested in each experiment. For one, 
they are historically older than other forms of typographic emphasis (Johnson, 1966). 
Second, they are the only type styles whose non-visual properties have been 
investigated to date in previous experimental studies addressing both typographic 
emphasis and reference questions (Fraundorf et al., 2013; McAteer, 1989, 1992). In fact, 
they have been suggested to bear stress, a discourse property that is particularly 
relevant to referential processing, since it is bound to yield different levels of referent 
focus in a discourse representation, which are then likely to affect anaphoric resolution. 
Consequently, it seems that capitals and italics qualify as the best starting points 
towards a taxonomy of typographic emphasis devices given the available 
psycholinguistic research in English. 
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In turn, the RNP was chosen as a tool to assess the effects of typographic 
emphasis on discourse processing because it is a well-documented referential 
phenomenon known to be sensitive to modulations of discourse focus. The vast majority 
of RNP studies conducted to date have manipulated discourse focus solely through 
syntactic positions, e.g., by means of subject and object antecedents. However, if it is 
possible to affect discourse focus also via typographic emphasis, the RNP should be 
elicited not only when repeated names are used in reference to syntactically focused 
antecedents (i.e., subjects), but also when they refer to syntactically non-prominent 
antecedents (e.g., objects) whose referent representations have nonetheless been made 
salient by means of typographic emphasis—e.g., Bruno chased TOMMY, or Bruno chased 
Tommy. Comparisons of RNP patterns in texts with and without typographic emphasis 
manipulations can also elucidate how different types of salience (typographic and 
syntactic) interact in reference resolution, i.e., how typographic features of written 
language relate to structural factors in determining discourse focus. As such, the RNP 
can provide a valuable window into the exact nature and function of typographic 




The first eye-tracking experiment reported here was conducted in a 2x2x2 design 
with factors Antecedent (Subject, Object), Anaphor Form (Pronoun, Name), and 
Emphasis (Plain, Capitals). Except for the inclusion of Emphasis as an independent 
variable, the design of Experiment 1 resembled that of other RNP studies (Almor et al., 
2017; Gelormini-Lezama & Almor, 2011; Gordon et al., 1993; Kennison & Gordon, 1997; 
Maia et al., 2016), replicating the linguistic conditions in which consistent RNP effects 
have been previously observed. Crucially, this design enabled not only the examination 
of syntactic effects on discourse focus over time, but also an investigation of the visual-
emphatic and contrastive value of capitals locally and at the discourse level. 
Each experimental passage (see sample in Table 4.1) consisted of two sentences 
in a semantically coherent discourse. The first sentence introduced two named 
individuals of different genders—which, from a referential perspective, can be described 
as a TARGET and a COMPETITOR—, with the former being defined as the one that co-
referred with the upcoming anaphor in the second sentence. The TARGET (e.g., 
“Kim”/“KIM”) was introduced as a grammatical subject in the Subject condition and as a 
post-verbal object in the Object condition, having its visual presentation manipulated 
across conditions. The COMPETITOR (e.g., “Josh”), in contrast, was introduced as a 
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grammatical object in the Subject condition and as a subject in the Object condition, 
always appearing in plain (no emphasis) form. In the second sentence, in turn, reference 
was always made to the TARGET of the previous sentence by means of a repeated name 
in the Name condition or an overt pronoun in the Pronoun condition. 
 
Table 4.1 Sample Stimuli for Experiment 1 
 
Conditions Experimental Passage 
Antecedent  Anaphor Form Emphasis Sentence 1 Sentence 2 
     
Subject 
Name 
Plain Kim challenged Josh to a game of chess. 
In fifteen minutes, Kim won 
without much effort. 
Capitals KIM challenged Josh to a game of chess. 
Pronoun 
Plain Kim challenged Josh to a game of chess. 
In fifteen minutes, she won 
without much effort. 
Capitals KIM challenged Josh to a game of chess. 
Object 
Name 
Plain Josh challenged Kim to a game of chess. 
In fifteen minutes, Kim won 
without much effort. 
Capitals Josh challenged KIM to a game of chess. 
Pronoun 
Plain Josh challenged Kim to a game of chess. 
In fifteen minutes, she won 
without much effort. 
Capitals Josh challenged KIM to a game of chess. 
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4 crossed conditions emerged as a result of the manipulations of Antecedent and 
Anaphor Form: a repeated name in the second sentence referred to a named subject 
antecedent in the first sentence in the Subject Name condition, but to a named object 
antecedent in the Object Name condition, with the same referential configurations 
being true of the Subject Pronoun and the Object Pronoun conditions except for the use 
of overt pronouns as anaphoric devices. Finally, the typographic form of the TARGET was 
emphasized in the Capitals condition, but not altered in the Plain condition, yielding a 
total number of 8 crossed conditions, as illustrated in Table 4.1. 
The TARGET and the COMPETITOR were predicted to be crucial in the assessment 
of the visual-emphatic and contrastive stress effects of typographic emphasis, 
respectively. If capitals have a substantial attention-capturing impact during reading 
that also marks a place in the text as relevant beyond word identification and that is 
independent of that of syntactic position, readers should spend more time on the 
TARGET (i.e., the visually manipulated referent) in the Capitals (e.g., “KIM”) than in the 
Plain (e.g., “Kim”) condition, at both levels of Antecedent (Subject, Object) and in both 
early and late reading measures. Additionally, if capitals signal contrastive stress during 
reading independently of syntax, more attention should be paid to the COMPETITOR (i.e., 
the non-manipulated referent) in the Capitals than in the Plain condition, at both levels 
of Antecedent: In the presence of an emphasized subject, readers will spend more time 
processing a plain object (e.g., “KIM challenged Josh”) than when there is no initial cuing 
device (e.g., “Kim challenged Josh”); they will also attend more to a plain subject after 
the first reading run when they encounter an emphasized object (e.g., “Josh challenged 
61 
KIM”) than when the object is plain (e.g., “Josh challenged Kim”). 
In addition to the TARGET and the COMPETITOR in the first sentence, three critical 
regions of interest were determined a priori in the second sentence of the passage: 
ANAPHOR (e.g., “Kim”/“she”), consisting of the co-referential expression (repeated name 
or pronoun) in subject position; VERB (e.g., “won”), comprising the verb immediately 
following the anaphor; and END OF SENTENCE (e.g., “without much effort”), 
corresponding to all passage-final words after the verb. These three interest areas in the 
second sentence qualify as the most relevant regions in the passage for the RNP to 
manifest itself in. 
 If the current experiment materials can prompt a classic RNP effect in conditions 
without any form of typographic emphasis, Subject Name Plain should be worse than 
Subject Pronoun Plain, but Object Name Plain should be similar to or better than Object 
Pronoun Plain, on at least one of the three above areas. In other words, the RNP should 
take the signature of an interaction effect of Antecedent and Anaphor Form, instead of 
a simple main effect of the latter disfavoring repeated names across the board (Gordon 
et al., 1993). Previous studies on the penalty also suggest that this interaction effect is 
not likely to be observed on the ANAPHOR itself, but rather on the VERB and/or END OF 
SENTENCE (Almor et al., 2017; Kennison & Gordon, 1997), although the timing profile of 
the RNP is still a subject of descriptive debate. 
In the experimental conditions with typographic emphasis (Capitals), the RNP 
picture is more complex because, by the time readers get to the second sentence of the 
passage, typography may have had a visual-emphatic impact that should increase 
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discourse focus on the capitalized TARGET, but also a contrastive effect that should work 
to decrease it due to deeper processing of the COMPETITOR in the first sentence. In 
addition, there is a third potential effect of syntactic position of the antecedent in the 
first sentence, which should render the representation of the TARGET more salient when 
it is used as a grammatical subject than when it is an object. Consequently, if discourse 
focus is impacted more by the visual-emphatic effects of typographic emphasis than 
those of syntactic position and contrastive stress, not only Subject Name Capitals should 
be worse than Subject Pronoun Capitals, but also Object Name Capitals should fare 
worse than Object Pronoun Capitals, i.e., typography should lead to an overall name 
penalization in the second sentence. If, however, syntactic prominence overrides the 
emphatic or contrastive effects of capitals, a classic interactional RNP pattern should be 
elicited instead— Subject Name Capitals will be worse than Subject Pronoun Capitals, 
but Object Name Capitals will be similar to or better than Object Pronoun Capitals. 
Finally, if contrastive stress prevails against the effect of syntactic position in the 
modulation of discourse focus, making the representation of the COMPETITOR as salient 
as the TARGET’s, repeated names should not be penalized in comparison to pronouns in 
the second sentence in any condition with typographic emphasis. 
Supplementary evidence for the interaction effects of typographic prominence, 
contrastive stress, and syntactic salience may also be visible in the magnitudes of RNP 
effects. It should be noted that syntactic and typographic salience overlap on the same 
discourse element (the TARGET) in the Subject Name Capitals and the Subject Pronoun 
Capitals conditions. As a result, if (i) different focus sources (syntactic and visual-
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emphatic) impact discourse representations by degree, (ii) their effects are additive, and 
(iii) capitals have little to no contrastive value, the cost of processing repeated-name 
anaphors should be even more pronounced in this case because of their super salient 
antecedent and reflected in the greater magnitude of the difference between Subject 
Name Capitals and Subject Pronoun Capitals in comparison with Subject Name Plain and 
Subject Pronoun Plain. If, however, the syntactic and visual-emphatic effects are not 
cumulative on the TARGET and contrastive stress has a non-negligible discursive force, 
that is, if capitals do prompt readers to attend differentially to the COMPETITOR—which 
should lead to a somewhat weaker mental representation of the TARGET (albeit still 
more focused than that of the COMPETITOR) in the context of typographic emphasis than 
when all referents are plain—an RNP of weaker magnitude should be observed in the 
Subject Capitals than in the Subject Plain condition (Subject Name Capitals vs. Subject 
Pronoun Capitals < Subject Name Plain vs. Subject Pronoun Plain). 
In the context of object antecedents that are typographically marked (Object 
Name Capitals and Object Pronoun Capitals), there is a conflict between the syntactic 
and contrastive cues, on the one hand, and the emphatic feature, on the other hand. 
While the first two should decrease discourse focus on the TARGET, the latter works to 
increase it. In other words, the TARGET is not syntactically or contrastively salient, but 
should nevertheless receive focus because it is typographically differentiated. Due to 
such conflicting focus-signaling cues, if the visual-emphatic influence of typography 
overrules syntactic position and contrastive stress but these still have an impact on 
discourse processing, the magnitude of the RNP should be weaker in the Object Capitals 
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than in the Subject Plain condition (Object Name Capitals vs. Object Pronoun Capitals < 
Subject Name Plain vs. Subject Pronoun Plain). Finally, if the emphasis/contrastive 
effects of capitals on discourse focus are qualitatively different from those of syntactic 
position and the processing of the latter takes precedence over the former, the RNP 
should be characterized by a later signature over time in the Capitals condition than in 
the Plain condition.  
4.1 PARTICIPANTS 
61 undergraduate students were voluntarily recruited from the Participant Pool 
of the Department of Psychology at the University of South Carolina (UofSC) and from 
introductory-level English and Linguistics classes at the same university. The eligibility 
requirements were that the students be adult native English speakers with no self-
reported reading or learning disabilities. Undergraduate students enlisted from the 
Psychology Participant Pool received extra course credit for their participation, while 
undergraduate students recruited directly from University classes received credit at their 
instructor’s discretion. 
13 participants were excluded from the study for failing to achieve at least 70% 
accuracy on the experiment’s comprehension questions (Slattery & Yates, 2018).5 As a 
result of participant exclusion, 48 out of the 61 tested participants were selected for 
data analysis (6 per stimuli set): 39 females and 9 males averaging on 20 years old (range 
18-26), with normal (34) and corrected-to-normal (14) vision. 
                                                     
5 See details about the comprehension questions in the sections below. The average comprehension 
accuracy was 77% (range 70-89%) after participant exclusion. 
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4.2 STIMULI 
A set of 64 two-sentence passages like the one shown in Table 4.1 was 
constructed for Experiment 1 (see Appendix A, Table A.1). These were controlled for 
name length (characters), word frequency, word repetition, morphosyntactic structure, 
gender ambiguity and conventionality, nature of anaphoric relations, degree of sentence 
elaboration, and sentence length (words).  
Sentence 1 ranged between 7 and 10 words (8.6 words on average) and 
consisted of intransitive, transitive, or ditransitive subject-verb(-object) constructions 
plus one or two adjuncts, allowing for the introduction of two named characters and 
event structure details such as time and place. Several publicly available proper name 
corpora and one adult native speaker were consulted to select 128 frequent three- and 
four-letter names (64 of each type) that conventionally refer to either male or female 
individuals in English. In each sentence, one three-letter name (e.g., “Kim”) and one 
alphabetically dissimilar four-letter name (e.g., “Josh”) were paired. The names of the 
two characters introduced in the first sentence were of different genders in order to 
prevent gender ambiguity in pronoun interpretation by the time readers got to 
Sentence 2. The gender sequence for the introduced characters was also 
counterbalanced across items, such that half of the first sentence versions were female-
male, and half were male-female in each condition of Antecedent. No names were 
repeated across items. 
The verbs used in the first sentence (e.g., “challenged”) were controlled for tense 
(simple past) and aspect (not progressive, not perfective). While an effort was made to 
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avoid word repetition in this case, 5 verbs (“met,” “argued,” “called,” “invited,” 
“showed”) were repeated once in the first sentence, appearing in two different items 
each. Overall, the distance between the first and second characters in the first sentence 
ranged between 1 and 4 words, given the presence of intervening linguistic material 
(e.g., prepositions) beyond the verb itself in intransitive and ditransitive constructions. 
Finally, items were constructed such that the adjunct(s) after the post-verbal object 
(e.g., “to a game of chess”) had similar degrees of elaboration (4-7 words) before the 
beginning of the next sentence. 
Sentence 2 ranged between 7 and 10 words (8.4 words on average) and 
comprised an initial adverbial phrase (e.g., “In fifteen minutes”), a grammatical subject 
(e.g., “Kim”/“she”), an intransitive verb (e.g., “won”), and a final adverbial phrase (e.g., 
“without much effort”). An adverbial phrase was included at the beginning to prevent 
the anaphor from being the first word to appear after a punctuation mark, since readers 
are known to slow down at the end and beginning of a new sentence (Just et al., 1982; 
Reichle et al., 2009) and this could overwhelm the effects of interest on the anaphor. 
These adverbial phrases were unique to each item and no longer than 5 words. 
Moreover, only adverbs of time (48 items), place (11 items), frequency (4 items), and 
instrument (1 item) were chosen to prevent referential bias. Following the sentence-
initial adverbial phrase, the anaphor always appeared in the subject position. The three-
letter names previously introduced in sentence one (e.g., “Kim”) were repeated in 
sentence two in the Name condition, such that the length of the repeated names was 
comparable to that of the subject personal pronouns (i.e., “she”/“he”) used in the 
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Pronoun condition. The gender of the anaphoric expression was also counterbalanced 
across items (½ male, ½ female). 
In turn, the verbs in the second sentence were controlled for frequency, 
tense/aspect, transitivity, and repetition. All verbs were taken from a publicly available 
list of the top 5000 lemmas from the Corpus of Contemporary American English (COCA; 
Davies, 2008-), which was about 400 million words in size when the frequency data was 
compiled. In addition to being highly frequent, the verbs appeared in the simple past 
tense and were used intransitively, except for 3 linking verbs (“was,” “seemed,” “felt”). 
Across items, no verbs were repeated in the second sentence. Furthermore, the second 
adverbial phrase elaborated on previous events, featuring longer content words (e.g., 
“effort”) to minimize sentence-final word skipping. 
The last set of experiment controls affected both Sentence 1 and Sentence 2 at 
discourse-integration and lexical-selection levels. The second sentence of each passage 
was constructed to be a natural continuation to the different versions of the first 
sentence regardless of which characters acted as agents or patients at the time of their 
introduction in the discourse model, given the notable subject-object reversal from the 
Subject to the Object condition. Importantly, even though in Sentence 2 reference was 
made to only one character from Sentence 1, the presence of two individuals had to be 
relevant to the interpretation of the passage as a whole. Furthermore, the items were 
created to minimize inferential relations from Sentence 2 to Sentence 1, as well as 
anaphoric relations besides the ones of interest. To that end, the passages featured no 
additional repeated-name or pronominal anaphors of any kind. Conventionality of 
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gender roles was another controlling criterion, such that more gender-neutral events 
were chosen for the first sentence, while events that had a stronger male or female 
agent bias were paired with respective male or female subject anaphors in the second 
sentence. Finally, support verbs, phrasal verbs, idiomatic expressions, acronyms, and 
numerals were not used in any of the sentences. 
In addition to the experimental set described above, 64 filler passages were 
created. The fillers also consisted of two-sentence passages with at least one animate 
character in a semantically coherent event structure, but they lacked any experimental 
manipulations and included higher variability in most variables that were controlled for 
in the experimental passages. Unlike the experimental items, filler passages were 
followed by yes-no questions to further disguise the purpose of the experiment and to 
ensure participants were carefully reading the passages for understanding. These 
questions assessed comprehension of the roles the available characters played in the 
discourse, as well as applicable circumstantial information described in each filler 
passage. Comprehension questions were constructed such that half of the correct 
responses was “yes” and half was “no.” 
4.3 DESIGN 
8 lists of materials were constructed using SR Research's Experiment Builder 
(version 2.1.140) by assigning one of the eight versions of each experimental passage to 
a stimulus set. In this design, each experimental passage was counterbalanced, 
occurring in all its eight versions across the eight lists of materials, but appearing in only 
one version within each list. Each of the 8 stimuli sets always included the same 64 filler 
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passages in addition to the variable 64 experimental items, for a total of 128 items. The 
order of trials was randomized for each participant. 
4.4 PROCEDURE 
The experiment was run on a dedicated Windows-based desktop computer in 
the Institute for Mind and Brain at UofSC. Participants were seated in a sound-
attenuating room 25 inches away from a 19.7 x 18.8 x 19.8 inches Viewsonic G225f CRT 
monitor with a screen refresh rate of 85 Hz. Although viewing was binocular, monocular 
(right) eye movements were recorded with SR Research EyeLink 1000 at a sampling of 
1000 Hz and spatial resolution of 0.01°. Tracking was aided by the use of adjustable chin 
and forehead rests. 
After reading a general description of the experiment and giving informed 
consent, participants were first randomly assigned one of the eight stimuli sets and 
provided with specific task instructions on the computer screen, which in summary 
asked them to read passages for comprehension at their own pace. Second, the seat 
height and camera angle were adjusted for all participants, who were asked to rest their 
heads on the chin and forehead pads at all times. During calibration, participants 
tracked nine sequential fixation targets appearing in different horizontal and vertical 
locations on the computer screen. Upon successful calibration, participants started a 
session with 3 practice items used exclusively to familiarize themselves with the reading 
task before the beginning of the experimental session. 
Participants initiated an experimental session trial by fixating a target in the left 
center of the screen, which would be automatically replaced in the same location by the 
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first word from one of the 128 passages in the stimuli set. Both sentences in each 
reading passage were displayed simultaneously in their entirety and without any 
regional marking (i.e., invisible interest areas). They were also set in 18-point Calibri and 
presented to participants in two double-spaced lines aligned horizontally to the left and 
vertically to the center of a computer screen. The line break always fell at the end of the 
first sentence, such that Sentence 1 and Sentence 2 were presented on separate lines of 
text. 
After finishing reading a two-sentence passage silently, participants used the 
mouse to proceed to another passage (in the case of experimental items) or to a 
comprehension question (in the case of fillers). The question for fillers appeared in the 
top quarter of the screen and was followed by two answer boxes right below it labelled 
“YES” and “NO,” respectively. By clicking on one of the boxes to indicate their response, 
another fixation point would be presented on the screen, followed by another passage 
and a question depending of the nature of the trial (item or filler). This presentation 
cycle was the same throughout the experiment, which was run in a single session 
averaging about 30 minutes total with no mandatory breaks. Accuracy feedback (i.e., 
correct responses to comprehension questions) was not provided to participants neither 
during nor after the trial session, but complete disclosure of the study’s goals was made 
at the end of the experiment by means of a debriefing form. 
4.5 RESULTS 
Individual fixations shorter than 100 ms and nearby fixations within one degree 
of visual angle were merged with SR Research’s Data Viewer (version 3.1.97). All 
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remaining single fixations shorter than 100 ms and longer than 1500 ms were excluded 
from analysis (Lowell, 2012; Manor & Gordon, 2003), affecting 5.74% of the initial total 
number of collected fixation events. Fixations equal to zero (i.e., absence of fixation) 
were also discarded in analyses of time measures (Pickering et al., 2006; Demberg & 
Keller, 2007). 
To assess the visual/emphatic, contrastive, and discursive effects of typographic 
emphasis over time, up to 5 eye-tracking measures—first fixation, first pass, go past, 
total time, and regressions in—were examined separately on each of the experiment’s 
interest areas (IAs), namely TARGET, COMPETITOR, ANAPHOR, VERB, and END OF SENTENCE. 
First fixation is defined as the duration of the very first fixation event on an IA; first pass 
is the sum of all fixations from when an IA is first entered until it is exited to another 
word on the right or left; go past is the summed fixation duration from when an IA is 
first fixated until the eyes exit to another word on the right; total time is the sum of all 
fixation durations on an IA across reading runs; and regressions in correspond to the 
percentage of trials in which an IA receive at least one re-fixation from later parts of the 
passage. In this study, first fixation, first pass, and go past were taken to index early 
processing of an IA, while total time and regressions in were considered late processing 
measures (Henderson & Ferreira, 2004; Kennison & Gordon, 1997). 
First fixation is indicative of initial word processing and can be used as a spillover 
measure, being thus most meaningful to assess the visual impact of capitals on the 
TARGET and to capture referential processing on the ANAPHOR and on the VERB. First 
pass is also sensitive to early lexical processing, but encompasses the entire first run 
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through an IA and may go beyond word-recognition factors (e.g., length, frequency) 
reflected in first fixation, being meaningful in all regions of interest. Go-past time differs 
from first pass in that it includes not only first-run fixations, but also fixations on the 
current IA after participants go back to previous parts of the passage for re-reading 
(before moving forward to information occurring after the area of interest), reflecting 
thus the earliest integration of a word with the prior discourse and being most relevant 
on the ANAPHOR and the VERB. As an aggregate measure, total time encompasses first-, 
second-, third-, and last-run fixation events, indexing late processing difficulty and being 
relevant in all interest areas. Finally, regressions in are most meaningful on the TARGET 
to assess whether the processing of anaphoric forms proceeds with recourse to their 
correct antecedents and to further gauge late typographic emphasis effects. 
To analyze time-sensitive data on the TARGET and COMPETITOR, standard linear 
mixed-effect analyses were carried out with fixed effects of Antecedent, Emphasis, and 
their interaction, unless stated otherwise. On the ANAPHOR, VERB, and END OF SENTENCE, 
the models included fixed effects of Antecedent, Anaphor Form, Emphasis, and all 
respective interaction terms. As random effects, intercepts for subjects and items were 
specified in all models (Baayen, 2008), as well as by-subject random slopes for all 
relevant fixed effects and 2x2 interactions, keeping the random structure as maximal as 
convergently possible (Barr et al., 2013). Because visual inspection of fitted against 
residual plots revealed obvious deviations from linearity, homoscedasticity, and 
normality in most cases, all time data was log-transformed and re-modelled. Subject, 
Pronoun, and Plain were treated as the baseline levels of each respective factor 
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(Antecedent, Anaphor, and Emphasis), and sum coding was used to estimate main-
effect and interaction parameters (Mirman, 2014; Kim, 2018). In the presence of 
significant interactions, simple effects not originally present in the sum-coded output 
were obtained by re-fitting the model with dummy-coded variables and changing its 
reference levels. Statistical significance (p-values) for individual parameter estimates 
were calculated using Satterthwaite’s approximation for degrees of freedom.  
For the binary outcome measure (regressions in) on the TARGET or ANAPHOR, 
generalized linear mixed-effect analyses were carried out with the distribution family 
specified as binomial and all fixed and interaction effects of Antecedent, Anaphor, and 
Emphasis. These logistic models were random-intercept only (random effect of 
participant) because they failed to converge with random structures that were any more 
complex. All analyses were carried out using R (version 3.5.0) and the lme4 (Bates et al., 
2015) and lmerTest (Kuznetsova et al., 2017) packages. 
The following sub-sections are organized to first present results for relevant early 
processing measures (first fixation/first pass/go past) quasi-linearly from the TARGET and 
COMPETITOR in Sentence 1 to the ANAPHOR and VERB in Sentence 2. After that, relevant 
late measures (total time/regressions in) are presented in the same order for the same 
IAs, plus all pertinent measures at END OF SENTENCE. In addition to regression model 
results in the text, tables are used to report mean fixation durations, standard errors, 
and regression proportions before the log transformation, while figures are included to 
further illustrate the non-transformed data patterns in the presence of significant 
interaction effects.  
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Because reading times were log-transformed for all regression analyses, it should 
be highlighted that the parameter estimates (β) reported below are not intuitive. As a 
result, the actual differences in averaged reading times between the non-baseline 
conditions and the baselines are also provided in milliseconds for each significant main 
or interaction effect. In addition, planned simple effect comparisons are described in 
prose when significant involving the following pairs: Subject Name Plain and Subject 
Pronoun Plain; Object Name Plain and Object Pronoun Plain; Subject Name Capitals and 
Subject Pronoun Capitals; Object Name Capitals and Object Pronoun Capitals. Complete 
linear-mixed model results for main, interaction, and simple effects are tabled out in 
Appendix B (Table B.1-B.6). 
4.5.1 Early Processing in Sentence 1 
The two regions of interest in Sentence 1, namely TARGET and COMPETITOR, were 
referent-based, which means that their actual linear and grammatical position in the 
sentence was not fixed, as illustrated in Figure 4.1 (where the TARGET is marked in dark 
gray and the COMPETITOR in light gray).  
It should be noted that the position of these two referents varied as a function of 
the Antecedent manipulation: the TARGET corresponded to the grammatical subject in 
the Subject condition, but to the object in the Object condition. In contrast, the 
COMPETITOR was the object in the Subject condition, but the grammatical subject in the 
Object condition. This design was necessary to disentangle the potential salience effects 
of capitals due to their visual/emphasis prominence or contrastive value from those of 
syntactic position. 
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Figure 4.1 Target and Competitor per Condition in Sentence 1 
 
 
Analyses on the TARGET (e.g., “Kim”/“KIM”) were performed to gauge the 
independent visual-emphatic impact of capitals on the reading process. This typographic 
salience should manifest itself in a main effect of Emphasis (Capitals > Plain) in early 
reading measures. The results of first fixation only revealed a main effect of Antecedent 
(31 ms, β = 2.7E-02, SE = 4.7E-03, t = 5.7, p < 0.001), with longer reading times in the 
Object than in the Subject condition, as shown in Table 4.2. In first pass, however, there 
was not only a marginally significant main effect of Antecedent (4 ms, β = 9.7E-03, SE = 
5.7E-03, t = 1.7, p < 0.1) continuing the pattern seen in first fixation, but also a 
significant main effect of Emphasis (11 ms, β = 7.3E-03, SE = 3.6E-03, t = 2.1, p < 0.05), 
with longer times in the Capitals condition than in the Plain condition. 
Analyses on the COMPETITOR (e.g., “Josh”) assessed whether capitals prompted 
readers to differentially attend to other available referents in the discourse as a result of 
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contrastive stress, whose impact should be reflected in an interaction effect of Emphasis 
(Subject Capitals > Subject Plain). In contrast to the TARGET, a main effect of Emphasis 
across the levels of Antecedent was not expected in early measures on the COMPETITOR. 
This is because the Object condition could not contribute meaningful information 
regarding the contrastive value of capitals early on in the reading process, since readers 
had not seen the emphasized target in the object position in their foveal field of vision 
when they first encountered the competitor as a subject (e.g., “Josh challenged KIM”).  
The first fixation results on the COMPETITOR only indicated a main effect of 
Antecedent (-28 ms, β = -2.5E-02, SE = 4.0E-03, t = -6.4, p < 0.001), with longer times in 
the Subject condition—i.e., when the target referent was a subject and the competing 
referent was an object. Neither main nor interaction effects reached significance in first 
pass on the COMPETITOR (see Table 4.2). 
 
 
Table 4.2 First Fixation and First Pass on the Target and Competitor 
 
 TARGET COMPETITOR 
Condition 
First Fixation First Pass First Fixation First Pass 
Mean (ms) SE Mean (ms) SE Mean (ms) SE Mean (ms) SE 
Object Capitals 234 4 247 5 203 3 263 6 
Object Plain 232 4 244 5 203 3 251 5 
Subject Capitals 204 3 251 6 232 4 250 6 
Subject Plain 201 3 232 5 230 4 241 5 
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4.5.2 Early Processing in Sentence 2 
 The ANAPHOR and VERB data speak to whether typographic emphasis functioned 
as a determinant of discourse focus. This was measured through the RNP, which is an 
interaction effect of Antecedent and Anaphor Form penalizing conditions with repeated 
names. This data also helps to address the question on the timing of the RNP.  
 
Table 4.3 Early Measures on the Anaphor 
 
  ANAPHOR 
Condition 
First Fixation First Pass Go Past 
Mean (ms) SE Mean (ms) SE Mean (ms) SE 
Object Name Capitals 221 5 226 6 325 18 
Object Name Plain 217 5 220 5 287 12 
Object Pronoun Capitals 210 5 215 6 297 14 
Object Pronoun Plain 218 6 221 6 305 13 
Subject Name Capitals 217 5 227 6 338 18 
Subject Name Plain 218 5 227 6 327 16 
Subject Pronoun Capitals 214 5 219 5 306 12 
Subject Pronoun Plain 211 5 219 6 287 13 
 
 
On the ANAPHOR (see Table 4.3), first fixations showed a marginally significant 
main effect of Anaphor Form, with longer reading times in the Name than in the 
Pronoun condition (5 ms, β = 6.1E-03, SE = 3.3E-03, t = 1.8, p < 0.1). This effect reached 
significance in first pass (7 ms, β = 7.1E-03, SE = 3.4E-03, t = 2.1, p < 0.05), but ceased in 
go-past time, where a marginally significant interaction of Antecedent and Anaphor 
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Form (β = -8.7E-03, SE = 5.2E-03, t = -1.7, p < 0.1) was observed, as well as a marginally 
significant three-way interaction (β = 9.1E-03, SE = 5.2E-03, t = 1.7, p < 0.1). Simple-
effect analyses showed a significant difference between Subject Name Plain and Subject 
Pronoun Plain (40 ms, β = 5.7E-02, SE = 2.2E-02, t = 2.6, p < 0.01), with longer reading 




Figure 4.2 Go Past on the Anaphor 
 
The first fixation results on the VERB (see Table 4.4 and Figure 4.3) exhibited: a 
marginally significant main effect of Antecedent (-5 ms, β = -4.0E-03, SE = 2.4-03, t = -
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1.7, p < 0.1), with longer processing of the verb in the Subject condition (cf. Object); a 
significant main effect of Anaphor Form (12 ms, β = 8.8E-03, SE = 2.8-03, t = 3.1, p < 
0.01), whereby the verb took longer to process in the Name condition (cf. Pronoun); and 
a significant three-way interaction (β = 5.3E-03, SE = 2.4-03, t = 2.2, p < 0.05). Simple 
effects were significant between Subject Name Plain and Subject Pronoun Plain (14 ms, 
β = 2.3E-02, SE = 1.0E-02, t = 2.2, p < 0.05) and between Object Name Capitals and 
Object Pronoun Capitals (23 ms, β = 3.4E-02, SE = 1.0E-02, t = 3.3, p < 0.01), with longer 




Figure 4.3 First Fixation on the Verb 
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Table 4.4 Early Measures on the Verb 
 
  VERB 
Condition 
First Fixation First Pass Go Past 
Mean (ms) SE Mean (ms) SE Mean (ms) SE 
Object Name Capitals 246 5 305 9 354 12 
Object Name Plain 240 5 290 8 367 14 
Object Pronoun Capitals 223 4 259 6 337 14 
Object Pronoun Plain 238 4 281 6 345 13 
Subject Name Capitals 243 5 296 8 356 14 
Subject Name Plain 251 5 303 8 377 14 
Subject Pronoun Capitals 235 4 274 6 340 11 
Subject Pronoun Plain 237 4 275 7 321 9 
 
 
Crucially, results for first pass on the VERB (see Table 4.4 and Figure 4.4) 
displayed a main effect of Anaphor Form (26 ms, β = 1.6E-02, SE = 4.4E-03, t = 3.5, p < 
0.001), indicating inflated times in the Name condition, and a significant three-way 
interaction (β = 7.7E-03, SE = 3.1E-03, t = 2.5, p < 0.05). Subject Name Plain fared worse 
than Subject Pronoun Plain (28 ms, β = 3.8E-02, SE = 1.4E-02, t = 2.7, p < 0.01), Subject 
Name Capitals was marginally worse than Subject Pronoun Capitals (22 ms, β = 2.6E-02, 
SE = 1.4E-02, t = 1.9, p < 0.1), and Object Name Capitals was also associated with longer 
reading times than Object Pronoun Capitals (46 ms, β = 5.5E-02, SE = 1.4E-02, t = 3.9, p < 
0.001). Importantly, a separate analysis with an additional fixed effect of Trial (1st half, 
2nd half) also yielded the same first-pass pattern, with no significant effects whatsoever 
of the new factor, ruling out the possibility of strategic learning of the course of the 
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experiment. Finally, it should be noted that the mean first-pass reading times above 
were smaller in the Subject Capitals than in the Subject Plain condition (Subject Name 
Capitals vs. Subject Pronoun Capitals < Subject Name Plain vs. Subject Pronoun Plain), 
but greater in the Object Capitals relative to both the Subject Plain condition (Object 
Name Capitals vs. Object Pronoun Capitals > Subject Name Plain vs. Subject Pronoun 
Plain) and the Subject Capitals condition (Object Name Capitals vs. Object Pronoun 
Capitals > Subject Name Capitals vs. Subject Pronoun Capitals). 
In contrast to first pass, go-past results on the VERB (see Table 4.4) only indicated 
a main effect of Anaphor Form (28 ms, β = 1.1E-02, SE = 4.9E-03, t = 2.3, p < 0.05) 




Figure 4.4 First Pass on the Verb 
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4.5.3 Late Processing in Sentence 1 
Total times on the TARGET were analyzed to assess potential emphasis effects of 
capitals beyond strict word-recognition processes. As shown below in Table 4.5, the 
results revealed a main effect of Antecedent (35 ms, β = 2.8E-02, SE = 9.1E-03, t = 3.1, p 
< 0.01), with longer averaged fixation durations in the Object condition, and a main 
effect of Emphasis (20 ms, β = 1.1E-02, SE = 4.5E-03, t = 2.4, p < 0.05), with increased 
times in the Capitals condition. All fixed and interaction effects of total time on the 
COMPETITOR were non-significant. 
To further analyze late processing on the TARGET, a generalized linear-mixed 
analysis of regressions in with fixed effects of Antecedent, Emphasis, and Anaphor Form 
was carried out. The results, condensed in Table 4.6 and Figure 4.5, showed a main 
effect of Antecedent (-9%, β = -2.3E-01, SE = 4.0E-02, z = -5.8, p < 0.001), with the 
percentage of regressions to the target being greater in the Subject condition, i.e., when 
the target was a subject; a marginally significant interaction of Antecedent and Anaphor 
Form (β = 7.6E-02, SE = 4.0E-02, z = 1.9, p < 0.1); and a significant interaction of Anaphor 
Form and Emphasis (β = 9.5E-02, SE = 4.0E-02, z = 2.4, p < 0.05). Simple effects revealed 
less regressions to the target in Subject Name Plain than in the Subject Pronoun Plain 
condition (-7%, β = -3.2E-01, SE = 1.6E-01, z = -2.1, p < 0.05), but more regressions in the 
Object Name Capitals condition relative to Object Pronoun Capitals (7%, β = 3.6E-01, SE 









Mean (ms) SE Mean (ms) SE 
Object Capitals 406 11 417 12 
Object Plain 381 11 397 11 
Subject Capitals 366 11 409 11 





Table 4.6 Regressions In on the Target 
 
  TARGET 
Condition 
Regressions In 
Mean (%) SE 
Object Name Capitals 33 3 
Object Name Plain 24 2 
Object Pronoun Capitals 26 2 
Object Pronoun Plain 27 2 
Subject Name Capitals 37 3 
Subject Name Plain 33 2 
Subject Pronoun Capitals 38 2 





Figure 4.5 Regressions In on the Target 
 
 
4.5.4 Late Processing in Sentence 2 
Analyses of total time in the second sentence were conducted to investigate 
tardy discursive effects of capitals and to further ascertain how RNP effects played out 
over time. On the ANAPHOR, there was a main effect of Anaphor Form (26 ms, β = 1.7E-
02, SE = 5.4E-03, t = 3.1, p = 0.01), with longer total times in the Name condition 
compared to the Pronoun condition. The same pattern was observed on the VERB (52 
ms, β = 2.3E-02, SE = 4.7E-03, t = 5.0, p < 0.001), but neither main nor interaction effects 
were found at END OF SENTENCE, as shown in Table 4.7. 
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Table 4.7 Total Time in Sentence 2 
 
Condition 
ANAPHOR VERB END OF SENTENCE 
Mean (ms) SE Mean (ms) SE Mean (ms) SE 
Object Name Capitals 296 14 473 16 1018 28 
Object Name Plain 275 10 469 15 1048 28 
Object Pronoun Capitals 264 11 403 14 1001 27 
Object Pronoun Plain 261 10 436 16 1023 29 
Subject Name Capitals 294 14 473 17 1043 29 
Subject Name Plain 299 12 478 16 1036 27 
Subject Pronoun Capitals 257 9 420 13 1015 28 




 The results on the TARGET showed that capitals had a visual-emphatic impact 
that manifested itself early (i.e., first pass) but not immediately (cf. first fixation) during 
reading. This emphasis effect of capitals continued on after the first reading run, 
reverberating in late processing measures (i.e., total time). Such pattern of results 
supports previous on-line studies of emphasis that indicated that typography draws 
attention during reading, but it adds to it by showing how the salience impact of capitals 
unfolded over time, a question that most previous off-line studies were ill-equipped to 
answer. 
Importantly, the observed differences between Capitals and Plain in first pass 
and total time on the TARGET (11-20 ms) are no larger than those that emerge in typical 
reading manipulations affecting perceptual processing within the naturalistic bounds of 
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reading (Rayner & Pollatsek, 1989). This is critical because if readers viewed the use of 
emphatic capitals as a violation of acceptable text presentation or if it interfered with 
their ability to perceive the word, the magnitude of these differences should have been 
much larger. It should also be noted that such small-sized first pass/total time effects 
and the absence of first fixation differences on the TARGET are, to some extent, in line 
with visual processing studies that manipulate typography homogeneously across 
extensive regions of text and that have consistently shown that reading rates are not 
substantially affected by moderate changes in the typographic form of texts (Rayner et 
al., 2012).  
The finding of main effects of Emphasis in first pass and total time on the TARGET 
might support McAteer’s (1992) argument that capitals have a modulatory value when 
used to foreground referential information in a piece of discourse, although the current 
experimental design does not allow one to distinguish between visual-emphatic effects 
and modulatory stress. The experiment’s design is better suited to an assessment of 
contrastive stress effects of typographic emphasis, but no statistical evidence was found 
of an increased allocation of attentional resources to the COMPETITOR as a function of 
Emphasis at any point in reading time. Although numerical evidence points in a 
contrastive direction in first pass and total time on the COMPETITOR, the statistical 
results undermine the claim that capitals convey contrastive stress when coupled with 
referential information (Fraundorf et al., 2013). It can be concluded thus that capitals do 
not carry contrastive stress, unless this information is encoded off-line without 
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increased attention to the competitor during reading, a point to which I will return in 
the General Discussion (Chapter 6). 
In addition to showing that capitals had localized attention-capturing and 
salience effects, the present experiment also revealed that they played a meaningful 
role in the weighing of referent accessibility levels in discourse processing beyond the 
capitalized words themselves. The clearest signature of a repeated-name penalization in 
both conditions of Emphasis (Plain, Capitals) was found in first pass on the VERB: Subject 
Name Plain was associated with longer reading times than Subject Pronoun Plain, 
whereas no statistically significant difference was observed between Object Name Plain 
and Object Pronoun Plain, which replicates the classic RNP effect. Crucially, however, 
Name Capitals was significantly worse than Pronoun Capitals regardless of level of 
Antecedent (Subject, Object), which shows that the effect of typographic emphasis was 
stronger than that of syntactic position, rendering a referent representation salient even 
in the absence of syntactic prominence—hence the penalization even in the Object 
condition, in which a repeated name would have been felicitous otherwise. Importantly, 
this effect of typography does not appear to have been due to strategic learning over 
the course of the experiment, as a separate regression analysis with an additional fixed 
effect of Trial failed to improve the original model fit with effects of Antecedent, 
Anaphor Form, and Emphasis only. 
The RNP pattern above seems to gradually emerge from first pass and go past on 
the ANAPHOR, as well as first fixation on the VERB. First pass on the ANAPHOR only shows 
a main effect of Anaphor Form disfavoring repeated names, which is not, however, the 
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RNP, since this processing penalty is by definition an interaction effect. This overall 
preference for pronouns changed in go past time, where a name penalization effect was 
found in the Subject Plain condition, but not in Object Plain or Capitals. Finally, in first 
fixation on the VERB: repeated names fared worse than pronouns in the Subject Plain 
condition, but not in Object Plain, replicating the classic RNP effect; Object Name 
Capitals was worse than Object Pronoun Capitals, which evidences the works of 
typographic emphasis in modulating discourse focus; and Subject Name Capitals was still 
not substantially different from Subject Pronoun Capitals, which indicates that the 
effects of typographic emphasis on discourse processing were still being computed 
during the initial fixation on the VERB. This processing seems to near completion at the 
end of first pass on the VERB, where significant effects of capitals were found at both 
levels of Antecedent. 
The findings of a classic RNP effect in go past on the ANAPHOR in the Plain 
condition, on the one hand, and of an overall name penalization in first pass on the 
VERB in the Capitals condition, on the other hand, show that syntactic information took 
precedence over typography. To some extent, this result corroborates previous claims 
about the centrality of syntax in the processing of anaphoric pronouns and repeated 
names in English (Gordon et al., 1993; Kennison & Gordon, 1997; Gordon & Hendrick, 
1998), although it qualifies them because typography not only interacted with a 
linguistic constraint (i.e., syntax), but also ultimately prevailed over it in the modulation 
of discourse focus. This also suggests that discourse focus is not monolithic, signaling 
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different sources of salience in the discourse model instead, at least at an early 
processing stage. 
For the most part, late measures did not index the RNP as an interaction effect. 
On the ANAPHOR and VERB, there was a main effect of Anaphor, with larger total times 
in the Name condition. This shows that discourse focus, regardless of its source 
(typographic or syntactic), played an early role in reference resolution, whereas late 
processing was mostly guided by anaphoric form, with an overall repeated-name 
penalization even in the Plain condition. No effects were found at END OF SENTENCE, 
which also speaks to the timing of the RNP, indicating that it may be more of an early 
referential phenomenon, at least for the types of materials used in the current 
experiment. 
The only late measure where referential processing was observed was 
regressions in on the TARGET. On this interest area, there were more regressions in the 
Subject Pronoun Plain than in the Subject Name Plain condition, which goes in the 
opposite direction of the early processing measures. This indicates that the presence of 
a pronoun lead to the re-reading of target antecedents even in non-ambiguous 
scenarios, whereas name resolution proceeded more linearly as the discourse unfolded, 
supporting the hypothesis that names are not initially interpreted as co-referential 
(Gordon & Hendrick, 1998). Importantly, typographic emphasis changed this pattern: 
The proportions of regressions in on the TARGET were comparable in the Subject Name 
Capitals condition and Subject Pronoun Capitals, whereas more regressions were 
observed in Object Name Capitals than Object Pronoun Capitals, which mirrors the 
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name penalization observed for capitalized objects in early time measures. In sum, the 
patterns of regressions in are substantially different in the Capitals and Plain condition, 
which confirms that typographic emphasis has appreciable discourse-level effects. 
Looking back at first pass on the VERB, inspection of RNP magnitude effects 
helps to shed further light on the workings of typography as a discourse focus 
modulator that interacts with syntax. The difference in mean first-pass times between 
Subject Name Capitals and Subject Pronoun Capitals was slightly smaller than between 
the baseline comparison between Subject Name Plain and Subject Pronoun Plain, even 
though emphasized subject antecedents should have been extra salient in the discourse 
representation given the syntactic and typographic focus. This should have yielded a 
stronger RNP effect than in the context of plain antecedents if the effects of syntax and 
typographic emphasis on discourse focus were cumulative. In contrast to this pattern, 
the difference between Object Name Capitals and Object Pronoun Capitals was greater 
than the same plain baseline comparison, even though object antecedents were 
characterized by a mismatch between their non-prominent syntactic position and their 
typographic differentiation. This should have led to a weaker RNP in the context of 
emphasized object antecedents if both discourse focus modulators were being 
considered by the time readers processed the verb in the second sentence. Thus, it can 
be concluded that the effects of typographic emphasis and syntactic salience do not add 
up, and that the former overrides the latter in the referential marathon in certain 
referential configurations (i.e., emphasized object antecedents) right after readers 
encounter the anaphor. Finally, the difference in magnitude of the name penalization 
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effect between the Object Capitals condition and Subject Capitals might be due to the 
processing difficulty created by the mismatch between syntactic and typographic cues 
on capitalized objects, another point to which I will return in more detail in the General 
Discussion. 
To conclude, Experiment 1 showed that capitals had a noticeable impact on the 
reading process in terms of visual impact, emphasis, and modulation of discourse focus; 
that its effects on discourse processing were quantitatively and qualitatively different 
from those of syntactic position; and that capitals did not convey contrastive stress. It 
would thus be revealing to investigate how a different typographic device such as italics, 
which has been more strongly suggested to have a contrastive value, would perform for 




Experiment 1 showed that, when used as a form of typographic emphasis, 
capitals had appreciable effects on the on-line reading of locally coherent pieces of 
discourse that were not restricted to visual processing on the emphasized word. They 
also (and most importantly) led to emphasis in late processing stages and to an early 
modulation of discourse focus that interacted with structural factors such as syntactic 
position. Moreover, capitals were shown not to lead to a robust allocation of attentional 
resources to non-emphasized referential information. These results challenge long-held 
beliefs on the nature of typography by scholars in the fields of eye-movement research 
(e.g., Morrison & Inhoff, 1981; Tinker, 1963; Rayner & Pollatsek, 1989; Rayner et al., 
2012), typographic emphasis (e.g., Lorch, 1989; Lorch et al., 1995), and reference 
processing (e.g., Arnold, 2010; Traxler, 2011b). In addition, they do not corroborate 
recent descriptions of typographic emphasis devices as carriers of contrastive stress 
(Fraundorf et al., 2013). As a result, a question that should naturally be raised is whether 
the findings from Experiment 1 can be replicated and extended to other forms of 
typographic emphasis. On this note, two additional theoretically and empirically 
relevant issues are: (i) whether different typographic devices have different emphasis 
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effects; and (ii) whether they are dedicated to conveying distinct semantic-pragmatic 
content. 
The only other typographic emphasis device for which the above questions have 
been answered in the scholarly literature is italics. Regarding the first issue, italics have 
been argued to be subtler than other forms of typographic emphasis (Dyson & Beier, 
2016; Fraundorf et al., 2013). As for the second, italics have been suggested not only to 
bear a contrastive value (Fraundorf et al., 2013), but also to specialize in heightening the 
status of information structure through contrast (McAteer, 1989, 1992). It should be 
noted, however, that these claims are based largely on very artificial reading methods 
(e.g., RSVP) or off-line reading results, which often do not translate to on-line reading 
processes in naturalistic texts (for a recent example of this disconnection, see Almor et 
al., 2017). Finally, the documented effects of italics have not been, to my knowledge, 
examined at the discourse-representation level. Therefore, it is unknown whether they 
also function as discourse focus modulators. 
To further investigate the visual-emphatic, contrastive, and discourse focus 
effects of typographic emphasis by means of an ecologically valid on-line reading 
method, a second eye-tracking experiment was conducted in a 2x2x2 design with 
factors Antecedent (Subject, Object), Anaphor Form (Pronoun, Name), and Emphasis 
(Plain, Italics), as illustrated in Table 5.1. Experiment 2 was designed exactly like 
Experiment 1 except for the manipulation of typographic emphasis through italics 
instead of capitals, allowing for a meaningful comparison of processing patterns 
between the two experiments. 
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Table 5.1 Sample Stimuli for Experiment 2 
 
Conditions Experimental Passage 
Antecedent  Anaphor Form Emphasis Sentence 1 Sentence 2 
     
Subject 
Name 
Plain Kim challenged Josh to a game of chess. 
In fifteen minutes, Kim won 
without much effort. 
Italics Kim challenged Josh to a game of chess. 
Pronoun 
Plain Kim challenged Josh to a game of chess. 
In fifteen minutes, she won 
without much effort. 
Italics Kim challenged Josh to a game of chess. 
Object 
Name 
Plain Josh challenged Kim to a game of chess. 
In fifteen minutes, Kim won 
without much effort. 
Italics Josh challenged Kim to a game of chess. 
Pronoun 
Plain Josh challenged Kim to a game of chess. 
In fifteen minutes, she won 
without much effort. 
Italics Josh challenged Kim to a game of chess. 
     
 
 
On the one hand, if italics are indeed subtle emphasis devices, the TARGET should 
not take significantly longer to process in the Italics (e.g., “Kim”) than in the Plain 
condition (e.g., “Kim”) in most reading measures, especially in those that tap into early 
processing effects. In addition, a referential TARGET introduced as an italicized object 
(e.g., “Josh challenged Kim”) will not become prominent enough in the discourse 
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representation to overcome its lack of syntactic salience, which should not lead to a 
repeated-name penalization on the ANAPHOR and/or VERB (i.e., Object Name Italics ≤ 
Object Pronoun Italics). On the other hand, if italics convey contrastive stress, more 
attention should be paid to the referential COMPETITOR (e.g., “Josh”) in the Italics 
condition than in Plain. This increased psychological focus on the COMPETITOR should 
consequently decrease discourse focus on the TARGET introduced as an italicized subject 
(e.g., “Kim challenged Josh”), which in turn should result in a weaker name penalty 
effect on the ANAPHOR and/or VERB in the Italics than in the Plain condition (i.e., Subject 
Name > Subject Pronoun overall, but Subject Name Italics vs. Subject Pronoun Italics < 
Subject Name Plain vs. Subject Pronoun Plain).  
5.1 PARTICIPANTS 
56 undergraduate students were voluntarily recruited from the Participant Pool 
of the Department of Psychology and from introductory-level English and Linguistics 
classes at UofSC. The eligibility requirements and benefits (extra credit) were the same 
as in Experiment 1. Subjects participated in either Experiment 2 or Experiment 1, but not 
both. 
8 participants were excluded from the study for failing to achieve a minimum of 
70% accuracy on the experiment’s comprehension questions.6 A final sample of 48 
participants was selected for data analysis: 38 females and 10 males who were 20 years 
old on average (range 18-25), with normal (35) and corrected-to-normal (13) vision. 
                                                     
6 The average comprehension accuracy was 77% (range 70-88%) after participant exclusion. 
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5.2 STIMULI, DESIGN, & PROCEDURE 
The materials, design, and procedure were the same as in Experiment 1 except 
for the use of a different form of typographic emphasis (italics) in the stimuli, as 
illustrated in Table 5.1. A complete list of experimental materials before the 
typographical manipulation is provided in Appendix A (Table A.1). 
5.3 RESULTS 
Fixations shorter than 100 ms not merged with nearby fixation events within one 
degree of visual angle and fixations longer than 1500 ms were excluded from analysis, 
affecting 5.45% of the data. Again, zero fixations were not included in regression 
analyses of reading time measures (i.e., first fixation, first pass, go past, total time), but 
kept in those of the frequency measure (i.e., regressions in). The linear-mixed models 
used log-transformed dependent variables when appropriate and had the same fixed 
and random structures specified for Experiment 1. Only relevant results are reported 
below in a similar fashion proceeding from early to late processing in Sentence 1 
(TARGET, COMPETITOR) and Sentence 2 (ANAPHOR, VERB, END OF SENTENCE), but complete 
regression outputs are provided in Appendix C (Tables C.1-C.6). 
5.3.1 Early Processing in Sentence 1 
Early processing in Sentence 1 encompasses first fixation and first pass on the 
TARGET and COMPETITOR. The TARGET is informative about the attention-capturing visual 
effects of typographic emphasis, and analyses on this interest area (IA) should not be 
characterized by a main effect of Emphasis in early measures if italics are not visually 
salient in comparison with plain text. Indeed, the results showed only a significant main 
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effect of Antecedent in both first fixation (31 ms, β = 2.7E-02, SE = 3.7E-03, t = 7.2, p < 
0.001) and first pass (7 ms, β = 1.2E-02, SE = 4.2E-03, t = 2.8, p < 0.01), with longer 
reading times in the Object than in the Subject condition, as shown in Table 5.2. This 
pattern contrasts with that from Experiment 1, in which a main effect of Emphasis 
(Capitals > Plain) was observed in first pass on the same IA. 
 
Table 5.2 First Fixation and First Pass on the Target and Competitor 
 
 TARGET COMPETITOR 
Condition 
First Fixation First Pass First Fixation First Pass 
Mean (ms) SE Mean (ms) SE Mean (ms) SE Mean (ms) SE 
Object Italics 229 4 239 4 200 3 260 6 
Object Plain 232 4 238 4 205 3 258 6 
Subject Italics 199 3 230 5 238 4 254 5 
Subject Plain 200 3 233 6 232 4 246 5 
 
 
The COMPETITOR data speak to the contrastive value of italics, which should 
manifest itself in an interaction effect of Emphasis (Subject Italics > Subject Plain) in 
early processing measures. The first fixation results on this IA revealed a main effect of 
Antecedent (-32 ms, β = -2.9E-02, SE = 3.9E-03, t = -7.5, p < 0.001), with elevated times 
in the Subject condition, i.e., when the target appeared as a subject and the competitor 
as an object. There was also a significant interaction between Antecedent and Emphasis 
(β = -5.7E-03, SE = 2.5E-03, t = -2.3, p < 0.05), with a marginally significant difference 
between Subject Italics and Subject Plain (6 ms, β = 1.4E-02, SE = 8.1E-03, t = 1.7, p < 
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0.1), as shown in Figure 5.1. This pattern deviates from the one observed in Experiment 
1, where no main or interaction effects of Emphasis were found on the COMPETITOR in 
first fixation. In similarity to Experiment 1, however, neither main nor interaction effects 




Figure 5.1 First Fixation on the Competitor 
 
5.3.2 Early Processing in Sentence 2 
 Early processing in Sentence 2 entails first fixation, first pass, and go past on the 
ANAPHOR and VERB. These measures and IAs lend themselves to an assessment of the 
repeated-name penalty (RNP), which provides insight into the effects of typographic 
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emphasis at the discourse-representation level. If italics modulate discourse focus like 
capitals, an overall name penalization in conditions with italicized targets (i.e., Subject 
Name Italics > Subject Pronoun Italics, and Object Name Italics > Object Pronoun Italics) 
should be elicited by first pass on the VERB. If, however, italics are incapable of focusing 
a discourse referent independently from syntactic cues, repeated names that refer to 
italicized object antecedents should not be penalized, leading to a classic RNP effect 
(i.e., Subject Name Italics > Subject Pronoun Italics, but Object Name Italics ≤ Object 
Pronoun Italics). 
As shown in Table 5.3 and illustrated in Figure 5.2 and Figure 5.3, the results of 
first fixation and first pass on the ANAPHOR were characterized by the same pattern, 
respectively: a main effect of Anaphor Form (10 ms, β = 1.1E-02, SE = 3.3E-03, t = 3.4, p 
< 0.001; 10 ms, β = 1.1E-02, SE = 3.5E-03, t = 3.1, p < 0.01), with repeated names taking 
longer to process than pronouns; an interaction of Antecedent and Anaphor Form (β = -
8.7E-03, SE = 3.3E-03, t = -2.6, p < 0.01; β = -8.4E-03, SE = 3.4E-03, t = -2.4, p < 0.05); and 
significant simple effects between Subject Name Plain and Subject Pronoun Plain (28 ms, 
β = 4.9E-02, SE = 1.3E-02, t = 3.7, p < 0.001; 24 ms, β = 4.2E-02, SE = 1.4E-02, t = 3.1, p < 
0.01), on the one hand, and between Subject Name Italics and Subject Pronoun Italics 
(11 ms, β = 3.1E-02, SE = 1.3E-02, t = 2.3, p < 0.05; 14 ms, β = 3.4E-02, SE = 1.4E-02, t = 





Table 5.3 Early Measures on the Anaphor 
 
  ANAPHOR 
Condition 
First Fixation First Pass Go Past 
Mean (ms) SE Mean (ms) SE Mean (ms) SE 
Object Name Italics 224 5 226 5 322 24 
Object Name Plain 225 5 230 6 311 21 
Object Pronoun Italics 230 6 235 7 343 31 
Object Pronoun Plain 215 6 220 6 312 19 
Subject Name Italics 229 5 233 5 373 34 
Subject Name Plain 235 5 237 6 328 17 
Subject Pronoun Italics 217 6 219 6 310 26 









Figure 5.3 First Pass on the Anaphor 
 
 
Although the Italics and the Plain conditions seem to be characterized by the 
same reference processing pattern on the ANAPHOR, it should be noted that they differ 
in the magnitude of their significant simple effects. In first fixation, the difference 
between Subject Name Italics and Subject Pronoun Italics was only 11 ms, while the 
difference between Subject Name Plain and Subject Pronoun Plain was 28 ms. Similarly, 
in first pass, Subject Name Italics differed from Subject Pronoun Italics by 14 ms, 
whereas Subject Name Plain was different from Subject Pronoun Plain by 24 ms. 
In go past, in turn, there was a significant interaction of Antecedent and Anaphor 
Form (β = -1.6E-02, SE = 5.9E-03, t = -2.7, p < 0.01), with a significant difference between 
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Subject Name Italics and Subject Pronoun Italics (64 ms, β = 5.4E-02, SE = 2.4E-02, t = 




Figure 5.4 Go Past on the Anaphor 
 
 
Taken together, the results from analyses of early processing on the ANAPHOR in 
the current experiment are again in contrast with those from the first experiment. In 
Experiment 1, first fixation and first pass on the ANAPHOR only showed a main effect of 
Anaphor Form (Name > Pronoun), with a classic RNP effect being observed for the first 
time in go past on the same IA (i.e., Subject Name Plain > Subject Pronoun Plain, but 
Object Name Plain = Object Pronoun Plain). In Experiment 2, however, the RNP was 
elicited in both first fixation and first pass on the ANAPHOR not only in the Plain 
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condition, but also in the Italics condition. It is also noteworthy that this classic RNP 
effect surfaced in go past on the ANAPHOR only for italicized targets. 
As for the VERB, which also gives insight into the RNP, the analysis of first fixation 
(see Table 5.4 and Figure 5.5) revealed a significant interaction of Antecedent and 
Emphasis (β = 5.3E-03, SE = 2.4E-03, t = 2.2, p < 0.05), with a marginally significant 
difference between Subject Name Plain and Subject Pronoun Plain (13 ms, β = 1.8E-02, 
SE = 1.1E-02, t = 1.7, p < 0.1). This is different from the pattern of first fixation on the 
VERB from Experiment 1, in which a significant difference between repeated names and 
pronouns was observed also in the Object Capitals condition.  
 
 
Table 5.4 Early Measures on the Verb 
 
  VERB 
Condition 
First Fixation First Pass Go Past  
Mean (ms) SE Mean (ms) SE Mean (ms) SE 
Object Name Italics 242 4 295 7 385 19 
Object Name Plain 240 4 294 8 359 15 
Object Pronoun Italics 237 4 275 7 346 12 
Object Pronoun Plain 235 4 271 7 341 13 
Subject Name Italics 234 4 294 8 371 16 
Subject Name Plain 253 5 318 9 393 17 
Subject Pronoun Italics 239 5 282 7 365 19 






Figure 5.5 First Fixation on the Verb 
 
 
In first pass on the VERB, there were only a marginally significant main effect of 
Antecedent (-9 ms, β = -5.2E-03, SE = 3.1E-03, t = -1.7, p < 0.1) and a significant main 
effect of Anaphor Form (24 ms, β = 1.2E-02, SE = 3.8E-03, t = 3.1, p < 0.01) favoring the 
Object and Pronoun conditions, respectively, but no interaction. This pattern is once 
again different from the Experiment 1 results for first pass on the VERB, which showed a 
classic RNP effect in the Plain condition and an overall name penalization in the Capitals 
condition.  
Finally, only a marginally significant main effect of Anaphor Form (Name > 
Pronoun) was observed in go past on the VERB (26 ms, β = 9.2E-03, SE = 4.8E-03, t = 1.9, 
p < 0.1), which result is in line with evidence from the previous experiment. 
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5.3.3 Late Processing in Sentence 1 
Total time on the TARGET, which is informative about the emphasis effects of 
italics outside visual processing, indicated: a main effect of Antecedent (20 ms, β = 2.3E-
02, SE = 7.8E-03, t = 2.9, p < 0.01), with slower times in the Object than in the Subject 
condition, as shown in Table 5.5; an interaction of Antecedent and Emphasis (β = 9.1E-
03, SE = 4.6E-03, t = 2, p < 0.05); and a significant simple-effect difference between 
Object Italics and Object Plain (31 ms, β = 3.0E-02, SE = 1.4E-02, t = 2.2, p < 0.05), as 
illustrated in Figure 5.6. Although a total time difference between Italics and Plain on 
the TARGET was also observed with capitals, that took the form of a main effect of 
Emphasis in Experiment 1, whereas in Experiment 2 italics led to an interaction, with a 
significant difference between italicized and plain referents confined to the Object 
condition. 
 
Table 5.5 Total Time on the Target and Competitor 
 
 TARGET COMPETITOR 
Condition 
Total Time Regressions In Total Time 
Mean (ms) SE Mean (%) SE Mean (ms) SE 
Object Italics 419 12 31 2 449 12 
Object Plain 389 11 26 2 450 14 
Subject Italics 376 11 42 2 433 12 










Figure 5.7 Regressions In on the Target 
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A similar pattern with a main effect of Antecedent (-15%, β = -3.5E-01, SE = 4.0E-
02, z = -8.8, p < 0.001), a two-way interaction of Antecedent and Emphasis (β = 9.8E-02, 
SE = 4.0E-02, z = 2.4, p < 0.01), and a simple-effect difference between Object Italics and 
Object Plain (5%, β = 2.6E-01, SE = 1.2E-01, z = 2.2, p < 0.05) was also observed in the 
analysis of regressions in on the TARGET, whose mean fixation proportions are provided 
above in Table 5.5 and Figure 5.7. 
In total time on the COMPETITOR, which taps into the presence of late contrastive 
effects in both the Object and Subject conditions, there was a marginally significant 
interaction of Antecedent and Emphasis (β = 8.5E-03, SE = 4.8E-03, t = 1.8, p < 0.1), but 
the simple effects of interest—Subject Italics vs. Subject Plain, Object Italics vs. Object 
Plain—were non-significant, which result resembles that from Experiment 1 for the 
same measure and IA. 
5.3.4 Late Processing in Sentence 2 
 Total time on the ANAPHOR, which is a proxy for late RNP effects, exhibited a 
main effect of Anaphor Form (28 ms, β = 2.2E-02, SE = 5.4E-03, t = 4.1, p < 0.001), with 
repeated names taking longer to process than pronouns, and a two-way interaction of 
Antecedent and Anaphor Form (β = -1.1E-02, SE = 4.9E-03, t = -2.2, p < 0.05). Simple-
effect analyses revealed significant differences between Subject Name Plain and Subject 
Pronoun Plain (36 ms, β = 6.0E-02, SE = 2.0E-02, t = 3.0, p < 0.01), and between Subject 
Name Italics and Subject Pronoun Italics (40 ms, β = 7.2E-02, SE = 2.1E-02, t = 3.5, p < 
0.001) (see Table 5.6 and Figure 5.8). These simple-effect differences were also 
observed previously in the current experiment in first fixation and first pass on the 
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ANAPHOR, although they differed from the Experiment 1 results, which were 
characterized only by a main effect of Anaphor Form (Name > Pronoun). 
 
Table 5.6 Total Time in Sentence 2 
Condition 
ANAPHOR VERB END OF SENTENCE 
Mean (ms) SE Mean (ms) SE Mean (ms) SE 
Object Name Italics 283 9 463 16 1050 29 
Object Name Plain 306 13 483 17 1109 29 
Object Pronoun Italics 273 13 432 14 1069 28 
Object Pronoun Plain 281 14 450 14 1119 33 
Subject Name Italics 307 11 486 17 1080 30 
Subject Name Plain 306 12 521 19 1097 32 
Subject Pronoun Italics 267 11 448 17 1077 33 





Figure 5.8 Total Time on the Anaphor 
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To complement the total time patterns on the ANAPHOR, an additional analysis 
of regressions in was conducted on the same IA. The results, illustrated in Table 5.7 and 
Figure 5.9, showed a marginally significant main effect of Emphasis (-2%, β = -1.0E-01, 
SE = 5.5E-02, z = -1.9, p < 0.1), with a greater regression proportion in the Plain 
condition; and a significant three-way interaction (β = -1.3E-01, SE = 5.5E-02, z = -2.4, p < 
0.05). Subject Name Italics was marginally different from Subject Pronoun Italics (4%, β = 
4.3E-01, SE = 2.3E-01, z = 1.9, p < 0.1), with the same being true of the simple-effect 
comparison between Object Name Italics and Object Pronoun Italics (-4%, β = -4.2E-01, 
SE = 2.3E-01, z = -1.8, p < 0.1).  
 
Table 5.7 Regressions In on the Anaphor 
 
  ANAPHOR 
Condition 
Regressions In 
Mean (%) SE 
Object Name Italics 10 2 
Object Name Plain 16 2 
Object Pronoun Italics 14 2 
Object Pronoun Plain 13 2 
Subject Name Italics 15 2 
Subject Name Plain 15 2 
Subject Pronoun Italics 10 2 







Figure 5.9 Regressions In on the Anaphor 
 
In total time on the VERB, in contrast, there was only a main effect of Anaphor 
Form (45 ms, β = 1.5E-02, SE = 5.0E-03, t = 3.0, p < 0.01) disfavoring the Name condition. 
No total time results were statistically significant at END OF SENTENCE. Both total-time 
patterns on the VERB and END OF SENTENCE replicate those from Experiment 1. 
5.4 DISCUSSION 
 The results showed that italics did not have an early visual impact on the reading 
process that was quantitatively different from regular plain text, given the absence of 
main or interaction effects of Emphasis on the TARGET in first fixation and first pass. The 
analyses of total time and regressions in on the same interest area indicated, however, 
that italics had a late, localized emphasis impact. This was reflected in a two-way 
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interaction between Antecedent and Emphasis and a significant simple-effect difference 
between Object Italics and Object Plain. In other words, italicized targets took longer to 
process after word identification when they appeared in the object (but not the subject) 
position of their sentences. This contextual emphasis effect can be attributed to the 
subtler nature of italics (Dyson & Beier, 2016), which might need to be fully embedded 
in text in order to have a more robust emphasis impact on the reading process. 
Alternatively, this pattern of results on the TARGET might be due to an interaction of 
typography and syntax: Because the subject is a prominent syntactic position in and of 
itself and italics are subtle, their emphasis effect only becomes visible when they occur 
in the non-salient object position, a hypothesis that I further explore in the General 
Discussion. 
 The first fixation results on the COMPETITOR, in contrast, showed an early 
contrastive effect of italics reflected in a significant interaction of Antecedent and 
Emphasis and a marginally significant difference between Subject Italics and Subject 
Plain. Simply put, longer first fixations were observed on the competitor in object 
position when the target was an italicized subject (e.g., “Kim challenged Josh”) than 
when the subject was plain (e.g., “Kim challenged Josh”). This indicates that italics did 
prompt readers to pay more attention to other pieces of referential information 
available in the discourse in early processing. Interestingly, this contrastive effect did 
not show up in later processing (first pass, total time) on the COMPETITOR, which can be 
attributed to a shift of processing focus from contrastive information (early effect) to 
emphasis on the italicized word itself (late effect). 
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 The ANAPHOR results, in turn, support the argument that italics functioned as a 
discourse focus modulator, although they were weaker in nature than syntactic position 
and different from capitals, given that they did not elicit a repeated-name penalization 
in the context of syntactically non-salient antecedents (i.e., objects). First fixation, first 
pass, and total time on the ANAPHOR displayed an interactional RNP effect in both 
conditions of Emphasis, with Subject Name always worse than Subject Pronoun, but 
Object Name and Object Pronoun not being significantly different. These results show 
that the italics effects (visual-emphatic/contrastive) did not override those of syntactic 
prominence, which emerged as the major discourse focus modulator. Although they 
could thus be interpreted as indicative of no effects of italics at the discourse level, the 
analyses of go past and regressions in on the ANAPHOR suggest otherwise. Both 
measures converged in exhibiting significantly longer fixation durations and proportions 
in the Subject Name Italics than in the Subject Pronoun Italics condition, but not 
between Subject Name Plain and Subject Pronoun Plain. In other words, eye-tracking 
measures that incorporate regressive eye movements showed a lingering RNP effect 
only when the syntactically salient antecedent of the anaphor was italicized. This re-
reading pattern demonstrates that italics interacted with higher-order referential 
processes. In addition, it raises an important question to be explored in the General 
Discussion, namely why italics accentuated the RNP in regressive eye-movement 
behavior. 
Supplementary evidence for the impact of italics on discourse focus is found in 
the magnitudes of RNP effects in first fixation and first pass on the ANAPHOR. The 
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differences between Subject Name and Subject Pronoun were fifty percent smaller on 
average in the Italics condition compared to its Plain counterpart. Again, this suggests 
that discourse focus is not being modulated only by syntax, and that italics are doing 
something different from ordinary text in the discursive domain. In fact, the RNP 
patterns of different magnitudes in the second sentence can be explained on the 
grounds of the inverse emphatic and contrastive effects of italics in the first sentence. 
Because the emphatic impact of italics was late and contextual and the RNP seems to be 
an early referential phenomenon, it is possible that there had not been enough 
processing time for italics to focus the referential TARGET in the discourse 
representation by the time readers got to the ANAPHOR, whereas syntax had already 
made the target discursively salient. This would explain a classic RNP effect being 
elicited even in the Italics condition. Because contrastive stress, in contrast, played out 
early in the processing of typographic emphasis, the COMPETITOR received an increased 
allocation of attentional resources in the first sentence. Although syntactic prominence 
ended up playing a stronger role than contrastive stress in the reader’s discourse 
representation, sensitivity to the contrastive value of italics decreased discourse focus 
on the referential TARGET and consequently yielded a weaker RNP in the Italics 
condition than in the Plain condition. 
No evidence of italics effects at the discourse level was found outside the 
ANAPHOR, which result contrasts with Experiment 1. The strongest signal of discourse-
level effects of capitals was found in first pass on the VERB in Experiment 1, whereas it 
was not elicited for italics beyond go past on the ANAPHOR in Experiment 2. Thus, the 
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two experiments indicate that the processing of capitals and italics proceeds differently 
over time not only on the typographically marked regions of text, but also beyond them, 
with capitals leading to relatively late discourse effects, a finding that also requires some 
theoretical explanation. Taken together, however, these patterns converge to show that 
typographic emphasis affects processing only in areas where it is referentially 
meaningful (cf. END OF SENTENCE), corroborating claims that it does contribute relevant 
semantic-pragmatic information to discourse processing. 
In Experiment 2, no evidence of RNP effects was found beyond the VERB. The 
first fixation results showed a spillover RNP on the VERB only in the Plain condition; in 
first pass and total time on the same IA, only a main effect of Anaphor Form disfavoring 
repeated names was found; and no effects whatsoever were observed in total time at 
END OF SENTENCE, which result replicates Experiment 1. The two experiments indicate 
that the RNP may be indeed an early referential phenomenon for the types of materials 
tested in this study, and that reference processing beyond the anaphoric expression and 
early measures on the verb phrase (n+1) is mostly guided by characteristics of the 
anaphors themselves instead of discourse focus, another point on which I will elaborate 
in the General Discussion. 
To sum up, Experiment 2 yielded evidence that italics have subtle emphatic and 
contrastive effects that have inverse signatures over time (i.e., while the latter is early, 
the former is late). It also revealed that italics have discourse processing effects that are 
weaker than those of syntactic position, but that are strong enough to accentuate the 
RNP in regressive eye-movement measures and to impact the magnitude of the penalty. 
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Taken together, Experiment 1 and Experiment 2 demonstrate that the on-line 
processing of italics and capitals is characterized by distinct (i) visual-emphatic effects, 
(ii) encoding of contrastive stress, and (iii) modulation of discourse focus. Despite these 
notable differences, capitals and italics converge to show that typographic emphasis 
interacts with linguistic structure, adding a layer of semantic-pragmatic content to it 





This study set out to investigate the semantic-pragmatic effects of typographic 
emphasis from a psycholinguistic lens. Two eye-tracking experiments examined whether 
two variations in the way referential noun phrases were typographically presented, 
namely CAPITALS and italics, affected on-line processing locally, on the emphasized 
words, and beyond, on later parts of short reading passages. Specifically, this study 
asked: (i) whether typography elicited visual prominence and emphasis effects on 
emphasized information differently from plain text; (ii) whether it prompted readers to 
contrastively focus on non-emphasized referential information; (iii) whether it 
modulated discourse focus, which was measured through a referential phenomenon 
known as the repeated-name penalty (RNP); and (iv) as a result of using the RNP as a 
tool to assess the higher-level effects of typographic emphasis, what the timing of the 
penalty was in unfolding pieces of discourse without typographic differentiation. 
Experiment 1 (E1) showed that (i) capitals had an early visual impact that was 
also associated with late prominence effects, given the longer reading times on the 
capitalized words in early and late eye-tracking measures. (ii) Capitals did not convey 
contrastive information, since processing on a plain referential noun phrase in 
sentences with a capitalized noun was not significantly different from sentences without 
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any emphasis. (iii) Capitals impacted discourse focus in that they failed to elicit a classic 
RNP effect, that is, repeated names were penalized in comparison with overt pronouns 
when their antecedent was capitalized regardless of its syntactic position. (iv) Finally, in 
passages without capitals, the RNP only manifested itself in early measures on the 
anaphoric expression and the following verb. 
Experiment 2 (E2), in turn, revealed that (i) italics had a salience effect that was 
reflected in longer times in late processing on the emphasized noun phrase. (ii) They 
also had an early contrastive impact, with longer reading times on a plain referent in 
contexts with an italicized name than in contexts devoid of any emphasis. (iii) In 
addition, italics modulated discourse focus, since a classic RNP effect (i.e., names 
costlier than pronouns when antecedent is a subject) was observed in late eye-tracking 
measures only in contexts with typographic emphasis, and since the magnitudes of the 
RNP effects in early measures were considerably smaller for italicized than plain 
antecedents. (iv) Lastly, the RNP showed up early on the anaphor and verb, but not 
beyond late measures on the latter in passages without italics. 
Taken together, the two experiments provide evidence that typography has a 
visual impact in the reader’s experience of the emphasized text, but that its effects are 
not restricted to visual processing. Typographic features interact with higher-order 
syntactic constraints in the weighing of discourse focus within the representation 
readers create of the text. On the one hand, it must be conceded that the processing of 
syntactic information takes precedence over typography, since classic RNP effects 
penalizing repeated names that refer to emphasized subject antecedents are seen 
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before name penalizations for their object counterparts. On the other hand, typographic 
emphasis (capitals) eventually overrides structural factors, yielding a name penalty even 
in such contexts where the syntactic position (i.e., object) is known to render a referent 
non-salient in the discourse representation. Alternatively, when a name penalty is not 
seen in the context of emphasized object antecedents (italics), a lingering RNP effect on 
the anaphor is observed in regressive eye-movement measures only when the 
antecedents are typographically differentiated. Moreover, specific type styles (italics) 
signal contrastive stress, which also appears to interfere with the modulation of 
discourse focus, as revealed by the magnitude of RNP effects in passages with and 
without emphasis. Finally, the experiments indicate that the RNP is not purely syntactic 
in nature and that it shows up early in the anaphor region; in late measures on the 
anaphor (capitals) and/or the subsequent word (capitals/italics), in contrast, names are 
worse than pronouns regardless of emphasis or the syntactic position of the 
antecedent; and no evidence of reference resolution processes is observed post-
verbally. 
These results make unique contributions to our understanding of the nature and 
function of typography when seen in light of previous descriptive research into the topic 
conducted in the realms of oculomotor behavior, memory cuing, stress, and reference 
processing. Most typographic studies to date have dealt with questions of legibility 
(Tinker, 1963) or perceptual processing in normal silent reading (Rayner & Pollatsek, 
1989; Rayner et al., 2012). Very broadly, these studies were designed to examine the 
impact of a range of typographic variables (e.g., font type, size, line width, leading, color, 
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page layout) on reading speed and eye movements. To assess these effects, researchers 
would make global manipulations of typography (e.g., texts in all caps) within 
experimental conditions, instead of intra-sentential forms of typographic emphasis like 
the ones used in this study. Such legibility and perceptual experiments making global 
typographic manipulations have consistently indicated that moderate changes in 
typography do not considerably affect reading ease. In addition, they have shown that 
eye movements in reading are mostly guided by the linguistic characteristics of the 
stimulus. Finally, a crucial extension from these results is that typographic effects in 
reading could only take the form of main effects (Morrison & Inhoff, 1981; Slattery, 
2016).  
While the current eye-tracking study was not primarily designed to answer 
perceptual questions and therefore does not directly map onto existing eye-movement 
literature, it calls into question a couple generalizations it has afforded on the role of 
typography in reading. First, the current experiments challenge the assumption that 
typographic effects are necessarily the same on all words in a text. Second, they shake 
the belief of a limited impact of typography on on-line reading processes by showing 
that, as a form of EMPHASIS, type interacts with linguistic structure, and in fact, with a 
kind of linguistic knowledge (i.e., syntactic) that some linguists (e.g., Chomsky, 1995) 
deem to lie at the very core of a reader’s language competence (a result to be properly 
examined shortly).  
The current research is also relevant to previous memory facilitation studies, 
whose agenda included, but was not limited to, typography. In a comprehensive review 
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of off-line experiments conducted in the previous century, Lorch (1989) claimed that 
while typographic emphasis improved memory for the emphasized text (usually full 
sentences) without contributing new semantic content to it, non-emphasized 
information was inhibited or unaffected. In addition, Lorch and collaborators (1995) and 
Sanford et al. (2006) made the argument that typographic emphasis had an attention-
cuing effect, based on data from self-paced reading experiments and from text-change 
detection tasks, respectively. 
The current experiments generally support the idea that typographic emphasis 
constitutes visually salient information that draws attention during reading, but they add 
to this basic characterization because the typographic manipulations were made on 
individual noun phrases and because eye tracking has greater temporal precision than 
other on-line reading methods. In fact, in E1 and E2, it was possible to distinguish 
between three types of salience effects: one that is due to the visual prominence of 
typography per se, affecting early perceptual processing (e.g., first fixation, first pass) on 
the emphasized word; another that corresponds to marking a place in the text as 
prominent beyond immediate visual-attentional cuing, which is reflected in late 
processing (e.g., total time) on the emphasized word; and a third effect that is a 
consequence of prominence in a discourse representation, surfacing in regions of text 
beyond the emphasized words. The experiments additionally showed that different 
forms of typographic emphasis have different salience effects: While capitals were 
visually and emphatically prominent in early and late processing and had a robust 
impact at the discourse level, italics were not as visually salient—corroborating Dyson 
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and Beier’s (2016) results from lexical decision tasks—and had a subtler influence on 
discourse processes. 
Although most of the questions asked by memory studies of typographic 
emphasis are outside the scope of this project’s problem space, the current experiments 
show that typography (italics) affects non-emphasized pieces of text during on-line 
processing despite the documented lack of effects at an off-line interpretation stage. 
Additionally, the contrastive and discourse effects of typographic emphasis provide 
evidence that this focus mechanism does not always function as an invisible carrier of 
content. On-line experiments with a good temporal precision like the ones conducted 
here afford thus important information about the workings of typographic emphasis 
over time that is not provided by memory/detection tasks alone. 
The present investigation also contributes to a debate on the comprehension of 
different types of stress in reading in their relationship to typographic emphasis. 
Fraundorf and colleagues (2013) claimed that both capitals and italics made contrastive 
information salient in a discourse representation. In contrast, McAteer (1989, 1992) 
argued that capitals and italics conveyed different types of stress (modulatory and 
contrastive, respectively). It should again be noted, however, that the bulk of Fraundorf 
et al.’s and McAteer’s works consisted of off-line reading experiments. From an on-line 
reading perspective, the results from Experiments 1 and 2 are not in line with claims that 
both capitals and italics convey contrastive stress (Fraundorf et al., 2013). Instead, they 
support the argument that there is indeed a division of reading labor between capitals 
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and italics (McAteer, 1989, 1992), since only the latter were shown to contrastively 
stress non-emphasized referential information. 
Finally, this project significantly advances our understanding of referential 
processing in contexts with and without capitals and italics. To my knowledge, previous 
reference studies (e.g., Arnold, 2010; Traxler, 2011a, 2011b) never tested whether 
typography could modulate discourse focus through emphasis and, consequently, how 
the latter interacted with linguistic structure. Specific RNP studies, for instance, have 
rarely examined the phenomenon from the perspective of non-syntactic factors (e.g., 
Almor, 1999; Peters et al., 2016). In addition, although RNP effects have been vastly 
replicated in sentence-by-sentence self-paced reading experiments (e.g., Almor et al., 
2017; Gelormini-Lezama & Almor, 2011; Maia et al., 2016; Yang et al., 1999), fewer 
results from more time-sensitive experimental paradigms (e.g., eye-tracking, EEG) 
support the idea that the penalty has an early manifestation in discourse processing  
(Huang et al., 2014; Kennison & Gordon, 1997). 
By examining typography from the perspective of cognitive processes beyond 
memory and with the aid of eye tracking, the present study showed that a non-syntactic 
factor like typographic emphasis impacts discourse focus, leading to either main effects 
of anaphoric form disfavoring repeated names (capitals) or late interaction RNP effects 
that only show up in the presence of emphasized antecedents in the text (italics). It 
seems thus that, in contexts with typographic emphasis, stronger discourse effects are 
seen if the type style affords greater processing prominence to the emphasized word. It 
should also be noted that the effects of typographic emphasis on discourse focus are 
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elicited later than the syntactic ones. In contexts without emphasis, in turn, the 
experiments provide evidence that discourse focus serves an early function in reading, 
with no referential effects beyond early measures on the anaphor and the immediately 
following word. In contrast, anaphoric form seems to guide late reference resolution in 
such referentially relevant regions of text, as evidenced by a late penalization for 
repeated names on anaphors and/or verbs independently of syntax. Moreover, the 
experiments showed that the processing of repeated names appears to proceed more 
linearly over time than pronoun resolution. 
The above results have important implications for accounts of reference 
processing such as Centering Theory (CT), Discourse Prominence Representation Theory 
(DPRT), and the Informational Load Hypothesis (ILH). CT (Gordon et al., 1993; Grosz et 
al., 1983, 1995) is a computational approach to reference resolution that posits the 
existence of forward- and backward-looking sets of referents in the discourse 
representation, and of rules to both rank these referential entities based on syntactic 
prominence and to determine which one should be realized as a pronoun. Although CT 
provides an explanation for the presence of RNP effects in contexts without emphasis, it 
makes no specific predictions about when they should play out and is at odds with the 
result that discourse focus does not have a significant role in late referential processing 
stages. The framework would also need to be fundamentally revised in order to account 
for effects of typographic emphasis on discourse focus. 
DPRT (Gordon & Hendrick, 1998) is more compatible with most of the current 
experimental findings, although it might need to be extended to unambiguously assign 
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typography a role in the modulation of discourse focus. The model consists of three 
principles. The first principle has to do with the form of referring expressions and 
postulates that pronouns are the natural vehicles for co-reference because their primary 
function is to refer to previously mentioned entities, whereas names primarily introduce 
new entities. As a result, Name-Pronoun sequences should be generally preferred over 
Name-Name referential configurations. The second principle states that syntactic 
structure affects the prominence of referents in the discourse representation. 
Specifically, it borrows the basic operating mechanism from CT that pronouns are 
interpreted as co-referring with the most syntactically salient entity available in the 
discourse. The third principle, in turn, adds variable semantic conditions that further 
specify the meaning of the discourse model and that may lead to re-analysis. These 
principles are formally expressed as construction rules, which in sum “map syntactic 
structures onto representations of the semantics of discourse and which use the 
prominence of discourse entities as context for interpreting [anaphoric] expressions” 
(Gordon & Hendrick, 1998, p. 416). 
DPRT’s first principle explains why pronouns led to more regressions than names 
in the current experiments and why repeated names were generally worse than 
pronouns in late processing measures, although it would be even more compatible with 
the present results if it was not conceived as the first construction rule to guide 
reference processing. The second principle on the central role of syntax in establishing 
prominence in the discourse representation undoubtedly accounts for both classic RNP 
effects due to the syntactic position of referential antecedents and for the precedence of 
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syntax over semantic constraints. Finally, the third principle explains name penalty 
effects as a result of typographic emphasis if and only if the latter is regarded as a 
semantic feature of the text whose different forms lead to different re-analyses of 
anaphoric relations previously established by syntax. Otherwise, DPRT would need to be 
revised to make a specific argument about the nature of typography, to elucidate why it 
impacts discourse focus, and to explain how different types styles interact differently 
with syntactic structure. 
Lastly, the ILH (Almor, 1999) is the most underspecified of the reviewed 
frameworks of reference processing and thus must be extended to accommodate the 
results from E1 and E2. Simply put, the ILH posits that the attested processing 
preference for an inverse relationship between the informational load of the anaphoric 
expression and the discourse prominence of its referent is a consequence of working 
memory constraints. To be established, anaphoric relations require decoding of new 
linguistic material and keeping active referent representations in working memory, 
whose processing capacity is known to be limited. As a result, classic RNP effects derive 
from processing heavily loaded linguistic expressions simultaneously with maintaining 
already salient referent representations active in memory. It is therefore clear that this 
principle can explain why typographic emphasis and syntactic position lead to name 
penalization effects if and only if both factors are regarded as cuing devices that increase 
the discourse prominence of their referents and that are subject to limitations of 
working memory capacity. However, the current experiments were not designed to 
examine how working memory affects the processing of typographic emphasis, and this 
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idea can only be taken as a possible direction for future research. Having said that, it 
goes without saying that the ILH would need to be revised to make specific predictions 
about the timing of referential processes and the interaction of discourse prominence 
modulators in working memory in order to explain the name penalty effects observed in 
the experiments not only in contexts with, but also in contexts without typographic 
emphasis. 
This study makes a uniquely relevant contribution to descriptions and theoretical 
explanations of typography and reference processing because, as already hinted, it also 
generates several open questions for discussion and future experimentation. One 
question that emerges out of E1 is whether capitals are indeed incapable of cuing 
contrastive referential information in reading. It should be noted that there was a 
numerical trend in E1 in the direction of increased times on a plain referential noun 
phrase when a different name was capitalized in the same sentence. In addition, 
Fraundorf et al.’s (2013) off-line experiments showed that capitals facilitated memory 
for non-emphasized referential information. As a result, it is quite possible that 
contrastive information is computed very late in the processing of capitals, such that it 
starts to show up in on-line reading measures, but robustly emerges only at an off-line 
interpretation stage. To test this hypothesis, an off-line memory test should be 
conducted with E1’s experimental materials in the wake of Lorch et al.’s (1995) and 
Fraundorf et al.’s (2013) studies. 
Two additional questions that come out of E1 are whether capitals convey 
modulatory stress and whether modulatory and contrastive stress are in fact 
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incompatible with each other as has been suggested in the literature. According to 
McAteer (1989, 1992), modulatory stress draws attention to an emphasized entity AND 
leads to an implicature on the unexpectedness of the entity’s participation in the event 
expressed by the whole sentence. Although E1 does show that capitals have both a 
visual-attentional impact in early processing and an emphasis effect in late processing, it 
does not allow one to claim that capitals changed a property of the proposition 
expressed by the sentences in which they appeared. On this note, “modulatory” and 
“contrastive” stress do not have to be mutually exclusive, i.e., it seems conceptually 
plausible that both sets of effects can be elicited by the same form of typographic 
emphasis, although they may emerge differently over time. To put these hypotheses to 
the test, additional off-line memory tests with E1’s materials but in the wake of McAteer 
(1989, 1992) seem ideal. 
Out of E2, in turn, three specific findings require further consideration. The first 
is why an emphasis effect of italics was observed when the italicized name was an object 
but not a subject. One hypothesis previously considered was that, because the subject is 
a salient syntactic location in a sentence, it confounds the assessment of the prominence 
of italics, which becomes discernable in the non-salient object position. This idea is 
indeed corroborated by the finding of interaction effects of typographic emphasis and 
syntactic position of the antecedent in E2. It does not rule out, however, the possibility 
that italics are so subtle that they need to be fully embedded in text to mark a place in it 
as informationally salient. An experiment that disentangles syntactic from linear position 
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in a sentence (e.g., “Kim and Josh/Kim and Josh went to a concert”) would thus be 
necessary to adjudicate between the two explanations. 
The second E2 result that encourages discussion is that a contrastive value of 
italics was noticeable even in de-contextualized referential scenarios. This is remarkable 
because, in passages that start with sentences like “Kim challenged Josh to a game of 
chess,” no context had been provided against which to situate the emphasized noun 
(“Kim”), and yet it prompted readers to process the non-emphasized name (“Josh”) 
more deeply. It would be thus revealing to test whether a similar effect would be elicited 
in an eye-tracking experiment with reading passages that provide more context for 
contrastive relations, such as, “Ryan invited Amy and Mia over for a game night. He 
challenged Amy to a game of chess. In fifteen minutes, Amy won without much effort.” 
Thirdly, it seems like contrastive stress holds the key to answer why italics yielded 
classic RNP effects in go past and regressions in on the anaphor in E2. At the same time 
that contrastive stress places focus on an alternative discourse entity, it may reinforce 
the representation of the emphasized referent, making it possible to relationally define 
the latter by what it is not (Fraundorf at al., 2013). Precisely because italics conveyed 
contrastive stress, it is likely that it increased discourse focus on the emphasized pieces 
of text, leading to the late RNP effects for italicized subjects. Additionally, the fact that 
such RNP effects were a result of regressive eye-movements further attests to the 
contrastive force of italics in the discourse, which should have otherwise resulted in a 
more linear processing in Sentence 2. 
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Questions also arise on the differences between capitals and italics as forms of 
emphasis. One issue related to stress in reading is whether a contrastive value is 
inherent in the form of typographic emphasis, or contextual and elicited through the 
discourse configuration. While the current experimental results suggest that only italics 
robustly signal contrastive information on-line, confirmation for this finding could come 
from an eye-tracking experiment with contextually richer materials as exemplified 
above. However, the reading passages would employ capitals instead of italics (e.g., 
“Ryan invited Amy and Mia over for a game night. He challenged AMY to a game of 
chess. In fifteen minutes, Amy won without much effort.”). Finding that it is possible to 
force capitals to be contrastive in such referential scenarios would contribute to the 
characterization of how contrastive stress is encoded through typography and of what 
the status of italics is among typographic emphasis devices. 
Another difference between capitals and italics that poses a thought-provoking 
question is why the discourse-level effects of the latter are observable earlier than those 
of the former. One possible explanation is that discourse focus is more strongly 
mediated by direct emphasis on a referent than contrastive stress. This hypothesis is 
supported by the finding that the visual salience and late prominence effects of capitals 
are less contextual than in the case of italics. If this idea has psychological validity indeed 
and working memory does play a role in reference processing in contexts with emphasis 
as an extension from the ILH, capitals simply activate too much information, bogging 
down working memory during on-line reading and delaying referential processes 
mediated by discourse focus. It would thus be important to run additional experiments 
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with capitals in a variety of referential scenarios and with reader populations that are 
known to suffer from working memory dysfunctions (e.g., Alzheimer’s patients) to 
confirm such a hypothesis. 
Taken together, E1 and E2 open the door for more specific questions regarding 
the underlying mechanisms of capitals and italics. For example, are the effects of 
syntactic structure and typography on discourse focus additive or non-cumulative? Intra-
experiment comparisons of anaphoric processing with emphasized and plain 
antecedents seemed to indicate that although the parser considered both factors, it 
ultimately picked typography in E1. In E2, in contrast, syntactic effects on discourse focus 
were stronger than the typographic ones, although contrastive stress impacted the 
magnitude of RNP effects. The problem with this approach is that magnitude effects 
should not be the main source of answers for an experimental question (Kirk, 2007). This 
is even more problematic when it comes to inter-experiment comparisons, since 
between-subject effects are very hard to support statistically. One tentative solution to 
at least one of these problems could thus be to run an experiment in which Emphasis 
has, as an independent variable, three distinct levels (Plain, Capitals, Italics). In other 
words, testing capitals and italics in the same experiment should allow for a direct 
comparison of within-subject averaged reading times instead of an indirect comparison 
of between-subject processing patterns, providing more robust evidence for differences 
between the two type styles.  
The final question I want to highlight is perhaps the most important one this 
study puts forth because it concerns the very nature of typography. Abstracting away 
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from differences between capitals and italics, are typographic emphasis devices visual 
factors that somehow create high-level processing effects, or are they linguistic devices 
that operate through visual differentiation? This might seem like a chicken-and-egg 
question at first glance, but reading models offer the perfect segue to fruitfully explore 
it. Based on a wealth of literature on perceptual and linguistic processing, standard 
models that are widely accepted in the scholarly community assign visual factors a very 
automatic role in eye movements in reading. One of such models is the E-Z reader, 





Figure 6.1 A schematic diagram of the E-Z Reader model (Clifton et al., 2016, p. 13). 
Copyright 2015 by Elsevier Inc. 
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As already mentioned, the model represents inductive generalizations of well-
documented findings. The one that is perhaps the most relevant for the purposes of this 
study is that although visual processing obviously feeds into language processing, the 
former does not affect the latter beyond a brief “familiarity check” stage of word 
identification. This amounts to saying that eye movements in reading mostly reflect 
lexical access and higher-level linguistic integration processes, in addition to saccadic 
programming in order for reading to dynamically proceed from one word to the next 
without coming to disruptive halts (Clifton et al., 2016). Therefore, if we want to 
maintain that typographic emphasis is a purely visual factor even in light of the 
discourse-level effects of capitals and italics found in E1 and E2, we would need to re-
think a lot of what serious scholarship has taken for granted for quite a while now about 
the place of visual processing in reading. A more plausible way to reconcile the model 
with the present experimental findings is to posit that typographic emphasis is in fact a 
linguistic mechanism through which writers can change the meaning of words (Crystal, 
1998) and that readers interpret at a post-lexical integration stage of language 
processing. 
Although the possibility that typographic emphasis serves a linguistic function in 
texts finds support in the discourse-level effects of typography in its interaction with 
syntax observed in E1 and E2, the newness of the idea requires further corroboration to 
be accepted as descriptively adequate and psycho-linguistically real. To this end, future 
studies should also include corpus data and experiments testing: (i) other forms of 
typographic emphasis (e.g., boldface, underlining, size, color, punctuation) on a wider 
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variety of noun phrases (e.g., indefinite descriptions, quantifier expressions) in English; 
(ii) effects of typographic emphasis on well-established referential phenomena other 
than the RNP (e.g., implicit causality biases); (iii) typographic emphasis on words and 
phrases that do not convey referential information, such as adjectives (e.g., “BIG 
damage”), prepositions (e.g., “conditions with typographic emphasis”), and verbs (e.g., 
“Sebastian might bake cookies”); (iv) effects of typographic emphasis in other linguistic 
domains (e.g., vocabulary acquisition, relative-clause attachment); (v) cross-linguistic 
and cross-script differences related to type styles; (vi) the interaction of typographic 
emphasis with other grammatical factors (e.g., morphology) and even sociolinguistic 
variables (e.g., gender), etc. There are thus numerous questions of typographic 
emphasis related to the ones addressed in this study to create a lifetime of research 
agendas for any scholar who wants to call herself a “typographical linguist.” 
Linguists are not, however, the only ones to benefit from the contributions of 
typographical linguistics to our understanding of reading. The scientific enterprise of 
typographical linguistics would also provide relevant information to the typography and 
design communities while mutually benefitting from such interdisciplinary exchanges. 
Not only the hypotheses and ideas presented by designers lend themselves to 
laboratory testing, but also the outcome of the available reading research has, for the 
most part, not been appropriated by designers, who typically make design decisions 
based on aesthetic taste assumptions and on preferences regarding consumer 
satisfaction (Beier, 2012). Although the applied goal of typographical linguistics should 
not be to prescribe what designers should or should not do in their practice, it seems 
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that academic research can provide creators and writers with valuable information on 
the content and effectiveness of different typographic variables, which can be used in 
the development of texts that are not only aesthetic, but also meaningful and functional 
from an off- and on-line reading perspective. While linguists and designers are inclined 
to see typography only as an art form, it can also be treated as a science, and not only 
typographical linguists can put their expertise to use in promising reading investigations, 
but also practical communities can benefit from the ability to ground typographic 
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Table A.1 Stimuli Set for Experiments 1 & 2 (Plain Condition) 
 
# Sentence 1  (Subject Antecedent Version) 
Sentence 1  
(Object Antecedent Version) 
Sentence 2 
(Name/Pronoun Versions) 
1 Abi dropped Rick at the international airport. 
Rick dropped Abi at the 
international airport. 
Before departure, Abi/she cried with 
both sadness and joy. 
2 Amy disappointed Troy at the singing recital. 
Troy disappointed Amy at the 
singing recital. 
That night, Amy/she sang without 
much enthusiasm. 
3 Ana went with Stan to the youth club disco. 
Stan went with Ana to the youth 
club disco. 
There, Ana/she danced with other guys 
all evening. 
4 Bea broke up with Seth last month in Columbia. 
Seth broke up with Bea last month 
in Columbia. 
Today, Bea/she headed for a new life 
elsewhere. 
5 Bev kissed Sean goodnight before going to bed. 
Sean kissed Bev goodnight before 
going to bed. 
After that, Bev/she read for at least an 
hour. 
6 Bri assisted Ryan with a difficult take-home exam. 
Ryan assisted Bri with a difficult 
take-home exam. 





7 Deb flirted with Phil at the freshman reception. 
Phil flirted with Deb at the 
freshman reception. 
At first, Deb/she felt a bit nervous and 
shy. 
8 Dee met with Pete in the fine arts studio. 
Pete met with Dee in the fine arts 
studio. 
For an hour, Dee/she posed for a figure 
drawing class. 
9 Eve dated Paul for several months in Paris. 
Paul dated Eve for several months 
in Paris. 
In December, Eve/she returned to 
Australia permanently. 
10 Isa gave Noah extra research tasks at the lab. 
Noah gave Isa extra research tasks 
at the lab. 
For two weeks, Isa/she stayed late for 
data collection. 
11 Ivy asked Nick for help with a situation at home. 
Nick asked Ivy for help with a 
situation at home. 
Frequently, Ivy/she thought about the 
feelings of others first. 
12 Jen campaigned against Neil in the last mayoral election. 
Neil campaigned against Jen in the 
last mayoral election. 
In the prior race, Jen/she lost by a 
hundred votes. 
13 Joy met with Mike to review a project proposal. 
Mike met with Joy to review a 
project proposal. 
During the discussion, Joy/she agreed 
with all proposed changes. 
14 Kat argued with Mark on television over tax reform. 
Mark argued with Kat on television 
over tax reform. 
In the debate, Kat/she spoke in favor of 
cutting costs. 
15 Kay competed with Liam in the swimming meet. 
Liam competed with Kay in the 
swimming meet. 
On this occasion, Kay/she started at a 
disadvantage. 
16 Kim challenged Josh to a game of chess. 
Josh challenged Kim to a game of 
chess. 
In fifteen minutes, Kim/she won 




17 Lea played with Jake in the golf tournament. 
Jake played with Lea in the golf 
tournament. 
This year, Lea/she performed well 
despite the weather. 
18 Liv called Jack to discuss many relationship issues. 
Jack called Liv to discuss many 
relationship issues. 
This time, Liv/she talked for hours on 
the phone. 
19 Liz encouraged Greg to take a driving test early. 
Greg encouraged Liz to take a 
driving test early. 
At the age of thirty, Liz/she drove with 
great difficulty. 
20 Lyn told Fred to buy an expensive necklace. 
Fred told Lyn to buy an expensive 
necklace. 
Recently, Lyn/she cared a lot about 
appearance. 
21 May raced past Eric in the half marathon. 
Eric raced past May in the half 
marathon. 
In the end, May/she finished in second 
place. 
22 Meg caught Doug in inappropriate behavior on the bus. 
Doug caught Meg in inappropriate 
behavior on the bus. 
Next, Meg/she stepped off the vehicle 
hurriedly. 
23 Mia tutored Cole for the foreign language assessment. 
Cole tutored Mia for the foreign 
language assessment. 
In previous years, Mia/she did well in 
reading. 
24 Pam treated Chad very coldly in the classroom. 
Chad treated Pam very coldly in 
the classroom. 
In middle school, Pam/she suffered 
from bullying by peers. 
25 Pat avoided Coby as much as possible in the apartment. 
Coby avoided Pat as much as 
possible in the apartment. 
At the university, Pat/she struggled 
with bad roommates. 
26 Peg loaned Brad some money to finish graduate school. 
Brad loaned Peg some money to 
finish graduate school. 
Previously, Peg/she survived on eight 




27 Sue argued with Bill over the wedding details. 
Bill argued with Sue over the 
wedding details. 
At the last minute, Sue/she insisted on 
a black dress. 
28 Suz approached Aron to discuss household chores. 
Aron approached Suz to discuss 
household chores. 
Last semester, Suz/she cooked six times 
a week. 
29 Val touched Andy lightly on the arm inside the car. 
Andy touched Val lightly on the 
arm inside the car. 
At the same time, Val/she smiled very 
provocatively. 
30 Vic welcomed Alec to the Alcoholics Anonymous meeting. 
Alec welcomed Vic to the 
Alcoholics Anonymous meeting. 
At the front door, Vic/she nodded 
appreciatively. 
31 Viv cried out to Alan to open the Christmas gifts. 
Alan cried out to Viv to open the 
Christmas gifts. 
As usual, Viv/she screamed loudly with 
excitement. 
32 Zoe confronted Adam in front of everyone in class. 
Adam confronted Zoe in front of 
everyone in class. 
In the heated argument, Zoe/she 
complained about grades. 
33 Ace quarreled with Tori in the orphanage during the day. 
Tori quarreled with Ace in the 
orphanage during the day. 
Overnight, Ace/he escaped with a 
supportive friend. 
34 Ben divorced Tina after two years of marriage. 
Tina divorced Ben after two years 
of marriage. 
Soon afterwards, Ben/he married again 
in haste. 
35 Bob missed Thea during international business trips. 
Thea missed Bob during 
international business trips. 
Last night, Bob/he phoned home from 
South Korea. 
36 Bud convinced Tess to stop playing on the computer. 
Tess convinced Bud to stop playing 
on the computer. 





37 Cal filmed Sara during an action movie sequence. 
Sara filmed Cal during an action 
movie sequence. 
On the set, Cal/he was a natural with 
the camera. 
38 Dan joined Ruth at the University's Writing Center. 
Ruth joined Dan at the University's 
Writing Center. 
With assistance, Dan/he wrote for a 
good two hours. 
39 Eli visited Ruby three weeks ago in Boston. 
Ruby visited Eli three weeks ago in 
Boston. 
Last week, Eli/he died tragically of 
unknown causes. 
40 Gus brought Rose to the University's Volunteer Center. 
Rose brought Gus to the 
University's Volunteer Center. 
On campus, Gus/he helped with 
fundraising drives. 
41 Hal chased Rita down the broad tree-lined boulevard. 
Rita chased Hal down the broad 
tree-lined boulevard. 
In a Chevy, Hal/he sped in reverse 
down the street. 
42 Ian persuaded Nina to go running during the summer break. 
Nina persuaded Ian to go running 
during the summer break. 
For three months, Ian/he ran in very 
good company. 
43 Jay dragged Mila to the new theater last night. 
Mila dragged Jay to the new 
theater last night. 
During the show, Jay/he slept in the 
seat unintentionally. 
44 Jeb invited Mary to go to a restaurant at eight. 
Mary invited Jeb to go to a 
restaurant at eight. 
An hour later, Jeb/he arrived for the 
dinner date. 
45 Jim advised Lucy to always work an eight-hour shift. 
Lucy advised Jim to always work an 
eight-hour shift. 
In the past, Jim/he left early without 
any explanation. 
46 Joe texted Lisa about the couple's therapy appointment. 
Lisa texted Joe about the couple's 
therapy appointment. 
At the counseling center, Joe/he waited 




47 Leo showed Beth several fine art projects. 
Beth showed Leo several fine art 
projects. 
After work, Leo/he painted in oils as a 
hobby. 
48 Mac disagreed with Cami on the choice of restaurant. 
Cami disagreed with Mac on the 
choice of restaurant. 
Every day, Mac/he ate at fast-food 
places for lunch. 
49 Max showed Demi war photos at the family gathering. 
Demi showed Max war photos at 
the family gathering. 
In the Thirties, Max/he fought against 
the Fascists in Spain. 
50 Moe followed Dana after work this past Friday. 
Dana followed Moe after work this 
past Friday. 
Lately, Moe/he acted very strangely as 
a husband. 
51 Ned sent Emma a reminder about the museum exhibit. 
Emma sent Ned a reminder about 
the museum exhibit. 
After a couple days, Ned/he forgot 
about the event. 
52 Ozy called Erin in the evening to catch up. 
Erin called Ozy in the evening to 
catch up. 
On the phone, Ozy/he sounded a little 
depressed. 
53 Ray recommended Gina for a role in the series. 
Gina recommended Ray for a role 
in the series. 
Last season, Ray/he starred as a 
hilarious superhero. 
54 Rob bought Gwen a birthday gift from Sweden. 
Gwen bought Rob a birthday gift 
from Sweden. 
Every year, Rob/he travelled to 
Scandinavian countries. 
55 Ron scorned Iris due to differences in political view. 
Iris scorned Ron due to differences 
in political view. 
In the last election, Ron/he voted for a 
Republican. 
56 Roy scared Jade in a very childish prank. 
Jade scared Roy in a very childish 
prank. 





57 Ted invited Jane to a number of adult parties. 
Jane invited Ted to a number of 
adult parties. 
In the last get-together, Ted/he drank 
far too much. 
58 Tim got engaged to Jill years ago in South Carolina. 
Jill got engaged to Tim years ago in 
South Carolina. 
After the proposal, Tim/he settled in 
Charleston for life. 
59 Tod hired Kara for an open position in the company. 
Kara hired Tod for an open position 
in the company. 
For years, Tod/he trained as a Human 
Resources specialist. 
60 Tom matched with Kate on a couple dating apps. 
Kate matched with Tom on a 
couple dating apps. 
On the Internet, Tom/he searched for 
only young women. 
61 Tye walked with Kyla for the first time in physiotherapy. 
Kyla walked with Tye for the first 
time in physiotherapy. 
After six months, Tye/he recovered 
from a severe stroke. 
62 Vin threatened Lana with separation and divorce. 
Lana threatened Vin with 
separation and divorce. 
For months, Vin/he cheated with 
another woman. 
63 Zac interviewed Lara for a business manager position. 
Lara interviewed Zac for a business 
manager position. 
During the conversation, Zac/he 
seemed somewhat disinterested. 
64 Zed bothered Lily about being healthy and losing weight. 
Lily bothered Zed about being 
healthy and losing weight. 
At the gym, Zed/he exercised five days 
a week. 







EXPERIMENT 1 STATISTICS (UNABRIDGED)
 
 
Table B.1 Linear-Mixed Model Results on the Target 
 
   
 EARLY MEASURES LATE MEASURES 
FIXED EFFECTS FIRST FIXATION TOTAL TIME 
 Estimate Std. Error t value Pr(>|t|)  Estimate Std. Error t value Pr(>|t|)  
Intercept 2.3E+00 6.1E-03 379.3 <2E-16 *** 2.5E+00 1.5E-02 167.4 <2E-16 *** 
Antecedent 2.7E-02 4.7E-03 5.7 8.0E-07 *** 2.8E-02 9.1E-03 3.1 0.003 ** 
Emphasis 1.8E-03 2.9E-03 0.6 0.5  1.1E-02 4.5E-03 2.4 0.018 * 
Antecedent x Emphasis -1.9E-04 2.9E-03 -0.1 0.9  1.3E-03 4.4E-03 0.3 0.8  
 FIRST PASS REGRESSIONS IN 
 Estimate Std. Error t value Pr(>|t|)  Estimate Std. Error z value Pr(>|z|)  
Intercept 2.3E+00 9.2E-03 254.0 <2E-16 *** -8.0E-01 9.1E-02 -8.8 <2E-16 *** 
Antecedent 9.7E-03 5.7E-03 1.7 0.1 . -2.3E-01 4.0E-02 -5.8 8.0E-09 *** 
Emphasis 7.3E-03 3.6E-03 2.1 0.05 * 6.4E-02 4.0E-02 1.6 0.1  
Antecedent x Emphasis -5.4E-03 3.5E-03 -1.5 0.13  4.6E-02 4.0E-02 1.1 0.3  
           
 








Table B.2 Linear-Mixed Model Results on the Competitor 
 
   
 EARLY MEASURES LATE MEASURES 
FIXED EFFECTS FIRST FIXATION TOTAL TIME 
 Estimate Std. Error t value Pr(>|t|)  Estimate Std. Error t value Pr(>|t|)  
Intercept 2.3E+00 5.8E-03 397.4 <2E-16 *** 2.5E+00 1.6E-02 163 <2E-16 *** 
Antecedent -2.5E-02 4.0E-03 -6.4 6.0E-08 *** -1.2E-02 9.3E-03 -1.3 0.2  
Emphasis 2.6E-04 2.5E-03 0.1 0.9  2.1E-04 5.3E-03 0.0 1.0  
Antecedent x Emphasis -2.0E-03 2.5E-03 -0.8 0.4  6.3E-03 4.3E-03 1.5 0.1  
 FIRST PASS REGRESSIONS IN 
 Estimate Std. Error t value Pr(>|t|)  Estimate Std. Error z value Pr(>|z|)  
Intercept 2.4E+00 9.8E-03 241.5 <2E-16 *** -5.7E-01 8.8E-02 -6.4 1.0E-10 *** 
Antecedent 2.4E-03 6.2E-03 0.4 0.7  3.8E-01 3.9E-02 9.6 <2E-16 *** 
Emphasis 5.8E-03 3.7E-03 1.6 0.1  -9.2E-03 3.9E-02 -0.2 0.8  
Antecedent x Emphasis -1.4E-04 3.1E-03 0.0 1.0  2.3E-02 3.9E-02 0.6 0.6  








Table B.3 Linear-Mixed Model Results on the Anaphor 
 
   
 EARLY MEASURES LATE MEASURES 
FIXED EFFECTS FIRST FIXATION TOTAL TIME 
 Estimate Std. Error t value Pr(>|t|)  Estimate Std. Error t value Pr(>|t|)  
Intercept 2.3E+00 7.3E-03 315.6 <2E-16 *** 2.4E+00 1.2E-02 195.9 <2E-16 *** 
Antecedent 5.5E-04 3.2E-03 0.2 0.9  -4.9E-03 5.0E-03 -1.0 0.3  
Anaphor Form 6.1E-03 3.3E-03 1.8 0.08 . 1.7E-02 5.4E-03 3.1 0.003 ** 
Emphasis 5.3E-04 3.2E-03 0.2 0.9  -3.0E-04 4.7E-03 -0.1 0.9  
Antecedent x Anaphor Form 7.4E-04 3.2E-03 0.2 0.8  -4.1E-04 4.7E-03 -0.1 0.9  
Antecedent x Emphasis -2.1E-03 3.2E-03 -0.7 0.5  6.4E-03 4.7E-03 1.4 0.2  
Anaphor Form x Emphasis 4.8E-04 3.2E-03 0.2 0.9  1.5E-03 4.6E-03 0.3 0.8  
Antecedent x Anaphor x Emphasis 5.3E-03 3.2E-03 1.6 0.1  2.5E-03 4.7E-03 0.5 0.6  
 FIRST PASS REGRESSIONS IN (Z VALUE) 
Intercept 2.3E+00 8.3E-03 278.5 <2E-16 *** -1.3E+00 8.9E-02 -15.1 <2E-16 *** 
Antecedent -1.9E-03 3.4E-03 -0.6 0.6  -3.1E-02 4.5E-02 -0.7 0.5  
Anaphor Form 7.1E-03 3.4E-03 2.1 0.04 * 3.6E-02 4.5E-02 0.8 0.4  
Emphasis 1.4E-03 3.6E-03 0.4 0.7  1.6E-02 4.5E-02 0.4 0.7  
Antecedent x Anaphor Form -3.5E-04 3.4E-03 -0.1 0.9  -2.2E-03 4.5E-02 -0.1 1.0  
Antecedent x Emphasis -1.7E-03 3.4E-03 -0.5 0.6  3.4E-02 4.5E-02 0.8 0.4  
Anaphor Form x Emphasis 1.1E-03 3.4E-03 0.3 0.7  -2.2E-02 4.5E-02 -0.5 0.6  
Antecedent x Anaphor x Emphasis 4.7E-03 3.4E-03 1.4 0.2  3.7E-02 4.5E-02 0.8 0.4  
 GO PAST REGRESSIONS OUT (Z VALUE) 
Intercept 2.4E+00 1.1E-02 213.2 <2E-16 *** -2.0E+00 1.1E-01 -18.1 <2E-16 *** 
Antecedent -4.0E-03 5.2E-03 -0.8 0.4  -8.9E-02 5.4E-02 -1.7 0.096 . 
Anaphor Form 9.8E-03 6.0E-03 1.6 0.11  1.5E-01 5.4E-02 2.8 0.006 ** 
Emphasis 6.0E-03 5.6E-03 1.1 0.3  4.9E-02 5.4E-02 0.9 0.4  
Antecedent x Anaphor Form -8.7E-03 5.2E-03 -1.7 0.1 . -2.5E-02 5.4E-02 -0.5 0.6  
Antecedent x Emphasis -1.2E-03 5.2E-03 -0.2 0.8  3.0E-02 5.4E-02 0.6 0.6  
Anaphor Form x Emphasis -1.0E-03 5.5E-03 -0.2 0.9  -2.4E-02 5.4E-02 -0.4 0.7  
Antecedent x Anaphor x Emphasis 9.1E-03 5.2E-03 1.7 0.08 . 7.9E-02 5.4E-02 1.5 0.14  




Table B.4 Linear-Mixed Model Results on the Verb 
 
   
 EARLY MEASURES LATE MEASURES 
FIXED EFFECTS FIRST FIXATION TOTAL TIME 
 Estimate Std. Error t value Pr(>|t|)  Estimate Std. Error t value Pr(>|t|)  
Intercept 2.4E+00 6.0E-03 394.4 <2E-16 *** 2.6E+00 1.7E-02 155.5 <2E-16 *** 
Antecedent -4.0E-03 2.4E-03 -1.7 0.098 . -6.4E-04 4.3E-03 -0.1 0.9  
Anaphor Form 8.8E-03 2.8E-03 3.1 0.003 ** 2.3E-02 4.7E-03 5.0 9.0E-06 *** 
Emphasis -4.2E-03 2.9E-03 -1.5 0.15  -6.3E-03 4.4E-03 -1.4 0.2  
Antecedent x Anaphor Form -2.4E-04 2.4E-03 -0.1 0.9  1.3E-03 4.1E-03 0.3 0.8  
Antecedent x Emphasis -5.8E-05 2.4E-03 0.0 1.0  -1.2E-03 4.1E-03 -0.3 0.8  
Anaphor Form x Emphasis 3.0E-03 2.6E-03 1.2 0.2  2.1E-03 4.4E-03 0.5 0.6  
Antecedent x Anaphor x Emphasis 5.3E-03 2.4E-03 2.2 0.03 * 4.6E-03 4.1E-03 1.1 0.3  
 FIRST PASS REGRESSIONS IN (Z VALUE) 
Intercept 2.4E+00 1.0E-02 234.7 <2E-16 *** -6.9E-01 1.0E-01 -6.9 4E-12 *** 
Antecedent -2.9E-03 3.1E-03 -0.9 0.3  2.5E-02 4.0E-02 0.6 0.5  
Anaphor Form 1.6E-02 4.4E-03 3.5 0.001 *** 5.6E-02 4.0E-02 1.4 0.2  
Emphasis -4.1E-03 3.5E-03 -1.2 0.3  -2.4E-03 4.0E-02 -0.1 1.0  
Antecedent x Anaphor Form -5.2E-04 3.1E-03 -0.2 0.9  1.0E-02 4.0E-02 0.3 0.8  
Antecedent x Emphasis -5.5E-04 3.1E-03 -0.2 0.9  1.1E-02 4.0E-02 0.3 0.8  
Anaphor Form x Emphasis 4.8E-03 3.3E-03 1.4 0.2  -6.1E-03 4.0E-02 -0.2 0.9  
Antecedent x Anaphor x Emphasis 7.7E-03 3.1E-03 2.5 0.01 * -3.0E-02 4.0E-02 -0.8 0.4  
 GO PAST REGRESSIONS OUT (Z VALUE) 
Intercept 2.5E+00 1.2E-02 214 <2E-16 *** -1.3E+00 1.1E-01 -12.1 <2E-16 *** 
Antecedent 5.1E-05 3.9E-03 0.0 1.0  1.8E-03 4.4E-02 0.0 1.0  
Anaphor Form 1.1E-02 4.9E-03 2.3 0.02 * -5.8E-02 4.4E-02 -1.3 0.2  
Emphasis -4.2E-03 4.2E-03 -1.0 0.3  2.7E-02 4.4E-02 0.6 0.5  
Antecedent x Anaphor Form -1.7E-03 3.9E-03 -0.4 0.7  3.7E-02 4.4E-02 0.8 0.4  
Antecedent x Emphasis -2.3E-03 3.9E-03 -0.6 0.6  3.0E-02 4.4E-02 0.7 0.5  
Anaphor Form x Emphasis -2.9E-03 4.2E-03 -0.7 0.5  -5.8E-02 4.4E-02 -1.3 0.2  
Antecedent x Anaphor x Emphasis 5.5E-03 3.9E-03 1.4 0.2  -3.9E-02 4.4E-02 -0.9 0.4  





Table B.5 Linear-Mixed Model Results at End of Sentence 
 
   
 LATE MEASURES 
FIXED EFFECTS FIRST PASS TOTAL TIME 
 Estimate Std. Error t value Pr(>|t|)  Estimate Std. Error t value Pr(>|t|)  
Intercept 2.8E+00 1.8E-02 157.3 <2E-16 *** 2.9E+00 2.2E-02 134.7 <2E-16 *** 
Antecedent -1.4E-03 2.8E-03 -0.5 0.6  -1.5E-03 3.2E-03 -0.5 0.6  
Anaphor Form 1.1E-03 2.8E-03 0.4 0.7  2.4E-03 3.3E-03 0.7 0.5  
Emphasis -1.1E-04 3.0E-03 0.0 1.0  -2.9E-03 4.0E-03 -0.7 0.5  
Antecedent x Anaphor Form 4.6E-03 2.8E-03 1.7 0.1 . 1.3E-03 3.2E-03 0.4 0.7  
Antecedent x Emphasis 6.1E-03 2.8E-03 2.2 0.03 * -9.2E-04 3.2E-03 -0.3 0.8  
Anaphor Form x Emphasis -2.2E-03 2.8E-03 -0.8 0.4  1.2E-03 3.3E-03 0.4 0.7  
Antecedent x Anaphor x Emphasis -6.1E-04 2.8E-03 -0.2 0.8  -2.8E-03 3.2E-03 -0.9 0.4  
 REGRESSIONS OUT  
 Estimate Std. Error z value Pr(>|z|)       
Intercept 2.4E+00 1.7E-01 13.9 <2E-16 ***      
Antecedent 7.2E-02 5.8E-02 1.2 0.2       
Anaphor Form 2.0E-02 5.8E-02 0.4 0.7       
Emphasis -1.1E-01 5.8E-02 -2.0 0.05 *      
Antecedent x Anaphor Form -6.4E-03 5.8E-02 -0.1 0.9       
Antecedent x Emphasis 2.5E-02 5.8E-02 0.4 0.7       
Anaphor Form x Emphasis 3.6E-02 5.8E-02 0.6 0.5       
Antecedent x Anaphor x Emphasis -6.7E-03 5.8E-02 -0.1 0.9       






Table B.6 Simple Effects per Measure and Interest Area 
 
       
GO PAST ON THE ANAPHOR  Estimate Std. Error t value Pr(>|t|) 
 
Subject Name Plain vs. Subject Pronoun Plain  5.7E-02 2.2E-02 2.6 0.01 ** 
Object Name Plain vs. Object Pronoun Plain  -1.4E-02 2.2E-02 -0.6 0.5 
 
Subject Name Capitals vs. Subject Pronoun Capitals  1.7E-02 2.2E-02 0.8 0.5 
 





     
FIRST FIXATION ON THE VERB  Estimate Std. Error t value Pr(>|t|)  
Subject Name Plain vs. Subject Pronoun Plain  2.3E-02 1.0E-02 2.2 0.03 * 
Object Name Plain vs. Object Pronoun Plain  3.9E-04 1.0E-02 0.0 1.0  
Subject Name Capitals vs. Subject Pronoun Capitals  1.3E-02 1.0E-02 1.3 0.2  
Object Name Capitals vs. Object Pronoun Capitals  3.4E-02 1.0E-02 3.3 0.001 ** 
         
FIRST PASS ON THE VERB  Estimate Std. Error t value Pr(>|t|)  
Subject Name Plain vs. Subject Pronoun Plain  3.8E-02 1.4E-02 2.7 0.008 ** 
Object Name Plain vs. Object Pronoun Plain  5.1E-03 1.4E-02 0.4 0.7  
Subject Name Capitals vs. Subject Pronoun Capitals  2.6E-02 1.4E-02 1.9 0.06 . 
Object Name Capitals vs. Object Pronoun Capitals  5.5E-02 1.4E-02 3.9 1.0E-04 *** 
         
FIRST PASS AT END OF SENTENCE  Estimate Std. Error t value Pr(>|t|)  
Subject Name Plain vs. Subject Pronoun Plain  -3.7E-03 1.1E-02 -0.3 0.7  
Object Name Plain vs. Object Pronoun Plain  1.7E-02 1.1E-02 1.5 0.1  
Subject Name Capitals vs. Subject Pronoun Capitals  -1.0E-02 1.1E-02 -0.9 0.4  
Object Name Capitals vs. Object Pronoun Capitals  5.7E-03 1.1E-02 0.5 0.6  






EXPERIMENT 2 STATISTICS (UNABRIDGED)
 
 
Table C.1 Linear-Mixed Model Results on the Target 
 
   
 EARLY MEASURES LATE MEASURES 
FIXED EFFECTS FIRST FIXATION TOTAL TIME 
 Estimate Std. Error t value Pr(>|t|)  Estimate Std. Error t value Pr(>|t|)  
Intercept 2.3E+00 6.2E-03 372.6 <2E-16 *** 2.5E+00 1.4E-02 176.2 <2E-16 *** 
Antecedent 2.7E-02 3.7E-03 7.2 3.0E-09 *** 2.3E-02 7.8E-03 2.9 0.005 ** 
Emphasis -1.2E-03 2.7E-03 -0.5 0.7  5.7E-03 4.9E-03 1.2 0.3  
Antecedent x Emphasis -9.4E-04 2.4E-03 -0.4 0.7  9.1E-03 4.6E-03 2 0.049 * 
 FIRST PASS REGRESSIONS IN 
 Estimate Std. Error t value Pr(>|t|)  Estimate Std. Error z value Pr(>|z|)  
Intercept 2.3E+00 7.6E-03 309.4 <2E-16 *** -6.6E-01 1.1E-01 -6 1.0E-09 *** 
Antecedent 1.2E-02 4.2E-03 2.8 0.008 ** -3.5E-01 4.0E-02 -8.8 <2E-16 *** 
Emphasis 8.1E-04 3.1E-03 0.3 0.8  3.3E-02 4.0E-02 0.8 0.4  
Antecedent x Emphasis -1.4E-04 2.9E-03 0 1.0  9.8E-02 4.0E-02 2.4 0.01 * 
           
 








Table C.2 Linear-Mixed Model Results on the Competitor 
 
   
 EARLY MEASURES LATE MEASURES 
FIXED EFFECTS FIRST FIXATION TOTAL TIME 
 Estimate Std. Error t value Pr(>|t|)  Estimate Std. Error t value Pr(>|t|)  
Intercept 2.3E+00 6.6E-03 349.5 <2E-16 *** 2.6E+00 1.6E-02 158.8 <2E-16 *** 
Antecedent -2.9E-02 3.9E-03 -7.5 1.0E-09 *** -8.7E-03 9.6E-03 -0.9 0.4  
Emphasis 1.2E-03 3.1E-03 0.4 0.7  -2.1E-03 5.5E-03 -0.4 0.7  
Antecedent x Emphasis -5.7E-03 2.5E-03 -2.3 0.03 * 8.5E-03 4.8E-03 1.8 0.08 . 
 FIRST PASS REGRESSIONS IN 
 Estimate Std. Error t value Pr(>|t|)  Estimate Std. Error z value Pr(>|z|)  
Intercept 2.4E+00 8.8E-03 267.1 <2E-16 *** -3.5E-01 9.3E-02 -3.8 1.0E-04 *** 
Antecedent -1.6E-03 5.2E-03 -0.3 0.8  4.3E-01 3.9E-02 11.1 <2E-16 *** 
Emphasis 4.3E-03 3.6E-03 1.2 0.2  -3.8E-02 3.9E-02 -1 0.3  
Antecedent x Emphasis -3.5E-03 3.1E-03 -1.1 0.3  5.8E-02 3.9E-02 1.5 0.1  








Table C.3 Linear-Mixed Model Results on the Anaphor 
 
   
 EARLY MEASURES LATE MEASURES 
FIXED EFFECTS FIRST FIXATION TOTAL TIME 
 Estimate Std. Error t value Pr(>|t|)  Estimate Std. Error t value Pr(>|t|)  
Intercept 2.3E+00 7.2E-03 321.2 <2E-16 *** 2.4E+00 1.1E-02 208.6 <2E-16 *** 
Antecedent 3.0E-04 3.3E-03 0.1 0.9  -2.4E-03 5.5E-03 -0.4 0.7  
Anaphor Form 1.1E-02 3.3E-03 3.4 8.0E-04 *** 2.2E-02 5.4E-03 4.1 2.0E-04 *** 
Emphasis 2.8E-03 3.3E-03 0.8 0.4  -4.2E-03 5.1E-03 -0.8 0.4  
Antecedent x Anaphor Form -8.7E-03 3.3E-03 -2.6 0.009 ** -1.1E-02 4.9E-03 -2.2 0.03 * 
Antecedent x Emphasis 1.4E-03 3.3E-03 0.4 0.7  -3.1E-03 4.9E-03 -0.6 0.5  
Anaphor Form x Emphasis -4.3E-03 3.3E-03 -1.3 0.2  1.8E-03 5.1E-03 0.4 0.7  
Antecedent x Anaphor x Emphasis 1.0E-04 3.3E-03 0 1.0  -1.1E-03 4.9E-03 -0.2 0.8  
 FIRST PASS REGRESSIONS IN (Z VALUE) 
Intercept 2.3E+00 7.3E-03 317.9 <2E-16 *** -2.1E+00 1.4E-01 -15.3 <2E-16 *** 
Antecedent 5.9E-04 3.4E-03 0.2 0.9  -2.6E-02 5.5E-02 -0.5 0.6  
Anaphor Form 1.1E-02 3.5E-03 3.1 0.002 ** 4.0E-02 5.5E-02 0.7 0.5  
Emphasis 2.1E-03 3.4E-03 0.6 0.5  -1.0E-01 5.5E-02 -1.9 0.06 . 
Antecedent x Anaphor Form -8.4E-03 3.4E-03 -2.4 0.014 * -7.8E-02 5.5E-02 -1.4 0.2  
Antecedent x Emphasis 1.2E-03 3.4E-03 0.3 0.7  6.0E-03 5.5E-02 0.1 0.9  
Anaphor Form x Emphasis -3.6E-03 3.4E-03 -1 0.3  -3.7E-02 5.5E-02 -0.7 0.5  
Antecedent x Anaphor x Emphasis -1.6E-03 3.4E-03 -0.5 0.6  -1.3E-01 5.5E-02 -2.4 0.02 * 
 GO PAST REGRESSIONS OUT (Z VALUE) 
Intercept 2.4E+00 1.0E-02 232.6 <2E-16 *** -2.0E+00 9.4E-02 -21.5 <2E-16 *** 
Antecedent -4.3E-04 6.6E-03 -0.1 0.9  -3.1E-02 5.5E-02 -0.6 0.6  
Anaphor Form 6.9E-03 6.2E-03 1.1 0.3  1.5E-01 5.5E-02 2.7 0.006 ** 
Emphasis 5.9E-04 6.2E-03 0.1 0.9  -6.2E-02 5.5E-02 -1.1 0.3  
Antecedent x Anaphor Form -1.6E-02 5.9E-03 -2.7 0.006 ** -8.6E-02 5.5E-02 -1.6 0.1  
Antecedent x Emphasis 1.8E-03 5.9E-03 0.3 0.8  5.0E-02 5.5E-02 0.9 0.4  
Anaphor Form x Emphasis 2.4E-03 5.9E-03 0.4 0.7  2.2E-02 5.5E-02 0.4 0.7  
Antecedent x Anaphor x Emphasis -1.7E-03 5.9E-03 -0.3 0.8  -7.4E-03 5.5E-02 -0.1 0.9  




Table C.4 Linear-Mixed Model Results on the Verb 
 
   
 EARLY MEASURES LATE MEASURES 
FIXED EFFECTS FIRST FIXATION TOTAL TIME 
 Estimate Std. Error t value Pr(>|t|)  Estimate Std. Error t value Pr(>|t|)  
Intercept 2.4E+00 6.2E-03 378.6 <2E-16 *** 2.6E+00 1.7E-02 149.5 <2E-16 *** 
Antecedent -2.2E-03 2.4E-03 -0.9 0.4  -5.8E-03 4.9E-03 -1.2 0.2  
Anaphor Form 3.2E-03 3.3E-03 1 0.3  1.5E-02 5.0E-03 3.0 0.005 ** 
Emphasis -3.1E-03 2.5E-03 -1.3 0.2  -6.1E-03 4.5E-03 -1.4 0.2  
Antecedent x Anaphor Form 2.9E-04 2.4E-03 0.1 0.9  -5.9E-03 4.2E-03 -1.4 0.2  
Antecedent x Emphasis 5.3E-03 2.4E-03 2.2 0.03 * 1.7E-04 4.2E-03 0.0 1.0  
Anaphor Form x Emphasis -3.4E-03 2.5E-03 -1.4 0.2  -2.8E-03 4.5E-03 -0.6 0.5  
Antecedent x Anaphor x Emphasis 2.9E-03 2.4E-03 1.2 0.2  2.8E-03 4.2E-03 0.7 0.5  
 FIRST PASS REGRESSIONS IN (Z VALUE) 
Intercept 2.4E+00 1.0E-02 233.3 <2E-16 *** -9.9E-01 1.0E-01 -9.9 <2E-16 *** 
Antecedent -5.2E-03 3.1E-03 -1.7 0.095 . -5.8E-02 4.2E-02 -1.4 0.2  
Anaphor Form 1.2E-02 3.8E-03 3.1 0.003 ** 6.7E-02 4.2E-02 1.6 0.1  
Emphasis -2.1E-03 3.1E-03 -0.7 0.5  -2.9E-02 4.2E-02 -0.7 0.5  
Antecedent x Anaphor Form 7.7E-05 3.1E-03 0 1.0  -6.1E-02 4.2E-02 -1.5 0.1  
Antecedent x Emphasis 4.7E-03 3.1E-03 1.5 0.13  -5.3E-02 4.2E-02 -1.3 0.2  
Anaphor Form x Emphasis -4.8E-03 3.1E-03 -1.6 0.12  3.5E-02 4.2E-02 0.8 0.4  
Antecedent x Anaphor x Emphasis 3.5E-03 3.1E-03 1.1 0.3  1.6E-02 4.2E-02 0.4 0.7  
 GO PAST REGRESSIONS OUT (Z VALUE) 
Intercept 2.5E+00 1.3E-02 188.1 <2E-16 *** -1.3E+00 1.1E-01 -12.5 <2E-16 *** 
Antecedent -5.3E-03 4.2E-03 -1.3 0.22  -3.3E-03 4.5E-02 -0.1 0.9  
Anaphor Form 9.2E-03 4.8E-03 1.9 0.06 . 1.8E-02 4.5E-02 0.4 0.7  
Emphasis 8.1E-04 3.9E-03 0.2 0.84  -1.8E-02 4.5E-02 -0.4 0.7  
Antecedent x Anaphor Form -9.4E-04 3.9E-03 -0.2 0.81  -2.0E-02 4.5E-02 -0.4 0.7  
Antecedent x Emphasis 4.4E-03 3.9E-03 1.1 0.26  -4.1E-02 4.5E-02 -0.9 0.4  
Anaphor Form x Emphasis -2.0E-03 3.9E-03 -0.5 0.61  -2.2E-02 4.5E-02 -0.5 0.6  
Antecedent x Anaphor x Emphasis 3.0E-03 3.9E-03 0.8 0.44  -5.3E-02 4.5E-02 -1.2 0.2  





Table C.5 Linear-Mixed Model Results at End of Sentence 
 
   
 LATE MEASURES 
FIXED EFFECTS FIRST PASS TOTAL TIME 
 Estimate Std. Error t value Pr(>|t|)  Estimate Std. Error t value Pr(>|t|)  
Intercept 2.8E+00 1.8E-02 154.6 <2E-16 *** 3.0E+00 2.2E-02 132.8 <2E-16 *** 
Antecedent -1.5E-03 2.8E-03 -0.5 0.6  6.8E-04 3.5E-03 0.2 0.8  
Anaphor Form 5.4E-06 2.8E-03 0 1.0  8.0E-04 3.9E-03 0.2 0.8  
Emphasis -8.4E-04 3.1E-03 -0.3 0.8  -6.4E-03 4.1E-03 -1.6 0.1  
Antecedent x Anaphor Form 3.8E-04 2.8E-03 0.1 0.9  -8.4E-04 3.5E-03 -0.2 0.8  
Antecedent x Emphasis -1.5E-03 2.8E-03 -0.5 0.6  -4.6E-03 3.3E-03 -1.4 0.2  
Anaphor Form x Emphasis 3.7E-03 2.8E-03 1.3 0.2  -3.5E-05 3.4E-03 0 1  
Antecedent x Anaphor x Emphasis -4.5E-03 2.8E-03 -1.6 0.1  -2.2E-03 3.3E-03 -0.7 0.5  
 REGRESSIONS OUT  
 Estimate Std. Error z value Pr(>|z|)       
Intercept 2.7E+00 2.0E-01 14 <2E-16 ***      
Antecedent -1.6E-01 6.4E-02 -2.5 0.01 *      
Anaphor Form 5.6E-02 6.4E-02 0.9 0.39       
Emphasis 4.3E-02 6.4E-02 0.7 0.51       
Antecedent x Anaphor Form -4.1E-03 6.4E-02 -0.1 0.95       
Antecedent x Emphasis -8.5E-02 6.4E-02 -1.3 0.19       
Anaphor Form x Emphasis 5.4E-02 6.4E-02 0.8 0.41       
Antecedent x Anaphor x Emphasis -9.4E-02 6.4E-02 -1.5 0.14       






Table C.6 Simple Effects per Measure and Interest Area 
 
       
TOTAL TIME ON THE TARGET  Estimate Std. Error t value Pr(>|t|)  
Subject Italics vs. Subject Plain  -6.9E-03 1.3E-02 -0.5 0.6  
Object Italics vs. Object Plain  3.0E-02 1.4E-02 2.2 0.03 * 
         
REGRESSIONS IN ON THE TARGET  Estimate Std. Error z value Pr(>|z|)  
Subject Italics vs. Subject Plain  -1.3E-01 1.1E-01 -1.2 0.23  
Object Italics vs. Object Plain  2.6E-01 1.2E-01 2.2 0.03 * 
         
FIRST FIXATION ON THE COMPETITOR  Estimate Std. Error t value Pr(>|t|)  
Subject Italics vs. Subject Plain  1.4E-02 8.1E-03 1.7 0.09 . 
Object Italics vs. Object Plain  -9.0E-03 8.0E-03 -1.1 0.26  
         
TOTAL TIME ON THE COMPETITOR  Estimate Std. Error t value Pr(>|t|)  
Subject Italics vs. Subject Plain  -2.1E-02 1.5E-02 -1.4 0.2  
Object Italics vs. Object Plain  1.3E-02 1.4E-02 0.9 0.4  
         
FIRST FIXATION ON THE ANAPHOR  Estimate Std. Error t value Pr(>|t|) 
 
Subject Name Plain vs. Subject Pronoun Plain  4.9E-02 1.3E-02 3.7 2.0E-04 *** 
Object Name Plain vs. Object Pronoun Plain  1.3E-02 1.3E-02 1.0 0.3 
 
Subject Name Italics vs. Subject Pronoun Italics  3.1E-02 1.3E-02 2.3 0.02 * 
Object Name Italics vs. Object Pronoun Italics  -3.4E-03 1.3E-02 -0.3 0.8 
 
         
FIRST PASS ON THE ANAPHOR  Estimate Std. Error t value Pr(>|t|)  
Subject Name Plain vs. Subject Pronoun Plain  4.2E-02 1.4E-02 3.1 0.002 ** 
Object Name Plain vs. Object Pronoun Plain  1.5E-02 1.4E-02 1.1 0.3  
Subject Name Italics vs. Subject Pronoun Italics  3.4E-02 1.4E-02 2.5 0.01 * 
Object Name Italics vs. Object Pronoun Italics  -5.9E-03 1.4E-02 -0.4 0.7  




       
GO PAST ON THE ANAPHOR  Estimate Std. Error t value Pr(>|t|)  
Subject Name Plain vs. Subject Pronoun Plain  3.8E-02 2.3E-02 1.6 0.11  
Object Name Plain vs. Object Pronoun Plain  -2.0E-02 2.4E-02 -0.8 0.4  
Subject Name Italics vs. Subject Pronoun Italics  5.4E-02 2.4E-02 2.3 0.02 * 
Object Name Italics vs. Object Pronoun Italics  -1.7E-02 2.4E-02 -0.7 0.5  
         
TOTAL TIME ON THE ANAPHOR  Estimate Std. Error t value Pr(>|t|)  
Subject Name Plain vs. Subject Pronoun Plain  6.0E-02 2.0E-02 3.0 0.003 ** 
Object Name Plain vs. Object Pronoun Plain  2.1E-02 2.0E-02 1.0 0  
Subject Name Italics vs. Subject Pronoun Italics  7.2E-02 2.1E-02 3.5 5.0E-04 *** 
Object Name Italics vs. Object Pronoun Italics  2.3E-02 2.0E-02 1.1 0.3  
         
REGRESSIONS IN ON THE ANAPHOR  Estimate Std. Error z value Pr(>|z|)  
Subject Name Plain vs. Subject Pronoun Plain  4.2E-02 2.1E-01 0.2 0.8  
Object Name Plain vs. Object Pronoun Plain  2.7E-01 2.1E-01 1.2 0.2  
Subject Name Italics vs. Subject Pronoun Italics  4.3E-01 2.3E-01 1.9 0.06 . 
Object Name Italics vs. Object Pronoun Italics  -4.2E-01 2.3E-01 -1.8 0.07 . 
         
FIRST FIXATION ON THE VERB  Estimate Std. Error t value Pr(>|t|)  
Subject Name Plain vs. Subject Pronoun Plain  1.8E-02 1.1E-02 1.7 0.08 . 
Object Name Plain vs. Object Pronoun Plain  7.8E-03 1.1E-02 0.7 0.5  
Subject Name Italics vs. Subject Pronoun Italics  -6.9E-03 1.1E-02 -0.7 0.5  
Object Name Italics vs. Object Pronoun Italics  6.0E-03 1.1E-02 0.6 0.6  
         
 
