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ABSTRACT
Soil dynamic analysis is of important significance to both geotechnical and earth-
quake engineering. The traditional numerical techniques based on meshes such as
the finite element method (FEM), assume soil as a continuum. However, soil is a
complicated material consisting of three phases and therefore exhibits some discon-
tinuous behaviours. Traditional grid-based methods have limitations in dealing with
these discontinuous phenomena due to the use of meshes. Instead, meshfree particle
method can treat soil as an assembly of discrete particles and in essence, avoid the
limitations, which shows its great potential in soil dynamics.
The discrete element method (DEM) and smoothed particle hydrodynamics (SPH)
were adopted as two major methods for this research. The primary objective of this
research is to analyse the dynamic behaviour of cohesionless sand by the DEM inde-
pendently and also saturated sand by the coupling the DEM and SPH. Consequently,
four programs have been developed and also verified and validated against either
theoretical solutions or experimental data, which are listed in the following order:
(a) a two-dimensional DEM program for granular materials; (b) a three-dimensional
DEM program for cohesionless sand; (c) a three-dimensional SPH program for water;
(d) a three-dimensional coupled SPH-DEM program for saturated sand.
With these programs, either the static or the dynamic behaviours of cohesionless
sand were studied. Particularly, the rotating drum test was repeatedly simulated in
this research. Relevant main outcomes can be summarised: (a) The drum rotational
speed has effects on multiple aspects including the bed motion mode, the dynamic
angle of repose as well as the active region. (b) The values of the angle of repose of
the static and dynamic states were not equivalent. (c) The 3D DEM model can give
more realistic results than the 2D version considering either the particles’ motion
or the repose angle. (d) The dynamic angle of repose of water was confirmed to
be zero with an SPH rotating drum simulation. (e) The underwater repose angle
was smaller than the natural repose angle of dry sand. (f) The employment of the
mirror boundary condition can be a replacement of physical boundaries as a source
of friction from the boundaries. (g) Multi-threading combined with the spatial
decomposition method can improve the computational efficiency of DEM and SPH
codes at a low cost.
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1.1.1 Earthquake and soil dynamics
The general perception is that the underground structures and infrastructures are
less vulnerable to seismic loadings than aboveground structures. However, there
has been an increasing number of underground structures that suffered significant
damage in earthquakes. As shown in Figure 1-1, Daikai Station suffered total col-
lapse during the earthquake of January 17, 1995 (Iida et al., 1996). The earthquake
also caused severe damage to six underground stations in the Kobe area such as the
Kosoku, Nagata, Kamisawa and Shin Station (Iwatate et al., 2000). Similar cases
can also be found in the 1999 Chi-Chi earthquake in Taiwan (Wang et al., 2001)
and the 1999 Kocaeli earthquake in Turkey (Sucuouglu, 2000).
Particularly in seismic-active areas, the buildings founded on sandy soils have greater
damage than those on rocks or dense soils (Bazant, 1965). This is because the
saturated sand is liquefied under the earthquake acceleration and results in the
subsidence of building structures. It is historically documented that soil liquefaction
is responsible for tremendous damage in many earthquakes. As shown in Figure 1-
2a, an apartment collapsed in the Niigata Earthquake. During this earthquake,
about 310 of these buildings were damaged, among which approximately 200 are
settled or tilted rigidly without appreciable damage to the superstructure. Figure
1-2b presents a collapsed Bridge during the Niigata earthquake. From eyewitness
reports, it appears that failure began 70 s following the main (initial) shock of the
earthquake but before the lateral spreading of the ground started 83 s after the start
of the initial shock. This observation suggests that neither the ground motion nor
1
(a) The damage of the Daikai station (b) The road above the Daikai station
Figure 1-1: Seismic damages of Daikai station during the Hyogoken-Nambu earth-
quake in 1995: (a) Failure of centre columns in Daikai station; (b) Settlements of
the overlaying roads (Liu et al., 1995)
the lateral spreading (caused by liquefaction) was responsible for the bridge collapse.
(a) Tilting apartments (b) Collapsed bridge
Figure 1-2: Examples of historical disasters caused by soil liquefaction: (a) Tilting of
apartment buildings at Kawagishi-Cho, Niigata, produced by liquefaction of the soil
during the 1964 Niigata Earthquake (National Research Council (US) et al., 1985);
(b) The foundations of the Showa bridge moved laterally and collapsed, caused by
lateral spreading in the 1964 Niigata Earthquake (National Research Council (US)
et al., 1985)
Earthquake engineering has a close relationship with the soil dynamic (Prasad,
2009). The engineers of aboveground structures also consider the motion of the
structure base and the ground during earthquakes. Apart from the indirect damage
to superstructures, the failure of some infrastructures can be triggered by earth-
quakes, such as landslides, dam break and tunnel collapse. Therefore, the cost of
these disasters necessitates an insight into the dynamic stability of soil.
2
1.1.2 Numerical methods for soil dynamic analysis
Generally speaking, field tests, laboratory tests and numerical modelling are the
common approaches for soil dynamic analysis (Jia and Jia, 2018). As computer
power increases, the numerical method has tremendous growth in the application
of engineering sciences. On the other hand, the soil is a natural material with com-
plex components and behaviours, which makes the soil analysis difficult. Compared
to analytical solutions, numerical simulations can address complex practical prob-
lems and give realistic solutions without a large number of assumptions (Desai and
Christian, 1977). Thus, the application of numerical techniques in soil analysis is
inevitable.
Finite element analysis has been used in geotechnical engineering for decades and is
also used to analyse soil dynamic behaviour (Potts, 2001). Figure 1-3 demonstrates
an example of the use of the finite element models in a large project published by
Wang et al. (2016). This project is a water conveyance tunnel involving various
materials, elements and structures: (a) tunnel and surrounding soils; (b) tunnel and
inner water; (c) work shaft; (d) work shaft with the surrounding soil. All these
parts were simulated by the finite element method in full scale and also analysed
under seismic loadings. This example illustrates that finite element method is well-
developed and has universal application, so it is also widely used in soil dynamics.
1.1.3 Mesh and Mesh-free
Meshfree techniques are superior to traditional grid-based methods in some aspects,
which is mainly caused by the use of mesh (Huang et al., 2015; Liu and Liu, 2003).
The grid-based numerical methods are referred to those methods which rely on
meshes, e.g. the finite element method (FEM), the finite difference method (FDM)
and the finite volume method (FVM).
The fundamental idea of meshfree is to treat a continuum object as an assembly of
separate particles, rather than to discretise it by applying meshes and connectivities
as in conventional numerical methods. Figure 1-4 demonstrates the difference of
problem discretisation between a meshfree method and FEM. The treatment of
problem discretisation determines whether the material modelled is a continuum or
not. Due to the continuum hypothesis, FEM has some shortcomings, for example,
the crack growth during a material’s failure (Liu and Liu, 2003).
Given this point, meshfree methods seem to be more suitable for soil dynamic anal-
ysis than those traditional grid-based methods. A key reason is that the soil is a
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Due to
Figure 1-3: A case study for the application of finite element method in seismic
analysis: Finite element models for the dynamic analysis of work shaft, tunnel and
surrounding soil under seismic excitation (Wang et al., 2016)
Figure 1-4: An illustration of different ways to discretise problem domain with a
meshfree method and FEM: On the left side, a point cloud is used to discretise the
domain; on the right side, a FEM mesh is used (NOGRID GmbH, 2006)
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natural medium composed of grains, liquid and air, and this means the soil is essen-
tially a discontinuous material. Therefore, the discontinuous property is crucial for
a soil model.
1.1.4 Applications of DEM and SPH in soil dynamics
The meshfree method is a family system consisting of a large number of member
methods, and it has been applied to various fields. Meshfree techniques have intro-
duced into geotechnical engineering (Augarde and Heaney, 2009).
Among these meshfree methods, the discrete element method (DEM) has been
widely studied in soil mechanics (Feng et al., 2012; Manne and Satyam, 2015). In
particular, DEM is known to be excellent in granular material modelling such as
granular flows and powder mechanics. Therefore, DEM is generally used to analyse
granular soils under either static or dynamic loadings (Ng and Meyers, 2015; Ober-
mayr et al., 2011; Ravichandran et al., 2010; You et al., 2017). Figure 1-5 shows
a direct shear test model using DEM. In this model, the test sample is a mixture
of granular soil and rocks. Granular soils were represented by spherical particles,
and rocks were assembled by spheres as polyhedrons. The test was processed by
controlling the velocities of surrounding rigid box boundaries.
Figure 1-5: A DEM model for a direct shear test built with a open-source DEM
code YADE (Xu et al., 2016)
When there is fluid in voids, e.g. unsaturated or saturated sand, some other tech-
niques would be coupled with DEM to represent the fluid phase. A common choice
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of the coupling for DEM is with a computational fluid dynamics (CFD) method
(Ebrahimi et al., 2013; Tsuji et al., 2007). In a CFD-DEM model, the fluid phase
can be described by Navier-Stokes equations and solved by CFD. CFD-DEM models
have been well developed and implemented into many commercial and open-source
software, such as EDEM, OpenFOAM and Liggghts (CFDEM research GmbH and
DCS Computing GmbH, 2010; DEM Solutions Ltd., 2003; OpenCFD Ltd., 2004).
However, a CFD solver still relies on meshes. This is because the Navier-Stokes
equations in CFD should be discretised, and the discretisation approaches are all
so-called grid-based methods, such as FVM and FEM. For this reason, the coupled
CFD-DEM model does not fully achieve meshfree. Therefore, there are some studies
on coupling DEM with other meshfree methods, e.g. the lattice Boltzmann method
(LBM)-DEM (Han et al., 2007).
Smoothed Particle Hydrodynamics (SPH) is one of the earliest meshfree methods
and has been considered as a powerful tool for fluid modelling (Lucy, 1977; Mon-
aghan, 1992). SPH can be also combined with DEM considering solid-fluid mod-
elling. An example of combining DEM and SPH is given in Figure 1-6. The fluid
was modelled by the SPH method, and the sediment particles were represented by
DEM. In addition, a similar approach was applied to the interaction between the
fluid and sediment particles. The definition of the interface and the exchange of
forces between the fluid and sediment grains were inherent to the approaches. Thus,
the application of special techniques to describe a movable or deformable interface
as used for grid-based methods is not necessary.
The coupling of DEM and SPH has been studied in the literature and most are based
on the unresolved models (Cleary, 2015; Cleary and Morrison, 2012; Cleary et al.,
2006; Potapov et al., 2001; Robinson et al., 2013; Sinnott et al., 2017). Nevertheless,
limited studies on the coupling of SPH and DEM can be found in its application in
soil mechanics, especially in soil dynamics. That is to say, the potential of coupling
SPH-DEM in soil dynamics has not been fully explored.
1.2 Scope and objectives
The initial motivation of this research is to develop a coupled SPH-DEM model for
the analysis of soil dynamics. However, the coupling SPH-DEM model should be
built on a DEM program and another SPH program. These two programs should
have similar schemes and features so that they are compatible for their combination.
This means a DEM program and an SPH program should be developed individually
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Figure 1-6: An example of combined SPH-DEM simulation: a scour caused by a
freefalling water jet (Vetsch, 2012)
before their coupling. As for the research subject, soil covers a wide range, and
it is impossible to include all types of soils. Sand is taken as the major research
objective of this research and SPH is considered to couple with DEM when fluid
phase is involved. Moverover, the simulation test for sand dynamic analysis should
be easy to operate and meantime, represent the dynamic character.
To summarise, this research focuses on three aspects: (a) a DEM program devel-
opment for cohesionless sand; (b) a coupled SPH-DEM model that can be used
for saturated sand; (c) studies on the dynamic behaviours of sand based on the
programs developed in this research.
The objectives of this research are clarified as
1. Develop a 2D DEM program for granular materials. This program is the funda-
mental basis for further program developments, so verification and validation
tests are needed. The static and dynamic behaviour of granular materials
based on this program should be studied.
2. Extend the 2D DEM program into a 3D DEM code. Cohesionless sand should
be simulated with this code. Besides, some changes may be made to upgrade
the 3D program, and the outcome of these improvements should be checked
via e.g. comparing to the previous 2D DEM program.
3. Develop a 3D SPH program for water. Validate this SPH program against lab-
oratory experiments with a representative test. It is also necessary to compare
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this SPH program with the DEM programs.
4. Propose a model to couple the DEM and SPH for saturated sand simula-
tion. Particularly, the method to calculate the interaction between two phases
should be highlighted. Undertake comparative analysis between two simula-
tions involving cohesionless dry sand and saturated sand. The effect from the
fluid phase in saturated sand should be investigated, specifically by comparing
interparticle forces within the solid phase.
5. A simulation test, which represents the dynamic behaviour of sand, is under-
taken throughout the research to compare with state-of-the-art.
1.3 Outline of this thesis
This thesis is organised as follows:
Chapter 1 explains the significance and the potential of the meshfree methods for
granular soil dynamics. Besides, the scope and objectives of this research are clari-
fied. The arrangement of this thesis is outlined at the end.
Chapter 2 starts with the mechanics of sand, and some topics related to this research
are discussed. Then, the concept of meshfree, the core idea of this research, is
introduced and compared with the traditional grid-based numerical methods. As
the two main methods of this research, the discrete element method (DEM) and
smoothed particle hydrodynamics (SPH) are reviewed. The applications of DEM
in rotating drum simulations are discussed. More importantly, literature on the
application of meshfree methods in solid-fluid simulations, particularly the status of
the coupling DEM-SPH models are given.
Chapter 3 describes the methodology of this research. The key hypotheses and
the governing equations of both discrete element method (DEM) and smoothed
particle hydrodynamics (SPH) are presented. Apart from the fundamental theory,
implementation techniques are also specified for DEM and SPH.
Chapter 4 presents four simulations carried out with the 2D DEM program. The
first two simulations are single-particle systems which give an initial check on the
implementation of time integration and contact model. The other two tests are
the further verification and validation of the program. The static and the dynamic
angles of repose are modelled in a pile formation funnel simulation and a rotating
drum simulation respectively.
Chapter 5 extends the previous 2D DEM program to three dimensions. Parallel
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computation techniques are embedded into the DEM program to address the in-
creased computation caused by the extra degrees of freedom. Besides, a virtual
boundary, the mirror boundary condition (MBC), is introduced to replace a part of
the original physical boundaries in the 3D DEM model. A comparative study was
conducted between the previous 2D DEM and the new 3D DEM programs via two
rotating drum simulations, in which the resultant dynamic repose angles and the
transverse motion of particles are compared.
Chapter 6 is concerned with SPH. A 3D SPH program for fluid simulation is devel-
oped independently in this chapter. Three simulations are undertaken to validate
this SPH program. The first one is a hydrostatic tank. Convergence studies are
performed based on the different solutions of initial particle spacing, which are com-
pared with theoretical results. Secondly, a typical dam break test is modelled and
validated against an experiment. The final simulation is a rotating drum filled with
water to give further investigations into this SPH program.
Chapter 7 proposes a coupled SPH-DEM model. The mechanics of combining these
two methods, involving their compatibility, interparticle contact rules and overall
scheme, are discussed firstly. To investigate the coupling of two phases, two rotating
drum simulations are compared. One is filled with only dry cohesionless sand and
based on the 3D DEM program, and another is filled with the mixture of sand and
water particles which simulated by the coupled SPH-DEM model.
Chapter 8 summarises the results and the main conclusions from this research.




This review study has two main concerns: the material handled in this research
(dry sand and saturated sand) and the numerical methods adopted for the cor-
responding simulations (Discrete Element Method (DEM) and Smoothed Particle
Hydrodynamics (SPH)). Therefore, this chapter is divided into the following five
parts:
1. A brief description of sand properties and topics relevant to this research;
2. Comparison between the traditional mesh-based numerical methods and mesh-
free methods;
3. The development of DEM and SPH;
4. The application of DEM in rotating drum studies;
5. A review of meshfree models in solid-fluid simulations, particularly the cou-
pling of DEM and SPH.
2.1 The mechanics of sand
This research has chosen sand as a major subject, which is one of the granular soils.
This section will, therefore, focus on the constitutive models and other properties
of sand, in its dry and saturated state.
2.1.1 Soil as a continuum
Traditionally, soils have been assumed to behave as and modelled as a continuum
(Atkinson, 2007; Chen and Baladi, 1985; Klausner, 2012; Lambe and Whitman,
10
2008; Powrie, 2013).
The concept of a continuum is derived from the continuum hypothesis: “Matter is
continuously distributed throughout the space occupied by the matter. Regardless of
how small volume elements the matter is subdivided into, every element will contain
matter. The matter may have a finite number of discontinuous surfaces, for instance,
fracture surfaces or yield surfaces, but material curves that do not intersect such
surfaces, retain their continuity during the motion and deformation of the matter.
” (Irgens, 2008)
In continuum mechanics, all kinds of materials are considered as continuous media
regardless of their phases or structures (Klausner, 2012). For that reason, the field
variables of any point in a material, such as displacement and velocity, are continuous
with respect to time history and the spatial coordination system.
Continuum mechanics deal with the stresses and strains throughout a deforming
body made up of material that is continuous (Atkinson, 2007). In other words, it
deals with the analysis of forces, deformations and displacements in a continuum.
These physical properties are usually represented by scalars, vectors and other ten-
sors of a higher order. More importantly, they are independent of the coordinate
system.
For example, given a point within the object B in three-dimensional Euclidean space,
as shown in Figure 2-1, the position of the point could be characterised by a vector
X, which is




where xi and ei are the coordinate and the unit vector respectively in the axis i.
Accordingly, the motion and the deformation of the object B could be described by
the information given in Figure 2-1. In continuum mechanics, the stress and the
strain of any point within the body can be expressed as Cauchy stress σ and strain
ε, which are both 3× 3 matrices in the Cartesian coordinate system (Irgens, 2008).
σ =
σ11 σ12 σ13σ21 σ22 σ23
σ31 σ32 σ33
 , ε =
ε11 ε12 ε13ε21 ε22 ε23
ε31 ε32 ε33
 (2.2)
The above statement relevant to stress-strain behaviour is also used to describe soils.
However, the soil is inherently a particulate system (Lambe and Whitman, 2008)
and the particulate nature of soils results in its behaviour as follows:
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Figure 2-1: The motion of a continuum body object B in Cartesian coordinate
system (Sanpaz, 2011)
1. The deformation of a mass of soil is controlled by interactions between indi-
vidual particles, especially by sliding between particles.
2. Soil is inherently multiphase. The constituents of the pore phase will influ-
ence the nature of the mineral surfaces and hence affect the processes of force
transmission at the particle contacts.
3. Water can flow through the soil and thus interact with the mineral skeleton,
altering the magnitude of the forces at the contacts between particles and
influencing the compression and shear resistance of the soil.
4. When the load applied to a soil is suddenly changed, the change is carried
jointly by the pore fluid and by the mineral skeleton. The change in pore
pressure will cause water to move through the soil, hence the properties of the
soil will change with time.
These consequences of soil as a particulate system have been all verified during the
development of soil mechanics. For example, the last consequence was found by
Terzaghi (1951).
2.1.2 Classification
The soil classification can be different in different fields or depending on different
characteristics. Considering the grain size only, soils can be classified as shown in
12
Appendix A. From this table, sand, by definition, has grains with a diameter of the
range between 0.063 mm to 2.0 mm.
This definition of grain size in the sand is important to the numerical setting of this
research, as the particle size is a crucial factor for either DEM or SPH (see more
details in later sections).
2.1.3 Shear strength and Mohr-Coulomb failure criterion
An important engineering property of sand is its shear strength. As an assembly of
granular grains, sand fails in the form of shear in most cases (Taylor, 1948). Under
external forces, elements in soil tend to move from their initial position, and internal
forces are generated. These internal forces are mainly frictional forces between
particles which is the friction and the interlocking of particles. Because the stresses
generated from the frictional forces are much lower than either the compressive or
the tensile strength of grains, failure usually happens on the interface between grains
or between two different phases rather than inside individual grains. Thus, shear
resistance determines the stability of an assembly consisting of soils, which is related
to some problems in engineering practice as shown in Figure 2-2.
The shear stress on failure planes is the shear strength. The shear strength of sand
can be measured in laboratory tests such as the direct shear test and drained triaxial
shear test. Taking the direct shear test as an example (as seen in Figure 2-3), a
constant force is applied in the normal direction resulting in a normal stress σ. In
the horizontal direction, the upper and the lower part of a soil sample slides with
a specific rate. The shear stress τ can be measured. If this procedure is repeated
with different values of normal σ, the results will show a linear relationship between
τ and σ.
This relationship was described by Coulomb (1776) as Mohr-Coulomb Failure Cri-
terion, which can be expressed by
τ = σ tan(φ) + c (2.3)
where τ is the shear strength, σ is the normal stress, c is the cohesion and φ is the
angle of internal friction. More specific meanings of these parameters can be seen
in Figure 2-4.
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(a) Shear failures occur in the soil base beneath a foundation
(b) Shear failures occur in the backfill supported by a retaining wall
(c) Shear failures occur in a slope
Figure 2-2: Examples of practical problems related to the shear failure of soils in
geotechnical engineering, which occur in (a) a foundation base; (b) a retaining wall;
(c) a nature slope respectively (Shah, 2017)
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(a) Direct shear test apparatus (b) Stress state of the soil
Figure 2-3: Illustration of shear stress τ and normal stress σ in a direct shear test
(Wajahat, 2015)
Figure 2-4: The diagram of Mohr-Coulomb failure criterion: the line τ – σ is failure
envelope; the cohesion c is the intercept of y-axis; the φ represents the slope of the
line (Wajahat, 2015)
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2.1.4 Angle of repose
By definition, the angle of repose (AoR) is the angle between the horizontal plane
and the free surface of a pile of granular material on the edge of sliding (as shown
in Figure 2-5). It represents a state at which grains can rest on a steep slope and
are going to fall with a slight change of the angle.
Figure 2-5: Definition of Angle of Repose: the maximum angle between the hori-
zontal plane and the free surface can be found in a pile (Sprite, 2007)
This phenomenon can be considered as a result of the combined function of gravity
and friction: The gravity makes particles fall down while the friction prevents them.
Hence, AoR is taken as an estimation of flowability for granular materials (Schulze,
1996). Moreover, AoR is a character closely related to the internal friction of gran-
ular materials and to some extent, referred to as the shear strength of the material
(Al-Hashemi and Al-Amoudi, 2018).
There are various experimental approaches to measure the static and dynamic AoR,
as illustrated in Figure 2-6. According to the state of a granular material, its repose
angle has two types: the static and the dynamic. In Figure 2-6(a), granular materials
are poured from a funnel into a plane. When a heap is formed, the pouring could be
stopped, and the resultant slope angle of the heap is its AoR. As the heap, as well
as grains, stand there, and the angle is basically fixed, this angle is called the static
AoR. Another type of AoR is the dynamic AoR, which can be measured in Figure
2-6(c). The cylinder rotates at a specific speed. While rotating, granular materials
within the cylinder are going through a cycled process that the grains on the surface
region keep avalanching. The maximum angle before the avalanches is the dynamic
AoR.
The repose angle values of various materials are given in Appendix B. For a specimen
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Figure 2-6: Methods to measure static and dynamic AoRs (Woodcock and Mason,
2012)
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granular media, the values of the static and dynamic AoR are not equivalent, and
usually, the dynamic repose angle is lower than the static angle (Chou et al., 2010;
Fowler and Wyatt, 1960; Henein et al., 1983; Kleinhans et al., 2011).
Except for the difference between the static and dynamic states, there are many
other factors affecting the AoR. Here in this section, a few key factors are described
as follows.
1. Friction coefficients
As stated above, friction is the main source of the resistance to stop grains
on a slope falling. The friction in granular materials has two major forms:
sliding friction and rolling friction. They both act at the contact points, but
sliding friction occurs when the object slides and rolling friction occur when
the object rolls. Compared to sliding friction, the rolling friction is usually
too small to be ignored in granular materials. Generally, the AoR increases
with an increase in the sliding friction or the rolling friction (Markauskas and
KacIanauskas, 2011; Zhou et al., 1999, 2001). Figure 2-7 gives the results of
a sandpile simulation by Zhou et al. (2001) in which the resultant AoR is the
function of the sliding friction and the rolling friction.
(a) (b)
Figure 2-7: The effect of sliding and rolling friction on AoR. (a) AoR is a function
of sliding friction coefficient with different rolling friction coefficients: ×, µr = 0.025
mm; 4, µr = 0.05 mm; +, µr = 0.1mm; (b) AoR is a function of rolling friction
coefficient with different sliding friction coefficients: +, µs = 0.4; ©, µs = 0.5; ×,
µs = 0.6 (Zhou et al., 2001)
There is a debate about the relationship of the AoR and friction angle, and no
robust conclusion has been established yet. The friction angle for a soil is the
shear strength parameter φ defined in Equation 2.3. AoR is a visible angle of a
slope, while the friction angle cannot be measured directly from experiments.
Ghazavi et al. (2008) tested AoR and the internal friction angle for three types
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of fine sand and found that they are related with a linear expression. However,
this proportional relationship is not correct for the finding by Matuttis et al.
(2000), in which sea sand and rapeseed were involved.
2. Particle shape and size
The grain shape was found to affect the AoR of a granular material. Song
et al. (2018) had an investigation on the effect of particle shape on the isolated
extracted zone (IEZ). He found that the decreasing of clump sphericity leads
to an increase in the repose angle. Höhner et al. (2014) conducted rotating
drum experiments and simulations to predict the AoR using spherical and non-
spherical particles. He concluded that the increasing angularity of the particle
shapes results in greater angles of repose because the interlocking between
particles limits their free movement.
Figure 2-8: AoR obtained for piles consisting of: (a) single circular particles; (b)
clumps made from every 2 circular particles; (c) clumps made from every 3 circular
particles; (d) clumps made from every 4 circular particles (Khanal et al., 2017)
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Efforts have been made to change particle shape in simulations in order to
obtain realistic results. For example, Khanal et al. (2017) tried various particle
shape models in pile formation simulations, more specifically, circular particles
and clump particles combined with different numbers of circular particles, as
seen in Figure 2-8. The results revealed that the use of clump particles can
help to achieve a desired AoR.
AoR is also closely associated with particle size. In either static or dynamic
state, the angle of repose will decrease if the particle size increases (Botz et al.,
2003; Liu et al., 2005; Taghizadeh et al., 2018).
3. Material conditions
Zaalouk and Zabady (2009) reported that the AoR increases linearly with the
moisture content in the experiments for three different wheat, which is shown
in Figure 2-9. The same relationship between the AoR and water content
was found by Aghajani et al. (2011) for barley seeds. However, in a 2D-
quasi rotating drum by Chou et al. (2010), the dynamic repose angle of wet
granular material increases with the increase of added liquid volume. While
the liquid content exceeds a critical amount, the repose angle reaches a value
that remains stable.
Figure 2-9: The effect of moisture content on the AoR with three different wheat:
Gize 168, Seds 1 and Bani suwayf 3, which was found in the experiment by Zaalouk
and Zabady (2009)
The applications of AoR cover a wide range, from agricultural engineering, mining
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engineering to manufactory engineering and geotechnical engineering. Particularly
in civil engineering, the AoR of soil is used to estimate landslides and to determine
whether a retaining wall or other treatment is needed, as shown in Figure 2-10.
(a)
(b) (c)
Figure 2-10: Illustration of the applications of AoR in civil engineering: (a) Mass
wasting occurs when the slope angle is greater than AoR (Sharma, 2012); (b)(c)
Retaining wall is required to stop the soil beyond AoR falling (Hilliard, 2014)
2.1.5 Effective stress and liquefaction
Sand grains are separated by voids which sometimes contain air or water. When
water exists in the voids, it is necessary to consider the influence of pore water on
the behaviour of the entire sand body.
Terzaghi (1951) proposed the principle of effective stress. Effective stress means the
real stress carried by the soil skeleton, as demonstrated in Figure 2-11. On any
plane in the soil, the total stress σ is divided into the effective stress component σ’
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and the pore pressure u, which is expressed as
σ = σ′ + u (2.4)
in which the effective stress σ′ is unable to be measured directly but can be obtained
from the subtraction of u from σ.
Figure 2-11: Illustration of effective stress (Schofield and Wroth, 1968)
This theory treats the saturated soil as a two-phase continuum: each phase is as-
sumed to occupy the entire space continuously, somewhat in the same manner that
two vapours sharing space are assumed to exert their partial pressures. (Schofield
and Wroth, 1968)
The existence of pore water in soil leads to the diverse behaviour of soil under dif-
ferent conditions. The effect of water on soil includes phenomena like consolidation
and swelling which both are the volume change as a result of the change of water
content in the soil.
Water pressure has a significant effect on soil shear strength. As water cannot carry
shear stress, Equation 2.4 can only be applied to the normal stress rather than
the shear stress. Therefore, in saturated soil, the Mohr-Coulomb shear strength in
Equation 2.3 then becomes
τ ′ = σ′ tan(φ) + c (2.5)
The effective theory can explain a possible phenomenon when saturated sand sub-
jected to seismic loadings: Liquefaction. The definition of soil liquefaction is “the
transformation of a granular soil from a solid state to liquefied state as a conse-
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quence of increased pore water pressure and reduced effective stress” (Youd, 2003).
Figure 2-12 demonstrates the change of a saturated sand layer under water before
and during the earthquake. Before an earthquake, if a load is applied slowly, the
water within sand skeleton tends to flow out, and the sand grains bear increased
pressure. However, during earthquakes, the seismic wave is propagated quickly and
cyclically. When there is no time or no space for the water to escape, the pore water
will increase and induce the reduction of effective stress. An extreme case is that
the effective stress decreases to zero, and consequently the sand grains suspend in
the water acting as a flow which is called quicksand.
Figure 2-12: The change of a saturated granular layer before and during earthquakes.
Sand boil occurs during earthquake due to sand liquefaction (Reporter, 2018)
When a ground base is liquefied during earthquakes, the effective shear strength in
Equation 2.5 will also become zero, and as a result, the ground deformation will be
enormous, as shown in Figure 2-13. The buildings on such a ground base will not
only lose support but also suffer from the seismic wave propagated from the ground.
This will results in serious damages as discussed in 1.1. Therefore, buildings and
infrastructures built on the ground with saturated sand, especially in seismic-active
areas, should take into account the risk of liquefaction.
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Figure 2-13: Ground deforms due to soil liquefaction (Vipin, 2015)
2.2 Mesh-based and meshfree numerical methods
With the development of modern computers, numerical analysis has been applied in
diverse fields of engineering and science. In general, following the selection/deriva-
tion of governing equations and choice of solution methodology, the first step of a
numerical procedure is discretisation (Moaveni, 1999). The numerical discretisation
is to turn a continuous medium into an assembly of a finite set of discrete compo-
nents. Therefore, the original global governing equations can be represented by a
sum of ordinary differential equations via numerical approximation. For different
numerical methods, the discretisation techniques may be different. Traditionally,
discrete representations use meshes or grids.
2.2.1 Mesh-based methods
Mesh-based methods, also called grid-based methods, are referred to as a system
of numerical simulation methods that are defined on grids and/or meshes. The
methods in this family are typically represented by the finite element method (FEM),
finite difference method (FDM) and finite volume method (FVM).
FEM is a widely used grid-based method. FEM originates in the earlier papers by
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Turner (1956), Courant (1943) and Zienkiewicz and Cheung (1965). The elements of
FEM are in forms of triangles, squares, tetrahedra and other types of shape. These
elements are assembled to present the problem domain in the preceding process.
Every element possesses simple equations, which are generally partial differential
equations (PDEs) to locally approximate the original problem. Then a global sys-
tem of equations is generated from these local element equations and variational
techniques are used to approximate a numerical answer.
Over the past few decades, conventional mesh-based methods have been well devel-
oped and applied to many practical problems. Currently, they are still dominating
among numerical simulation methods. (Moaveni, 1999)
However, the use of meshes is the root cause of some weaknesses in classical grid-
based methods, as Liu and Gu (2005) summarised as follows:
1. Limitation in some applications
Mesh-based numerical methods are based on continuum mechanics. The meshes
and their connectivities are predefined, so the discretised elements cannot de-
part in any process of the simulation. For this reason, grid-based methods have
difficulty in modelling discontinuous phenomena, such as the crack growth and
the breakage of rocks and concrete (Liu and Gu, 2005; Liu and Liu, 2003;
Nguyen et al., 2008).
Another limitation is the large deformation modelling. The large deformation
may give rise to meshes disorder, which results in the loss in accuracy (Ghosh
and Kikuchi, 1991).
2. High cost in mesh generation
Mesh generation is an essential but also time-consuming part for a grid-based
numerical method. This is because the quality of the mesh creation directly
affects the accuracy and the calculation speed of a simulation (Hirsch, 2007).
More specifically, the error of a numerical solution will be reduced when the
grid size is decreased. In addition, for complex geometries, the form of the
mesh (the shape or the size) is normally made to be adapted to the geometrical
complexities.
3. Low accuracy
Numerical interpolation is based on meshes, so low-quality mesh generation
leads to errors, non-convergence and singularities in the calculation. For ex-
ample, when it comes to interfaces and discontinuous faces, the meshes are
broken and as a result, the stress cannot be accurately predicted.
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4. Difficulty in adaptive analysis
The adaptive analysis aims to achieve the required accuracy in a numerical
analysis. The accuracy of mesh-based methods suffers from the mesh distortion
as discussed above. An effective solution is to remesh or rezone the problem
domain. Remeshing or rezoning, however, is tedious and time-consuming,
and sometimes is difficult to achieve for complex three-dimensional geometries
(Nguyen et al., 2008).
These drawbacks of the classical mesh-based methods become significantly evident
for the objective materials addressed in this research (cohesionless sand and satu-
rated sand). Dry sand grains are inherently discontinuous. In saturated sand, there
are interfaces between water and grains. These discontinuous problems are chal-
lenging for the traditional grid-based methods. Thus, mesh-based methods may not
be suitable for this research.
2.2.2 Meshfree methods
The concept meshfree was generated in contrast to the meshes used in traditional
methods which becomes an issue requiring careful treatments (e.g. remeshing or
rezoning the problem domain).
The idea of meshfree is to model the continuum by employing a set of scattered
nodes or particles without the use of predefined meshes. Each particle is bound
with field variables involving position, mass, momentum and energy. It is easy to
obtain the global performance of a system by tracking the movement of individual
particles. This form of modelling allows meshfree methods to deal with different
possible boundary condition. (Liu, 2002)
Figure 2-14 illustrates how meshfree methods and FEM discretise the problem do-
main. In FEM, meshes are used to divide the domain into specific elements such as
triangles and rectangles. These elements are not allowed to overlap or depart, and
meshes serve as the connections of elements. On the contrary, the nodes in meshfree
methods carry the field information and directly represent the domain. These nodes
are not necessarily in a uniform order. (Liu and Gu, 2005)
Smoothed Particle Hydrodynamics (SPH) proposed by Lucy (1977) and (Gingold
and Monaghan, 1977) is one of the first meshfree methods. It was invented to
solve astrophysical problems in the absence of boundaries. Monaghan (1982, 1988)
continually developed the method and extended its application to gas flows. In 1992,
the moving least square approximation was introduced into the Galerkin method by
26
Figure 2-14: The domain representation: (a) nodes and meshes divide the domain
into triangles in FEM; (b) only nodes are employed within the domain and along
boundaries in a meshfree mode. Here MFree means meshfree. (Liu and Gu, 2005)
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Nayroles et al. (1992) and eventually it became the so-called diffuse element method.
Based on the diffuse element method, Belytschko et al. (1994) made some corrections
and improvements and then established the element-free Galerkin method (EFG).
Duarte and Oden (1996) realised that moving least square could be expanded to
a partition of unity as shape functions, therefore, created the HP-clouds method.
Another evolution of meshless methods was particle-in-cell methods (PIC)(Harlow
and Evans, 1955). The PIC is referred to as particle-mesh which means interactions
of particles are calculated through the average fields and is mainly applied in plasma
physics (Dawson, 1983). There is a point that needs to be clarified: most meshless
methods are basically free of mesh, but some of them still use meshes in other styles.
For example, the diffuse element method, EFG and PIC have a mesh background
for the purpose of integration (Harlow and Evans, 1955).
There is a long list of different meshless methods available. More versions of meshfree
methods are not given exhaustively here. Among them, a family of meshfree methods
is called meshfree particle methods (MPMs). As the name states, MPMs employ a
set of particles as the replacements of meshes. The size of particles can range from
nanoscale to macroscale according to the need of the simulation problem. SPH is
a member of MPMs, another representative MPMs is the discrete element method
(DEM). DEM was proposed by Cundall and Strack (1979) and has been widely
applied in geotechnical engineering. This method is to simulate an assembly of
individual particles which are rigid and have deformable contacts.
The main differences between the meshfree methods (which is noted as MFree in this
sectionn) and the traditional mesh-based methods are given in Table 2.1. Firstly, in
meshfree methods, the objects are represented by arbitrary particles and there is no
need for predefined connections for these particles. Therefore, it is relatively easier
to address the problems with large deformation for meshless methods than for con-
ventional mesh-based methods. Secondly, in the case of complicated geometry, the
discretisation process of meshfree methods is simpler because it only requires initial
discretisation without mesh distortion that may appear later. Finally, it is challeng-
ing for conventional mesh-based methods when it comes to some specific problems
like moving interfaces and deformable boundaries. Because the information of the
entire system can be easily obtained from the motion of individual particles, meshless
methods can successfully simulate such problems.
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Table 2.1: Differences between FEM and Meshfree method (Liu and Gu, 2005).
Items FEM MFree method
Mesh Yes No
Shape function creation
Based on pre-defined ele-
ments





Banded, may or may not





Special treatments may be
required
Computation speed Fast
Slower compared to the





More accurate than FEM
Adaptive analysis Difficult for 3D cases Easier
Stage of development Well developed





2.3 Development of Discrete Element Method and
Smoothed Particle Hydrodynamics
2.3.1 Discrete Element Method (DEM)
The discrete element method (DEM), initially known as the distinct element method,
was first introduced by Cundall and Strack (1979) to solve problems in rock mechan-
ics. Later, Williams et al. (1985) developed it to the generalised discrete element
method, in which he considered the DEM as a generalised finite element method
and gave further details of the application of DEM into geotechnical engineering.
DEM has the ability to handle the simulation of particles in a wide range of par-
ticle sizes. The length of the problem domain could vary from atomistic scale to
macroscopic scale, and therefore the media simulated by this model could either be
molecules (e.g. molecular dynamics (MD) (Alder and Wainwright, 1959), a branch
of extended discrete element method) or granular sands (Yimsiri and Soga, 2010)
or rock masses in rock mechanics (Cundall and Strack, 1979). However, on different
levels of scales, the way of dealing with interaction between two particles are dis-
tinguished respectively: friction, contact cohesion, gravity and other factors should
be considered in macroscopic simulations; if it is in the case of molecular particles,
29
the forces may consider the electrostatic attraction, such as van der Waals force
(Van der Waals, 1873). Considering either particle size or interparticle force, MD is
not suitable for the modelling work in this research.
DEM has been well developed in simulating granular and discontinuous materials,
especially granular matter (Cleary, 1996), powders (Martin et al., 2003) and rocks
(Cundall, 1988b). The main weakness of this method is its excessive need of ele-
mental particles, which means DEM simulations are often limited by computational
power (O’Sullivan, 2014).
The earliest versions of DEM programs were pioneered by Cundall and Strack (1978).
One was called BLOCK in applications of rock mechanics and another one, BALL,
was developed for soil mechanics. BALL is a two-dimensional DEM code in which a
linear spring contact law and strain-controlled wall boundaries were used. Figure 2-
15 presents a model which is the first application of BALL. The model is a triangular
sandpile composed of circular discs. Under gravity, the triangular sandpile holds as
its shape with high friction but collapses when the friction is reduced. In 1984,
BALL was developed into the TRUBAL by Strack et al. (1984). The only change
was the boundary condition. Wall boundaries were removed and replaced by fixed
forces.
Figure 2-15: A simulation using the BALL code: The collapse of a triangle pile of
packed discs (Thornton, 2015)
Since 1988, Cundall began to extend his codes from 2D to 3D, like 3DEC (Cundall,
1988b) and the TRUBAL in 3D (Cundall, 1988a). The early version of TRUBAL
was designed to simulate a triaxial test using an assembly of steel spheres. Without
wall or particle boundaries, only predefined forces were applied and this restricted
all particles to a small range of displacements and strains. The results provided
better agreements than his previous work. Subsequently, to eliminate the effect of
wall or particle boundaries on internal particles, he introduced periodic boundary
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conditions (PBC) to the TRUBAL. A series of zones by duplicating the nearby
cells are imagined and the boundary particles then are treated to interact with
those virtual particles. The periodic cells allow the particles inside to be more
continuous and make simulations performing free from boundaries. In addition,
nonlinear contact laws were adopted in this version with Hertz theory (Hertz, 1881)
and Mindlin theory (Mindlin, 1953) in normal and tangential directions respectively.
Further developments in DEM programs include more choices of particle shape,
contact models, and time integration algorithm. As for particle shape, some studies
(Coetzee, 2016; Höhner et al., 2013) have proven that the use of spherical particle
in DEM model has a strong influence on the bulk behaviour of granular material.
A variety of particle shape and cluster model have been introduced into DEM in
order to simulate realistic grain shape (e.g as seen in Figure 2-16). Attention was
also paid to the contact model. The contact model in DEM, namely interparticle
force calculation, represents the constitutive relation of a material. This means
the contact model determines the range of the simulation material in a DEM code.
Consequently, another direction for DEM code developers is to involve various and
complex contact models. For instance, Table 2.2 lists the contact models available
in the commercial software PFC3D (Itasca Consulting Group, Inc., 2000b).
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(a) Spheres, tetrahedra and icosahedra particles in a gravitational deposition simulation
(Smeets et al., 2015)
(b) Sphere clumps to model iron ore particles (Li et al., 2017)
Figure 2-16: Illustration of different representations of particles used in DEM: (a)
different shapes; (b) clumps of sphere particles
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Table 2.2: Built-in Contact Models in PFC3D (Itasca Consulting Group, Inc.,
2000a).
Contact Model Name Behaviour Summary
Linear Linear elastic law with viscous dashpots.
Linear Contact Bond Linear model with contact bonding for BPM.
Linear Parallel Bond Linear model with parallel bonding for BPM.
Hertz Non-linear elastic law with viscous dashpots for im-
pact problems.
Hysteretic Non-linear elastic law with viscous dashpots for im-
pact problems—directly specify the normal restitu-
tion coefficient.
Smooth Joint Frictional/bonded interface for BPM.
Flat Joint Frictional/bonded interface for BPM.
Rolling Resistance Linear Linear elastic law with viscous dashpots and rolling
resistance mechanism for granular applications.
Generic Adhesive Contact Linear model, rolling-resistance mechanism and ad-
hesion to give a cohesive granular material.
Burger’s Creep mechanisms using a Kelvin model and a
Maxwell model connected in series in both normal
and shear directions.
Soft Bond Linear softening bond model for BPM or granular
applications.
There are many DEM commercial and open-source software available with increas-
ing studies on DEM. For instance, commercial software PFC3D and EDEM (DEM
Solutions Ltd., 2003). They are robust and versatile, and widely applied to man-
ufacturing, mining, geotechnical, earth sciences and packaging simulation. Other
open-source software also has good performance in DEM, e.g. YADE (Smilauer
et al., 2010), LIGGGHTS (CFDEM research GmbH and DCS Computing GmbH,
2010), ESyS-Particle (Canonical Group Ltd., 2014).
2.3.2 Smoothed Particle Hydrodynamics (SPH)
SPH was invented to solve astrophysical problems (Gingold and Monaghan, 1977;
Lucy, 1977), and was later extended to a wide range of applications. This section
demonstrates the development of SPH in fluid dynamics, considering the objective
of this research.
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The first SPH simulation by Lucy (1977) and Gingold and Monaghan (1977) was
in three dimensions. In this simulation, Newtonian hydrodynamics was used as the
governing equations because the motion of modelled polytrope particles was similar
to that of fluids. The studies of SPH studies in astrophysics continued until early
1990.
In 1992, Monaghan extended SPH to deal with free-surface incompressible flows
(Monaghan, 1992). In this SPH model, the density of particles was calculated from
a continuity equation rather than a summation equation which was the normal
method in previous SPH studies. In addition, boundaries were also modelled with
physical particles, and the force between these boundary particles and interior par-
ticles was defined as a repulsive force. Later, some improvements were made by
Morris et al. (1997). The equation of state for pressure calculation was modified to
remove numerical instabilities in areas of low pressure. Besides, actual SPH parti-
cles were used to represent boundaries which have contributions to the density of
interior particles.
With increasing extensions in SPH, some drawbacks have been found: tensile in-
stability, which was identified by Swegle et al. (1995) and later was remedied by
Randles and Libersky (1996) and other researchers; lack of interpolation consistency
(Liu et al., 1995); zero-energy mode (Li and Liu, 2002).
Specific to fluid simulation, there are some SPH commercial and open-source soft-
ware available. SPHysics is an SPH open-source code and developed to study free-
surface flows such as dam breaks, landslides, sloshing in tanks and wave impacts
(Johns Hopkins University (US) et al., 2007). The same research group upgraded
SPHysics to DualSPHysics. It was designed to solve problems that Eulerian meth-
ods can be difficult to apply, such as waves or impact of dam-breaks on off-shore
structures. GPUSPH (Hérault, 2008) uses Weakly-Compressible Smoothed Parti-
cle Hydrodynamics (WCSPH), and it was the first implementation on GPU with
CUDA.
As one of the earliest proposed meshless methods, SPH can not only be applied to
fluid dynamics, but also be used for simulating solids and even soils (Bui et al., 2006,
2011; Libersky et al., 1993). The first application of SPH to the dynamics of elastic-
plastic solids was in 1991. Libersky et al. (1993) developed a three-dimensional SPH
code – MAGI for simulating low speed impacts and hypervelocity collisions of elastic-
plastic solids. The conservation equations were expressed with stress tensor terms,
and the elastic-perfectly plastic constitutive model was employed by involving the
shear modulus and the plastic yield coefficients. Similarly, a elastic-perfectly plastic
model combined with Mohr-Coulomb failure criterion was implemented in the SPH
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conservation equations to simulate dry soils and saturated soils by Bui et al. (2006).
The results of two simulations, dry soil collapse and soil excavation, showed that
SPH can handle the large deformation of soils without difficulties. However, in
both SPH models for either elastic-plastic solids or soils, the isotropic stress in the
conservation equations was solved by equation of state. For that, using the real
values of stiffness modulus may result in unphysical behaviours of materials, and
artificial values were then used. As a result, the real strength of the materials is not
implemented in the models.
The research objective of this research is soils. Soil exhibits complex behaviours such
as nonlinear stress/strain response, dilatancy depending on history and transition
from brittle to ductile behaviour, etc., and conventional continuum models cannot
capture these features. Instead, DEM can achieve these phenomena which are from
the discontinuous nature of soils (Cundall, 2001). Besides, as the motion of every
particle can be tracked, the development of stress and strain can be measured at
any time. For this reason, DEM is good at granular dynamics simulations. This
advantage suits with the objective of this research: soil dynamics.
On the other hand, water plays an important role in soils’ behaviours. In DEM,
particles are considered as rigid bodies which have friction contacts, which is incom-
patible with water’s properties. Therefore, there is a need to couple another method
for modelling the fluid phase. SPH is a well-developed meshfree method for fluid
dynamics. SPH has excellent conservation properties, not only for energy and linear
momentum but also for angular momentum (Gnedin et al., 2016). Similar to DEM,
the free surface or interface can be represented by particles in SPH. This feature is
crucial to the simulation of saturated sand in this research.
Both DEM and SPH suffers from the high demand of numerical computation because
the information of every single particle is tracked and then updated during a small
time interval. Normally, the solution is to reduce the number of particles or increase
the time step in the cost of low accuracy. However, this problem will be solved by
the development of computational science, e.g. parallel techniques.
2.4 Application of DEM in rotating drum simu-
lations
Rotating drum is a common device in industries involving granular solids for mixing
(Kwapinska et al., 2006), coating (Ketterhagen et al., 2009), drying (Geng et al.,
2009), chemical reaction (Sherritt et al., 2003), etc. Due to the simplification to set
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up and operate, the rotating drum is widely used to study the dynamic behaviours
of granular solids. Different aspects of granular materials were concerned according
to different applications. For mixing purpose, three aspects: (a) the time evolution
of the mixed state; (b) axial dispersion; (c) transverse mixing, have been mainly
studied (Ottino and Khakhar, 2000; Yang et al., 2016, 2018). As for the coating ap-
plication, the surface time and circulation time of particles are important to coating
performance (Yamane et al., 1995). In a rotary drum as a chemical reactor, the res-
idence time of particles are generally measured to evaluate the extent of conversion
(Wes et al., 1976).
In geotechnical engineering, the major application of rotating drum is to analyse
the dynamic repose angle of granular materials, particularly for soils. This is of
practical significance for disasters like landslides and for structures such as retaining
walls as stated in Section 2.1.4. Therefore, the DEM simulations of dynamic repose
angle in rotating drums will be discussed in this section.
Comparing to laboratory tests, numerical simulation not only has a low cost of
labour and expense but also importantly, can observe the state of granular parti-
cles at any time, which sometimes, is difficult to measure in experiments. For the
granular solids studies in rotating drums, DEM is the most widely used numerical
methods, which is also called particle dynamics (Ottino and Khakhar, 2000; Zhu
et al., 2008).
The study of the dynamic angle of repose in a rotating drum using DEM mainly
focuses on the influential factors of the angle. As discussed in Section 2.1.4, the
materials’ properties such as friction coefficients, particles’ size and shape, affect the
dynamic angle in a rotating drum, which are widely studied using DEM (Höhner
et al., 2014; Zhou et al., 2001). Besides, some parameters specific to the rotating
drum also have influences. The first important parameter is the drum rotational
speed. Henein et al. (1983) summarised the transverse motion with various rota-
tional speeds into six modes as shown in Figure 2-17. When drum walls are smooth
and the speed is low, the slipping motion may occur, in which the particles assembly
slides along the drum wall and surface particles may not have avalanches. In slump-
ing mode, surface particles will roll down when reach top positions and the surface
inclination would keep changing. As the speed increases, the surface inclination
stays constant, which is the rolling mode. The rolling mode is characterised by the
active-passive interface, which is an important feature for the mixing application
(Yang et al., 2016). When there is a further increase in rotational speed, the sur-
face bed becomes curve and it is gradually transferred into cascading, cataracting
and centrifuging modes. These six modes related to the rotational speed have been
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verified using DEM (Walton and Braun, 1993; Yang et al., 2008).
Figure 2-17: Six modes of transverse bed motion in a rotary drum with changing
rotational speeds (Henein et al., 1983).
Generally, the dynamic angle of repose is measured in the slumping and rolling
modes. In the slumping mode, the bed surface keeps changing and the inclination is
not constant. Nevertheless, the dynamic angle is approximately evaluated to be the
mean value of the upper and lower angles which are the maximum and minimum
values of the slope (Mellmann, 2001). For the rolling mode, the angle of the bed
surface basically does not change, which is considered as the dynamic angle (Henein
et al., 1983).
Other determinative factors of the dynamic repose angle in a rotating drum include
the filling ratio (the ratio of total particle volume and drum volume) and the bound-
ary friction. The dynamic angle will increase when there is an increase in fill level
(Pandey et al., 2006; Pandey and Turton, 2005; Yang et al., 2016) and boundary
friction (Dury et al., 1998).
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2.5 Application of meshfree methods in fluid-solid
simulations
A material with multiple phases is common in engineering sciences. The interaction
or influence between each different phase makes it difficult to predict their proper-
ties under loadings, and especially under the dynamic loadings, the solution would
become further complicated.
Available meshless models for multiphase simulation are still limited, even though
there have been various numerical methods developed and applied to simulate the
behaviour of single-phase material. This is because there is no single numerical
method that is able to characterise all material types. Furthermore, the simulation
of multi-phase materials like solid-fluid or solid-gas usually involves not only multi-
physics but also nonlinear interfaces. In such cases, as a consequence, coupled
methods are needed.
As reviewed in Section 2.2, meshfree methods are superior to conventional mesh-
based methods in identifying free surfaces and moving interfaces. Owing to those
advantages, some researchers have put their concerns on coupling meshfree methods
with CFD or FEM, and even developing coupled meshfree models such as SPH-
SPH (Antoci et al., 2007; Bui et al., 2011; Bui and Nguyen, 2017; Grabe and Ste-
fanova, 2015; Huang et al., 2013; Libersky et al., 1993), LBM (The lattice Boltzmann
method)-DEM (Han and Cundall, 2013) and SPH-DEM (Cleary, 2015; Cleary et al.,
2006; Karunasena et al., 2014; Robinson et al., 2013; Wu et al., 2016).
SPH has been applied to soil modelling as reviewed in Section 2.3.2, and therefore,
SPH can be also used for fluid-solid simulations which are referred as to be SPH-
SPH method. Bui et al. (2011) employed an elasto-plastic constitutive model in SPH
to evaluate the failure of a slope. This model implemented a new SPH momentum
equation involving pore-water pressure, which is considered to be applicable for SPH
simulations for saturated or unsaturated soils. For saturated or unsaturated soils
simulation using SPH, early in 2007, Bui et al. (2007) proposed a coupling method
to simulate the soil-water interaction in soils, and improved this model to imple-
ment Drucker-Prager model (Bui and Fukagawa, 2013). Furthermore, to reduce the
suffering from pressure oscillation caused by the equation of state, Bui and Nguyen
(2017) adopted a fully explicit scheme for incompressible fluid flow (Explicit-ISPH)
in the coupling fluid-solid SPH framework. Similar SPH-SPH models have been
studied for simulating fluid-structure and fluid-particle interaction in the literature
(Grabe and Stefanova, 2015; Huang et al., 2013).
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However, the application of SPH in solid mechanics is found to suffer from serious
tensile instability, which results in particle collapse (Swegle et al., 1995). The correc-
tion was thus needed for the SPH governing equation for solid materials. Generally,
a term, called artificial stress, was introduced into the momentum equation (Bui
et al., 2007; Huang et al., 2013). Except for the tensile instability, SPH formula-
tions for solid materials are expressed with a stress term, which is, to some extent,
a representation of continuum expression. This implies that SPH representation of
solids is not suitable for fractured phenomenon such as permeation. For instance, in
most of the existing SPH-SPH coupling models, a constant void fraction is employed
(Bui and Nguyen, 2017).
DEM has been used to simulate cohesionless granular flows. It has excellent per-
formance in predicting the motion of an individual particle in an explicit way and
adaptability in the dynamic algorithm. Therefore, when considering DEM as one of
the coupled methods, DEM is usually the primary choice for the solid model when
there is a solid phase. Tsuji et al. (1993) used DEM to compute liquid-solid flows
including drag effects and the drag forces are calculated for the fluid motion. Fi-
nite element techniques were also explored by some researchers (Feng et al., 1994).
Fluid-solid suspensions were simulated using a discretised Boltzmann equation for
the fluid phase at higher Reynolds numbers (Ladd, 1994).
2.5.1 CFD-DEM model
Among these techniques, the CFD-DEM method is a widely used combination to
model the interaction between the solid and fluid. There are some commercial
programs that have achieved the couple of DEM and CFD, such as EDEM (DEM
Solutions Ltd., 2003), OpenFOAM (OpenCFD Ltd., 2004) and PFC3D (Itasca Con-
sulting Group, Inc., 2000b). This method has been successfully applied to civil engi-
neering and geotechnical engineering, such as pipe erosion (Tao and Tao, 2017) and
landslide dam (Zhao et al., 2017). This method solves Darcy’s law or the Navier-
Stokes equation for the fluid flow by CFD. However, most of the existing CFD
methods are mesh-based, and therefore, the CFD-DEM method is specified to be
the coupling of DEM and mesh-based CFD methods such as FVM and FDM. The
reliance on a mesh makes the treatment of discontinuities (e.g. cracking) difficult
because the path of discontinuities may not coincide with the mesh lines.
An alternative meshless method of CFD for coupling with DEM is the LBM (The
lattice Boltzmann method). With LBM, the fluid phase is solved based on the
kinetic theory at a mesoscopic scale, rather than on the conservation equations
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with macroscopic properties as in CFD. The coupled LBM-DEM models have some
advantages over CFD-DEM methods (Han and Cundall, 2013; Qiu, 2015; Xiong
et al., 2014). For example, the simple governing equations and explicit resolution
lead to efficient performances in calculating fluid phase. Nevertheless, LBM particles
are solved on a predefined lattice and this means LBM does not strictly eliminate
the need for meshes.
Ebrahimi et al. (2013) investigated the difference between the combination of CFD-
DEM and SPH-DEM by conducting a multiparticle sedimentation test. Table 2.3
outlines the key differences: The main advantage of SPH over mesh-based CFD is
its adaptability when dealing with free surfaces and moving boundaries. However,
in terms of computational efficiency, SPH is more expensive than mesh-based CFD.
The results of this test showed that both simulations agree well with the analytical
theory and each of the methods can be advantageous over the other. SPH-DEM has
the challenges of scheme and resolution improvement of high porosity gradients. In
CFD-DEM, the inappropriate mesh size may lead to larger errors than SPH, thus
optimisation of mesh discretisation is still an important concern.
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neighbours using SPH smooth-
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NS equations are coarse-
grained to include particle-level
information from DEM at a
continuum scale
2.5.2 SPH-DEM model
There have been some studies on coupling DEM and SPH. Potapov et al. (2001)
proposed a combined SPH-DEM model to simulate liquid-solid flows, as shown in
Figure 2-18. The methodology is to place SPH particles in the interior of the solid
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macroscopic particles. The size of solid was much larger than the mean interparticle
spacing of fluid, and each solid particle contained hundreds of SPH particles. The
interaction between the SPH fluid and the DEM solid particle was achieved by the
implementation of no-slip boundary conditions. This type of method to couple DEM
and SPH is referred to as a resolved method because both the fluid and solid phases
are accurately resolved as particles (Cleary, 2015). The key characteristic of resolved
SPH-DEM models is the problem is solved on a particulate scale, and therefore it
does not rely on macroscopic properties. One of the disadvantages of this coupling
method is the high demand of computation if the SPH fluid particles are defined as
too small.
Figure 2-18: Velocity vectors for fluid and solid SPH particles in a two-dimensional
flow between two parallel shearing plates (Potapov et al., 2001)
The opposite coupling SPH-DEM is unresolved method. The idea is to transfer the
DEM solution for the solid phase into continuum forms and then to incorporate
with SPH. The type of method is widely used to study semi-autogenous (SAG)
mills (Cleary, 2015; Cleary and Morrison, 2012; Cleary et al., 2006; Sinnott et al.,
2017). Originally, Cleary et al. (2006) proposed a one-way coupled model in which
particulate solids and slurry were analysed by DEM and SPH respectively. The
porosity and velocity information of the DEM particulates was supplied to predict
the SPH slurry behaviour with Darcy’s law. The interaction between solid and
slurry was one-way: the motion of slurry flow was subjective to Darcy’s forces from
the particulates, while the particulates were not affected by the slurry. This model
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was later extended to three dimensions by Sinnott et al. (2011) in a tower mill.
Fernandez et al. (2011) also used it for a double deck banana screen. These two
simulations both made good predictions of the slurry flows.
However, this one-way method can be only used for the cases that the SPH phase
does not influence the DEM particles. Therefore, Cleary (2015) involved the fluid
force on the solid phase and proposed the fully two-way coupled SPH-DEM model.
A drag force based on the fluid properties at the particle location was exerted on the
solid particles. A simulation of the charge and slurry flows in a Hardinge pilot mill
showed that this fully coupled model has a potential to perform well with complex
fluid-particulate applications (Cleary, 2015), as seen in Figure 2-19. This simulation
was three-dimensional, but only a central slice was modelled. Instead, Sinnott et al.
(2017) used this two-way coupled method to simulate the discharge of balls and fluid
slurry out of a ball mill and into a trommel on a full scale.
Apart from the applications in mineral processing and manufacturing industries, a
two-way coupled fluid-particle model was used in sedimentation by Robinson et al.
(2013). A three-dimensional sedimentation test was simulated and compared well
with the analytical solutions. Other applications include the fluid-structure (Wu
et al., 2016) and landslide and its generated surge waves (Tan and Chen, 2017).
Like other particle simulations, GPU-based parallelism has also been implemented
in the coupling of SPH and DEM (He et al., 2018). In the study of He et al. (2018),
the embedment of a GPU architecture achieved a coupled SPH-DEM model with
more than 10 million particles. Besides, the speedup of this coupled model make
it easier to handle some complex problems involving free surfaces and interface.
For instance, the solid-fluid interface was reproduced in a rotating drum (He et al.,
2018).
Most of the current studies on coupling DEM and SPH are based on the unresolved
methods (Cleary, 2015; Cleary et al., 2006; He et al., 2018; Sinnott et al., 2017).
As for either the one-way or the two-way coupled models, despite the successful
prediction in some simulations, there still are not enough validation for these studies,
as stated by Cleary (2015). Moreover, a crucial idea of the unresolved methods is
to consider the solid phase as a porous media. The solution of the solid phase
from DEM is averaged to give a continuum representation which is then used in
SPH. This indicates that the unresolved SPH-DEM model, to some extent, is not
a particulate solution. On the other hand, the resolved method model and resolve
the fluid-solid mixture as particles. The particles carry properties on a micro-scale
rather than with empirical parameters, which can give precise solution. However, if
the representation of fluid phase in SPH is defined too small, the coupled SPH-DEM
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Figure 2-19: Fully coupled solid and slurry charge motion in a Hardinge pilot mill,
in which the solid charge coloured by (a) particle speed and (b) charge saturation
(Cleary, 2015)
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simulation will suffer from high demand of computation.
Furthermore, for either unresolved or resolved coupled SPH-DEM models, their ap-
plications are still limited in mineral and manufacturing engineering. Few studies
can be found for simulating unsaturated or saturated soil, especially with the re-
solved SPH-DEM models.
It can be concluded from above discussion that the development of the resolved
coupling of DEM and SPH is still in an earlier stage, and its applicability to soil
dynamic simulation is in need of exploration.
2.6 Summary
As the basis of the entire research, the fundamental principles of soil mechanics
have been reviewed first in this chapter. Sand has traditionally been treated as
a continuum in soil mechanics, and a good evidence is the wide use of the finite
element method (FEM) in soils. However, sand is a naturally mixed material with
grains and sometimes with pore air and water, and therefore, sand is inherently
discontinuous. Some key features of sand related to later studies were discussed: (a)
the sand usually fails in the form of shearing, and a common-used theory describing
this type of failure is the Mohr-Coulomb failure criterion; (b) the angle of repose
represents the friction and the flowability of dry sand, and influenced by factors
including friction coefficients, particle shape and material conditions; (c) pore water
affects the behaviour of soil, and liquefaction is an example that the saturated sand
lose shear strength under seismic action.
The differences between the traditional grid-based methods and the meshfree meth-
ods are derived from how to discretise the problem domain which is an essential step
in general numerical simulations. FEM is a representative numerical method apply-
ing meshes in the problem domain. FEM has been well developed and widely used
in engineering for decades, but the use of mesh in FEM may prohibit its applications
to some problems.
On the other hand, historical literature on meshfree methods has proven its per-
formance in numerical simulations. The advantages of meshfree methods over grid-
based methods can be summarised: reducing the cost to generate the mesh; improv-
ing the accuracy of solutions; addressing discontinuous materials and discontinuous
problems (e.g. large deformation, crack growth, free boundary and deformable in-
terfaces). Particularly for the sand, the meshfree methods seem to be more suitable
than the grid-based method.
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A review of DEM and SPH developments was presented. DEM was started from
the initial simple 2D code, BALL by Cundall and Strack (1978), to a great number
of robust and reliable software nowadays. As for its implementation, there are
various options available concerning particle shape, boundary conditions and contact
model. These updates make DEM a fully developed technique in granular material
simulations. SPH was created for astrophysical problems but later extended to a
wide range of applications. Particularly, SPH has been recognised as a powerful
numerical tool for fluid modelling.
The application of DEM in rotating drums was also reviewed. The rotating drum is
mainly used for the analysis of dynamic repose angle for geo-materials in geotechnical
engineering, and the studies focus on the influential factors of dynamic repose angles
in drums. In addition to materials’ properties, the drum setup is another source
of influential factors. An important character is the drum rotational speed which
determines the mode of bed motion. The other influential factors include the filling
ratio and boundary friction.
With some advanced features, meshfree methods have received attention for solid-
fluid simulations. Coupled numerical models are more often adopted for solid-fluid
problems comparing to the individual models. Among them, CFD has been widely
used to couple with DEM for the fluid phase in many existing DEM software. It turns
out that the coupling CFD-DEM model performs well in solid-fluid simulations, but
meshfree is not fully achieved because grids are required in CFD. The combination
of SPH-DEM has been already studied. However, these DEM-SPH models are still





DEM and SPH are both meshfree particle methods and have similar features. Each
particle can be tracked at any time regarding its information (such as its location,
velocity, and forces). These shared features make them applicable to various fields
and also make it possible to combine these two methods for some specific problems.
On the other hand, they are different in some aspects, such as the contact model,
which determines their advantages and disadvantages: DEM is particularly powerful
in granular and powder mechanics while SPH is often used for simulating fluid flows.
This chapter presents the theory of both DEM and SPH. Fundamental concepts,
basic models and governing equations will be given in detail. The overall model
scheme and relative techniques to implement DEM and SPH are also demonstrated
in this chapter. Based on the theory of this chapter, DEM and SPH programs will
be developed individually and used for the simulations in later chapters.
3.1 DEM theory
This section provides an introduction to DEM theory which is relevant to this re-
search. For more details, the reader may refer to the work by Cundall and Strack
(1978, 1979), Strack et al. (1984), and Cundall (1988a,b).
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3.1.1 Overall solution scheme
DEM particles are assumed to remain rigid and their contacts to be deformable.
The deformation of an individual particle is ignored compared to the global defor-
mation of the assembly. This type of representation of contacts and material in
DEM is called soft contacts. In this approach, particles are allowed to overlap with




















Figure 3-1: DEM contact definition for two spheric particles
As shown in Figure 3-1, two particles Ωi and Ωj interpenetrate into each other. The
distance D between their centres is shortened and less than the sum of radii of the
two particles. This means that there is an overlap at the contact point. Assume
that particle Ωi has a radius of Rj and Ωj has a radius of Rj, then the overlap δij is
expressed by
δij = δji = (Ri +Rj)−D (3.1)
So, in summary, the core idea of DEM is that when δ > 0, the reaction forces are
generated.
The implementation of DEM is illustrated in Figure 3-2. All calculations are in-




Similar to other numerical methods, this initial setup process consists of gener-
ating the problem domain geometry, inputting material properties and setting
other simulation parameters.
2. Main loop
(a) Contact detection – SORT INTO ZONES
The aim of contact detection, as the name suggests, is to find all contacts
in the particle assembly. Williams and Pentland (1992) have estimated
that the computational time on this task takes up to 80% of the total
time. The calculation efficiency of DEM relies not only on the geometry
of particles but also on the search algorithm adopted.
(b) Calculation of interparticle forces – INTERACTION
When the contacts are recognised in the domain, the force-displacement
law is then applied to all pair contact particles. The force acting on a
particle subjected to another one is derived from the deformation between
them. This law can be considered as the micro constitutive relation of
the whole assembly. After that, the total force on that particle is summed
from all the other particles with which it interacts.
(c) Renewing particles positions using Newton’s second law – MOTION
The resultant contact forces coupled with body forces are then used to
calculate the new acceleration of particle by Newton’s second law. The
new velocities and positions of the particles can be yielded from the new
accelerations. The time integration will be described in detail later.
3. Visualisation/Output
DEM is able to track the information of particles including velocity, position
and other local fields at any time step. This makes it possible to visualise
the outcome in diverse ways. In this research, the simulation is visualised
with OpenGL built in Xcode. Images involving simulation configuration and
particle information can be output.
Besides, quantitative data can be exported in CSV files or DXF files, which














Figure 3-2: The flowchart of the DEM scheme
Algorithm 1 DEM Processor for Main Loop
for each ∆t do
t = t+ ∆t
procedure sort into zones
for all zone m do
find all the particles (n) in this zone and label them:




for all zone m do
for all particle i in zone m do
for all other particle j in zone m or in potential zones do
if particle j overlaps with particle i then
compute the interparticle forces:
Fij = Fn + Fs + FD
update the total forces for the particles i and j:
Fi = Fi + Fij , Fj = Fj − Fij
procedure motion
for all particle i do
calculate translational and rotational accelerations:










xi = xi + vi∆t, θi = θi + θ̇i∆t
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3.1.2 Contact detection
A time-consuming task in DEM is the detection of pairwise interactions between
particles. The contact detection can be briefly stated as finding an overlap. Gener-
ally, two particles are detected by comparing the distance D between two particles
with the sum of their radii (see Figure 3-1),
D = |rij| < Ri +Rj (3.2)
If this condition is met, there is recognised to be particle interactions.
Target particle Candidate particle Neighbouring cell
Figure 3-3: Illustration of hashing algorithm contact searching used for spheric
particle in two-dimensional DEM
Straightforwardly, each particle is checked against every other particle to identify if
contact occurs. For an assembly consisting of n particles, the computational time
will be proportional to n2, which means the increase in particles’ number will lead
to an exponential increase in computational time (Cundall and Hart, 1992). Thus,
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strategies for contact search are needed to reduce the search time.
The contact search algorithm used in the existing program is the boxing algorithm,
also referred to as hashing algorithm. This search algorithm is widely used in some
early DEM programs, such as BALL and TRUBAL. This method assumes that
the problem domain is subdivided into regular cells as shown in Figure 3-3. This
algorithm roughly consists of two steps: (a) mapping of particles and (b) searching
over cells.
Mapping of particles: First, at a given time, the particles are fixed in their
positions in a map represented by cells. It is like a camera upon the domain taking
a picture of the entire map of particles. As a result, all the particles in the domain are
sorted into cells, in other words, each cell has an array which includes the particles
within this cell at present time step.
Searching over cells: The next stage is to find particle interactions by searching
cells one by one. For a given particle, the regions that may affect it are confined
within the home cell and surrounding cells. The particles within these regions are
considered as candidate contacting particles, and they are further checked via the
condition as stated in Equation 3.2.
According to Newton’s third law, the force Fij that particle j exerts on particle i is
opposite to the force Fji acting on particle j, namely Fji = −Fij. This means Fji
can be estimated as −Fij once Fij is known, and vice versa. Removing the repeated
calculation, to some extent, can improve the efficiency of calculation. Consequently,
a technique was applied in the contact searching to reduce the calculation.
Every particle is numbered when they are generated in the beginning (for example
particles i and j). After contact searching process, for a particle i, there is an array
consisting of the numbers of particles which are judged to contact with particle i. If
applying a condition to compare the numbers of particles in the contact searching
process, e.g. i > j, the duplication of the calculation of Fij and Fji is therefore
avoided. As a result, the efficiency can double with this comparison condition.
3.1.3 Calculation of interparticle forces
The crucial step in DEM is the computation of interparticle forces between adjacent
particles. Figure 3-4 presents two particles having contact. Assume the centroids of
body Ωi and Ωj are at (xi, yi, zi) and (xj, yj, zj) respectively in a Cartesian coordinate
system. These two particles possess masses mi and mj, and gravity is taken into
account as the body force. Denoting their translational velocities are vi and vj
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Figure 3-4: Diagram of two penetrating particles in DEM
The vector from the centre of particle i to the centre of particle j is
rij = −rji = rj − ri = (xj − xi)i + (yj − yi)j + (zj − zi)k (3.3)
where i, j and k are the unit vectors of global axes X, Y and Z respectively.
So the overlap δ of the particles i and j can be expressed as






(xj − xi)2 + (yj − yi)2 + (zj − zi)2
The evaluation of interparticle forces is closely related to the overlap δ. Figure 3-
5 presents a linear elastic contact model, known as the Kelvin-Voigt model. It
consists of springs and dashpots in both normal and tangential directions. The
spring represents the elastic aspect of contact while the dashpot reflects the viscous
damping aspect. The sum of tangential spring and dashpot forces is limited to the
maximum frictional force. Springs and dashpots contact model is easy to implement
and also has high efficiency of calculation, therefore it becomes the primary choice
in DEM simulations.
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Figure 3-5: Schematic of DEM spring-spot contact model between a pair of particles
An alternative elastic contact model is the Hertz-Mindlin model (Hertz, 1881;
Mindlin, 1953). Similarly, this model has a spring-dashpot response to normal con-
tact and a second spring-dashpot response to tangential interaction. Comparing to
linear spring-dashpot model, it is non-linear so that it is more accurate but requires
a smaller time step.
Both contact models are implemented in the current program in order to make the
code applicable to different cases. Subsequently, the details about the interaction
between particles i and j will be discussed as follows. If not specified, the subscript
of the following symbols is ij by default, which means particle j acts on particle i.
Translational Forces
Normal force
The inter-penetration (overlap δ) in Equation 3.1 along the centres of two spheres
produces a repulsive force
|Fn| = knδ (3.5)
where kn is the normal stiffness.
The direction of Fn, acting on particle i from particle j, is opposite to rij in Figure
3-4. If the unit vector along rij is noted as n = rij/rij, the normal force then can
be expressed by
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In the Kelvin-Voigt model,
Fn = −knδn = −knδ(rij/rij) (3.6)
















where E∗ is the equivalent Young’s modulus, and R∗ is the equivalent radius. They














where Ea, Eb are the Young’s modulus, νi, νi are the Poisson’s ratio and Ri, Rj are
the radius of the particle i and j respectively.
Tangential force
Including Fn, all the interaction between particles i and j occur on the surface which
is at the contact point c and perpendicular to rij. Therefore, the relative velocity of
two particles i and j at contact point c is analysed herein rather than the relative
velocity of two centroids. The former is calculated as the difference between the
velocity of point ci and cj
vij = vcj − vci (3.10)
The motion of point ci and cj is derived from two parts: translation and rotation
of the particles. The component caused by translation equals the translational
velocity of the particle centre, while the rotational part is computed from their






= vi +ωi ×Ri












= vj +ωj ×Rj
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where Ri and Rj are the vectors pointing from particle centre i, j to the contact
points cj and cj respectively.
Combing Equations 3.10, 3.11 and 3.12, the relative velocity at contact point c
becomes























According to the same rule as the normal force calculation, the relative tangential
velocity is then resolved to project the relative contact velocity onto the contacting
surface.
vsij = vij − vnij





















Thus, the tangential displacement increment is obtained via integrating tangential
contact velocity over ∆t
∆s = vsij∆t (3.15)
which gives the increment of ∆Fs
In the Kelvin-Voigt model,
∆Fs = ks∆s = ksv
s
ij∆t (3.16)
where ks is the tangential stiffness.
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where Gi, Gj are the shear modulus of the particle a and b respectively.
The shear force herein should be checked against its maximum value (Fs)max which
is given by Coulomb friction law
(Fs)max = µFn + c = µFn
where µ is the friction coefficient and c is the cohesion which equals 0 for cohesionless
materials.
If the tangential force exceeds the limit, the two particles slide with respect to each
other, and therefore slipping friction occurs.
Damping
The dashpot in this contact model is referred to as viscosity at the contact points.
These viscous forces, called Contact Damping, act in the normal and shear directions
respectively at the contacts. They are proportional to the relative velocities with
coefficients Cn and Cs.
Dn = Cnvn (3.19)
Ds = Csvs (3.20)
where vn and vs are the component vectors of relative velocity at contact point
along and perpendicular to rij respectively .
The contact damping coefficients Cn and Cs here can be given concerning critical










where mi and mj are the mass of the particle i and j respectively.
and γ is given by
γ = − ln(ε)√
π2 + ln2(ε)
ε is the coefficient of restitution (defined as the ratio of the post-collisional to pre-
collisional normal component of the relative velocity). Each particle has a different
coefficient of restitution which leads to a different damping coefficient, but in general,
the same value is set for all particles for simplification.
Global Damping
In addition to contact damping at contact points, another type of energy dissipation
(Global Damping), was also taken into consideration. Similar to local damping,
global damping operates on both the absolute translational and angular velocities,
which can be regarded as dashpots connecting particles and ground. Coupling with
contact damping, global damping provides a way for the system to dissipate energy.
Otherwise, the system cannot reach an equilibrium state in the end.
Total Forces
Taking the contact damping into account, the total force F between particle a and







(Fs)N−1 + (∆Fs)N + Ds
]
= kn∆ + Dn + (Fs)N−1 + ksv
s
ij∆t+ Ds (3.22)
where (Fs)N−1 represents the shear force in the previous time step t = tN−1.
However, from time t = tN to t = tN−1, (Fs)N−1 is no longer along the shear
direction at the present time step, as shown in Figure 3-6. It should be corrected as





































In addition to the normal and the tangential forces between particles, the rolling of
particles also plays a vital role in DEM simulations.
Rotational Forces
The interparticle forces at the contact point will produce a moment on particles
causing them to rotate.
M = R× (Fn + Fs)
= R× Fs (3.24)
where Fn passes through the particle centre and cannot contribute to the resultant
moment.
Oda et al. (1982) assessed the effects of particle rolling on granular materials and
concluded that when interparticle friction is large, particle rolling appears to be a
major microscopic deformation mechanism. A numerical study of sandpile formation
conducted by Zhou et al. (1999) also indicated that rolling friction is critical for
stable simulation results and more specifically, the AoR increases with rolling friction
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coefficient.
Rolling resistance is produced when two contacting spheres have a relative rota-
tion, as shown in Figure 3-7. Due to the elastic hysteresis, the resulting normal
force on the contact surface has an eccentricity e against the rolling direction and
consequently a resistant momenDue tot Mr is generated.



















Figure 3-7: The force analysis for a rolling particle with rolling resistance
Taking the rolling resistance into account, the resultant moment acting on particle
i from particle j is as below
Meff = M + Mr (3.26)




DEM possesses several techniques excellent in simulating dynamic behaviour under
changeable forces. An important contribution is the explicit time-stepping scheme.
It can track the movement of particles in every time step and update forces history,
such that it performs well with continuously changing contact forces.
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The time integration algorithm used in the present program is the classical leapfrog
algorithm. It was first applied to DEM by Cundall in the BALL program (Cundall
and Strack, 1979). This solution scheme is straightforward and also has advantages
of low memory storage requirement and high computational efficiency.
This algorithm assumes that velocities, accelerations, forces and moments remain
constant during appointed time steps (see Figure 3-8). Even derivatives of position
are applied at on-step points, whereas odd derivatives are applied at mid-step points.
More specifically, from time tn to tn+1, the velocities and positions remain the same
during the interval time ∆t, and they are advanced in a full-time step; while the




acceleration an is constant
velocity vn+1/2 is constant
vn-1/2 vn+1/2
xn xn+1
Figure 3-8: Leapfrog time integration
Each particle accumulates forces from the contacts in which it participates. These
generalised forces are then used to integrate motion equations for each particle
separately. The resultant forces and the moment acting on particle i during the
interval time ∆t from tn−1/2 to tn+1/2 are used with Newton’s second law.
ma =
∑
(F + D)− Cv (3.27)
Iω̇ =
∑
(M + Mr)− C ′ω (3.28)
where I represents the moment of inertia of particle, ω̇ is the rate of rotational
velocity change, C and C ′ are respectively the global dampings for relative velocity
and rotational velocity.
That is to say, at time tn, accelerations of a particle are a = F/m and ω̇ = M/I.
Making these two accelerations constant over the time step ∆t, the new velocities,
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therefore, are expressed as
vn+1/2 = vn−1/2 + a∆t (3.29)
= vn−1/2 + (F/m)∆t
ωn+1/2 = ωn−1/2 + ω̇∆t (3.30)
= ωn−1/2 + (M/I)∆t
The new values of velocities are then used in the next calculation cycle for the
force-displacement law.
At the end of the subsequent time step, the displacements and rotations of the
particles are advanced.
xn+1 = xn + vn+1/2∆t (3.31)
θn+1 = θn +ωn+1/2∆t (3.32)
Time Step
The DEM is known as typical explicit time integration approach and therefore it
requires the time step to be small enough to ensure the stability of calculation. On
the other hand, a smaller time step may lead to a higher computational cost of
simulation.
Cundall and Strack (1979) introduced the critical value of the time step in DEM. In
the Kelvin-Voigt model, the critical time step ∆tcr is estimated for a single-degree-
of-freedom system in which a particle of mass m connects to the ground with spring
k





where m and k should be taken from the smallest particle in the model.
In Hertz-Mindlin model, Li et al. (2005) used the Rayleigh wave speed to give the
time step







where Rave is the average particle radius, ρ is the particle density, G is the shear
modulus and β can be approximated by Thornton and Randall (1988)
β = 0.1631ν + 0.8766 (3.35)
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where ν is the Poisson’s ratio.
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3.2 SPH theory
This section provides the fundamentals of SPH and also discusses several aspects
when it is implemented into water. Reader can refer to the work by Lucy (1977),
Monaghan (1989, 1992, 1994); Monaghan and Lattanzio (1985) and Liu and Gu
(2005) for more details.
3.2.1 Basic concepts
The idea of SPH is to represent a continuum field with a set of scattered particles
which carry properties (e.g. mass, density and pressure). The interpolation is
therefore needed to reconstruct the continuum field. Like the weight function in the
Galerkin method, a kernel function is introduced into SPH to estimate the continuum
field which is expressed with discretised data. Thus, the solution of a continuum
field in SPH consists of two steps: kernel approximation and particle approximation,
as demonstrated in Figure 3-9.
j
i
Smooth function W Support domain kh
Figure 3-9: SPH kernel and particle approximation
Kernel approximation










f(x′)W (x− x′, h)dx′ (3.36)
where x is a position vector; δ is a Dirac delta function of the relative location x−x′;
Ω is the computational domain; h is called smoothing length and determines the
influence domain of the point x which is a spherical area with a radius of kh, in
which k is a constant determined by W ; W is kernel function related to x− x′ and
h, as shown in Figure 3-9.
Particle approximation
The problem domain in SPH is replaced by a set of particles which carry individual






























f(xj)W (x− xj, h) (3.37)
where N is the number of all neighbouring particles within the support domain of
position x; ∆Vj, mj and ρj are its local volume, mass and density of particle j
respectively.






f(xj)∇W (x− xj, h) (3.38)
Using the density interpolation rule provided by Monaghan (1992)
ρ∇f(x) = ∇(ρf(x))− f(x)∇ρ (3.39)
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(f(xj)− f(xi))∇W (x− xj, h) (3.40)
Similarly, if the function f(x) is a vector field, the divergence of the function f(x)
can be expressed as





(f(xj)− f(xi)) · ∇W (x− xj, h) (3.41)
3.2.2 Smoothing functions
The choice of the kernel function W is crucial in SPH, and it determines the perfor-




W (x− x′, h)dx′ = 1, the smoothing function must be normalised over its
support domain;
2. Compact support:
W (x− x′, h) = 0 for all points outside the support domain of the particle at
x;
3. Positivity:
W (x− x′, h) ≥ 0 for any point at x′ within the support domain of the particle
at point x and decreases monotonically with relative distance x− x′;
4. Symmetry:
W (x− x′, h) = W (x′ − x, h), symmetry to x− x′ to conserve linear and an-
gular momentum.
Any kernel can be devised and used in SPH as long as it meets these conditions.
However, there have been many kernel functions available to choose in SPH, but not
all meet the requirements described above. In the model, the calculation of the kernel
can be achieved in a subroutine and does not affect the whole scheme if changing
one kernel into another. A kernel should be accurate enough to minimise the errors
caused by interpolation. Thus, in general, there are several options of various kernel
functions implemented in an SPH code to address different situations. In the present
model, the following kernels are considered.
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(a) Gaussian kernel and its derivative








W/ Super Gaussian Kernel
Super Gaussian Derivative
(b) Super Gaussian kernel and its derivative








W/ Cubic Spline Kernel
Cubic Spline Derivative
(c) Cubic Spline kernel and its derivative
Figure 3-10: Three SPH kernel functions and their derivatives: (a) Gaussian kernel;
(b) Super Gaussian kernel; (c) Cubic Spline kernel
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1. Gaussian:
As shown in Figure 3-10a, the Gaussian has a perfect curve which fits well with
monotonically decreasing property and can give a natural density estimate.
Gingold and Monaghan (1977) initially proposed a Gaussian kernel:




h2 , 0 ≤ r/h ≤ 3
0, r/h ≥ 3
(3.42)
where r is the relative distance of two particles, and A is 1/(π1/2h), 1/(πh2)
and 1/(π3/2h3) in 1, 2 and 3 dimensions respectively.
2. Super Gaussian:
However, Gaussian kernel does not meet the compact support condition and
cannot ensure that there is no interaction outside the support domain. For this
reason, Monaghan (1992) corrected it and proposed Super Gaussian, which is
expressed by
W (r, h) = A
(d/2 + 1− (r/h)2)e
− r
2
h2 , 0 ≤ r/h ≤ 3
0, r/h ≥ 3
(3.43)
where d is the number of dimensions, A is 1/(π1/2h), 1/(πh2), 1/(π3/2h3) in 1,
2 and 3 dimensions respectively.
In theory, the higher order of the kernel corresponds to the greater accuracy of
the simulation. The error of this Super Gaussian is proportional to h4 rather
than that of Gaussian to h2. Nevertheless, it can be seen from Figure 3-10b
that the derivative becomes negative in some parts of the domain. Conse-
quently, one disadvantage of a high order kernel is that it may cause large
density fluctuations in the simulation.
3. Cubic Spline:
Monaghan and Lattanzio (1985) introduced the following smoothing function
based on the Cubic Spline functions known as the B-spline function.






(r/h)3, 0 ≤ r/h ≤ 1
1
4
(2− r/h)3, 1 ≤ r/h ≤ 2
0, r/h ≥ 2
(3.44)
where A is 2/(3h), 10/(7πh2) and 1/(πh3) in 1D, 2D and 3D respectively.
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It can be seen from Figure 3-10c that the Cubic Spline kernel not only satisfies
the compact condition but also has no issue of negative derivatives. This is the
reason why cubic kernel has been the most widely used smoothing functions
in SPH so far.
3.2.3 Governing equations
The mechanics of fluid dynamics are governed by three fundamental conservation
laws: (a) Conservation of mass; (b) Conservation of momentum; (c) Conservation of
energy. The last conservation law is considered only when the fluid is in a condition
of compression. As the fluid is considered to be incompressible in this research, this
law is not considered in this chapter.
Conservation of mass
According to Equation 3.37, the density of particle i in Figure 3-9 is smoothed via











This formulation conserves mass exactly as the mass is carried by the particles.
However, the kernel is truncated for those particles which are in boundaries, inter-
faces and free surfaces. The truncation of the support domain means the loss of
density contribution from surrounding particles. As a result, these particles would
have a lower weighted density than they do in practice, which will further produce




= −ρi∇ · v =
N∑
j
mj(vi − vj) · ∇iWij (3.46)
where the first step is approximated by Equation 3.38, and ∇i denotes the gradient
with respect to the coordinate of particle i.
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Conservation of momentum







(−∇P + f) (3.47)
where P is the pressure; v is the fluid velocity field; f is body forces like gravity.



















































3.2.4 Overall solution scheme
An SPH program will be developed individually based on the methodology presented
in this chapter. Figure 3-11 illustrates the overall scheme of the SPH program.
Compared with the DEM scheme in Figure 3-8, this SPH scheme has some similar
procedures: search contacts/neighbours, interaction calculation and particle position
update. The subroutines for these procedures can be shared in the coupling model of
DEM and SPH. Therefore, the boxing algorithm and Leapfrog algorithm continue to
be used in this SPH program for contact searching and time integration respectively.
The primary difference of DEM and SPH programs is how to compute the forces
between particles which determines the constitutive relationship of the modelled
material. The interparticle force calculation of the SPH program is shown in Algo-
rithm 2. According to Navier-Stokes equations, the forces in a fluid are derived from
pressure, and furthermore, the pressure is calculated from density. In SPH, the local
density at a particle is integrated by smoothing over neighbouring particles. It can






Update particles' velocities and positions
Output images/data
t+ t
Calculate particles' densities and pressures
Set up parameters
Initialise geometry
Figure 3-11: The flowchart of the SPH scheme
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density and the pressure at a particle should be known before force computation.
Algorithm 2 SPH Processor for Main Loop
for each ∆t do
t = t+ ∆t
procedure sort into zones
procedure Density Calculation
for each zone do
for each particle i in this zone do
for each other particle j in this zone or in potential zones do
if rij ≤ αh then
the density increment of particle i from particle j:
dρi = dρi + (mjvijWij)∆t
for all particle i do
ρi = ρi + dρi
procedure Interaction
for all particle i do
calculate the local pressure at each particle:
Pi = f(ρi, ρbasic, h)
for each zone do
for each particle i in this zone do
for each other particle j in this zone or in potential zones do
calculate the interaction:
F i,j = f(m,P, ρ, h, rij) + F
i,j
viscosity
compute total forces for the particles i and j:
Fi = Fi + F
i,j
if particle j is not imaged then
Fj = Fj − F i,j
procedure motion
3.2.5 Pressure
Concerning the pressure term in the momentum equations, Batchelor (2000) gives
an equation of the state (EOS) for water which describes sound waves accurately.




)γ − 1) (3.50)
where B = ρ0c
2
s/γ is a constant related to the bulk modulus of elasticity of the fluid,
cs is the speed of sound assumed to be 10 times the maximum fluid particle velocity,
ρ0 is the reference density, γ is a power, generally taken as 7, the subtraction of 1
on the right-hand side is to remove the boundary effect for free-surface flow.
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where M is the Mach number, vmax is the maximum velocity and cs is the speed of
sound. Therefore, if make sure the density fluctuation dρ/ρ0 smaller than 0.01, that
is v2max/c
2
s < 0.01, the value of B then should be
B ≤ 100ρ0v2max/γ (3.52)
3.2.6 Artificial viscosity
Artificial viscosity Πij is implemented in this research and added to the right side














Monaghan (1989) proposed a type of artificial viscosity which is the most widely
used viscosity in the SPH literature. The formulation is as follows
Πij =







cij = (ci + cj)/2 (3.56)
ρij = (ρi + ρj)/2 (3.57)
hij = (hi + hj)/2 (3.58)
where αΠ and βΠ are constant coefficients that in most cases, are all 1.0; Φ is
normally set as 0.1hij; ci, ρi and hi are respectively the speed of sound, the density
and the smoothing length at particle i; vij and rij represent the relative velocity
and position between particle i and j.
This artificial viscosity provides a bulk viscosity by the term αΠ. Besides, to avoid
particle interpenetration at high Mach numbers, the term βΠ is introduced.
72
3.2.7 Time integration
Considering the coupling of DEM and SPH, the time integration algorithm of SPH
should accord with that of DEM (that is leapfrog algorithm). This algorithm will
continue to be implemented in the later coupling model.
The required time step in SPH is estimated according to Courant-Friedrichs-Levy
condition. Monaghan (1989, 1992) took into account some physical factors and gave
the following expressions














where fi is the magnitude of force per unit mass of particle i. Equation 3.61 combines
the Courant condition with viscosity diffusion stability so the coefficients αΠ, βΠ and
φij are derived from in Equation 3.54.
3.2.8 State-of-the-art SPH implementation
Kernel function
SPH is a Lagrangian interpolation method and kernel function determines the ac-
curacy of the approximation. In this research, three types of kernel functions were
implemented in the SPH programs developed which are Gaussian, Super Gaussian
and Cubic Spline kernel respectively. The attractive feature of the Gaussian kernel
is its smoothness either for itself or for its high orders of derivatives and is taken as
the first golden rule of SPH (Gingold and Monaghan, 1977; Monaghan, 1992). The
drawback of Gaussian kernel is that it is never compacted in finite domain. Conse-
quently, 3h is normally used for the support domain which results in high expense in
computation (Monaghan, 1992). As shown in Figure 3-10b, Super Gaussian kernel
overcomes the compact problem after modification whereas it has negative values
within its support domain which may cause unphysical results for hydrodynamic
problems (Fulk, 1994). The Cubic Spline kernel is a widely used kernel in the SPH
academic literature (Cummins and Rudman, 1999; Monaghan, 2000; Morris et al.,
1997) and also in some open-source and commercial software e.g GPUSPH (Hérault,
2008) and SPHysics (Johns Hopkins University (US) et al., 2007). The Cubic Spline
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kernel is similar to a Gaussian function and has a narrower support domain 2h. Its
disadvantage is that the second derivative is not as smooth as a Gaussian function
and would affect numerical stability.
The order of kernel function is an important index for SPH because it determines
the accuracy of SPH interpolation. Therefore, there is a rising number of high-
order kernels available for SPH simulations. Morris (1996a,b) constructed quartic
and quintic kernel function. Wendland (1995) proposed a series of kernel functions
which is of different orders and all have positive Fourier transform. For example,
the Wendland C4 kernel is expressed as
W (r, h) = A
(1− (r/h))6
(




, 0 ≤ r/h ≤ 2
0, r/h ≥ 2
(3.62)
where A is 9/(πh2) and 495/(32πh3) in 2D and 3D respectively.
However, the higher order of kernels leads to the higher computational expense.
This research does not aim at pursuing the accuracy of the models, and meanwhile,
expects to reduce the computational cost. For this reason, high-order kernels are
nor considered in this research.
Density and kernel correction
SPH is a summation interpolation method over defined support domain. Near
boundaries or free surface, the kernel function cannot be normalised to 1 which
may cause density summation deficiency and results in pressure oscillations.
A straightforward way is to filter the density which directly affects the pressure.
Two commonly applied density filters are: Zeroth-order filter (also called Shepard
filter) and first-order filter or Moving Least Squares (MLS).
















An alternative way to avoid pressure oscillations is to modify the kernel function,
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the kernel gradient function or both (Bonet and Lok, 1999; Liu et al., 1997).
The purpose of either filtering density or correcting kernel/kernel gradient is to
improve the accuracy of SPH interpolation. However, similar to the choice of kernel,
this research does not aim at the accuracy of numerical analysis. Besides, as stated
previously, using Equation 3.46 to calculate particles’ density can reduce the effect
from the kernel truncation. As a consequence, the density filter and the kernel
correction are not considered to implement into the programs.
Viscosity
Artificial viscosity is a common technique to prevent instability in numerical simu-
lation. In computational fluid dynamics, two typical artificial viscosity are a bulk
viscosity which is proportional to the linear form of velocity gradient and the Von
Neumann-Richtmyer viscosity which is proportional to the quadratic form of velocity
gradient (Li, 2004).
The conventional artificial viscosity, however, is not suitable for SPH shock simula-
tions (Monaghan and Lattanzio, 1985). This is because the conventional viscosity
is an average over several particles and it is insensitive to local velocity differences.
Therefore, Monaghan and Lattanzio (1985) proposed an artificial viscosity in SPH
as stated in Section 3.2.6. In equation 3.54, the linear term associated with αΠ is a
combination of bulk and shear viscosity, and the quadratic term related to αΠ is a
von Neumann-Richtmyer viscosity which can prevent particle penetrations in high
Mach number shocks. An attractive advantage of this artificial viscosity is that it
totally conserves linear and angular momentum, which is important for applications
with relatively large fluid velocities (Morris et al., 1997). Nevertheless, the value of
the empirical coefficient αΠ highly affects the computational results, which is found
by De Padova et al. (2014). Morris et al. (1997) also pointed out that as a second
derivative is involved in the expression, the interpolation is sensitive to the error
with low-order kernels.














where ρa and ρb is the pressure at particle a and b, vab and rab are the relative velocity
and distance of particle a and b, h is the smoothing length and µ is the dynamic
viscosity. This viscosity is also called laminar viscosity. It turned out that this
viscosity performs better than the artificial viscosity by Monaghan and Lattanzio
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(1985) for low Reynolds number flows, and importantly, it has physical implication.
However, the viscosity only guarantees the conservation of linear momentum but
does not for angular momentum conservation which is important for fluids with
high velocity such as turbulent flow.
Many corrections have been studied to improve the performance of physical viscos-
ity and to extend the applications (Gotoh, 2001; Grenier et al., 2013; Liu and Liu,
2017). Nevertheless, one of the advantages of artificial viscosity over physical vis-
cosity is that artificial viscosity can ensure numerical stability of SPH models. This
research does not involve complicated flows and tries to avoid numerical instability
particularly when coupling with DEM. Thus, the viscosity given by Monaghan and
Lattanzio (1985) was adopted.
Pressure
The method in Equation 3.50 to compute pressure is called the equation of state
(EOS). The local pressure at a particle can be explicitly obtained from its weighted
density. The straightforward link between pressure and density makes EOS the
primary choice for pressure computation in the SPH models (Monaghan, 1992).
However, this method is based on the assumption that the fluid is compressible. For
realistic fluid simulation, efforts have been made to impose incompressibility into
SPH models. To limit the compressibility of fluid, a large speed of sound has to be
applied in the EOS by Monaghan (1994) and Morris et al. (1997) and as a result,
there was Weakly Compressible SPH (WCSPH). Nevertheless, the employment of
a large speed of sound would cause the problem that there will be a large fluctua-
tion in pressure when there is a small change in density. For that reason, a small
time step is required which results in high computational expense. Another EOS-
based incompressibility solver, predictive-corrective incompressible SPH (PCISPH)
(Solenthaler and Pajarola, 2009), consists of a prediction and correction iteration.
Pressure values are obtained by predicting and correcting particle position itera-
tively. The approach does not include user-defined stiffness and meanwhile share
the advantages of low computational cost with what classical EOS-based methods
have.
In 1999, Cummins proposed a projection scheme as an alternative of EOS. An inter-
mediate velocity is integrated first and then pressure is resolved by a pressure Pois-
son equation which enforces incompressibility. Other incompressible SPH (ISPH)
schemes can be found (Nomeritae et al., 2016; Shao and Lo, 2003).
For most of the ISPH schemes, implicit algorithms are generally employed with a
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pressure Poisson solver. This means the implementation of incompressible technique
requires the change of overall scheme, which may increase the difficulty of incorpo-
rating DEM method. Therefore, the incompressible technique is not taken into
consideration in the initial stage of combing SPH and DEM, but the compressible
aspect of the existing SPH programs should be paid attentions in later simulations.
3.3 Summary
This chapter provides the fundamentals of DEM and SPH and also includes the
details of their implementation.
The idea of DEM is to treat each particle as a rigid object. No deformation of indi-
vidual particles occurs and instead, there is an overlap when two particles contact.
Based on this overlap, the interparticle forces are then calculated by contact models.
In this research, two DEM contact models, the Kelvin-Voigt and the Hertz-Mindlin,
were adopted.
SPH is an interpolation method. A continuum field can be interpolated with neigh-
bouring SPH particles scattered within a defined region. This region is determined
by smoothing length h and the interpolation function is called smooth kernel W .
The governing equations (conservation of mass and momentum) can be expressed as
discretised forms. The interparticle forces are then calculated from the density and
pressure carried by related particles, in which artificial viscosity is involved. The
local pressure is derived from the particle density via the equation of sate (EOS) by
assuming SPH particles are compressible.
DEM and SPH can share some subroutines in their schemes. The first one is the
contact searching in DEM or neighbour searching in SPH for which the boxing
algorithm is implemented. The boxing algorithm employs a series of regular cells
predefined in the problem domain. For a specific particle, only particles located
in the present cell and the surrounding cells are checked whether contact with this
particle. The subroutine to update the motion of particles can also be shared with
DEM and SPH. After particles’ interaction is calculated, the position and velocity
are renewed using the second Newton’s law at each time step. The method used for
this process is the leapfrog algorithm while DEM and SPH have different criteria
for time stepping. The critical value of the DEM time step is closely related to the
properties of particles such as stiffness and density, whereas SPH critical time step
is deduced from Courant-Friedrichs-Levy condition to ensure the numerical stability
and accuracy.
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The main difference between the DEM and SPH schemes is how to calculate the
interparticle forces. DEM forces depend on the contact model while SPH forces are
calculated from local density and pressure. Besides, the DEM contact criterion is
closely related to particle radii, and the interpolation region in SPH depends on
smoothing length h. Furthermore, the critical time step of DEM and SPH follows






A two-dimensional DEM program has been developed based on the theory presented
in Chapter 3. The particles in the code are assumed to be cohesionless and therefore
only cohesionless solids can be simulated with this program. The program is written
in C++, and the results are post-processed with OpenGL, Matlab, AutoCAD and
Paraview.
In DEM, the model parameters should be distinguished from material bulk proper-
ties. The material properties such as bulk density and bulk stiffness can be measured
in the laboratory but cannot be directly inputted into a DEM model. As a result, a
DEM code should generally be calibrated first and then validated with the calibrated
parameters.
However, the main difficulty for the application of DEM is the calibration of the
input parameters. Coetzee (2017) reviewed DEM calibration methods in the litera-
ture and classified them into two categories: Bulk Calibration Approach and Direct
Measuring Approach. The first method is to simulate repetitive experiments and to
iteratively change micro parameters until the same bulk behaviour is obtained. Its
main drawback is that the calibrated values could be code dependent and material
dependent. This means that the calibrated values for one material/code cannot be
used for another one. Moreover, it is of high computational cost to perform repeated
DEM experiments corresponding to every change in each parameter.
The primary objective at present is to examine the validity of the existing 2D DEM
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code rather than to propose a code which can predict precise results. Hence, Bulk
Calibration Approach seems tedious and time consuming for the research so far. An
alternative option is the Direct Measuring Approach as suggested by Coetzee (2017).
Most of the input parameters of the simulations in this chapter are determined from
the particle level. This represents that, for example, real size and number of particles
are used in the following simulations.
This chapter begins with two simple simulations which both are single particle sys-
tems: A disc resting on a plane and a disc rolling up a slope. These two tests help
to check the implementation of some basic and vital parts of the DEM code, such
as normal and tangential interparticle interaction and the time integration scheme.
Two assembly particle systems follows: pile formation and rotating drum. They are
typical DEM simulations for granular material which give deep insights into material
flowability and friction. The source code of the pile formation simulation is given in
Appendix C.
4.1 Test 1: A disc resting on a plane
The simplest simulation in DEM is a single degree-of-freedom system which is a disc
resting on a flat surface, as illustrated in Figure 4-1. The disc has a mass of m and
a radius of R. It is only subjected to gravity. The disc is allowed to overlap with






Figure 4-1: 2D DEM simulation Test 1: A disc resting on a flat plane
In theory, this is the motion of a mass with a spring, and the mass is subject to an
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elastic force. The disc begins just touching the plane and then falls with gravity.
Once there is an overlap, there is a spring between the disc and the plane. This
spring stops the disc moving down until the velocity of the disc becomes zero again.
From that point on, the disc is pushed backwards. When it gets to the furthest
position, the process above is repeated. Briefly, the disc will exhibit a harmonic
motion under the given conditions.
If the stiffness is constant and damping is not applied in this system, the force acting
on the disc can be expressed
F = Fn −mg = −ky −mg (4.1)
where k is the spring stiffness.








Fy(t) = −ky −mg = −mg cos(ωt) (4.4)
Table 4.1: DEM parameters used in Test 1 (A disc resting on a plane)
Parameters Symbols Units Values
Radius R mm 1.0
Thickness T mm 1.0
Density ρ kg/m3 2650
Gravity g m/s2 9.8
Time step ∆t s 3.0 × 10−5
Kelvin-Voigt normal stiffness Kn N/m 1.0×102
Hertz-Mindlin young’s modulus E MPa 20.0
Poisson’s ratio ν 0.5
Friction coefficient µ 0.5
Restitution coefficient ε 0.3
As for DEM simulation, it has mentioned earlier that two types of constitutive con-
tact models, linear elastic model (Kelvin-Voigt) and nonlinear elastic model (Hertz),
were implemented in the existing program. The final normal stiffness in the Hertz
model which is derived from Young’s modulus according to Equation 3.7 are unable
to be assigned as the same value as that in the Kelvin-Voigt model. More specif-
ically, different values of stiffnesses were adopted in the simulations and therefore
their results cannot be compared directly according to their values. Besides, in or-
der to prove it, the time steps for two models were adjusted to the same value even
81
though they are determined by their stiffness to some degree according to Equations
3.33 and 3.34. All other parameters were of the same values except stiffnesses, as
seen in Table 4.1.
Figures 4-2 and 4-3 provide the resultant response of the disc under four cases
of conditions respectively (with or without damping and the Kelvin-Voigt or the
Hertz-Mindlin contact models). The period here refers to the period T of a simple
harmonic motion, which is equal to 2π
√
m/k. Figure 4-4 further compares the two
different contact models in the absence of any energy dissipation.





























Linear undamped Linear damped
(a) Comparison of displacement y with and without damping

























Linear undamped Linear damped
(b) Comparison of force Fy with and without damping
Figure 4-2: The time history of (a) displacement y and (b) force Fy of a disc resting
on a plane using linear elastic contact model (Kelvin-Voigt) during the first 4 periods
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Nonlinear undamped Nonlinear Damped
(a) Comparison of displacement y with and without damping




















Nonlinear undamped Nonlinear damped
(b) Comparison of force Fy with and without damping
Figure 4-3: The time history of displacement y and force Fy of a disc resting on
a plane using nonlinear elastic contact model (Hertz-Mindlin) during the first 4
periods
Both models perform in a similar manner. When there is no damping, the discs
vibrate around a fixed position with their periods and have the same amplitude.
Furthermore, the same values of minimum forces (−mg) the same maximum posi-
tions (x = 0) can be observed. With damping applied, the disc is settled down in a
couple of periods.
Some difference between the two contact models can be told from the results, even
though they used different values of stiffnesses. The first obvious one is their periods.
Different stiffnesses defined in the two models then cause different periods. Another
83






























(a) Comparison of displacement y with linear and nonlinear contact models






















(b) Comparison of displacement Fy with linear and nonlinear contact models
Figure 4-4: The comparison of two contact models in terms of the displacement y
and force Fy in the absence of damping during the first 4 periods: linear refers to
Kelvin-Voigt model and nonlinear refers to Hertz-Mindlin model
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(a) Comparison of displacement y obtained from the DEM results and the analytical
solution



























(b) Comparison of force Fy obtained from the DEM results and the analytical solution
Figure 4-5: The comparison of the DEM results and the analytical solutions in
terms of displacement y and force Fy during the first 4 periods. The DEM results
were under the conditions without damping and with only linear contact model
(Kelvin-Voigt)
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detail can be found from Figure 4-4 that the linear contact period is constant while
the period for the nonlinear contact is not. This is because the Hertz model is a
kind of nonlinear elastic model and its stiffness changes with overlap.
This reason also explains the second difference. In Kelvin-Voigt, the time history of
force curve is symmetrical against the level line, but that in Hertz-Mindlin model is
not. When the force is from minimum to maximum, the overlap also increases. A
significant overlap leads to higher stiffnesses and further results in a higher increase
in forces. Apart from the difference in force, the energy dissipates faster in the Hertz
than that in the linear model for the same reason.
It has been pointed out previously that an appropriate time step, neither too large
nor too small, is important for a DEM simulation. Studies have proven that 20 to
50 time steps are required for each collision in order to guarantee the accuracy of
the simulation and calculation efficiency (Cleary, 2010). Note that the time steps
adopted in this simulation are derived from Equations 3.33 and 3.34. It can be seen
from all the resultant figures that this condition is satisfied. This also indicates that
the time integration algorithm in the existing program successfully and accurately
updates particles positions and velocities.
For the nonlinear contact model (Hertz-Mindlin), the period and the amplitude are
not constant due to inconstant stiffness. Thus, for simplification purposes, only the
DEM results with linear contact model were compared with the analytical solutions,
as shown in Figure 4-5. The analytical results of the displacement y and the force Fy
are solved by Equations 4.3 and 4.4 respectively using the same stiffness Kn given in
Table 4.1. It can be seen that either displacement y or force Fy simulated by DEM
agrees well with the analytical results.
To quantify the difference between the DEM results and the analytical solution, the
relative errors of the period T and the amplitude A (|ymax|/2 in DEM) were checked:
E(T ) =
∣∣∣∣TDEM − TAnalyticalTAnalytical




∣∣∣∣ = ∣∣∣∣8.16225× 10−7 − 8.16583× 10−78.16583× 10−7
∣∣∣∣ ≈ 0.038%
To summarise, the motion of this single-degree-of-freedom disc was simulated by
DEM in this section. The harmonic motion of the disc was reproduced by DEM.
The maximum relative error between the DEM simulation and the analytical solu-
tion is 0.038%. Besides, two implemented contact models, Kelvin-Voigt and Hertz-
Mindlin were compared. The effect of the local damping was also identified. The
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overall results in this section indicate that the normal contact model and the time
integration were successfully implemented in the existing DEM program.
4.2 Test 2: A disc rolling up a slope
The second test is a disc rolling a slope upwards with an angle of α = 15 degrees
as seen in Figure 4-6. Comparing to the first test, the interaction between disc and
slope in the tangential direction and the angular motion of disc are both involved
in this test. Initially, the disc was set with a velocity v0 = 0.4 m/s so that it can
be forced up the slope, but its initial angular ω was set to 0. The coordinate axes x
and y are parallel and perpendicular to the slope respectively. Only a gravitational








Figure 4-6: 2D DEM simulation Test 2: A disc rolling up to a slope
In theory, the motion of disc can be summarised as: the disc starts from the original
position A, moves up the slope, reaches the peak position C and then return back to
A, as shown in Figure 4-7. This process can be separated into two stages as follows:
• Stage A-B
As shown in Figure 4-8a, there is a relative velocity vp between the disc and
the slope, which means the friction Fs is sliding friction. This sliding friction
can be solved by building force equilibrium equations as below. Sequentially,








Figure 4-7: The motion of the disc predicted by analytical solution, which can be
identified as two stages: Stage A-B and Stage B-C-A
translational velocity v0 decreases while the angular velocity ω increases.
Forces

Fx = −Fs −mg sin θ
Fy = Fn −mg cos θ = 0








= −mg sin θ−µmg cos θ
m





= −−µmg cos θR1
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mR2





v = v0 +
dv
dt
t = v0 − (sin θ + µ cos θ)gt
ω = dω
dt
t = 2µg cos θ
R
t
x = v0t− 12(sin θ + µ cos θ)gt
2
(4.7)
where µ is sliding friction coefficient
• Position B
When the disc moves to a position (assumed as point B here) where the relative
velocity vp at the contact point P between the disc and the slope becomes zero,
the sliding friction disappears and is replaced by a static friction Fs (seen in
Figure 4-8b). All the previous equations for stage A-B can be used to the state
in position B. As a result, combined with the following relationship (vp = 0),










vp = v - ωR ≠ 0








Fs vp = v - ωR = 0
(b) Force diagram of the stage B-C-A
Figure 4-8: Force diagram of the rolling disc at different stages (a) A-B and (b)
B-C-A.
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xB) can be known.
vp = v − ωR = v0 − (sin θ + µ cos θ)gtB −
2µg cos θ
R
RtB = 0 (4.8)
• Stage B-C-A
Figure 4-8b illustrates the force equilibrium of the disc. As discussed before,
the friction Fs is static friction which cannot be solved by the equilibrium
equations given below. However, during this process, the relative velocity vp
remains 0. If both the translational and angular velocity in this equation are
differentiated, the friction Fs can be solved. Therefore, the accelerations, the
velocities and the displacement can then be solved. It can be seen that the
disc will have a retarded motion until it reaches a peak position (assumed as




Fx = Fs −mg sin θ


















































v = vB +
dv
dt
t = vB − 23gt
ω = ωB +
dω
dt
t = ωB − 2g sin θ2R t
x = xB + vBt− 13gt
2
(4.12)
As for the simulation side, the different responses with two kinds of contact models
have been discussed in the previous test. Therefore, there was no necessity to
adopt both models in this test, and then only the Hertz-Mindlin was taken as the
constitutive model here. The parameters in Table 4.2 were used in this test. All the
parameters have the same values as that in Table 4.1.
Figure 4-9 shows that the disc exerts a harmonic motion in the normal direction
y, which is the same as the results of Figure 4-3 in test 1. Without damping,
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Table 4.2: DEM parameters used in Test 2 (A disc rolling upwards a slope)
Parameters Symbols Units Values
Radius R mm 1.0
Thickness T mm 1.0
Density ρ kg/m3 2650
Gravity g m/s2 9.8
Time step ∆t s 3.0 × 10−5
Young’s modulus E MPa 20.0
Poisson’s ratio ν 0.5
Friction coefficient µ 0.5
Restitution coefficient ε 0.3
the displacement y and the force Fy fluctuate periodically, but the force is not
symmetrical against a fixed value due to the stiffness change. Moreover, these two
characters were settled down when damping was applied. It can be seen from Figure
4-9c that the tangential force Fx changes in a similar pattern as the normal force
Fy. This indicates that the tangential force Fs reached the maximum value µFn in
DEM, which further proves the theoretical analysis that the sliding friction occurs
during stage A-B.
Figures 4-10, 4-11 and 4-12 give the results of the translational velocity, the angular
velocity and the displacement of the disc respectively. Here, the total time of the
stages A-B and B-C-A is noted as time T . Figures 4-10a, 4-11a and 4-11a present
the disc response during the entire process and also compare the DEM and analyt-
ical results. The macro behaviour of the disc simulated by DEM agrees with the
theoretical analysis. During the stage A-B, the translational velocity v decreased
while the angular velocity ω increased. From point B, due to the friction reversed,
the rate of change of translational velocity then changed and also the angular ve-
locity ω began to decrease. With the same accelerations, the disc runs upwards to
peak point C and back to point A again.
More details are given in Figures 4-10b, 4-11b and 4-12b which present the micro
behaviour of the disc during the first 4 periods. The fluctuations can be observed
in the DEM results of the v and the ω, and the theoretical values is an equilibrium
value for these fluctuations. When damping was implemented, the DEM response
was close to that of the analytical results. These results indicate that either the
local fluctuations or the damping do not affect the macro motion of the disc.
In addition, to give a precise comparison of the DEM and analytical results, two
values were compared as a reference: the maximum value of x (xC) and the maximum
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DEM undamped DEM damped
(a) Comparison of y with and without damping



















DEM undamped DEM damped
(b) Comparison of Fy with and without damping
0 0.5 1 1.5 2 2.5 3 3.5 4




















DEM undamped DEM damped
(c) Comparison of Fx with and without damping
Figure 4-9: The time history of (a) displacement y, (b) force Fy and (c) force Fx of
a disc rolling up to a slope during the first 4 periods
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(a) Comparison of v during the time T
0 0.5 1 1.5 2 2.5 3 3.5 4






















(b) Comparison of v during the first 4 periods
Figure 4-10: The time history of translational velocity v of a disc rolling up to a
slope. The results of the undamped DEM simulation, the damped DEM simulation
and the analytical solution are compared
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(a) Comparison of ω during the time T
0 0.5 1 1.5 2 2.5 3 3.5 4






























(b) Comparison of ω during the first 4 periods
Figure 4-11: The time history of angular velocity ω of a disc rolling up to a slope.
The results of the undamped DEM simulation, the damped DEM simulation and
the analytical solution are compared
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(a) Comparison of x during the time T
0 0.5 1 1.5 2 2.5 3 3.5 4



























(b) Comparison of x during the first 4 periods
Figure 4-12: The time history of the displacement x of a disc rolling up to a slope.
The DEM results with and without damping, and the analytical results are compared
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In conclusion, this simulation successfully predicts the macro motion of a disc rolling
up a slope with a relative error less than 0.5% comparing to the analytical solution.
The results of the disc motion in tangential direction (direction x) showed that the
Coulomb friction criterion was well implemented and the damping only works on a
local scale. On the top of the previous single-degree simulation, the results of this
simulation further indicate that DEM has been well implemented in two-dimensional
simulations.
4.3 Test 3: Funnel pile formation
In an attempt to confirm how the program works with an assembly of cohesionless
granular material, two simulations are conducted as follows: a funnel model and a
rotating drum model. Both models are in dynamic mode, but they look at different
conditions of the AoR. The funnel model, also called pile formation model is per-
formed to measure the static angle of repose, and the dynamic angle is measured in
the rotating drum model.
4.3.1 Experimental setup
A two-dimensional photoelastic sandpile experiment conducted by Zuriguel et al.
(2007) was simulated here. Figure 4-13 illustrates the experimental apparatus con-
figuration which was an aluminium frame. In order to make the experiment in two
dimensions, the front and back were held 7 mm apart and were made from 10 mm
thick pieces of Perspex. The top hopper had slope walls at 52◦ to the horizontal.
The connecting hopper was a channel of 22 cm height and 7 cm wide. The bottom
of the channel was 35 cm away from the ground which left a space where piles could
form.
The experimental sample was a mixture of 2500 discs with a diameter of d = 6.9 mm
and 500 discs with a diameter of d = 8.9 mm. The particles used in the experiment
were made from photoelastic polymer material sheets which had a thickness of T =
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Figure 4-13: The appratus of the photoelastic sandpile experiment by Zuriguel et al.
(2007)
6.6 mm. This material is called PSM-4 (Measurements Group) and has a density of
ρ = 1056 kg/m3, a Young’s modulus of E = 4.0 MPa and a Poisson’s ratio of ν =
0.5.
Considering that the different size of the discs may lead to the randomness in results,
Zuriguel et al. (2007) duplicated 500 piles so as to obtain a statistical outcome. It
turns out that the final average AoR obtained from these 500 piles was 27.0 ± 1.0◦.
As a photoelastic material was introduced, it was easy to track the force chains
in piles via the lights through the photoelastic sheets. Hence, in the experiment,
Zuriguel et al. (2007) also investigated the vertical pressure distributions at different
heights (3.5, 7.0, 10.5, 14.0 cm above the baseline). The results indicated that there
existed a stress defect/dip in the middle area of the piles.
4.3.2 Simulation method
This simulation attempts to reproduce the AoR in the experiment conducted by
Zuriguel et al. (2007). Additionally, the analysis of vertical stress in the piles was
also given. 20 duplicated simulations were carried out, rather than 500 times in
the experiment. This is because DEM is known as a time consuming numerical
method and large-scale simulation or a great number of calculations may require
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optimisations to improve search or calculation speed. The emphasis of the research
so far should not be put on the optimisation of DEM code but on proving the
capability of the existing code.
The formation of piles is based on a localised-source procedure (Vanel et al., 1999):
the discs are discharged from a hopper outlet at a fixed height as shown in Figure
4-13, and gradually, are piled up on the base for a predefined amount of time.
This procedure requires the discs have been put within the top hopper before the
discharging. To ensure the randomness of results, the generation of the discs in the
top hopper was made in a random manner. The generation position was set at a
predefined height and the horizontal position was distributed using the 〈random〉
function in C++. Apart from the initial positions of particles, the disc size was also
intentionally made distributed. To make sure the ratio of 1:5, there was one disc
with a diameter of d = 8.9 mm generated when five discs were generated with a
diameter of d = 6.9 mm.
Enough time was given for the settlement of these discs generated in the top hopper,
which was set to be 30 seconds in this simulation. After 30 seconds, the discs were
suddenly discharged through the channel onto the ground. The AoR should be
measured from the piles which reach a stable state. Therefore, there is an issue about
the time from discharging to the ’stable’ state of the piles. Pilot tests were conducted
to determine this time. To be specific, the interparticle forces would be visualised
after discs were discharged every time step. The time when the interparticle forces
calm down is the time when the pile reaches a stable state. From then on, the AoR
can be obtained from the pile configuration.
Table 4.3: DEM parameters used in Test 3 (Funnel pile formation)
Parameters Symbols Units Values
Radius R mm 3.45/4.45
Thickness T mm 6.6
Disc number 2500/500
Gravity g m/s2 9.8
Density ρ kg/m3 1056
Time step ∆t s 2.0 × 10−5
Disc
Young’s modulus E MPa 4.0
Poisson’s ratio ν 0.5
Friction coefficient µ 0.8
Restitution coefficient ε 0.8
Boundary
Young’s modulus Eb MPa 69.0 × 103
Poisson’s ratio νb 0.334
Friction coefficient µb 1.0
Restitution coefficient εb 0.5
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Hertz-Mindlin contact model was used in this test. The critical time step was
calculated from Equation 3.34, so the time step was set to ∆t = 2.0× 10−5s, which
is smaller than the ∆tcrt. As for the boundary condition, particle boundaries were
adopted here. For that reason, the input parameters used for the boundary discs such
as the hopper walls and the ground should be distinguished from those used for the
discs. For the discs inside, the friction coefficient and resistance coefficient of discs
were both taken to be 0.8. For the boundary discs, the hopper walls and the ground
were made from aluminium in the experiment, and thus boundary properties should
correspond to aluminium. The values of some parameters like Young’s modulus of
aluminium and restitution coefficients were set as round values from experiments
in the literature. The size and number of discs in the simulation were the same as
those in the experiment. More details about the parameters are listed in Table 4.3.
4.3.3 Results and discussion
Figure 4-14 presents the numerical results as images at different times. The first
three subfigures (t = 0 - 30 s) are at the beginning of code running which displays how
discs were generated and accumulated in the hopper. These images also indicate
the dynamic behaviour of the discs when they collide with each other and when
they hit the walls of the hopper. A blue line was drawn across the centroid of an
individual disc. This allows the rotation of the disc to be visualised to check whether
the rotational motion is well implemented in the program.
The rest images show that the discs were discharged to the ground and piled up.
In the experiment, interparticle force chains can be seen as bright lines. Likewise,
in order to visualise interparticle forces in the simulation, blues lines which pre-
viously showed the rotations turned to the forces between discs when discs began
to discharge. The experiment visualised the force field so that these forces can be
captured by the camera for the subsequent force analysis. However, the purpose of
visualisation is different. Each line represents the interparticle force for a pair of
discs at the present time step. These forces are updated at each time step which
means these lines change with the simulation time. Only when the pile is settled
down, the change will stop. So the visualisation of interparticle forces can help to
define the time when piles are settled down. After pilot tests, it turned out that 40
seconds was adequate for a pile formation.
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(a) t = 0 s (b) t = 4 s
(c) t = 30 s (d) t = 32 s
(e) t = 34 s (f) t = 36 s
Figure 4-14: The configurations of a photoelastic sandpile simulated by 2D DEM
during the time t = 0 - 36 s
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Angle of Repose
The typical pile formed using DEM is depicted in Figure 4-15. For an individual
pile, the AoR should be the maximum angle found from this pile as the definition
of AoR. The final AoR of the pile is taken as the average value of the left angle αl
and right angle αr. The main reason for this type of measurement method of AoR
is that the pile top from simulations is not in a sharp form which may be caused by
an insufficient number of discs. If using the peak point position to form the slope
angle, the resultant AoR will be underestimated. Therefore, herein peak point P is
not defined as the position where the top disc is but to make the lines PA and PB
reflect the maximum angles on two sides. Similar measurement of AoR can refer to





Figure 4-15: Illustration of estimating the static angle of repose from piles simulated
by 2D DEM
At the end of the simulation (t = 40 s), the program outputs the configurations of
the formed piles in a DXF file. After that, these piles were edited in AutoCAD to
measure their AoRs. Figure 4-16 and Table 4.4 present the angles from 20 piles.
The mean angle obtained from 20 piles is αavg = 26.18
◦. Furthermore, the standard






(αi − αavg)2 (4.13)
where N is the pile number and αi is the AoR of pile i.
The resultant angle from the funnel simulation is αDEM = (26.18 ± 0.39)◦ (mean
and standard deviation), and the experimental repose angle is αEXP = (27.0 ± 1.0)◦.
The relative error is evaluated to be E(α) = |(26.18 - 27)/27| ≈ 3.04%.
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Figure 4-16: AoRs of 20 repeated piles simulated by 2D DEM
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Table 4.4: AoRs obtained from 20 sandpiles simulated by the 2D DEM
Pile No.i 1 2 3 4 5
αl 27.12 27.96 26.18 26.01 25.83
αr 26.29 25.63 28.44 28.34 27.08
αi(
◦) 26.71 26.80 27.31 27.18 26.46
Pile No.i 6 7 8 9 10
αl 26.47 25.54 27.22 25.52 26.01
αr 26.75 26.84 26.70 27.15 28.73
αi(
◦) 26.61 26.19 26.96 26.34 27.37
Pile No.i 11 12 13 14 15
αl 26.89 27.10 25.90 27.67 27.54
αr 26.66 26.06 28.10 25.14 25.90
αi(
◦) 26.78 26.58 27.00 26.41 26.72
Pile No.i 16 17 18 19 20
αl 26.65 27.31 26.39 27.68 27.94
αr 27.72 26.11 25.55 24.73 24.45
αi(
◦) 27.19 26.71 25.97 26.21 26.20
Vertical stress
When it comes to the stress analysis in piles, the challenge is how to extract the
vertical stress from an assembly of individual discs. In DEM, what can be known
is the kinetic information of particles, for example, their positions, velocities and
interparticle forces at each time step. From this perspective, it might be possible
to build up the relationship between the macro pressure and the individual particle
forces. As shown in Figure 4-17, an element was taken from the pile at a height of
3.5 cm. The value of the thickness D is that of the disc diameters, taking 7 mm here.
As long as the centroid of the disc is in this region, this disc should be accounted
into the pressure calculation. For instance, the forces acting on the disc A in Figure
4-17 is involved in the pressure calculation for the height of 3.5 cm, while the disc
B is not included. Then, a series of forces and corresponding x coordinates can be
obtained from a pile. The local stress for a single x coordinate can be computed
from its neighbour, as demonstrated in the figure, which is noted as local stress at
x = xn.
The program also output the coordinates and the forces of the discs mentioned above
into a CSV file. Then these data were post-processed in Matlab to calculate the
pressure.
Figure 4-18 gives the vertical stress distribution in an individual pile at different
heights above the base. As the thickness of the disc is considered, the pressure here
is expressed as the force per unit of width. As the profile of the pile suggests, the
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Figure 4-17: Illustration of local vertical pressure calculation at specific levels in a
pile
pressure is mainly from disc weight so the high stress should appear in the middle
part of the pile. However, in the figure, there is a dip around the middle for all the
curves. This phenomenon is known as the arching effect and is common in practice
such as tunnel excavation. One early evidence of the arching in sand piles is the
experiment by Hummel and Finnan (1921). He measured the pressure distribution
and eventually observed stress dip at the centre of both the conical and prismatic
sand piles. The mechanism of the arching effect is that the stresses in yielding
parts are transferred to adjacent areas. Moreover, the arching effect becomes more
observable at greater depth. This can also be seen from the figure that the force
reduction is more evident at the level of 3.5 cm than that at the level of 14.0 cm.
In the experiment, Zuriguel obtained the mean stress from the pictures of 500 piles,
which is time-consuming to achieve for DEM simulation. As previously demon-
strated, for an individual pile, the local pressure at a specific position can be cal-
culated. However, for different piles, their local pressures are located in different
positions. As a result, their pressure cannot be directly averaged due to the differ-
ent distribution. Thus, the solution is to unify their coordinates and then to take
the average value. To achieve that, the coordinate was uniformly discretised in ad-
vance. Then, the pressure distribution for a single pile was interpolated into these
discretised coordinates.
Figure 4-19 presents the mean pressure from 20 simulations. Comparing to the
results of the single pile above, the arching effect is not apparent. The reason for
this can be the randomness of this simulation. To be more specific, it can also be
seen from Figure 4-18 that the dips of four curves are not located in the middle
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Figure 4-18: The vertical pressure distributions of a single pile at certain levels (3.5,
7.0, 10.5, 14.0 cm above the base)















Figure 4-19: The mean vertical pressure distributions of 20 repeated piles at certain
levels (3.5, 7.0, 10.5, 14.0 cm above the base)
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positions and all on the same side. This means the pile peak is on the left side.
Owing to the random setting of this test, the peak of other piles may be located on
the right side. As a result, the arching effect in the averaged results is neutralised.
To conclude, this pile formation simulation successfully reproduced the static AoR
of the experiment by Zuriguel et al. (2007). The AoR obtained from the simulation
is αDEM = (26.18 ± 0.39)◦ which is close to the experimental result αEXP = (27.0 ±
1.0)◦ with a relative error of 3.04%. Moreover, the stresses at different levels of the
heap were calculated, and the stress dip was observed at the centre of the piles. This
observation is similar to the experimental results by Hummel and Finnan (1921).
The results of both the dynamic AoR and the stress distribution imply that the 2D
DEM is capable of simulating cohesionless granular materials.
4.4 Test 4: Rotating drum
The aim of this section is to investigate the dynamic performance of the existing
code via a rotating drum simulation. Section 4.3 has shown that the results of the
program compared well with experimental results for a static sand pile. This section
explores the dynamic AoR which can be analysed as a comparison in the following
rotating drum simulation.
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I. INTRODUCTION
The behavior of granular materials is of great technologi-
cal interest @1# and its investigation has a history of more
than 200 years. When granular materials are put in a rotating
drum, avalanches are observed along the surface of the
granular bulk @2,3#. In industrial processes, such devices are
mostly used for mixing different kinds of particles. However,
it is also well known that particles of different sizes tend to
segregate in the radial and axial directions @4–14#.
Recently, the particle dynamics of granular materials in a
rotating drum has been described by using quasi-two-
dimensional systems, tracking individual grains via cameras
and computer programs @9#. Extensive numerical studies
have also reproduced and predicted many of the experimen-
tal findings @15–21#. The segregation and mixing process
depends on many parameters, such as size @5,21#, shape @19#,
mass @16#, frictional forces, angular velocity @21#, filling
level of the drum @22#, etc. The angle of repose of the mate-
rial also depends on the parameters and it was argued that
either the dynamic or static angle difference of the materials
in the drum influence the axial segregation process
@4,6,10,11#.
In this article, we investigate experimentally the depen-
dence of the dynamic angle of repose on the rotation speed
of a half-filled drum for particles of different material prop-
erties. It is found that the angle is up to 5° higher at the end
caps of the drum due to boundary friction. Using a three-
dimensional discrete element code, we are able to quantify
this boundary effect and discuss its dependence on gravity,
particle size, and density.
II. EXPERIMENTAL RESULTS
An acrylic cylinder of diameter 6.9 cm and length 49 cm
was placed horizontally on two sets of roller supports and
was rotated by a well-regulated electronic motor. The mate-
rial used was mustard seeds which are relatively round of
average diameter about 2.5 mm, and have a coefficient of
restitution, estimated from a set of impact experiments, of
about 0.75 @23#. A set of experiments were conducted to
measure the angle of repose in different flow regimes. For a
small rotation speed V , intermittent flow led to a different
angle before and after each avalanche occurred, called the
starting ~maximum! and stopping ~minimum! angle, respec-
tively. For a larger rotation speed these intermittent ava-
lanches became a continuous flat surface and thus enabled us
to define one angle of repose defined as the dynamic angle of
repose as shown in Fig. 1~a!. When V increases, the flat
surface deforms with increasing rotation speeds and develops
a so-called S-shape surface for higher rotation speeds, shown
in Fig. 1~c!. The deformation mostly starts from the lower
boundary inwards and can be well approximated by two
straight lines with different slopes close to this transition,
sketched in Fig. 1~b!. For all measurements in this regime,
we took the slope of the line to the right which corresponds
to the line with the higher slope.
The average maximum and minimum angles of repose for
the intermittent avalanches were found to be about 36° and
32°, respectively, see Fig. 2. There seems to be a rather
sharp transition from intermittent to continuous avalanches,
which happens around V54 rpm. For V greater than 4 rpm
where the avala ches ar continuous, the mustard seed data
indicate a linear dependence of the dynamic angle of repose
on the rotation speed which differs from the quadratic depen-
dence found by Rajchenbach @3#.
We also investigated the dynamic angle of repose for dif-
FIG. 1. ~a! Flat surface for low rotation speeds, ~b! deformed
surface for medium rotation speeds with two straight lines added as
approximation, and ~c! fully developed S-shaped surface for higher
rotation speeds.
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Figure 4-20: The surface development with the effect from rotation speeds: (a) flat
surface for low rotation speeds, (b) deformed surface fo medium rotation speeds
with two straight lines added as approximation, and (c) fully developed S-shaped
surface for higher rotation speeds (Dury et al., 1998)
In a rotating drum filled with cohesionless grains, avalanches can be observed on the
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surface of flows. The dynamic angle of repose can be defined as the angle of the flow
surface at which avalanches occur. However, the various avalanching phenomena
can be observed with different rotational speeds as discussed previously in Section
2.4 and as shown in Figure 4-20.
This section explores the effect of rotation speed on the dynamic AoR using a 2D
rotating drum DEM simulation.
4.4.1 Simulation method
A 2D rotating drum was simulated here in this section as shown in Figure 4-21. In
order to compare with the funnel simulation, the 2D DEM code used for the funnel
model in Section 4.3 was employed here again. For example, the Hertz contact model
and particle boundary condition were adopted in this model. Furthermore, the same
parameters listed in Table 4.5 were adopted. This means that for the present model,
the internal particle material was PSM-4 and the frame was aluminium.
D
ω
Figure 4-21: 2D DEM rotating drum model
Besides, the particles’ sizes were also made consistent for the previous funnel simu-
lation and this rotating drum simulation. The particles in the experimental sample
and funnel simulation in Section 4.4 consist of 2500 discs with a diameter of d = 6.9
mm and 500 discs with a diameter of d = 8.9 mm. In this simulation, the discs also
have two different diameters, 6.9 mm and 8.9 mm. The ratio of their amount was
specified to 5:1, even though the same number of discs cannot be guaranteed.
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Table 4.5: DEM parameters used in Test 4 (Rotating drum)
Parameters Symbols Units Values Dimensions
Radius of disc R mm 3.45/4.45 [L]
Thickness of disc T mm 6.6
Number of disc 1780/356
Diameter of drum D mm 540 [L]
Gravity g m/s2 9.8 [LT−2]
Density ρ kg/m3 1056 [ML−3]
Time step ∆t s 2.0 × 10−5
Rotational speed ω rad/s 0.5 - 9.0 [T−1]
Filling ratio f 30% [–]
Disc
Young’s Modulus E MPa 4.0 [ML−1T−2]
Poisson’s Ratio ν 0.5 [–]
Friction Coefficient µ 0.8 [–]
Restitution Coefficient ε 0.8 [–]
Boundary
Young’s Modulus Eb MPa 69.0 × 103 [ML−1T−2]
Poisson’s Ratio νb 0.334 [–]
Friction Coefficient µb 1.0 [–]
Restitution Coefficient εb 0.5 [–]
The rotating drum had a diameter of D = 55 cm, with 255 boundary particles and
2135 internal particles. A wide range of the rotational speed ω (from 0.5 rad/s to
9.0 rad/s) was considered to investigate the development of dynamic AoR.
In the beginning, the particles were generated in a regular order inside the drum.
The initial spacing between discs is required to be larger than the maximum diameter
of particles in order to avoid overlap. On the other hand, zones are adopted for the
purpose of contact searching in DEM, and in general, the zone size should be slightly
larger than the maximum size of particles. As a consequence, in this simulation,
the zone size was set to be 10 mm, and one disc was generated within a single zone
inside the drum.
Similar to the previous pile formation simulation, the configurations of the discs
were output in .DXF files to enable the dynamic AoR to be measured. After that,
the angle of the surface can be measured from these configurations in AutoCAD.
Different from the static AoR test (pile formation), the dynamic AoR is measured
from a dynamic state rather than a stable state, so the interparticle forces cannot
be used to estimate the time when dynamic AoR forms. To make matters worse,
there will be different stages of the AoR with different rotational speeds as discussed
earlier in this section.
Here in this simulation, the kinetic energy of the entire system was analysed to check
whether the system is in a relatively steady state. The total kinetic energy is an
108









in which mi and vi are the mass and the velocity of particle i respectively, and N is
the total number of particles.
In addition, three configurations were captured after that time, and the mean an-
gle obtained from these three configurations is taken as the dynamic AoR at this
specific rotational speed. Considering that the avalanching cycle is affected by the
rotational speed, the time interval for these three configurations should depend on
the rotational speed, which gives 2π/3ω.
Dimensional analysis
From Table 4.5, the final repose angle α is determined by the following variables
α = f(R,D, g, ρ, ω, f, E, ν, µ, ε) (4.15)
It should be noted that the time step ∆t and the number of particles are numerical
parameters which can affect the accuracy of solutions rather than physical results.
Therefore, they are not involved in the influential variables shown above. Addi-
tionally, both the experiment and the simulation in this section is actually in two
dimensions, and the thickness of discs T here should also not be included.
According to the Buckingham Pi theorem of dimensional analysis (Brand, 1957),
there are 3 dimensions [L], [M], and [T] in these 10 variables and therefore, 10 - 3
= 7 dimensionless parameters can be formed which finally determine the angle of










, ν, µ, ε) (4.16)
The effect from the particles’ properties including ρgR
E
, E, ν, µ, and ε have been




number Fr defined as the ratio of centrifugal force over gravity. The Froude number
Fr is generally used for identifying different modes of bed motion. As this section
focuses on the rotational speed ω, the relationship between the repose angle α and
the Froude number Fr can be analysed.
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where R is the particle radius, ρ is the density and g is the gravity.
4.4.2 Results and discussion
Figure 4-22 gives an illustration of the disc configurations with the rotational speed
of ω = 1.0 rad/s during the time t = 0.0 - 1.25 s. Initially, the discs were arranged
in a regular order over the region. The diameters of discs were randomly distributed
according to the ratio 5:1. Under gravity, discs were squashed together, and then
formed a smooth hill (Figures 4-22a, 4-22b and 4-22c). As the drum was rotated,
avalanches started to form on the top layer of discs and gradually a flat surface was
formed. Similar to the funnel model, a blue line was included across the centroid of
each disc to visualise the rotation of the disc.
Figure 4-22 also reveals that after 1.0 s, the assembly of discs became stable. This
is further verified by the results of the total kinetic energy shown in Figure 4-23. As
can be observed, the total kinetic energy Ek increased during the first 0.5 s and after
then, fluctuated in a small range. Moreover, this trend is similar regardless of the
change in the rotational speed ω. Therefore, even with different rotational speeds,
the dynamic AoR could be measured from the snapshot of disc configurations after
1.0 s. Three configurations for measuring AoR were then output at times t = (1.0
+ 2π/3ω), (1.0 + 2 * 2π/3ω), and (1.0 + 3 * 2π/3ω) s.
Effect of rotational speed
The snapshots at different drum speeds (ω = 0.5 - 9.0 rad/s) are displayed in Figures
4-24 and 4-25. Apart from the dynamic AoRs, these figures can give some informa-
tion about the change of the free surface. The flat surface earlier in Figure 4-20a can
roughly be recognised starting from Figure 4-24e with the speed of ω = 2.5 rad/s at
which continuous avalanches occur. Before then, namely at lower speeds ω = 0.5 -
2.0 rad/s, a slight difference can be seen at the two ends of the free surfaces. As the
speed increases, the surface becomes steep, but the flat surface seems to end at the
speed of ω = 6.0 rad/s. From ω = 6.5 rad/s onwards, the surface becomes uneven,
and the two end regions were experiencing turbulence. At ω = 9.0 rad/s, a clear
S-shape can be observed which is similar to that in Figure 4-20c.
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(a) t = 0.0 s (b) t = 0.25 s
(c) t = 0.50 s (d) t = 0.75 s
(e) t = 1.00 s (f) t = 1.25 s
Figure 4-22: Snapshots of discs configurations during the time t = 0.0 - 1.25 s at
the rotational speed of ω = 1.0 rad/s
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 = 0.5  = 3.0  = 6.0  = 9.0
Figure 4-23: The time history of total kinetic energy E∗k during the time t = 0.0 -
4.0 s at different rotational speeds
Figures 4-26 and 4-27 give an illustration of the dynamic AoR measured at different
speeds. Straight lines were drawn along the free surfaces to measure the angles.
These lines again verify the previous analysis that continuous avalanches start from
ω = 2.5 rad/s (see (5) in Figure 4-26) and uneven surfaces are found from ω = 6.5
rad/s ( see (5) in Figure 4-27). The uneven surfaces made it difficult to define the
slope angle in AutoCAD, and even a small drop of angle is found in Figure 4-27
from (16) to (18).
Table 4.6 and Figure 4-28 present the variation of the dynamic slope angle at dif-
ferent drum rotational speeds ω and with corresponding Froude number Fr. Figure
4-28 indicates that the resultant dynamic AoR changes over a broad range from less
than 20◦ to larger than 40◦. Besides, the dynamic AoR appears to have a linear
dependence on the rotational speed. These two findings prove that the dynamic
AoR is highly affected by the rotational speed and their relationship appears to be
linear, which is in agreement with previous studies by Brucks et al. (2007); Santos
et al. (2016) as shown in Figure 4-29. Besides, in Figure 4-28, the static angle (
αstatic ≈ 27◦) obtained from the previous sandpile simulation is corresponding to the
angle value at the speed of ω = 3.0 rad/s. The value at the speed of ω = 0.0 rad/s
can be deduced to be under 20◦. Considering that the two simulations are based on
the same parameters, this observation reveals that the dynamic AoR is lower than
the static angle with the rotational speed ω less than 3.0 rad/s. This finding is in
accordance to the studies by Chou et al. (2010); Fowler and Wyatt (1960); Henein
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(a) ω = 0.5 rad/s (b) ω = 1.0 rad/s (c) ω = 1.5 rad/s
(d) ω = 2.0 rad/s (e) ω = 2.5 rad/s (f) ω = 3.0 rad/s
(g) ω = 3.5 rad/s (h) ω = 4.0 rad/s (i) ω = 4.5 rad/s
Figure 4-24: Snapshots of discs configurations at different rotational speeds (ω =
0.5 - 9.0 rad/s) in the 2D DEM rotating drum simulation
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(a) ω = 5.0 rad/s (b) ω = 5.5 rad/s (c) ω = 6.0 rad/s
(d) ω = 6.5 rad/s (e) ω = 7.0 rad/s (f) ω = 7.5 rad/s
(g) ω = 8.0 rad/s (h) ω = 8.5 rad/s (i) ω = 9.0 rad/s
Figure 4-25: Snapshots of discs configurations at different rotational speeds (ω =




(1) ω = 0.5 rad/s
30.79° 31.57° 32.76°
(2) ω = 1.0 rad/s (3) ω = 1.5 rad/s
(4) ω = 2.0 rad/s (5) ω = 2.5 rad/s (6) ω = 3.0 rad/s
(7) ω = 3.5 rad/s (8) ω = 4.0 rad/s (9) ω = 4.5 rad/s
Figure 4-26: The dynamic AoRs obtained from the 2D DEM rotating drum simula-





(10) ω = 5.0 rad/s (11) ω = 5.5 rad/s (12) ω = 6.0 rad/s
(13) ω = 6.5 rad/s (14) ω = 7.0 rad/s (15) ω = 7.5 rad/s
(16) ω = 8.0 rad/s (17) ω = 8.5 rad/s (18) ω = 9.0 rad/s
Figure 4-27: The dynamic AoRs obtained from the 2D DEM rotating drum simula-
tion ((10) - (18) at different rotational speeds (ω = 5.0 - 9.0 rad/s)
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et al. (1983); Kleinhans et al. (2011). It is because the kinetic friction is lower than
static friction between the particles.
Table 4.6: The resultant dynamic AoRs at different rotational speeds ω and corre-
sponding Froude number Fr obtained from the 2D DEM rotating drum simulation
ω (rad/s) 0.5 1.0 1.5 2.0 2.5 3.0
Fr 0.0069 0.0276 0.0620 0.1102 0.1722 0.2480
α1 20.16 20.77 23.60 26.12 26.71 29.00
α2 18.58 20.99 24.22 27.22 26.96 27.60
α3 19.36 20.97 24.29 25.31 28.39 29.06
αavg (
◦) 19.37 20.91 24.04 26.22 27.35 28.55
ω (rad/s) 3.5 4.0 4.5 5.0 5.5 6.0
Fr 0.3375 0.4408 0.5579 0.6888 0.8334 0.9918
α1 29.97 31.39 32.03 33.37 34.11 35.58
α2 30.82 31.55 32.21 33.52 34.45 35.19
α3 30.79 31.57 32.76 33.44 34.34 35.40
αavg (
◦) 30.53 31.50 32.33 33.44 34.30 35.39
ω (rad/s) 6.5 7.0 7.5 8.0 8.5 9.0
Fr 1.1640 1.3500 1.5497 1.7633 1.9906 2.2316
α1 37.55 37.64 39.66 39.65 39.42 40.58
α2 37.33 38.59 39.00 39.78 39.59 40.73
α3 36.88 38.44 39.09 40.23 39.82 42.01
αavg (
◦) 37.25 38.22 39.25 39.89 39.61 41.11
Apart from the dynamic AoR, the velocity distribution of particles in the drum
was investigated. In rotary drums, two characteristics are commonly presented: the
instantaneous velocity and the time-averaged velocity. These two characteristics
are spatial fields, but in DEM, the velocity information is carried with individual
particles which will dynamically move. Therefore, there is a need to transfer the
particle velocity into spatially local velocity. The solution used in this research is
to divide the problem domain into zones, and then record the particles within the
zones at each time step.






in which vi,t is the velocity of zone i at the time t, vi,j is the velocity of particle j in
the zone i, and Ni stands for the total number of particles in zone i.
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Figure 4-28: The relationship of the dynamic angle of repose α with the rotational
speed ω and the Froude number Fr in the 2D DEM rotating drum simulation
Figure 4-29: The dynamic angle of repose at the tumbler centre increases with
increasing angular velocity, and meantime, decreases with higher gravity g in the
experiment by Brucks et al. (2007). Markers (•), (4), (5), (©), () and (♦) are
in an order of increasing gravitational level
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in which vi is the averaged value of the velocity of zone i and Nt is the number of
time stepping during the predefined time.
The time-averaged velocity field presents a relatively steady state of the drum and
this means the predefined period should not include the initial status of the drum.
From Figure 4-23, it can be known that the whole system is stable after 1.0 s at
different speeds, and consequently the time-averaged velocity field is defined to be
calculated during the time t = 1.0 - 4.0 s.
Figure 4-30 presents the instantaneous velocity distribution during the time t = 0.0
- 2.0 s with a rotational speed of ω = 3.0 rad/s. These subfigures show that the
velocity of particles had a stable distribution after t = 0.75 s (Figure 4-30 (d)).
The particles with relatively high velocities were found near the drum boundary,
particularly for those particles locked within cylinder particles. In contrast, the
particles located in the middle region of the drum had relatively low velocities. A
difference can be observed between the velocity of the free surface and the middle
region, which indicates the occurrence of avalanches on the free surface.
Figure 4-31 compares the time-averaged velocity field with different rotational speeds
(ω = 1.0, 3.0, 6.0 and 9.0 rad/s). The arrows are rendered with the velocity magni-
tude |v|, and the magnitude range varies according to the rotational speed. It can
be seen that with increasing speeds, the velocities are higher, which means discs
behave more vigorously. Nevertheless, a similar pattern can be observed with all
different speeds that the relatively high velocities locate in the free surface and drum
boundaries, while the relatively low velocities are within middle regions.
The active-passive interface is of great interest for the purpose of mixing. By defini-
tion, the active-passive interface is where the time-averaged velocity parallel to the
free surface is zero. This research does not focus on this characteristic, and there-
fore, quantitative analysis was not given here. However, some information could also
be known from Figure 4-31. As definition gives, the interface is where the arrow
perpendicular to the free surface. Figure 4-32 gives a red line roughly indicating the
active-passive interface for the cases with ω = 1.0 and 9.0 rad/s respectively. The
region above the line is the so-called active region and below is passive region. It
can be seen that the active region of Figure 4-32a is larger than that in Figure 4-32a.












































(f) t = 2.00 s
Figure 4-30: The instantaneous velocity distribution of the 2D DEM rotating drum
simulation at the speed of ω = 3.0 rad/s during the time t = 0.0 - 2.0 s. |v| stands
for the velocity magnitude of which the range is fixed in [0.0, 0.8]. |v| = 0.80 m/s

































(d) ω = 9.0 rad/s
Figure 4-31: The time-averaged velocity field of the 2D DEM rotating drum simu-
lation at specific rotational speeds ω = 1.0, 3.0, 6.0, 9.0 rad/s over the time t = 1.0
- 4.0 s. The arrows are coloured with velocity magnitude |v|.
(a) ω = 1.0 rad/s (b) ω = 9.0 rad/s
Figure 4-32: Comparison of the active-passive interface of the drum at the rotational
speeds ω = 1.0, 9.0 rad/s. Red lines represent the active-passive interface
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Effect of boundary condition
In the previous analysis, convex particles were added to drum boundary so as to
give enough friction along the drum boundaries. To some extent, the intensity or
the number of the convex particles along the drum boundary represents boundary
friction. To check the effect of it on the dynamic AoR, these convex particles were
reduced or removed, which was then compared with the previous results. Following
four cases were compared,
Table 4.7: Four 2D DEM rotating drum simulations with different boundary condi-
tion





Case 1 is the previous analysis; Cases 2 and 3 have three quarters and half of the
original amount respectively; Finally, Case 4 has no convex particles. The rotational
speed was set to be ω = 6.0 rad/s for the convenience of AoR measurement as the
continuous avalanches will occur with this speed. Other settings used the parameters
listed in Table 4.5.
Figure 4-33 compares the time-averaged velocity field over the time t = 1.0 - 4.0 s in
the simulations Cases 1, 2, 3 and 4. For Cases 1, 2 and 3, no difference can be found
in terms of either the velocity magnitude or the active-positive interface. The only
difference is that the upper side of the drum is filled with particles of low velocity in
Case 2 and 3 while it is not in Case 1. This because some internal particles can be
stuck between convex particles along, and later fall down as they moved to the top.
It can be observed that the velocity distribution in Case 4 was different from that
in Cases 1, 2 and 3. Specifically, the active region of Case 4 is smaller than that of
Cases 1, 2 and 3.
Figure 4-34 and Table 4.8 further compare the dynamic AoRs from these four simu-
lations. The values of the mean dynamic AoR obtained from simulations Case 1, 2,
3 and 4 are 35.39◦, 35.30◦, 35.29◦ and 30.22◦ respectively. If comparing the result of
Case 4 with that of Case 1, 2 and 3, it indicates that the additional convex particles
along the drum do affect the dynamic AoR of a rotating drum. To be specific, the
implementation of convex particles along the drum boundaries can increase the dy-
namic AoR. However, there is no large difference for the AoR values among Cases
1, 2 and 3. That is to say, the relationship between the number of convex particles
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Figure 4-33: The time-averaged velocity field of the 2D DEM rotating drum simu-
lations: Cases 1, 2, 3 and 4. |v| is the magnitude of particle velocity which is fixed
in the range [0.0, 1.0] m/s for comparison
To summarise, the dynamic behaviour of cohesionless granular particles in a rotat-
ing drum is well represented in this section. Both the effect of the rotational speed
and the boundary condition were investigated. With effect from rotational speed,
various stages regarding particle surface change have been recognised from the re-
sults. The dynamic repose angle obtained from the simulations increases with the
increasing rotational speeds ω or the Froude number Fr. Additionally, the instan-
taneous velocity distribution and the time-averaged velocity field profiles were also
presented. With higher drum speeds, not only the whole assembly behaves more
actively, but also the active region is larger. These results are in accordance with
the studies in the literature (Chou et al., 2010; Fowler and Wyatt, 1960; Henein














Figure 4-34: The dynamic AoRs obtained from the 2D DEM rotating drum simula-
tions (a) Case 1 (b) Case 2 (c) Case 3 and (d) Case 4
Table 4.8: The dynamic AoRs with different boundary conditions
α1 α2 α3 αavg (
◦)
Case 1 35.58 35.19 35.40 35.39
Case 2 35.15 35.07 35.69 35.30
Case 3 35.33 35.24 35.29 35.29
Case 4 30.24 30.47 29.94 30.22
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is capable of simulating dynamic granular material. The effect of the drum bound-
ary was linked to the number of convex particles along the drum boundaries. The
results revealed that the additional convex particles can result in an increase in the
dynamic AoR, but the value of AoR did not increase much as the number of convex
particles increased.
On the other hand, the results also indicate that dynamic DEM simulation is more
complicated than the static simulation. Compared to the static problem, many
additional factors may have contributions to resultant dynamic behaviour. Among
these factors, the most representative factor is the rotational speed in the rotating
drum simulation. Apart from that, the comparison between the static angle and the
dynamic angle may reflect the influence of the particle shape setting or something
else unknown. The outcome of the dynamic AoR gives others a reference when
it comes to DEM dynamic simulations. For example, in slope stability problems,
the static criterion is not suitable for the case under earthquakes. Some relevant
facilities may consider more conditions to resist dynamic loadings. Moreover, this
rotating drum simulation successfully predicted the velocity distribution of granular
materials in a rotating drum, which agrees well with the mechanism by Mellmann
et al. (2004) and Chou and Lee (2009).
4.5 Summary
Four simulations were conducted in this chapter to verify and validate the developed
2D DEM code.
The first simulation, a disc resting on a flat plane, is a single particle system. Only
gravity was applied to the particle. This test verified four aspects of the code: (a)
The overall motion of the disc exhibited a harmonic motion. The relative error
between the DEM result and the analytical solution with regard to period and am-
plify was estimated to be less than 0.05%. This means the normal force calculation
was successfully implemented in the code. (b) Two situations, with and without
damping, were compared for each contact model. This indicates that the damping
computed from the theoretical equation was in a reasonable value range. (c) The
number of time steps in a single cycle was checked in the results. This implies that
the time step was set appropriately, which is important to guarantee both the pre-
cision and computational efficiency of the code. (d) The basic difference between
the two contact models, Kelvin Voigt and Hertz-Mindlin, respectively linear and
nonlinear, was observed through this simple and straightforward simulation.
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The first test is also a one-dimensional system, in which only the forces and the mo-
tions in the normal direction were analysed. The second simulation was extended
to be in two dimensions, in which a disc was simulated to roll up a slope. Transla-
tional and angular motions were both investigated. In the normal direction, the disc
experienced a harmonic motion as expected. In the tangential direction, the shear
force fluctuated in a similar pattern to the normal force, which means the Coulomb
friction criterion was validated. Due to the disturbance from the normal and the
tangential forces, translational and angular velocities shared small fluctuations in
a local range. The macro motions of the disc were also analysed and the relative
errors between the simulation results and the theoretical solution were estimated
to be less than 0.5%. This indicates that the fluctuations and the damping do not
affect the disc behaviour on the macro scale. Moreover, it implies that the contact
model was successfully implemented.
The existing 2D DEM code is developed to model cohesionless granular material,
and the AoR is a representative character for this kind of material. A funnel pile for-
mation and a rotating drum were modelled to reproduce the static and the dynamic
AoR respectively.
The funnel pile formation simulation was compared against an experiment (Zuriguel
et al., 2007). The setup of the configuration, the parameters and the boundaries
were considered in detail. The resultant static AoR obtained from 20 piles was
(26.18 ± 0.39)◦, which qualitatively reproduces the experimental result (27.0 ±
1.0)◦ with a relative error of less than 3.04%. Apart from the static AoR, the
vertical stresses at different levels were also examined in the simulation. As the
stress cannot be obtained directly from the simulation, a method was proposed
to calculate the stress from interparticle forces as demonstrated in Figure 4-17.
An arching mechanism between the particles was observed in the results of stress
analysis, which means that the particles were piled and force chains were formed.
The stress dip in the piles caused by the arching effect compares well with previous
findings in the literature (Hummel and Finnan, 1921).
The final test simulated the dynamic behaviour of discs in a rotating drum. The
parameters of the rotating drum are the same as that used in the funnel model.
Various modes of the bed motion were recognised when increasing the drum rota-
tional speed. The results showed that the rotational speed influenced the dynamic
behaviour of the discs and consequently affected the dynamic AoR. More specifi-
cally, with higher rotational speeds, the dynamic angles increased, and the active
region is also larger. Furthermore, the results indicate that the dynamic situation is
not equal to and more complicated than the static one. This is significant for some
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geotechnical applications such as slope stability under earthquakes that the static
AoR should be distinguished from the corresponding dynamic one. Apart from the
effect of drum speed, the effect of drum boundary condition was also investigated.
When the convex particles along the drum boundaries was removed, the result dy-
namic AoR had a clear reduction and particles behaved less actively. However, the
change of the number of these convex particles did not lead to much difference.
All in all, these four tests verify and validate the code step-by-step against the the-
oretical solutions or the experimental data. Many aspects of the code such as the
implementation of time integration and contact model were examined. Its perfor-
mance with an assembly of discs was also checked by two simulations associated to
AoR. All results prove that the 2D DEM code can simulate cohesionless granular






A 2D model can be considered as an idealisation of a 3D one based on some as-
sumptions usually related to plane-strain conditions. For instance, the plane strain
can be applied in a long dam of which the deformation along the length direction of
the dam could be ignored, and such a simplification will make the problem easier to
be modelled. However, in a complex situation where plane-strain conditions do not
exist (e.g. a sandpile), a three-dimensional model can provide more representative
outcomes than 2D simulation.
The first part of this chapter describes in detail the extension of a 3D DEM program
from the 2D DEM in Chapter 4. The changes are made mainly in three aspects: (a)
additional computation and formulations when converting to 3D; (b) mirror bound-
ary condition, a replacement of physical boundary condition; (c) the implementation
of parallel techniques.
Next, a 3D rotating drum is simulated using the developed 3D DEM program based
on the above improvements. As a comparison, a 2D rotating drum with the same
parameters and conditions is also conducted. The dynamic AoR continues to be
the measure used for comparison, and the analysis of velocity distribution is also
provided. In addition, the introduce of the mirror boundary condition and the
implementation of parallel computation should be analysed in this simulation.
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5.1 The development of a 3D DEM program from
a 2D DEM program
The early two-dimensional DEM programs invented by Cundall like BALL (Cundall
and Strack, 1978) assume that the discs are rigid. However, in some cases, the
deformation of a solid material cannot be neglected. Accounting for the deformation
motivated Cundall to extend the program to be in three dimensions, which is 3DEC
(Cundall, 1988b).
Transferring to a three-dimensional model is also challenging with the increased
computational cost. Besides, DEM, embedded with an explicit time integration al-
gorithm, requires a great number of particles and the particle size being as small as
possible. For that reason, DEM is usually limited by computational power. There-
fore, improving the computational efficiency of the program should be one of the
tasks for the extension. Some parallel computation techniques should be taken into
consideration to address the increased computation.
5.1.1 Additional computation
A straightforward change from a 2D simulation to a 3D simulation is the increase
of particles’ number. Assume that a square plane with 10×10 = 100 discs in 2D
is extended into a cube with 10×10×10 = 1000 particles in 3D. In this case, the
increased number of particles is 10 times the amount before. The increase in parti-
cle number depends on the expansion in the third direction, which is considerable.
Furthermore, the additional computation, e.g. particle interaction and particle mo-
tion, caused by the increased particle number would be a significant burden for the
computer.
For an individual particle, the degrees of freedom (DoF) of the particle changes. In
2D, each particle has 3 DoF (2 translations and 1 rotation) while in 3D it increases
to 6 (3 translations and 3 rotations) in 3D, as shown in Figure 5-1.
The DoF of the particle i in both cases can be expressed as (ri, ωi), where
ri = (xi, yi),ωi = (ωxy), for 2D (5.1)
ri = (xi, yi, zi),ωi = (ωyz, ωzx, ωxy), for 3D (5.2)
The additional DoF consequently increase all the relevant computations such as















Figure 5-1: The change degrees of freedom of an individual particle from 2D to 3D
relationship with DoF. For example, when calculating the additional velocity at the
contact point due to the particle rotation expressed in Equation 3.10 in Chapter 3.
In 2D, it is a product of a scalar ω and a vector r
ωi × ri = xiωxyi + yiωxyj (5.3)
but in 3D, it becomes a cross product of two vectors ω and r







∣∣∣∣∣ yi ziωzx ωxy
∣∣∣∣∣ i−
∣∣∣∣∣ xi ziωyz ωxy
∣∣∣∣∣ j +
∣∣∣∣∣ xi yiωyz ωzx
∣∣∣∣∣k
= (yiωxy − ziωzx)i− (xiωxy − ziωyz)j + (xiωzx − yiωyz)k
Apart from the particle number and particle DOF, another change is the contact
detection. Before evaluating contact forces, all contacts should be first detected.
As stated in Chapter 3, the problem domain can be divided into equal subspaces
and each particle is allocated into a cell according to its position. The particles in
neighbouring cells are checked as candidate particles to establish if they have contact
with the target particle. This contact search method is called nearest neighbouring
search (NNS) and the time it consumes is efficiently reduced compared to pairwise
particle searching.
Figure 5-2 provides an illustration of the neighbouring cells in both 2D and 3D
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cases. In a 2D DEM code, 8 neighbouring cells around the target cell are considered
whereas there are 26 neighbouring cells for a 3D DEM simulation. Contact detection
and interparticle force calculation are the most time-consuming parts in a DEM
simulation, which account for (60 - 80)% CPU time. The increased efforts in contact
searching as a result of extra neighbouring cells cannot be ignored, even though NNS
is implemented.
Target cell Neighbouring cells
(a) (b)
Figure 5-2: The neighbouring cells for contact detection in (a) a 2D DEM program
and (b) a 3D DEM program
It can be concluded from the above changes that a 3D DEM simulation has much
higher computational cost than a 2D DEM simulation. In addition, DEM imple-
mented with explicit time integration, requires small time steps to guarantee sim-
ulation capability and stability. A small time step requires a large number of time
loops to be undertaken. Consequently, the application of 3D DEM simulations is
limited by the number of particles or computational capability. Hence, in order to
convert the 2D DEM program to a 3D DEM program without the loss of particle
scale, the computational capability of DEM codes should be enhanced.
5.1.2 Parallel computation
A crucial challenge of converting a 2D DEM code to be in 3D is the dramatic increase
in computation as discussed in Section 5.1.1. There are many high-performance
supercomputers available to cope with the increasing demand for computational
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calculation. However, the aim of this research is to develop an efficient code rather
than adding workload. Parallel computing is such an option to achieve the high
performance of a program by reducing the execution time.
DEM is originated from Molecular dynamics (MD) simulation, so some parallel
strategies to reduce computational time can be inherited from MD. Maknickas et al.
(2006) classified these techniques into two methods. The first method is to assign a
fixed number of particles or forces to a processor, which is called atom decomposition
or force decomposition. Another method is spatial decomposition (Plimpton, 1995).
In the latter, the problem region is divided into sub-domains and each sub-domain
is assigned to a processor, as shown in Figure 5-3.






Figure 5-3: An illustration of the domain decomposition along the x direction






Figure 5-4: The domain decomposition along the x direction based on the arrange-
ment of contact cells
The spatial decomposition method was taken as the parallel method for the 3D
DEM code. This is because the mapping cells in the contact detection process can
be directly used as the sub-domains or be evenly assigned to processors in the spatial
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decomposition as shown in Figure 5-4. Apart from that, the contact detection is
one of the most time-consuming parts in DEM codes as stated in Section 5.1.1,
and the optimisation of the contact detection algorithm will highly improve the
computational efficiency.
Parallel computing is generally operated on multiple processors, which is called
multiprocessing parallel. With the spatial decomposition method, each processor
has all the information, such as positions, velocities and forces, of the particles within
its sub-domains. Then the interparticle forces are computed and the positions are
updated in this processor. During this process, if a particle crosses the boundaries
between two processors or interacts with the particles in another processor, the
information of the particle should be passed from one processor to another. In
these cases, processors are required to communicate with each other, which could
be achieved through either a common memory or a communication hub.
Therefore, the multiprocessing efficiency is a combined result of the processing load
and the communication load. Minimising the communication load in the multi-
processing parallel has attracted attention in many DEM programs. For example,
message-passing interface (MPI) is implemented in ESyS particle to act as a com-
munication network (Canonical Group Ltd., 2014). However, this research only
considers basic parallel strategies that are easy to implement and such complex
parallel methods with communication techniques are not considered here.
An alternative method is the multithreading. Unlike the multiprocessing parallel,
threads are able to share the resources of a single or multiple cores and therefore,
there is no need for the communication network. This does not mean that mul-
tithreading parallel is superior to multiprocessing parallel because multithreading
aims to optimise the single core.
Figure 5-5 compares the DEM simulation procedures before and after applying mul-
tithreading parallel computing. Firstly, the problem domain is separated into reg-
ular cells, and particles are mapped in these cells so as to save the cost of contact
searching. The domain decomposition can be employed based on the existing cells.
For simplification, the cells are divided along the x direction and then assigned to
corresponding threads as shown in Figure 5-3. Sequentially, each thread is in charge
of the task to find interaction and calculate forces.
To achieve multithreading computation in C++, header <future> was introduced
into the DEM program as shown in Algorithm 3. Function async can trigger task [i]
asynchronously and store its results in object future[i] temporarily. The task [i]
represents the task completed by the thread i, and that is the contact searching and
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interparticle force calculation as demonstrated in Figure 5-5. Function get() is used
to call back the results stored in future[i] and complete the task [i];
In the parallel scheme, only two parts, the contact searching and the force compu-
tation, were embedded with multithreading. This is because these two processes are
the most time-consuming parts of the DEM programs. The efficiency of this type
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Assign decomposed cells to threads
























Figure 5-5: The flowchart of the 3D DEM scheme (a) without parallel implementa-
tion (b) with multithreading parallel implementation
Algorithm 3 Multithreading parallel in the 3D DEM program
procedure Trigger Multithreading
for all thread i do
assign task[i] to thread i:
future[i] = std :: async(task[i], number);
procedure Complete Multithreading
for all thread i do
call back and store the results of the task[i]:
returnNow[i] = future[i].get();
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5.1.3 Mirror boundary condition
The boundary treatment in DEM can be classified into either physical or virtual
boundary conditions (Kremmer and Favier, 2001).
A simple example of a physical boundary is to apply a set of particles to represent
the boundaries, such as the particle boundaries employed in the funnel model in
Section 4.3. These particles are of the same size and have the same properties as
the internal particles, so the same detection algorithm and contact model can be
applied to their interactions with the particles inside. Some other forms of physical
boundary representations can be complex objects like cylinders and blocks but in
this case, extra treatments may be needed to address contact detection between the
boundary objects and the internal particles (Cundall, 1988b; Walton et al., 1988).
The implementation of the physical boundary condition requires that boundary
objects are predefined in terms of their properties, motion and relationship with
internal particles, which should be handled properly. Besides, it has been recognised
that physical boundaries locally affect the behaviour of nearby internal particles and
consequently affect the bulk behaviour (Dury et al., 1998; Zhang and Evans, 2018;
Zhou et al., 2005).
Periodic boundary condition (PBC) is a widely used virtual boundary in DEM and
sometimes is used in conjunction with the physical boundary condition in some spe-
cific directions (Cui et al., 2007; Yang et al., 2014; Zhang and Evans, 2018; Zhou
et al., 2005). PBC assumes that once a particle crosses the boundaries, it should
re-appear on the opposite side of the boundaries and can continue to interact with
the particles in new areas. The only change after this process is its position and the
other properties (e.g. velocity and mass) remain the same as before. In this way,
the particles near the periodic boundaries are actually interacting with the particles
on the other side and therefore, the boundary effect mentioned above is eliminated.
Besides, the mechanics of particle penetration in PBC forms a continuous particle
flow in the direction perpendicular to the periodic boundaries. This enables a sim-
plification of the model for some practical problems. For instance, in the modelling
of a stream in a tunnel, the model could be simplified to a thin slice if PBC is ap-
plied along the tunnel axis. As a result, computational efficiency will be significantly
improved. However, this model simplification is not suitable for all problems. For
the same reason, the application of PBC in a rotating drum simulation caused a
bulk displacement of the bed in the axial direction (Third et al., 2011).
PBC is not considered for this research, although it has many advantages compared
to the physical boundary. This is because in an SPH fluid simulation, there is
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flow formed through boundaries if PBC is implemented for boundaries, which is
not what is expected in this research. An alternative virtual boundary condition
has attracted attention herein: the mirror particle boundary method. The mirror
particle boundary condition (MBC) is a common form of boundary conditions in
SPH (Colagrossi and Landrini, 2003; Napoli et al., 2015). There are no flow and
no scalar flux across the mirror particle boundaries. MBC and PBC share similar
features in common, which will be given in detail later.
The principle of MBC is demonstrated in Figure 5-6. As stated previously in Chapter
3, the problem domain is mapped into an array of zones before searching particle
contacts by reason of reducing computation. The mapping zones near the boundaries
with all the particles inside are duplicated symmetrically. Therefore, when finding
all the contacts of a targeting particle adjacent to the boundaries, these virtual
particles are also included as candidate particles as defined in Section 3.1.2.
Figure 5-6: Mimic zones and ghost particles in mirror boundary condition
A mirror boundary condition works through the following rules in three aspects:
position, velocity and force, as outlined below. Figure 5-7 presents an example in 2
dimensions.
1. Position Treatment.
Particles 2′ and 3′ are respectively the symmetry particles of particles 2 and 3.
Suppose particle 2 is at (x, y), the particle 2′ is then located by the equations
x′ = 2xB − x, y′ = y (5.5)
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where xB is x axis at the vertical mirror boundary and will become
x′ = x, y′ = 2yB − y (5.6)
if particle 2 is near a horizontal mirror boundary.
These rules can also be applied to particles which move out of boundaries.
Likewise, for particle 4, the mirror particle 4′ will be reflected back inside the
boundary. From this point on, the particle 4′ totally replaces particle 4 or it
can be simply regarded as particle 4 bounced back.
A special case is the particle 1 in the corner zone of the entire domain (Figure
5-7). Particle 1′ and particle 1′′ are not enough to stop particle 1 to leak out
so particle 1′′′ is complemented in the third place.
x′ = 2xB − x, y′ = 2yB − y (5.7)
2. Velocity Treatment.
Apart from the symmetry location, there is no exception for velocity. The
magnitude of velocity does not change but the direction is mirrored along
boundaries.
For example, if particle 2 has a velocity of (vx, vy), the velocity of particle 2
′
is
v′x = −vx, v′y = vy (5.8)
However, for particles 1′ and 1′′′, the relationship becomes
v′x = −vx, v′y = −vy (5.9)
3. Force Treatment.
The above statements define the motion of virtual particles, after which these
particles are assigned with the same properties (e.g. mass and stiffness) as
that of the original particle. When calculating interparticle interactions, they
are treated as the same as the internal particles, which means they exert forces
on the internal particles.
Take particle 2 in Figure 5-7 as an example. It is subjected to the forces from
particle 2′, particle 3 and particle 3′ at the same time. In this way, particle 2
is deliberately dragged back from the boundary.
For the particle 4 which was bounced back to be the particle 4′, the forces
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acting on the particle 4 became all the forces on the particle 4′. Similar to
the particle 2, these forces include the force from one mirrored virtual particle
that is exactly in the position of the present particle 4.
It is worth noting that these virtual particles occur in the present time step.
In the next loop, new mirror particles will be generated and this process will
be repeated.
Figure 5-7: Illustration of the Mirror Boundary Condition (MBC)
5.2 3D DEM rotating drum simulation
A 3D DEM program was developed from the 2D DEM version in Chapter 4 by
including the adaptations described in previous Section 5.1. In order to verify this
3D DEM program, a new 3D rotating drum is conducted in this section.
Different from the 2D rotating drum simulation in Section 4.4, the aim of this
verification test is to simulate the dynamic AoR of 3D cohesionless sand instead
of 2D photoelastic discs. This section is organised in three parts: the first part
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is the comparison of the dynamic AoR of cohesionless sand between the 2D DEM
version and the 3D DEM version; the second part is to investigate the effect of
mirror boundary condition on the AoR by changing the thickness of the drum; and
the third part evaluates the performance of multithreading parallel implementation.
5.2.1 Comparing to 2D DEM rotating drum model
Simulation method
Same as the 2D rotating drum simulation, the model in 3D was motivated by two






Figure 5-8: 3D DEM rotating drum model: (a) Front view; (b) Side view
The objective material in this chapter was narrowed from granular material to be
cohesionless sand but it is not defined as a specific type of sand. General values of
cohesionless sand properties were adopted, such as Young’s modulus, Poisson’s ratio
and density, as shown in Table 5.1.
As for the scale of this model, the simulation tried to model real loose sand in a
drum that is visible to observe. The size of real sand is ranged from 2 mm to 1µm.
In spite of the implementation of parallel computation, the 3D program is unable to
fulfil the simulation with such amount of particles as that is of great computational
demand. For this reason, the diameter of the particles was set to be the maximum
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Table 5.1: DEM parameters used in the 3D DEM rotating drum simulation with
cohesionless sand
Parameters Symbols Units Values Dimensions
Drum thickness T mm 6.0 [L]
Drum diameter D mm 150 [L]
Disc/particle radius R mm 1.0 [L]
Gravity g m/s2 9.8 [LT−2]
Density ρ kg/m3 2500 [ML−3]
Time step ∆t s 5.0 × 10−6
Rotational speed ω rad/s 3.0 [T−1]
Filling ratio f 30% [–]
Particle
Young’s modulus E MPa 20.0 [ML−1T−2]
Poisson’s ratio ν 0.3 [–]
Friction coefficient µ 0.8 [–]
Restitution coefficient ε 0.8 [–]
Boundary
Young’s modulus Eb MPa 69.0 × 103 [ML−1T−2]
Poisson’s ratio νb 0.334 [–]
Friction coefficient µb 1.0 [–]
Restitution coefficient εb 0.5 [–]
value of 2 mm. To further reduce the computational cost, the dimension along the
drum axis was set to be 150 mm. Besides, only a thin slice of the drum was analysed
and the thickness of the drum was initially set to be 6.0 mm.
As for the drum speed, the results obtained from the 2D rotating drum test indicate
that either low or high rotational speed may lead to an uneven disc surface, which
makes it difficult to measure the dynamic AoR. Thus, the rotational speed in the
3D model was fixed to be ω = 3.0 rad/s in order to form continuous avalanches and
relatively stable dynamic angles.
For comparison, the same parameters in listed Table 5.1 were earlier input into the
2D version code. The mirror boundary was taken as the boundary condition at the
two ends of the axis of the drum. On the other two directions (X-Y plane), the
boundaries consisted of boundary particles. These boundary particles were made
different from the interior particles. The properties of aluminium were applied to
these boundary particles, which is similar to the model in the earlier 2D simulation.
Before discussing the results, a few points should be noted in this section as follows:
Differences to the previous rotating drum The material used in the previous
simulation was a type of photo-elastic material which has lightweight and low elas-
ticity. The model particles in 3D were simulated to be representative of cohesionless
sand. By doing this, the research objective is close to real soil and meanwhile, this
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sets the foundation for the future work on coupling DEM and SPH. Besides, the
particles were set to be of the same size, which may lead to clusters and slipping phe-
nomena in 2D due to the absence of rolling friction. This will be further discussed
later.
Filling ratio The filling degree is a key factor affecting the dynamic angle as
review in Section 2.4. Therefore, the same filling ratio should be guaranteed in
both 2D and 3D simulations. However, the generation of discs or particles in the
external region follows the rules that each cell is occupied by only one disc/particle.
This initial treatment avoids the overlap of discs/particles at the beginning which
may cause disc explosion. However, with this initialisation method, it is difficult to
know the volume of particles when they are piled in advance. If using the original
method to generate particles, the resultant filling ratio in 3D, in theory, is lower
than that in 2D. This is because the voids between particles make the bulk volume
larger than the sum of individual particles’ volume, and voids are used effectively in
3D. This means, under the condition of no overlap between particles, the maximum
filling ratio is from the 3D model. As a result, the solution in this simulation is to
adjust the 2D filling ratio to be close to the 3D one. To achieve that, firstly, the
configurations from the 3D model were analysed and its filling ratio was calculated.
Next, trial tests were conducted in the 2D model via changing the number of internal
cells which are filled with particles. Until the ratio difference was controlled within
1 %, it could be seen that these two models have the same filling ratios. It turned
out that the filling ratio was set as (30 ± 1) %.
Determining the dynamic AoR The dynamic angle was measured from .dxf
files in AutoCAD. As for the 2D model, the .dxf file is the cross-section configuration
of the drum perpendicular to the axial direction. In the 3D model, the drum has
dimension along its axis and in result, the dynamic angle may vary according to
where the configuration was captured. So far, the effect of two ends on the particle
behaviour is unknown. Hence, rather than taking a cross-section configuration, the
entire system was projected into a plane perpendicular to the axis. An overlapped
image was then formed to obtain the dynamic angle. This angle represents the
maximum angle can be found wherever the cross-section is.
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Results and Discussion
Figure 5-9 shows that the total kinetic energy E∗k only has an sharp increase during
the first 0.5 s and becomes steady after then. This means that the dynamic AoR
could be measured from the snapshot of disc configurations after 1.0 s. To average
the results, 6 configurations were captured for both the 2D and 3D rotating drums.
The output time is from t = 1.0 s with a time interval of 2π/3ω. A difference
between two simulations can be found from Figure 5-9 that the energy fluctuation is
large in the 2D rotating drum comparing to the 3D drum. This indicates relatively
unsteady status of the 2D drum and more information will be given in following
analysis.



























Figure 5-9: The time history of the total kinetic energy E∗k in the 2D and 3D rotating
drum simulations during the time t = 0.0 - 4.0 s
Figure 5-10 gives the rotating drum configurations using the 2D DEM code. It can
be observed that the discs in the middle region tended to assemble together resulting
in blocks and shearing interfaces. As the drum rotated, these discs regrouped and
new blocks were formed. As a result, the free surface kept being uneven, which
makes it difficult to determine its dynamic AoR. Figure 5-12 further compares the
results from the present 2D DEM and the previous 2D rotating drum simulation in
Section 4.4. The main difference between these two simulations is the disc shape,
which may cause the appearance of the clumps.
This can be explained by the mechanics of friction for a material. The friction
has two sources: the main source is the friction defined in the interparticle contact
142
(a) t = 0.05 s (b) t = 0.10 s
(c) t = 0.50 s (d) t = 1.00 s
(e) t = 2.00 s (f) t = 3.00 s
Figure 5-10: Snapshots of discs configurations during the time t = 0.0 - 3.0 s in the
2D DEM rotating drum simulation with cohesionless sand
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(a) t = 0.05 s (b) t = 0.10 s
(c) t = 0.50 s (d) t = 1.00 s
(e) t = 2.00 s (f) t = 3.00 s
Figure 5-11: Snapshots of particles configurations during the time t = 0.0 - 3.0 s in
the 3D DEM rotating drum simulation with cohesionless sand
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(a) From the previous rotating drum model (b) From the present rotating drum model
Figure 5-12: The comparison of the disc configurations from two 2D DEM rotating
drum simulations with (a) binary-sized discs and (b) mono-sized discs respectively
(a) From the 2D rotating drum model (b) From the 3D rotating drum model
Figure 5-13: The comparison of the configurations of (a) the 2D and (b) the 3D
DEM rotating drum simulation respectively at the time t = 2.0 s
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model, and another one is the interlocking. Generally speaking, a spherical particle
has a lower interlocking effect than the non-spherical particle. Both simulations
used spherical discs, but two different sizes of discs were employed in the previous
model whereas the disc size in the present model was the same.
In contrast, Figure 5-11 reveals that the results from the 3D model were not affected
by the reduced interlocking friction, which is further compared in Figure 5-13. Figure
5-13 shows the different forms of the free surface and the existence of the disc clumps
in the 2D case. In the 3D simulation, even when the particles were just piled up
(see Figures 5-11c and 5-11d), the surface looked smooth. Later after t = 2.0 s, the
avalanches were continuous, and the free surface was flat.
Figures 5-14 and 5-15 provide the instantaneous velocity distribution of the 2D
rotating drum simulation and the central slice of the 3D rotating drum simulation
respectively. The results were similar to those of the previous 2D DEM rotating
drum in Section 4.4. The particles with a relatively lower velocity were located in
the middle region, while the particles near the drum boundaries and on the free
surface had relatively high velocities.
Figures 5-14 and 5-15 show more difference between these two simulations in addition
to the uneven free surface and particle blocks. In the 2D DEM rotating drum, the
velocity is distributed in disorder either along the free surface or in the middle region,
as shown in Figure 5-14. Particularly, the random distribution of velocity along the
free surface means that these particles were not rolling down continuously.
Figure 5-16 further compares the time-averaged velocity field of two simulations.
The velocity is averaged over the time t = 1.0 - 4.0 s because the systems are both
in a stable state after 1.0 s as indicated in Figure 5-9. The arrows in Figure 5-
16a, particularly their directions, have a disorder, while the velocity field of the
3D rotating drum (Figure 5-16b) is similar to the previous results (Figure 4-32)
in Section 4.4. Besides, it can also be observed that the active region of the 3D
rotating drum is larger than that of the 2D drum. The difference between these two
simulations indicates that regardless of the dynamic AoR, the 3D DEM model can
give a more realistic response of cohesionless sand in a rotating drum than the 2D
DEM model.
Their angles were then measured in AutoCAD and averaged to have mean values to
represent the final dynamic AoR, as shown in Figures 5-17a and 5-17b, and Table
5.2. Figure 5-17a and the values related to the 2D model in Table 5.2 demonstrate
that the dynamic angles in 2D with spherical discs fluctuate significantly. With

















































(f) t = 3.0 s
Figure 5-14: The instantaneous velocity distribution of the 2D rotating drum during

















































(f) t = 3.0 s
Figure 5-15: The instantaneous velocity distribution of the central slice in the 3D

















(b) From the 3D rotating drum model
Figure 5-16: The comparison of the time-averaged velocity field in (a) the 2D and
(b) the 3D DEM rotating drum simulations over the time t = 1.0 - 4.0 s
maximum is 32.56◦. The standard deviation is 1.57◦ which is the double value of
that of the 3D angle (0.577◦). Besides, it can be seen that the resultant dynamic
AoR obtained in the 3D is higher than that obtained in the 2D model. This reflects
that the 3D DEM model involves high friction among particles, approximately a
ratio of (37.37− 31.29)/31.29 = 19.4% increase, comparing to the 2D DEM model.
Table 5.2: The dynamic AoRs obtained from the 2D and 3D models
AoRs α1 α2 α3 α4 α5 α6 αavg + αSD
2D 31.01 28.02 32.44 32.28 31.43 32.56 31.29 ± 1.57
3D 36.37 37.15 37.56 36.95 37.39 38.82 37.37 ± 0.75
However, it should be noted that in this comparison, only a small slice of particles
(which is of 6.0 mm thick) was used along the axis of the 3D drum. The mirror
boundary condition was employed on the two ends of the drum where boundary
particles are contacting with mirror particles. As the same properties were assigned
to these mirror particles and the contact model between mirror and interior particles
is the same as that among interior particles, the increased friction in the 3D model
described above involved the additional friction from two side boundaries. To what
extent the two side boundaries contribute to this increase is unknown, because there
may be a contribution from the interparticle forces in the third direction. Hence,




(a) The dynamic AoRs from the 2D DEM rotating drum model with cohesionless sand
36.37° 37.15° 37.56°
36.95° 38.82°37.39°
(b) The dynamic AoRs from the 3D DEM rotating drum model with cohesionless sand
Figure 5-17: The comparison of the dynamic AoRs obtained respectively from (a)
the 2D and (b) the 3D DEM rotating drum model with cohesionless sand
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5.2.2 Drum thickness sensitivity analysis using mirror bound-
ary condition
Drum thickness is an important character in rotating drum tests. As stated above,
the friction between the internal particles and the walls at two ends will influence the
particle motion insides. Dury et al. (1998) conducted a rotating drum experiment
and a related DEM simulation to analyse the boundary effect on the dynamic AoR.
The results found that dynamic AoR of granular materials in a rotating drum is
significantly higher at the end caps than that in the middle. In the DEM simulation,
Dury et al. (1998) used a particle with infinite mass and radius to model walls,
which is actually the rigid boundary treatment in DEM simulations. With this
boundary condition, the DEM simulation can be taken as a full three-dimensional
simulation. Especially when considering the rotating drum problem, the wall effect
can be studied.
Full 3D DEM simulations have a high requirement of computational power, and
additionally, real 3D DEM simulation limits the number of particles in a model. In
order to solve the computational problem, some researchers such as Cleary (2001);
Cleary et al. (2003), adopted periodic boundaries as the boundary condition on two
end walls and similar to the treatment in this new 3D model, only a narrow slice was
modelled in the axis direction which is called 3D slice model. Furthermore, Cleary
compared the results from a 2D model with a 3D slice mode. The results showed
that the 3D slice model using periodic boundary condition has a higher toe angle
comparing to 2D model but no difference for the shoulder angle between them.
In the existing 3D model, the mirror boundary condition (MBC) was taken as the
boundary condition of the two end walls. However, few studies can be found on
the implementation of MBC in the 3D DEM models. A sensitivity analysis of the
drum thickness was conducted in this section to explore the influence of the MBC.
More specifically, the resultant AoRs were compared in a series of rotating drum
simulations with different drum thickness.
Dimensional analysis
In Table 5.1, there are 11 parameters and 3 dimensions [L], [M] and [T]. Similar to
the dimensional analysis in Section 4.4, the dynamic repose angle α is determined
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Compare to Equation 4.16, there is an additional dimensionless parameter T
D
which





Four different sizes were adopted for the drum thickness in the following simulations.
They were T = 6.0 mm, 12.0 mm , 24.0 mm, and 48.0 mm and represented by the
dimensionless parameters T ∗ = 0.04, 0.08, 0.16, 0.32 respectively. Except for the
drum thickness, the geometry, the initial conditions and other parameters were the
same as those in Section 5.2.1.
In order to investigate the boundary effect, the AoRs at the end and the middle
of the drum were both analysed. In the previous section 5.2.1, the entire assembly
was projected onto a plane perpendicular to the axis, while in this section, trans-
verse slices at the end and the middle of the drum respectively were extracted and
projected onto a plane. The thickness of these slices was set as the size of the
zones which is used for contact searching. Similarly, the transverse configurations
were output as .dxf files and sequentially, the AoRs were measured in AutoCAD.
For each size of drum thickness, 12 configurations were measured of which 6 were
obtained from the end and the rest 6 from the middle of the drum. Similar to the
method in Section 5.2.1, 6 configurations were obtained since t = 1.0 s with a time
interval of 2π/(3ω).
Results and Discussion
Figure 5-18 presents the change of total kinetic energy E∗k with different thickness
T ∗ during the time t = 0.0 - 4.0 s. Regardless of the thickness, the overall total
kinetic energy E∗k becomes steady after 1.0 s, and therefore, the dynamic AoR could
be measured from the snapshot of disc configuration after 1.0 s. Moreover, by
comparing E∗k with different thicknesses, it can be seen that the energy fluctuation
was reduced as the thickness increased.
Figure 5-19 compares the time-averaged velocity field of the central slice in the 3D
DEM rotating drum simulations with different drum thicknesses. From T ∗ = 0.04
to 0.32, the drum with a longer thickness had a higher velocity distribution. On the
contrary, the active regions are large in thinner drums.
Figure 5-20 gives the resultant dynamic AoRs with different drum thicknesses. De-
tailed data are listed in Table 5.3. The results are further summarised in Figure
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Figure 5-18: The time history of the total kinetic energy E∗k in the 2D and 3D
rotating drum simulations during the time t = 0.0 - 4.0 s.
5-21. It can be seen that either in the middle or at the end, the resultant dynamic
AoR decreased as the drum thickness increased. The dynamic angle changed sharply
when the thickness was small, but its decrease became slow as the thickness grow.
When the value of thickness was T ∗ = 0.16, the angle dropped to α = 30.85/31.40◦,
which is close to the AoR obtained from the 2D simulation (α = 31.29◦). The differ-
ence between the AoRs with T ∗ = 0.16 and T ∗ = 0.32 is around 1◦. If considering
the measurement impreciseness caused by the uneven surfaces in the 2D results, the
resultant dynamic angle at T ∗ = 0.16 and 0.32 can be considered the same as the
angle obtained from the 2D model.
Moreover, the difference between the AoRs obtained from the middle and the end
of the drum can be compared in Table 5.3, which is expressed as ∆α. The overall
AoRs from the middle are lower than that from the end. However, the maximum
value of their difference is 0.55◦, which means the difference of friction between the
middle and the end is not significant.
To summarise, this section presents the rotating drum simulations which are im-
plemented with the mirror boundaries on two ends and have different thicknesses.
The overall results showed that as the drum thickness decreased, both the dynamic
AoR increased and the active region was enlarged as well. This result implies the
implementation of MBC may lead to additional friction within particles. However,

































(d) T ∗ = 0.32
Figure 5-19: The comparison of the time-averaged velocity field of the middle slice in
the 3D DEM rotating drum simulations with different drum thicknesses T ∗ over the
time t = 1.0 - 4.0 s. The arrows are rendered according to the velocity magnitude
|v| which is fixed in the range [0.0, 0.20] with the unit of m/s.
Table 5.3: The resultant dynamic AoRs obtained from the 3D rotating drum simu-
lations with different thicknesses T or T ∗
T ∗ α1 α2 α3 α4 α5 α6 αavg(
◦) ∆α
0.04
middle 36.92 37.98 36.93 37.12 38.35 36.90 37.37
0.25
end 36.57 37.93 37.42 37.82 38.82 37.17 37.62
0.08
middle 35.07 34.13 34.25 33.86 34.03 33.49 34.14
0.29
end 35.34 34.14 34.18 34.13 34.94 33.85 34.43
0.16
middle 30.69 30.39 31.29 30.99 30.79 30.97 30.85
0.55
end 31.24 30.88 31.28 31.70 31.41 31.86 31.40
0.32
middle 30.03 30.79 29.58 29.61 30.45 30.19 30.11
0.05















(b) T ∗ = 0.04, end
35.07° 34.13° 34.25°
33.86° 34.03° 33.49°
(c) T ∗ = 0.08, middle
35.34° 34.14° 34.18°
34.13° 34.94° 33.85°





(e) T ∗ = 0.16, middle
31.24° 30.88° 31.28°
31.70° 31.41° 31.86°
(f) T ∗ = 0.16, end
30.03° 30.79° 29.58°
30.19°30.45°29.61°
(g) T ∗ = 0.32, middle
29.85° 29.44° 30.67°
30.19°30.41°30.39°
(h) T ∗ = 0.32, end
Figure 5-20: The dynamic AoRs obtained from the middle and the end wall of the
drum in the 3D DEM rotating drum simulations with cohesionless sand using the
thicknesses T ∗ = (a) 0.04 (b) 0.08 (c) 0.16 (d) 0.32 respectively
155
























3D Middle 3D End 2D
Figure 5-21: The relationship of the dynamic AoRs α and the drum thickness T ∗ in
the 3D DEM rotating drum simulations with cohesionless sand
thickness is large enough, which means the effect of MBC will disappear as the drum
thickness exceeds a certain value. Besides, the results also showed that the overall
AoRs in the middle of the drum were higher than that at the two ends, but their
difference is not significant.
5.2.3 Efficiency using multithreading parallel computation
Simulation method
The efficiency of the multithreading parallel implementation can be analysed via
the 3D rotating drum simulation described in the previous sections. The simulation
was carried out on a machine that has the following specifications: CPU: Intel Core
i7, Four cores, 2.7 GHz CPU speed; Memory: 16 GB 2133 MHz LPDDR3.
As stated in Section 5.1.2, all the tasks are evenly assigned to threads within a single
processor. If there are multiple processors in a CPU, the threads are then evenly
taken over by processors. When the number of threads exceeds that of processors,
the extra threads should wait to be assigned to a processor which first finish its
previous task. Therefore, the number of threads set in a simulation, to some extent,
depends on the number of processors. In this analysis, different numbers of threads
(2, 4, 6, 8 respectively) were set. For comparison, a simulation without parallel
computation was also conducted.
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Results and Discussion
Figure 5-22 provides the history of CPU runtime in every 0.01s with respects to the
simulated time. It can be seen that the CPU runtime T increased significantly during
the simulated time t from 0 to 0.15 s. This indicates that as particles were falling
down, the particle interaction increased, which leads to an increase in computation.
From t = 0.2 s on, the CPU runtime T grew slow with the increase of t.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1





















Non parallel 2 threads 4 threads 6 threads 8 threads
Figure 5-22: The history of CPU runtime T consumed in every 0.01 s during the
simulated time t = (0.0 - 1.0) s
To be specific, the performance of the threading parallel in this rotating drum sim-









where t1 is the CPU execution time with a single thread; N stands for the number
of threads; tN is the CPU execution time with N threads.
Apart from the trend, it can be observed that the computational efficiency was
enhanced with the implementation of multithreading parallel. During the t = 0
-1.0 s, the averaged CPU time in the case without parallel was 54.82 while that
with 2 threads was 36.20 which has an approximate 40% drop. When the threads
were added up to 4, the averaged CPU time consumed in every 0.01s became 21.53.
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Till then, the efficiency was improved more than double the value without parallel
processing. However, as the number of threads was extended from 4 to 6 and 8, the
improvement of computational efficiency was no longer significant.
1 2 3 4 5 6 7 8 9










Figure 5-23: The speedup S(N) and efficiency η(N) of parallel implementation in
the 3D DEM rotating drum simulation
The results of the the speed-up S(N) and the efficiency η(N) were presented in
Figure 5-23. It shows that the simulation was speeded up sharply when the number
of threads was increased from 1 to 4, and also the efficiency is good within this
range. However, as the number of threads further increased to 6 and 8, both the
speedup and the efficiency were limitedly improved. This implies that when the
number of threads per processor exceeds 2, the additional threads can only provide
limited contributions to the computational efficiency.
In conclusion, multithreading parallel method is able to improve the computational
capability of a DEM program. Besides, the domain decomposition method is easy to
implement based on the existing contact detection cells. However, attention should
be paid to the setup of thread number according to the specification of the machines,
and 2 threads per processor are advised to make the most of the machine.
5.3 Summary
In this chapter, a 3D DEM program was developed extending the 2D DEM code
described earlier in Chapter 4. Using this 3D program, a comparative 3D rotating
drum simulation was conducted, in which cohesionless sand was simulated.
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The major challenge of the conversion in three dimensions was the massive increase
in computational demand. This increase originates from the new particle number
and the additional DoF of individual particles, which result in a huge burden on
the contact detection and the interparticle force calculation. On the other hand,
contact detection and interparticle force calculation are the most time-consuming
parts in a DEM code. Therefore, improving the computational efficiency of this 3D
DEM code was the prior obstacle to be solved at this stage.
The parallel computation was introduced as an appropriate solution. Firstly, in
DEM, small time steps and a large number of particles are required to guarantee
good simulation accuracy, so the way to reduce the particle number or simulation
scale were not considered here at the cost of the accuracy of numerical results.
Secondly, it was easy to employ the spatial decomposition method in a DEM code.
This is because the mapping cells used for contact detection can be directly assigned
to processors and therefore there is no need to divide the problem domain evenly.
In this way, the spatial decomposition parallel computation can highly optimise the
efficiency of contact searching which is one of the most time-consuming parts in
DEM, and as a consequence, can improve the entire computational efficiency. Last
but not least, multiple threads were adopted to replace multiple processors to avoid
the requirement of communications between processors.
The boundary condition is an important aspect that should be addressed carefully
in 3D simulations. Physical boundary conditions (cylinder boundary particles) used
in the previous 2D simulations in Chapter 4 should be predefined regarding their lo-
cations, properties and motions. The employment of virtual boundary condition can
simplify the simulation in some specific directions. For example, periodic boundary
condition (PBC) can form a continuous particle flow along the direction perpendic-
ular to the periodic boundaries. Therefore, the boundary effect is eliminated, and
the model size in that direction could be reduced.
Considering the combination with SPH, a widely used virtual boundary condition in
fluid mechanics, mirror particle boundary condition (MBC), was adopted in this 3D
DEM program. Its main difference compared to the PBC is that no flow is allowed
to cross the mirror boundaries.
In order to verify the 3D code, a rotating drum test was simulated in this chap-
ter. The analysis of this simulation was conducted considering three aspects. The
primary aim was to compare the results from the 2D and the 3D rotating drum
simulations with cohesionless sand. All influential factors including model config-
uration, particle properties, rotational speed and filling ratio, were set to be the
same for both simulations to ensure the same conditions. This comparative analysis
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reveals that the results from the 3D model were more realistic than those from the
2D model. There were particle clumps (particle blocks) caused by the particle shape
setting in the 2D results whereas this phenomenon was not found in the 3D results.
More importantly, the resultant dynamic angle of repose was higher in 3D than that
in 2D, which implies additional friction sources in the 3D model, and one possible
source is from the mirror boundary.
With the purpose of investigating the effect of the mirror boundary condition, four
different sizes were set for the drum thickness. The results showed that the dynamic
angle will decrease and the active region will be reduced when increasing the drum
thickness. To a specific thickness, the resultant angle was equal to the angle obtained
from the 2D model. These confirm that the MBC can influence the simulation for
narrow drum models.
The third task was to check the efficiency of the parallel computation. The different
number of threads were tested in the rotating drum simulation. In the results, the
improvement in computational efficiency was significant. The CPU time dropped as
the number of threads increases, and they had a linear relationship. However, when
the number of threads exceeded the number of processors, the efficiency improvement
was limited.
To summarise, the developed 3D DEM program was verified and performed well
with the cohesionless sand simulation. As a new boundary condition in DEM, the
boundary effect from MBC was identified in this chapter. Besides, the implementa-





Smoothed Particle Hydrodynamics (SPH) is a meshless and Lagrangian numerical
solver. Over the last decades, the SPH has been well developed and applied to a
wide range of fields. In fluid mechanics, some boundaries such as interfaces and
free surfaces are carried with particles directly. For this reason, there is no need for
special treatments to track these boundaries, which is required in classical numerical
methods. Moreover, particles are carried with mass which in essence guarantees the
conservation of mass without extra computation. With these characteristics, SPH
is ideally suited to model fluid motion.
This research aims to combine DEM and SPH, and SPH is used for modelling the
fluid phase. This requires that a reliable SPH program is available for the combina-
tion. Therefore, rather than directly couple DEM and SPH, an SPH program will
be developed and verified individually in this chapter.
In addition to the SPH fundamentals and relevant implementation techniques, the
boundary conditions generally used in SPH are discussed and demonstrated in the
beginning of this chapter.
Based on these implementation treatments, an SPH program for water simulation
is developed. To verify and validate this program, three simulations are conducted.
Firstly, a convergence study is carried out on the particle spacing in a hydrostatic
tank. Then, a dam break simulation is simulated and compared with a relevant
experiment. Its source code is given in Appendix D. Lastly, a new rotating drum
filled with water is simulated to further check the program.
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6.1 Boundary conditions
When it comes to problems involving boundaries which may be fixed or moving,
there are various boundary treatments in SPH. Only fixed boundaries are considered
in this chapter. Mayrhofer (2014) overviewed three classical boundary conditions as
shown in Figure 6-1.
Figure 6-1: Classic wall boundary conditions: (a) Particle/Solid boundary; (b)
Dynamic boundary: (c) Mirror boundary
The approach in Figure 6-1 (a) was introduced by Monaghan (1994). The boundaries
are represented by an array of particles, which can interact with the fluid particles
inside. A repulsive force is exerted by a boundary particle on an internal particle
once they are close to each other within a predefined distance. This force is in the










, r0 ≤ rij
0, otherwise
(6.1)
where the parameters p1 and p2 must satisfy the condition p1 ≥ p2 and for most
simulations p1 = 4 and p2 = 2; the length scale r0 denotes the cut-off distance and is
generally taken as the initial spacing between the particles; the coefficient D should
be chosen to be on the same scale as the square of the largest velocity.
Virtual particles depicted in Figure 6-1 (b) are referred to as dynamic boundary
conditions. These ghost particles are predefined in fixed positions in contours and
are treated as the same as fluid particles inside. They also obey conservation laws
and have interactions with internal particles except that they cannot move. As a
fluid particle approaches the boundaries, its density and pressure will increase due to
the contribution from virtual particles. Then from Equation 3.49, ‘repulsive’ forces
will be generated from virtual particles on the concerned particle, which stops it to
penetrate across the boundaries.
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The last typical boundary condition (Figure 6-1 (c)) is what has been implemented
in the DEM code. The details can be found in Section 5.1.3, and are not discussed
here again.
Both the solid boundary condition and the dynamic boundary condition are easy to
implement and have a low computational cost. Besides, the solid boundary condi-
tion is not limited by the complexity of the boundary geometry which makes it the
primary approach for SPH boundary conditions. However, the repulsive force calcu-
lation involves several parameters which are difficult to control to ensure simulation
stability. For example, particles have a sensitive response to the cut-off distance r0 in
Equation 6.1. If it is too small, the particles will have passed through the boundary
easily before the repulsive force is applied. The particles will behave actively when
the value of the r0 is large. As for the dynamic boundary condition, the virtual par-
ticles have to be placed in the boundary area in advance. The arrangement of these
particles should take into consideration such as the initial spacing of ghost particles
and irregular boundaries. In contrast, the ghost particles in the mirror boundary
condition are generated symmetrically along the boundaries to the real fluid particle
near boundaries at every time step. As a result, there is no need for any virtual
particle allocation technique. Meanwhile, it also indicates that the mirror boundary
condition can also be used for moving boundaries or free surfaces.
Note that the DEM and SPH codes can share some parts including the boundary
condition. Because the mirror boundary condition has already been implemented in
the existing DEM code, it, therefore, continues to be used in the SPH program of
this chapter.
6.2 3D SPH hydrostatic tank
This section attempts to simulate a tank filled with water in a hydrostatic equi-
librium state. A convergence study was conducted on the initial particle space d.
The numerical and analytical results were compared with regard to the particles’
pressure and velocity.
6.2.1 Numerical method
Figure 6-2 demonstrates the setup of a three-dimensional tank model. The dimen-
sions W0, H0 and T0 were set to be 0.2 m, 0.1 m and 0.02 m respectively. The
convergence study was tested on four different initial particle spacing d = 10.0, 5.0,
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10.0/3.0 and 2.5 mm, which are represented by H0/d = 10, 20, 30 and 40 respec-







Figure 6-2: 3D SPH tank model: (a) Front view; (b) Side view
Mirror boundaries were used as the boundaries for tank walls. If the particle spacing
and the zone size are not defined inappropriately, an edge effect may occur near
mirror boundaries. In Figure 6-3, when particle i approaches mirror boundaries,
virtual particles will be generated in mirrored zones. Those particles in the support
domain of the particle i, defined with a radius of kh, have contributions to the
density of particle i, and the k is taken as 2 for most of the kernel functions. When
the particle spacing is equal to the zone size as in Figure 6-3 (a), there is only one
layer of virtual particles and the kernel truncation still exists. It will lead to the
density deficiency of particle i and further affect the pressure calculation. However
in Figure 6-3 (b), when d = zoneSize/2.0, two layers of virtual particles are enough
to compensate the density deficiency. Therefore, in this simulation, the zone size
was set to be twice the initial particle spacing to avoid density deficiency.
The water in the tank was generated in a hydrostatic equilibrium state by initialising

























d = zoneSize d = zoneSize/2.0
(a) (b)
Figure 6-3: The relationship of the particle spacing d and the zone size may lead
to kernel truncation near mirror boundaries. (a) d = zoneSize, density deficiency
occurs in particle i ; (b) d = zoneSize/2.0, the number of virtual particles are enough
in the support domain of particle i
p∗ = p/(ρgH0) (6.4)
v∗ = v(H0g)
−1/2 (6.5)
where H0 is the initial water height, g is the gravity acceleration and t, p and v are
the execution time, pressure and velocity respectively, in which v is the magnitude
of vector v. The dimensionless p∗ ranges from 0.0 to 1.0.
Other parameters are listed in Table 6.1.
Table 6.1: SPH parameters used in the 3D hydrostatic tank simulation
Variables Symbols Units Values
Initial column thickness T0 m 0.02
Initial column width W0 m 0.2
Initial column height H0 m 0.1
Initial particle space d mm 10.0, 5.0, 2.5, 1.75
Smoothing length h mm 1.3d
Number of particle 400, 3200, 10800, 25600
Time step ∆t s 1.0× 10−4
Gravity g N/kg 10.0
Reference density ρ0 kg/m
3 1000
Speed of sound c m/s 8.0
Pressure coefficient γ 7
Damping coefficient α 0.08
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6.2.2 Analytical solution
For this hydrostatic tank, the analytical solutions of pressure and velocity can be
simply given by
p = ρgy (6.6)
v = 0 (6.7)
which are expressed in dimensionless as
p∗ = y/H0 (6.8)
v∗ = 0 (6.9)
where y is depth, g is the gravity acceleration and H0 is the initial water height.
In order to quantify the difference between numerical and analytical solutions, L2





















where N is the number of particles.
6.2.3 Results and discussion
Figures 6-4, 6-5, 6-6 and 6-7 provide the pressure distribution with different parti-
cle spacing, H0/d = 10, 20, 30, 40 respectively. The particles are visualised with
their dimensionless pressure p∗. As can be observed, the water particles were in an
equilibrium state in the beginning and the particles’ pressure is distributed linearly
according to their depth. Throughout the process during t∗ = 0.0 to 6.0 s, the par-
ticles at the top and the bottom of the tank remain the initial states and have the
minimum and maximum pressure respectively. However, the pressure in the middle
depth fluctuate. For all four figures, the pressure in the middle region increased
from t∗ = 0.0 s to 1.0 s, decreased when t∗ = 3.0 s and increased again at t∗ = 6.0 s.
Figures 6-8 and 6-9 present the change of L2 norm error regards to dimensionless
pressure and velocity respectively during the dimensionless time t∗ = 0 - 10 s.
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0.2 0.4 0.6 0.80.0 1.0
Pressure p*
(a) t∗ = 0.0 s
0.2 0.4 0.6 0.80.0 1.0
Pressure p*
(b) t∗ = 1.0 s
0.2 0.4 0.6 0.80.0 1.0
Pressure p*
(c) t∗ = 2.0 s
0.2 0.4 0.6 0.80.0 1.0
Pressure p*
(d) t∗ = 3.0 s
0.2 0.4 0.6 0.80.0 1.0
Pressure p*
(e) t∗ = 4.0 s
0.2 0.4 0.6 0.80.0 1.0
Pressure p*
(f) t∗ = 6.0 s
Figure 6-4: The pressure distribution of water particles in the 3D SPH hydrostatic
tank simulation during the time t∗ = 0 - 6.0 s in the case of H0/d = 10. t
∗ and p∗
stand for dimensionless time and pressure respectively.
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(a) t∗ = 0.0 s
0.2 0.4 0.6 0.80.0 1.0
Pressure p*
(b) t∗ = 1.0 s
0.2 0.4 0.6 0.80.0 1.0
Pressure p*
(c) t∗ = 2.0 s
0.2 0.4 0.6 0.80.0 1.0
Pressure p*
(d) t∗ = 3.0 s
0.2 0.4 0.6 0.80.0 1.0
Pressure p*
(e) t∗ = 4.0 s
0.2 0.4 0.6 0.80.0 1.0
Pressure p*
(f) t∗ = 6.0 s
Figure 6-5: The pressure distribution of water particles in the 3D SPH hydrostatic
tank simulation during the time t∗ = 0 - 6.0 s in the case of H0/d = 20. t
∗ and p∗
stand for dimensionless time and pressure respectively.
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(a) t∗ = 0.0 s
0.2 0.4 0.6 0.80.0 1.0
Pressure p*
(b) t∗ = 1.0 s
0.2 0.4 0.6 0.80.0 1.0
Pressure p*
(c) t∗ = 2.0 s
0.2 0.4 0.6 0.80.0 1.0
Pressure p*
(d) t∗ = 3.0 s
0.2 0.4 0.6 0.80.0 1.0
Pressure p*
(e) t∗ = 4.0 s
0.2 0.4 0.6 0.80.0 1.0
Pressure p*
(f) t∗ = 6.0 s
Figure 6-6: The pressure distribution of water particles in the 3D SPH hydrostatic
tank simulation during the time t∗ = 0 - 6.0 s in the case of H0/d = 30. t
∗ and p∗
stand for dimensionless time and pressure respectively.
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(a) t∗ = 0.0 s
0.2 0.4 0.6 0.80.0 1.0
Pressure p*
(b) t∗ = 1.0 s
0.2 0.4 0.6 0.80.0 1.0
Pressure p*
(c) t∗ = 2.0 s
0.2 0.4 0.6 0.80.0 1.0
Pressure p*
(d) t∗ = 3.0 s
0.2 0.4 0.6 0.80.0 1.0
Pressure p*
(e) t∗ = 4.0 s
0.2 0.4 0.6 0.80.0 1.0
Pressure p*
(f) t∗ = 6.0 s
Figure 6-7: The pressure distribution of water particles in the 3D SPH hydrostatic
tank simulation during the time t∗ = 0 - 6.0 s in the case of H0/d = 40. t
∗ and p∗
stand for dimensionless time and pressure respectively.
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Figure 6-8: The time history of L2 norm error of dimensionless pressure during the
time t∗ = 0 - 10 s with different initial particle spacing: H0/d = 10, 20, 30 and 40
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Figure 6-9: The time history of L2 norm error of dimensionless velocity during the
time t∗ = 0 - 10 s with different initial particle spacing: H0/d = 10, 20, 30 and 40
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By averaging the values of norm error L2(p
∗) and L2(v
∗) during the time t∗ = 0
- 10 s, their relationship with initial particle spacing H0/d can be obtained, as
shown in Figure 6-10. It can be seen that as the particle spacing d decreased or as
the particle number increased, the error of dimensionless pressure L2(p
∗) decreased
while the error of dimensionless velocity L2(v
∗) increased. Particularly, the slope
of both the log of L2(p
∗) and L2(v
∗) had a sharp change at the H0/d = 20, which
implies the pressure gains significant accuracy when changing the H0/d from 10 to
20. Afterwards, the change slowed down when H0/d was increased to 30 and 40.
This result indicates that more the number of particles adopted from the same size
simulation does not mean higher the accuracy of the solution is.
Apart from the accuracy of the solutions, efficiency is also important for simulations.
Therefore, the CPU time spent on these four simulations were analysed, which is
given in Figure 6-11. Figure 6-11a is the time history of CPU runtime every 0.01
s during the first 1 s, and Figure 6-11b compares the total CPU runtime of four
solutions. It can be observed that the relationship between tCPU and H0/d is not
linear, and more especially, the CPU time has an exponential growth as the ratio
H0/d increases.
From the results of the norm error L2(p
∗) and L2(v
∗) and the analysis of spent CPU
time, it can conclude that the initial spacing H0/d = 20 can satisfy the accuracy of
this research and meanwhile, the efficiency is also acceptable.



































Figure 6-10: The log of the L2 norm error of dimensionless pressure p
∗ and velocity
v∗ with respects to particle spacing H0/d
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/d = 40
(a) The time history of CPU runtime tCPU consumed every 0.01 s during the simulated
time t = (0.0 - 1.0) s
















(b) The relationship of the total CPU runtime TCPU consumed in the simulated time t =
(0.0 - 1.0) s and the ratio H0/d
Figure 6-11: Comparison of CPU time spent on four simulations with initial particle
spacing H0/d = 10, 20, 30 and 40
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6.3 3D SPH dam break
The dam break test is a commonly used validation case in SPH (Liu and Liu, 2003;
Monaghan, 1994; Nomeritae et al., 2016). The setup of this simulation is simple,
and no inflow or outflow is required. Therefore, a 3D dam break was simulated in
this section to validate the 3D SPH program. This simulation was compared with
the laboratory experiment conducted by Martin et al. (1952).
6.3.1 Experiment
The experimental apparatus is displayed in Figure 6-12. A water column was initially
constrained by a door which was made of wax paper on the right side. The wax
door was suddenly removed and the water started to flow into the rest of the tank
with gravity. The water column then spread out and finally impacted against the
left wall.
Figure 6-12: Dam break experiment apparatus by Martin et al. (1952)
Martin et al. (1952) recorded the motion of the water column by a camera. The
leading edge and the height of the column were analysed against time. To make
it convenient to present the results, he used the following scaling rules to transfer
some quantities into non-dimensional form
Z = z/a (6.12)
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H = h/an2 (6.13)
T = nt(g/a)1/2 (6.14)
τ = t(g/a)1/2 (6.15)
where z is the front surge distance from its initial position, h is the height of the
water column, t is the actual time, a is the column width and n2a is the initial height
of the water column, g is the gravity acceleration, Z, H, T , τ are all non-dimensional
expression of corresponding quantities.
Three cases were conducted in the experiment: n2 = 1, 2 and 4, which represents
three different sizes of water columns. Martin et al. (1952) gave detailed results
involving Z against T and H against τ under the three cases, which were compared
with SPH simulation results in the following sections.
6.3.2 Modelling method
The experiment attempts to perform a 2D test, but the thickness of the tank used
is equal or half the width of the water column. Taking the wall effect into account,
a 3D SPH model was adopted to simulate this test. Figure 6-13 illustrates the







Figure 6-13: 3D SPH dam break model: (a) Front view; (b) Side view
Before releasing the water column, the particles should reach a hydrostatic equilib-
rium state. That brings up an issue that is how to generate fluid particles initially.
The most used method in this research so far is to generate particles in a region and
wait for them to reach a steady state. Taking the DEM funnel test as an example,
the particles were created within the hopper until they were settled down, then fall
under gravity, and eventually were discharged. To judge whether DEM particles
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reach equilibrium, one can check whether the visualised force chains change. How-
ever, no rule can be found to determine whether the water column is in a state of
hydrostatic equilibrium. As a result, it is difficult to define how long it will take.
Moreover, the volume or the height of the column may change during this period,
whereas this simulation requires strict control of the height and width of the water
column when it is discharged.
An alternative method is to control the initial pressure. Considering pressure is
calculated from density, a specific density ρ was assigned to the particles so that
they can be generated with hydrostatic pressure. The formulation to achieve this is
given as




where H0 is column height, y is the distance between the particle and the bottom
of the column, ρ0 is the reference density and γ is pressure coefficient which in most
cases is taken as 7.
Given that the initial density is predefined, the particle density in the simulation
should be evolved via the continuity equation rather than the summation equation.
In 3D SPH, the mass of a particle was given by m = ρ∆V , where ∆V is the volume
occupied by the particle. For simplicity, particles were generated uniformly with a
spacing of 10.0 mm.
Similar to the laboratory experiment, three cases were conducted in this simulation:
T0 : W0 : H0 = 1 : 1 : 1, 1 : 1 : 2 and 2 : 1 : 4 (corresponding to n
2 = 1, 2
and 4), where T0 is the thickness of the tank. A Gaussian kernel was adopted, and
consequently, the support domain for each particle became equal to 2h.
When calculating the particle pressure from Equation 3.49, the constant B is de-
termined by the speed of sound c. If the real speed of sound is employed in EoS,
the time step will become too small (Liu and Liu, 2003). On the other hand, reduc-
tion of the speed of sound may result in highly compressible behaviour of the fluid.
Monaghan proposed Equation 3.51 in which the density variation is proportional
to M2 and the value of M is 0.1 in most cases. For the collapsing column in this
simulation, the maximum velocity can be calculated by v2max = 2gH and thus the





The pressure was not recorded in the experiment, but the pressure distribution was
displayed in the numerical results. Similar to the front surge position Z and the
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where ρ0 is the water reference density, g is the gravity acceleration, and H0 repre-
sents the initial height of the water column. The value of p∗ is normally in the range
of [0.0, 1.0]. In this simulation, the p∗ was forced to be 1.0 when it exceeds 1.0.
The input parameters for the simulation are listed in Table 6.9.
Table 6.2: SPH parameters used in the 3D dam break simulation
Variables Symbols Units Values
Initial column thickness T0 m 0.1, 0.1, 0.2
Initial column width W0 m 0.1, 0.1, 0.1
Initial column height H0 m 0.1, 0.2, 0.4
Smoothing length h mm 13.0
Number of particle 8000, 16000, 64000
Radius of particle R mm 5.0
Time step ∆t s 1.0× 10−4
Gravity g N/kg 9.8
Reference density ρ0 kg/m
3 1000
Speed of sound c m/s 8.0
Pressure coefficient γ 7
Damping coefficient α 0.08
6.3.3 Results and discussion
Figures 6-14, 6-15 and 6-16 give the particle configurations at specific times. The
motion of three water columns was similar: the columns collapsed and hit the wall.
During the process, the water particles maintained their order even there were hun-
dreds of particles. Especially after water impacted against the vertical wall, the
free surfaces kept smooth, and only a few particles split out. This means the value
of the time step adopted was appropriate. Moreover, it indicates that the density
calculation was stable and the continuity equation for density calculation was well
implemented (more details can be found in Monaghan (1994)).
Figure 6-17 compares the spread of the water particles Z with that in the corre-
sponding experiment. It can be observed that the SPH simulations are in close
agreement with the experiment except for the case of n2 = 4. Furthermore, the data
from the SPH was interpolated against the experiment result. The corresponding
differences between the SPH results and the experimental results are given in Tables
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(a) t = 0.0 s (b) t = 0.1 s
(c) t = 0.2 s (d) t = 0.3 s
(e) t = 0.4 s (f) t = 0.6 s
Figure 6-14: Snapshots of water particles configurations in the 3D SPH dam break
simulation for the simulation Case n2 = 1 during the time t = 0 - 0.6 s
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(a) t = 0.0 s (b) t = 0.1 s
(c) t = 0.2 s (d) t = 0.3 s
(e) t = 0.4 s (f) t = 0.6 s
Figure 6-15: Snapshots of water particles configurations in the 3D SPH dam break
simulation for the simulation Case n2 = 2 during the time t = 0 - 0.6 s
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(a) t = 0.0 s (b) t = 0.1 s
(c) t = 0.2 s (d) t = 0.3 s
(e) t = 0.4 s (f) t = 0.6 s
Figure 6-16: Snapshots of water particles configurations in the 3D SPH dam break
simulation for the simulation Case n2 = 4 during the time t = 0 - 0.6 s
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Figure 6-17: The time history of surge front position Z in the 3D SPH dam break
simulations and the corresponding experiments. The ratios 1:1:1, 1:1:2 and 2:1:4
represent the simulations Cases n2 = 1, 2, 4 respectively.














Figure 6-18: The time history of water column height H in the 3D SPH dam break
simulations and the corresponding experiments. The ratios 1:1:1, 1:1:2 and 2:1:4
represent the simulations Cases n2 = 1, 2, 4 respectively.
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Table 6.3: The surge front Z of the 3D SPH dam break simulations and the corre-
sponding experiments for the simulation Case n2 = 1
T (SPH) Z(SPH ) Z(Interpolated) T (exp) Z(exp) Errors
0.197989899 0.98715 NaN 0 1 NaN
0.395979797 1.09747 1.1239 0.43 1.11 1.25%
0.593969696 1.25128 1.2777 0.62 1.22 4.73%
0.791959595 1.45253 1.4626 0.8 1.44 1.57%
0.989949494 1.70066 1.6757 0.97 1.67 0.34%
1.187939392 1.978335 1.9111 1.14 1.89 1.12%
1.385929291 2.259424 2.1232 1.29 2.11 0.63%
1.58391919 2.541328 2.3506 1.45 2.33 0.88%
1.781909089 2.823815 2.5928 1.62 2.56 1.28%
1.979898987 3.106932 2.7926 1.76 2.78 0.45%
2.177888886 3.393295 3.0356 1.93 3 1.19%
2.375878785 3.7072 3.2372 2.07 3.22 0.53%
2.573868684 4.04091 3.4918 2.24 3.44 1.51%
2.771858582 4.38179 3.7479 2.4 3.67 2.12%
2.969848481 4.72268 3.9838 2.54 3.89 2.41%
3.16783838 4.91422 4.2753 2.71 4.11 4.02%
3.365828278 4.94813 4.5508 2.87 5 -8.98%





Table 6.4: The surge front Z of the 3D SPH dam break simulations and the corre-
sponding experiments for the simulation Case n2 = 2
T (SPH) Z(SPH ) Z(Interpolated) T (exp) Z(exp) Errors
0.14 0.96517 NaN 0 1 NaN
0.28 0.9973 1.0404 0.41 1.11 -6.27%
0.42 1.04372 1.2542 0.84 1.22 2.80%
0.56 1.10178 1.5112 1.19 1.44 4.94%
0.7 1.16849 1.7316 1.43 1.67 3.69%
0.84 1.25422 1.9417 1.63 1.89 2.74%
0.98 1.34989 2.1613 1.83 2.11 2.43%
1.12 1.45223 2.3306 1.98 2.33 0.03%
1.26 1.570188 2.5824 2.2 2.56 0.87%
1.4 1.700237 2.7204 2.32 2.78 -2.14%
1.54 1.846455 2.9404 2.51 3 -1.99%
1.68 1.99454 3.1053 2.65 3.22 -3.56%
1.82 2.15003 3.323 2.83 3.44 -3.40%
1.96 2.30775 3.5009 2.97 3.67 -4.61%
2.1 2.4678535 3.6826 3.11 3.89 -5.33%
2.24 2.628278 3.9791 3.33 4.11 -3.18%
2.38 2.789511 4.9063 4.02 5 -1.87%



















Table 6.5: The surge front Z of the 3D SPH dam break simulations and the corre-
sponding experiments for the simulation Case n2 = 4
T (SPH) Z(SPH ) Z(Interpolated) T (exp) Z(exp) Errors
0.395979797 1.00611 NaN 0 1 NaN
0.791959595 1.10886 1.7494 2 1.44 21.49%
1.187939392 1.2843 2.2101 2.62 1.89 16.94%
1.58391919 1.49448 2.6467 3.16 2.33 13.59%
1.979898987 1.734864 3.0597 3.64 2.78 10.06%
2.375878785 2.021504 3.4239 4.04 3.22 6.33%
2.771858582 2.327456 3.8416 4.48 3.67 4.68%
3.16783838 2.653194 4.2815 4.92 4.11 4.17%














6.3, 6.4 and 6.5. From these tables, the most significant error found is 21.49% in the
case n2 = 4. However, this error is at the beginning of the motion, and the error
decreases to about 2% at the end. On the other side, in the experiment, Martin
et al. (1952) stated that due to technical limitations, it was not found possible to
record the exact time of the beginning of the motion. This indicates that this error
may be caused by errors in the experimental operation and measurement.
Figure 6-18 provides the change of the water column height H both from the SPH
simulations and the experiments. Furthermore, Tables 6.6, 6.6 and 6.6 give the lists
of the corresponding errors. The maximum error that can be found is 6.36%.
Table 6.6: The column height H of the 3D SPH dam break simulations and the
corresponding experiments for the simulation Case n2 = 1
T (SPH) H(SPH ) H(Interpolated) T (exp) H(exp) Errors
0.197989899 0.966116 NaN 0 1 NaN
0.395979797 0.938585 0.85552 0.8 0.89 -3.87%
0.593969696 0.900252 0.73999 1.29 0.78 -5.13%
0.791959595 0.85742 0.6274 1.74 0.67 -6.36%
0.989949494 0.810536 0.52408 2.15 0.56 -6.41%
1.187939392 0.76462 0.42785 2.57 0.44 -2.76%
1.385929291 0.716843 NaN 3.07 0.33 NaN









Furthermore, the overall difference between the SPH simulations and the experi-
mental results in terms of the front surge position Z and the column height H were






















The parameters A(Z) and P (Z) are the relative amplitude and the phase difference
of Z respectively. Corresponding values A(H) and P (H) with respects to H can
also be obtained from the above expression. A→ 1 and P → 0 stand for a perfect
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Table 6.7: The column height H of the 3D SPH dam break simulations and the
corresponding experiments for the simulation Case n2 = 2
T (SPH) H(SPH ) H(Interpolated) T (exp) H(exp) Errors
0.197989899 0.98145 NaN 0 1 NaN
0.395979797 0.95668 0.92018 0.56 0.94 -2.11%
0.593969696 0.91262 0.86989 0.77 0.89 -2.26%
0.791959595 0.86456 0.81978 0.93 0.83 -1.23%
0.989949494 0.800335 0.77034 1.08 0.78 -1.24%
1.187939392 0.734385 0.70415 1.28 0.72 -2.20%
1.385929291 0.669355 0.64639 1.46 0.67 -3.52%
1.58391919 0.60798 0.58617 1.66 0.61 -3.91%
1.781909089 0.55121 0.53573 1.84 0.56 -4.33%
1.979898987 0.498463 0.49341 2 0.5 -1.32%
2.177888886 0.4486485 0.44124 2.21 0.44 0.28%
2.375878785 0.4029725 0.38767 2.45 0.39 -0.60%
2.573868684 0.362092 0.33872 2.7 0.33 2.64%
2.771858582 0.3254015 NaN 3.06 0.28 NaN
NaN 3.44 0.22 NaN
Table 6.8: The column height H of the 3D SPH dam break simulations and the
corresponding experiments for the simulation Case n2 = 4
T (SPH) H(SPH ) H(Interpolated) T (exp) H(exp) Errors
0.197989899 0.9898425 NaN 0 1 NaN
0.395979797 0.9761925 0.94669 0.63 0.94 0.71%
0.593969696 0.95274 0.896 0.9 0.89 0.67%
0.791959595 0.91949 0.83638 1.14 0.83 0.77%
0.989949494 0.8764375 0.78813 1.3 0.78 1.04%
1.187939392 0.823585 0.73488 1.46 0.72 2.07%
1.385929291 0.760935 0.6706 1.64 0.67 0.09%
1.58391919 0.69129 0.60772 1.81 0.61 -0.37%
1.781909089 0.61823 0.54413 1.98 0.56 -2.83%
1.979898987 0.5441625 0.49096 2.13 0.5 -1.81%
2.177888886 0.47399 0.42929 2.32 0.44 -2.43%
2.375878785 0.4117125 0.38373 2.48 0.39 -1.61%
2.573868684 0.3585025 0.33228 2.69 0.33 0.69%
2.771858582 0.313795 NaN 2.87 0.28 NaN
2.969848481 0.440175 NaN 3.13 0.22 NaN
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agreement. Table 6.9 gives the A and P in different cases. In this Table, both
the maximum values of A and P were found in the simulation Case n2 = 4 for the
measurement of Z. As explained earlier, this may be caused by the experimental
operation. Nevertheless, regarding the front surge position Z and the column height
H, the maximum values of A and P between the SPH simulation and the experiment
results are 1.065 and 0.078 respectively. A similar dam break simulation conducted
by Gomez-Gesteira et al. (2010) has the results that P ranges in [0.09, 0.11] and A
ranges in [0.91, 0.94], which was considered as a satisfactory agreement. Comparing
to that, the overall result in Table 6.9 indicates a good agreement between the SPH
simulations and the experiment in terms of the front position and the column height.
Table 6.9: The statistical parameters A and P of the variables Z and H for the com-
parison of the 3D SPH dam break simulations and the corresponding experiments.
n2 = 1 n2 = 2 n2 = 4
A(Z) 0.9994 0.9776 1.0641
P (Z) 0.0431 0.0333 0.0781
A(H) 0.9509 0.9797 1.0026
P (H) 0.0506 0.0241 0.0130
Figures 6-19, 6-20 and 6-21 present the pressure field of the simulations Cases n2 =
1, 2 and 4. For all the figures at t = 0.0 s, the pressure of water particles exhibits a
linear relationship with their depth. This implies that the hydrostatic state of water
columns was successfully achieved in the beginning. Sequentially, as the column
height decreases, the water pressure at the column bottom also decreases, which
can be observed during the time t = 0.0 - 0.2 s. When the water particles hit the
opposite wall (around t = 0.3 s), there was a sharp increase in the pressure at the
corner. This increase gradually disappeared in the end. Throughout the process, the
free surface remains as blue which means the free surface keep having the pressure
p∗ = 0.0. This implies that the free surface of dam break was well represented in
the SPH simulation.
To conclude, the 3D SPH model well reproduced the experiment by Martin et al.
(1952) in this dam break simulation. The quantitative analysis of the front surge
position Z and the water column height H showed a good agreement between the
results of the SPH simulations and the corresponding experiments. Besides, SPH
water particles kept in order during the entire process of collapse, and no significant
pressure oscillation was found in the outcome of the pressure distribution. Par-
ticularly, the free surface was well represented in the SPH simulation due to the
smoothness and zero pressure value. Nevertheless, a small difference can be found
that the simulated water column spreads faster than that in the experiment, which
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Figure 6-19: The pressure distribution of the water particles in the 3D SPH dam
break simulation for the simulation Case n2 = 1 during the time t = 0 - 0.6 s.
p∗ = p/(ρ0gH0). The value of p
∗ is fixed in the range [0.0, 1.0].
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Figure 6-20: The pressure distribution of the water particles in the 3D SPH dam
break simulation for the simulation Case n2 = 2 during the time t = 0 - 0.6 s.
p∗ = p/(ρ0gH0). The value of p
∗ is fixed in the range [0.0, 1.0].
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Figure 6-21: The pressure distribution of the water particles in the 3D SPH dam
break simulation for the simulation Case n2 = 4 during the time t = 0 - 0.6 s.
p∗ = p/(ρ0gH0). The value of p
∗ is fixed in the range [0.0, 1.0].
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is reflected in larger values of Z and smaller H at the same times. The reason for it
needs further investigations. On the other hand, there is a lack of pressure record
and repetitive data in the experiment by Martin et al. (1952). Future validations of
the program could be compared to some up-to-date experiments. For example, the
experiment by Lobovskỳ et al. (2014) takes into account the dynamic motion of the
flow and the influence of gate removal.
6.4 3D SPH rotating drum
A rotating drum simulation filled with water was repeated in this section based on
the 3D SPH program developed in this chapter. As stated in Chapter 2, the angle
of repose (AoR) represents the ability of a material to withstand a shear stress.
Water is known as having no shear resistance. As a result, in theory, the final AoR
obtained from this simulation should be zero.
This water rotating drum simulation aims at further verifying the developed 3D
SPH program. Firstly, the resultant AoR obtained from this simulation was checked
against the theoretical analysis. This simulation was then compared with the pre-
vious DEM rotating drum simulations in Sections 4.4 and 5.2. A parametric study
was conducted to analyse the effect of the drum rotational speed on the AoR.
6.4.1 Simulation method
For the purpose of comparison, all the setup of this simulation should be the same
as that in the precious 3D DEM rotating drum model described in Section 5.2,
including the model as seen in Figure 6-22.
Considering the previous 3D DEM rotating drum simulation and the new 3D SPH
dam break simulation, the following initial conditions were specified.
Hydrostatic equilibrium When water particles were generated within the drum
at the beginning, a predefined initial density was assigned to the water particles,
which leads to hydrostatic pressure. This initial density was defined as the same as
the Equation 6.16 given in Section 6.3.2.
Filling ratio The filling ratio is an influential factor of the AoR in a rotating
drum test as stated in Section 5.2. The same filling ratio of (30 ± 1) % adopted in







Figure 6-22: 3D SPH rotating drum model
this water simulation so that the two simulations can be compared under the same
conditions. However, there is a difference between these two cases. In the DEM
simulation, the filling ratio was determined after the shrinkage of sand volume. It
was necessary to take trial tests to ensure the same defined ratio. Nevertheless, for
this SPH simulation, the fluid volume would not change much because a hydrostatic
equilibrium was achieved at the beginning. This means, during the whole process,
the filling ratio keeps close to its initial setting. Thus, the filling ratio of 30% was
set in the beginning by generating an appropriate number of particles.
Boundary condition The idea of mirror boundary condition is to duplicate par-
ticles along boundaries, which is actually to duplicate the cells near boundaries.
When it comes to complex boundaries, the allocation of virtual cells will become
challenging. For that reason, the mirror boundary is more likely to be used in reg-
ular boundaries rather than in curved boundaries. The boundaries in the 3D SPH
dam break simulation were regular walls of a tank. In this case, it is easy to im-
plement MBC to all the boundaries. In the 3D DEM rotating drum simulation,
the boundaries consist of two end caps and drum cylinder. The MBC was used for
the end caps, and the drum cylinder was set as boundary particles. Since only a
small overlap is allowed in the DEM, DEM particles would not penetrate cylinder
particles.
In this SPH rotating drum, the same particle boundary was used for the drum cylin-
der as in the 3D DEM rotating drum, because no additional boundary condition is
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desired to be employed into the code. However, the particle boundary implemen-
tation in SPH should be carefully handled. Firstly, to avoid particle penetrating
cylinder boundary, a large density is assigned to the boundary particles and exert
enough repulsive force against water particles. Secondly, considering the low viscos-
ity in water, a free-slip boundary condition was imposed on cylinder particles. The
free-slip boundary condition here means that when a water particle approaches the
drum, the component of its velocity parallel along the drum will not change. In-
stead of controlling the velocity of water particles near the drum cylinder, the force
between the water particles and the cylinder particles was addressed. To achieve
that, the SPH viscosity between them was removed. Furthermore, the final force












Figure 6-23: The treatment of the force acting on the water particle a from the
boundary particle b: Fab is projected along drum radius and finally becomes F
′
ab
Density calculation The density of a particle is smoothed over its neighbouring
particles. The summation density method, in essence, meets mass conservation con-
dition, while it suffers from the edge effect. An edge effect, also called boundary
particle efficiency, is the truncation of the kernel near boundaries. In the previ-
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ous dam break simulation, the edge effect may occur near the free surface of the
dam but not in mirror boundaries. This is because the deficiency is compensated
by virtual particles. In this simulation, both free surface and cylinder boundaries
should be taken into account to avoid the edge effect. Moreover, the rotation of the
drum may lead to the discontinuity of fluid, and as a result, the edge effect will be
amplified. Therefore, to reduce the effect, the continuity density method was used
in this simulation instead of the summation density method.
With these initial conditions and the parameters listed in Table 6.10, the SPH
rotating drum simulation was conducted.
Table 6.10: SPH parameters used in the 3D SPH rotating drum simulation with
water
Variables Symbols Units Values
Thickness of drum T mm 12
Diameter of drum D mm 150
Rotational speed of drum ω rad/s 3.0
Smoothing length h mm 1.5
Number of particle 2252
Time step ∆t s 1.0×10−5
Gravity g m/s−2 9.8
Reference density ρ0 kg/m
3 1000
Speed of sound c m/s 8.0
Pressure coefficient γ 7
Damping coefficient α 0
Damping coefficient β 0
6.4.2 Results and discussion




. Therefore, the time history of the total energy E∗k is shown in Figure
6-24 from 0.0 s to 4.0 s. It can be seen that the state of the water assembly at the
time t = 1.0 s can represent the final steady state of the whole process. Therefore,
the analysis of this section will focus on the period t = 0.0 s to 1.0 s.
Dynamic angle of repose
Figure 6-25 shows the water particles configurations in the SPH rotating drum
simulation between t = 0.01 s to 1.0 s. From t = 0.01 s to 0.05 s, a small shrinkage
in the water volume can be observed. This implies the water is partly compressed
during this period. Until t = 0.10 s, driven by the motion of the drum, the water
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Figure 6-24: The time history of total kinetic energy E∗k during the time t = 0.0 -
4.0 s
particles were squashed together, and an arch was formed on the surface. This arch
gradually became flat when t = 1.0 s. At that point, the water particle assembly
becomes steady.
The instantaneous velocity distribution in the central slice of the water assembly is
given in Figure 6-26. The figure shows that from t = 0.01s to 0.05 s, the velocity
of water particles had an increase under gravity and reached a high value when
contacted the drum. After that, the water assembly gradually calmed down, and
its velocity kept decreasing. Until t = 1.0 s in Figure 6-26, the velocity of water
particles in the internal region approached zero, and the water particles near the
drum and two sides still behaved relatively active. This indicates that only a part
of the water assembly was affected by the motion of the drum.
Apart from the velocity, Figure 6-27 also provides the instantaneous pressure distri-
bution of the central slice. The water particles had a hydrostatic pressure distribu-
tion as defined in the simulation. Similarly, the pressure in the bottom of the water
assembly increased when it fall to the drum (t = 0.05 s). After that, there was an
fluctuation of the pressure on the free surface of water particles. Finally, the water
assembly backed to a hydrostatic state when t = 1.0 s, and the pressure increased
with depth.
It can be concluded from Figures 6-25 and 6-26 that the resultant dynamic AoR
of water obtained from the SPH simulation is close to the theoretical value – zero.
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(a) t = 0.01 s (b) t = 0.05 s
(c) t = 0.10 s (d) t = 0.20 s
(e) t = 0.30 s (f) t = 1.00 s.
Figure 6-25: Snapshots of water particles configurations obtained from the 3D SPH

















































(f) t = 1.00 s
Figure 6-26: The instantaneous velocity distribution of the middle slice in the 3D

















































(f) t = 1.00 s
Figure 6-27: The instantaneous pressure distribution of the middle slice in the 3D
SPH rotating drum simulation during the time t = 0.0 - 1.0 s
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However, the effect from the drum motion should not be neglected because the fluid
region near the drum keeps active with the driving force from the drum.
Effect of rotational speed
The influence of rotational speed on the dynamic AoR in a rotating drum has been
analysed in the 2D DEM rotating drum simulation in Chapter 4. The conclusion
was that the dynamic AoR of granular materials increases with an increase in the
drum rotating speed. As a comparison, the influence of the rotating speed in a drum
filled with water was also studied in this section. This simulation adopted the same
parameters listed in Table 6.10 except that three different rotational speeds (ω =
3.0, 6.0, 9.0 rad/s) were used.
Figure 6-28 provides the configurations of water particles at different rotational
speeds which are respectively ω = 3.0, 6.0 and 9.0 rad/s. Figure 6-29 presents
the corresponding instantaneous velocity distribution at the time t = 1.0 s. An
important observation from the figures is that the water particles were not piled up
with the change of the speeds. In other words, the effect of the drum rotational
speed on AoR is not obvious in this water rotating drum simulation. However, if
comparing Figure 6-28a, 6-28b and 6-28c, it can be seen that the surface of the water
particles became uneven as the rotational speed increased. The same conclusion can
be found from Figures 6-29a, 6-29b and 6-29c. Besides, to quantitatively compare
the velocity in Figures 6-29a, 6-29b and 6-29c, the maximum velocity vmax of the




, and its values for Cases with ω = 3.0, 6.0 and 9.0
rad/s turn out to be 0.140, 0.190 and 0.220 respectively. This result shows that the
water particles behaved more actively at high speeds than at low speeds, especially
in the regions near the drum which can be seen from the figures. Furthermore,
Figure 6-30 gives the instantaneous pressure distribution for these three cases. All
three figures present a hydrostatic state of the water assembly and it seems no great
difference can be found between these results.
Figure 6-31 further verifies that the effect of the rotational speed on the dynamic
AoR of water can be neglected. The dynamic angles based on the three different
rotational speeds were measured in AutoCAD after t = 1.0 s using the similar
methods as described in Sections 4.4 and 5.2. The resultant angles in Figure 6-31
were all lower than 1◦ which could be considered close to zero. Additionally, Figure
6-31 also indicates that no obvious relationship between the angles and the speeds
can be found.
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(a) ω = 3.0 rad/s (b) ω = 6.0 rad/s (c) ω = 9.0 rad/s
Figure 6-28: Snapshots of the water particles configurations in the 3D SPH rotating
drum simulations with specific rotational speeds ( ω = 3.0, 6.0, 9.0 rad/s) at the
























(c) ω = 9.0 rad/s
Figure 6-29: The instantaneous velocity distribution of water particles in the 3D
SPH rotating drum simulations with specific rotational speeds ( ω = 3.0, 6.0, 9.0
























(c) ω = 9.0 rad/s
Figure 6-30: The instantaneous pressure distribution of water particles in the 3D
SPH rotating drum simulations with specific rotational speeds ( ω = 3.0, 6.0, 9.0














Figure 6-31: The dynamic angle of repose obtained from the 3D SPH rotating drum
simulation at specific rotational speeds: (a) ω = 3.0 rad/s; (b) ω = 6.0 rad/s; (c) ω
= 9.0 rad/s
To summarise, the drum rotational speed does not affect the dynamic AoR of wa-
ter. Nevertheless, with higher speeds, the water assembly behaves more actively,
especially for the water particles near boundaries.
6.5 Summary
In Chapters 4 and 5, both the 2D and 3D DEM programs have been developed
and validated via a series of simulations. Instead of directly coupling SPH into
the existing DEM code, an SPH program for water is expected to be developed
individually in this chapter.
First of all, the boundary condition implemented in the existing SPH program was
discussed. Typical solid boundary condition applies repulsive forces to stop particle
penetrating each other. However, the parameters involved in the repulsive forces
are empirical and also suffer from kernel truncation. To overcome these, the mirror
boundary condition was chosen as the primary boundary condition for the research
in this chapter.
In order to verify and validate the developed SPH program, three simulations were
conducted in this chapter. Firstly, a tank was simulated filled with water in an
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equilibrium state. Four different solutions were adopted for the initial spacing d,
which is noted as the ratio H0/d. The L2 norm errors of dimensionless pressure p
∗
and velocity v∗ were compared between the simulation results and the analytical
solutions. The results showed that as the ratio H0/d increases which means an
increasing number of SPH particles involved in the same size of tank simulation,
the L2 norm error of the pressure p
∗ decreases while L2(v
∗) contrarily increases.
This indicates that increasing the particles’ number does not absolutely improve the
accuracy of the SPH simulation. Besides, the simulation efficiency was also analysed
via calculating the CPU spent with different solutions. The results reveal that the
CPU time has an exponential growth with the ratio H0/d. Considering both the
accuracy and efficiency, the solution of the ratio H0/d = 20 was finally considered
as the most suitable solution for this simulation.
The second simulation is a dam break simulation conducted against the experiment
by Martin et al. (1952). In this simulation, a water column at an initial hydrostatic
equilibrium was released and spread in a tank until it hit the opposite wall. Three
different sizes of water columns in the experiment were examined in the simulation.
The surge front and the column height were taken as the main parameters to evalu-
ate. The outcome of the quantitative analysis of these two parameters showed that
the numerical results had a good agreement with the experimental data. Apart from
that, water particles kept an orderly configuration, and the pressure field was repro-
duced well, particularly the free surface was modelled smoothly. These indicate that
the continuity equation and the equation of state were successfully implemented.
The rotating drum simulation was repeated as in the previous chapters, and here in
this chapter, the rotating drum is filled with water and modelled by SPH. The free
boundary condition was imposed between the drum and the water particles in order
to remove the effect from boundaries. The overall dynamic angles of repose was
close to zero, which is proved to be independent of the rotational speed of the drum
in the later investigation. Nevertheless, the results also showed that the motion of
the drum still has some effects. The particles near the drum boundaries behave
actively with the driving force from the drum.
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Chapter 7
A COUPLED SPH-DEM MODEL
FOR SATURATED SAND
The simulation tests in the previous chapters have proven that DEM can be used
to simulate granular flows such as grains transportation and solid mixing. Unfortu-
nately, when it comes to solid-fluid material involving free surfaces and interfaces, it
is difficult for DEM to reproduce the material behaviour measured in the laboratory
experiment. Therefore, coupling DEM with other methods has become a trend to
simulate solid-fluid flows.
Among various mesh-free particle methods, SPH has been recognised as a robust
technique to simulate fluid. Its performance in dam break simulation indicates that
SPH is able to create stable free surfaces or interfaces (Chapter 6). As reviewed
previously, SPH is a promising choice to combine with DEM for solid-fluid material
simulation. Nevertheless, there is limited research on the use of a combination of
SPH and DEM to simulate saturated soil as discussed in Chapter 2.
In this chapter, a coupled SPH-DEM method is proposed to simulate saturated
sand. Firstly, the features of both DEM and SPH are discussed with regard to their
combination. To maximise the coupling and also for simplification, this coupled
model continues to use the same parts as that in the previous DEM and SPH
programs. Further discussion focuses on the particles’ interaction, especially the
definition of fluid-solid interaction. Subsequently, an overall scheme can be given
based on these discussion and theory.
In the previous chapters, the rotating drum was fully simulated and studied with
the 2D DEM, the 3D DEM and the 3D SPH programs. The verification of this
coupled SPH-DEM model will be also based on this rotating drum simulation. To
emphasize the coupling SPH for fluid simulation or to investigate the effect of fluid
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phase in saturated sand, a comparison will be conducted between a drum filled with
saturated sand and another drum with sand only. Particularly, the interparticle
forces within the solid phase are compared between these two simulations.
7.1 DEM and SPH compatibility for solid-fluid
material
As DEM and SPH are both meshfree particle methods, they have some features in
common when used for simulation. Firstly, their system can be both in Lagrangian
form, in which particles move according to the internal and external forces. Sec-
ondly, they can both use explicit procedures for time integration. Last but most
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Figure 7-1: Comparison of the scheme flowcharts of (a) DEM and (b) SPH
Figure 7-1 indicates that two subroutines, contact detection and time integration,
can be shared between DEM and SPH. Therefore, the new coupled model can con-
tinue to use the hashing algorithm (boxing algorithm) and leapfrog algorithm for
these two parts (Chapter 3). It is also possible to implement the mirror boundary
condition and parallel techniques.
Attention should be paid to the compatibility of DEM and SPH methods. As for
contact condition demonstrated in Figure 7-2, in SPH, as long as the distance of
two particles is less than the smoothing length h, these two particles would exert
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forces against each other (Chapter 6). However, in DEM, there will be collision
only when two particles have an overlap which depends on their radii Ri and Rj.
Box size (assumed as C here) also plays an important role in contact detection. Its
relationships with h or R determine how many contacts can be found around an
individual particle and further affect the searching efficiency. Hence, the values of
smoothing length h, solid particle radii R and box size C should be balanced and




















Figure 7-2: Comparison of contact criteria of : (a) DEM, the overlap δ = (Ri +
Rj)− |rij| > 0; (b) SPH, |rij| < hij
When considering the compatibility of DEM and SPH, another vital aspect is the
compatibility of the time step. DEM and SPH both have their critical time steps
which have been given respectively in Equations 3.33, 3.34 and 3.59. Taking the
minimum value from these equations can be a suitable way to deal with it. On the
other hand, a big difference between two times steps should be avoided in the new
code considering the efficiency of time integration.
From the discussion above, it can be concluded that the combination of DEM and
SPH is achievable if the compatibility in some aspects is carefully handled. Simply,
the combined SPH-DEM model for saturated sand can use the same scheme of SPH
in Figure 7-1a, which is referred to be the coupled SPH-DEM model in this research.
7.2 Interparticle forces definition
Regardless of the compatibility, the main difference between DEM and SPH solvers
is located in the interparticle calculation part. In a saturated sand simulation,
there are three types of particles: (a) water particles, (b) sand particles and (c)
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boundary particles (in the case of particle boundary condition). If taking the sand
and the boundary particles as solid particles, the interparticle interaction could also
be simply categorised into three types: (a) between fluid and fluid, (b) between solid
and solid and (c) between fluid and solid. SPH and the DEM can be respectively
implemented into the interaction between fluids and solids. The interaction between
solid and fluid particles is to be defined.
The effective stress proposed by Terzaghi (1951) is an important concept for satu-
rated soil. The term effective refers to the actual stress imposed on soil skeleton.
As illustrated in Figure 7-3, the total stress σ is composed of the effective stress σ′
and the pore water pressure u.
σ = σ′ + u (7.1)
σ'σ u
Figure 7-3: Illustration of effective stress in fully saturated sand
On the other hand, the two phases in a saturated soil are simulated separately rather
than as a whole in the coupled SPH-DEM model. The concept of effective stress can
be considered as the effective force as shown in Figure 7-4. The total force acting











where N is the number of all the particles interacting with particle i, of which m is
the number of sand particles and n is the number of water particles.
Comparing to Equation 7.1, the first term in Equation 7.2 could be called effective
force and the second term is the pore water force. Assuming there is no flow, the
pore water pressure in saturated soil is the pressure underwater table and that
is hydrostatic pressure. From the previous chapters, it has been established that

































Figure 7-5: Comparison of interaction relationships in three different models: (a)
DEM; (b) SPH; (c) coupled SPH-DEM
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pore water force, which is the interparticle force between sand particles and water
particles, can be simulated by SPH as demonstrated in Figure 7-5.
7.3 Coupling DEM and SPH
As reviewed previously in Section 2.5.2, the existing coupling SPH-DEM models are
divided into two categories: unresolved and resolved methods. Unresolved SPH-
DEM models are represented by the two-way SPH-DEM model proposed by Cleary
(2015) and the resolved solution was studied by Potapov et al. (2001). The coupling
SPH-DEM model developed in this research is based on the resolved method. In the
model by Potapov et al. (2001), one solid particle contains hundreds of fluid particles,
which increases the difficulty of solving problems. However, in this research, the solid
and fluid particles involved in the coupling model are on a similar scale.
As discussed in Section 7.2, the interparticle interactions of the coupled SPH-DEM
model could be divided into three types: solid-solid (solid-solid and solid-boundary),
fluid-fluid and fluid-solid (fluid-solid and fluid-boundary), as shown in Figure 7-5(c).
The solution is that the first type is solved by DEM and later two are computed
by SPH. In dealing with interactive forces, solid particles interact with each other
following the DEM model, which adopts the Hertz-Mindlin contact model in this
program.
The core part of the coupled model is how to calculate the third type of interaction














Assuming the particle i is a solid particle and the particle j is a fluid particle, it can
be seen from the above equations that the solid particle i should be considered as an
SPH particle in this coupled model. This means the solid particle i has a smoothing
length hi and its density ρi is also smoothed over surrounding neighbouring particles
so that the pressure pi could be deduced.
However, if the real density and mass is adopted for the solid particle i which might
be more than double that for particle j, the density of the fluid particle j will
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is the change in the density of particle j due to the particle i. This
fluctuation in density will further affect the pressure pj and finally numerical insta-
bility will occur. This is a common problem in an SPH simulation involving two
flows with distinct different densities.
From above discussion, the force between the solid and fluid phase can be simply
summarised as
F (solid− fluid) = f(ρs, ρf ,ms,mf ) (7.3)
where ρs, ρf , ms, mf represent the density and mass of solid and fluid particle
respectively.
On the other hand, the interaction between solid and solid particles can be also
simplified as
F (solid− solid) = f(Rs, kn, ks, µ) (7.4)
It can be seen that the density and mass of the solid phase highly determine the
interaction F (solid− fluid) but does not affect the force F (solid− solid). Therefore,
the solution of this research is that when it comes to the interaction between solid
and fluid phases, the solid particles have the same properties as the fluid particles.
More specifically, the solid particles have the same reference density and mass as
fluid particles, that is ρs = ρf and ms = mf . This treatment not only can avoid
the pressure fluctuation on the interface, but also can model the hydrostatic state
of solid particles in the mixture which will be explained in later simulations.
The difference between the realistic density and mass of the solid and fluid phases
should be taken into consideration. Therefore, further treatments were put on to
solid particles for other parts of calculation. In the coupled SPH-DEM model pro-
posed in this research, a realistic mass ratio of the solid and fluid φ was introduced
when applying the gravitational force and updating the particle motion as follows





in which φ is the realistic ratio of density of solid and fluid phase. For an instant,
the general value of the φ for a sand particle and a water particles is 2.5.
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To summarise, the coupling of DEM and SPH for solid-fluid interaction is to consider
solid particles to have a hard and frictional shell with fluid inside.
7.4 Overall scheme
According to the above discussion, a coupled SPH-DEM model for saturated sand
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Figure 7-6: The flowchart of the coupled SPH-DEM model scheme
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Algorithm 4 Coupled DEM-SPH Model Algorithm in Main Loop
for each ∆t do
t = t+ ∆t
procedure Sort Into Zones
procedure Density Calculation
for each zone do
for each particle i in this zone do
for each other particle j in this zone or in potential zones do
if particle j in the support domain of particle a: rij ≤ κh then




j mj(vi − vj) · ∇iWij∆t
procedure Pressure Control
for each particle do
calculate the local pressure at each particle:
Pi = f(ρi)
procedure Interaction
for each zone do
for each particle i in this zone do
for each other particle j in this zone or in potential zones do
while between particle i and particle j are DEM type interaction
do
compute the interparticle forces:
F i,jn = knδ , δF
i,j
s = ksδ , F







update the total forces for the particles i and j:
Fi = Fi + F
i,j , Fj = Fj − F i,j
while between particle i and particle j are SPH type interaction
do
calculate the interaction:
F i,j = f(m,P, ρ, h, rab) + F
i,j
viscosity
compute total forces for the particles i and j:
Fi = Fi + F
i,j , Fj = Fj − F i,j
procedure motion
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From the above scheme flowcharts, the only part that differs them is interparticle
forces calculation.
Figure 7-6 demonstrates the scheme of the new model. In this new model, both
fluid and solid particles are basically in a similar size which is generated randomly
in a specific range.
7.5 3D coupled SPH-DEM rotating drum simu-
lation for saturated sand
Jin (2018) found that the underwater repose angle of calcareous sand is smaller than
that of natural repose angle in general. This finding implies that the AoR of sand
will be reduced when the sand is saturated with water.
This section attempts to simulate such a situation. Two tests were conducted: One
drum is filled with cohesionless sand and water; Another drum has the same number
of cohesionless sand. Their final dynamic AoRs are compared and checked with the
above conclusion.
7.5.1 Simulation method
The parameters used in the coupled SPH-DEM drum simulation and the DEM drum
simulation are displayed in Tables 7.1 and 7.2 respectively. It should be noted that
the 3D DEM rotating drum simulated here is different from the 3D DEM rotating
drum in Chapter 5 as the later one cannot be directly compared with the coupled
SPH-DEM drum simulation. This is because the same filling ratio (30%) in Chapter
5 is hard to achieve by this coupled model. The water particles were mixed with
sand particles under dynamic driving force from the drum, and therefore, the filling
ratio of sand particles cannot be predicted. As a result, it was decided to set the
same number of sand particles in both simulations: (a) coupled SPH-DEM and (b)
pure DEM.
In order to make sure that all the sand particles are surrounded by water particles,
the number of water and sand particles was made to be the ratio of 2:1. Other
properties such as density, Young’s modulus and speed of sound adopted the general
values.
The mixing of sand and water particles at high rotational speeds may result in that
the dynamic repose angle of sand cannot be formed in water. Besides, as stated in
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Table 7.1: DEM and SPH parameters used in the coupled SPH-DEM rotating drum
simulation
Parameters Symbols Units Values Dimensions
Thickness of drum T mm 12.0 [L]
Diameter of drum D mm 150 [L]
Rotational speed of drum ω rad/s 1.0 [T−1]
Gravity g m/s2 9.8 [LT−2]
Time step ∆t s 1.0 × 10−5
Water
Particle number 4208
Smoothing length hs mm 0.9 - 1.5
Density ρw kg/m
3 1000 [ML−3]
Speed of sound c m/s 10.0
Pressure coefficient γ 7
Damping coefficient αΠ 0 [–]
Damping coefficient βΠ 0 [–]
Sand
Particle number 2104
Radius of sand particles Rs mm 1.0 [L]
Smoothing length hs mm 0.9 - 1.5
Density ρs kg/m
3 2500 [ML−3]
Young’s modulus Es MPa 20.0 × 103 [ML−1T−2]
Poisson’s ratio νs 0.3 [–]
Friction coefficient µs 0.8 [–]
Restitution coefficient εs 0.8 [–]
Cylinder
Radius of cylinder particles Rb mm 1.5 [L]
Smoothing length h mm 1.5
Young’s modulus Eb MPa 69.0 × 103 [ML−1T−2]
Poisson’s ratio νb 0.334 [–]
Friction coefficient µb 1.0 [–]
Restitution coefficient εb 0.5 [–]
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Table 7.2: DEM parameters used in the DEM rotating drum simulation
Parameters Symbols Units Values Dimensions
Thickness of drum T mm 12.0 [L]
Diameter of drum D mm 150 [L]
Rotational speed of drum ω rad/s 1.0 [T−1]
Gravity g m/s2 9.8 [LT−1]
Time step ∆t s 1.0 × 10−5
Sand
Particle number 2104, 17643
Radius of sand particles Rs mm 1.0, 0.5 [L]
Density ρs kg/m
3 2500 [ML−3]
Young’s modulus Es MPa 20.0 × 103 [ML−1T−2]
Poisson’s ratio νs 0.3 [–]
Friction coefficient µs 0.8 [–]
Restitution coefficient εs 0.8 [–]
Cylinder
Radius of cylinder particles Rb mm 1.5, 0.75 [L]
Young’s modulus Eb MPa 69.0 × 103 [ML−1T−2]
Poisson’s ratio νb 0.334 [–]
Friction coefficient µb 1.0 [–]
Restitution coefficient εb 0.5 [–]
Section 4.4, the free surface of grains assembly become S-shape at high speeds. For
these reasons, the rotational speed of the drum was set to ω = 1.0 rad/s.
As for the boundary condition, the mirror boundaries were used for two end caps of
the drum. Physical particles were used for drum cylinder, which provides repulsive
forces to stop particle penetration.
The smoothing length of a sand particle is needed to calculate its forces with water
particle in contact. In SPH, the smoothing length determines the interaction range
for a particle, and in DEM, the contact condition is associated with particle radius.
For this coupled model, the smoothing length of either water and sand particles was
set to be similar to the radius of sand particles.
Dimensional analysis
For the cohesionless sand simulation as given in Table 7.2, the determinative pa-
rameters are the same as those in the previous 3D DEM rotating drum (Equation













, ν, µ, ε) (7.7)
For the saturated sand simulation in Table 7.2, the additional influential parameters
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include the water particle density ρw, viscosity coefficients αΠ and βΠ. However, the
values of the viscosity coefficients αΠ and βΠ were both taken to be zero so they are

















It should be noted that in Table 7.2, some parameters were not taken into physical
influential factors even though some of them has dimensional units, and they are
the smoothing length h, the speed of sound c, the pressure coefficient γ and the
ratio of water and sand particles’ number. Firstly, the smoothing length h (or
initial spacing) has been discussed in Section 6.2, and to a great extent, they would
determine the accuracy of numerical results rather than physical results; Secondly,
the parameters related to pressure calculation (the speed of sound c and γ), also
have no effect. This is because the employment of Equation of State is based on an
assumption that the fluid is compressible, which is not actually deserved. Last, the
objective of this simulation is saturated sand, which means the ratio of water and
sand particle number is large enough to avoid surface tension.
7.5.2 Results and discussion
Figure 7-7 shows the change of the total energy E∗k during the time t = 0.0 - 10.0
s. A difference can be observed between two simulations that it took a longer time
to settle down for the saturated sand rotating drum than the cohesionless sand one.
This, to some extent, indicates the effect from the fluid phase on sand particles in
the saturated sand simulation. Nevertheless, it can be guaranteed that both systems
were in a relatively stable stage since the time t = 5.0 s. Thus, the dynamic angle
was measured from the time t = 5.0 s, and the time-averaged velocity was counted
from t = 5.0 s to 10.0 s.
Figure 7-8 gives the configurations of water and sand particles from the time 0.0 s to
10.0 s in the rotating drum with saturated sand. Figure 7-8a shows that the water
and sand particles were generated within the drum, which is in random order. This
did make sure the water and sand particles were mixed thoroughly at the beginning,
which can be seen from Figure 7-8b. Moreover, in Figure 7-8b, some water particles
bounced up and scattered in the drum. This phenomenon is reasonable because the
hydrostatic density was not imposed on water and sand particles in the beginning.
From t = 1.0 s as shown in Figure 7-8c, the mixture assembly was settled down.
The surface became smooth, and the sand particles accumulated together on the
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saturated sand cohesionless sand
Figure 7-7: The time history of the total kinetic energy E∗k in the 3D rotating drum
simulations during the time t = 0.0 - 10.0 s
right side of the drum. Later in Figures 7-8d and 7-8e, the interface between the
sand particles and the water particles gradually emerged. There were some water
particles remaining among sand particles. As time went to t = 10.0 s in Figure 7-8f,
it can be seen that the whole assembly was stabilised. Some water particles were
squashed from the right region, and more importantly, the repose angle of the sand
particles can be observed.
Figure 7-9 gives the sand configurations during the time 0.0 s to 10.0 s in the
rotating drum with cohesionless sand. Figure 7-9a shows that sand particles were
created randomly so that the same initial state of sand particles was guaranteed.
The following processes were similar to the previous DEM simulations. The sand
particles were accumulated in the bottom, and avalanches happened with the driving
of the drum. In the coupled rotating drum, the whole assembly started to reach a
stable stage from t = 10.0 s, while for this DEM rotating drum, the AoR was formed
from the time t = 3.0 s as seen in Figure 7-9d. This difference implies that those
water particles which existed among sand particles did stop sand particles to settle
down. The reason might be twofold. In the first place, the water particles shared
a part of stresses on sand particles. Besides, the SPH viscosity was removed and
consequently, there was no friction between sand and water particles. This can result
in the reduction in the friction for mixed water and sand assembly.
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(a) t = 0.0 s (b) t = 0.3 s
(c) t = 1.0 s (d) t = 3.0 s
(e) t = 5.0 s (f) t = 10.0 s
Figure 7-8: Snapshots of sand and water particles configurations in the 3D SPH-
DEM rotating drum simulation with saturated sand during the time t = 0.0 - 10.0
s
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(a) t = 0.0 s (b) t = 0.3 s
(c) t = 1.0 s (d) t = 3.0 s
(e) t = 5.0 s (f) t = 10.0 s
Figure 7-9: Snapshots of sand particles configurations in the 3D SPH-DEM rotating
drum simulation with saturated sand during the time t = 0.0 - 10.0 s
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Dynamic angle of repose
Figure 7-10 compares the final AoRs obtained from the coupled SPH-DEM rotating
drum and the DEM rotating drum, and Table 7.3 summarises the results. It can
be observed that in both Figures 7-21b and 7-21a, the avalanching surfaces were
not flat, which caused more than one AoR. One of the reason is the low rotational
speed setting (see more details in Section 4.4). In order to compare the results
from two simulations, the AoRs from the top and the bottom of the surface were
both measured. It can be seen that the top repose angles from the SPH-DEM
simulation were 17◦ to 18◦ (see α1, α2 and α3), whereas the top angles from the
DEM simulation were between 23◦ to 26◦. This proves that natural repose can be
reduced in the condition of underwater. However, there was no difference between
the two simulations regarding the results α4, α5 and α6. This does not mean the
conclusion is no longer correct here. A detail can be found in Figure 7-21b that some
sand particles were scattered within water particles in the left side, and the bottom
surface was uneven. Therefore, taking the bottom angle as the dynamic AoR in the
SPH-DEM simulation is not precise for this comparison.
Table 7.3: The dynamic AoRs obtained from the coupled SPH-DEM and the DEM
models
AoRs α1 α2 α3 α4 α5 α6
SPH-DEM 17.01 17.92 18.41 27.18 25.85 26.53
DEM 23.32 23.07 25.39 26.82 26.95 27.02
Velocity profiles
Figures 7-11 and 7-12 give the instantaneous velocity distribution of the rotating
drum simulations with saturated sand and cohesionless sand respectively. For com-
parison, only the velocity distribution of the sand particles was visualised and the
velocity magnitude was fixed within the range [0.00, 0.05]. The velocity distribution
became stable from t = 5.0 s in Figure 7-11 while it was t = 3.0 s in Figure 7-12.
This observation verifies the energy analysis in Figure 7-7 that the water particles
in the SPH-DEM rotating drum have an impact on the whole mixture system and
put off the time to settle down.
Besides, Figure 7-12 shows the same velocity distribution as that of the previous
2D and 3D rotating drum simulations (in Sections 4.4 and 5.2). The relatively high
velocities were found in the free surface and drum boundaries, and the relatively














(b) The dynamic AoRs from the 3D DEM rotating drum model with cohesionless sand
Figure 7-10: The comparison of the dynamic AoRs obtained respectively from (a)

















































(f) t = 10.0 s
Figure 7-11: The instantaneous velocity distribution of the middle slice in the 3D


















































(f) t = 10.0 s
Figure 7-12: The instantaneous velocity distribution of the middle slice in the 3D
DEM rotating drum simulation with cohesionless sand during the time t = 0.0 -
10.0 s
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and 7-12(f), the difference can be found on the free surface that the velocity on the
interface of the water and sand particles is reduced. This can be explained by the
resistance forces subjected from the fluid phase.
The time-averaged velocity field of these two simulations is given in Figure 7-13.
The velocity is averaged from the 5.0 s to 10.0 s, and only a slice in the middle along
the drum axis was visualised. Both figures have a clear active-passive interface, and
orderly arrows along the free surface in cohesionless sand or the interface in saturated
sand indicate the occurrence of avalanches. The main difference of Figure 7-13 (a)
and (b) is the velocity distribution of the active region. The active region of the
saturated sand assembly has a lower velocity field than that of the cohesionless sand

















Figure 7-13: The comparison of the time-averaged velocity field of the central slice
in the rotating drum simulations with (a) saturated sand and (b) cohesionless sand
over the time t = 5.0 - 10.0 s. Only the velocity field of sand particles was visualised.
“Effective” interparticle forces
The forces between sand particles were analysed in order to further investigate the
effect of water particles in saturated sand in the coupled SPH-DEM drum simula-
tion. It was stated in Section 2.1.1 that the soil is essentially a particulate system,
especially because the interaction between individual particles determines the bulky
deformation. Apart from that, both DEM and SPH are meshfree particle methods,
which means the state of the object is represented by the motion and the loading
of individual particles. Therefore, the stress and the strain used in continuum me-
chanics are inappropriate for this coupled model. This section will look into the
effective interparticle forces rather than the effective stress. The term “effective” for
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the interparticle forces means that these forces between solid particles which exclude
the forces related to the fluid phase.
Figures 7-14 and 7-15 provide the instantaneous effective force distribution from two
simulations. Figure 7-15 provides the force distribution of an assembly with sand
particles only. It can be seen that the force increases as the distance from the free
surface increases. Figure 7-14 also shows that the maximum value of interparticle
force was found in the bottom and the minimum value on the interface. However,
the effective forces in the middle region are unevenly distributed.
In addition, the development of effective forces in these two simulations was analysed
as shown in Figure 7-16. In the beginning, particularly during the first 2.0 s, there
was a relatively large difference between the effective forces of saturated sand and
cohesionless sand. The total effective forces in the assembly of saturated sand are
lower than that in the assembly of cohesionless sand, which indicates the water
particles did take part of the load within saturated sand. As time went on, this
difference was gradually reduced but still existed till the time t = 10.0 s. Throughout
the process, the total effective forces in the saturated sand drum remain lower than
that in the cohesionless sand drum.
In conclusion, this section has a comparative study on two rotating drum simula-
tions, one has saturated sand using the coupled SPH-DEM model and another has
cohesionless only using the DEM model. The dynamic angle was firstly compared.
It turns out that the resultant repose angle of saturated sand is smaller than that
of cohesionless sand, which agrees with the finding by Jin (2018). Furthermore,
the velocity distribution of two simulations was given. In the saturated sand drum,
the velocity on the interface of sand particles and water particles was reduced, and
the active region shows less energetic compared to the results in the cohesionless
sand drum. Finally, the effective forces of two simulations were investigated. The
results reveal that and the water particles in the saturated sand assembly shared
a relatively large part of load but the effect gradually decreased as the time went.
However, throughout the entire process, the effect from the water particles remains
under the driving of rotating drum.
He et al. (2018) conducted a similar simulation in which the unresolved SPH-DEM
coupled method was adopted to model a particle-fluid flow in a rotating cylindri-
cal drum. This simulation reproduced the configuration of the bilinear slope both
qualitatively and quantitatively as that in the corresponding experiment. There is
a lack of investigations into the analysis of particles’ motion based on a micro scale

















































(f) t = 10.0 s
Figure 7-14: The effective force distribution of the middle slice in the coupled SPH-
DEM rotating drum simulation with saturated sand during the time t = 0.0 - 10.0

















































(f) t = 10.0 s
Figure 7-15: The effective force distribution of the middle slice in the 3D DEM
rotating drum simulation with cohesionless sand during the time t = 0.0 - 10.0 s.
F ′ represents the forces between sand particles and |F ′| is the magnitude value.
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saturated sand cohesionless sand difference
Figure 7-16: The time history of the total interparticle forces of the solid phase F
in the rotating drum simulations with saturated sand and cohesionless sand during
the time t = 0.0 - 10.0 s
This simulation presents an early result of the coupled SPH-DEM model. Com-
paring to the unresolved SPH and DEM coupling methods, this method avoids the
continuous representation of the solid phase. For example, the void fraction and the
continuous velocity information are not required for the computation of the force
between two different phases with the coupled model proposed here. Instead, the
field information such as velocity and interparticle forces, can be directly captured
by the local particles. Either fluid or solid phase is modelled and solved at a local
scale, which represents the essence of soils — discontinuum. However, this type of
the micro-scale solution relies on the micro parameters (e.g. stiffness, friction and
viscosity coefficients) rather than bulk parameters. Therefore, future studies are
needed for the link between empirical parameters and the micro parameters used in
this model.
7.6 Effect of particle size
The particle size or smoothing length is a characteristic parameter in SPH sim-
ulations. Normally, their values would be studied to evaluate the convergence of
the simulations. For the existing coupled DEM-SPH model, an investigation was
conducted on the effect of particles’ size and smoothing length.
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For this coupled model, the smoothing length of both water and sand particles
is approximately the same and of similar size to the sand particles as stated in
Section 7.4. This means that if the smoothing length of water particles change, the
smoothing length and the radius of sand particles will change in accordance. Here in
this section, a new rotating drum simulation is carried out in which the smoothing
length of water particles is halved compared to the simulation in Section 7.6.
7.6.1 Simulation method
The simulation in Section 7.4 considered the saturation of sand particles in the
rotating drum. Similarly, this simulation also includes both the saturated and cohe-
sionless conditions. To distinguish two simulations, the simulation presented Section
7.6 is denoted as the simulation Case 1 and the additional simulation conducted for
analysis in this section is Case 2.
Table 7.4 shows key parameters for two simulations. The simulations Cases 1 and
2 have the same conditions except the values given in Table 7.4. Considering the
interaction between the drum cylinder and internal particles, the size of cylinder
particles should also be halved from 1.5 mm to 0.75 mm. The particle number of
either sand and water is increased as the size is reduced, and the number of water
and sand particles is kept to be the ratio of 2:1.
Table 7.4: The particles’ size and number in two simulation cases
Particle radius Smoothing length Particle number
Cylinder Sand Sand & Water Water Sand
Case 1 1.5 1.0 0.9 - 1.5 4208 2104
Case 2 0.75 0.5 0.45 - 0.75 35286 17643
7.6.2 Results and discussion
It was stated in Section 2.1.4 that the angle of repose will increase if the particle size
decreases. This suggests that the resultant angle of repose for Case 2 is expected
to be larger than for Case 1, which will be checked in this section. Besides, the ve-
locity distribution and the effective interparticle force distribution will be compared
between Cases 1 and 2.
Kinetic energy Figure 7-17 compares the kinetic energy E∗k of the simulations
Cases 1 and 2 during the time t = 0.0 - 10.0 s. It should be noted that E∗k is
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Case 1: saturated sand
Case 1: cohesionless sand
Case 2: saturated sand
Case 2: cohesionless sand
Figure 7-17: The time history of the total kinetic energy E∗k in the 3D rotating drum
simulations during the time t = 0.0 - 10.0 s
non-dimensionlised from the Ek by Equation 4.17 in which the radius of particles is
involved. From the results in Figure 7-17, there is little difference between the two
simulations in terms of the development of the kinetic energy either for the saturated
sand or for the cohesionless sand. In both Cases 1 and 2, there is a increase in the
kinetic energy when sand particles are saturated. However, the steady values of the
kinetic energy (after t = 2.0 s) are of great difference. When the particle size was
reduced by a half, the kinetic energy increased at least by a factor of 10.
Configuration Figures 7-18 and 7-19 give the configurations of particles from
time 0.0 s to 10.0 s in the simulation Case 2 with saturated sand and cohesionless
sand respectively. The entire process is similar to the previous simulation Case 1
as shown in Figure 7-8 and 7-9. Figure 7-20 further compares the two simulations
Cases 1 and 2 at the time t = 10.0 s. There are two main differences that can be
observed from these figures. The first one is the interface in the saturated state. It
can be seen in Figures 7-20a and 7-20b that the interface of the fluid and the solid
phase is more clear in the simulation Case 1 than that in Case 2. Figure 7-18 also
indicates that the formation of the interface may take longer when the particle size
is halved. The second difference shown in Figures 7-20c and 7-20d is that the repose
angle and the resultant filling ratio are higher in the simulation Case 2 with smaller
particles.
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(a) t = 0.0 s (b) t = 0.3 s
(c) t = 1.0 s (d) t = 3.0 s
(e) t = 5.0 s (f) t = 10.0 s
Figure 7-18: Snapshots of sand and water particles configurations in the rotating
drum with saturated sand during the time t = 0.0 - 10.0 s
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(a) t = 0.0 s (b) t = 0.3 s
(c) t = 1.0 s (d) t = 3.0 s
(e) t = 5.0 s (f) t = 10.0 s
Figure 7-19: Snapshots of sand particles configurations in the rotating drum with
cohesionless sand during the time t = 0.0 - 10.0 s
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(a) Case 1, Saturated sand (b) Case 2, Saturated sand
(c) Case 1, Cohesionless sand (d) Case 2, Cohesionless sand
Figure 7-20: Comparison of the simulations Cases 1 and 2: The configuration of
the particles in the rotating drum with saturated sand and cohesionless sand at the
time t = 10.0 s
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Dynamic Angle of Repose Figure 7-21 and Table 7.5 confirm the finding in
Figure 7-20 that the AoRs increased when the particle size decreased in a rotating
drum. Figure 7-21 and Table 7.5 give both the top and the toe repose angles of the
sand assembly. Specifically, the averaged value of the top repose angles from Case
1 is 26.93◦ whereas that from Case 2 is 27.62◦. The mean value of the toe repose
angle for Case 2 is 23.55◦, which is lower than the value for Case 1 (23.93◦). In spite
of this, the overall dynamic angle is higher for Case 2 than that for Case 1 if the
value of 25.39 in Case 1 is ignored.
Table 7.5: The dynamic AoRs obtained from he simulations Cases 1 and 2 in cohe-
sionless condition
AoRs α1 α2 α3 α4 α5 α6
Case 1 23.32 23.07 25.39 26.82 26.95 27.02
Case 2 23.42 23.62 23.62 27.63 27.77 27.45
Velocity The instantaneous velocity distribution of the rotating drum simulation
Case 2 with saturated sand and cohesionless sand are shown in Figures 7-22 and 7-23
respectively. It should be noted that these figures only visualise the sand particles,
and also the magnitude was made within the fixed range [0.00, 0.05] for the purpose
of comparison. The development of the velocity distribution is similar to that of the
simulation Case 1 (as shown in Figures 7-11 and 7-12). For the cohesionless sand,
Figure 7-23 clearly presents that higher velocities were found at the free surface and
drum boundaries, with lower particle velocities in the central region of the particle
mass. In Figure 7-22, the overall velocity of saturated sand particles continued to
decrease throughout the time from t = 1.0 s to 10.0 s. However, till the time t =
10.0 s in Figure 7-22f, it is still unknown whether the sand particle assembly has
reached a stable state.
Figures 7-24 and 7-25 further compare the velocity distribution of the simulations
Cases 1 and 2. For the cohesionless sand, a smoother free surface can be observed in
Figures 7-24d and 7-25d than that in Figures 7-24c and 7-25c. This indicates that
with finer particles, the particle avalanches on the free surface are more continuous.
The comparison of Cases 1 and 2 in cohesionless condition also shows that the veloc-
ity distribution and the active-passive interface is more distinct when the particles
are smaller. Moreover, it can be measured from Figures 7-24d and 7-25d that the
active region became thicker when the particle size decreased. For the saturated
sand (Figures 7-24a, 7-24b, 7-24a and 7-24b), it can be seen that there are more
voids within solid particles and the particles are more dispersed in Case 2 than in












(b) The dynamic AoRs from the simulation Case 1
Figure 7-21: The comparison of the dynamic AoRs obtained from the simulations
Cases 1 and 2 in cohesionless condition
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size of the solid particles is reduced.
Force The effect of particle size is also studied via the analysis of the effective
forces of sand particles as seen in Figures 7-26 and 7-27. Similarly, the effective
forces displayed in these figures do not include the forces from the fluid particles.
Figure 7-27 shows the development of the effective forces of the cohesionless sand
particles, with a relatively stable effective force distribution forming at t = 1.0 s.
Nevertheless, the force distribution continued to change until t = 10.0 s (in Figures
7-26).
Furthermore, the comparison of the simulations Cases 1 and 2 is given in Figure
7-28. In both the simulations Cases 1 and 2, the interparticle force increased as the
depth from the free surface increases in both saturated or cohesionless conditions.
This phenomena is more distinct in Case 2 than Case 1. Apart from that, it can be
observed that the sand particles were scattered more widely in saturated condition
when their size is smaller (Figures 7-28a and 7-28b).
To summarise, this section presents the comparison between two rotating drum
simulations with different particle sizes. The effect of the particle size can be con-
cluded: a) In a rotating drum filled with cohesionless sand, the dynamic repose
angle is higher with smaller size of particles. b) The finer particles led to smoother
free surface and more continuous avalanches. More importantly, the thickness of
the active region increased when the particle size was reduced. c) For saturated
conditions, the decrease in particle size meant that the time for the sand assembly
to reach a relatively stable state was increased. This indicates that the “pore pres-
sure” from the fluid phase was amplified due to the reduced particle size of the solid
phase.
7.7 Summary
DEM and SPH had been studied individually in Chapters 4, 5 and 6. Based on
these developed codes, this chapter tried to combine these two methods to model
saturated sand, and the basic idea is to use DEM for solid grains and SPH for fluid
particles.
At the beginning of this chapter, the compatibility of DEM and SPH was dis-
cussed regarding their overall schemes, contact conditions and time steps. As for the
scheme, the developed DEM and SPH codes can share some subroutines, e.g. initial

















































(f) t = 10.0 s
Figure 7-22: The instantaneous velocity distribution of the middle slice in the ro-

















































(f) t = 10.0 s
Figure 7-23: The instantaneous velocity distribution of the middle slice in the ro-

































(d) Case 2, Cohesionless sand
Figure 7-24: Comparison of the simulations Cases 1 and 2: The instantaneous veloc-
ity distribution of the middle slice in the rotating drum simulation with saturated

































(d) Case 2, Cohesionless sand
Figure 7-25: Comparison of the simulations Cases 1 and 2: The time-averaged
velocity field of the central slice in the rotating drum simulations with saturated

















































(f) t = 10.0 s
Figure 7-26: The effective force distribution of the middle slice in the rotating drum

















































(f) t = 10.0 s
Figure 7-27: The effective force distribution of the middle slice in the rotating drum

































(d) Case 2, Cohesionless sand
Figure 7-28: Comparison of the simulations Cases 1 and 2: The effective force
distribution of the middle slice in the rotating drum simulation with saturated sand
and cohesionless sand at the time t = 10.0 s
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integration. Besides, the mirror boundary condition and the multithreading were
the same in the DEM and the SPH code so that they can be used in this coupled
model as well. The contact conditions for DEM and SPH are different. Particle
radius and smoothing length respectively determine whether two particles contact
in DEM and SPH. Besides, the size of the cells used in boxing searching also plays
a vital role in contact finding. Therefore, the relationship of DEM particle radius,
SPH smoothing length and the box size should be carefully addressed. Finally, DEM
and SPH both have their different critical time step, and the minimum value should
be taken as the time step for the coupled model.
An innovative aspect in combing DEM and SPH is how to define the particle interac-
tion. Particularly for this solid-fluid model, a rule should be given to the interaction
between solid and fluid particles. Referring to the effective stress theory by Terza-
ghi (1951), SPH was implemented into the forces between solid and fluid. More
specifically, a solid particle is subjected to both the DEM forces from other solid
particles and the SPH from fluid particles, representing the effective stress and the
pore pressure respectively.
With the discussion on the compatibility and the proposal for the contact model,
the overall scheme and the algorithm for this coupled model were then decided
and shown in Section 7.4. An important aspect of coupling DEM and SPH is how
to calculate different types of interaction between two phases. More specifically,
the interaction between solid and fluid particles is calculated by SPH. In this type
of calculation, the solid particles have the same density as the fluid particles but
are subjected to a higher gravity. This treatment will not affect other types of
interaction. For example, the computation of the force between a pair of solid
particles does not require the density of two particles.
In order to verify this coupled model, a rotating drum was simulated with saturated
sand. Another rotating drum simulation with the same number of cohesionless
sand particles was also conducted based on the previous 3D DEM program as a
comparison. The main outcome of this comparative study is that the underwater
repose angle of calcareous sand is smaller than the repose angle in general, which is in
agreement with the study by Jin (2018). Apart from that, the velocity distribution
and the effective interparticle forces were also analysed. The results indicate that the
water particles in the saturated sand drum share a part of the load, which implies the
successful implementation of the effective theory in the coupled SPH-DEM model.
A comparative study on the effect of particle size was presented at the end of this
chapter. Two rotating drum simulations in both saturated and cohesionless condi-
tions were compared, and their difference was made on the particle radius and the
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smoothing length. The results show that the repose angle increased, the avalanches
became more continuous and the thickness of the active region was increased when
the particle size was decreased on the condition of cohesionlessness. For the satu-
rated sand in the drum, the reduction in particle size amplified the effect of fluid







DEM and SPH was chosen as the main numerical methods of this research to investi-
gate the dynamic behaviour of granular sand. DEM was used to model cohesionless
sand and sand grains in saturated sand. SPH particles was employed to model the
fluid phase in the saturated sand.
Chapter 4 gave the first step of this research, that is to develop a two-dimensional
DEM code for granular material. As the basis for the following work, this pro-
gram and its verification and validation are crucial for the entire research. For
that reason, a series of simulations were carried out in Chapter 4. Starting from
two single-particle systems, the implementation of DEM considering contact model,
time integration and energy dissipation, were checked against theoretical analysis
in the first two simulations. Following that, a funnel pile simulation was conducted
to reproduce the static angle of repose of an experiment. By then, the program
was validated and verified as capable of modelling granular material behaviour. A
rotating drum was simulated to explore the dynamic modelling of this code further.
The simulation showed that the dynamic angle of repose increased with increased
rotational speed or the Froude number Fr in a rotating drum. This compared well
with previous work, laboratory experiments (Brucks et al., 2007; Santos et al., 2016)
and numerical simulations (Santos et al., 2016). An important finding of this sim-
ulation was that the resultant angle of repose from this rotating drum simulation
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was different from the one from the funnel pile test, which agrees with the experi-
ments by Fowler and Wyatt (1960). This conclusion further indicates that the static
angle of repose should not be taken as the dynamic angle for relevant applications
such as slope stability. Besides, the analysis of velocity distribution showed that the
high drum speeds can lead to large active region within particles. Furthermore, an
investigation was given into the drum boundaries. The results revealed that addi-
tional convex particles along the drum internal boundaries can lead to an increase
in the dynamic repose angle, but the number of these convex particles do not have
significant effects.
Chapter 5 presented the extension of the 2D DEM code to a 3D DEM program,
and in the meantime, making it work for cohesionless sand. The major challenge of
converting the original 2D version to in three dimensions was discussed first. The
conclusion was that the primary obstacle was improving the computational effi-
ciency of the code. Multi-threading was finally taken into consideration to solve this
problem. This is because multi-threading is embedded in C++, which is easy to em-
ploy, and also it is adequate to satisfy the calculation requirements for this research.
Threads were equally assigned to mapping cells rather than particles. These cells
are the elements after the discretisation of the problem domain, which is referred
to as spatial decomposition. It was proven in Section 5.2.3 that the combination of
multi-threading and spatial decomposition was efficient in the existing code.
Chapter 5 also continued to conduct the rotating drum simulation which was adopted
as a research objective. A 2D DEM rotating drum with cohesionless sand was also
simulated under the same conditions for comparison. This comparative analysis
found that the resultant dynamic angle of repose from the 3D model was higher
than that from the 2D model. Besides, particle clumps caused by particle shape
were formed and resulted in an uneven surface in 2D but not in 3D. This observation
indicates that the results of the 3D model are more in accord with the surface figures
found by Brucks et al. (2007); Dury et al. (1998); Watanabe (1999), than that of the
2D model. Another change, the mirror boundary condition, was introduced into the
3D code. A sensitivity study was carried out concerning the drum thickness. The
repose angles at both the end cap and the middle slice were analysed with different
thicknesses. The results showed that the dynamic angle of repose decreased as the
thickness increased. However, this trend was not significant when the thickness
exceeded a specific value. Moreover, the results also showed that the overall AoR in
the middle of the drum is higher than that at the end cap.
Chapter 6 was an independent part of this research, in which an SPH code was
developed individually. Firstly, several boundary conditions commonly used in SPH
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were discussed. For the reason of simplification, this program continued to employ
the mirror boundary condition. The first simulation is a hydrostatic tank simulated
in an equilibrium state. Four different solutions were adopted for the initial spacing
of water particles. The simulation results and the analytical solutions were com-
pared in terms of the L2 norm errors of the dimensionless pressure and velocity.
The results showed that as the initial spacing decreased or the number of particles
increased, the norm error of the pressure decreases while that of the velocity in-
creases. Apart from the accuracy, the simulation efficiency was also found to have
an exponential growth with the decreasing initial spacing. One of these four solu-
tions was finally considered as the most suitable solution for this tank simulation
considering both the accuracy and efficiency. As the typical validation for SPH, a
dam break simulation was also conducted against an experiment in Chapter 6. The
surge front positions and the heights of water columns were the major characters for
comparison. Consequently, the SPH results had a satisfactory agreement with the
experimental data, which means the implementation of SPH was successful. The
last SPH simulation is a rotating drum filled with water. The dynamic angle of
repose of water was examined in this test. The resultant angle of reposes were close
to zero, which was in accordance with the theoretical analysis that water has no
obvious shear resistance in civil engineering applications. Moreover, this simulation
investigated the effects of the drum rotational speed. In the previous DEM drum
simulation, the dynamic angle of repose had a linear relationship with the rotational
speed, while they were independent of each other in this SPH drum simulation.
Finally, DEM and SPH were combined in Chapter 7. For a solid-fluid material
or saturated sand, DEM is used to model sand particles, and the fluid phase uses
SPH. The DEM and SPH programs developed in this research have many similar
subroutines and conditions. These parts can be shared for both methods, and thus
can be continued to be used in the coupled model. These parts include initial
settings, post processing, hashing algorithm for contact searching, leapfrog algorithm
for motion integration, the mirror boundary and the multithreading. However, there
are some aspects which are needed to be treated carefully. Furthermore, the critical
time step of this coupled model should be smaller than both the DEM and the SPH
time step. In this research, the coupling of DEM and SPH for modelling saturated
sand was based on solved methods. An important aspect is the interaction between
DEM and SPH particles which was defined by SPH. This is referred to the Terzaghi’s
effective stress theory. The SPH forces from water particles on a sand particle
represent the pore pressure, and the DEM forces stead for the effective force. At the
end of this chapter, a comparative study was conducted to examine a hypothesis
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found in the literature that the underwater repose angle of sand is smaller than
the repose angle in general. The resultant dynamic angle of repose obtained from
a drum filled with saturated sand and another drum filled with cohesionless sand
were compared. The results proved Zong’s results that the dynamic repose angle is
reduced when the sand is underwater. Moreover, the interparticle forces between
sand particles were compared in two simulations. It was found that the effective
forces in saturated sand were lower than that in cohesionless sand, which indicates
that a part of the load in saturated sand was taken by the water particles. The
overall results from this rotating drum simulation implies that this coupled SPH-
DEM has potential in solid-fluid material modelling. As a comparison, another
rotating drum simulation was conducted at the end of Chapter 7, in which smaller
size of particle radius and smoothing length were used to investigate the effect of
particle size. The analysis also included both saturated and cohesionless conditions.
An expected result was obtained that in the cohesionless condition, the dynamic
repose angle increased when the particle size increased. Besides, the smoother free
surface and more continuous avalanches can be observed in the simulation with
finer particles. A key finding from this comparative analysis is that the reduction
in particles’ size can amplify the effect from the fluid phase.
8.2 Conclusions
1. The 2D and 3D DEM programs developed in this research are able to model
the static and the dynamic behaviour of cohesionless sand. This was proven
by a series of simulations: Firstly, two single-particle models were simulated to
check the implementation of the force law and the time integration, and their
results compared well with theoretical analysis; Secondly, a funnel pile simu-
lation was conducted and validated against with experimental data, in which
the static repose angle was successfully reproduced; Thirdly, a 2D rotating
drum was simulated with the same parameters in the previous pile simulation.
The dynamic behaviours of the particles were analysed and displayed in this
simulation. Finally, a 3D DEM program was developed from the 2D version.
The 2D and 3D programs were compared by conducting two rotating drum
simulations under the same conditions, and the outcome revealed that the 3D
model can give more realistic results than the 2D one. (See Chapter 4 and 5)
2. The 3D SPH developed in this research can be independently used for wa-
ter modelling. This conclusion is supported by the results from three SPH
simulations. The first one is a hydrostatic tank. The convergence study was
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conducted on the initial spacing of water particles, and finally, one in four
solution was considered to satisfy both the accuracy and efficiency of this sim-
ulation. Then, a typical dam break was simulated, and the motion of water
column (surge front and height) obtained from the simulation agreed well with
the experimental data. The last simulation is a rotating drum filled with wa-
ter. The resultant dynamic repose angle was zero, which proves the theory
that water has no resistance to shear stress. (See Chapter 6)
3. The coupled SPH-DEM model proposed in this research gains a preliminary
success in simulating saturated sand. A finding by Jin (2018) that the un-
derwater repose angle of calcareous sand is smaller than the repose angle in
general, was confirmed with a comparative analysis. Based on the coupled
SPH-DEM model, a rotating drum filled with saturated sand, was compared
with another drum with the same number of cohesionless sand particles. The
resultant repose angle for underwater sand was smaller than that for the co-
hesionless sand of the same quantities. The analysis on the effective forces in
these two simulations proves the successful implementation of effective theory
in the coupled model. (See Chapter 7)
4. The rotating drum simulation was repeated throughout the research. Sensitiv-
ity analyses were undertaken to explore the behaviour of the sand in a rotating
drum under various conditions. These results showed that: (a) The effect of
drum rotational speed on the angle of repose of granular materials was verified
with the 2D DEM rotating drum simulation. (b) The drum rotational speed
also affect the active region of the particles. (c) The values of the static and
dynamic repose angle were found not to be equivalent in the comparison of
the funnel and the rotating drum test. (d) Additional convex particles along
the drum boundaries can increase the overall dynamic repose angle. (e) When
the mirror boundary condition is implemented at two ends of the drum, the
dynamic repose angle will change with the drum thickness. (f) The dynamic
angle of repose of water was confirmed to be zero in the SPH rotating drum
simulation on the condition of free boundary condition imposed along the
drum boundaries. (g) The repose angle of underwater sand is smaller than the
corresponding repose angle of cohesionless sand. The cohesionless sand and
underwater sand were simulated by the previous 3D DEM and the coupled
SPH-DEM programs respectively. (See Chapter 4, 5, 6 and 7)
5. This research also has some findings concerning the implementation of DEM
and SPH. Multi-threading combined with the spatial decomposition method
can be implemented into DEM and SPH codes at a low cost. This combi-
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nation is able to improve computational efficiency significantly. Therefore,
multi-threading could be a good choice for the implementation of parallel
computation in DEM and SPH code development at the early stages. In ad-
dition, the mirror boundary can be used in DEM as a replacement of physical
boundaries. The implementation of the MBC can provide the friction from
the boundaries, which is different from the commonly used periodic boundary
condition. (See Chapter 5)
8.3 Prospects for future work
This research used DEM and SPH as the major methods. These two methods have
many limitations already recognised by other researchers in the literature, which
can be overcome in the future. Here, only several aspects related to this research
are highlighted in this section.
8.3.1 The calibration and the validation of DEM codes
Many researchers pointed out that for a DEM code, its calibration is quite necessary
to process before the subsequent validation. This is because most of DEM param-
eters are actually at the micro scale, which are difficult to obtain from physical
experiments. Therefore, DEM calibration is needed to find the connection between
DEM parameters and the bulk properties of a material. However, as there is a great
number of variables among DEM parameters, it is hard to find the specific rela-
tionships with the bulk properties. Besides, the calibration for one type of material
cannot be used for another type. For these reasons, there has not been a standard
procedure for the calibration and the validation of a DEM code. Particularly for
the validation in soils, limited work has been found in the literature. Thus, future
work should be carried out on the calibration and the validation of DEM codes for
soils.
8.3.2 Approaches to improve the computational capability
of a DEM code
As discussed in Chapters 4 and 5, DEM has a great demand for computational power.
Due to that, the number of particles or the scale of a simulation can be limited. This
research adopted a parallel method to meet the calculation requirements when the
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2D DEM code was extended into 3D conditions.
However, the multithreading method used in this research still relies on the number
of processors. If the codes developed in this research are used for larger scale models,
this multithreading may not be able to address the increasing need in computation.
Therefore, other options to improve the calculation efficiency could be introduced
into these codes. This can be done via two directions. The first one is to enhance
the code efficiency by e.g. changing the algorithm. Another direction is to employ
some other tools. For example, studies have shown that graphic processing units
(GPUs) can highly reduce the execution time of a DEM program (Seo et al., 2014;
Spellings et al., 2017; Yue et al., 2015).
8.3.3 The application of mirror boundary in DEM
In the literature, the mirror boundary condition (MBC) has been used in SPH
simulations, while for DEM, the periodic boundary condition (PBC) is the most
common choice. In Chapter 5, the effect of MBC on the dynamic angle of repose
of a rotating drum was studied. Moreover, it was analysed that MBC as a virtual
boundary condition, is easier to implement in a DEM than a physical boundary.
The results showed that MBC, compared with PBC, can involve the effect from
boundaries. This feature of MBC is actually meaningful for those problems in which
the boundary effect is needed.
On the other hand, this simulation also found that the boundary effect on the
angle of repose disappeared when the drum thickness exceeded a certain value.
This boundary effect is derived from the interaction between the particles near
boundaries and the mirrored particles. More details of these interactions are still
unknown. Further work could be done on how the effect changes if redefining those
interactions in DEM models.
8.3.4 Incompressible SPH (ISPH)
The method in Equation 3.50 to compute pressure is called the equation of state
(EOS). The local pressure at a particle can be explicitly obtained from its weighted
density. The straightforward link between pressure and density makes EOS the
primary choice for pressure computation in the SPH models. However, this method
is based on the assumption that the fluid is compressible. When density variations
within a flow are negligible, the flow is considered to be imcompressible, and most
of liquids should be treated as incompressible.
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For realistic fluid simulation, efforts have been made to impose incompressibility
into SPH models. To limit the compressibility of fluid, a large speed of sound has to
be applied in the EOS by Monaghan (1994) and Morris et al. (1997) and as a result,
there was Weakly Compressible SPH (WCSPH). Nevertheless, the employment of
a large speed of sound would cause the problem that there will be a large fluctua-
tion in pressure when there is a small change in density. For that reason, a small
time step is required which results in high computational expense. Another EOS-
based incompressibility solver, predictive-corrective incompressible SPH (PCISPH)
(Solenthaler and Pajarola, 2009), consists of a prediction and correction iteration.
Pressure values are obtained by predicting and correcting particle position itera-
tively. The approach does not include user-defined stiffness and meanwhile share
the advantages of low computational cost with what classical EOS-based methods
have.
In 1999, Cummins proposed a projection scheme as an alternative of EOS. An inter-
mediate velocity is integrated first and then pressure is resolved by a pressure Pois-
son equation which enforces incompressibility. Other incompressible SPH (ISPH)
schemes can be found (Nomeritae et al., 2016; Shao and Lo, 2003). These schemes
do not rely on local information as EOS methods do. Besides, implicit algorithms
are generally employed with a pressure Poisson solver. On another hand, ISPH
schemes vary in how to solve and discretise the Poisson equation which is the core
part to implement ISPH.
8.3.5 Updates of the coupled SPH-DEM model
A coupled SPH-DEM model was proposed in Chapter 7. A comparative study was
conducted between the previous 3D DEM code and this coupled SPH-DEM code
via a rotating drum simulation. This simulation proved the possibility to combine
these two methods and implied the potential of its employment for analysing soils.
Nevertheless, more work is necessary to further update and validate this coupled
model. For example, firstly, the forces between sand and water particles was defined
as SPH forces. This treatment may have some drawbacks, which has not been
recognised. Secondly, a smoothing length should be defined for sand particles, so the
relationship between the sand radius and this smoothing length could be analysed.




Throughout this research, the rotating drum simulation has been widely used as a
simple dynamic simulation. Particularly in Chapter 7, the mixed sand and water
were driven by the drum at a low rotational speed, and an angle of repose was even-
tually formed. This means the sand, at that stage, did not lose its shear resistance,
and the sand was not liquified.
However, the seismic analysis was not fully achieved in this research due to the time
limit. The successful combination of DEM and SPH in this research is promising
and sets a foundation for more dynamic soil-fluid problems. Therefore, the next step
would be applying this coupled model in the analysis of seismic liquefaction focus
and comparing with experimental data.
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A Particle size fractions (BSI, 2018)
Soil group Sub fractions Symbol Range of particle size (mm)
Very coarse soil
Large boulder IBo > 630
Boulder Bo > 200 to ≤ 630
Cobble Co > 63 to ≤ 200
Coarse soil
Gravel Gr > 20 to ≤ 63
Coarse gravel CGr > 20 to ≤ 63
Medium gravel MGr > 6.3 to ≤ 20
Fine gravel FGr > 2.0 to ≤ 6.3
Sand Sa > 0.0063 to ≤ 2.0
Coarse sand CSa > 0.63 to ≤ 2.0
Medium sand MSa > 0.20 to ≤ 0.63
Fine sand FSa > 0.063 to ≤ 0.20
Fine soil
Silt Si > 0.002 to ≤ 0.063
Coarse silt CSi > 0.02 to ≤ 0.063
Medium silt MSi > 0.0063 to ≤ 0.02
Fine silt FSi > 0.002 to ≤ 0.0063
Clay CI ≤ 0.002
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B Angle of repose of various materials (Glover,
2002)
Material (condition) Angle of Repose (◦)
Ashes 40
Asphalt (crushed) 30 - 45
Bark (wood refuse) 45
Bran 30 - 45
Chalk 45
Clay (dry lump) 25 - 40
Clay (wet excavated) 15
Clover seed 28
Coconut (shredded) 45
Coffee bean (fresh) 35 - 45
Earth 30 - 45
Flour (corn) 30 - 40
Flour (wheat) 45
Granite 35 - 40
Gravel (crushed stone) 45
Gravel (natural w/ sand) 25 - 30
Malt 30 - 45
Sand (dry) 34






C 2D DEM: Funnel pile formation source code.
1 // 2D DEM Funnel
2 // Created by Lu Tong on 10/10/15.
3 // Copyright 2015 Lu Tong . Al l r i g h t s r e s e rved .
4
5 #inc lude ”Globa lVar iab le s . h”
6
7 #inc lude <iostream>
8 #inc lude <fstream>
9 #inc lude <cmath>
10 #inc lude <c s td l i b>
11 #inc lude <ctime>
12 us ing namespace std ;
13
14 # de f i n e f i n e n e s s 5
15 # de f i n e La s tPa r t i c l e (2500 + 500 + 1330 − 1)
16 # de f i n e MaxParticleNumberPerZone 50
17 # de f i n e maxLastParticleArm 10 // the maximum number o f p a r t i c l e s that every p a r t i c l e w i l l
↪→ i n t e r a c t with
18 # de f i n e de f ined la s tZone0 (25 ∗ f i n e n e s s ) − 1 // zones in the d i r e c t i o n x
19 # de f i n e de f ined la s tZone1 (20 ∗ f i n e n e s s ) − 1 // zones in the d i r e c t i o n y
20 # de f i n e PI 4 .0 ∗ atan ( 1 . 0 )
21
22 ofstream outFile AoR ( ”AoR. dxf ” ) ;
23 ofstream ou tF i l e s t r e s s ( ” s t r e s s . csv ” ) ;
24
25 // Functions
26 void setUp ( void ) ;
27 void geometry ( void ) ;
28 void s ho o t i n gPa r t i c l e s ( void ) ;
29 void i n t e r a c t i o n ( void ) ;
30 void i n t e r p a r t i c l e F o r c e ( int , i n t ) ;
31 void sor t IntoZones ( void ) ;
32 void f indContacts ( void ) ;
33 void motion ( void ) ;
34 void saveImage ( void ) ;
35 void outPut ( void ) ;
36 void openGLDrawing ( void ) ;
37 void w r i t e S t r e s s ( double , double ) ;
38 void writeAoR ( double , double ) ;
39
40 // Var iab l e s
41 double
42 coord inate [ 2 ] [ La s tPa r t i c l e + 1 ] ,
43 v e l o c i t y [ 2 ] [ La s tPa r t i c l e + 1 ] ,
44 f o r c e [ 2 ] [ La s tPa r t i c l e + 1 ] ,
45 omega [ La s tPa r t i c l e + 1 ] ,
46 moment [ La s tPa r t i c l e + 1 ] ,
47 mass [ La s tPa r t i c l e + 1 ] ,
48 rad ius [ La s tPa r t i c l e + 1 ] ,
49 momentOfInertia [ La s tPa r t i c l e + 1 ] ,
50 s h e a r S t i f f n e s sFo r c e [ 2 ] [ La s tPa r t i c l e + 1 ] [ maxLastParticleArm + 1 ] ,
51 p r ev i ou sShea rS t i f f n e s sFo r c e [ 2 ] [ La s tPa r t i c l e + 1 ] [ maxLastParticleArm + 1 ] ,
52 r e s u l t a n t S t i f f n e s sF o r c e [ 2 ] [ La s tPa r t i c l e + 1 ] [ maxLastParticleArm + 1 ] ,
53 angleForDisp lay [ La s tPa r t i c l e + 1 ] ,
54 forceDown [ La s tPa r t i c l e + 1 ] ,
55 twiceBoundary [ 2 ] , boundary [ 2 ] , zoneSize ,
56 de l ta t ,
57 runTime ,
58 timeToStop ,
59 grav i ty ,
60 globalDampFactor ,
61 youngModulus ,







69 th i cknes s ,
70 c o e f f i c i e n t o f F r i c t i o n ,
71 r o l l i n gF r i c t i o n ,
72 dens i ty ,
73 shoo t ingPar t i c l e sHe i gh t ,






79 inZone [ de f ined la s tZone0 + 1 ] [ de f ined la s tZone1 + 1 ] [ MaxParticleNumberPerZone + 1 ] ,
80 la s t InZone [ de f ined la s tZone0 + 1 ] [ de f ined la s tZone1 + 1 ] ,
81 particleArmOtherEnd [ La s tPa r t i c l e + 1 ] [ maxLastParticleArm + 1 ] ,
82 la s tPar t i c l eArm [ La s tPa r t i c l e + 1 ] ,
83 previousParticleArmOtherEnd [ La s tPa r t i c l e + 1 ] [ maxLastParticleArm + 1 ] ,
84 prev iousLastPart ic leArm [ La s tPa r t i c l e + 1 ] ,
85 zone [ 2 ] ,
86 las tZone [ 2 ] ,
87 l a s tP a r t i c l e ,
88 l a s tCy l i nd e rPa r t i c l e ,
89 stepsperdraw ,
90 shoot ingPart i c l eCounter ,









100 whetherSo i l [ La s tPa r t i c l e + 1 ] ;
101
102 in t main ( i n t argc , char ∗ argv [ ] ) {
103 setUp ( ) ;
104
105 geometry ( ) ;
106
107 setUpGraphics ( argc , argv , 2 .0 ∗ halfW , 2 .0 ∗ halfH ) ;
108
109 return 0 ;
110 }
111
112 void setUp ( void ) {
113 //Geometry
114 las tZone [ 0 ] = de f ined la s tZone0 ;
115 las tZone [ 1 ] = de f ined la s tZone1 ;
116 zoneS ize = 10 .0 ∗ pow(10 . 0 , −3) ;
117 stepsperdraw = 1000;
118 f o r ( i n t xy = 0 ; xy <= 1; xy++) {
119 twiceBoundary [ xy ] = ( las tZone [ xy ] + 1) ∗ zoneS ize ;
120 boundary [ xy ] = 0 .5 ∗ twiceBoundary [ xy ] ;
121 }
122
123 runTime = 0 . 0 ;
124 l a s t P a r t i c l e = −1;
125 shoot ingPar t i c l eCounte r = 0 ;
126
127 halfW = 1.1 ∗ boundary [ 0 ] ;
128 halfH = 1.1 ∗ boundary [ 1 ] ;
129
130 shoo t i ngPa r t i c l e sHe i gh t = 0.95 ∗ boundary [ 1 ] ;
131
132 //Mater ia l PSM−4
133 dens i ty = 1.056 ∗ pow(10 . 0 , 3) ;
134 th i ckne s s = 7 .0 ∗ pow(10 . 0 , −3) ;
135 g rav i ty = 9 . 8 ;
136 youngModulus = 4 .0 ∗ pow(10 . 0 , 6) ;
137 po i s sonRat io = 0 . 5 ;
138 shearModulus = youngModulus / 2 .0 / ( 1 . 0 + poi s sonRat io ) ;
139 equivalentYoungModulus = youngModulus / 2 .0 / ( 1 . 0 − po i s sonRat io ∗ po i s sonRat io ) ;
140 equivalentShearModulus = shearModulus / 2 .0 / ( 2 . 0 − po i s sonRat io ) ;
141 r e s t i t u t i o nC o e f f i c i e n t = 0 . 9 ;
142 dampGamma = −l og ( r e s t i t u t i o nC o e f f i c i e n t ) / sq r t (PI ∗ PI + log ( r e s t i t u t i o nC o e f f i c i e n t ) ∗ l og (
↪→ r e s t i t u t i o nC o e f f i c i e n t ) ) ;
143 c o e f f i c i e n t o f F r i c t i o n = 0 . 8 ;
144 r o l l i n g F r i c t i o n = 0 . 0 ;
145 globalDampFactor = 0 . 0001 ;
146
147 d e l t a t = PI ∗ 0 .2 ∗ pow(10 . 0 , −3) ∗ sq r t ( dens i ty / shearModulus ) / (0 .8766 + 0.163 ∗
↪→ po i s sonRat io ) ;
148 d e l t a t = 2 .0 ∗ pow(10 . 0 , −5) ;
149 i f ( d e l t a t > PI ∗ 0 .2 ∗ pow(10 . 0 , −3) ∗ sq r t ( dens i ty / shearModulus ) / (0 .8766 + 0.163 ∗




152 timeToStop = 42 . 0 ;
153 showOpenGL = true ;
154 showGrid = f a l s e ;
155 showImage = f a l s e ;
156 saveS t r e s s = true ;
157 saveAoR = true ;
158
159 cout << ”This program runs f o r e v e r un t i l ’ESC ’ or the l e t t e r ’ q ’ i s pre s sed on the keyboard . ”
↪→ ;
160 cout << ”A dxf f i l e i s then wr i t t en and the program stops .\n\n” ;
161 cout << ”PRESS SPACE BAR TO TOGGLE BETWEEN ROTATION LINES AND FORCE PATHS\n\n” ;
162 cout << ”Total number o f p a r t i c l e s i s ” << Las tPa r t i c l e << endl ;
163 cout << ”Time step i s ” << de l t a t << endl ;
164 cout << ”Gamma i s ” << dampGamma << endl ;
165 }
166
167 void geometry ( void ) {
168 //Generate boundary p a r t i c l e s in top , bottom and two s i d e s
169 i n t s i z eF r a c t i on = 2 ;
170 double l i t t l e B i t = 0 . 1 ;
171 f o r ( i n t ToporBottomParticle = 0 ; ToporBottomParticle <= ( lastZone [ 0 ] + 1) ∗ s i z eF r a c t i on − 1 ;
↪→ ToporBottomParticle++) {
172 f o r ( i n t topOrBottom = −1; topOrBottom <= 1; topOrBottom += 2) {
173 l a s t P a r t i c l e++;
174 rad ius [ l a s t P a r t i c l e ] = zoneS ize / ( 2 . 0 ∗ ( double ) s i z eF r a c t i on ) ;
175 coord inate [ 0 ] [ l a s t P a r t i c l e ] = −boundary [ 0 ] + 2 .0 ∗ rad ius [ l a s t P a r t i c l e ] ∗ ( double ) (
↪→ ToporBottomParticle ) ;
176 coord inate [ 1 ] [ l a s t P a r t i c l e ] = ( double ) topOrBottom ∗ (−boundary [ 1 ] + l i t t l e B i t ∗ rad ius [




180 f o r ( i n t BottomPart ic le = 0 ; BottomPart ic le <= ( lastZone [ 0 ] + 1) ∗ s i z eF r a c t i on − 0 ;
↪→ BottomPart ic le += 2) {
181 l a s t P a r t i c l e++;
182 rad ius [ l a s t P a r t i c l e ] = zoneS ize / ( 2 . 0 ∗ ( double ) s i z eF r a c t i on ) ;
183 coord inate [ 0 ] [ l a s t P a r t i c l e ] = −boundary [ 0 ] + 0 .0 ∗ rad ius [ l a s t P a r t i c l e ] + 2 .0 ∗ rad ius [
↪→ l a s t P a r t i c l e ] ∗ ( double ) ( BottomPart ic le ) ;
184 coord inate [ 1 ] [ l a s t P a r t i c l e ] = −boundary [ 1 ] + 2 .0 ∗ rad ius [ l a s t P a r t i c l e ] ;
185 }
186
187 f o r ( i n t s i d eP a r t i c l e = 1 ; s i d eP a r t i c l e <= ( lastZone [ 1 ] + 1) ∗ s i z eF r a c t i on − 1 ; s i d eP a r t i c l e
↪→ ++) {
188 f o r ( i n t l e f tOrRight = −1; l e f tOrRight <= 1; l e f tOrRight += 2) {
189 l a s t P a r t i c l e++;
190 rad ius [ l a s t P a r t i c l e ] = zoneS ize / ( 2 . 0 ∗ ( double ) s i z eF r a c t i on ) ;
191 coord inate [ 0 ] [ l a s t P a r t i c l e ] = ( double ) l e f tOrRight ∗ (−boundary [ 0 ] + l i t t l e B i t ∗ rad ius [
↪→ l a s t P a r t i c l e ] ) ;
192 coord inate [ 1 ] [ l a s t P a r t i c l e ] = −boundary [ 1 ] + 2 .0 ∗ rad ius [ l a s t P a r t i c l e ] ∗ ( double ) (




196 //Generate two s l op e s
197 double xCoord = 35.0 ∗ pow(10 . 0 , −3) ;
198 double yCoord = 350.0 ∗ pow(10 . 0 , −3) − boundary [ 1 ] ;
199 double SlopeAngle = 38 ∗ PI / 180 . 0 ;
200 double cosS lope = cos ( SlopeAngle ) ;
201 double s inS l ope = s in ( SlopeAngle ) ;
202
203 do {
204 i f ( yCoord < 570 .0 ∗ pow(10 . 0 , −3) − boundary [ 1 ] ) {
205 xCoord += 0 . 0 ;
206 yCoord += ( zoneS ize / ( double ) s i z eF r a c t i on ) ;
207 } e l s e {
208 xCoord += s inS lope ∗ ( zoneS ize / ( double ) s i z eF r a c t i on ) ;
209 yCoord += cosS lope ∗ ( zoneS ize / ( double ) s i z eF r a c t i on ) ;
210 }
211
212 f o r ( i n t l e f tOrRight = −1; l e f tOrRight <= 1; l e f tOrRight += 2) {
213 l a s t P a r t i c l e++;
214 rad ius [ l a s t P a r t i c l e ] = zoneS ize / ( 2 . 0 ∗ ( double ) s i z eF r a c t i on ) ;
215 coord inate [ 0 ] [ l a s t P a r t i c l e ] = le f tOrRight ∗ xCoord ;




219 whi le ( yCoord < 1 .0 ∗ boundary [ 1 ] − 0 .001) ;
220
221 f o r ( i n t p a r t i c l e = 0 ; p a r t i c l e <= l a s t P a r t i c l e ; p a r t i c l e++) {
222 mass [ p a r t i c l e ] = PI ∗ rad ius [ p a r t i c l e ] ∗ rad ius [ p a r t i c l e ] ∗ th i ckne s s ∗ 2 .7 ∗ pow(10 . 0 , 3) ;
↪→ //kg 2 dimensions ∗ Radius [ p a r t i c l e ]
223 momentOfInertia [ p a r t i c l e ] = mass [ p a r t i c l e ] ∗ rad ius [ p a r t i c l e ] ∗ rad ius [ p a r t i c l e ] / 2 . 0 ;
224
225 f o r ( i n t xy = 0 ; xy <= 1; xy++) v e l o c i t y [ xy ] [ p a r t i c l e ] = 0 . 0 ;
226 omega [ p a r t i c l e ] = 0 . 0 ;
227 angleForDisp lay [ p a r t i c l e ] = 0 . 0 ;
228 prev iousLastPart ic l eArm [ p a r t i c l e ] = −1;
229 whetherSo i l [ p a r t i c l e ] = 0 ;
230 }
231
232 l a s tCy l i n d e rPa r t i c l e = l a s t P a r t i c l e ;
233 cout << ”The number o f boundary p a r t i c l e s i s ” << l a s t P a r t i c l e + 1 << endl ;
234 }
235
236 s t a t i c void Draw( void ) {
237 f o r ( i n t s tep = 1 ; s tep <= stepsperdraw ; step++) {
238 shoo t i n gPa r t i c l e s ( ) ;
239
240 sor t IntoZones ( ) ;
241
242 f indContacts ( ) ;
243
244 i n t e r a c t i o n ( ) ;
245
246 motion ( ) ;
247
248 runTime += de l t a t ;
249 }
250
251 outPut ( ) ;
252 }
253
254 void s ho o t i n gPa r t i c l e s ( void ) {
255 i f ( l a s t P a r t i c l e < Las tPa r t i c l e ) {
256 shoot ingPar t i c l eCounte r++;
257
258 i f ( shoot ingPar t i c l eCounte r > 500) {
259 l a s t P a r t i c l e++;
260
261 i f ( ( l a s t P a r t i c l e − l a s tCy l i n d e rPa r t i c l e ) % 6 == 0) rad ius [ l a s t P a r t i c l e ] = 8 .9 / 2 .0 ∗ pow
↪→ ( 10 . 0 , −3) ;
262 e l s e rad ius [ l a s t P a r t i c l e ] = 6 .9 / 2 .0 ∗ pow(10 . 0 , −3) ;
263
264 mass [ l a s t P a r t i c l e ] = PI ∗ rad ius [ l a s t P a r t i c l e ] ∗ rad ius [ l a s t P a r t i c l e ] ∗ th i ckne s s ∗
↪→ dens i ty ;
265 momentOfInertia [ l a s t P a r t i c l e ] = mass [ l a s t P a r t i c l e ] ∗ rad ius [ l a s t P a r t i c l e ] ∗ rad ius [
↪→ l a s t P a r t i c l e ] / 2 . 0 ;
266
267 coord inate [ 0 ] [ l a s t P a r t i c l e ] = 0 .4 ∗ boundary [ 0 ] ∗ ( 2 . 0 ∗ ( double ) rand ( ) / ( double )
↪→ RANDMAX − 1 . 0 ) ;
268 coord inate [ 1 ] [ l a s t P a r t i c l e ] = shoo t i ngPa r t i c l e sHe i gh t ;
269
270 f o r ( i n t xy = 0 ; xy <= 1; xy++) v e l o c i t y [ xy ] [ l a s t P a r t i c l e ] = 0 . 0 ;
271 omega [ l a s t P a r t i c l e ] = 0 . 0 ;
272 angleForDisp lay [ l a s t P a r t i c l e ] = 0 . 0 ;
273 prev iousLastPart ic leArm [ l a s t P a r t i c l e ] = −1;
274 whetherSo i l [ l a s t P a r t i c l e ] = 1 ;
275




280 f o r ( i n t p a r t i c l e = 0 ; p a r t i c l e <= l a s t P a r t i c l e ; p a r t i c l e++) {
281 f o r c e [ 0 ] [ p a r t i c l e ] = 0 . 0 ;
282 f o r c e [ 1 ] [ p a r t i c l e ] = −g rav i ty ∗ mass [ p a r t i c l e ] ;
283 forceDown [ p a r t i c l e ] = 0 . 0 ;
284
285 moment [ p a r t i c l e ] = 0 . 0 ;




290 void sor t IntoZones ( void ) {
291 f o r ( i n t zone0 = 0 ; zone0 <= lastZone [ 0 ] ; zone0++)
278
292 f o r ( i n t zone1 = 0 ; zone1 <= lastZone [ 1 ] ; zone1++)
293 la s t InZone [ zone0 ] [ zone1 ] = −1;
294
295 f o r ( i n t p a r t i c l e = 0 ; p a r t i c l e <= l a s t P a r t i c l e ; p a r t i c l e++) {
296 in t zone [ 2 ] ;
297
298 in t suc c e s s = 1 ;
299 f o r ( i n t xy = 0 ; xy <= 1; xy++) {
300 zone [ xy ] = f l o o r ( ( coord inate [ xy ] [ p a r t i c l e ] + boundary [ xy ] ) / zoneS ize ) ;
301 i f ( zone [ xy ] < 0 | | zone [ xy ] > l a s tZone [ xy ] ) su c c e s s = 0 ;
302 }
303
304 i f ( su c c e s s == 1) {
305 la s t InZone [ zone [ 0 ] ] [ zone [1 ] ]++;
306 i f ( l a s t InZone [ zone [ 0 ] ] [ zone [ 1 ] ] <= MaxParticleNumberPerZone )
307 inZone [ zone [ 0 ] ] [ zone [ 1 ] ] [ l a s t InZone [ zone [ 0 ] ] [ zone [ 1 ] ] ] = p a r t i c l e ;
308 e l s e {
309 las t InZone [ zone [ 0 ] ] [ zone [1]]−− ;






316 void f indContacts ( void ) {
317 in t zone [ 2 ] , otherZone [ 2 ] ;
318 f o r ( zone [ 0 ] = 0 ; zone [ 0 ] <= lastZone [ 0 ] ; zone [0]++) {
319 f o r ( zone [ 1 ] = 0 ; zone [ 1 ] <= lastZone [ 1 ] ; zone [1]++) {
320 f o r ( otherZone [ 0 ] = zone [ 0 ] − 1 ; otherZone [ 0 ] <= zone [ 0 ] + 1 ; otherZone [0]++) {
321 i f ( otherZone [ 0 ] >= 0 && otherZone [ 0 ] <= lastZone [ 0 ] ) {
322 f o r ( otherZone [ 1 ] = zone [ 1 ] − 1 ; otherZone [ 1 ] <= zone [ 1 ] + 1 ; otherZone [1]++) {
323 i f ( otherZone [ 1 ] >= 0 && otherZone [ 1 ] <= lastZone [ 1 ] ) {
324 f o r ( i n t pa r t i c l e InZone = 0 ; pa r t i c l e InZone <= las t InZone [ zone [ 0 ] ] [ zone [ 1 ] ] ;
↪→ par t i c l e InZone++) {
325 f o r ( i n t o the rPar t i c l e InZone = 0 ; o the rPar t i c l e InZone <= las t InZone [ otherZone
↪→ [ 0 ] ] [ otherZone [ 1 ] ] ; o the rPar t i c l e InZone++) {
326 in t p a r t i c l e a = inZone [ zone [ 0 ] ] [ zone [ 1 ] ] [ pa r t i c l e InZone ] ;
327 i n t p a r t i c l e b = inZone [ otherZone [ 0 ] ] [ otherZone [ 1 ] ] [ o the rPar t i c l e InZone ] ;
328 i f ( p a r t i c l e a > p a r t i c l e b ) {
329 double de l taCoord inate [ 2 ] ;
330 double rabSquared ;
331
332 rabSquared = 0 . 0 ;
333 f o r ( i n t xy = 0 ; xy <= 1; xy++) {
334 de l taCoord inate [ xy ] = coord inate [ xy ] [ p a r t i c l e b ] − coord inate [ xy ] [
↪→ p a r t i c l e a ] ;
335 rabSquared += del taCoord inate [ xy ] ∗ de l taCoord inate [ xy ] ;
336 }
337
338 double RaPlusRb = rad ius [ p a r t i c l e a ] + rad ius [ p a r t i c l e b ] ;
339 double RaPlusRbSquared = RaPlusRb ∗ RaPlusRb ;
340
341 i f ( rabSquared < RaPlusRbSquared ) {
342 la s tPar t i c l eArm [ p a r t i c l e a ]++;
343 i f ( l a s tPar t i c l eArm [ p a r t i c l e a ] <= maxLastParticleArm )
344 particleArmOtherEnd [ p a r t i c l e a ] [ l a s tPar t i c l eArm [ p a r t i c l e a ] ] =
↪→ p a r t i c l e b ;













358 void i n t e r a c t i o n ( ) {
359 f o r ( i n t p a r t i c l e a = 0 ; p a r t i c l e a <= l a s t P a r t i c l e ; p a r t i c l e a++) {
360 i f ( l a s tPar t i c l eArm [ p a r t i c l e a ] >= 0) {
361 f o r ( i n t part ic leArm = 0 ; part ic leArm <= las tPart i c l eArm [ p a r t i c l e a ] ; part ic leArm++) {
362 f o r ( i n t xy = 0 ; xy <= 1; xy++) sh e a r S t i f f n e s sFo r c e [ xy ] [ p a r t i c l e a ] [ part ic leArm ] = 0 . 0 ;
363 i n t p a r t i c l e b = particleArmOtherEnd [ p a r t i c l e a ] [ part ic leArm ] ;
364 i f ( prev iousLastPart ic l eArm [ p a r t i c l e a ] >= 0) {
279
365 f o r ( i n t prev iousPart ic leArm = 0 ; prev iousPart ic leArm <= prev iousLastPart ic leArm [
↪→ p a r t i c l e a ] ; prev iousPart ic leArm++) {
366 in t p r e v i ou sPa r t i c l e b = previousParticleArmOtherEnd [ p a r t i c l e a ] [ prev iousPart ic leArm
↪→ ] ;
367 i f ( p r e v i ou sPa r t i c l e b == pa r t i c l e b ) {
368 f o r ( i n t xy = 0 ; xy <= 1; xy++) {
369 s h e a r S t i f f n e s sFo r c e [ xy ] [ p a r t i c l e a ] [ part ic leArm ] =









379 f o r ( i n t p a r t i c l e a = 0 ; p a r t i c l e a <= l a s t P a r t i c l e ; p a r t i c l e a++) {
380 i f ( l a s tPar t i c l eArm [ p a r t i c l e a ] >= 0) {
381 f o r ( i n t part ic leArm = 0 ; part ic leArm <= las tPart i c l eArm [ p a r t i c l e a ] ; part ic leArm++)




385 f o r ( i n t p a r t i c l e a = 0 ; p a r t i c l e a <= l a s t P a r t i c l e ; p a r t i c l e a++) {
386 prev iousLastPart ic l eArm [ p a r t i c l e a ] = las tPart i c l eArm [ p a r t i c l e a ] ;
387 i f ( l a s tPar t i c l eArm [ p a r t i c l e a ] >= 0) {
388 f o r ( i n t part ic leArm = 0 ; part ic leArm <= las tPart i c l eArm [ p a r t i c l e a ] ; part ic leArm++) {
389 previousParticleArmOtherEnd [ p a r t i c l e a ] [ part ic leArm ] = particleArmOtherEnd [ p a r t i c l e a ] [
↪→ part ic leArm ] ;
390
391 f o r ( i n t xy = 0 ; xy <= 1; xy++) {
392 p r ev i ou sShea rS t i f f n e s sFo r c e [ xy ] [ p a r t i c l e a ] [ part ic leArm ] = sh e a r S t i f f n e s sFo r c e [ xy ] [







399 void i n t e r p a r t i c l e F o r c e ( i n t p a r t i c l e a , i n t part ic leArm ) {
400 in t p a r t i c l e b = particleArmOtherEnd [ p a r t i c l e a ] [ part ic leArm ] ;
401
402 double de l taCoord inate [ 2 ] ;
403 double d e l t aVe l o c i t y [ 2 ] ;
404 double rabSquared = 0 . 0 ;
405 double to ta lFo r c e [ 2 ] ;
406 double normalSt i f fnes sForceSquared = 0 . 0 ;
407 double no rma lS t i f f n e s sFor c e [ 2 ] ;
408 double normalDampForce [ 2 ] ;
409 double shearDampForce [ 2 ] ;
410 double weightedOmega = ( rad ius [ p a r t i c l e a ] ∗ omega [ p a r t i c l e a ] + rad ius [ p a r t i c l e b ] ∗ omega [
↪→ p a r t i c l e b ] ) / ( rad ius [ p a r t i c l e a ] + rad ius [ p a r t i c l e b ] ) ;
411 double r e l a t i v eCon ta c tVe l o c i t y [ 2 ] ;
412 double s l i d i n gVe l o c i t y [ 2 ] ;
413 double ShearForceMagnitudeSquared = 0 . 0 ;
414 double r e l a t i v eContac tVe lo c i tySca l a rProduc t = 0 . 0 ;
415
416 f o r ( i n t xy = 0 ; xy <= 1; xy++) {
417 de l taCoord inate [ xy ] = coord inate [ xy ] [ p a r t i c l e b ] − coord inate [ xy ] [ p a r t i c l e a ] ;
418 rabSquared += del taCoord inate [ xy ] ∗ de l taCoord inate [ xy ] ;
419
420 de l t aVe l o c i t y [ xy ] = v e l o c i t y [ xy ] [ p a r t i c l e b ] − v e l o c i t y [ xy ] [ p a r t i c l e a ] ;
421 }
422
423 double RaPlusRb = rad ius [ p a r t i c l e a ] + rad ius [ p a r t i c l e b ] ;
424 double Overlap = ( double ) (RaPlusRb ∗ RaPlusRb − rabSquared ) / (RaPlusRb + rabSquared ) ;
425 double EquivalentRaduis = ( rad ius [ p a r t i c l e a ] ∗ rad ius [ p a r t i c l e b ] ) / ( rad ius [ p a r t i c l e a ] +
↪→ rad ius [ p a r t i c l e b ] ) ;
426 double EquivalentMass = (mass [ p a r t i c l e a ] ∗ mass [ p a r t i c l e b ] ) / (mass [ p a r t i c l e a ] + mass [
↪→ p a r t i c l e b ] ) ;
427
428 r e l a t i v eConta c tVe l o c i t y [ 0 ] = de l t aVe l o c i t y [ 0 ] + weightedOmega ∗ de l taCoord inate [ 1 ] ; //
↪→ de l t aVe l o c i t y [ 0 ] − weightedOmega ∗ de l taCoord inate [ 1 ]
429 r e l a t i v eConta c tVe l o c i t y [ 1 ] = de l t aVe l o c i t y [ 1 ] − weightedOmega ∗ de l taCoord inate [ 0 ] ;
430
431 f o r ( i n t xy = 0 ; xy <= 1; xy++) re l a t i v eContac tVe lo c i tySca l a rProduc t +=
↪→ r e l a t i v eConta c tVe l o c i t y [ xy ] ∗ de l taCoord inate [ xy ] ;
432
280
433 f o r ( i n t xy = 0 ; xy <= 1; xy++) {
434 norma lS t i f f n e s sFor c e [ xy ] = −(4.0 / 3 . 0 ) ∗ equivalentYoungModulus ∗ sq r t ( EquivalentRaduis ) ∗
↪→ pow(Overlap , 1 . 5 ) ∗ de l taCoord inate [ xy ] / sq r t ( rabSquared ) ;
435
436 normalDampForce [ xy ] = 2 .0 ∗ dampGamma ∗ sq r t ( EquivalentMass ∗ ( 4 . 0 / 3 . 0 ) ∗
↪→ equivalentYoungModulus ∗ sq r t ( EquivalentRaduis ∗ Overlap ) ) ∗
↪→ r e l a t i v eContac tVe lo c i tySca l a rProduc t ∗ de l taCoord inate [ xy ] / rabSquared ;
437 normalSt i f fnes sForceSquared += ( norma lS t i f f n e s sFo r c e [ xy ] + normalDampForce [ xy ] ) ∗ (
↪→ norma lS t i f f n e s sFor c e [ xy ] + normalDampForce [ xy ] ) ;
438
439 s l i d i n gVe l o c i t y [ xy ] = r e l a t i v eCon ta c tVe l o c i t y [ xy ] − r e l a t i v eContac tVe lo c i tySca l a rProduc t ∗
↪→ de l taCoord inate [ xy ] / rabSquared ;
440 shearDampForce [ xy ] = 0 . 0 ;
441
442 s h e a r S t i f f n e s sFo r c e [ xy ] [ p a r t i c l e a ] [ part ic leArm ] += 8.0 ∗ equivalentShearModulus ∗ sq r t (
↪→ EquivalentRaduis ∗ Overlap ) ∗ s l i d i n gVe l o c i t y [ xy ] ∗ de l t a t ;
443
444 ShearForceMagnitudeSquared += ( sh e a r S t i f f n e s sFo r c e [ xy ] [ p a r t i c l e a ] [ part ic leArm ] +
↪→ shearDampForce [ xy ] ) ∗ ( s h e a r S t i f f n e s sFo r c e [ xy ] [ p a r t i c l e a ] [ part ic leArm ] +
↪→ shearDampForce [ xy ] ) ;
445 }
446
447 i f ( ShearForceMagnitudeSquared > c o e f f i c i e n t o f F r i c t i o n ∗ c o e f f i c i e n t o f F r i c t i o n ∗
↪→ normalSt i f fnes sForceSquared ) {
448 double co r r e c t i onRat i o = sq r t ( c o e f f i c i e n t o f F r i c t i o n ∗ c o e f f i c i e n t o f F r i c t i o n ∗
↪→ normalSt i f fnes sForceSquared / ShearForceMagnitudeSquared ) ;
449 f o r ( i n t xy = 0 ; xy <= 1; xy++) sh e a r S t i f f n e s sFo r c e [ xy ] [ p a r t i c l e a ] [ part ic leArm ] ∗=
↪→ co r r e c t i onRat i o ;
450 }
451
452 f o r ( i n t xy = 0 ; xy <= 1; xy++) {
453 r e s u l t a n t S t i f f n e s sF o r c e [ xy ] [ p a r t i c l e a ] [ part ic leArm ] = norma lS t i f f n e s sFor c e [ xy ] +
↪→ s h e a r S t i f f n e s sFo r c e [ xy ] [ p a r t i c l e a ] [ part ic leArm ] ;
454 to ta lFo r c e [ xy ] = norma lS t i f f n e s sFor c e [ xy ] + normalDampForce [ xy ] + sh e a r S t i f f n e s sFo r c e [ xy ] [
↪→ p a r t i c l e a ] [ part ic leArm ] + shearDampForce [ xy ] ;
455 f o r c e [ xy ] [ p a r t i c l e a ] += tota lFo r c e [ xy ] ;
456 f o r c e [ xy ] [ p a r t i c l e b ] −= tota lFo r c e [ xy ] ;
457 }
458
459 i f ( t o ta lFo r c e [ 1 ] < 0 . 0 ) forceDown [ p a r t i c l e a ] += tota lFo r c e [ 1 ] ;
460 e l s e forceDown [ p a r t i c l e b ] += −t o ta lFo r c e [ 1 ] ;
461
462 double totalMoment = ( de l taCoord inate [ 0 ] ∗ t o ta lFo r c e [ 1 ] − de l taCoord inate [ 1 ] ∗ t o ta lFo r c e [ 0 ] )
↪→ ;
463 moment [ p a r t i c l e a ] += totalMoment ∗ rad ius [ p a r t i c l e a ] / RaPlusRb ;




468 void motion ( void ) {
469 f o r ( i n t p a r t i c l e = l a s tCy l i n d e rPa r t i c l e + 1 ; p a r t i c l e <= l a s t P a r t i c l e ; p a r t i c l e++) {
470 f o r ( i n t xy = 0 ; xy <= 1; xy++) {
471 v e l o c i t y [ xy ] [ p a r t i c l e ] += f o r c e [ xy ] [ p a r t i c l e ] ∗ de l t a t / mass [ p a r t i c l e ] ;
472 v e l o c i t y [ xy ] [ p a r t i c l e ] ∗= 1.0 − globalDampFactor ; //
473 coord inate [ xy ] [ p a r t i c l e ] += ve l o c i t y [ xy ] [ p a r t i c l e ] ∗ de l t a t ;
474
475 i f ( coord inate [ xy ] [ p a r t i c l e ] > +boundary [ xy ] ) {
476 coord inate [ xy ] [ p a r t i c l e ] = +twiceBoundary [ xy ] − coord inate [ xy ] [ p a r t i c l e ] ;
477 i f ( v e l o c i t y [ xy ] [ p a r t i c l e ] > 0) v e l o c i t y [ xy ] [ p a r t i c l e ] = −v e l o c i t y [ xy ] [ p a r t i c l e ] ;
478 }
479 i f ( coord inate [ xy ] [ p a r t i c l e ] < −boundary [ xy ] ) {
480 coord inate [ xy ] [ p a r t i c l e ] = −twiceBoundary [ xy ] − coord inate [ xy ] [ p a r t i c l e ] ;
481 i f ( v e l o c i t y [ xy ] [ p a r t i c l e ] < 0) v e l o c i t y [ xy ] [ p a r t i c l e ] = −v e l o c i t y [ xy ] [ p a r t i c l e ] ;
482 }
483
484 i f ( runTime < 30 .0 && coord inate [ 1 ] [ p a r t i c l e ] < (570 .0 ∗ pow(10 . 0 , −3) − boundary [ 1 ] ) ) {
485 coord inate [ xy ] [ p a r t i c l e ] = 2 .0 ∗ (570 .0 ∗ pow(10 . 0 , −3) − boundary [ 1 ] ) − coord inate [ xy ] [
↪→ p a r t i c l e ] ;
486 i f ( v e l o c i t y [ xy ] [ p a r t i c l e ] < 0) v e l o c i t y [ xy ] [ p a r t i c l e ] = −v e l o c i t y [ xy ] [ p a r t i c l e ] ;
487 }
488
489 omega [ p a r t i c l e ] += moment [ p a r t i c l e ] ∗ de l t a t / momentOfInertia [ p a r t i c l e ] − 0 .001 ∗ omega [
↪→ p a r t i c l e ] ;







496 void outPut ( void ) {
497 i f (showOpenGL) openGLDrawing ( ) ;
498
499 i f ( showImage ) saveImage ( ) ;
500
501 i f ( s av eS t r e s s ) w r i t e S t r e s s ( 40 . 0 , d e l t a t ∗ stepsperdraw ∗ 0 . 5 ) ;
502
503 i f ( saveAoR) writeAoR (40 . 0 , d e l t a t ∗ stepsperdraw ∗ 0 . 5 ) ;
504
505 // i f ( runTime > timeToStop ) e x i t (0 ) ;
506 }
507
508 void openGLDrawing ( void ) {
509 g lC l ea r (GL COLOR BUFFER BIT | GL DEPTH BUFFER BIT) ;
510 glLineWidth ( 1 . 0 ) ;
511
512 i f ( showGrid ) {
513 glColor3d ( 0 . 8 , 0 . 8 , 0 . 8 ) ;
514 glBegin (GL LINES) ;
515 f o r ( i n t zone0 = 0 ; zone0 <= lastZone [ 0 ] + 1 ; zone0++) {
516 glVertex3d(−boundary [ 0 ] + ( double ) zone0 ∗ zoneSize , 0 . 0 , −boundary [ 1 ] ) ;
517 glVertex3d(−boundary [ 0 ] + ( double ) zone0 ∗ zoneSize , 0 . 0 , +boundary [ 1 ] ) ;
518 }
519 f o r ( i n t zone1 = 0 ; zone1 <= lastZone [ 1 ] + 1 ; zone1++) {
520 glVertex3d(−boundary [ 0 ] , 0 . 0 , −boundary [ 1 ] + ( double ) zone1 ∗ zoneS ize ) ;
521 glVertex3d(+boundary [ 0 ] , 0 . 0 , −boundary [ 1 ] + ( double ) zone1 ∗ zoneS ize ) ;
522 }
523 glEnd ( ) ;
524 }
525
526 double maxForce = 0 . 0 ;
527 i f ( ! rotationOrPath ) {
528 f o r ( i n t p a r t i c l e = 0 ; p a r t i c l e <= l a s t P a r t i c l e ; p a r t i c l e++) {
529 i f ( l a s tPar t i c l eArm [ p a r t i c l e ] >= 0) {
530 f o r ( i n t part ic leArm = 0 ; part ic leArm <= las tPart i c l eArm [ p a r t i c l e ] ; part ic leArm++) {
531 in t p a r t i c l e a = p a r t i c l e ;
532 i n t p a r t i c l e b = particleArmOtherEnd [ p a r t i c l e a ] [ part ic leArm ] ;
533 i f ( coord inate [ 1 ] [ p a r t i c l e a ] < 0 .5 ∗ shoo t i ngPa r t i c l e sHe i gh t && coord inate [ 1 ] [
↪→ p a r t i c l e b ] < 0 .5 ∗ shoo t i ngPa r t i c l e sHe i gh t ) {
534 double totalForceMagnitudeSquared = 0 . 0 ;
535 f o r ( i n t xy = 0 ; xy <= 1; xy++)
536 totalForceMagnitudeSquared += r e s u l t a n t S t i f f n e s sF o r c e [ xy ] [ p a r t i c l e a ] [ part ic leArm ]
↪→ ∗ r e s u l t a n t S t i f f n e s sF o r c e [ xy ] [ p a r t i c l e a ] [ part ic leArm ] ;
537 double totalForceMagnitude = sq r t ( totalForceMagnitudeSquared ) ;







545 f o r ( i n t p a r t i c l e = 0 ; p a r t i c l e <= la s tCy l i n d e rPa r t i c l e ; p a r t i c l e++) {
546 glColor3d ( 0 . 8 , 0 . 8 , 0 . 8 ) ;
547 g lPo in tS i z e ( 2 . 0 ∗ rad ius [ p a r t i c l e ] ∗ Zoom) ;
548 glBegin (GL POINTS) ;
549 glVertex3d ( coord inate [ 0 ] [ p a r t i c l e ] , 0 . 0 , coord inate [ 1 ] [ p a r t i c l e ] ) ;
550 glEnd ( ) ;
551 }
552
553 f o r ( i n t p a r t i c l e = l a s tCy l i n d e rPa r t i c l e + 1 ; p a r t i c l e <= l a s t P a r t i c l e ; p a r t i c l e++) {
554 glColor3d ( 0 . 0 , 0 . 0 , 0 . 0 ) ;
555 g lPo in tS i z e ( 2 . 0 ∗ rad ius [ p a r t i c l e ] ∗ Zoom) ;
556 glBegin (GL POINTS) ;
557 glVertex3d ( coord inate [ 0 ] [ p a r t i c l e ] , 0 . 0 , coord inate [ 1 ] [ p a r t i c l e ] ) ;
558 glEnd ( ) ;
559
560 glColor3d ( 1 . 0 , 1 . 0 , 1 . 0 ) ;
561 g lPo in tS i z e ( 1 . 8 ∗ rad ius [ p a r t i c l e ] ∗ Zoom) ;
562 glBegin (GL POINTS) ;
563 glVertex3d ( coord inate [ 0 ] [ p a r t i c l e ] , 0 . 0 , coord inate [ 1 ] [ p a r t i c l e ] ) ;
564 glEnd ( ) ;
565
566 i f ( rotat ionOrPath ) {
567 double xOffSet = rad ius [ p a r t i c l e ] ∗ cos ( angleForDisp lay [ p a r t i c l e ] ) ;
568 double yOffSet = rad ius [ p a r t i c l e ] ∗ s i n ( angleForDisp lay [ p a r t i c l e ] ) ;
569 glColor3d ( 0 . 0 , 0 . 0 , 1 . 0 ) ;
570 glBegin (GL LINES) ;
282
571 glVertex3d ( coord inate [ 0 ] [ p a r t i c l e ] − xOffSet , 0 . 0 , coord inate [ 1 ] [ p a r t i c l e ] − yOffSet ) ;
572 glVertex3d ( coord inate [ 0 ] [ p a r t i c l e ] + xOffSet , 0 . 0 , coord inate [ 1 ] [ p a r t i c l e ] + yOffSet ) ;
573 glEnd ( ) ;
574 } e l s e {
575 i f ( l a s tPar t i c l eArm [ p a r t i c l e ] >= 0) {
576 f o r ( i n t part ic leArm = 0 ; part ic leArm <= las tPart i c l eArm [ p a r t i c l e ] ; part ic leArm++) {
577 in t p a r t i c l e a = p a r t i c l e ;
578 i n t p a r t i c l e b = particleArmOtherEnd [ p a r t i c l e a ] [ part ic leArm ] ;
579
580 double totalForceMagnitudeSquared = 0 . 0 ;
581 double i n t e r s e c t i o nPo s i t i o n [ 2 ] ;
582 f o r ( i n t xy = 0 ; xy <= 1; xy++) {
583 totalForceMagnitudeSquared += r e s u l t a n t S t i f f n e s sF o r c e [ xy ] [ p a r t i c l e a ] [ part ic leArm ] ∗
↪→ r e s u l t a n t S t i f f n e s sF o r c e [ xy ] [ p a r t i c l e a ] [ part ic leArm ] ;
584 i n t e r s e c t i o nPo s i t i o n [ xy ] = ( coord inate [ xy ] [ p a r t i c l e a ] ∗ rad ius [ p a r t i c l e b ] +
↪→ coord inate [ xy ] [ p a r t i c l e b ] ∗ rad ius [ p a r t i c l e a ] ) /
585 ( rad ius [ p a r t i c l e a ] + rad ius [ p a r t i c l e b ] ) ;
586 }
587 double totalForceMagnitude = sqr t ( totalForceMagnitudeSquared ) ;
588 double f o r c eRat i o ;
589 i f (maxForce != 0 . 0 ) f o r c eRat i o = totalForceMagnitude / maxForce ;
590 e l s e f o r c eRat i o = 0 . 0 ;
591 i f ( f o r c eRat i o > 1 . 0 ) f o r c eRat i o = 1 . 0 ;
592 double l i n eVec to r [ 2 ] ;
593 f o r ( i n t xy = 0 ; xy <= 1; xy++) l i n eVec to r [ xy ] = r e s u l t a n t S t i f f n e s sF o r c e [ xy ] [
↪→ p a r t i c l e a ] [ part ic leArm ] / totalForceMagnitude ;
594
595 glLineWidth (Zoom ∗ f o r c eRat i o / 5000 .0 ) ;
596 g lColor3d ( forceRat io , 0 . 0 , 1 .0 − f o r c eRat i o ) ;
597
598 glBegin (GL LINES) ;
599 glVertex3d ( i n t e r s e c t i o nPo s i t i o n [ 0 ] + rad ius [ p a r t i c l e a ] ∗ l i n eVec to r [ 0 ] , 0 . 0 ,
↪→ i n t e r s e c t i o nPo s i t i o n [ 1 ] + rad ius [ p a r t i c l e a ] ∗ l i n eVec to r [ 1 ] ) ;
600 glVertex3d ( i n t e r s e c t i o nPo s i t i o n [ 0 ] − rad ius [ p a r t i c l e b ] ∗ l i n eVec to r [ 0 ] , 0 . 0 ,
↪→ i n t e r s e c t i o nPo s i t i o n [ 1 ] − rad ius [ p a r t i c l e b ] ∗ l i n eVec to r [ 1 ] ) ;






607 glutSwapBuffers ( ) ;
608 }
609
610 void wr i t e S t r e s s ( double timeToWrite , double t ime In t e rva l ) {
611 i f ( runTime > ( timeToWrite − t ime In t e rva l ) && runTime < ( timeToWrite + t ime In t e rva l ) ) {
612 cout << ”Writing csv f i l e \n” ;
613 in t number35 = 0 ;
614 double f o r c e35 [ l a s t P a r t i c l e ] ;
615 double Xpos i t ion35 [ l a s t P a r t i c l e ] ;
616
617 in t number70 = 0 ;
618 double f o r c e70 [ l a s t P a r t i c l e ] ;
619 double Xpos i t ion70 [ l a s t P a r t i c l e ] ;
620
621 in t number105 = 0 ;
622 double f o r c e105 [ l a s t P a r t i c l e ] ;
623 double Xpos it ion105 [ l a s t P a r t i c l e ] ;
624
625 in t number140 = 0 ;
626 double f o r c e140 [ l a s t P a r t i c l e ] ;
627 double Xpos it ion140 [ l a s t P a r t i c l e ] ;
628
629 f o r ( i n t p a r t i c l e = l a s tCy l i n d e rPa r t i c l e ; p a r t i c l e <= l a s t P a r t i c l e ; p a r t i c l e++) {
630
631 i f ( coord inate [ 1 ] [ p a r t i c l e ] > (−boundary [ 1 ] + 35 .0 ∗ pow(10 . 0 , −3) − 6 .9 / 2 .0 ∗ pow(10 . 0 ,
↪→ −3) ) && coord inate [ 1 ] [ p a r t i c l e ] < (−boundary [ 1 ] + 35 .0 ∗ pow(10 . 0 , −3) + 6 .9 / 2 .0
↪→ ∗ pow(10 . 0 , −3) ) ) {
632 f o r c e35 [ number35 ] = forceDown [ p a r t i c l e ] ;




637 i f ( coord inate [ 1 ] [ p a r t i c l e ] > (−boundary [ 1 ] + 70 .0 ∗ pow(10 . 0 , −3) − 6 .9 / 2 .0 ∗ pow(10 . 0 ,
↪→ −3) ) && coord inate [ 1 ] [ p a r t i c l e ] < (−boundary [ 1 ] + 70 .0 ∗ pow(10 . 0 , −3) + 6 .9 / 2 .0
↪→ ∗ pow(10 . 0 , −3) ) ) {
638 f o r c e70 [ number70 ] = forceDown [ p a r t i c l e ] ;





643 i f ( coord inate [ 1 ] [ p a r t i c l e ] > (−boundary [ 1 ] + 105 .0 ∗ pow(10 . 0 , −3) − 6 .9 / 2 .0 ∗ pow
↪→ ( 10 . 0 , −3) ) && coord inate [ 1 ] [ p a r t i c l e ] < (−boundary [ 1 ] + 105 .0 ∗ pow(10 . 0 , −3) +
↪→ 6 .9 / 2 .0 ∗ pow(10 . 0 , −3) ) ) {
644 fo r c e105 [ number105 ] = forceDown [ p a r t i c l e ] ;




649 i f ( coord inate [ 1 ] [ p a r t i c l e ] > (−boundary [ 1 ] + 140 .0 ∗ pow(10 . 0 , −3) − 6 .9 / 2 .0 ∗ pow
↪→ ( 10 . 0 , −3) ) && coord inate [ 1 ] [ p a r t i c l e ] < (−boundary [ 1 ] + 140 .0 ∗ pow(10 . 0 , −3) +
↪→ 6 .9 / 2 .0 ∗ pow(10 . 0 , −3) ) ) {
650 fo r c e140 [ number140 ] = forceDown [ p a r t i c l e ] ;





656 f o r ( i n t i = 0 ; i <= l a s t P a r t i c l e ; i++) {
657 o u t F i l e s t r e s s << i << ’ , ’ ;
658 o u t F i l e s t r e s s << f o r c e35 [ i ] << ’ , ’ ;
659 o u t F i l e s t r e s s << Xpos it ion35 [ i ] << ’ , ’ ;
660 o u t F i l e s t r e s s << f o r c e70 [ i ] << ’ , ’ ;
661 o u t F i l e s t r e s s << Xpos it ion70 [ i ] << ’ , ’ ;
662 o u t F i l e s t r e s s << f o r c e105 [ i ] << ’ , ’ ;
663 o u t F i l e s t r e s s << Xposit ion105 [ i ] << ’ , ’ ;
664 o u t F i l e s t r e s s << f o r c e140 [ i ] << ’ , ’ ;





670 void writeDXF( double timeToWrite , double t ime In t e rva l ) {
671 i f ( runTime > ( timeToWrite − t ime In t e rva l ) && runTime < ( timeToWrite − t ime In t e rva l ) ) {
672 cout << ”Writing dxf f i l e \n” ;
673 outFile AoR << ”0\nSECTION\n2\nENTITIES\n” ;
674
675 f o r ( i n t p a r t i c l e = 0 ; p a r t i c l e <= l a s t P a r t i c l e ; p a r t i c l e++) {
676 outFile AoR << ”0\nCIRCLE\n8\nSandGrains\n” ;
677 outFile AoR << ”10\n” << coord inate [ 0 ] [ p a r t i c l e ] << ”\n” ;
678 outFile AoR << ”20\n” << coord inate [ 1 ] [ p a r t i c l e ] << ”\n” ;
679 outFile AoR << ”40\n” << rad ius [ p a r t i c l e ] << ”\n” ;
680 }
681
682 outFile AoR << ”0\nENDSEC\n0\nEOF\n” ;
683 outFile AoR . c l o s e ( ) ;
684 }
685 }
D 3D SPH: Dam break source code.
1 // SPH Dambreak
2 // Created by Lu Tong on 23/1/17.
3 // Copyright 2017 Lu Tong . Al l r i g h t s r e s e rved .
4
5 #inc lude ” graph i c s . h”
6 #inc lude <iostream>
7 #inc lude <fstream>
8 #inc lude <cmath>
9 #inc lude <c s td l i b>
10
11 us ing namespace std ;
12
13 # de f i n e f i n e n e s s 5
14 # de f i n e useContinutyDensityEquals0 1
15 # de f i n e KernelType 3 //1 Guassian ; 2 Cubic s p l i n e ; 3 Quadratic
16 # de f i n e def inedLastZone0 (10 ∗ f i n e n e s s − 1)
17
18 // case1 −− th i ckne s s : width : he ight = 1 : 1 : 1
19 // case2 −− th i ckne s s : width : he ight = 1 : 1 : 2
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20 // case3 −− th i ckne s s : width : he ight = 2 : 1 : 4
21 # de f i n e t e s t 3
22 # i f t e s t == 1
23 # de f i n e La s tPa r t i c l e ( i n t ) (20 ∗ 20 ∗ 20
24 # de f i n e def inedLastZone1 10 − 1
25 # de f i n e def inedLastZone2 25 − 1
26 # e l i f t e s t == 2
27 # de f i n e La s tPa r t i c l e ( i n t ) (20 ∗ 20 ∗ 40)
28 # de f i n e def inedLastZone1 10 − 1
29 # de f i n e def inedLastZone2 25 − 1
30 # e l s e
31 # de f i n e La s tPa r t i c l e . ( i n t ) (40 ∗ 20 ∗ 80)
32 # de f i n e def inedLastZone1 20 − 1
33 # de f i n e def inedLastZone2 50 − 1
34 # end i f
35
36 # de f i n e maxlastInZone 30
37 # de f i n e maxLastParticleArm 30
38 # de f i n e PI 4 .0 ∗ atan ( 1 . 0 )
39
40 // Functions
41 void setUp ( void ) ;
42 void s ho o t i n gPa r t i c l e s ( void ) ;
43 void geometry ( void ) ;
44 void sor t IntoZones ( void ) ;
45 void pre s sureContro l ( void ) ;
46 void i n t e r a c t i o n ( bool ) ;
47 void i n t e rPa r t i c l eF o r c e s ( int , int , double , double [ ] , double [ ] , bool , i n t [ ] ) ;
48 void motion ( void ) ;
49 void outPut ( void ) ;
50 void openGLDrawing ( void ) ;
51 void wr i t ePre s su re ( double , double ) ;
52
53 double kernelOrGradient ( double , bool ) ;
54 double su r g e f r on t ( void ) ;
55 double heightChange ( void ) ;
56
57 i n t xyzplus1 ( i n t ) ;
58 i n t xyzplus2 ( i n t ) ;
59
60 // Var iab l e s
61 double
62 coord inate [ 3 ] [ La s tPa r t i c l e + 1 ] ,
63 v e l o c i t y [ 3 ] [ La s tPa r t i c l e + 1 ] ,
64 f o r c e [ 3 ] [ La s tPa r t i c l e + 1 ] ,
65 mass [ La s tPa r t i c l e + 1 ] ,
66 dens i ty [ La s tPa r t i c l e + 1 ] ,
67 pr e s su r e [ La s tPa r t i c l e + 1 ] ,
68 v e l o c i t yCo r r e c t o r [ 3 ] [ La s tPa r t i c l e + 1 ] ,
69 twiceBoundary [ 3 ] ,
70 boundary [ 3 ] ,
71 zoneSize ,
72 de l ta t ,
73 runTime ,
74 timeToStop ,













88 par t i c l ePerZone ;
89
90 i n t
91 inZone [ def inedLastZone0 + 1 ] [ def inedLastZone1 + 1 ] [ def inedLastZone2 + 1 ] [ maxlastInZone + 1 ] ,
92 la s t InZone [ def inedLastZone0 + 1 ] [ def inedLastZone1 + 1 ] [ def inedLastZone2 + 1 ] ,
93 particleArmOtherEnd [ La s tPa r t i c l e + 1 ] [ maxLastParticleArm + 1 ] ,
94 la s tPar t i c l eArm [ La s tPa r t i c l e + 1 ] ,
95 previousParticleArmOtherEnd [ La s tPa r t i c l e + 1 ] [ maxLastParticleArm + 1 ] ,
96 prev iousLastPart ic leArm [ La s tPa r t i c l e + 1 ] ,
97 zone [ 3 ] ,
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108 ofstream outF i l e da ta ( ” dambreak f ront he ight . csv ” ) ;
109 ofstream ou tF i l e p r e s s u r e ;
110
111 in t main ( i n t argc , char ∗ argv [ ] ) {
112 setUp ( ) ;
113
114 geometry ( ) ;
115
116 setUpGraphics ( argc , argv , 2 .0 ∗ halfW , 2 .0 ∗ halfH , saveImages ) ;
117
118 return 0 ;
119 }
120
121 void setUp ( void ) {
122 i f ( saveImages | | saveData ) stepsPerDraw = 200 ;
123 e l s e stepsPerDraw = 10 ;
124
125 las tZone [ 0 ] = def inedLastZone0 ;
126 las tZone [ 1 ] = def inedLastZone1 ;
127 las tZone [ 2 ] = def inedLastZone2 ;
128
129 zoneS ize = 10 .0 ∗ pow(10 . 0 , −3.0) ;
130
131 f o r ( i n t xyz = 0 ; xyz <= 2; xyz++) {
132 twiceBoundary [ xyz ] = ( las tZone [ xyz ] + 1) ∗ zoneS ize ;
133 boundary [ xyz ] = 0 .5 ∗ twiceBoundary [ xyz ] ;
134 }
135
136 halfW = 1.1 ∗ boundary [ 0 ] ;
137 halfH = 1.1 ∗ boundary [ 2 ] ;
138
139 runTime = 0 . 0 ;
140
141 switch ( t e s t ) {
142 case 1 :
143 columnWidth = 0 . 1 ;
144 columnLength = 0 . 1 ;
145 columnHeight = 0 . 1 ;
146 break ;
147 case 2 :
148 columnWidth = 0 . 1 ;
149 columnLength = 0 . 1 ;
150 columnHeight = 0 . 2 ;
151 break ;
152 case 3 :
153 columnWidth = 0 . 2 ;
154 columnLength = 0 . 1 ;




159 smoothH = 1.3 ∗ zoneS ize / 2 . 0 ;
160 g rav i ty = 9 . 8 ;
161 pressureGamma = 7 . 0 ;
162 speedofsound = sqr t (200 .0 ∗ g rav i ty ∗ columnHeight ) ;
163 r e f e r enc eDens i t y = 1000 . 0 ;
164 pressureConstant = speedofsound ∗ speedofsound ∗ r e f e r enc eDens i t y / pressureGamma ;
165
166 par t i c l ePerZone = 8 . 0 ;
167 d e l t a t = 1 .0 ∗ pow(10 . 0 , −4.0) ;
168 timeToStop = 6 . 5 ;
169
170 //Output
171 showOpenGL = true ;
172 showPressureColour = f a l s e ;
173 saveImages = f a l s e ;
174 saveData = f a l s e ;
175 savePres sure = true ;
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176
177 i f ( saveData ) ou tF i l e da ta << ”Time” << ’ , ’ << ”FrontPoint ” << ’ , ’ << ”TopPoint” << endl ;
178
179 cout << ”This program runs f o r e v e r un t i l ’ESC ’ or the l e t t e r ’ q ’ i s pre s sed on the keyboard .\n
↪→ \n” ;
180 cout << ”Number o f zones a c ro s s width = ” << l a s tZone [ 1 ] + 1 << ”\n” ;
181 }
182
183 void geometry ( ) {
184 in t p a r t i c l e = 0 ;
185
186 f o r ( i n t x = 0 ; x < ( i n t ) ( columnLength ∗ 2 .0 / zoneS ize ) ; x++)
187 f o r ( i n t y = 0 ; y < ( i n t ) ( columnWidth ∗ 2 .0 / zoneS ize ) ; y++)
188 f o r ( i n t z = 0 ; z < ( i n t ) ( columnHeight ∗ 2 .0 / zoneS ize ) ; z++) {
189 coord inate [ 0 ] [ p a r t i c l e ] = −boundary [ 0 ] + zoneS ize / 4 .0 + x ∗ zoneS ize / 2 . 0 ;
190 coord inate [ 1 ] [ p a r t i c l e ] = −boundary [ 1 ] + zoneS ize / 4 .0 + y ∗ zoneS ize / 2 . 0 ;
191 coord inate [ 2 ] [ p a r t i c l e ] = −boundary [ 2 ] + zoneS ize / 4 .0 + z ∗ zoneS ize / 2 . 0 ;
192
193 dens i ty [ p a r t i c l e ] = r e f e r enc eDens i t y ∗ pow ( ( 1 . 0 + re f e r enc eDens i t y ∗ g rav i ty ∗ (
↪→ columnHeight − ( zoneS ize / 4 .0 + z ∗ zoneS ize / 2 . 0 ) ) / pressureConstant ) , 1 .0 /
↪→ pressureGamma ) ;
194
195 mass [ p a r t i c l e ] = zoneS ize ∗ zoneS ize ∗ zoneS ize ∗ r e f e r enc eDens i t y / par t i c l ePerZone ;
196 f o r ( i n t xyz = 0 ; xyz <= 2; xyz++) v e l o c i t y [ xyz ] [ p a r t i c l e ] = 0 . 0 ;
197
198 p a r t i c l e++;
199 }
200
201 cout << ”Number o f water p a r t i c l e s = ” << p a r t i c l e << ”\n” ;
202 }
203
204 s t a t i c void Draw( void ) {
205 f o r ( i n t s tep = 1 ; s tep <= stepsPerDraw ; step++) {
206 shoo t i n gPa r t i c l e s ( ) ;
207
208 sor t IntoZones ( ) ;
209
210 i n t e r a c t i o n ( f a l s e ) ;
211
212 pre s sureContro l ( ) ;
213
214 i n t e r a c t i o n ( t rue ) ;
215
216 motion ( ) ;
217
218 i f ( savePres sure ) wr i t ePre s su re ( 0 . 0 , d e l t a t ∗ 0 . 5 ) ;
219
220 runTime += de l t a t ;
221 }
222
223 outPut ( ) ;
224 }
225
226 void s ho o t i n gPa r t i c l e s ( void ) {
227 f o r ( i n t p a r t i c l e = 0 ; p a r t i c l e <= Las tPa r t i c l e ; p a r t i c l e++) {
228 f o r ( i n t xyz = 0 ; xyz <= 2; xyz++) {
229 f o r c e [ xyz ] [ p a r t i c l e ] = 0 . 0 ;
230 v e l o c i t yCo r r e c t o r [ xyz ] [ p a r t i c l e ] = 0 . 0 ;
231 }
232
233 f o r c e [ 2 ] [ p a r t i c l e ] = −g rav i ty ∗ mass [ p a r t i c l e ] ;
234
235 pre s su r e [ p a r t i c l e ] = 0 . 0 ;
236 maxPressure = 0 . 0 ;




241 void sor t IntoZones ( void ) {
242 f o r ( i n t zone0 = 0 ; zone0 <= lastZone [ 0 ] ; zone0++) {
243 f o r ( i n t zone1 = 0 ; zone1 <= lastZone [ 1 ] ; zone1++) {




248 f o r ( i n t p a r t i c l e = 0 ; p a r t i c l e <= Las tPa r t i c l e ; p a r t i c l e++) {
249 in t zone [ 3 ] ;
250
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251 in t suc c e s s = 1 ;
252 f o r ( i n t xyz = 0 ; xyz <= 2; xyz++) {
253 zone [ xyz ] = f l o o r ( ( coord inate [ xyz ] [ p a r t i c l e ] + boundary [ xyz ] ) / zoneS ize ) ;
254 i f ( zone [ xyz ] < 0 | | zone [ xyz ] > l a s tZone [ xyz ] ) su c c e s s = 0 ;
255 }
256
257 i f ( su c c e s s == 1) {
258 la s t InZone [ zone [ 0 ] ] [ zone [ 1 ] ] [ zone [2 ] ]++;
259 i f ( l a s t InZone [ zone [ 0 ] ] [ zone [ 1 ] ] [ zone [ 2 ] ] <= maxlastInZone )
260 inZone [ zone [ 0 ] ] [ zone [ 1 ] ] [ zone [ 2 ] ] [ l a s t InZone [ zone [ 0 ] ] [ zone [ 1 ] ] [ zone [ 2 ] ] ] = p a r t i c l e ;
261 e l s e {
262 las t InZone [ zone [ 0 ] ] [ zone [ 1 ] ] [ zone [2]]−− ;






269 void i n t e r a c t i o n ( bool fo rce sTrue ) {
270 in t zone [ 3 ] , otherZone [ 3 ] , poss ib leOtherZone [ 3 ] , r e f l e c t i onType [ 3 ] ;
271 bool pa r t i c l e b Imag ina ry ;
272 f o r ( zone [ 0 ] = 0 ; zone [ 0 ] <= lastZone [ 0 ] ; zone [0]++) {
273 f o r ( zone [ 1 ] = 0 ; zone [ 1 ] <= lastZone [ 1 ] ; zone [1]++) {
274 f o r ( zone [ 2 ] = 0 ; zone [ 2 ] <= lastZone [ 2 ] ; zone [2]++) {
275 f o r ( poss ib leOtherZone [ 0 ] = zone [ 0 ] − 1 ; poss ib leOtherZone [ 0 ] <= zone [ 0 ] + 1 ;
↪→ poss ib leOtherZone [0]++) {
276 f o r ( poss ib leOtherZone [ 1 ] = zone [ 1 ] − 1 ; poss ib leOtherZone [ 1 ] <= zone [ 1 ] + 1 ;
↪→ poss ib leOtherZone [1]++) {
277 f o r ( poss ib leOtherZone [ 2 ] = zone [ 2 ] − 1 ; poss ib leOtherZone [ 2 ] <= zone [ 2 ] + 1 ;
↪→ poss ib leOtherZone [2]++) {
278 pa r t i c l e b Imag ina ry = 0 ;
279 f o r ( i n t xyz = 0 ; xyz <= 2; xyz++) {
280 otherZone [ xyz ] = poss ib leOtherZone [ xyz ] ;
281 r e f l e c t i onType [ xyz ] = 0 ;
282 i f ( otherZone [ xyz ] < 0) {
283 pa r t i c l e b Imag ina ry = 1 ;
284 otherZone [ xyz ] = 0 ;
285 r e f l e c t i onType [ xyz ] = −1;
286 }
287 i f ( otherZone [ xyz ] > l a s tZone [ xyz ] ) {
288 pa r t i c l e b Imag ina ry = 1 ;
289 otherZone [ xyz ] = lastZone [ xyz ] ;




294 i f ( l a s t InZone [ zone [ 0 ] ] [ zone [ 1 ] ] [ zone [ 2 ] ] >= 0) {
295 f o r ( i n t pa r t i c l e InZone = 0 ; pa r t i c l e InZone <= las t InZone [ zone [ 0 ] ] [ zone [ 1 ] ] [ zone
↪→ [ 2 ] ] ; pa r t i c l e InZone++) {
296 i f ( l a s t InZone [ otherZone [ 0 ] ] [ otherZone [ 1 ] ] [ otherZone [ 2 ] ] >= 0) {
297 f o r ( i n t o the rPar t i c l e InZone = 0 ; o the rPar t i c l e InZone <= las t InZone [
↪→ otherZone [ 0 ] ] [ otherZone [ 1 ] ] [ otherZone [ 2 ] ] ; o the rPar t i c l e InZone++) {
298 in t p a r t i c l e a = inZone [ zone [ 0 ] ] [ zone [ 1 ] ] [ zone [ 2 ] ] [ pa r t i c l e InZone ] ;
299 i n t p a r t i c l e b = inZone [ otherZone [ 0 ] ] [ otherZone [ 1 ] ] [ otherZone [ 2 ] ] [
↪→ othe rPar t i c l e InZone ] ;
300
301 i f ( p a r t i c l e a < p a r t i c l e b | | par t i c l e b Imag ina ry ) {
302 double de l taCoord inate [ 3 ] ;
303 double d e l t aVe l o c i t y [ 3 ] ;
304 double rabSquared = 0 . 0 ;
305
306 f o r ( i n t xyz = 0 ; xyz <= 2; xyz++) {
307 i f ( r e f l e c t i onType [ xyz ] == 0)
308 de l taCoord inate [ xyz ] = coord inate [ xyz ] [ p a r t i c l e b ] − coord inate [ xyz
↪→ ] [ p a r t i c l e a ] ;
309 e l s e de l taCoord inate [ xyz ] = ( double ) r e f l e c t i onType [ xyz ] ∗
↪→ twiceBoundary [ xyz ] − coord inate [ xyz ] [ p a r t i c l e b ] − coord inate [
↪→ xyz ] [ p a r t i c l e a ] ;
310
311 i f ( r e f l e c t i onType [ xyz ] == 0)
312 de l t aVe l o c i t y [ xyz ] = v e l o c i t y [ xyz ] [ p a r t i c l e b ] − v e l o c i t y [ xyz ] [
↪→ p a r t i c l e a ] ;
313 e l s e
314 de l t aVe l o c i t y [ xyz ] = −v e l o c i t y [ xyz ] [ p a r t i c l e b ] − v e l o c i t y [ xyz ] [
↪→ p a r t i c l e a ] ;
315




319 i f ( rabSquared < 4 .0 ∗ smoothH ∗ smoothH) {
320 i f ( fo rce sTrue )
321 i n t e rPa r t i c l eF o r c e s ( p a r t i c l e a , p a r t i c l e b , rabSquared ,
↪→ deltaCoordinate , de l t aVe loc i ty , par t i c l e b Imag inary ,
↪→ r e f l e c t i onType ) ;
322 e l s e {
323 double densitycomponent = 0 . 0 ;
324 f o r ( i n t xyz = 0 ; xyz <= 2; xyz++) {
325 densitycomponent += kernelOrGradient ( rabSquared , t rue ) ∗




328 dens i ty [ p a r t i c l e a ] += mass [ p a r t i c l e b ] ∗ densitycomponent ∗ de l t a t ;
329 i f ( ! pa r t i c l e b Imag ina ry )
330 dens i ty [ p a r t i c l e b ] += mass [ p a r t i c l e a ] ∗ densitycomponent ∗
















346 void i n t e rPa r t i c l eF o r c e s ( i n t Pa r t i c l e a , i n t Pa r t i c l e b , double rabSquared , double
↪→ de l taCoord inate [ ] , double d e l t aVe l o c i t y [ ] , bool par t i c l e b Imag inary , i n t r e f l e c t i onType
↪→ [ ] ) {
347 double sca la rProduct = 0 . 0 ;
348 f o r ( i n t xyz = 0 ; xyz <= 2; xyz++) sca la rProduct += de l taCoord inate [ xyz ] ∗ de l t aVe l o c i t y [ xyz ]
↪→ ∗ smoothH / ( rabSquared + 0.01 ∗ smoothH ∗ smoothH) ;
349
350 f o r ( i n t xyz = 0 ; xyz <= 2; xyz++) {
351 double productFactor = kernelOrGradient ( rabSquared , t rue ) ∗ de l taCoord inate [ xyz ] / sq r t (
↪→ rabSquared ) ;
352 double SphForceComponent = mass [ P a r t i c l e a ] ∗ mass [ Pa r t i c l e b ] ∗ productFactor ∗ ( p r e s su r e [
↪→ Pa r t i c l e a ] / dens i ty [ P a r t i c l e a ] / dens i ty [ P a r t i c l e a ] + pre s su r e [ Pa r t i c l e b ] /
↪→ dens i ty [ Pa r t i c l e b ] / dens i ty [ Pa r t i c l e b ] ) ;
353 double ViscosityForceComponent ;
354 i f ( s ca la rProduct < 0 . 0 ) ViscosityForceComponent = mass [ P a r t i c l e a ] ∗ mass [ Pa r t i c l e b ] ∗
↪→ productFactor ∗ (−0.3 ∗ speedofsound ∗ sca la rProduct + 0 .0 ∗ sca la rProduct ∗
↪→ sca la rProduct ) ∗ 2 / ( dens i ty [ P a r t i c l e a ] + dens i ty [ Pa r t i c l e b ] ) ;
355 e l s e ViscosityForceComponent = 0 . 0 ;
356 f o r c e [ xyz ] [ P a r t i c l e a ] += ( SphForceComponent + ViscosityForceComponent ) ;
357 i f ( ! pa r t i c l e b Imag ina ry ) f o r c e [ xyz ] [ P a r t i c l e b ] −= (SphForceComponent +




361 void pre s sureContro l ( void ) {
362 f o r ( i n t p a r t i c l e = 0 ; p a r t i c l e <= Las tPa r t i c l e ; p a r t i c l e++) {
363 pre s su r e [ p a r t i c l e ] = pressureConstant ∗ (pow( dens i ty [ p a r t i c l e ] / r e f e r enceDens i ty ,
↪→ pressureGamma ) − 1 . 0 ) ;




368 void motion ( void ) {
369 f o r ( i n t p a r t i c l e = 0 ; p a r t i c l e <= Las tPa r t i c l e ; p a r t i c l e++) {
370 f o r ( i n t xyz = 0 ; xyz <= 2; xyz++) {
371 v e l o c i t y [ xyz ] [ p a r t i c l e ] += ( f o r c e [ xyz ] [ p a r t i c l e ] / mass [ p a r t i c l e ] ) ∗ de l t a t ;
372
373 coord inate [ xyz ] [ p a r t i c l e ] += ve l o c i t y [ xyz ] [ p a r t i c l e ] ∗ de l t a t ;
374
375 i f ( coord inate [ xyz ] [ p a r t i c l e ] > +boundary [ xyz ] ) {
376 coord inate [ xyz ] [ p a r t i c l e ] = +twiceBoundary [ xyz ] − coord inate [ xyz ] [ p a r t i c l e ] ;
377 i f ( v e l o c i t y [ xyz ] [ p a r t i c l e ] > 0) v e l o c i t y [ xyz ] [ p a r t i c l e ] = −v e l o c i t y [ xyz ] [ p a r t i c l e ] ;
378 }
379 i f ( coord inate [ xyz ] [ p a r t i c l e ] < −boundary [ xyz ] ) {
380 coord inate [ xyz ] [ p a r t i c l e ] = −twiceBoundary [ xyz ] − coord inate [ xyz ] [ p a r t i c l e ] ;
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389 void outPut ( void ) {
390 i f (showOpenGL) openGLDrawing ( ) ;
391
392 i f ( saveImages ) saveImage ( ) ;
393
394 i f ( saveData ) {
395 cout << ”Writing csv ! ” << endl ;
396 outF i l e da ta << runTime << ’ , ’ ;
397 outF i l e da ta << su r g e f r on t ( ) << ’ , ’ ;
398 outF i l e da ta << heightChange ( ) << endl ;
399 i f ( runTime > 6 . 0 ) ou tF i l e da ta . c l o s e ( ) ;
400 }
401
402 i f ( savePressure ) {
403 wr i t ePre s su re ( 0 . 1 , d e l t a t ∗ stepsPerDraw ∗ 0 . 5 ) ;
404 wr i t ePre s su re ( 0 . 2 , d e l t a t ∗ stepsPerDraw ∗ 0 . 5 ) ;
405 wr i t ePre s su re ( 0 . 3 , d e l t a t ∗ stepsPerDraw ∗ 0 . 5 ) ;
406 wr i t ePre s su re ( 0 . 4 , d e l t a t ∗ stepsPerDraw ∗ 0 . 5 ) ;
407 wr i t ePre s su re ( 0 . 6 , d e l t a t ∗ stepsPerDraw ∗ 0 . 5 ) ;
408 }
409
410 i f ( runTime > timeToStop ) e x i t (0 ) ;
411 }
412
413 void openGLDrawing ( ) {
414 g lC l ea r (GL COLOR BUFFER BIT | GL DEPTH BUFFER BIT) ;
415
416 f o r ( i n t p a r t i c l e = 0 ; p a r t i c l e <= Las tPa r t i c l e ; p a r t i c l e++) {
417 glPushMatrix ( ) ;
418 g lT r an s l a t e f ( coord inate [ 0 ] [ p a r t i c l e ] , coord inate [ 1 ] [ p a r t i c l e ] , coord inate [ 2 ] [ p a r t i c l e ] ) ;
419
420 g lMat e r i a l f v (GL FRONT, GL SHININESS , f r on t mat sh i n i n e s s wa t e r ) ;
421 g lMat e r i a l f v (GL FRONT, GL SPECULAR, f r on t mat specu l a r wat e r ) ;
422 g lMat e r i a l f v (GL FRONT, GL DIFFUSE , f r on t ma t d i f f u s e wa t e r ) ;
423 g lMat e r i a l f v (GL BACK, GL SHININESS , back mat sh in ine s s wate r ) ;
424 g lMat e r i a l f v (GL BACK, GL SPECULAR, back mat specu lar water ) ;
425 g lMat e r i a l f v (GL BACK, GL DIFFUSE , back mat d i f fu s e wate r ) ;
426 g lu tSo l idSphe re ( smoothH / 4 . 0 , 4 , 8) ;
427 glPopMatrix ( ) ;
428 }
429
430 glutSwapBuffers ( ) ;
431 }
432
433 void wr i t ePre s su re ( double timeToWrite , double t ime In t e rva l ) {
434 i f ( runTime > ( timeToWrite − t ime In t e rva l ) && runTime < ( timeToWrite + t ime In t e rva l ) ) {
435 char f i leName [ 2 0 ] ;
436 s p r i n t f ( f i leName , ”DrumWater %2.1 f . csv ” , timeToWrite ) ;
437
438 ou tF i l e p r e s s u r e . open ( f i leName ) ;
439
440 cout << ”Writing pre s su r e f i l e \n” ;
441
442 ou tF i l e p r e s s u r e << ”x ” << ’ , ’ << ”y ” << ’ , ’ << ”z ” << ’ , ’ << ”Pressure ” << endl ;
443
444 f o r ( i n t p a r t i c l e = 0 ; p a r t i c l e <= Las tPa r t i c l e ; p a r t i c l e++) {
445 ou tF i l e p r e s s u r e << coord inate [ 0 ] [ p a r t i c l e ] << ’ , ’ << coord inate [ 1 ] [ p a r t i c l e ] << ’ , ’ <<
↪→ coord inate [ 2 ] [ p a r t i c l e ] << ’ , ’ << pre s su r e [ p a r t i c l e ] / r e f e r enc eDens i t y / g rav i ty /
↪→ columnHeight << endl ;
446 }




451 double kernelOrGradient ( double rabSquared , bool WhetherGradient ) {
452 double R = sqr t ( rabSquared ) / smoothH ;
453 double f a c t o r ;
454
455 #
456 i f KernelType == 1
290
457 f a c t o r = 1 .0 / pow(PI , 1 . 5 ) / pow( smoothH , 3 . 0 ) ;
458 i f (WhetherGradient ) re turn f a c t o r ∗ ( 1 . 0 / h) ∗ (−2.0 ∗ R) ∗ exp(−R ∗ R) ;
459 e l s e re turn f a c t o r ∗ exp(−R ∗ R) ;
460
461 #
462 e l i f KernelType == 2
463 f a c t o r = 3 .0 / 2 .0 / PI / smoothH / smoothH / smoothH ;
464 i f (WhetherGradient ) {
465 i f ( rabSquared < smoothH ∗ smoothH) return f a c t o r ∗ ( 1 . 0 / smoothH) ∗ (−2.0 ∗ R + 3.0 / 2 .0
↪→ ∗ R ∗ R) ;
466 e l s e re turn f a c t o r ∗ ( 1 . 0 / smoothH) ∗ (−1.0 / 2 .0 ∗ R ∗ R) ;
467 } e l s e {
468 i f ( rabSquared < smoothH ∗ smoothH) return f a c t o r ∗ ( 2 . 0 / 3 .0 − R ∗ R + 1.0 / 2 .0 ∗ R ∗ R ∗
↪→ R) ;




473 e l i f KernelType == 3
474 f a c t o r = 5 .0 / 4 .0 / PI / smoothH / smoothH / smoothH ;
475 i f (WhetherGradient ) re turn f a c t o r ∗ ( 1 . 0 / smoothH) ∗ ( 3 . 0 / 8 .0 ∗ R − 3 .0 / 4 . 0 ) ;
476 e l s e re turn f a c t o r ∗ ( 3 . 0 / 16 .0 ∗ R ∗ R − 3 .0 / 4 .0 ∗ R + 3.0 / 4 . 0 ) ;#
477 end i f
478 }
479
480 in t xyzplus1 ( i n t xyz ) {
481 in t xyzp1 = xyz + 1 ;
482 i f ( xyzp1 > 2) xyzp1 −= 3;
483 return xyzp1 ;
484 }
485
486 in t xyzplus2 ( i n t xyz ) {
487 in t xyzp2 = xyz + 2 ;
488 i f ( xyzp2 > 2) xyzp2 −= 3;
489 return xyzp2 ;
490 }
491
492 double su r g e f r on t ( void ) {
493 double FrontPoint = −boundary [ 0 ] ;
494 f o r ( i n t p a r t i c l e = 0 ; p a r t i c l e < Las tPa r t i c l e ; p a r t i c l e++)
495 i f ( coord inate [ 0 ] [ p a r t i c l e ] > FrontPoint ) FrontPoint = coord inate [ 0 ] [ p a r t i c l e ] ;
496 return FrontPoint ;
497 }
498
499 double heightChange ( void ) {
500 double TopPoint = −boundary [ 2 ] ;
501 f o r ( i n t p a r t i c l e = 0 ; p a r t i c l e < Las tPa r t i c l e ; p a r t i c l e++)
502 i f ( coord inate [ 2 ] [ p a r t i c l e ] > TopPoint ) TopPoint = coord inate [ 2 ] [ p a r t i c l e ] ;
503 return (TopPoint + boundary [ 2 ] ) ;
504 }
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