We introduce a general class of long-range magnetic potentials and derive high velocity limits for the corresponding scattering operators in quantum mechanics, in the case of two dimensions. We analyze the high velocity limits, that we obtain, in the presence of an obstacle and we uniquely reconstruct from them the electric potential and the magnetic field outside the obstacle, that are accessible to the particles. We additionally reconstruct the inaccessible fluxes (magnetic fluxes produced by fields inside the obstacle) modulo 2π, what gives a proof of the AharonovBohm effect. For every magnetic potential A in our class we prove that its behavior at infinity (A ∞ (v),v ∈ S 1 ) can be characterized in a natural way; we call it the long-range part of the magnetic potential. Under very general assumptions we prove that A ∞ (v) + A ∞ (−v) can be uniquely reconstructed for everyv ∈ S 1 . We characterize properties of the support of the magnetic field outside the obstacle that permit us to uniquely reconstruct A ∞ (v) either for all v ∈ S 1 or forv in a subset of S 1 . We also give a wide class of magnetic fields outside the obstacle allowing us to uniquely reconstruct the total magnetic flux (and A ∞ (v) for allv ∈ S 1 ). This is relevant because, as it is well-known, in general the scattering operator (even if is known for all velocities or energies) does not define uniquely the total magnetic flux (and A ∞ (v) ). We analyze additionally injectivity (i.e., uniqueness without giving a method for reconstruction) of the high velocity limits of the scattering operator with respect to A ∞ (v). Assuming that the magnetic field outside the obstacle is not identically zero, we provide a class of magnetic potentials for which injectivity is valid.
Introduction
We analyze scattering of charged particles, for example electrons, traveling in the exterior of a bounded obstacle K.
We suppose there is a short-range electric potential V and a magnetic field B in Λ := R 2 \ K. Inside the obstacle K there is a magnetic field producing fluxes on each connected component. These fluxes are enciphered in the magnetic potentials (in Λ) through circulations around the boundary over each connected component of K.
It is assumed that |B(x)| ≤ C (1+|x|) µ , for some constant C and some µ > 2. This assumption is physically reasonable because the field produced by a magnetic dipole decays as c |x| 3 , for some constant c, see [16] , as |x| → ∞, and there is no magnetic monopole seen in nature. In the physical world (the three dimensional case), assuming absence of magnetic monopoles, it is always possible to find a short-range magnetic potential satisfying the required circulations over the boundary of the obstacle (see [3] ). A magnetic potential A is said to be short-range if |A(x)| ≤ C 1 |x| 1+ǫ
(1.1)
as |x| tends to infinity, where C is a constant and ǫ > 0. Otherwise it is long-range. Nevertheless, considering longrange magnetic potentials is also important for the following reason:A big portion of the work in scattering through magnetic potentials is done considering two dimensional models (see for example [1] and [25] ; [21] - [22] for a review up to 1989; more recently [34] , [20] , [12] - [14] , [27] - [28] ). These models approximate three dimensional situations in which long straight (finite) solenoids are regarded as infinite, producing translational-invariance in one spacial direction.
The translation invariance permits the elimination of one degree of freedom, reducing the number of dimensions.
The two dimensional models are frequently easier to analyze because explicit solutions in terms of special functions are available, in the case that another symmetries are assumed. In two dimensions the use of long-range magnetic potentials is unavoidable, unless the total magnetic flux is set to zero.
In this paper we focus our attention to two dimensions. Our techniques and results are easily applicable to three dimensions using our constructions in [3] .
We use a system of units in which the charge of the electron, the speed of light and the Plank's constant have numerical value 1:
We introduce a general, and natural, class of magnetic potentials A : R 2 → R 2 associated to the magnetic field B and the magnetic fluxes over each connected component of the obstacle (see Definitions 1.5 and 1.7). We prove that our class of magnetic potentials permits to extract a mathematical object that describes the behavior of every potential (A) in this class at infinity. We call it the long-range part (A ∞ ) of A, it is given by: 
where Φ B is the total magnetic flux (see Definition 1.4). Eq. (1.4) makes explicit the fact that the long-range part of a magnetic potential can be regarded as a physical quantity (the total flux) plus the gradient of a function, which because it is well-known that in general A ∞ cannot be recovered from the scattering operator (see the comment below Theorem 1.14). In this respect we tackle two different approaches: Injectivity and reconstruction methods.
Our results concerning injectivity are closely related to [12] - [13] , although actually the problems are different because here we prove injectivity using only high-velocity scattering data (i.e. the limits (1.24)-(1.25)), while in [12] - [13] all energies (including high-velocity limits) are required. The ingredient we need to make the injectivity problem wellposed is the magnetic field not to be identically zero (otherwise injectvity is not true), then the high-velocity limits (1.24)-(1.25) of the scattering operator are injective with respect to A ∞ (assuming that it is real-analytic in the angular variable, this is the only result where this restriction is required). In [12] - [13] the additional restriction imposed to well-pose the injectivity problem is the total magnetic flux not to be an integer multiple of 2π. They also assume that the obstacle is convex and a different class of magnetic potentials is considered: They do not ask for analyticity of A ∞ but assume, instead, homogeneity (of degree −1) of the long-range magnetic potential.
The reconstruction results we prove require a different approach: We characterize the properties of the support of B that allows us to uniquely reconstruct A ∞ totally or partially. Here we use a class of magnetic potentials that is considerably more general that the ones employed for injectivity in this text and in [12] - [13] . We prove in particular that if B = 0, then there is an open set in S 1 where A ∞ can be uniquely reconstructed. The class of magnetic fields that allows us to reconstruct A ∞ totally is large. Actually not being able to uniquely reconstruct A ∞ (v), for somev, by our method imposes strong restrictions to the magnetic field: It has to be compactly supported in the intersection of cylinders: 6) for some open neighborhood Nv ofv.
Description of the Model and Main Results

Description of the Model
The Obstacle: Here we give the main definitions of the mathematical objects we use related to the obstacle and its complement. In Section 2 we prove some useful topological properties. We define the obstacle K and to each connected component of it we introduce a curve surrounding it. Line integrals over this curves define the fluxes of the magnetic potentials we are interested in. DEFINITION 1.1 (The Obstacle) We denote by K the obstacle and by Λ = R 2 \ K. We suppose that K is a compact subset of R 2 and that its connected components are either points or closed sets with boundaries given by C 1 -curves. We utilize the symbols K l , l ∈ {1 · · · L}, for the connected components of K. We assume that {1 · · · L} = I ∪J, where for every i ∈ I there is a point x (i) ∈ R such that K i = {x (i) } and for every j ∈ J ∂K j is given by a simple, closed, C 1 -curve, that we denote by γ j : [0, 1] → R 2 . We suppose, furthermore, that the curves γ j , j ∈ J, are oriented anti-clockwise. It is assumed that curl B is a bounded measurable function. In the case that
we call B a short-range magnetic field.
Below, the quantity Φ(K l ) represents the total magnetic flux in the interior of the curve γ l (see Definition 1.1 and (1.8)). In the case that l ∈ I (see Definition 1.1), it describes not only the magnetic flux inside K l , but also the flux of the magnetic field B inside the curve γ l .
DEFINITION 1.4 (Total Flux)
For every magnetic field B and every flux function Φ :
the total flux associated to the obstacle and the magnetic field B (see Definition 1.1). Notice that Φ(
represents the magnetic flux in K i , for every i ∈ I; see Definition 1.3. We recall that int(γ i ) is the interior of the curve γ i . • A is continuous in Λ \ {x (i) } i∈I and it belongs to L 1 Loc (Λ; R 2 ).
• |A(x)| ≤ C 13) belongs to ∈ L 1 (r 0 , ∞), for some r 0 > 0.
•
where the derivatives are taken in the distributional sense.
(1.14) 
(1.15) Let δ > 1. We denote by A Φ,δ (B) the set of vector potentials A ∈ A Φ (B)∩C 2 (Λ, R 2 ) such that for every neighborhood
for all x ∈ Λ \ N and every i, j ∈ {1, 2}.
The Hamiltonians: We define the free and perturbed operators that we study. The free Hamiltonian (H 0 ) is just the kinetic free energy for an electron with mass m traveling in R 2 : 17) with domain
is the Sobolev space of functions with derivatives up to order n square integrable. We assume the presence of an electric potential V satisfying the following:
for some constants C > 0 and α > 1, and every r ≥ 0. The symbol F (|x| ≥ r) denotes the multiplication operator by the characteristic function of the set {x : |x| ≥ r} and J :
is the multiplication operator by the characteristic function of the set Λ. We denote byV the extension of V to R 2 defined by zero outside Λ.
The perturbed operator H(A), for every A ∈ A Φ (B), is densely defined in the Hilbert L 2 (Λ) by the following:
A precise definition of H(A) as a self-adjoint operator in a certain domain is given in Section 4.
Wave and Scattering Operators: Here we define the wave and scattering operators. The proof of existence of wave operators is done in Section 5. Additionally we prove, in Section 5, a change of gauge formula for the wave operators that directly leads us to the corresponding formula for the scattering operator in Eq. (1.21). The wave operators are
given by the strong limit
(1.19) DEFINITION 1.9 (Scattering Operator) The scattering operator is defined by the formula
For every vector potentials A andÃ belonging to A Φ (B), such thatÃ − A = ∇λ ≡ ∇λÃ −A , the change of gauge formula for the scattering operator
holds true, where
see Remark 3.1 .
Main Results
High-Velocity Limits of the Scattering Operator (Reconstruction Formulae): We state our theorems giving asymptotic formulae of first and second order in 1 v (v is the speed) for the scattering operator. The first order approximation is given in Theorem 1.10, whose proof is derived at the end of Section 6.2. The second order approximation is the content of Theorem 1.11, whose proof is done at the end of Section 6.3. These two approximations define the high-velocity limits of the scattering operator we study [see Eqs. (1.24)-(1.25)], and from them important information from the potentials can be uniquely reconstructed. We use the time-dependent methods for inverse-scattering initiated in [11] . We introduce first some notations that are necessary to understand the theorems. We define: For every vector
In the theorems below we compute (with error bounds) the following high-velocity limits of the scattering operator:
For every v ∈ R 2 \ {0} and all compact subset Λ 0 of Λv,
THEOREM 1.10 (Reconstruction Formula I) Let Λ 0 be a compact subset of Λv, with v ∈ R \ {0}. Then, for all flux Φ and all A ∈ A Φ (B) (see Definition 1.5) there is a constant C such that
Equations (1.26)-(1.27) are previously obtained, under different conditions, in [2] , [3] and [34] .
, for every i, j ∈ {1, 2} and every x ∈ Λ. Letδ > 1 and A ∈ A Φ,δ (B). Set δ = min(µ − 1,δ). Let Λ 0 be a compact subset of Λv, with v ∈ R \ {0}, and φ 0 , ψ 0 ∈ H 6 (R 2 ) be supported in Λ 0 . Then the following estimate holds true:
The expression Ξ η depends only on B. It is defined in (6.2)-(6.4).
and, for every q ∈ (0, 1), there is a constant C such that
In case that δ > 2,
for some constant C.
Formula (1.28) is proved in [3] (for the three dimensions) in the short-range case and, using time-dependent methods [11] and the stationary Isozaki-Kitada modifiers, in [20] for the Coulomb magnetic potential, a convex obstacle, and a C ∞ 0 magnetic field. After a long computation one verifies that the formula in [20] , derived for the Coulomb potential, coincides with ours. Related results for scattering in all space without magnetic fields are derived in [11] , where the time-dependent inverse-scattering methods are introduced. Many other works using time-dependent inverse-scattering techniques prove analogous expansions (see [18] , [2] and [34] , for example).
Unique Reconstruction of B, V and the Fluxes (Modulo 2π): The next Theorem is proved in Section 7.2:
We assume that the set J defined in Definition 1.1 equals {1} and that K 1 is convex. We suppose, furthermore, that P(x)B(x) is bounded for every polynomial P(x). Then, for every A ∈ A φ (B), the high-velocity limit (1.24) of the scattering operator S(A, V ) uniquely determines (with a reconstruction method) B(x) for almost every x ∈ R 2 \ K 1 and the fluxes Φ(K i ) modulo 2π, for every i ∈ {1, · · · , L}.
, for every i, j ∈ {1, 2} and every x ∈ Λ. Letδ > 1 and A ∈ A Φ,δ (B). Assume additionally that A ∞ is known. Then, the high-velocity limits (1.24)- (1.25) of the scattering operator S(A, V ), known for all unit vectorsv and all φ 0 ∈ H 6 (R 2 ) with supp(φ 0 ) ⊂ Λv, uniquely determine (with a reconstruction method) V (x) for almost every x ∈ R 2 \ K 1 .
We assume below (until the beginning of Section 1.
, for every i, j ∈ {1, 2} and every x ∈ Λ. Unique Reconstruction of A ∞ (v) + A ∞ (−v) under General Conditions: Theorem 1.13 below gives important information from the long-range part of the magnetic potential that we can uniquely reconstruct under very general circumstances. It is proved in Section 9.1. To our knowledge this is the first time that such a quantity is recovered under the conditions we specify. To obtain more information we need to know the electric potential. The proof of injectivity, with respect to the long-range part of the magnetic potential, is addressed in [12] - [13] , where the knowledge of the electric potential is also necessary (see explanation above Section 1.0.1). THEOREM 1.13 Letδ > 1 and A ∈ A Φ,δ (B).
We can uniquely reconstruct, from the high-velocity limits (1.24)-(1.25) of the scattering operator ,
Injectivity With Respect to the Long-Range Part of the Magnetic Potential A ∞ , Knowing V : Here we consider the problem of injectivity; namely we prove uniqueness without giving reconstruction methods. We assume below (until the beginning of Section 1.1) that the set J defined in Definition 1.1 equals {1}, K 1 is convex and that P(x)B(x) is bounded for every polynomial P(x). Now we state our Theorem of this part (see Section 9.2 for the proof, in particular we refer to Theorem 9.2). This theorem is closely related to the results in [12] - [13] . In [12] - [13] the requirement of knowing V is also necessary (see explanation above Section 1.0.1). Total and Partial Unique Reconstruction of the Long-Range Part of the Magnetic Potential A ∞ , Knowing V : It is well-known that, in the absence of magnetic field B outside the obstacle, the scattering operator (even if it is known for all energies) does not uniquely determine the total magnetic flux. Actually, in the case that the obstacle is one point, the explicit calculations in [25] and [1] show that the scattering operator is the identity if the total flux is an even multiple of 2π and it is minus the identity if the total flux is an odd multiple of 2π. Additionally, formula (1.4) implies that the long-range part of the magnetic potential is not uniquely determined by the scattering operator, in general. However, if the magnetic field does not identically vanish, we uniquely reconstruct the long-range part of the magnetic potential in certain directions (depending on where the magnetic field vanishes). Moreover, for a big class of magnetic fields, we uniquely reconstruct the whole long-range part. We additionally prove that to every long-range magnetic potential a short-range magnetic potential can be added in order to uniquely reconstruct the full long-range part from the corresponding scattering operator. The main result in this part is Theorem 1.17, whose proof is derived in Section 9.3.
DEFINITION 1.15
For every open set O in S 1 we denote by
We denote by As we mention in the lines below Theorem 1.14, it is not possible (in general) to recover A ∞ from the scattering operator (even if it is assumed to be known for all energies). • B is not compactly supported.
• B is not zero (up to a set of zero measure) in a neighborhood of K 1 .
• There is a closed C 1 -curve, whose interior contains K 1 , where B is not zero (up to a set of zero measure in the curve).
• There is no cylinder of the form K 1 + Rv, for somev ∈ S 1 , containing the support of B.
Additionally, in Proposition 9.4 we prove that it is always possible to add a short-range magnetic potential in order to be able to fully reconstruct uniquely A ∞ and Φ B .
Some Notation Explanations
We describe some shorthand notations we use in this paper. We denote by C a generic non-specified constant. The symbol C might depend on all physical parameters, but it cannot depend on the velocity v. We denote by B r (0) the open ball of center zero and radius r. We associate measurable functions A : R 2 → R 2 with 1−differential forms as follows:
Similarly, we associate measurable functions B : R 2 → R with 2−differential forms:
Using these identifications, we make sense of integrals of the form
where M 1 is a one dimensional sub-manifold of R 2 (or a curve), whenever the integral exists.
We use frequently in this paper vector operations such as cross products and scalar products between vectors in R 2 and scalars in R. The way to understand this is the following: We identify vectors in R 2 with vectors in R
and scalars in R with vectors in R 3 B ≡ (0, 0, B).
With the help of these identifications we do vector operations using the equivalent forms in R 3 . After the computations we identify the resulting vector in R 3 with the corresponding one in R 2 or R.
We use the standard notation S 1 to denote the one dimensional sphere immersed in R 2 . Furthermore, we identify the two dimensional Euclidean space with the complex plane:
Throughout this paper we denote byB a bounded measurable extension of B to R 2 with the same fluxes as B:
In the case the B ∈ C k (Λ), for some k ∈ N ∪ {0}, we assume additionally thatB ∈ C k (R 2 ). Recall that the existence of such extension is basically the definition of C k (Λ).
For all square integrable function φ 0 ∈ L 2 (R 2 ) with compact support in Λv, we define
2 The Obstacle
De Rham Cohomology of Λ
For every j ∈ J, we choose a fixed point
2 ) ∈ int(K j ), where int(K j ) denotes the interior of the set K j (see Definition 1.1). Given a point x = (x 1 , x 2 ) ∈ R 2 \ {x (r) } and an integer r ∈ {1, · · · , L}, we define
It is easy to verify that ∇ × A (r) (x) = δ(x − x (r) ), with δ(x) the Dirac distribution.
LEMMA 2.1 For every function
there exists a function λ ∈ C 2 (Λ) satisfying A = ∇λ. Moreover, we can take λ(x) = C(x0,x) A, where x 0 is a fixed point in Λ and the integral is taken over any differentiable curve C(x 0 , x) in Λ that connects the point x 0 with x.
Proof: Let γ be a simple, closed, differentiable curve in Λ. We suppose that it is oriented anti-clockwise. Let ǫ < [see (1.7)] be such that
recall that the symbol d(·, ·) represents the distance. For every i ∈ I we define the curve γ
Stokes' theorem implies that
for every I ∈ I. Using Stokes' theorem again we find that
where the int(γ) is the interior of the curve γ. Consequently, we can define
A, where x 0 is a fixed point in Λ and the integral is taken over any differentiable curve C(x 0 , x) in Λ that connects the point x 0 with x. It is clear that ∇λ = A and that λ satisfies the desired properties.
Proof: By Stokes' theorem, for any k, r ∈ {1, · · · L},
where δ k,r = 1 if k = r and it is zero otherwise. To prove (2.2) we compute the integral explicitly. In the case that k ∈ J, we calculate the integral over a small circle around x (k) and use Stokes' theorem. The desired result follows
satisfies the hypotheses required by it.
REMARK 2.3 If we identify functions
then ∇ × A is identified with the exterior derivative of the differential form. Proposition 2.2 (and its proof) implies that {A (r) } r∈{1,··· ,L} defines a basis of the 1-de Rham Cohomology group of Λ (see [8, 33] ).
REMARK 2.4 The conclusion of Proposition 2.2 is valid also if we suppose that
. In this case λ ∈ C 1 (Λ). This can be proved using regularization arguments as it is done in the proof of Proposition 2.5 in [3] . Actually we have an explicit formula for λ:
where x 0 is a fixed point in Λ and C(x 0 , x) is any curve in Λ connecting the point x 0 with x.
3 The Magnetic Field and the Magnetic Potentials REMARK 3.1 For every A ∈ A 0 (0) (here the flux 0 is the function that associates the number 0 to every connected component of K) we denote by λ A the function constructed in Remark 2.4 such that A = ∇λ A . It can be proved (see [34] ) that for every x ∈ R 2 \ {0} the limit 
, there exists a magnetic potential A ∈ A Φ (B) satisfying the following properties:
• A 1 is continuous in Λ, ∇ · A 1 = 0 in the distributional sense.
• The support of A 2 is contained in the cone
Proof: We take the extensionB of B defined in Section 1.
Let A 1 be the Coulomb potential forB in R 2 (see [18] ):
It follows from [18] , Proposition 2.6 and its proof, that A 1 has the required properties and that ∇ × A 1 =B.
We denote by f ∈ C ∞ (R 2 \ {0}) a function with the following properties. For every θ ∈ [θ 0 , θ 0 + 2π) :
for every x ∈ R 2 \ {0} and r > 0.
For every l ∈ {1, · · · L} and every x ∈ R 2 \ {x (l) }, we define [see (2.1) and [34] ],
where δ l,j is the delta of Kronecker.
For every Q := (q 1 , q 2 ) ∈ R 2 and every x ∈ R 2 we define (see [34] )
If we choose Q far enough from the support of h, A (Q) is supported in the cone
We define for x ∈ R 2 \ {x (l) } l∈{1,··· ,L} (see Section 2 and Definition 1.3, see also [34] )
It is easy to see that we can choose a point Q 0 ∈ R 2 such that A 2 is supported in the cone
A straightforward calculation shows that A 2 has the desired properties.
REMARK 3.3
In the case that B is short-range (see Definition 1.2) we have that
and we can take h = 0 in the proof of Proposition 3.2. Then,B =B and A 1 [see (3. 3)] is the Coulomb magnetic potential in R 2 associated to B: ∇ × A 1 = B. The fact that
for every δ > 0, shows that A 1 is a short-range magnetic potential (it decays as 1 |x| 1+ǫ , for some ǫ > 0, at infinity). This justifies the name we give to the magnetic field, as short-range. It is actually impossible to find a short-range magnetic potential associated to B if (3.8) is not satisfied for some extension of B, see [18] . Of course, if at least one of the connected components of K has non-empty interior it is always possible to find an extension of B such that (3.8) is satisfied.
COROLLARY 3.4 For every magnetic field B, there exists a magnetic potential
Proof: We use the functions A 1 and h defined in the proof of Proposition 3.2. We denote by A h,T the transversal
We define
Then A ∈ A Φ (B) and we can take
Using that
and Section 2.2 in [18] we prove that A T andÃ 2 have the required properties. there exists a magnetic potential A (c) ∈ A Φ (B) satisfying the following properties:
• For every neighborhood N of K there is a constant C such that
(3.14)
for every δ > 0 and every x ∈ R 2 \ N .
Proof: We use the notation of the proof of Proposition 3.2. We define
Notice that
is the Coulomb magnetic potential in R 2 associated to the magnetic fieldB. We take
and
Eqs. (2.1), (2.2) and the well-known properties of the Coulomb gauge (in R 2 ), see [18] , imply that, restricted to Λ,
We proceed now with the estimates. A 1 satisfies the conclusions of Proposition 3.2, in particular
Thus, we only need to analyze (see Definition 1.4 and recall Stokes' theorem)
where we used that R 2 h = β. Eq. (3.14) follows from (3.20) and the fact that for every r > 0 there is a constant C such that
uniformly for every |x − z| ≥ r and |x − x (0) | ≥ r. Notice that the singularity in the integrand in (3.21) is integrable.
Estimates for the Magnetic Potentials
There is a constant C (depending on a and b) such that (recall Definition 1.6)
Proof: We first suppose that a = 2, b = 2. We integrate over the set |y| ≤ |x − y| |y|≤|x−y|
(3.24)
Similarly we obtain |y|≥|x−y| LEMMA 3.7 Suppose that B ∈ C 2 (Λ). Assume, furthermore, that there is a constant C such that
for every i, j ∈ {1, 2} and every x ∈ Λ. The magnetic potentials defined in Propositions 3.2 and 3.5, and Corollary 3.4 belong to A Φ,µ−1 (B) (see Definitions 1.6 and 1.7).
Proof: We prove the statement in several steps. We first estimate the magnetic potential
We analyze separately A 1 and A 2 . The results for the Coulomb magnetic potential in Proposition 3.5 are a direct consequence of the analysis for A 1 ; we do not include, therefore, the proof. The magnetic potential constructed in Corollary 3.4 is studied in the last part of our proof.
Estimations for the magnetic potential
Analysis of A 1 :
Recall that A 1 is the Coulomb potential forB in R 2 [see (3.2) and (3.
3)]:
satisfy g(y) = 1 for |y| ≤ 1 and g(y) = 0 for |y| ≥ 2. We define
for every x ∈ R 3 . As g has compact support, there is a constant C such that
for all x ∈ R 2 and every a 1 , a 2 ∈ {0, 1, 2} with
Estimating A 1,∞ is more complicated. We introduce a useful identity (see Equation below (43) in [18] ):
Using Lemma 3.6 and (3.30) we obtain that there is a constant C such that
for all x ∈ R 2 . Lemma 3.6, (3.30) and the scalar triple product
imply [see (1.14)]:
for all x ∈ R 2 and some constant C. Similarly, taking derivatives, we deduce:
for all x ∈ R 2 and some constant C. To estimate the second derivatives we additionally use the following:
We obtain that
for all x ∈ R 2 , some constant C and every i, j ∈ {1, 2}. Eqs. (3.29)-(3.36) imply that A 1 satisfies the estimates (1.16)
Analysis of A 2 :
We recall that A 2 is defined in (3.7). It is a linear combination of the vector potentials A Q and A (l,f ) (for l ∈ {1, · · · , L}). A Q and A (l,f ) are explicitly given in (3.6) and (3.4), respectively. Using this we prove that A 2 satisfies the estimates (1.16) .
Estimations for the magnetic potential derived in Corollary 3.4:
The vector potential defined in Corollary 3.4 has the form
where A 1 is the vector potential derived in Proposition 3.2. A 1 satisfies the estimates (1.16) for ∀x ∈ R 2 . Proving that x × A T +Ã 2 satisfies (1.16) is straightforward.
LEMMA 3.8 Let δ > 1 and A ∈ A 0,δ (0). Take r > 1 such that K ⊂ B r (0). For every ρ ∈ (0, 1) there is a constant
In the case that δ > 2, the following holds true:
Proof: For every x, y ∈ R 2 , we denote
the line segment joining x and y.
We do first some computations, we take τ ≥ 1. By the mean value theorem
for some ξ(τ ) ∈ L(τ x, τ (x + z)). Using the mean value theorem again and Definition 1.7, we have
We note that, for |x|, τ ≥ 1,
ln(e + τ |x|) ≤ 2 ln(e + τ ) ln(e + |x|) (3.42)
In (3.40) we use (3.41) and (3.42) to obtain:
By Definition, 1.7 we have that
ln(e + |x|) (1 + |x|) min(1,δ−1) (1 + |z|) .
(3.44)
Interpolating (3.44) and (3.43), we get
Notice that ρ ∈ (0, 1) implies that ρ + min(2, δ)(1 − ρ) > 1.
By Remark 2.4 and (3.1),
Then, by (3.45), and using again the mean value theorem, we obtain:
which gives (3.37). The introduction of ρ is used to be able to integrate with respect to τ , i.e., to have ρ + min(2, δ)(1 − ρ) > 1. In the case that δ > 2 this is not necessary. We estimate using Definition 1.7 as in (3.43):
Eq. (3.38) is a direct consequence of (3.47) [we also use (3.46)].
COROLLARY 3.9 Let δ > 1 and A ∈ A 0,δ (0). For everyv ∈ S 1 the limit
exists and it is continuous in S 1 . For all r > 1 with K ⊂ B r (0) there is a constant C such that for every s ∈ [2r, ∞)
Proof: Take r > 1 such that K ⊂ B r (0). Letv ∈ S 1 . Choose z ∈ R 2 and s ∈ (2r, ∞). Suppose that v ≥ 1 is such that
By Definition 1.7 (integrating by parts), we have that
Suppose that s 1 and s 2 are real numbers bigger than 2r and s 1 < s 2 . Since λ A,∞ (ρx) = λ A,∞ (x) for every ρ > 0, we have that
By (3.50), (3.51)
Taking v → ∞ we get DEFINITION 3.10 Let δ > 1 and A ∈ A 0,δ (0). For every x ∈ R 2 \ {0}, we define
REMARK 3.11 It is a direct consequence of Definition 1.7 that A ∞ is transverse:
Proof: Set x = r(cos(θ), sin(θ)) = rx, (x) ⊥ = (− sin(θ), cos(θ)) and y = x + z = r(cos(ϑ), sin(ϑ)) = rŷ. As λ A,∞ is homogeneous of degree 0, it is enough to prove that [see (3.54)]
We calculate
Using (3.37) we deduce (notice that |z| ≤ r|ϑ − θ|).
Moreover, (3.49) implies
≤C ln(e + r) (1 + r) min(1,δ−1) + |ϑ − θ| and (3.51) implies
Finally, (3.57) follows from (3.58)-(3.61) choosing r = |ϑ − θ| −ǫ for some positive conveniently selected ǫ and ρ close to 1.
, for every i, j ∈ {1, 2} and every x ∈ Λ. Letδ > 1 and A ∈ A Φ,δ (B). Then,
exists and it is continuous as a function ofv ∈ S 1 . We extend Definition 3.10 to this case taking
Proof: Let r > 1 such that K ⊂ B r (0). We consider a magnetic potential A = A 1 + A 2 ∈ A Φ (B), as in Proposition 3.2 (here A i corresponds to A i , i ∈ {1, 2}).
By Lemma 3.7, A ∈ A Φ,µ−1 . A depends on the parameters ǫ, Q 0 andŵ defined in Proposition 3.2. The support of A 2 is contained in the cone C = {x ∈ R 2 : (x − Q 0 ) ·ŵ ≥ |x − Q 0 | cos(ǫ)}. We take ǫ and Q 0 in such a way that there is a real number r 0 such that, for every s > r 0 , which together with Corollary 3.9 give the desired result.
COROLLARY 3.14 Suppose that B ∈ C 2 (Λ) and that
, for every i, j ∈ {1, 2} and every x ∈ Λ. Letδ > 1 and A ∈ A Φ,δ (B). Then, REMARK 3.15 Corollary 3.14 makes explicit the fact that the long-range part of a magnetic potential can be regarded as a physical quantity (the total flux) plus the gradient of a function, which shows the specific gauge we are working with.
LEMMA 3.16 Let δ > 1 and A ∈ A 0,δ (0). Suppose that r > 1 is such that K ⊂ B r (0). Take ρ ∈ (0, 1).
For every x ∈ R 2 with |x| > 2r and every z ∈ R 2 satisfying |z| < |x| 2 there is a constant C such that
Proof: The result follows from the next calculations:
In the last equations we used Lemma 3.8 and Lemma 3.8 in [3] using that λ A,∞ (τ w) = λ A,∞ (w), for every w ∈ R 2 \ {0}
and every τ > 0. This proves (3.66). Eq. (3.67) follows similarly, using (3.38).
LEMMA 3.17 Let δ > 1 and A ∈ A 0,δ (0). Suppose that r > 1 is such that K ⊂ B r (0). Take ρ ∈ (0, 1). Suppose that s ∈ R is such that s > 2r and φ ∈ H 2 (R 2 ). Then, there is a constant C satisfying
ln(e + |s|)(1 + (
In case that δ > 2 e iλA,∞(
Thus, we can useφ instead of φ in (3.69). 
The Hamiltonian
The Schrödinger's equation for an electron in Λ with electric potential V (see Definition 1.8 ) and magnetic field B (see Definition 1.2) is given by
where A ∈ A Φ (B) (see Definition 1.5), p = −i∇ is the momentum operator and m > 0 is the mass of the electron.
Note that Definition 1.8 implies thatV is H 0 −bounded with relative bound zero [see (1.17)] and, therefore, there is a constant c V such that (see [24] , Theorem X.18)
2)
It follows from Lemma 1.2 chapter 9 of [26] that
We define the energy bilinear form by Proof: First we take A to be the Coulomb gauge (∇ · A = 0). From Theorem X.23 [24] applied to the operator
, it follows that q A is closable and its closure is bounded from below by c V . Suppose thatÃ ∈ A Φ (B) and that λ ∈ C 1 (Λ) is such thatÃ − A = ∇λ. We define the following bilinear form with domain e iλ Dom(q A ) q(φ, ψ) :=q A (e −iλ φ, e −iλ ψ).
It is not difficult to see that C ∞ 0 (Λ) ⊂ Dom(q), thatq restricted to C ∞ 0 (Λ) coincides with qÃ and thatq is closed.
Furthermore, it can be verified also that C ∞ 0 (Λ) is a form-core ofq. It follows thatq =qÃ.
From Theorem VIII.15 [23] ,q A is the form associated to a unique self-adjoint operator that we denote by H(A).
DEFINITION 4.2 (Hamiltonians)
The Hamiltonian H(A) is the unique self-adjoint operator associated to the formq A .
We denote by Dom(H(A)) the domain of H(A).
It can be easily verified that ifÃ ∈ A Φ (B) is such thatÃ − A = ∇λ, then Dom(H(Ã)) = e iλ Dom(H(A)) and
The electron evolves freely when there are no fields and when there is no obstacle. The wave function of the free electron is defined in the whole space R 2 ; it satisfies the Schrödinger equation
where we recall that H 0 is the free Hamiltonian given by converges absolutely (using the fundamental theorem of calculus: Cook's argument). First we choose the vector potential A to be the one defined in Corollary 3.4. We prove that the integrand in (5.9) is bounded by an integrable function using the idea of Loss and Thaller [19] : We notice that the angular momentum operator L = x × p commutes with the free Hamiltonian H 0 and that
Eq. (5.10) together with the stationary phase method are the key ingredients to prove the convergence of the integral (5.9). We refer to Section 4.2 of [18] for the details. This proves the existence W ± (A) for the specific A defined in Corollary 3.4. Now we prove the existence for a general magnetic potentialÃ ∈ A Φ (B).
Let λ be such thatÃ − A = ∇λ. We follow the proof of Lemma of 5.3 in [3] (see also the proof of Lemma 2.3 of [34] ).
Using Equation (4.4) we obtain:
In (5.11) we use that, by the Rellich-Kondrachov theorem,
Remark 2.4 and Definition 1.5 imply that, for |x| = 1, 6 High-Velocity Limits for the Wave and Scattering Operators
Notation and Basic Formulae
For the readers' convenience we recall the formulae [see (
For every x ∈ Λv we set
Given a measurable function f :
We designate
We denote by
the multiplication operator by the characteristic function of the set Λv and by
the inclusion operator:
For every function φ ∈ L 2 (R 2 ) with support contained in Λv, we identify
For all measurable function f , the operator f (p) is defined by
where F is Fourier transform:
We Remark that 
Proof: We prove (6.11) for W + (A); the proof for W − (A) is similar. We suppose first that the magnetic potential (A)
is the one constructed in Proposition 3.2. We chooseŵ and ǫ (see the statement of Proposition 3.2) such that,
where F (|x − Q 0 − τv| ≤ |τ /4|) is the multiplication operator by the characteristic function of the set {x ∈ R 2 :
|x − Q 0 − τv| ≤ |τ /4|} and Q 0 is introduced in the statement of Proposition 3.2.
The Proof of (6.11) is similar to the proofs Lemma of 2.4 of [34] and Lemma 5.6 of [3] . Here we have to do only slight modifications to take into consideration the different aspects that we address in this text:
• In Lemma 5.6 of [3] the magnetic potentials are bounded, in contrast with their counterpart in [34] and here that are unbounded.
• In Lemma of 2.4 of [34] it is proved that
as v tends to ∞, but the estimate in terms of φ H 2 (R 2 ) is not proved and there is no electric potential. However, from the proof of Lemma of 2.4 of [34] we can obtain the estimate (6.11) as it is done in the proof of Lemma 5.6
of [3] .
We do not repeat a full (long) proof here, since it follows from [3] and [34] . We, instead, sketch the proof and point out the main ingredients as well as proper references where the missing details can be directly read.
By our assumptions, there is a function χ ∈ C ∞ (R 2 ) such that χ ≡ 0 in a neighborhood of K and
for some M large enough. For every x ∈ R 2 , we designate byĀ(x) := χ(x)A(x) if x ∈ Λ andĀ(x) := 0 otherwise. We use the following notation
(6.14)
We have that
AsĀ(x + τv) = A(x + τv) for every x lying in the support of φ,
By (6.18) , it is enough to estimate (6.16) withφ, instead of φ. Denote
By Duhamel's formula:
with B := ∇ ×Ā. Note that ∇ ·Ā is continuous and that ∇ · (v × B) = −v · ∇ × B is bounded. By an explicit calculation, we obtain
where
, (6.23)
24)
We prove as in [34, 3] , see (5.26), (5.35)-(5.37) in [3] , that there exists an integrable function
Here we use (6.13). Note that in [3] this condition was not necessary because the magnetic potential was of shortrange. As in [34] we need now (6.13) because the magnetic potential is of long-range. Equation (6.11), for the magnetic potential A constructed in Proposition 3.2, follows from (6.16) and (6.19-6.26) . LetÃ ∈ A Φ (B) be a general magnetic potential, then we prove that (6.11) holds forÃ as in the proof of Lemma 2.4 [34] , see (2.66)-(2.67) in [34] , using the formulae for change of gauge of Proposition 5.1.
Now we outline the proof of (6.12). Note that e iL A,v (±∞) φ = e iL χA,v (±∞) φ. As χA is bounded and ∇·A ∈ L 2 Loc (Λ), we can apply (5.41) and (5.42) of [3] with χA, instead of A, to conclude that
Finally, from Equation (6.27) we obtain (6.12) following the procedure of the proof of Equation (5.20) 
where,
Proof:
We follow the procedure of the proof of Theorem 5.9 in [3] . Although the proof here is similar to the one of Theorem 5.9 in [3] , there are some new features in this text: In [3] the magnetic potential is bounded and short-range,
i.e., it decays as 1 |x| 1+ǫ for some ǫ > 0. In this paper it is neither bounded nor short-range. Since the proof in [3] is rather long and there are only a few new ingredients here, we outline the proof pointing out the new aspects and refer to [3] for full details.
We adopt for this proof the following notation to make formulae shorter:
As in the proof of Theorem 5.9 in [3] , see (5.53)-(5.54) in [3] ,
We show below that
where R ± satisfies (6.29) . Note that (6.34) follows from (6.33) by time inversion and charge conjugation in the magnetic potential, i.e., by taking complex conjugates and changing A to −A. It can also be proved as in the proof of (6.33) that we sketch below.
We use the notation of the proof of Lemma 6.1. For simplicity we denote by O(r) a term that satisfies
It can be proved using the proof of the Lemma 5.8 of [3] , specifically the proof of (5.58) in [3] , recall (6.24)-(6.25), that
The terms T 2 and T 3 in [3] are different, but the bound is estimated in the same way here.
It follows from (6.16), (6.20)-(6.25), (6.31) and (6.35) [see equation (5.57) in [3] ] that
usingĀ(x + τv) = A(x + τv) for every x lying in the support of φ 0 and every real τ and (6.18).ψ 0 is defined as in
We designate (see the lines below (6.21))η
Following the proof of (5.59) of [3] we obtain:
Eq. (6.39) is similar to Eq. (5.59) in [3] that is proved in the step 2 of the proof of the Theorem 5.9 in [3] . The only differences between Eq. (6.39) and Eq. (5.59) in [3] are that in the first appear Ξη andĀ and in the second Ξ η and A (or A C using the notation of [3] ). We follow the steps 3 to 6 of the proof of Theorem 5.9 of [3] , changing each occurrence of Ξ η and A C in [3] by Ξη andĀ. We obtain (6.33)-(6.34) (and hence (6.28)) with Ξη, instead of Ξ η , and A, instead of A. Finally, we notice that Ξ η and A coincide with Ξη andĀ, respectively, in the support φ 0 and ψ 0 , to get (6.28).
Proof of Theorem 1.11
We use the notation of Corollary 3.13 and its proof. We designate
(6.40) By (1.21), see also Remark 3.1 and (6.9), for any positive s,
We use Lemma 3.8 of [3] to obtain [see also (3.71)]
We use (1.26) and (1.27) to estimate the second and fourth terms of the right hand side of equation (6.41), respectively.
We, furthermore, recall that [see Remark 3.1 and (
and use Lemma 3.8 of [3] to obtain:
Theorem 6.2 and (6.44) imply that
where R(v, φ 0 , ψ 0 ) satisfies (6.29).
Using Definition 1.7, (3.49), (3.63) and (3.64), we find
for sufficiently large s.
As a consequence of Lemma 3.17 and (6.48), we get (for every ρ ∈ (0, 1))
(6.50)
By direct inspection we verify that for every q ∈ (0, 1) we can take a big enough c > 0 and ρ sufficiently close to 1
where the constant C depends on q. Similarly, an election s = v c for big enough c gives 
in distribution sense in Λv.
Proof: Denote byv := (v 1 ,v 2 ) and byv := (v 1 ,v 2 , 0). Consider the functions B : Λ × R → R 3 given by x 2 ) , 0). Then, Equation (7.53) is fulfilled if we prove
in distribution sense in Λv × R. The last equation is proved in lemma 6.2 in [3] .
THEOREM 7.2
We assume that the set J defined in Definition 1.1 equals {1} and that K 1 is convex. We suppose, furthermore, that P(x)B(x) is bounded for every polynomial P(x). Let A ∈ A Φ (B). The high-velocity limit (1.24)
of the scattering operator S(A, V ), known for all unit vectorsv and all φ 0 ∈ H 2 (R 2 ) with support φ 0 ⊂ Λv, uniquely determines (with a reconstruction method) B(x) for almost every x ∈ R 2 \ K 1 .
Proof. For every unitary vectorv we denote by Λv ,1 the set
From the limit (1.26) we uniquely reconstruct
for all x ∈ Λv and then, we reconstruct for a.e. x ∈ Λv. As K \ K 1 is finite, we uniquely reconstruct (7.56) for almost every x ∈ Λv ,1 .
We take two fixed functions φ 0 and ψ 0 belonging to C ∞ 0 (Λv ,1 ). We suppose, furthermore, that their support is
We define, recall that d(·, ·) denotes the distance,
and, for any z ∈ R 2 ,
We set
As P(x)B(x) is bounded for every polynomial P(x),
As we reconstruct (7.56) from the high-velocity limit (1.24) of the scattering operator for almost every x ∈ Λv ,1 , we reconstruct the radon transform (see [17] 
for every z such that (z + Rv) ∩ (K 1,ǫ − q) = ∅. As K 1,ǫ − q is convex, F is continuous and P(z)F (Z) is bounded for every polynomial P, it follows from Theorem 2.6 and Corollary 2.8 of [17] that we can uniquely reconstruct, from the high-velocity limits (1.24)-(1.25) of the scattering operator,
0 / ∈ K 1,ǫ − q and we can take z = 0 to recover F (0) = (Bφ 0 , ψ 0 ). Since we have the freedom to choose φ 0 , ψ 0 , ǫ and q, then we can uniquely reconstruct B almost everywhere in R 2 \ K 1 .
REMARK 7.3 A fundamental ingredient in the proof of Theorem 7.2 is the use of Theorem 2.6 in [17] . We can, actually, use this theorem (that requires convexity of the set K) because the radon transform can be extended to a distribution defined in the set of lines with empty intersection with K 1 .
The Electric Potential
Proof of Theorem 1.12:
The part concerning the magnetic field B is already proved in Theorem 7. 
We proceed as in Equations (7.57 -7.61) to uniquely reconstruct V (x) for almost every x ∈ R 2 \ K 1 .
Reconstruction of the Fluxes Modulo 2π and Injectivity Modulo 4π
In this section we suppose that P(x)B(x) is bounded for every polynomial P(x). We suppose, furthermore, that the set J defined in Definition 1.1 equals {1}:
and that K 1 is convex. For every i ∈ {2, 3, · · · , L} we choose some fixed points z i and y i in R 2 \ K and a unitary vectorv i ∈ S 1 . We define the sets,
where convex(·) denotes the convex hull.
We assume that z i , y i andv i are chosen in such a way that x (i) belongs to the interior of
By Theorem 1.10 we reconstruct, from the high-velocity limit (1.24) of the scattering operator,
Let ε > 0 be such that the ball B ε (x (i) ) is contained in the interior of D i , for i ∈ {2, · · · , L}. By Stokes' theorem
B. Finally, we choose some fixed points z 1 and y 1 in the complement of K and a unitary vectorv 1 ∈ S 1 . We define the set
We choose d > 0 as in Equation (1.7). We suppose that z 1 , y 1 and v 1 are set in such a way that K is contained in the interior of D 1 as well as the balls B d/4 (x (i) ), for every i ∈ I.
By Stokes' theorem
(8.70)
As we reconstruct from the high-velocity limit (1.24) of the scattering operator ∂B d/4 (x (i) ) A modulo 2π for every i ∈ {2, · · · , L}, it follows from Theorem 7.2 that we reconstruct ∂K1 A = Φ(K 1 ) modulo 2π. Then, we have proved the Theorem:
. We can reconstruct the fluxes Φ(K i ) modulo 2π, for every i ∈ {1, · · · , L}, from the high-velocity limit (1.24) of the scattering operator S(A, V ).
REMARK 8.2
The fact that the magnetic field can be uniquely reconstructed from the high-velocity limit (1.24) of the scattering operator and Theorem 8.1 imply (see Definition 1.4) that the total flux Φ B modulo 2π can be reconstructed from the high-velocity limit (1.24) of the scattering operator.
It turns out that injectivity with respect to the total flux can be proved not only modulo 2π but modulo 4π; this was already proved in [34] , taking V = 0, for the case of a connected obstacle and a compactly supported magnetic field.
This is an optimal result because, in the case that K is a point, it is proved in [1] and [25] that the scattering operator is the identity if the total flux is an even multiple of 2π. The proof in [34] can be easily adapted to our case. We obtain: 
Eq. (8.72) and the continuity of λ ∞ imply that there is a fixed integer N such that
Substitutingv by −v in (8.73) and subtracting the resulting equation to (8.73) we get
and, therefore,
This is Equation (8.71).
Unique Reconstruction of the Long-Range Part of the Magnetic Potential
In this section we suppose that
, for every i, j ∈ {1, 2} and every x ∈ Λ.
General Results in the Presence of an Electromagnetic Field
Proof of Theorem 1.13 :
In this proof recall Section 6.1. Forv ∈ S 1 we set (v) ⊥ ∈ S 1 the orthogonal (right oriented) complement ofv. For every φ 0 , ψ 0 ∈ H 6 (R 2 ), compactly supported in Λv, we denote:
Let R > 0 such that K ⊂ B R (0). Suppose that φ and ψ are supported in B 1 (0) and set, for τ > R + 1,
The decay properties of V and B, and (6.2)-(6.4) imply that
Set A (c) the Coulomb gauge corresponding to Φ and B (see Proposition 3.5). Proposition 3.5 implies that
and the same formula holds for ψ τ . With the help of (9.78) and (9.79), Theorem 1.11 implies that the high-velocity limits (1.24)-(1.25) of the scattering operator uniquely determine (with a reconstruction method) 
from which we uniquely reconstruct A ∞ (v) + A ∞ (−v), selecting an appropriate φ.
The next Theorem was already proved in [20] , in the case that B ∈ C ∞ 0 (R 2 ) and K is convex, using stationary methods (see Theorem 7 in [20] ). Here we give a different proof using time-dependent methods for our, more general, class of magnetic fields and obstacles. 
for all φ 0 , ψ 0 ∈ H 6 (R 2 ) with compact support in Λv and everyv ∈ S 1 . In Eq. (9.82) we use Corollary 3.14 and
Following the proof of Theorem 1.12, using Eq. (9.82), we obtain the desired result.
Injectivity with Respect to the Long-Range Part, Assuming the Knowledge of V
In this section we assume that the set J defined in Definition 1.1 equals {1}, K 1 is convex and that P(x)B(x) is bounded for every polynomial P(x).
Recall that, in the absence of magnetic field outside the obstacle, the scattering operator is not in general injective with respect to the long-range part of the magnetic potential. Nevertheless, we prove here that if the exterior magnetic field does not identically vanishes, then the injectivity is achieved (uniquely reconstructing the long-range part of the magnetic potential is also possible under different conditions, see Section 9.3).
In this section we assume we know V and prove injectivity of the high-velocity limits (1.24)-(1.25) of the scattering operator with respect to the long-range part of the magnetic potential. Similar results are obtained in [12] - [13] . In [12] - [13] the knowledge of V is also necessary (we explain this in the lines above Section 1.0.1).
In this section we restrict our class of magnetic potentials to the functions A ∈ A Φ,δ (B), for δ > 1, such that
and f A is real analytic. We assume additionally that B = 0. In [12] - [13] different assumptions are required, stronger in some sense and weaker in another sense. There it is assumed that Φ B is not an integer multiple of 2π, but the magnetic field can vanish. The class of magnetic potentials considered is also different. In [12] - [13] the magnetic potentials must be of the form
where A sr is an infinitely differentiable short-range magnetic potential, f AEI is C ∞ and
for every multi-index υ. The main difference between the classes is that in [12] - [13] the long-range term must be homogeneous of degree −1 (while here it is not) and that in this paper f A must be real analytic (while in [12] - [13] only infinitely differentiability is required). The methods and data are also different in both approaches. In this paper we need only to know the high-velocity limits ( 
for all φ 0 ∈ H 6 (R 2 ) with compact support in Λv and everyv ∈ S 1 and, therefore, Once this is proved, Φ B =ΦB is a consequence of Corollary 3.14, integrating A ∞ −Ã ∞ over the unit circle.
Unique Reconstruction of the Long-Range Part, Asuming the Knowledge of V
In this section we assume that the set J defined in Definition 1.1 equals {1}, K 1 is convex and that P(x)B(x) is bounded for every polynomial P(x). Definition 1.15 and Remark 1.16 are frequently used in this part. In the following proposition we assert that if the magnetic field and the flux function Φ are such that A ∞ cannot be fully reconstructed by our method, we can add a short-range magnetic potential (that does not alter the flux function Φ, nor the long-range part of the magnetic potential and not either Φ B ) that allows us to uniquely reconstruct A ∞ and Φ B . Physically, this implies turning on a short-range magnetic field. 
Physical Considerations
The two dimensional scattering problem that we consider in this paper is important in the context of the AharonovBohm effect ( [1] , [15] and [10] ). This effect is a fundamental issue in physics that has been extensively studied in the literature. The issue at stake is what are the fundamental electromagnetic quantities in quantum physics, in particular if the magnetic potentials have a physical significance. The two dimensional models are an idealization of large solenoids that are considered as infinitely long, what makes the problem translation invariant along the axis of the solenoids and makes it possible to reduce the problem to a two dimensional one. This is actually the model considered in the original papers [1] , [15] and [10] . See also [25] , and for a complete review up to 1989 see [21] and [22] . For more recent contributions see, for example, [20] , [34] , [27] , [28] , [12] , [13] and their references. Of course, a physical solenoid will always be finite, and no matter how long it is the space outside it will be simply connected and there will be no Aharonov-Bohm effect. Actually, the Aharonov-Bohm effect only appears in these models in the limit of the infinite solenoid when the problem is reduced to two dimensions and the domain where the electrons propagate is not simply connected. For example, it is the exterior of a disc if the infinite solenoid is a cylinder. Furthermore, the magnetic field will always leak outside of a finite solenoid. These, and another reasons, motivated the study of the Aharonov-Bohm effect in three dimensions, in the case when the hidden fluxes are contained in the interior of toroidal magnets, or more generally handle bodies. Note that due to its non trivial topology a torus can contain inside a magnetic field without any leak. This was done experimentally in [6] , [29] - [32] and theoretically in [3] - [5] .
According to the complete description of electromagnetism in terms of non-integrable phase factors introduced in [35] (see also [9] ) the physically relevant quantities, that can be measured in experiments, have to be gauge invariant and the only observable quantities related to inaccessible magnetic fields are hidden fluxes modulo 2π, i.e., the mathematical objects describing physically relevant quantities have to remain unchanged if the hidden fluxes are changed by adding an integer multiple of 2π. In three dimensions short-range magnetic potentials are available as long as there are no magnetic monopoles (see [16] ). Then, it is natural to only consider short-range magnetic potentials, and in this case (see [3] - [5] ) the scattering operator is gauge invariant and it remains unchanged if the hidden fluxes are changed by adding an integer multiple of 2π. In consequence, scattering theory based in the scattering operator provides a theoretical framework for the Aharonov-Bohm effect in three dimensions, when the hidden fluxes are contained inside tori, or handle bodies, that is consistent with the complete description of electromagnetism in terms of non-integrable phase factors.
The situation for the two dimensional models is fundamentally different. In two dimensions there are no shortrange magnetic potentials as long as the total magnetic flux does not vanish. The need to use long-range magnetic potentials leads to long-range effects. A consequence of these long-range effects is that the scattering operator is not gauge invariant and it does not remain unchanged if the hidden fluxes are changed by adding an integer multiple of 2π (note however that in the case of the infinitely long straight solenoid studied by Aharonov-Bohm in [1] , the relative phase shift between electrons that travel to the left and to the right of the solenoid is gauge invariant and invariant by changing the hidden flux by adding an integer multiple of 2π, which implies that their prediction contains no contradiction). This means that the scattering operator contains more information than what can be measured in experiments. For example, as we have proved, we can uniquely reconstruct from the scattering operator the long-range part, A ∞ (v), of the magnetic potential that depends on the gauge and is not invariant by adding to the flux an integer multiple of 2π (see Corollary 3.14). These problems are due to the fact that the idealization of having infinite long solenoids to reduce the problem to two dimensions produces conceptual problems. This is the price to pay if we want to reduce by one the number of dimensions.
