This paper presents a technique and its system that localizes a rotary-wing Micro Air Vehicle (MAV) in indoor environments even under Non-Line-of-Sight (NLoS) conditions. The technique is based on the system with the MAV having a wireless microphone and a ground station having multiple microphones. The technique identifies the location of the MAV in two-dimensional space by measuring the Time-of-Arrival (ToA) of acoustic signals caused by the rotation of blades at the MAV. The technique then applies an iterative algorithm that corrects the NLoS errors and computes the true ToA based on maps of known indoor environments in a computationally inexpensive manner. To suppress noise in the received signals and thus improve the robustness of ToA estimation, the generalized cross-correlation with phase transform and a bandpass filter is derived and applied. The performance of the proposed technique was examined experimentally by its comparison with three existing ToA-based localization techniques. Experimental results show the superiority of the proposed technique, demonstrating its potential for aiding indoor MAVs in autonomous navigation.
INTRODUCTION
Micro Air Vehicles (MAVs), which are typically defined as flying vehicles with no dimension greater than 30 cm [1] , have drawn significant attention from academia and industry in recent years. Having small size and high maneuverability, rotary-wing MAVs hold advantages over large aerial vehicles and ground vehicles particularly in narrow indoor environments. The application of the rotary-wing MAVs to date is however limited to outdoor environments, mainly due to the unavailability of GPS signals in indoor environments. This prompts the need to develop solutions to indoor localization of the MAVs.
Indoor localization techniques developed so far can be classified into two types; laser-based and vision-based. The laser-based technique, which has been applied to the class of Unmanned Aerial Vehicles (UAVs) larger than MAVs, localizes a UAV relative to indoor landmarks using a laser range finder and thus popularly builds a map in a simultaneous manner via Simultaneous Localization And Mapping (SLAM). He [2] mounted a laser range finder on a quad-rotor helicopter that is larger than a size of 50 cm and achieved the positioning accuracy of 0.17 m to 3.6 m using unscented Kalman filterbased SLAM. Grzonka et al. [3] employed a platform similar to He's and showed successful localization using particle filter-based SLAM, which can handle more nonlinear and non-Gaussian belief of localization than the unscented Kalman filter-based technique. Both He and Grzonka et al. further improved the localization accuracy by estimating the pitch and roll from inertial measurements and applying data fusion. The localization errors of these approaches were small enough for small UAVs to navigate in some large indoor environments, but the approaches have not been implemented in MAVs due to their limited payloads and the high weight of the laser equipment.
Meanwhile, the past vision localization efforts have seen two types of approach. In the first, localization of UAVs is achieved by identifying location of artificial landmarks in the field of view of cameras. Earl and Andrea [4] and Kleiner et al. [5] mounted four to eight LEDs on UAV(s) as onboard landmarks and successfully localized them by observing the LEDs using an external camera, while the authors' previous work [6] proposed a localization system using blade-mounted LEDs that reduces the Volume 2 · Number 4 · 2010 number of required onboard LEDs to three. In contrast, Tournier et al. [7] and Xu et al. [8] exploited onboard cameras and special on-ground patterns to estimate the poses of UAVs. These techniques require small payload and are thus applicable to MAVs, but they work only when landmarks are within Line-of-Sight (LoS) to the cameras. The second type applies vision-based SLAM techniques with stereo vision [9] , monocular vision [10, 11] or omni-directional vision [12] where the usage of particle filters [13] or Kalman filters [11] further improved the reliability of localization. Despite some success, MAVs have to send their onboard camera images wirelessly to base stations with substantial computational power to process the images for localization due to limited payload and onboard computational power [14] . Since the wireless camera images are sometimes very noisy especially in multipath environments or Non-Line-of-Sight (NLoS) conditions, the reliability of the second type approach in such scenarios was still not high enough for indoor MAVs to navigate autonomously. This paper presents a new technique and its system that locates a rotary-wing MAV in indoor environments even under NLoS conditions. The system consists of the MAV having a wireless microphone and a ground station having multiple microphones. The technique estimates the position of the MAV by measuring the Time-of-Arrival (ToA) of first-arrival sound caused by the rotation of blades at the MAV. An iterative algorithm is then applied to computationally effectively correct the NLoS errors and estimate the true ToA based on maps of known indoor environments. To reduce noise in the received signals and thus make ToA estimation more reliable, we propose and apply the Generalized Cross-Correlation with PHAse Transform and a BandPass filter (GCC-PHATBP). Unlike the conventional laser-based or vision-based techniques, the proposed technique is able to estimate the position of an MAV in NLoS conditions, and its accuracy is not extensively affected by the presence of known or small obstacles. This paper is organized as follows. The wave propagation model and LoS space are described in Section 2, while the novel GCC-PHATBP that measures the coherence between the signals received by on-ground and onboard microphones and the ToA estimation algorithm are illustrated in Section 3. Section 4 then proposes the localization algorithm that iteratively corrects the NLoS errors in the estimated ToAs and updates the estimated MAV position, followed by the implementation of the proposed technique into a Localization System of Uncontrolled sound source using Multiple on-ground microphones (LSUM) in Section 5. The experimental results investigate the performance of the developed system and compare the proposed technique with three past ToA-based positioning techniques in Section 6. Conclusions and future work are finally summarized in the final section.
LINE-OF-SIGHT SPACE AND WAVE PROPAGATION MODEL
The proposed technique is concerned with a localization system that consists of n m on-ground microphones and computes the position of a target t, which is the MAV at its true location x t = [x t , y t ] T . A LoS space Λ im ʕR 2 t of on-ground microphone i m is defined as a subspace of N 2 t that only covers all points at which the microphone is directly observable. Hence, when the target is in the LoS space, i.e. x t ∈ Λ i m , there is no blockage of the LoS path, which is a straight line segment connecting the microphone and target. In contrast, in NLoS conditions, i.e. x t ∉ Λ im , there is at least one obstacle between the microphone and target.
In both LoS and NLoS conditions, the wave propagation medium can be modeled as a time-varying filter in the fields of radio [15] and sound [16] localization. An acoustic signal from its source can reach a microphone through either its shortest path or a variety of other paths, with the latter being referred to as the multiple paths in this paper. In a scenario with n p i m paths for the signal emitted by the target 
where g i m [u], t i m, i p (x t ) ∈ Ν and w i m, i p [k b ], respectively, represent the discrete-time noise, discrete ToA and weighting factor of the signal travelling in path i p to Mic. i m . w i m, i p [k b ] can be decomposed into diffraction and reflection weighting factors, which have been detailed in [17] . With the localization system equipped with an Analogue-to-Digital Conversion (ADC) device that converts the received analogue signals to discrete-time digital signals at a sampling rate of f s , the discrete ToA t i m, i p (x t ) of the signal through path i p is (2) where c and d i m, i p (x t ) are the propagation speed and length of path i p for Mic. i m respectively. (·) represents a rounding function of (·).
NEW GENERALIZED CROSS-CORRELATION AND TIME-OF-ARRIVAL ESTIMATION 3.1. Generalized Cross-Correlation with PHAse Transform and a BandPass filter
This section presents the new GCC and the time-of-arrival estimation algorithm. The GCC is one of the most common coherence measures for ToA estimation. It can be obtained by taking the inverse discrete Fourier transform of the product of Gba i m [k], which is the cross power spectrum between b [u] and a i m [u], and a weighting factor y G [k] as follows:
and n s ∈N represent the GCC and the number of samples in an ADC measurement respectively. k ∈N is a discrete frequency and j ∈N is the square root of -1. A peak in the correlation
indicates that a delay t in the measured signal is equal to one of the ToAs t i m, i p in Equation (1). Selecting appropriate weighting function can effectively whiten the signals to narrow the peaks in the correlations between the emitted and received signals. A more popular weighting function for the ToA estimation is the PHAse Transform (PHAT) proposed by [18] . The PHAT can sharpen the crosscorrelation peaks well and improve the robustness of the ToA estimation. The GCC-PHAT is yielded by substituting y G [k] = y P [k] into Equation (3), such that (4) where and are the PHAT weighting factor and GCC-PHAT respectively.
To reduce noise in the GCC-PHAT and further improve the reliability of the ToA estimation, we add a bandpass filter in the frequency domain to the GCC-PHAT in Equation (4). This yields the GCC with PHAT and a BandPass filter (GCC-PHATBP), which can be formulated as
is the bandpass filter with a lower cut-off frequency k ᐉ , an upper cut-off frequency k u and a transition-band width of k t in discrete frequency. The additional filter enables extraction of the coherence in the frequency spectrum of interest. Figure 1 illustrates the gain frequency response of the bandpass filter. As shown in the figure, the inclusion of the transition-band in the bandpass filter allows continuous linear transitions between passband and stop-band and thus reduces the artifacts generated by the filtering process. The GCC-PHATBP is used for ToA estimation in the proposed localization technique.
Time-of-Arrival Estimation
Most ToA-based localization techniques, including the proposed localization technique, detect the firstarrival signal instead of the strongest signal to improve their positioning accuracies in NLoS conditions. The ToA estimation of the first-arrival signal in this paper is similar to the match-filtering based ToA estimation proposed in [19] . The main difference is that the threshold in this paper is dependent on the delay. Given the GCC-PHATBP in the last subsection, the approximate measured ToA t~a i m (x t ) of the received first-arrival signal by Mic. i m is found by locating the GCC-PHATBP first exceeding a delaydependent threshold d i m [t], such that (6) 
The threshold d i m [t] is defined as (7) where d min i m is the minimum threshold set depending on the Signal-to-Noise Ratio (SNR) and the level of cross-correlation between the signal and noise. c d is a constant number that determines the threshold value when the shortest path distance d min i m between the target and Mic. i m is 1 m. Observing Equation (7), d min i m and follow (8) Since the SNR reduces with an increase in the ToA of the first-arrival signal, the threshold should change in the same manner. Given t~a i m (x t ) , the measured ToA t~i m (x t ) of the first-arrival signal is located by finding a peak in the GCC-PHATBP just after t~a i m (x t ) as follows: (9) where t w is a set value approximately equal to the expected minimum half width of peaks in the GCC-PHATBP in discrete time. Figure 2 depicts the first-arrival signal, the measured ToA and a delay-dependent threshold meeting the relationship listed in Equation (8) . The first GCC-PHATBP peak exceeding the threshold is identified and used for ToA estimation of the first-arrival signal. All remaining signals, including the strongest signal and signals from the multiple paths, are ignored. This diminishes the measured ToA and hence mitigates the NLoS error. 
ITERATIVE LOCALIZATION WITH NLOS CORRECTION 4.1. NLoS Error
This section discusses the nature of the NLoS error that is the error caused by obstacles in NLoS conditions and is always positively biased [15, 20] and presents the iterative localization technique with NLoS correction. Given the wave propagation model in the previous section, we model the characteristics of NLoS errors based on Assumption 1 and four additional assumptions listed as follows:
Assumption 2: The emitted signal is uncorrelated to the discrete-time noise g i [u] in the received signal and the signal through any path is strong enough to be detected by the developed localization systems as long as the corresponding weighting factor is not zero.
Assumption 3: The localization system is able to extract the ToAs of the first-arrival signals received by each microphone and ignore the remaining multipath signals.
Assumption 4: The emitted signal has a strong low-spectrum (< 3300 Hz) and non-repeating pattern. Assumption 5: The target is a sound point source. Figure 3 illustrates the paths for the first-arrival and strongest received discrete-time signals in examples of LoS and NLoS conditions. In LoS conditions, the first-arrival signal is always from the LoS path and is usually the strongest received signal. Conversely, in NLoS conditions, the path for the first-arrival signal is usually shorter than that for the strongest received signal. Based on Assumptions 2 and 3, the developed system can detect the ToA of the first-arrival signal. Consequently, the measured ToA t~i m (x t ) can be formulated as (10) where t i m,1 (x t ) and t i m,0 (x t ) are the ToAs of the first-arrival signal and the true ToA respectively. Rearranging Equation (10), the NLoS error ∆t i m (x t ) can be conveyed as
Observing the above equation, the NLoS error is always positive. The weighting factor w i m,1 of the firstarrival signal in NLoS conditions is dependent on the frequency of the signal [17] . The higher the frequency of the emitted signal is, the lower the corresponding weighting factors. To validate Assumption 3 and ensure the first-arrival signal is strong enough to be detected, the flying MAV must emit strong low-frequency spectra.
Time-of-Arrival Estimator
In order to estimate and thus compensate for the NLoS error, the ToA is first estimated independently of the measured ToA. The ToA estimator computes the ToA of the first-arrival signal from the target at a given position in a map. The shortest path distance between the estimated position of the target x t and
, , Mic. i m is predicted by the application of the map of the environment. The estimated discrete ToA t^i m (x t ) for Mic. i m is computed by (12) where d min i m (x t ) is the estimated shortest path distance between Mic. i m and x t .
NLoS Error Estimator
The NLoS error can be estimated by subtraction of the estimated ToA of the first-arrival signal from the true ToA. Substitution of x t = x t into Equation (11) yields ,
where t^i m (x t ), t i m,1 (x t ) and are the estimated NLoS error, the discrete ToAs of the predicted shortest path and LoS path respectively. The measured ToA t~i m (x t ) obtained by Equation (9) is then corrected by the NLoS error estimator. The corrected ToA , which is exploited by the iterative localization algorithm described in the following subsection, is derived as .
If the estimated position is closer to the true position the ToA can be more precisely corrected.
Iterative NLoS Localization
When a guessed target position is close to the true position, the NLoS error estimator in the last subsection can approximately correct the NLoS error. A more accurate target position can be then updated. The NLoS error and the target location can be accurately corrected and estimated by a localization algorithm iteratively updating the target location and correcting the NLoS error. Given the corrected ToAs from the NLoS error estimator and the known positions of the microphones [x m 1 ,...,x m n m ], the proposed technique can determine the target position by exploitation of the linearized least squares localization algorithm proposed by [21] , which is stated as follows:
, where and (15) Although the algorithm gives an approximation of the target position based on a linearized range model that is not very accurate in 3-Dimensional (3D) localization problems [21] , it provides an accurate and computationally inexpensive solution to the 2-Dimensional (2D) localization problems in LoS conditions and in NLoS conditions with the corrected ToAs. The iterative localization algorithm compensates for the NLoS error and accurately locates the target in a computationally efficient manner, when compared with the technique proposed in the authors' previous work [22] . The run time, which is the time for updating x t after new measurement, for the proposed technique implemented in a Matlab program and a Personal Computer (PC) with an Intel dual core 2.13 GHz CPU is below 50 ms, while maintaining a resolution of 0.05 m and considering all obstacles modeled in the map. This allows real-time application of the proposed technique. A comprehensive evaluation of the run time of the proposed technique has been presented in [17] . 
MICRO AIR VEHICLE AND ITS LOCALIZATION SYSTEM 5.1. Micro Air Vehicle
This section illustrates the MAV and its localization system. The MAV, the target of interest in the developed LSUM, was developed by the Micro Aerial Vehicles for Search, Tracking And Reconnaissance (MAVSTAR) team [23] . Figure 5 illustrates the MAV equipped with the microphone and the audio and video transmitter. One of the brushless motors and one of the carbon fiber blades that are parts generating sound are labeled in the figure. Technical details of the MAV, which fits within a 30cm sphere, can be found in [23] .
The MAV carries a number of sensors, including a digital compass, a video camera, a GPS receiver, a pressure sensor, an ultrasonic sensor and an IMU. In LoS conditions, the MAV can be localized by the onboard GPS receiver in outdoor environments or a light-emitting diode localization system [6] in indoor environments. Conversely, in either LoS or NLoS conditions, the LSUM can locate the MAV in confined environments. To minimize the disturbance on the onboard microphone from the wind generated by the blades, the microphone is mounted at the centre of the MAV and covered by a sponge. Since the sound is generated by different parts of the MAV, which include the blades, motors and gears, Assumption 5, the assumption of point sound source, is unavoidably infringed. Nonetheless, the parts are very close to each other and the negative effect of the violation of Assumption 5 is not significant. Figure 6 illustrates frequency spectra of signals received by the onboard microphone and one of the on-ground microphones. The former spectrum consists of the characteristics of both the emitted sound and the mechanical vibration, which dominates the frequency spectrum lower than 1000 Hz of the latter spectrum as shown in Figure 6a . Nevertheless, the frequency spectrum of the signal received by the onground microphone in Figure 6b does not reflect strong low frequency content caused by the mechanical vibration. Both of the spectra have similar profiles in a frequency range from 1000 Hz to 8000 Hz, which are mainly contributed by the sound emitted by the MAV.
The emitted sound is used for ToA estimation, while the mechanical vibration undetected by the onground microphones acts as unwanted noise in the signal received by the onboard microphone. The unwanted noise, which is the difference between the spectra in Figure 6 , is significantly large in some frequency ranges. The noise in these frequency ranges is filtered by the bandpass filter in the GCC-PHATBP. Another difficulty of localizing the MAV by the LSUM is the repeating patterns in the sound emitted by the MAV when the control input remains the same for a long period of time. But this problem is not severe as the control inputs usually varied during MAV hovering shortly or navigating. 
Localization System of Uncontrolled Sound Source Using Multiple On-ground Microphones
The developed localization system, called the LSUM, utilizes multiple on-ground directional microphones to estimate the MAV's location in either LoS or NLoS conditions. The LSUM consists of a wireless microphone on the MAV, which is very close to and monitor the sources of acoustic signals b[u] emitted by the MAV. The signal received by the wireless microphone is treated as the same as b [u] in the LSUM. Figure 7 shows a schematic diagram of the developed LSUM, while Figure 8 depicts an annotated picture of one of the directional microphones and the MAV with the wireless microphone. The onboard wireless microphone mounted on the MAV captures the acoustic signal from the MAV and send the captured signal to a radio receiver. On the other hand, the on-ground directional microphones, which point to the shortest paths by manual adjustments, monitor the emitted signal from the MAV via a multipath environment. The analogue signals from the radio receiver and on-ground microphones via pre-amplifiers are converted into digital signals by an ADC card in a PC. The software in the PC computes the GCC-PHATBP between the signals received by the onboard and on-ground microphones to estimate the ToAs and thus the location of the MAV. Figure 9 shows a photo of an audio and video wireless receiver and a transmitter with a microphone, while Table 1 lists the properties of the audio and video transmitter, incorporating the wireless microphone. The selected onboard wireless microphone captures and transmits the received acoustic signal emitted by the MAV to the radio receiver. The weights of the microphone and wireless transmitter are 3 g and 17 g respectively. The antenna of the transmitter is custom-made to reduce the weight while maintaining a 3 dBi antenna gain. The frequency and power of the selected radio transmitter are 2.4 GHz and 100 mW respectively, which allow reliable wireless transmission in NLoS conditions within a range of 20 m. Figure 9 . An onboard wireless microphone and a radio receiver Table 1 
. Properties of the audio and video transmitter
The cordless transmitter is selected for the MAV for three main reasons. First, wired connection, which usually gives more robust transmission, is not suitable for the MAV as it confines the movement of MAV. Second, the weight and size of the transmitter are low and small enough for the MAV to carry. Last, the video and audio transmitter, which can simultaneously transmit both audio and video signals, removes the need for an additional video transmitter on the MAV and thus reduces the weight and power consumption of the MAV. Figure 10 shows the flowchart for the developed software of the LSUM. The software initially requires a map created by a human operator. The software then executes pre-calculation that computes the shortest path distances between all the vertices of the obstacles and all the microphones in the map. After completion of the pre-calculation, the developed software performs ADCs of received signals from the wireless receiver and directional microphones.
Software Architecture

Audio and video wireless transmitter
Audio and video wireless receiver Microphone Figure 10 . A flowchart for the LSUM software
After the signals are converted to a digital form, the software runs the ToA estimation algorithm by taking the GCC-PHATBP between the signals from the wireless receiver and directional microphones. The software then estimates the shortest path distances using a map, corrects the NLoS errors and updates the MAV location iteratively until the estimated location converges. Thereafter, it displays the most updated MAV location, sends another digital signal to the sound card and waits for another set of the digital signals from the ADC card. The software continuously repeats the procedure and computes the MAV location. Table 2 shows all the parameters and their set values in the LSUM. k ᐉ and k u are set to reflect the frequency response of each selected microphone in the LSUM and suppress any noise not in the frequency response range, including the low-frequency noise contributed by the vibration of the MAV. The set values of n s and f s are optimized so that the computational simplicity and accuracy of the LSUM are balanced. Table 2 . Set values of the parameters in the LSUM 232 Non-Line-of-Sight Indoor Localization of Micro Air Vehicles Using First-Arrival Sound International Journal of Micro Air Vehicles 6. EXPERIMENTAL RESULTS 6.1. Experimental Setup Experimental results in this section investigate the performance of the LSUM in two cases, in which the background noise levels were different. The results also compares the proposed technique with three time-based localization techniques, which are Chan's [15] , Murphy's [21] and W. Wang's [20] . Figure 11 shows the true path, the map of the plane, other large obstacles not in the map and the positions of the microphones. The experiments were conducted without any moving obstacle in a laboratory at the University of New South Wales. The MAV was always in NLoS conditions to all three directional microphones and secured firmly to prevent its motion. The altitude (z) of the directional microphones, MAV and radio receiver were all 1.5 m. Table 3 lists properties of the environment. The reverberation time (RT60) of the environment was 572 ms, indicating that the environment was moderately reverberant. The size and reverberation time were both common for a confined office environment. The background noise levels measured by a sound level meter were close to background noise levels in quiet and noisy office environments. During the experiments, the control inputs to the MAV were varied between 40% and 60% of the maximum control inputs to simulate the inputs during flying. The measured sound pressure level at 1 m away from the MAV was between 72 dB and 76 dB. The duration of a received signal in each measurement was set to be 1 s, which limited the sampling rate of the localization to less than 1 Hz. Lowering the duration could reduce the accuracy of the LSUM to an unacceptable level and thus was not preferable. Table 3 . Properties of environment Figure 12 depicts the paths estimated by the four techniques under the low background noise level. The positioning error of the proposed technique is sometimes higher than 0.5 m, which is not good enough for MAVs to navigate in confined spaces. This is due to the unwanted noise that exists in the signal received by the onboard microphone of the LSUM and is mainly caused by the onboard mechanical vibration. However, the path estimated by the proposed technique is less distorted than the other estimated paths, demonstrating the effectiveness of the NLoS error correction in the proposed technique when applied to the LSUM. Figure 13 shows the paths estimated by the four techniques under the high background noise level. As shown in the figure, the path estimated by the proposed technique under the high background noise level is less accurate than that under the low background noise level, because of the lower SNR. The former path is slightly distorted and sometimes very erroneous, probably caused by the missing error described in [24] , which exists more often under the higher background noise level, in ToA estimation. But it is still less skewed than the paths estimated by the other techniques. Figure 14 shows the cumulative probabilities of the positioning errors of the four techniques under the low and high background noise levels. All the techniques perform better under the low background noise level due to the higher SNR. The superiority of the proposed technique over the other three techniques becomes less when the background noise level is high. This indicates that the NLoS correction is less useful when the uncertainty in the ToA measurements is larger. Table 4 lists and compares the accuracies of the four techniques under the two background noise levels. The RMS positioning errors of the proposed technique under the low and high background noise levels are 0.528 m and 0.749 m respectively, which are at least 10.5% better than those of the other techniques. The positioning accuracy given by the developed system alone is not adequate for the MAV to autonomously navigate. The main sources of errors are the background acoustic noise, the electromagnetic noise emitted by the MAV, the noise in the radio transmission and the infringement of Assumption 5. However, when compared with the recent radio-based localization systems reviewed in [25] , the developed system is at least 25% more accurate in completely NLoS conditions. This demonstrates the superiority of the developed system, as an effective solution to NLoS localization problem of MAVs. 
Experimental Results
CONCLUSION AND FUTURE WORK
A novel NLoS acoustic localization technique and its system for an indoor rotary-wing MAV have been presented. The developed system that implements the proposed technique uses multiple on-ground microphones and a wireless microphone on the MAV to localize the sound naturally emitted by the flying MAV. The proposed technique employs a new GCC-PHATBP and a delay-dependent threshold for filtering noise and ToA estimation in the received signals respectively. The NLoS errors in the measured ToAs are then corrected iteratively based on the map of the environment of interest. Therefore, the accuracy of the proposed technique is not significantly affected by the presence of known obstacles.
The proposed technique and developed system were examined under 60.1 and 75.8 dB background noise levels and the technique was compared with three conventional time-based localization techniques. The experimental results first show the RMS positioning error of the proposed technique is smaller than those of the three techniques under the low background noise level. The results suggest that the iterative NLoS error correction in the proposed technique successfully reduces the bias error in estimated positions in the low-noise case. Although the positioning accuracy of the proposed technique deteriorates under the high background noise level, it is still at least 10.5% better than those of the three techniques. The results reconfirm the improvement of applying the proposed technique in NLoS conditions in the high-noise case. The results show that the 2D positioning accuracy of the developed system implementing the proposed technique is between 0.528 m and 0.749 m under the two background noise levels. This indicates a potential of the developed system for assisting an autonomous MAV to navigate indoors. Although the developed system is usually more accurate than most existing localization systems for rotary-wing MAVs in NLoS conditions, autonomous MAVs cannot just rely on the positioning data given by the developed system in confined environments. This is mainly because of its constraints, which are its low sampling rate, inadequate accuracy and limitation to 2D localization. In the future, all the constraints can be removed by the data fusion with other sensors, such as ultrasonic range finders, IMUs and pressure sensors, and the extension of the proposed technique from 2D to 3D. On the other hand, the developed system can be used in unknown environments if the on-ground microphones are carried by unmanned ground vehicles with 3D mapping devices. In addition, an investigation of the robustness of the proposed technique to errors of the map can be beneficial in the future.
