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Abstract
Off-policy evaluation (OPE) in reinforcement learning is notoriously difficult in long-
and infinite-horizon settings due to diminishing overlap between behavior and target
policies. In this paper, we study the role of Markovian, time-invariant, and ergodic
structure in efficient OPE. We first derive the efficiency limits for OPE when one assumes
each of these structures. This precisely characterizes the curse of horizon: in time-variant
processes, OPE is only feasible in the near-on-policy setting, where behavior and target
policies are sufficiently similar. But, in ergodic time-invariant Markov decision processes,
our bounds show that truly-off-policy evaluation is feasible, even with only just one
dependent trajectory, and provide the limits of how well we could hope to do. We
develop a new estimator based on Double Reinforcement Learning (DRL) that leverages
this structure for OPE. Our DRL estimator simultaneously uses estimated stationary
density ratios and q-functions and remains efficient when both are estimated at slow,
nonparametric rates and remains consistent when either is estimated consistently. We
investigate these properties and the performance benefits of leveraging the problem
structure for more efficient OPE.
1 Introduction
Off-policy evaluation (OPE) is the problem of estimating mean rewards of a given decision
policy, known as the target policy, for a sequential decision-making problem using data
generated by the log of another policy, known as the behavior policy (Jiang and Li, 2016;
Li et al., 2015; Liu et al., 2018b; Mahmood et al., 2014; Munos et al., 2016; Precup et al.,
2000; Thomas and Brunskill, 2016; Xie et al., 2019). Reinforcement learning in settings such
as healthcare (Murphy, 2003) and education (Mandel et al., 2014) is often limited to the
off-policy setting due to the inability to simulate and the costliness of exploration. OPE,
∗uehara_m@g.harvard.edu
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Model Characteristics MSE Scaling Assumptions
M1 (NMDP) Non-Markov, Time-variant O(1/N) N →∞, T = ω(log
1/2(N))
νk = O(γ
−k)
M2 (TMDP) Markov, Time-variant O(1/N) N →∞, T = ω(log
1/2(N))
µk = O(γ
−k)
M3 (MDP) Markov, Time-invariant O(1/(NT )) T →∞, N ≥ 1Ergodicity
Table 1: Asymptotic order of the best-achievable MSE in each model. The variables νk, µk
are the cumulative and marginal density ratios, respectively, defined in Section 1.2.
however, becomes increasingly difficult for problems with long and infinitely-long horizons
(Liu et al., 2018a). As the horizon grows, the overlap (i.e., inverse density ratios) between
trajectories generated by the target and behavior policies diminishes exponentially. This
issue has been noted as one of the key limitations for the applicability of RL in medical
settings (Gottesman et al., 2019).
In this paper we study the fundamental estimation limits for OPE in infinite-horizon
settings, and we develop new estimators that leverage special problem structure to achieve
these limits and enable efficient and effective OPE in these problem settings. Specifically,
we first derive what is the best-possible asymptotic mean squared error (MSE) that one
can hope for in OPE in this setting. In order to study the effect of problem structure, we
separately consider three different models: non-Markov decision processes (NMDP), time-
varying Markov decision processes (TMDP), and time-invariant Markov decision processes
(MDP). The differences between these bounds exactly characterizes the effect of taking into
consideration additional problem structure on the feasibility of OPE.
Our bounds in the NMDP and TMDP models reveal an important phase transition: if
the target and behavior policies are sufficiently similar (relative to the discount factor) then
consistent estimation is feasible. Otherwise, there exist examples where it is infeasible. This
can be understood as a phrase transition between being sufficiently close to on-policy that
OPE is feasible even in infinite horizons and being sufficiently off-policy that it is hopeless.
We show that adaptations of the doubly robust (DR) estimator in NMDPs (Jiang and Li,
2016) and in MDPs (Kallus and Uehara, 2019b) to the infinite horizon case achieve these
bounds, i.e., are efficient in the near-on-policy setting.
Our bounds in the MDP models, on the other hand, give hope for OPE in the truly
off-policy setting if our process is ergodic. They show that by leveraging Markovian, time-
invariant, and ergodic structure in RL problems, we can overcome the curse of horizon
and indicate what it would mean to do so efficiently, i.e., using all the data available
optimally. The question is then how to achieve these bounds for efficient OPE. We propose
an approach based on double reinforcement learning (Kallus and Uehara, 2019b) and on
simultaneously learning average visitation distributions and q-functions. And, we show that,
unlike importance-sampling-based estimators (Liu et al., 2018a), our DRL estimator achieves
2
the efficiency bound under certain mixing conditions. Thus, by carefully leveraging problem
structure we show how to efficiently break the curse of horizon in RL OPE.
1.1 Organization
The organization of papers is as follows. In Section 1.2, we define the decision process
models and set up the OPE problem formally. In Section 1.3, we define the efficiency bounds
formally, briefly reviewing semiparametric inference as it relates to our results. In Section 1.4,
we review the relevant literature on OPE.
In Section 2, we derive the efficiency bounds under each of the models under consideration,
NMDP, TMDP, and MDP. In Section 3, we analyze the asymptotic properties when we
extend standard DR and DRL OPE estimators to infinite horizons and provide conditions
for their efficiency in the NMDP and TMDP models. We note, however, that they are not
efficient under the MDP model and have the wrong MSE scaling. In Section 4, we propose
the first efficient estimator for OPE under the MDP model and analyze its asymptotic
properties as T →∞, including when our observations consist of a single trajectory, N = 1.
This estimator is based on simultaneously learning q-functions and the ratio of average
visitation distributions. In Section 5, we therefore discuss how to estimate the density ratio
of average visitation distributions in an off-policy manner from a single (finite) trajectory.
And, in Section 6, we discuss how to estimate q-functions in an off-policy manner from a
single (finite) trajectory. In Section 7, we provide a numerical experiment to study the
effects of leveraging problem structure efficiently. Finally, we conclude in Section 8.
1.2 Problem Setup and Notation
A (time-invariant) Markov decision process (MDP) is defined by a tuple (S,A,R, p, γ), where
S,A, andR are, respectively, the state, action, and reward spaces, p(r|s, a) is the distribution
of the bounded random variable r ∈ [0, Rmax] denoting the immediate reward after taking
action a in state s, p(s′|s, a) is the state transition probability distribution, and γ ∈ (0, 1) is
the discount factor. A policy pi : S×A → [0, 1] assigns to each state s ∈ S a distribution over
actions with pi(a|s) being the probability density or mass of taking action a in state s. We also
associate with pi an initial state distribution, p
(0)
pi (s0). Together, an MDP and a policy define
a joint distribution over trajectories J = (s0, a0, r0, s1, a1, r1, . . . , ), given by the product
p
(0)
pi (s0)pi(a0 | s0)p0(r0 | s0, a0)p1(s1 | s0, a0) · · · . We denote this distribution by Ppi and
expectations in this distribution by Epi to highlight the dependence on pi, as we will consider
the MDP fixed. We denote by p(t)(st) or p
(t)(st, at, rt, st+1) the marginal distribution of st
or of (st, at, rt, st+1) (etc.) under Ppi. We denote by JsT+1 = (s0, a0, r0, · · · , sT , aT , rT , sT+1)
the length-(T + 1) trajectory up to sT+1 and by HsT+1 = (s0, a0, · · · , sT , aT , sT+1) the same
trajectory but excluding reward variables. We similarly denote by HaT the trajectory up to
and including the variable aT , excluding rewards.
Our ultimate goal is to estimate the average cumulative reward of the known target
evaluation policy (and known initial state distribution), pie:
ρpi
e
= lim
T→∞
ρpi
e
T , where ρ
pi
T = cT (γ) Epi
[
T∑
t=0
γtrt
]
, cT (γ) =
(
T∑
c=0
γt
)−1
.
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The quality and value functions (q- and v-functions) are defined as the following conditional
averages of the cumulative reward to go (under pie), respectively:
q(s0, a0) = Epie
[ ∞∑
k=0
γkrk | s0, a0
]
, v(s0) = Epie
[ ∞∑
k=0
γkrk | s0
]
= Epie [q(a, s) | s0] .
Note that the very last expectation is taken only over a0 ∼ pie(a0 | s0).
The OPE problem is to estimate ρpi
e
using N observations of length-(T + 1) trajectories
independently generated by the distribution induced by using another policy, pib, in the
same decision process, D = {J (1)sT+1 , . . . , J (N)sT+1}. This latter policy, pib, is called the behavior
policy and it may be known or unknown. For brevity, we often use the subscript e or b to
mean the subscript pie or pib. Note that the distributions Pe and Pb differ in both the action
distributions and initial state distributions.
The above MDP can be generalized in two ways: NMDP, where we remove the Markov
and time-invariant structure; and TMDP, where we remove the time-invariant structure.
In NMDP, the reward, transition, and policy distributions can all depend on the history
of states and actions. In this case, we denote the transition, reward, and policy distribu-
tions at time t by pt(st+1|Hat), pt(rt|Hat), pit(at|Hst). In TMDP, the reward, transition,
and policy distributions can change with time though the Markov assumption is still re-
tained. In this case, we denote the transition, reward, and policy distributions at time t as
pt(st+1|at, st), pt(rt|at, st), pit(at|st). In NMDP and TMDP, we also need to add t subscripts
to the q- and v-functions, and in NMDP, these functions also depend on the whole trajectory
up to at and st, respectively. Unless otherwise noted, we assume the underlying distribution
of the data follows an MDP throughout the paper.
A model is a set of distributions for the generating process of the data. Thus, without
imposing any additional structure beyond NMDP, a model for Ppib , which generates D, is given
by the set of products p
(0)
b (s0)pi
b
0(a0 | s0)p0(r0 | a0, s0)p1(s1 | a0, s0)pib1(a1 | s0, a0, s1) · · · over
some possible values for each probability distribution in the product. Assuming different
structure – NMPD, TMPD, or MDP – corresponds to restricting the possible range of these
distributions. Specifically, we let M1 denote the nonparametric model where each of these
distributions is unknown, completely free, may depend on the index t, and may depend on
all the history, corresponding to the NMDP model. We let M2 denote the nonparametric
model where each of these distributions is unknown, completely free, may depend on the
index t, but may only depend on the recent state and action, corresponding to the TMDP
model. Finally, we letM3 denote the nonparametric model where each of these distributions
is unknown and completely free but must be the same for each index t and may only depend
on the recent state and action, corresponding to the MDP model. Table 1 summarizes the
three models. These models are nested as follows: M3 ⊂M2 ⊂M1.
Since pie and p
(0)
e are given, the parameter of interest, ρpi
e
, is a function of just the part
of Pb that specifies the decision process (transition and reward probabilities) and does not
depend on the behavior policy and its initial state distribution. We may also consider the
models M1,b,M2,b,M3,b, where we restrict pib to be fixed and known. Our results will
actually be the same with or without this restriction so we generically use M1,M2,M3 to
refer to either case.
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We denote the density ratio at time t and the cumulative density ratio up to time t,
respectively, by
ηt(s, a) =
piet (a | s)
pibt (a | s)
, νt(Hat) =
t∏
k=0
ηk(sk, ak).
In the MDP model, we simply write η = ηt without a subscript (νt, however, is still time-
dependent in an MDP). We denote the the marginal state-action and state density ratios at
time t, respectively, by
µt(st, at) =
p
(t)
e (st, at)
p
(t)
b (st, at)
, wt(st) =
p
(t)
e (st)
p
(t)
b (st)
.
For an MDP, the variables
Cpi = {(st, at, rt) : t ≥ 0}
generated by Ppi form a Markov chain. When this is a Harris ergodic chain (see Meyn and
Tweedie, 2009), then we have almost surely that,
1
T + 1
T∑
t=0
rt → Ep(∞)pi [r], cT (γ)
T∑
t=0
γtrt → Ep(∞)pi,γ [r],
where p
(∞)
pi = p
(∞)
pi,1 and p
(∞)
pi,γ is the γ-discounted average visitation distribution:
p(∞)pi,γ (s, a, r, s
′) = lim
T→∞
cT (γ)
T∑
t=0
γtp(t)pi (s, a, r, s
′).
We also write p
(∞)
pi,γ (s), p
(∞)
pi,γ (s, a) for the state or state-action average visitation distribution.
When these probabilities exist, we can define the stationary density ratio:
w(s) =
p
(∞)
e,γ (s)
p
(∞)
b (s)
.
Notice that we use the γ-discounted average visitation distribution under Pe in the numerator
but the usual, undiscounted stationary stationary under Pb in denominator.
To streamline notation, when no subscript is denoted, all expectations E[·] and variances
var[·] are taken with respect to the behavior policy, pib. At the same time, all v- and
q-functions are for the target policy, pie. The Lp-norm is defined as ‖g‖p = E[|g|p]1/p. For
any function of trajectories, we define its empirical average as
PNf = PN [f(J )] = N−1
N∑
i=1
f(J (i)).
Similarly, we write f to mean the random variable f(J ). For example, we write ηt = ηt(Hat)
and µt = µt(st, at). For any function of s, a, r, s
′, we define its time average up to T as
PT f = PT [f(s, a, r, s′)] = (T + 1)−1
T∑
t=0
f(st, at, rt, st+1).
Since the right-hand side is now a function of the trajectory, we can also write PNPT f .
Table 2 in the appendix summarizes our notation.
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1.3 Efficiency Bounds
In this section, we define formally what we mean by the best-possible asymptotic MSE. In
this paper, we will consider both the settings where the observations are iid (independent and
identically distribution) and when they are non-iid. In particular, much of our focus will be
on the non-iid setting where we only observe a single, truncated trajectory (N = 1, T <∞).
Therefore, our notion of an efficiency bound is a generalization of the unified notion in the
iid case and it is based on the equivalence between the efficiency bound and the supremum
of Crame´r-Rao lower bounds over all regular parametric submodels (Tsiatis, 2006).
Suppose we have a model M for the joint distribution of the observations O1, O2, . . .
(e.g., a single trajectory of an MDP, or multiple independent trajectories), that is, a set
of potential distributions where the their true distribution is F0 ∈M. Consider a (scalar)
parameter of interest R :M→ R. That is, we want to estimate R(F0). Given an estimator
RˆN = RˆN (O1, . . . , ON ), its limiting law is the distribution limit of
√
N(RˆN −R(F0)). The
asymptotic MSE is defined as the second moment of the limiting law. If the second moment
is infinite, then RˆN is not
√
N -consistent for R(F0). Throughout, we will simply use
“consistent” to mean
√
N -consistent.
Let FN denote the distribution of O1:N = (O1, . . . , ON ) under F , define the restriction
MN = {FN : F ∈M}, and let RN :MN → R be any such that RN (FN ) = R(F )+o(N−1/2).
A modelMparaN ⊂MN is a regular parametric submodel if we can write it asMpara = {Fθ,N :
θ ∈ Θ} where Θ ⊂ Rp is open, F0,N = Fθ∗,n for some θ∗ ∈ Θ, and Fθ,N has a differentiable
density fθ,N such that the matrix inverse in the display equation below exists. Given a
regular parametric submodel, define the Crame´r-Rao (CR) lower bound as
CR(MparaN , RN ) = ∇θ>RN (FN,θ)EF0,N [∇θ log fθ,N (O1:N )∇θ> log fθ,N (O1:N )]−1∇θRN (FN,θ)
∣∣
θ=θ∗ .
Notice that we phrased the CR bound in the more general non-iid setting. The CR lower
bound is both a lower bound on the variance (times n) of any unbiased estimator for RN
(Casella, 2002, Theorem 7.3.9) and is the asymptotic variance of the maximum likelihood
estimator (MLE) in MparaN . In the iid setting, we can let RN = R, the CR bound is
independent of n, and the seminal work of Ha´jek (1970, 1972) shows that the CR bound
(times n) is also a lower bound on the asymptotic MSE of any regular estimator, or of any
estimator almost everywhere, or of any estimator in some vanishing neighborhood of θ∗
(van der Vaart, 1998, Theorems 8.8, 8.9, 8.11, respectively).
We define the efficiency bound (EB) for the parameter under the model M as
EB(M) = limN→∞ sup regular parametric
submodel MparaN ⊂MN
N CR(MparaN ). (1)
In the rest of the paper we derive the EB for our different models and prove under what
conditions our newly proposed estimators have asymptotic MSE that achieves these bounds.1
One motivation for the “efficiency” in EB is that, in the iid setting (where the limit in
Eq. (1) is unnecessary), a key result of semiparametric inference is that Ha´jek’s results still
apply even when M is nonparametric: EB(M) lower bounds the asymptotic MSE of any
regular estimator or of any estimator in a vanishing neighborhood of F0 (van der Vaart,
1For generality, we can also letM, R depend on n asM(N), R(N) as long asR(N)(F (N)) = R(F )+o(1/√N).
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1998, Theorems 25.20 and 25.21, respectively). In particular, if the EB is infinite then every
regular estimator (or every estimator, in a vanishing neighborhood) must be inconsistent.
This interpretation of Eq. (1) applies when we consider observing a growing number of
independent trajectories, as we do in M1,M2. However, in M3, we can uniquely consider
the setting of observing a finite number of growing trajectories (even just one!). In the
non-iid case, the meaning of a regular estimator is less clear. There exist different approaches
to this (Bickel and Kwon, 2001; Greenwood and Wefelmeyer, 1995). For simplicity and since
this question is tangential to our work, similarly to Komunjer and Vuong (2010) and in the
spirit of Stein (1956), we simply take Eq. (1) as a definition, compute it for our models,
and show that we can find estimators that achieve it. In one simple interpretation, these
nonparametric estimators perform as well as MLE would in any well-specified parametric
model – a rather high bar.
1.4 Summary of Literature on OPE
OPE is a central problem in both RL and in the closely related dynamic treatment regimes
(DTR; Murphy et al., 2001). In RL, one usually assumes that the (time-invariant) MDP
model M3 holds. Nonetheless, with some exceptions that we review below, OPE methods
in RL have largely not leveraged the additional independence and time-invariance structure
of M3 to improve estimation, and in particular, the effect of this structure on efficiency has
not previously been studied and no efficient evaluation method has been proposed.
Methods for OPE can be roughly categorized into three types. The first approach is
the direct method (DM), wherein we directly estimate the q-function and use it to directly
estimate the value of the target evaluation policy. One can estimate the q-function by a value
iteration in a finite-state-and-action-space setting utilizing an approximated MDP based
on the empirical distribution (Bertsekas, 2012). More generally, modeling the transition
and reward probabilities and using the MDP approximated by the estimates is called the
model-based approach (Sutton and Barto, 2018). When the sample space and action space
are continuous, we can apply some functional approximation to q-function modeling and use
the temporal-difference method (Lagoudakis and Parr, 2004). Once we have an estimate qˆ,
the DM estimate is simply
ρˆDM = (1− γ) PN [Epie [qˆ0|s0]] ,
where the inner expectation is simply over a0 ∼ pie(· | s0) and is thus computable as a sum
or integral over a known measure and the outer expectation is simply an average over the
N observations of s0. For DM, we can leverage the structure of M3 by simply restricting
the q-function we learn to be the same for all t and solving the fixed point of the Bellman
equation. However, DM can fail to be efficient and is also not robust in that, if q-functions
are inconsistently estimated, the estimate will be inconsistent.
The second approach is importance sampling (IS), which averages the data weighted
by the density ratio of the evaluation and behavior policies. Given estimates νˆt of νt (or,
νˆt = νt if the behavior policy is known), the IS estimate is simply
ρˆIS = cT (γ) PN
[
T∑
t=0
γtνˆtrt
]
.
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A common variant the self-normalized IS (SNIS) where we divide the tth summand by
PN
[
γtνˆt
]
. Recall that T here denotes the finite length of the N trajectories in our data.
In finite-horizon problems (i.e., when the estimand is ρpi
e
T ), when the behavior policy is
known, IS is unbiased and consistent but its variance tends to be large and it is inefficient
(Hirano et al., 2003). In infinite-horizon problems, we must need T to grow. But even if
T =∞ (our data are full trajectories), IS can have infinite variance because of diminishing
overlap, known as the curse of horizon (Liu et al., 2018a). Our results (Table 1) in M1,M2
characterize more precisely when this curse applies or not.
The third approach is the doubly robust (DR) method, which combines DM and IS and
is given by adding the estimated q-function as a control variate (Dudk et al., 2014; Jiang
and Li, 2016; Scharfstein et al., 1999). Under M1, the DR estimate has the form
ρˆDR = cT (γ) PN
[
T∑
t=0
γt (νˆt(rt − qˆt) + νˆt−1Epie [qˆt|st])
]
.
In finite-horizon problems, DR is known to be efficient under M1 (Kallus and Uehara,
2019b). In infinite horizons, we derive the additional conditions needed for efficiency in M1
in Section 3.
Many variations of DR have been proposed. Thomas and Brunskill (2016) propose both
a self-normalized variant of DR and a variant blending DR with DM when density ratios
are extreme. Farajtabar et al. (2018) propose to optimize the choice of qˆ(s, a) to minimize
variance rather than use a plug-in. Kallus and Uehara (2019a) propose a variant that is
similarly locally efficient but further ensures asymptotic MSE no worse than DR, IS, and
SNIS under misspecification and stability properties similar to self-normalized IS.
However, all of the aforementioned IS and DR estimators do not leverage Markov
structure and fail to be efficient under M2. Recently, in finite horizons, Kallus and Uehara
(2019b) derived the efficiency bound of ρpi
e
T under M2 and provided an efficient estimator
termed Double Reinforcement Learning (DRL), taking the form
ρˆDRL(M2) = cT (γ) PN
[
T∑
t=0
γt
(
µˆ
(i)
t (rt − qˆ(i)t ) + µˆ(i)t−1Epie
[
qˆ
(i)
t |st
])]
,
where µˆ(i), qˆ(i) can either be estimated in-sample (qˆ
(i)
t = qˆt and assuming a Donsker condition)
or cross-fold (the sample is split and qˆ
(i)
t is fit on the fold that excludes i). DRL’s efficiency
depends only on the rates of convergence of these estimates, which can be as slow as N−1/4
thus enabling the use of blackbox machine learning methods. In infinite horizons, we derive
the additional conditions needed for efficiency in M2 in Section 3.
However, again, all of the aforementioned IS, DR, and DRL estimators do not leverage
time-invariance and fail to be efficient underM3. Our results extend the notion of the curse
of dimension and demonstrate that even estimators in M2, such as the efficient ρˆDRL(M2),
can fail to be consistent as µt can also explode just like νt. In contrast, in M3, regardless
of the rate of growth of µt, νt, consistent evaluation is possible from even just a single
trajectory and knowledge of the initial distribution.
Recently, Liu et al. (2018a) proposed a variant of the IS estimator for M3 that uses the
ratio of the stationary distributions in hopes of overcoming the curse of horizon. We describe
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this estimator in detail in Section 5.1. Its asymptotic MSE was not previously studied. We
provide some results in the parametric setting. The properties in the nonparametric setting
are not known. In particular, as we discuss in Section 5.1, its lack of doubly robust structure
and its not being an empirical average of martingale differences make analysis particularly
challenging. At the same time, these issues also suggest that the estimator is inefficient.
2 Efficiency Bounds in Infinite Horizons
The finite-horizon efficiency bounds for ρpi
e
T under M1 and M2 are derived in Kallus and
Uehara (2019b) using the unified semiparametric approach (Bickel et al., 1998). We re-derive
these efficiency bounds from the more primitive approach of Stein (1956), which allows us
to take T →∞ and apply this to the infinite-horizon problem. Then, we apply this same
approach to derive the efficiency bound in M3.
2.1 Efficiency Bounds in Non-Markov and Time-Variant Markov Decision
Processes
In this section we address the case of M1 (NMDP) and M2 (TMDP). The unique case of
M3 is handled in the next section. Note that, unlike the most of the parts of the paper,
only in this section and Section 3, we assume the observed data follows an NMDP or TMDP
rather than an MDP.
First, we note that because of the time-variance, if we observe length-(T + 1) trajectories,
we can only hope to estimate ρpi
e
T . This is because as we can infer nothing about the
distribution of later time steps. However, as long as T = ω(log1/2(N)), we have ρpi
e
T =
ρpi
e
+ o(N−1/2), which means the two problems are the same in terms of asymptotic MSE
(see Footnote 1). (And, if T = o(log1/2(N)) then consistency is hopeless.)
Specifically, notice that under NMDP,
ρpi
e
T = cT (γ)
∫ T∑
t=0
γtrt
{
t∏
k=0
pk(rk|Hak)piek(ak|Hsk)pk(sk+1|Hak)
}
p
(0)
pie (s0)dλ(JsT+1),
where λ is a baseline measure (e.g., counting measure for discrete or Lebesgue measure
for continuous). Moreover, under TMDP, we can replace Hak with (sk, ak) and Hsk with
sk. Given any parametrization of the reward and transition distributions for times t ≤ T ,
pt(rt|Hat ; θ), pt(st+1|Hat ; θ), we can use this characterization to compute the CR lower
bound for estimating ρpi
e
T given N observations of length-(T + 1) trajectories. For any
T = ω(log1/2(N)), the EB for ρpi
e
is the N → ∞ limit of the suprema of these bounds.
This EB bounds the possible asymptotic MSE in estimating ρpi
e
from N observations of
length-(T + 1) trajectories, where the asymptotic MSE is defined by taking both N,T →∞.
Again, if T = o(log1/2(N)) the asymptotic MSE is infinite.
By carefully picking a particular sequence of parametrizations and showing that they in
fact achieve the supremum, we derive the following two results.
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Theorem 1 (EB under NMDP). Suppose T = ω(log1/2(N)). Then
EB(M1) = (1− γ)2
∞∑
k=1
E[γ2(k−1)ν2k−1var
(
rk−1 + vk|Hak−1
)
]. (2)
Theorem 2 (EB under TMDP). Suppose T = ω(log1/2(N)). Then
EB(M2) = (1− γ)2
∞∑
k=1
E[γ2(k−1)µ2k−1var (rk−1 + vk|ak−1, sk−1)]. (3)
Remark 1. Equations (2) and (3) are almost the same as the limit as T → ∞ of cT (γ)
times the finite-horizon efficiency bounds derived by Kallus and Uehara (2019b). They
are the same if we replace the lower summation limit with k = 0 instead of k = 1 in
Eqs. (2) and (3). This is because we here assume p
(0)
e is known while in Kallus and Uehara
(2019b) the assumption is that p
(0)
b = p
(0)
e are unknown, the uncertainty due to which
increases the efficiency bound. Aside from this, we derive the efficiency bounds here from
the primitive approach of taking suprema of CR, in accordance with the notion of efficiency
bound described in Section 1.3, rather than the unified path-differentiation approach taken
in Kallus and Uehara (2019b).
Corollary 3 (Sufficient conditions for existence of efficiency bounds). If ‖νk‖∞ = o(γ−k),
then EB(M1) <∞. If ‖µk‖∞ = o(γ−k), then EB(M2) <∞. Moreover, if Ppib ∈ M2 and
EB(M1) <∞, then EB(M2) <∞.
Remark 2 (The curse of horizon in M1, extended). To demonstrate the curse of horizon,
Liu et al. (2018a) gave an example where the IS estimator has a diverging variance as horizon
grows. But it is not clear if – and without assuming MDP structure – there might be another
estimator that would not suffer from this. Our results show that in fact there is not. If
we take any example where var
(
rk−1 + vk|Hak−1
)
are uniformly lower bounded (i.e., state
transitions and reward emissions are non-degenerate), then as long as E[log(ηk)] ≥ − log(γ)
for all k, we will necessarily have that EB(M1) =∞. (Notice that E[log(ηk)] is Kullback-
Leibler divergence.) In this case, as long as we are not restricting the model beyondM1, we
simply cannot break the curse of horizon and it affects all (regular) estimators, not just IS.
Remark 3 (The curse of horizon in M2, a milder version of the original). Our results
further extend the curse of horizon to M2, providing another refinement of the notion. The
curse is milder in M2 than in M1, since the EBs are necessarily ordered. It is, in fact,
much milder. In particular, rather than involve the growth of the cumulative density ratios,
whether EB(M2) converges or diverges depends on the growth of the marginal density ratios.
These, of course, can also grow and EB(M2) can diverge. However, while we can easily
make EB(M1) =∞ even with a simple MDP example, to make EB(M2) diverge we need a
more pathological example. It can be verified that if Pb is actually an ergodic MDP and the
stationary distributions overlap, then we will necessarily have ‖µk‖∞ = O(1).
This means that, for an MDP, we can overcome the inconsistency of the curse of horizon
that affects estimators like ρˆDR and ρˆIS by using estimators that are efficient under M2, the
first of which was proposed by Kallus and Uehara (2019b), i.e., ρˆDRL(M2). However, this is
still not efficient underM3. In fact, this is not just a matter of constants: this will not even
yield the right scaling of the MSE. We show this in the next section.
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2.2 Efficiency Bounds in Time-Invariant Markov Decision Processes
In the previous section, we did not utilize the time-invariant structure of MDPs. In particular,
in M3, it is possible to estimate ρpie from a single trajectory! In particular, each additional
time step provides us useful information for estimating transition and reward probabilities
for all time steps. Correspondingly, the MSE should scale inversely with both N and T .
In this section, we derive the EB forM3. In particular, as in the most parts of the paper,
unlike the previous section and Section 3, we assume the true distribution is an MDP. Our
data consists of N observations of length-(T + 1) trajectories. For the scaling to be correct,
we count this as n = N(T + 1) observations. We let T →∞, while N ≥ 1 can be growing
with T or it can be finite. We therefore index our limits by T only.
To derive the EB, consider any parametric model for the MDP, Mpara3 ⊂ M3, i.e.,
a parametrization of the time-invariant p(r|s, a; θ), p(s′|s, a; θ). Now, let Mpara3,T be its
restriction to length-(T + 1) trajectories. The following theorem characterizes the limit of
the CR lower bound in this parametric model.
Theorem 4. Let gr|s,a = ∇θ log p(r|s, a; θ) and gs′|s,a = ∇θ log p(s′|s, a; θ). Then,
CR
(
Mpara3,T , ρpi
e
T
)
= N−1(T + 1)−1(AT I−1T A
>
T + CTJ
−1
T C
>
T )
where AT = cT (γ)Epie [
T∑
c=0
γcrcg
>
rc|sc,ac ], CT = cT (γ)γ
T∑
c=0
γc
T∑
t=c+1
Epie [γ
t−(c+1)rtg>sc+1|sc,ac ],
IT =
1
T + 1
Epib [
T∑
t=0
grt|st,atg
>
rt|st,at ], JT =
1
T + 1
Epib [
T∑
t=0
gst+1|st,atg
>
st+1|st,at ].
Moreover, if Ppib is ergodic, then
lim
T→∞
N(T + 1)CR
(
Mpara3,T , ρpi
e
T
)
= A∞I−1∞ A∞ + C∞J
−1
∞ C∞,
where A∞ = Ep(∞)b
[rg>r|s,aw(s)η(a, s)], C∞ = γEp(∞)b
[v(s′)g>s′|s,aw(s)η(a, s)],
I∞ = Ep(∞)b
[gr|s,ag>r|s,a], J∞ = Ep(∞)b
[gs′|s,ag>s′|s,a].
Note that while the CR derivation works for any T , ergodicity is needed in order to
compute the limit of the above time averages. Using this, carefully choosing a sequence
of parametric models, and showing that they achieve the supremum, we can derive the
following result.
Theorem 5 (Efficiency bound under MDP). Suppose Ppib is ergodic. Then,
EB(M3) = Ep(∞)b
[
w2(s)η2(a, s)
(
r + γv(s′)− q(s, a))2] . (4)
Remark 4 (Comparison to EB(M1), EB(M2)). The comparison between Theorem 5 and
Theorems 1 and 2 cannot to be made on the basis of the values of the EB in the statements,
as the asymptotic MSEs are on different scales: the rate in M3 is strictly faster. In
particular, Theorems 1 and 2 are only relevant when T = ω(1). And, in this setting, we
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have 1/(N(T + 1)) = o(1/N). In this sense, efficiency inM3 corresponds to improvement in
the rate, not just the constant, relative to efficiency inM1 orM2. This is in contrast to the
comparison between M1 and M2, which have efficiency bounds that are on the same scale
and only differ in the leading coefficient.
3 Efficient Estimators for Infinite Horizons under NMDP
and TMDP
Before turning to developing an efficient estimator under the MDP model, we briefly review
how we can extend the efficient finite-horizon DRL estimators of Kallus and Uehara (2019b)
to be efficient in the infinite-horizon NMDP and TMDP settings.
DRL is a meta-estimator: it takes in as input estimators for q-functions and density
ratios and combines them in a particular manner that ensures efficiency even when the input
estimators may not be well behaved. For example, metric entropy or Donsker assumptions
can be avoided by using a cross-fold sample-splitting strategy (Chernozhukov et al., 2018).
We proceed by presenting the infinite-horizon extensions of the DRL estimators of Kallus
and Uehara (2019b) and their properties. Again, the two DRL estimators present here are
not efficient under M3.
3.1 Non-Markov Decision Process
The infinite-horizon extension of the DRL estimator under M1 is as follows. Fix some
horizon truncation ωN ≤ T (and recall that T is growing with N). Then the estimator is
given by
ρˆDRL(M1) = cwN (γ) PN
[
ωN∑
t=0
γt
(
νˆ
(i)
t
(
rt − qˆ(i)t
)
+ νˆ
(i)
t−1Epie
[
qˆit | Hst
])]
,
where νˆ
(i)
t , qˆ
(i)
t are some plug-in estimates of νt, qt to be used for the i
th data point in
the sample average, PN . Notice that the inner expectation is only over at ∼ pie(· | Hst)
and computable since we know pie. We can consider two cases. In the adaptive version,
νˆ(i) = νˆ, qˆ(i) = qˆ are shared among all data points and are estimated on the whole dataset.
The adaptive version of ρˆDRL(M1) is exactly the DR estimator, ρˆDR. In the cross-fold version,
the sample is evenly split into two folds and νˆ
(i)
t , qˆ
(i)
t are shared within a data points in a
fold and are estimated on the opposite fold so that they are independent of data point i.
Kallus and Uehara (2019b, Section 6) discusses estimation strategies for νˆt, qˆt. In particular,
if the behavior policy is known we can simply let νˆ
(i)
t = νt.
We can now state a straightforward infinite-horizon extension of the efficiency result of
Kallus and Uehara (2019b, Theorems 4 and 6) under M1 in finite-horizons. Essentially, we
just need to be careful about choosing ωN .
Theorem 6 (Asymptotic property of ρˆDRL(M1)). Define α1, α2 such that ‖qˆ(i)t − qt‖2 =
op(N
−α1), ‖νˆ(i)t − νt‖2 = op(N−α2)for t ≥ 0. Assume (6a) νt ≤ Ct and γC < 1, (6b)
qˆt ≤ Rmax and νˆt ≤ Ct, (6c) N−min{2α1,2α2}ω2N = op(1), (6d) ωN = ω((logN)1/2), (6e)
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N−α1−α2ωN = op(N−1/2), and (6f) for the adaptive version only, further assume that νˆt, qˆt
belong to a Donsker class. Then,
√
N(ρˆDRL(M1) − ρpi
e
)
d→ N (0,EB(M1)).
Each assumption has the following interpretation. The conditions (6a) is needed to
guarantee that the EB is finite. Conditions (6b), (6c) are required to control a term related
to a stochastic equicontinutiy condition. In particular, even if we observe infinite trajectories
(T =∞) we cannot set ωN =∞. In the adaptive version, without cross-fitting, we further
require a Donsker condition in condition (6f) for the stochastic equicontinutiy condition.
As before, condition (6d) is needed so that ρpi
e
ωN
= ρpi
e
+ o(1/
√
N). Essentially, if we choose
ωN such that ωN = ω((logN)
1/2), ωN = o(N
α) ∀α > 0, then the conditions are exactly as
in Kallus and Uehara (2019b, Theorems 4 and 6) but enforced to hold for all t ≥ 0. The
condition (6e) is needed to show the inflation in variance due to using plug-in estimates is
op(N
−1/2), that is, the asymptotic variance is not changed because of the plug-in. Because
of the mixing bias property (Rotnitzky et al., 2019) of the influence function, the rate is
multiplicative in the two estimators’ convergence rate. Finally, note that if we know the
behavior policy we can take α2 →∞ and the conditions on α1 are quite lax.
3.2 On Time-Variant Markov Decision Process
In finite-horizons, Kallus and Uehara (2019b) proposed the first efficient OPE estimator
under TMDP. We now repeat the process in the previous section and show the results can
be easily extended to the infinite-horizon case. Fix some horizon truncation ωN ≤ T , the
estimator is given by
ρˆDRL(M2) = cwN (γ) PN
[
ωN∑
t=0
γt
(
µˆ
(i)
t
(
rt − qˆ(i)t
)
+ µˆ
(i)
t−1Epie
[
qˆit | st
])]
.
Again, µ
(i)
t , q
(i)
t can be estimated adaptively or cross-fold. Kallus and Uehara (2019b, Section
6) discusses estimation strategies for µˆt, qˆt.
We can again state a straightforward infinite-horizon extension of the efficiency result of
Kallus and Uehara (2019b, Theorem 9) under M2 in finite-horizons.
Theorem 7 (Asymptotic property of ρˆDRL(M2)). Define α1, α2 such that ‖qˆ(i)t − qt‖2 =
op(N
−α1), ‖µˆ(i)t − µt‖2 = op(N−α2)for t ≥ 0. Assume (6a) µt ≤ C ′t and γC ′ < 1, (6b)
qˆt ≤ Rmax and µˆt ≤ C ′t, (6c) N−min{2α1,2α2}ω2N = op(1), (6d) ωN = ω((logN)1/2), (6e)
N−α1−α2ωN = op(N−1/2), and (6f) for the adaptive version only, further assume that µˆt, qˆt
belong to a Donsker class. Then,
√
N(ρˆDRL(M2) − ρpi
e
)
d→ N (0,EB(M2)).
3.3 Inefficiency under MDP
Because M3 is included in both M1 and M2, the methods in this section could be applied
to an MDP. In fact, many papers using DR-type methods such as ρˆDR (equal to the adaptive
version of ρˆDRL(M1)) assume that the underlying distribution is MDP when estimating
q-functions: i.e., they fit q-functions that depend only on st, at and that are time-invariant.
However, using this additional structure in order to produce better q-function estimates
13
does not improve the asymptotic variance. Indeed, even if we used the oracle q-functions
and oracle density ratios, Theorem 6 still apply and inform us that the asymptotic variance
is only efficient in M1. The same occurs in M2 by Theorem 7.
Per Remark 4, this means that even though we might use a total of O(NT ) observations
to get better q-function estimates, if we use standard DR-type methods, this will get washed
out, at least asymptotically, and our variance will only vanish as O(1/N). This, of course,
much worse than the O(1/(NT )) scaling of the efficiency bound under MDP. In this sense,
we see that neither cumulative nor marginalized density ratios are the right way to do
importance sampling or doubly-robust estimation in MDPs.
4 Efficient Estimator for Markov Decision Process
In this section, we propose an estimator that is efficient under the MDP model. To our
knowledge it is the first such estimator. The asymptotic regime we consider is T → ∞,
while N ≥ 1 can be growing or fixed, even just equal to 1. We assume throughout this
and all following sections that the trajectory is a Harris ergodic chain (Meyn and Tweedie,
2009) so that it has a stationary distribution. And, in all that follows, we let the L2-norm
‖g(s, a, r, s′)‖2 be defined with respect to p(∞)b .
Assumption 1 (Ergodic MDP). The chains Cb, Ce are Harris ergodic chains and the
corresponding stationary density ratio, w(s), is uniformly upper bounded.
For brevity, we focus on the case where the behavior policy, which is more relevant in RL.
So, we have that η(a, s) is known. Our results can be extended to the unknown behavior
policy case as well (Remark 5 below).
The key to our estimator is the following estimating function, defined for a given w- and
q-function. We use w′, q′ to denote dummy such functions.
φ(s, a, r, s′;w′, q′) = (1− γ)E
p
(0)
e
[v′(s0)] + w′(s)η(a, s)
(
r + γv′(s′)− q′(s, a)) ,
where we use the shorthand that, given q′, we let v′(s) = Epie [q′(s, a) | s]. Notice that, given
a q-function, the first term is a constant and that it is computable because both p
(0)
e and pie
are known.
Based on this estimating function, our estimator is
ρˆDRL(M3) = PNPT [φ(s, a, r, s
′; wˆ(i), qˆ(i))] (5)
= (1− γ)PNEp(0)e [vˆ
(i)(s0)] + PNPT [wˆ(i)(s)η(a, s)(r + γvˆ(i)(s′)− qˆ(i)(s, a))], (6)
where wˆ(i), qˆ(i) are some plug-in estimates of w, q to be used for the ith data point in the
sample average, PN . Recall vˆ(i) is defined in terms of qˆ(i). Again, we consider two cases. In
the adaptive version, we have wˆ(i) = wˆ, qˆ(i) = qˆ shared among all data points and estimated
on the whole dataset. In the cross-fold version, the sample is split in two folds (over N , not
over T ), and wˆ(i), qˆ(i) are shared within a fold and estimated on the opposite fold.
We first discuss the significance of the structure of the estimator before deriving results
for the specific two versions of the estimator. First, we note that the structure of our
estimator ensures that, if we were to use the oracle values for w and q, then this estimator
will achieve the efficiency bound.
14
Theorem 8 (Efficiency of ρˆDRL(M3) with oracle w, q). Suppose the chain Cb is geometrically
ergodic. When qˆ(i) = q, wˆ(i) = w, we have
√
NT (ρˆDRL(M3) − ρpi
e
)
d→ N (0,EB(M3)).
The conditions above are used in order to invoke the Markov chain central limit theorem
(MC-CLT; see Jones, 2004, Corollary 2). One key structural aspect of our estimator is that,
when we use the oracle q function, the variables being time-averaged in the second term in
Eq. (6) form a martingale difference sequence. This ensures that covariances across time,
which would appear in the MC-CLT, are always zero. This occurs by virtue of the fact that
the conditional expectation of the term inside the parentheses is zero by the definition of
q. This essentially yields the result after some algebra. In terms of showing efficiency of a
feasible (rather than oracle) estimator, what remains is to show that our estimator is equal
to the above oracle estimator up to error terms that are op((NT )
−1/2).
Critical to this is the doubly robust structure of the estimator. Heuristically, this fact is
confirmed as follows (we will prove it formally later). Consider the adaptive version. If the
q-function is consistent, that is, plimT→∞ ‖qˆ − q‖2 = 0, then we will have
plim
T→∞
ρˆDRL(M3) ≈ (1− γ)Ep(0)e [v(s0)] + Ep(∞)b [w
†(s)η(a, s){r − q(s, a) + γv(s′)}]
= (1− γ)E
p
(0)
e
[v(s0)] = ρ
pie ,
where w† is a convergence point of wˆ. We use “≈” above because in this heuristic derivation
we did not actually account for the interdependence of qˆ, wˆ and the data. This viewpoint
suggests that the estimator ρˆDRL(M3) is given by taking the direct method and adding a
control variate term.
On the other hand, if the density ratio model is consistent, that is, plimT→∞ ‖wˆ − w‖ = 0,
then we have that
plim
T→∞
ρˆDRL(M3) ≈ Ep(∞)b [w(s)η(a, s)r] + Ep(∞)b [w(s){−η(a, s)q
†(s, a) + γη(a, s)v†(s′)}]
+ (1− γ)E
p
(0)
e
[
v†(s0)
]
(7)
= E
p
(∞)
b
[w(s)η(a, s)r] + E
p
(∞)
b
[w(s){−η(a, s)q†(s, a) + v†(s)}] (8)
= E
p
(∞)
b
[w(s)η(a, s)r] = ρpi
e
,
where q† is a convergence point of qˆ. Note that from Eq. (7) to Eq. (8), we have used that
for any fw(s
′) (see Lemma 13):
E
p
(∞)
b
[{γw(s)η(a, s)− w(s′)}fw(s′)] + (1− γ)Ep(0)b {fw(s)} = 0
We now proceed to prove formally the efficiency and double robustness of our estimator.
We note that, relative to the case of NMDP, TMDP, and other standard semiparametric
inference settings, there is an additional complexity due to the fact that our data is not iid
and we must account for the cross-dependence of variables across a trajectory while still
ensuring a 1/T scaling. In the following, we assume throughout that the chain Cb generated
by Pb is also stationary, i.e., that p
(0)
b = p
(∞)
b . Since we will eventually reach stationarity, this
is a purely technical assumption to ensure that we see enough samples from the stationary
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distribution. It is needed in order to invoke uniform laws of large numbers. In particular,
the assumption is not necessary for the efficiency of the oracle estimator (Theorem 8), but
uniform laws are necessary for controlling the inflation terms due to the estimated plug-ins.
First, we address the case of the cross-fold version, where we can avoid complex metric
entropy assumptions by virtue of the unique structure of our estimator.
Theorem 9 (Efficiency of ρˆDRL(M3) with cross-fitting). Assume (9a) wˆ
(i), qˆ(i) are uniformly
bounded by some constant, (9b) p
(0)
b = p
(∞)
b , (9c)
∑∞
k=1 ρk <∞, where {ρk} are the ρ-mixing
coefficients of Cb, (9d) ‖qˆ(i)−q‖2 = op((NT )−α1), ‖wˆ(i)−w‖2 = op((NT )−α2), α1 > 0, α2 >
0, α1 + α2 ≥ 1/2. Then,
√
NT (ρˆDRL(M3) − ρpi
e
)
d→ N (0,EB(M3)).
Here, due to cross-fold fitting, we are able to completely avoid any restriction on our
estimators, except for requiring a slow rate. In particular, the rate can be subparametric.
Crucially, this allows us to potentially use any nonparametric blackbox method, whether
we can ensure good metric entropy conditions or not. However, the cross-fold version is
only feasible for N ≥ 2 (though N need not grow). If N = 1, we must we use in-sample
estimates.
For the adaptive version of our estimator, we need to control the metric entropy of our
plug-in estimators. In particular, we suppose that we are given some class Fφ that contains
φ(·, ·, ·, ·; wˆ, qˆ). We let J[](∞,Fφ, Lp(p∞b )) be the bracketing integral, i.e., the integral of its
square-root-log bracketing number under the Lp(p
∞
b ) norm (see Kosorok, 2008, p. 17). We
will either use the condition that J[](∞,Fφ, Lp(p∞b )) <∞ for some 2 < p <∞ or that Fφ is
a VC-major class (see Adams and Nobel, 2010 for definition).
Theorem 10 (Efficiency of ρˆDRL(M3) with in-sample fitting). Assume (10a) wˆ, qˆ are uni-
formly bounded by some constant, (10b) p
(0)
b = p
(∞)
b , (10c)
∑∞
k=1 k
2/(p−2)βk <∞for some
p > 2 where {βk} are the β-mixing coefficients of Cb, (10d) J[](∞,Fφ, Lp(p∞b )) < ∞ for
some 2 < p <∞, (10e) ‖qˆ − q‖2 = op((NT )−α1), ‖wˆ − w‖2 = op((NT )−α2), α1 > 0, α2 >
0, α1 + α2 ≥ 1/2. Then,
√
NT (ρˆDRL(M3) − ρpi
e
)
d→ N (0,EB(M3)).
To prove this, we invoke a uniform central limit theorem for β-mixing sequences (Kosorok,
2008, Theorem 11.24). The conditions (10a)-(10d) are required to control a term correspond-
ing to a stochastic equicontinuity condition. The condition (10e) is required to ensure that
the inflation (aka, drift) term due to the use of estimated q- and w-functions is op((NT )
−1/2).
Next, we formalize the notion of double robustness, which ensures our estimate is
consistent even if we inconsistently estimate one of the components.
Theorem 11 (Double robustness of ρˆDRL(M3)). Assume (11a) Fφ is VC major, (11b)
p
(0)
b = p
(∞)
b , (11c) ‖wˆ − w†‖2 = op(1) and ‖qˆ − q†‖2 = op(1). As long as either w† = w or
q† = q, then we have plimT→∞ ρˆDRL(M3) = ρ
pie.
The condition (11a) and (11b) are needed to invoke a uniform law of large numbers for
an ergodic sequence (Adams and Nobel, 2010). Condition (11c) is a common condition to
state the double robustness (Scharfstein et al., 1999).
Theorem 11 does not provide a rate or an asymptotic distribution. We next strengthen
the result (and, correspondingly, the conditions) to ensure a 1/(NT ) scaling and asymptotic
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normality. This kind of double robustness is sometimes called model double robustness
(Smucler et al., 2019) because the rates needed essentially correspond to parametric estimation
and therefore the conditions refer to whether these parametric models are well-specified.
Theorem 12 (Model double robustness of ρˆDRL(M3)). Assume (10a)-(10d) and suppose
either ‖qˆ−q†‖2 = op(1), ‖wˆ−w‖2 = op((NT )−1/2) or ‖qˆ−q‖2 = op((NT )−1/2), ‖wˆ−w†‖2 =
op(1) holds. Then,
√
NT (ρˆDRL(M3) − ρpi
e
)
d→ N (0, V ) for some V .
Remark 5 (When the density of behavior policy is unknown). All of results are easily
extended to the case where the behavior policy is unknown by replacing wˆ(s)η(s, a) with
wˆ(s)ηˆ(s, a), where ηˆ(s, a) is some estimator for η(s, a), e.g., pie(a|s)/pˆib(a|s), where pˆib(a|s)
is some estimator for the behavior policy. All of the results stay the same where conditions
on ‖wˆ − w‖2 are simply replaced with the same conditions on ‖wˆηˆ − wη‖2 instead.
The remaining question is how to consistently estimate q-functions and stationary density
ratios from a single (finite) trajectory. We next discuss how to estimate q in Section 6 and
how to estimate w in Section 5.
5 Modeling the Ratio of Average Visitation Distributions
Our DRL estimator inM3 relied on having an estimator for the the ratio of average visitation
distributions, w(s). In this section, we discuss its estimation from semiparametric inference
perspective. These estimates can then be plugged into ρˆDRL(M3).
5.1 Importance Sampling Using Stationary Density Ratios
Before discussing how to estimate w(s), we consider an IS-type estimator for MDPs using
w(s). We can transform our DRL estimator to an IS-type estimator by simply choosing
qˆ(i) = 0. This leads to the ergodic importance sampling (EIS) estimator
ρˆEIS = PNPT [η(a, s)wˆ(s)r] , wˆ(s) ≈ w(s) = p
(∞)
e,γ (s)
p
(∞)
b (s)
. (9)
Where “≈” above means “estimating.” Note that this is different than the IS estimator
proposed by Liu et al. (2018a), which is defined as an empirical approximation of
E
p
(∞)
b,γ
[
η(a, s) ˆ˜w(s)r
]
, ˆ˜w(s) ≈ w˜(s) = p
(∞)
e,γ (s)
p
(∞)
b,γ (s)
. (10)
The difference between two methods is that we use p
(∞)
b instead of p
(∞)
b,γ in the denominator
of the density ratio. There are a few benefits to this. Intuitively, since we have samples
from p
(∞)
b , the former (using p
(∞)
b ) can be more efficient because, to get a sample from
the distribution p
(∞)
b,γ , we would essentially have to throw away samples with a geometric
probability (1−γ). In fact, the performance of IS estimator based on Eq. (10) behaves badly
when γ < 1 (Liu et al., 2018a, Figure 3(d)). Moreover, using p
(∞)
b means we can express the
estimator as a time average.
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Nonetheless, unlike ρˆDRL(M3), the estimator ρˆEIS does not have a martingale difference
structure. This means that the covariance terms across the time in the MC-CLT do not drop
out, potentially inflating the variance of the PT average. Moreover, because it lacks a doubly
robust structure, there is an inflation term due to the plug-in of an estimate, wˆ, of w, unlike
ρˆDRL(M3). This occurs even if the estimate has a parametric rate, ‖wˆ − w‖2 = Op(T−1/2),
because there is no second convergence rate to cancel it. These two factors make it difficult
to analyze the asymptotic MSE of ρˆEIS. They also suggest the estimator might not be
efficient.
5.2 Efficient Semiparametric Estimation
The remaining question is how to estimate w(s) = p
(∞)
e,γ (s)/p
(∞)
b (s). Here, we take a
semiparametric approach. First, we consider a characterization of w(s) by modifying
Theorem 4 in Liu et al. (2018a). We obtain the following lemma.
Lemma 13 (Characterization of w(s)). Define
L(w′, fw) = Ep(∞)b
[
(
γw′(s)η(a, s)− w′(s′)) fw(s′)] + (1− γ)Ep(0)e [fw(s)]. (11)
Then, w(s) = p
(∞)
e,γ (s)/p
(∞)
b (s) if and only if L(w
′, fw) = 0 for all test functions fw(s).
Lemma 13 has the following intuitive interpretation. Heuristically, when γ = 1 (rigorously,
a normalization condition is needed as in Liu et al., 2018a, Theorem 1), Eq. (11) is reduced
to
E
p
(∞)
b
[w(s)η(a, s)− w(s′)|s′] = 0. (12)
This is closely related to a similar key relation of µk(sk) used in Section 3.2, namely,
E[νk−1|sk] = µk(sk), which implies
E[µk−1(sk−1)η(ak−1, sk−1)− µk(sk)|sk] = 0. (13)
By taking a limit of Eq. (13) as k →∞ and replacing limk→∞ µk(s) with w(s), we get Eq. (12).
Notice that in Eq. (13), we obtain µk from µk−1, whereas in Eq. (12) we obtain w from itself,
i.e., it solves a fixed-point equation. This change is analogous to the change in q-equations
between the time-variant finite-horizon problem and the time-invariant infinite-horizon
problem.
Suppose first that we assume a parametric model w(s) = w(s;β∗). Then, β∗ can be
estimated as a solution to an empirical approximation of Eq. (11), that is,
PNPT [
(
γw(s;β)η(a, s)− w(s′;β)) fw(s′)] + (1− γ)Ep(0)e [fw(s)] = 0, (14)
for some vector -valued function fw. We denote the estimator as βˆfw . Note Ep(0)e
[φ(s)] can
be exactly calculated because p
(0)
e is known.
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Example 1 (Linear regression approach). Consider a case when our model is linear in some
features of s, i.e., w(s;β) = β>φ(s). Then, as in linear regression, a natural choice for fw(s)
is φ(s). The estimator of βˆφ is constructed as the solution to
1
N(T + 1)
N∑
i=1
T∑
k=0
φ(s
(i)
k )
(
γη(a
(i)
k , s
(i)
k )φ
>(s(i)k+1)− φ>(s(i)k )
)
β + (1− γ)E
p
(0)
e
[φ(s)] = 0.
In the finite-state-space setting, we can use φ(s) = (I(s∗1 = s), · · · , I(s∗d = s)>, where
S = {s∗1, · · · , s∗d}.
More generally, for a linear or non-linear model, under the correct specification assump-
tion, that is, there exists β∗ such that w(s) = w(s;β∗), we have the following result.
Theorem 14 (Efficient estimation of w(s;β∗)). Define
∆(s, a, s′;β) = {γw(s;β)η(a, s)− w(s′;β)}.
Suppose the model w(s;β) is well-specified and that a vector-valued fw is given such that
L(w(s;β), fw) = 0 ⇐⇒ β = β∗. Further assume standard regularity conditions, i.e., that
the chain Cb is geometrically ergodic, that the parameter space of β is compact, that β∗ is
in the interior of the parameter space, that w(s;β) is a C2-function with respect to β and
the first and second derivatives are uniformly bounded, and that for any α with ‖α‖ = 1 we
have  > 0 with E[|∆(s, a, s′;β)α>fw(s′)|2+]
∣∣
β=β∗ <∞. The lower bound for the asymptotic
MSE for estimating β∗ scaled by NT is
E
p
(∞)
b
[∇βmw(s′;β)v−1w (s′;β)∇β>mw(s′;β)]−1
∣∣
β=β∗ ,
where mw(s
′;β) = E
p
(∞)
b
[∆(s, a, s′;β)|s′], vw(s′;β) = varp(∞)b [∆(s, a, s
′;β)|s′].
This bound is achieved when by the estimator βˆfw with
fw(s) = ∇βmw(s;β)v−1w (s;β)
∣∣
β=β∗ . (15)
Importantly, regardless of the choice of fw, the rate of ‖wˆ(s;βfw) − w(s)‖2 will be
Op((NT )−1/2). Still, efficient estimation is preferred so that the constant term can be
smaller. Practically, we do not know the efficient fw(s) in Eq. (15). One way is to
parametrically estimate it. This type of estimator would be locally efficient estimator in the
sense that it is efficient when the model for fw(s) is well-specified (Tsiatis, 2006). Another
approach is to use a sieve GMM estimator, using a basis expansion for fw(s) (Carrasco and
Florens, 2014; Hahn, 1997).
To extend the above approach to a nonparametric estimation of w, we can also take
a basis expansion w. This is most easily done using the linear regression approach as in
Example 1. We can let w(s;βN ) =
∑dN
j=1 βjφj(s) where φ1, φ2, . . . is a basis expansion of
L2 and dN → ∞ as we collect more data. Under appropriate regularity conditions and
smoothness conditions on w, we can obtain rates on ‖w(·; βˆN ) − w‖2 without assuming
correct parametric specification (Chen and Shen, 1998). This provides a means to estimate
w for ρˆDRL(M3), either parametrically or nonparametrically.
Because of the doubly robust structure of ρˆDRL(M3), it did not matter how we estimated
w as long as we had a (subparametric) rate. This is not true for ρˆEIS. We can, however,
derive its asymptotics for the particular parametric approach above.
19
Theorem 15 (Asymptotic property of ρˆEIS). Suppose the conditions of Theorem 14 hold and
that GN,T [rη(a, s)w(s; βˆfw)]−GN,T [rη(a, s)w(s;β∗)] = op(1), where GN,T =
√
NT (PNPT−E)
is the empirical process. Then, ρˆEIS is
√
NT -consistent. More specifically,
ρˆEIS = op((NT )
−1/2) + PNPT
[
w(s)η(a, s)r
+ E[∇β>w(s;β)η(a, s)r]E[fw(s′)∇β>∆(s, a, s′;β)]−1∆(s, a, s′;β)fw(s′)
∣∣
β=β∗
]
. (16)
Note the technical condition GN,T [rη(a, s)w(s; βˆfw)]−GN,T [rη(a, s)w(s;β∗)] = op(1) can
potentially be verified as in the proof of Theorems 9 and 10. Also note that the efficient
fw in Eq. (15) for estimating w does not necessarily minimize the asymptotic MSE of ρˆEIS
because the covariance term of two terms in right hand size of Eq. (16) is not zero.
6 Modeling the q-function
In this section, we discuss from a semiparametric inference perspective how to estimate
the q-function in an off-policy manner, potentially from only one trajectory. Our approach
can be seen as a generalization of LSTDQ (Lagoudakis and Parr, 2004). The estimated
q-function we obtain can be used in our estimator, ρˆDRL(M3).
By definition, the q-function is characterized as a solution to
q(sk, ak) = E[rk|sk, ak] + γE[Epie [q(sk+1, ak+1)|sk+1] |sk, ak].
Assume a parametric model for the q-function, q(s, a) = q(s, a;β). Then, the parameter
β can be estimated using the following recursive estimating equation:
E [eq(sk, ak, rk, sk+1;β)|sk, ak] = 0,
where eq(s, a, r, s
′;β) = r + γEa′∼pie
[
q(s′, a′;β)|s′]− q(s, a;β).
This implies that for any test function fq(s, a),
E
p
(∞)
b
[fq(s, a)eq(s, a, r, s
′;β)] = 0. (17)
More specifically, given a vector-valued fq(s, a), we can define an estimator βˆfq as the
solution to
PNPT [fq(s, a)eq(s, a, r, s′;β)] = 0. (18)
Example 2 (LSTDQ). When q(s, a;β) = β>φ(s, a) and fq(s, a) = φ(s, a), this leads to the
LSTDQ method (Lagoudakis and Parr, 2004):(
N∑
i=0
T∑
k=0
φ(s
(i)
k , a
(i)
k )[φ
>(s(i)k , a
(i)
k )− γEpie{φ>(s(i)k+1, a(i)k+1)|s(i)k+1}]
)−1{ N∑
i=0
T∑
k=0
r
(i)
k φ(s
(i)
k , a
(i)
k )
}
.
More generally, for a linear or non-linear model, under the correct specification assump-
tion, that is, that there exists some β∗ such that q(s, a) = q(s, a;β∗), we have the following
result.
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Theorem 16 (Efficient estimation of q(s, a;β)). Suppose the model q(s, a;β) is well-
specified and that a vector-valued fq is given such that (Eq. (17) hold) ⇐⇒ β = β∗.
Further assume standard regularity conditions, i.e., that the chain Cb is geometrically
ergodic, that the parameter space is compact, that β∗ is in the interior of the parame-
ter space, that q(s, a;β) is C2-function with respect to β and that the first and second
derivatives are uniformly bounded, and that for any α with ‖α‖ = 1 we have  > 0 with
E
p
(∞)
b
[|eq(s, a, r, s′;β)α>fq(s, a)|2+]
∣∣
β=β∗ , > 0. The lower bound for the asymptotic MSE for
estimating β∗ scaled by NT is
Vβ = Ep(∞)b
[∇βmq(s, a;β)v−1q (s, a;β)∇β>mq(s, a;β)]−1
∣∣
β=β∗ ,
where mq(s, a;β) = Ep(∞)b
[eq(s, a, r, s
′;β)|s, a], vq(s, a) = varp(∞)b [eq(s, a, r, s
′;β)|s, a].
This bound is achieved when
fq(s, a) = ∇βmq(s, a;β)v−1q (s, a;β)
∣∣
β=β∗ . (19)
Importantly, regardless of the choice of fq, the rate ‖q(·, ·; βˆfq)− q‖2 is Op((NT )−1/2).
Nonetheless, efficient estimation is preferred. Practically, we do not know the efficient fq in
Eq. (19). One way is parametrically estimating it and the other way is a sieve generalized
method of moments (GMM) estimator, using a basis expansion for fq.
We can also extend the approach to achieve nonparametric estimation of q. This most
easily done by extending the LSTDQ approach in Example 2. We simply let q(s, a;βN ) =∑dN
j=1 βjφj(s, a) where φ1, φ2, . . . is a basis expansion of L
2 and dN → ∞ as we collect
more data. Given regularity conditions and smoothness conditions on q, we can obtain
rates on ‖q(·, ·; βˆN ) − q‖2 without assuming correct parametric specification (Chen and
Shen, 1998). This provides a means to estimate q for ρˆDRL(M3), either parametrically or
nonparametrically.
If we use q as estimated parametrically above, we can also establish the asymptotic
behavior of ρˆDM. Again, as in the case of ρˆEIS, because ρˆDM lacks the doubly robust structure,
we must have parametric rates on q-estimation in order to achieve 1/(NT ) MSE scaling
in the below, unlike the case of ρˆDRL(M3) where q-estimation can have slow nonparametric
rates.
Theorem 17 (Asymptotic property of ρˆDM). Let ρˆDM = (1 − γ)Ep(0)e [Epie{q(s, a; βˆfq)|s}].
Suppose the assumptions of Theorem 16 hold. Then
√
NT (ρˆDM − ρpie) d→ N (0, VDM) where
VDM = (1− γ)2Ep(0)e [Epie
[∇β>q(s, a;β)|s]]VβEp(0)e [Epie [∇βq(s, a;β)|s]]∣∣β=β∗ .
Remark 6. Luckett et al. (2018); Ueno et al. (2011) considered related semiparametric
estimation techniques for the v-function. For our estimator, we need q-function estimates.
7 Experimental Results
In this section, we conduct experiments to compare our method with existing off-policy
evaluation methods. We focus on methods that take plug-in estimates of nuisances such as
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the standard IS, DR, and DM. The comparison is therefore on how we use these plug-ins.
We conduct our experiment in the Taxi environment. For detail on this environment, see
Liu et al. (2018a).
We set our target evaluation policy to be the final policy pie = pi∗ after running q-learning
for 1000 iterations. We set another policy pi+ as the result after 150 iterations. The behavior
policy is then defined as pib = αpi∗ + (1 − α)pi+, where we range α to vary the overlap.
We show results for α = 0.2, 0.6 here and provide additional results for α = 0.4, 0.8 in
Appendix C. We consider the case with the behavior policy known and set γ = 0.98. Note
that this pi∗, pi+ are fixed in each setting.
We estimate all w-functions following Example 1. For q-functions, we use a value iteration
for the approximated MDP based on the empirical distribution. Then, we compare ρˆIS,
ρˆDRL(M1), ρˆEIS, ρˆDM, and ρˆDRL(M3). We consider observing a single trajectory (N = 1)
of increasing length T , T ∈ [50000, 100000, 200000, 400000]. For each, we consider 200
replications. Note that we use adaptive (in-sample) fitting and not cross-fitting because
N = 1. In addition, we do not compare to a marginalized importance sampling estimator
or to ρˆDRL(M2) because µt cannot be estimated with N = 1 (e.g., the empirical estimated
marginal importance µˆt is just νt).
To study the effect of double robust property, we consider three settings.
(1) Both w-model and q-model are correct.
(2) Only w-model is correct: we add noise N (1.0, 1.0) to qˆ(s, a).
(3) Only q-model is correct: we add noise N (1.0, 1.0) to wˆ(s).
7.1 Results and Discussion
We report the resulting MSE over the replications for each estimator in each setting in
Figs. 1 to 6.
First, we note that the estimator ρˆDRL(M3) handily outperforms the standard IS and DR
estimators, ρˆIS, ρˆDRL(M1) = ρˆDR, in every setting. This is owed to the fact that these do
not leverage the MDP structure. The competitive comparison is of course to DM and EIS.
We find that, in the large-sample regime, ρˆDRL(M3) dominates all other estimators across
all settings. First, for T = 400000, it has the lowest MSE among all estimators for each
setting. Second, while in some settings it has MSE similar to another method, it beats it
handily in another setting. Compared to DM, the MSE is similar when the q-function is
well-specified but ρˆDRL(M3) does much better when q is ill-specified. Compared to EIS, the
MSE is similar when both the w-function is well-specified and there is good overlap but
ρˆDRL(M3) performs much better when either specification or overlap fails. This is of course
owed to the doubly robust structure and the efficiency of ρˆDRL(M3).
In the small-to-medium sample regime, ρˆDRL(M3) performs the best among all estimators
except when overlap is good (α = 0.6) and w is well specified (settings (2) and (3)). In these
cases, for the small-to-medium sample regime, EIS performs better. However, as in the
large-sample regime, it performs much worse in small-to-medium samples too when overlap
is bad or when w is misspecified. In particular, in setting (2) with α = 0.2, ρˆDRL(M3) has
performance much better than all other estimators across the sample-size regimes.
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Figure 1: Setting (1) with α = 0.2 Figure 2: Setting (1) with α = 0.6
Figure 3: Setting (2) with α = 0.2 Figure 4: Setting (2) with α = 0.6
Figure 5: Setting (3) with α = 0.2 Figure 6: Setting (3) with α = 0.6
Because having either parametric misspecification or nonparametric rates for wˆ and qˆ
is unavoidable in practice (for continuous state-action spaces), the estimator ρˆDRL(M3) is
superior. This is doubly true when overlap can be weak.
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8 Conclusions
We established the efficiency bound for OPE in a time-invariant Markov decision process in
the regime where N is (potentially) finite and T →∞. This novel lower bound quantifies how
fast one could hope to estimate policy value in a model usually assumed in RL. According
to our results, many IS and DR OPE estimators used in RL are in fact not leveraging this
structure to the fullest and are inefficient. This leads to MSE that is suboptimal in rate, not
just in leading coefficient. We instead proposed the first efficient estimator achieving the
efficiency bound, while also enjoying a double robustness property at the same time. We
hope our work inspires others to further develop estimators that build on ours by leveraging
MDP structure as we have here and perhaps combining this with ideas like balancing (Kallus,
2018), stability (Kallus and Uehara, 2019a), or blending (Thomas and Brunskill, 2016) that
can improve the finite-sample performance in addition to our asymptotic efficiency.
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A Notation
We first summarize the notation we use in Table 2 and the abbreviations we use in Appendix A.
Notice in particular that, following empirical process theory literature, in the proofs we also
use P to denote expectations (interchangeably and even simultaneously with E).
Table 2: Notation
(S,A,R, p, γ) MDP
p
(0)
b (s), p
(0)
e (s) Initial distributions
J {st, at, rt}∞t=0
Jst , Jat History up to st, at, respectively
Hst , Hat History up to st, at, respectively, excluding reward variables
rt, st, at, Reward, state, and action at t
ρpi Policy value, limT→∞ cT (γ) Epi[
∑T
t=0 γ
trt]
ρpiT cT (γ) Epi[
∑T
t=0 γ
trt]
p
(∞)
pi,γ (s) Average visitation distribution of the policy pi with discount rate γ
p
(∞)
pi (s) Stationary distribution
p
(∞)
b (s, a, r, s
′) p(∞)b (s)pi(a|s)p(s′|s, a)p(r|s, a)
w(s) p
(∞)
e,γ (s)/p
(∞)
b (s)
∇β Differentiation with respect to β
pie(a|s), pib(a|s) Target and behavior policies respectively
v(s) Value function
q(s, a) q-function
νt(Hat) Cumulative density ratio
∏t
k=0 pi
e
k/pi
b
k
µt(st, at) Marginal density ratio E[νt | st, at]
η(s, a) Instantaneous density ratio pie(a|s)/pib(a|s)
C,Rmax Upper bound of density ratio and reward, respectively
‖ · ‖p Lp-norm E[fp]1/p
 Inequality up to constant
Epi[·],Ppi Expectation with respect to a sample from a policy pi
E[·],P Same as above for pi = pib
EN [·],PN ,PT Empirical or time average (based on sample from a behavior policy)
D1,D2 The split samples when using cross-fold fitting, D1 ∪ D2 = {1, . . . , N}
Nj The size of Dj
ENj ,PNj Empirical expectation on Dj
GN Empirical process
√
N(PN − P)
AN = Op(aN ) The term AN/aN converges to zero in probability
AN = Op(aN ) The term AN/aN is bounded in probability
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B Proofs
Proof of Theorems 1 and 2. We prove Theorem 2. The proof of Theorem 1 is similar. Con-
sider some parametric models given by parameterizing the reward and transition probabilities
up to T ; pt(rt|st, at; θrt), pt(st+1|st, at; θst), and θ = (θ>r1 , θ>s1 , · · · , θ>sT )>. Here, because of
the independence of the trajectoreis, we have
NCR
[(
{pt(r(i)t |s(i)t , a(i)t ; θrt)}T,Nt=0,i=0, {pt(s(i)t+1|s(i)t , a(i)t ; θst)}T,Nt=0,i=0
)
, ρpi
e
T
]
= CR
[({pt(rt|st, at; θrt)}Tt=0, {pt(st+1|st, at; θst)}Tt=0) , ρpieT ]
By some algebra, Crame´r-Rao lower bound
CR
[({pt(rt|st, at; θrt)}Tt=0, {pt(st+1|st, at; θst)}Tt=0) , ρpieT ]
is
T∑
c=0
I”cI
−1
c I”
>
c +
T∑
c=0
J”cJ
−1
c J”
>
c , (20)
where
grc|sc,ac = ∇θ log pc(rc|sc, ac; θrc), gsc+1|sc,ac = ∇θ log pc(sc+1|sc, ac; θsc),
Ic = E[grc|sc,acg
>
rc|sc,ac ], Jc = E[gsc+1|sc,acg
>
sc+1|sc,ac ],
I”c =
T∑
c=0
Epib
[
γcµc(sc, ac) {rc − E (rc|sc, ac)} g>rc|sc,ac
]
,
J”c = Epib
[
γcµc(sc, ac)
{
Epie
(
T∑
t=c+1
rt|sc+1
)
− Epie
(
T∑
t=c+1
rt|sc, ac
)}
g>sc+1|sc,ac
]
.
By Cauchy-Schwarz inequality (Tripathi, 1999), we have
Ep(x)[a(x)b(x)
>]Ep(x)[b(x)b(x)>c(x)−1]−1Ep(x)[a(x)b(x)] ≤ Ep(x)[a2(x)c(x)].
Then, Eq. (20) is upper bounded by
T−1∑
c=0
Epib
[
γ2cµc(sc, ac)
2{(rc − E[rc|sc, ac])2 + (vc+1(sc+1)− qc(sc, ac) + E[rc|sc, ac])2}
]
(21)
+ Epib [γ
TµT (sT , aT )
2(rT − E[rT |sT , aT ])2]
=
T−1∑
c=0
Epib [γ
2cµc(sc, ac)
2(rc − E[rc|sc, ac] + vc+1(sc+1)− qc(sc, ac) + E[rc|sc, ac]))2] (22)
+ Epib [γ
TµT (sT , aT )
2(rT − E[rT |sT , aT ])2]
=
T∑
c=0
Epib [γ
2cµc(sc, ac)
2(rc + vc+1(sc+1)− qc(sc, ac))2] (23)
+ Epib [γ
TµT (sT , aT )
2(rT − E[rT |sT , aT ])2]
=
T+1∑
c=1
Epib [γ
2(c−1)µc−1(sc−1, ac−1)2var[rc−1 + vc(sc)|sc−1, ac−1]], (24)
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where vT+1 = 0.
From Eq. (21) to Eq. (22), we use the fact that the crossing term is zero:
Epib
[
µc(sc, ac)
2{rc − E(rc|sc, ac)}{vc+1(sc+1)− qc(sc, ac) + E(rc|sc, ac)}
]
= Epib
[
µc(sc, ac)
2{E(rc|sc, ac)− E(rc|sc, ac)}{vc+1(sc+1)− qc(sc, ac) + E(rc|sc, ac)}
]
= 0.
From Eq. (23) to Eq. (24), we use a variance decomposition:
E[µc(sc, ac)
2(rc + vc+1(sc+1)− qc(sc, ac))2] = var[µc(sc, ac)(rc + vc+1(sc+1)− qc(sc, ac))]
= var[E[µc(sc, ac)(rc + vc+1(sc+1)− qc(sc, ac))|sc, ac]]
+ E[var[µc(sc, ac)(rc + vc+1(sc+1)− qc(sc, ac))|sc, ac]]
= E[var[µc(sc, ac)(rc + vc+1(sc+1)− qc(sc, ac))|sc, ac]]
= E[var[µc(sc, ac)(rc + vc+1(sc+1))|sc, ac]].
Then, noting cT (γ)ρ
pie
T = ρ
pie + op(T
−1/2), we can see the value
(1− γ)2
∞∑
c=1
Epib [γ
2(c−1)µc−1(sc−1, ac−1)2var[rc−1 + vc(sc)|sc−1, ac−1]]
upper bounds
lim
N→∞
NCR
[(
{pt(r(i)t |s(i)t , a(i)t ; θ)}T,Nt=0,i=1, {pt(s(i)t+1|s(i)t , a(i)t ; θ)}T,Nt=0,i=1
)
, cT (γ)ρ
pie
T
]
.
Finally, we will show that the upper bound is actually the supremum over parametric mod-
els. Define regular parametric models given by and pt(rt|st, at; θrt) ∝ pt(rt|st, at) exp(θ>rtb(st, at))
and pt(st+1|st, at; θst) ∝ pt(st+1|st, at) exp(θ>stb(st, at)), where θrt , θst are components of θ
and b(st, at) is a vector of some truncated basis functions expanding mean zero L
2-space
such as Fourier series functions.
To proceed, we first prove the following general result.
Lemma 18.
lim
dN→∞
Ep(x)[a(x)b
>(x)]Ep(x)[b(x)b>(x)]−1Ep(x)[b(x)a(x)] = Ep(x)[a2(x)],
where b(x) is a dN -dimensional vector of truncated basis expansion of the mean zero Hilbert
space with a distribution p(x), and Ep(x)[a(x)] = 0.
Proof. First, from the Cauchy-Schwarz inequality, we have
lim
dN→∞
E[a(x)b>(x)]E[b(x)b>(x)]−1E[b(x)a(x)] ≤ E[a2(x)].
Therefore, what we have to prove is that for any  > 0, there exists dN such that
E[a(x)a(x)]− E[a(x)b>(x)]E[b(x)b>(x)]−1E[b(x)a(x)] < .
Here, we have
E[a(x)a(x)]− E[a(x)b>(x)]E[b(x)b>(x)]−1E[a(x)b(x)]
= minβ∈RdN E[{a(x)− β>b(x)}2].
By taking dN large enough, this values can be smaller than any  > 0. This concludes the
proof.
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Then, the statement is concluded by noting that the score functions of pt(rt|st, at; θrt) ∝
p(rt|st, at) exp(θ>rtb(st, at)) and pt(st+1|st, at; θst) ∝ p(st+1|st, at) exp(θ>stb(st, at)) at θst =
θrt = 0 are b(st, at).
Proof of Corollary 3. We prove the statement for NMDP. For TMDP, the statement is
confirmed similarly. We have
lim
T→∞
(1− γ)2
T∑
k=0
E[γ2(k−1)ν2k−1var{rk−1 + v(sk)|sk−1, ak−1}]
 lim
T→∞
(1− γ)2
T∑
k=0
γ2(k−1)‖νk‖2∞ <∞.
The final statement is clear because TMDP is inincluded in NMDP.
Proof of Theorems 4 and 5. For simplicity, we assume N = 1. The extension to general N
is straightforward. By some algebra, the scaled Crame´r-Rao lower bound
lim
T→∞
(T + 1)CR
[({p(ri|si, ai; θr)}Ti=0, {p(si+1|si, ai; θs)Ti=0}) , cT (γ)ρpieT ]
is
A∞I−1∞ A∞ + C∞J
−1
∞ C∞
where A∞ = limT→∞AT , C∞ = limT→∞CT ,
AT = cT (γ)Epie [
T∑
c=0
γcrcg
>
rc|sc,ac ], CT = cT (γ)γ
T∑
c=0
γc
T∑
t=c+1
Epie [γ
t−(c+1)rtg>sc+1|sc,ac ],
gr|s,a = ∇θr log p(r|s, a; θr), gs′|s,a = ∇θs log p(s′|s, a; θs).
Under erogodicity assumption, this is calculated as
A∞ = lim
T→∞
cT (γ)Epie [
T∑
c=0
γcrcg
>
rc|sc,ac ] = Ep(∞)e,γ [rg
>
r|s,a],
C∞ = lim
T→∞
cT (γ)γ
T∑
c=0
γc
T∑
t=c+1
Epie [γ
t−(c+1)rtg>sc+1|sc,ac ]
= lim
T→∞
cT (γ)γ
T∑
c=0
γcEpie [v(sc+1)g
>
sc+1|sc,ac ] = γEp(∞)e,γ [v(s
′)g>s′|s,a].
Therefore, (A∞I−1∞ A∞ + C∞J−1∞ C∞) is
E
p
(∞)
b
[
p
(∞)
e,γ (s)
p
(∞)
b (s)
rη(a, s)g>r|s,a
]
E
p
(∞)
b
[gr|s,ag>r|s,a]
−1E
p
(∞)
b
[
p
(∞)
e,γ (s)
p
(∞)
b (s)
rη(a, s)gr|s,a
]
+
γ2E
p
(∞)
b
[
p
(∞)
e,γ (s)
p
(∞)
b (s)
v(s′)η(a, s)g>s′|s,a
]
E
p
(∞)
b
[gs′|s,ag>s′|s,a]
−1E
p
(∞)
b
[
p
(∞)
e,γ (s)
p
(∞)
b (s)
v(s′)η(a, s)gs′|s,a
]
.
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Noting
E
p
(∞)
b
[
p
(∞)
e,γ (s)
p
(∞)
b (s)
rη(a, s)g>r|s,a
]
= E
p
(∞)
b
[
p
(∞)
e,γ (s)
p
(∞)
b (s)
{r − E[r|s, a]}η(a, s)g>r|s,a
]
,
E
p
(∞)
b
[
p
(∞)
e,γ (s)
p
(∞)
b (s)
v(s′)η(a, s)g>s′|s,a
]
= E
p
(∞)
b
[
p
(∞)
e,γ (s)
p
(∞)
b (s)
{v(s′)− E[v(s′)|s, a]}η(a, s)g>s′|s,a
]
,
from Cauchy-Schwarz inequality, (A∞I−1∞ A∞ + C∞J−1∞ C∞) is upper bounded by
E
p
(∞)
b
(p(∞)e,γ (s)
p
(∞)
b (s)
)2
η(a, s)2{(r − E[r|s, a])2 + γ2(v(s′)− E[v(s′)|s, a])2}
 (25)
= E
p
(∞)
b
(p(∞)e,γ (s)
p
(∞)
b (s)
)2
η(a, s)2(r − E[r|s, a] + γv(s′)− γE[v(s′)|s, a])2
 (26)
= E
p
(∞)
b
(p(∞)e,γ (s)
p
(∞)
b (s)
)2
η(a, s)2(r + γv(s′)− q(s, a))2
 . (27)
From Eq. (25) to Eq. (26), we use
E[(r − E[r|s, a])(v(s′)− E[v(s′)|s, a])]
= E[(E[r|s, a, s′]− E[r|s, a, s′])(v(s′)− E[v(s′)|s, a])] = 0.
From Eq. (26) to Eq. (27), we use q(s, a) = E[r + γv(s′)|s, a].
The statement that the upper bound is actually a supremum is concluded as in the proof
of Theorem 2 utilizing Lemma 18.
Proof of Theorem 6. Define φ({νˆk}, {qˆk}) as:
ωN∑
k=0
νˆkrk − {νˆk−1qˆk − νˆkEpie [qˆk(sk, ak)|sk]}.
The estimator ρˆM1DRL(M1) is given by
N0
N
PN0φ({νˆ(1)k }, {qˆ(1)k }) +
N1
N
PN1φ({νˆ(0)k }, {qˆ(0)k }),
where PN0 is an empirical approximation based on a set of samples such that J = 0, PN1 is
an empirical approximation based on a set of samples such that J = 1. Then, we have
√
N(PN0φ({νˆ(1)k }, {qˆ(1)k })− ρpi
e
) =
√
N/N0GN0 [φ({νˆ(1)k }, {qˆ(1)k })− φ({νk}, {qk})] (28)
+
√
N/N0GN0 [φ({ν(1)k }, {q(1)k })] (29)
+
√
N(E[φ({νˆ(1)k }, {qˆ(1)k })|{νˆ(1)k }, {qˆ(1)k }]− ρpi
e
). (30)
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We analyze each term. To do that, we use the following relation:
φ({νˆk}, {qˆk})− φ({νk}, {qk}) = D1 +D2 +D3, where
D1 =
wN∑
k=0
(νˆk − νk)(−qˆk + qk) + (νˆk−1 − νk−1)(−vˆk + vk),
D2 =
ωN∑
k=0
νk(qˆk − qk) + νk−1(vˆk − vk),
D3 =
ωN∑
k=0
(νˆk − νk)(rk − qk + vk+1).
First, we show the term Eq. (28) is Op(1).
Lemma 19. The term Eq. (28) is Op(1).
Proof. If we can show that for any  > 0,
lim
n→∞
√
N0P [PN0 [φ({νˆ(1)k }, {qˆ(1)k })− φ({νk}, {qk})] (31)
− E[φ({νˆ(1)k }, {qˆ(1)k })− φ({νk}, {qk})|{νˆ(1)k }, {qˆ(1)k }] > |D1] = 0,
Then, by bounded convergence theorem, we would have
lim
n→∞
√
N0P [PN0 [φ({νˆ(1)k }, {qˆ(1)k })− φ({νk}, {qk})]
− E[φ({νˆ(1)k }, {qˆ(1)k })− φ({νk}, {qk})|{νˆ(1)k }, {qˆ(1)k }] > ] = 0,
yielding the statement.
To show Eq. (31), we show that the conditional mean is 0 and conditional variance is
Op(1). The conditional mean is
E[PN0 [φ({νˆ(1)k }, {qˆ(1)k })− φ({νk}, {qk})|{νˆ(1)k }, {qˆ(1)k }]
− P[φ({νˆ(1)k }, {qˆ(1)k })− φ({νk}, {qk})]|D1] = 0.
Here, we leveraged the sample splitting construction, that is, νˆ
(1)
k and qˆ
(1)
k only depend on
D1. The conditional variance is
var[
√
N0PN0 [φ({νˆ(1)k }, {qˆ(1)k })− φ({νk}, {qk})]|D1]
= E[D21 +D
2
2 +D
2
3 + 2D1D2 + 2D2D3 + 2D2D3|D1]
= ω2N max{op(N−2α1), op(N−2α2), op(N−α1−α2)} = Op(1).
Here, we used the convergence rate assumption and the relation ‖vˆ(1)k − vk‖2 < ‖qˆ(1)k − qk‖2
arising from the fact that the former is the marginalization of the latter over piek. Then, from
Chebyshev’s inequality:√
N0P [PN0 [φ({νˆ(1)k }, {qˆ(1)k })− φ({νk}, {qk})]− E[φ({νˆ(1)k }, {qˆ(1)k })
− φ({νk}, {qk})|{νˆ(1)k }, {qˆ(1)k }] > |D1]
≤ 1
2
var[
√
N0PN0 [φ({νˆ(1)k }, {qˆ(1)k })− φ({νk}, {qk})]|D1] = Op(1).
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Lemma 20. The term Eq. (30) is Op(1).
Proof.
√
NE[φ({νˆ(1)k }, {qˆ(1)k })− E[φ({νk}, {qk})]|{νˆ(1)k }, {qˆ(1)k }]
=
√
NE[
ωN∑
k=0
(νˆ
(1)
k − νk)(−qˆ(1)k + qk) + (νˆ(1)k−1 − νk−1)(−vˆk + vk)|{νˆ(1)k }, {qˆ(1)k }]
+
√
NE[
ωN∑
k=0
νk(qˆ
(1)
k − qk) + νk−1(vˆk − vk)|{νˆ(1)k }, {qˆ(1)k }]
+
√
NE[
ωN∑
k=0
(νˆ
(1)
k − νk)(rk − qk + vk+1)|{νˆ(1)k }, {qˆ(1)k }]
=
√
NE[
ωN∑
k=0
(νˆ
(1)
k − νk)(−qˆ(1)k + qk) + (νˆ(1)k−1 − νk−1)(−vˆk + vk)|{νˆ(1)k }, {qˆ(1)k }]
=
√
N
ωN∑
k=0
O(‖νˆ(1)k − νk‖2‖qˆ(1)k − qk‖2) =
√
N
ωN∑
k=0
Op(N
−α1)Op(N−α2) = Op(1).
Finally, we get
√
N(PN0φ({νˆ(1)k }, {qˆ(1)k })− ρpi
e
) =
√
N/N0GN0 [φ({νk}, {qk})] + Op(1).
Therefore,
√
N(ρˆDRL(M1) − ρpi
e
)
= N0/N
√
Nφ({νˆ(1)k }, {qˆ(1)k })− ρpi
e
) +N1/N
√
N(PN1φ({νˆ(0)k }, {qˆ(0)k })− ρpi
e
)
=
√
N0/NGN0 [φ({νk}, {qk})] +
√
N1/NGN1 [φ({νk}, {qk})] + Op(1)
= GN [φ({νk}, {qk})] + Op(1),
concluding the proof.
Proof of Theorem 7. The proof is similar to that of Theorem 6
Proof of Theorem 8. For the ease of the notation, we assume N = 1. The extension to
general N is straightforward.
We use the MC-CLT result in Jones (2004, Corollary 2). The required moment condition
is satisfied because we assume that w(s) is bounded by some constant.
Then,
√
T (ρˆDRL(M3)− ρpi
e
) converges to the normal distribution with mean and variance
var
p
(∞)
b
[e(s0, a0, r0, s0)] + 2
∞∑
i=1
cov
p
(∞)
b
[e(s0, a0, r0, s0), e(si, ai, ri, si)], (32)
where e(s, a, r, s′) = w(s)η(a, s){r + γv(s′)− q(s, a)}. The first term in Eq. (32) is
var
p
(∞)
b
[e(s0, a0, r0, s0)e(s0, a0, r0, s0)].
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The second term in Eq. (32) is zero because
E
p
(∞)
b
[e(s0, a0, r0, s0)e(si, ai, ri, si+1)]
= E
p
(∞)
b
[e(s0, a0, r0, s0)Ep(∞)b
[e(si, ai, ri, si+1)|si−1, ai−1, ri−1, si]] = 0.
Proof of Theorem 9. Define φ(wˆ, qˆ) as
φ(s, a, r, s′;w, q) = (1− γ)E
p
(0)
e
[v(s)] + w(s)η(a, s){r + γv(s′)− q(s, a)}.
Then, the estimator ρˆDRL(M3) is given by
N0
N
PN0PTφ(wˆ(1), qˆ(1)) +
N1
N
PN1,Tφ(νˆ(0), qˆ(0)),
where PN0 is an empirical approximation based on a set of samples such that J = 0, PN1 is
an empirical approximation based on a set of samples such that J = 1. Then, we have
√
NT (PN0PTφ(wˆ(1), qˆ(1))− ρpi
e
) =
√
N/N0GN0,T [φ(wˆ(1), qˆ(1))− φ(w, q)] (33)
+
√
N/N0GN0,T [φ(w, q]
+
√
NT (E[φ(wˆ(1), qˆ(1))|wˆ(1), qˆ(1)]− ρpie), (34)
where GN0,T is an empirical process defined over the all sample in the first fold. We analyze
each term. First, we show the term Eq. (33) is Op(1).
Lemma 21. The term Eq. (33) is Op(1).
Proof. Consider the case N0 = 1. If we can show that for any  > 0,
lim
T→∞
√
TP [PT [φ(wˆ(1), qˆ(1))− φ(w, q)] (35)
− E[φ(wˆ(1), qˆ(1))− φ(w, q)|wˆ(1), qˆ(1)] > |D1] = 0,
Then, by bounded convergence theorem, we would have
lim
T→∞
√
TP [PT [φ(wˆ(1), qˆ(1))− φ(w, q)]
− E[φ(wˆ(1), qˆ(1))− φ(w, q)|wˆ(1), qˆ(1)] > ] = 0,
yielding the statement.
To show Eq. (35), we show that the conditional mean is 0 and conditional variance is
Op(1). The conditional mean is
E[PT [φ(wˆ(1), qˆ(1))− φ(w, q)|wˆ(1), qˆ(1)]
− P[φ(wˆ(1), qˆ(1))− φ(w, q)]|D1] = 0.
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Here, we leveraged the sample splitting construction, that is, νˆ
(1)
k and qˆ
(1)
k only depend on
D1. The conditional variance is
var[
√
TPT [φ(wˆ(1), qˆ(1))− φ(w, q)]|D1]
=
1
T
 T∑
i=0
max{op(N−2α1), op(N−2α2)}+ 2
T∑
i,j
ρ‖i−j‖max{op(N−2α1), op(N−2α2)}

= Op(1).
Then, from Chebyshev’s inequality:
√
TP [PT [φ(wˆ(1), qˆ(1))− φ(w, q)]− E[φ(wˆ(1), qˆ(1))
− φ(w, q)|wˆ(1), qˆ(1)] > |D1]
≤ 1
2
var[
√
TPT [φ(wˆ(1), {qˆ(1)k })− φ(w, q)]|D1] = Op(1).
Lemma 22.
√
NT (E
p
(∞)
b
[φ(wˆ, qˆ)|wˆ, qˆ]− ρM3) = op(1).
Proof. Same as the proof of Lemma 24.
Combining all lemmas and from Eq. (36),
√
NT (ρˆDRL(M3) − ρpi
e
) = GN,Tφ(w, q) + op(1).
Then, from MC-CLT, the statement is concluded as Theorem 8.
Proof of Theorem 10. For the ease of the notation, we assume N = 1. The extension to
general N is straightforward.
We have the following decomposition;
√
T (ρˆDRL(M3) − ρpi
e
) = GTφ(wˆ, qˆ)−GTφ(w, q) +GTφ(w, q) +
√
T (E
p
(∞)
b
[φ(wˆ, qˆ)|wˆ, qˆ]− ρpie)
(36)
where
φ(s, a, r, s′;w, q) = (1− γ)E
p
(0)
e
[v(s)] + w(s)η(a, s){r + γv(s′)− q(s, a)}.
Here, we have
PTφ(s, a, r, s′; wˆ, qˆ)− PTφ(s, a, r, s′;w, q)
=PT [{wˆ(s)− w(s)}η(a, s){r − q(s, a) + γv(s′)}]+
PT [w(s)η(a, s){q(s, a)− qˆ(s, a) + γvˆ(s′)− γv(s′)}] + (1− γ)Ep(0)e [v
′(s)− v(s)]+
PT [{wˆ(s)− w(s)}η(a, s){q(s, a)− qˆ(s, a) + γvˆ(s′)− γv(s′)}].
Then, we obtain two lemmas.
Lemma 23. GTφ(wˆ, qˆ)−GTφ(w, q) = op(1).
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Proof. From Theorem 11.24 (Kosorok, 2008) based on the assumptions (10a)-(10d), GT
d→ H
in L∞(p(∞)b ), where H is a tight mean zero Gaussian process with some covariance. If
‖φ(wˆ, qˆ) − φ(w, q)‖2 = op(1), from Lemma 18.5 (van der Vaart, 1998), the statement is
concluded. The equation ‖φ(wˆ, qˆ)− φ(w, q)‖2 = op(1) is proved from (10e).
Lemma 24.
√
T (E
p
(∞)
b
[φ(wˆ, qˆ)|wˆ, qˆ]− ρM3) = op(1).
Proof. Noting E
p
(∞)
b
[(qˆ − q)2] ≥ E
p
(∞)
b
[(vˆ − v)2],
√
TE
p
(∞)
b
[φ(s, a, r, s′; wˆ, qˆ)− φ(s, a, r, s′;w, q)|wˆ, qˆ]
=
√
TE
p
(∞)
b
[(wˆ(s)− w(s))η(a, s)(r − q(s, a) + γv(s′))|wˆ, qˆ]+
√
TE
p
(∞)
b
[w(s)η(a, s){q(s, a)− qˆ(s, a) + γvˆ(s′)− γv(s′)}+ (1− γ)E
p
(0)
e
[vˆ(s)− v(s)]||wˆ, qˆ]+
√
TE
p
(∞)
b
[{wˆ(s)− w(s)}η(a, s){q(s, a)− qˆ(s, a) + γvˆ(s′)− γv(s′)}|wˆ, qˆ]
=
√
TE
p
(∞)
b
[{wˆ(s)− w(s)}η(a, s){q(s, a)− qˆ(s, a) + γvˆ(s′)− γv(s′)}|wˆ, qˆ]
≤
√
T‖wˆ(s)− w(s)‖2‖q(s, a)− qˆ(s, a)‖2 = Op(1).
Here, we have used an assumption (10e).
Combining all lemmas and from Eq. (36),
√
T (ρˆDRL(M3) − ρpi
e
) = GTφ(w, q) + op(1).
Then, from MC-CLT, the statement is concluded as Theorem 8.
Proof of Theorem 11. Define
φ(s, a, r, s′;w, q) = (1− γ)E
p
(0)
e
[v(s)] + w(s)η(a, s){r + γv(s′)− q(s, a)}.
Then, we have
PTφ(wˆ, qˆ) = sup
f∈F
|PT f − Ep(∞)b [f ]|+ Ep(∞)b [φ(wˆ, qˆ)|wˆ, qˆ]
= op(1) + Ep(∞)b
[φ(wˆ, qˆ)|wˆ, qˆ].
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Here, we have used an uniform law of large numbers of stationary sequence (Adams and
Nobel, 2010) based on the condition (11a) and (11b). Then, we have
E
p
(∞)
b
[φ(wˆ, qˆ)|wˆ, qˆ]
= E
p
(∞)
b
[{wˆ(s)− w†(s)}η(a, s){r − q†(s, a) + γv†(s′)}]+
+ E
p
(∞)
b
[w†(s)η(a, s){q†(s, a)− qˆ(s, a) + γvˆ(s′)− γv†(s′)}] + (1− γ)E
p
(0)
e
[v′(s)− v†(s)]
+ E
p
(∞)
b
[{wˆ(s)− w†(s)}η(a, s){q†(s, a)− qˆ(s, a) + γvˆ(s′)− γv†(s′)}]
+ E
p
(∞)
b
[{vˆ(s′)− v†(s′)− qˆ(s, a) + q†(s, a)}|wˆ, qˆ]
+ E
p
(∞)
b
[φ(w†, q†)|wˆ, qˆ]
= O(‖wˆ(s)− w†(s)‖2, ‖qˆ(s, a)− q†(s, a)‖2, ‖vˆ(s)− v†(s)‖2) + Ep(∞)b [φ(w
†, q†)]
= op(1) + Ep(∞)b
[φ(w†, q†)].
q-model is well-specified. Consider the case where q†(s, a) = q(s, a);
E
p
(∞)
b
[φ(w†, q†)] = E
p
(∞)
b
[(1− γ)E
p
(0)
e
[v(s)] + w†(s)η(a, s){r + γv(s′)− q(s, a)}]
= (1− γ)E
p
(0)
e
[v(s)] = ρpi
e
.
This implies unless q-model is consistent, the estimator ρˆDRL(M3) is also consistent.
w-model is well-specified. Consider the case where w†(s) = w(s);
E
p
(∞)
b
[φ(w†, q†)] = E[(1− γ)E
p
(0)
e
[v†(s)] + w(s)η(a, s){r + γv†(s′)− q†(s, a)}]
= (1− γ)E
p
(0)
e
[v†(s)] + E
p
(∞)
b
[w(s)η(a, s)r] + E
p
(∞)
b
[w(s)η(a, s)γv†(s′)]
(37)
− E
p
(∞)
b
[w(s)η(a, s)q†(s, a)]
= E
p
(∞)
b
[w(s)η(a, s)r] + E
p
(∞)
b
[w(s)v†(s)]− E
p
(∞)
b
[w(s)η(a, s)q†(s, a)] (38)
= E
p
(∞)
b
[w(s)η(a, s)r] = ρpi
e
. (39)
From Eq. (37) to Eq. (38), we use a result
(1− γ)E
p
(0)
e
[v†(s)] + E
p
(∞)
b
[w(s)η(a, s)γv†(s′)] = E
p
(∞)
b
[w(s)v†(s)]
from Lemma 13. From Eq. (38) to Eq. (39), we use a result
E
p
(∞)
b
[w(s)η(a, s)q†(s, a)] = E
p
(∞)
b
[w(s)E[η(a, s)q†(s, a)|s]] = E
p
(∞)
b
[w(s)v†(s)].
This implies unless the ratio model is consistent, the estimator ρˆDRL(M3) is also consistent.
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Proof of Theorem 12. For the ease of the notation, we assume N = 1. The extension to
general N is straightforward. We have the following decomposition;
√
T (ρˆDRL(M3) − ρpi
e
) = GTφ(wˆ, qˆ)−GTφ(w†, q†)+ (40)
+
√
T (E
p
(∞)
b
[φ(wˆ, qˆ)|wˆ, qˆ]− E
p
(∞)
b
[φ(w†, q†)]) (41)
+
√
T (E
p
(∞)
b
[φ(w†, q†)]− ρpie) (42)
+GTφ(w†, q†).
The term Eq. (40) is op(1) from Lemma 23. The term Eq. (41) is also op(1) from Lemma 24.
The term Eq. (42) is 0 following the argument in the proof of Theorem 11. Then, we get√
T (ρˆDRL(M3) − ρpi
e
) = GTφ(w†, q†) + op(1). From MC-CLT, the statement is concluded as
Theorem 8.
Proof of Lemma 13. Define
δ(g, s′) = γ
∫
p(s′|s)g(s)dλ(s)− g(s′) + (1− γ)p(0)e (s′),
where g(s) is any function and p(s′|s) is a marginal distribution of p(s′|s, a)pie(a|s). We have
g(s) = p
(∞)
e,γ (s) if and only if δ(g, s′) = 0 and any s′. Then,
L(w, fw)
= E
p
(∞)
b
[{γw(s)η(a, s)− w(s′)}fw(s′)] + (1− γ)Ep(0)e [fw(s)]
= E
p
(∞)
b
[γw(s)η(a, s)fw(s
′)]− E
p
(∞)
b
[w(s)fw(s)] + (1− γ)Ep(0)e [fw(s)]
= E
p
(∞)
e,γ
[(p(∞)e,γ (s)/p
(∞)
b (s))
−1γw(s)η(a, s)fw(s′)]− Ep(∞)e,γ [(p
(∞)
e,γ (s)/p
(∞)
b (s))
−1w(s)fw(s)]
+ (1− γ)E
p
(0)
e
[fw(s)]
=
∫
δ(g, s′)fw(s′)dλ(s′),
where we have g(s) = p
(∞)
e,γ (s){p(∞)e,γ (s)/p(∞)b (s)}−1w(s). Therefore, L(w, fw) = 0 for any
fw is equivalent to δ(g, s
′) = 0 for any s′. This is equivalent to g(s) = p(∞)e,γ (s), that is,
w(s) = pie(a|s)/pib(a|s).
Proof of Theorem 14. For the ease of the notation, we assume N = 1. In the first step, we
calculate the asymptotic variance for general fw(s). Then, we prove the upper bound.
Step 1 Prove that the asymptotic MSE is given by
E
p
(∞)
b
[fw(s
′)∇β>∆(s, a, s′)]−1Ep(∞)b [∆
2(s, a, s′)fw(s′)fw(s′)>]Ep(∞)b
[∇β∆(s, a, s′)f>(s′)]−1|β∗ .
(43)
For simplicity, we assume β is one-dimensional. Using a mean value theorem, we have
√
T (βˆfw − β∗) = −PT [fw(s′)∇β>∆(s, a, s′)]−1|β†
√
TPT [fw(s′)∆(w; s, a, s′)]|β∗ , (44)
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where β† is a value between βˆ and β∗. The first term in right hand size of Eq. (44) converges
to
PT [fw(s′)∇β>∆(s, a, s′)]|β† p→ Ep(∞)b [fw(s
′)∇β>∆(s, a, s′)]|β∗ . (45)
This is proved by an uniform convergence condition coming from Lipschitz condition and
β† p→ β∗. (Consistency is easily proved (van der Vaart, 1998, Theorem 5.7))
Next, we calculate the second term in right hand size of Eq. (44). By MC-CLT, we have
√
T (PT [fw(s′)∆(s, a, s′)]|β∗ − Ep(∞)b [fw(s
′)∆(s, a, s′)]|β∗) d→ N (0, σ2), (46)
where
σ2 = lim
t→∞ var[∆(zt)fw(st+1)]|β∗ + 2 limt→∞
∞∑
t′=1
cov(∆(zt)fw(st+1),∆(zt+t′)fw(st+1+t′))|β∗ ,
(47)
where zt is (st, at, rt, st+1). The first term in Eq. (47) is
lim
t→∞ var[∆(zt)fw(st+1)]|β∗ = varp(∞)b [∆(s, a, s
′)fw(s′)]|β∗ .
where zt = (st, at, st+1). On the other hand, the second term in Eq. (47) is zero. This is
because for 0 ≤ t < t′;
Epib [∆(zt)fw(st+1)∆(zt+t′)fw(st+1+t′)]|β∗
= Epib [E[∆(zt)fw(st+1)∆(zt+t′)fw(st+1+t′)|zt+1, · · · , zt+t′ ]]|β∗
= Epib [∆(zt+t′)fw(st+1)fw(st+1+t′)E[∆(zt)|zt+1, · · · , zt+t′ ]]|β∗
= Epib [∆(zt+t′)fw(st+1)fw(st+1+t′)E[∆(zt)|st+1]]|β∗ = 0.
To sum up,
σ2 = var
p
(∞)
b
[∆(s, a, s′)fw(s′)]|β∗ .
Combining Eq. (45) and Eq. (46), by Slutsky’s theorem, the statement Eq. (43) is obtained.
Step 2 Use a Cauchy Schwarz inequality for
E
p
(∞)
b
[fw(s
′)∇β>∆(s, a, s′)]−1varp(∞)b [∆(s, a, s
′)fw(s′)]Ep(∞)b
[∇β∆(s, a, s′)f>w (s′)]−1|β∗
= A−1w BwA
−1>
w ,
where
Aw = Ep(∞)b
[fw(s
′)E[∇β>∆(s, a, s′)|s′]]|β∗ ,
Bw = Ep(∞)b
[var
p
(∞)
b
[∆(s, a, s′)|s′]fw(s′)fw(s′)>]|β∗ .
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The lower bound of this value is
E
p
(∞)
b
[∇βmw(s′)v−1w (s′)∇β>mw(s′)]−1|β∗ ,
where
mw(s
′) = E
p
(∞)
b
[∇β∆(s, a, s′)|s′], vw(s′) = varp(∞)b [∆(s, a, s
′)|s′].
Proof of Theorem 15. For the ease of the notation, we assume N = 1.
√
T (ρˆEIS − ρpie) = GT [w(s; βˆfw)η(a, s)r]−GT [w(s)η(a, s)r]
+GT [w(s)η(a, s)r]+
+
√
T (E[w(s; βˆfw)η(a, s)r|βˆfw ]− ρpie).
Here, from the standard argument,
√
T (E[w(s; βˆfw)η(a, s)r]− ρpie)
= E[∇β>w(s;β)η(a, s)r]E[fw(s′)∇β>∆(s, a, s′;β)]−1PT∆(s, a, s′;β)fw(s′)|β∗ + op(1).
This concludes the proof.
Proof of Theorems 16 and 17. Same as the proof of Theorem 14
C Additional results of Experiment
Here, we provide additional results from the experiment in Section 7 with α = 0.4, 0.8. The
results are given in the below figures.
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Figure 7: Setting (1) with α = 0.4 Figure 8: Setting (1) with α = 0.8
Figure 9: Setting (2) with α = 0.4 Figure 10: Setting (2) with α = 0.8
Figure 11: Setting (3) with α = 0.4 Figure 12: Setting (3) with α = 0.8
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