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Resumo
Neste trabalho são referidas motivações, apliações e relações da teoria
do ontrolo om outras áreas da matemátia. Apresentamos uma breve
resenha história sobre o ontrolo óptimo, desde as suas origens no álulo
das variações e na teoria lássia do ontrolo aos dias de hoje, dando
espeial destaque ao prinípio do máximo de Pontryagin.
Palavras have: ontrolo óptimo, prinípio do máximo de Pontryagin,
apliações da teoria matemátia dos sistemas de ontrolo.
Abstrat
In this work we refer to motivations, appliations, and relations of
ontrol theory with other areas of mathematis. We present a brief his-
torial review of optimal ontrol theory, from its roots in the alulus of
variations and the lassial theory of ontrol to the present time, giving
partiular emphasis to the Pontryagin maximum priniple.
Keywords: optimal ontrol, Pontryagin maximumpriniple, appliations
of the mathematial theory of ontrol.
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1 Introdução
Todos nós já tentámos, numa ou outra oasião, manter em equilíbrio uma vara
sobre o dedo indiador (i.e., resolver o problema do pêndulo invertido). Por
outro lado é muito mais difíil, sobretudo se feharmos os olhos, manter em
equilíbrio um pêndulo invertido duplo. A teoria do ontrolo permite fazê-lo sob
a ondição de dispormos de um bom modelo matemátio.
Um sistema de ontrolo é um sistema dinâmio, que evolui no tempo, so-
bre o qual podemos agir através de uma função de omando ou ontrolo. Um
omputador, que permite a um utilizador efetuar uma série de omandos, um
eossistema sobre o qual podemos agir favoreendo esta ou aquela espéie, os
teidos nervosos que formam uma rede ontrolada pelo érebro e realizam a
transformação de estímulos provenientes do exterior em ações do organismo,
um robot que deve efetuar uma tarefa bem preisa, uma viatura sobre a qual
agimos por intermédio de um pedal de aeleração, de travagem e embraiagem e
que onduzimos om a ajuda de um volante, um satélite ou uma nave espaial,
são todos eles exemplos de sistemas de ontrolo, os quais podem ser modelados
e estudados pela teoria dos sistemas de ontrolo.
A teoria do ontrolo analisa as propriedades de tais sistemas, om o intuito
de os onduzir de um determinado estado iniial a um dado estado nal, respei-
tando eventualmente ertas restrições. A origem de tais sistemas pode ser muito
diversa: meânia, elétria, biológia, químia, eonómia, et. O objetivo
pode ser o de estabilizar o sistema tornando-o insensível a ertas perturbações
(problema de estabilização) ou ainda determinar as soluções óptimas relativa-
mente a um determinado ritério de optimização (problema do ontrolo óptimo).
Para modelar os sistemas de ontrolo podemos reorrer a equações difereniais,
integrais, funionais, de diferenças nitas, às derivadas pariais, determinístias
ou estoástias, et. Por esta razão a teoria do ontrolo vai beber e ontribui
em numerosos domínios da matemátia (vide, e.g., [4, 11, 12, 21, 23, 27℄).
A estrutura de um sistema de ontrolo é representada pela interonexão de
ertos elementos mais simples que formam sub-sistemas. Neles transita infor-
mação. A dinâmia de um sistema de ontrolo dene as transformações possíveis
do sistema, que oorrem no tempo de maneira determinista ou aleatória. Os
exemplos já dados mostram que a estrutura e a dinâmia de um sistema de
ontrolo podem ter signiados muito diferentes. Em partiular, o oneito de
sistema de ontrolo pode desrever transformações disretas, ontínuas, híbridas
ou, de um modo mais geral, numa time sale ou measure hain [13, 14, 22℄.
Um sistema de ontrolo diz-se ontrolável se o podemos onduzir (em
tempo nito) de um determinado estado iniial até um estado nal presrito.
Em relação ao problema da ontrolabilidade, Kalman demonstrou em 1949 um
resultado importante que arateriza os sistemas lineares ontroláveis de dimen-
são nita (Teorema 7). Para sistemas não lineares o problema matemátio da
ontrolabilidade é muito mais difíil e onstitui um domínio de investigação
ainda ativo nos dias de hoje.
Assegurada a propriedade de ontrolabilidade, podemos desejar passar de
um estado iniial a um estado nal minimizando ou maximizando um determi-
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nado ritério. Temos então um problema de ontrolo óptimo. Por exemplo, um
ondutor que efetue o trajeto Lisboa-Porto pode querer viajar em tempo mín-
imo. Nesse aso esolhe o trajeto pela auto-estrada A1. Uma onsequênia de
tal esolha será o pagamento de portagem. Outro problema de ontrolo óptimo é
obtido se tivermos omo ritério de minimização os ustos da viagem. A solução
de tal problema envolverá a esolha de estradas naionais, gratuitas, mas que
levam muito mais tempo a hegar ao destino (segundo a informação do sítio
da internet http://www.google.pt/maps o trajeto pela auto-estrada dura 3h
e pela estrada naional dura 6h45m). Um problema de ontrolo óptimo pode
ser formulado do seguinte modo. Consideremos um sistema de ontrolo, ujo
estado num determinado instante é representado por um vetor. Os ontrolos
são funções ou parâmetros, habitualmente sujeitos a restrições, que agem sobre
o sistema sob a forma de forças exteriores, de poteniais térmios ou elétrios,
de programas de investimento, et. e afetam a dinâmia. Uma equação é dada,
ou tipiamente um sistema de equações difereniais, relaionando as variáveis
e modelando a dinâmia do sistema. É depois neessário utilizar a informação
presente e as araterístias do problema para onstruir os ontrolos adequa-
dos que vão permitir realizar um objetivo preiso. Por exemplo, quando nos
desloamos na nossa viatura agimos de aordo om o ódigo da estrada (pelo
menos é aonselhável) e onretizamos um plano de viagem para hegar ao nosso
destino. São impostas restrições sobre a trajetória ou sobre os ontrolos, que
é impresindível ter em onsideração. Fixamos um ritério permitindo medir a
qualidade do proesso esolhido. Este apresenta-se normalmente sob a forma de
uma funional que depende do estado do sistema e dos ontrolos. Para além das
ondições anteriores prouramos ainda minimizar (ou maximizar) esta quan-
tidade. Um exemplo já dado anteriormente é o de desloarmo-nos em tempo
mínimo de um ponto a outro. Notemos que a forma das trajetórias óptimas
depende fortemente do ritério de optimização. Por exemplo, para estaionar o
nosso arro é fáil veriar que a trajetória seguida difere se queremos realizar
a operação em tempo mínimo (o que é arrisado) ou minimizando a quantidade
de ombustível gasta na operação.
A teoria do ontrolo óptimo tem uma grande importânia no domínio aeroes-
paial, nomeadamente em problemas de ondução, transferênia de órbitas aero-
assistidas, desenvolvimento de lançadores de satélites reuperáveis (o aspeto
naneiro é aqui muito importante) e problemas da reentrada atmosféria,
omo seja o famoso projeto Mars Sample Return da Agênia Espaial Eu-
ropeia (ESA), que onsiste em enviar uma nave espaial ao planeta Marte om
o objetivo de trazer amostras marianas (Figura 1).
2 Breve resenha história
O álulo das variações naseu no séulo dezassete om o ontributo de Bernoulli,
Fermat, Leibniz e Newton. Alguns matemátios omo H.J. Sussmann e J.C. Willems
defendem a origem do ontrolo óptimo oinidente om o nasimento do ál-
ulo das variações, em 1697, data de publiação da solução do problema da
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Figura 1: a teoria do ontrolo óptimo tem um papel importante na engenharia
aeroespaial.
braquistórona pelo matemátio Johann Bernoulli [28℄. Outros vão ainda mais
longe, hamando a atenção para o fato do problema da resistênia aerodinâmia
de Newton, oloado e resolvido por Isaa Newton em 1686, no seu Prinipia
Mathematia, ser um verdadeiro problema de Controlo Óptimo [25, 30℄.
Em 1638 Galileu estudou o seguinte problema: determinar a urva sobre a
qual uma pequena esfera rola sob a ação da gravidade, sem veloidade iniial e
sem atrito, de um ponto A até um ponto B om um tempo de perurso mínimo
(esorrega de tempo mínimo, ver Figura 2).
Figura 2: problema da braquistórona.
Trata-se do problema da braquistórona (do grego brakhistos, o mais breve,
e hronos, tempo). Galileu pensou (erradamente) que a urva prourada era
um aro de írulo. Observou no entanto, orretamente, que o segmento de
linha reta não é o aminho de tempo mais urto. Em 1696, Jean Bernoulli
oloou este problema omo um desao aos melhores matemátios da sua époa.
Ele próprio enontrou a solução, assim omo o seu irmão Jaques Bernoulli,
Newton, Leibniz e o marquês de l'Hopital. A solução é um aro de ilóide
omeçando om uma tangente vertial [20, 28℄. As rampas de skate assim omo
as desidas mais rápidas dos aqua-parques, têm a forma de ilóide (Figura 3).
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Figura 3: aros de ilóide onduzem às desidas mais rápidas e à adrenalina
máxima.
A teoria do ontrolo óptimo surge depois da segunda guerra mundial, re-
spondendo a neessidades prátias de engenharia, nomeadamente no domínio da
aeronáutia e da dinâmia de voo. A formalização desta teoria oloou várias
questões novas. Por exemplo, a teoria do ontrolo óptimo motivou a introdução
de novos oneitos de soluções generalizadas na teoria das equações difereniais
e originou novos resultados de existênia de trajetórias. Regra geral, onsidera-
se que a teoria do ontrolo óptimo surgiu em nais dos anos inquenta na antiga
União Soviétia, em 1956, om a formulação e demonstração do Prinípio do
Máximo de Pontryagin por L.S. Pontryagin (Figura 4) e pelo seu grupo de
olaboradores: V.G. Boltyanskii, R.V. Gamkrelidze e E.F. Mishhenko [24℄.
Figura 4: Lev Semenovih Pontryagin (3/Set/1908  3/Maio/1988)
Pontryagin e os seus ompanheiros introduziram um aspeto de importânia
primordial: generalizaram a teoria do álulo das variações a urvas que tomam
valores em onjuntos fehados (om fronteira). A teoria do ontrolo óptimo
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está muito ligada à meânia lássia, em partiular aos prinípios variaionais
(prinípio de Fermat, equações de Euler-Lagrange, et.) Na verdade o priní-
pio do máximo de Pontryagin é uma generalização das ondições neessárias de
Euler-Lagrange e de Weierstrass. Alguns pontos fortes da nova teoria foram a
desoberta do método de programação dinâmia, a introdução da análise fun-
ional na teoria dos sistemas óptimos e a desoberta de ligações entre as soluções
de um problema de ontrolo óptimo e os resultados da teoria de estabilidade
de Lyapunov [31, 32℄. Mais tarde apareeram as fundações da teria do ontrolo
estoástio e da ltragem em sistemas dinâmios, a teoria dos jogos, o ontrolo
de equações om derivadas pariais e os sistemas de ontrolo híbrido  algumas
de entre as muitas áreas de investigação atual [1, 19, 27℄.
3 Controlo óptimo linear
A teoria do ontrolo óptimo é muito mais simples quando o sistema de on-
trolo sob onsideração é linear. O ontrolo óptimo não linear será abordado na
Seção 4. A teoria linear ainda é, nos dias de hoje, a mais usada e onheida
nas áreas de engenharia e suas apliações.
3.1 Questões entrais
Seja A ∈ Mn(R) (denotamos por Mn(R) o onjunto das matrizes n × n de
entradas reais); B,X0 ∈ Mn,1(R) ≃ Rn; I um intervalo de R; e u : R→ R uma
função mensurável (u ∈ L1) tal que u(t) ∈ I ∀t.1 O teorema de existênia de
solução para equações difereniais assegura a existênia de uma únia apliação
R ∋ t 7→ X(t) ∈ Rn absolutamente ontínua (X ∈ AC) tal que
X˙(t) = AX(t) +Bu(t) ∀t ,
X(0) = X0 .
(1)
Esta apliação depende do ontrolo u. Ao mudarmos a função u obtemos uma
outra trajetória t 7→ X(t) em Rn (Figura 5).
Neste ontexto, surgem naturalmente duas questões:
(i) Dado um ponto X1 ∈ Rn, existirá um ontrolo u tal que a trajetória
assoiada a esse ontrolo liga X0 a X1 em tempo nito T ? (Figura 6) É este o
problema da ontrolabilidade.
(ii) Assegurada a ontrolabilidade (questão anterior), existirá um ontrolo
que minimiza o tempo de perurso de X0 até X1? (Figura 7) Temos então um
problema de ontrolo óptimo (de tempo mínimo).
Os teoremas que se seguem respondem a estas questões. As respetivas
demonstrações são bem onheidas e podem failmente ser enontradas na lit-
eratura (vide, e.g., [18, 21, 33℄).
1
Nas apliações onsidera-se normalmente omo lasse dos ontrolos admissíveis o onjunto
dos ontrolos seionalmente ontínuos ou mesmo seionalmente onstantes. Mostra-se que
a família de trajetórias orrespondentes aos ontrolos seionalmente onstantes é densa no
onjunto de todas as soluções om ontrolos mensuráveis (vide, e.g., [3℄).
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X0
Figura 5: a trajetória solução do sistema de ontrolo (1) depende da esolha
onreta do ontrolo u.
X(t)
X1 = X(T )X0
Figura 6: problema da ontrolabilidade.
X1 = X(T )X0
Figura 7: problema do tempo mínimo.
3.2 Conjunto aessível
Considerando o sistema linear de ontrolo (1) omeçamos por introduzir um
onjunto de grande importânia: o onjunto aessível.
Denição 1. O onjunto dos pontos aessíveis a partir de X0 em tempo T > 0
é denotado e denido por
A(X0, T ) = {X1 ∈ R
n | ∃u ∈ L1([0, T ], I),
∃X : R→ Rn ∈ AC om X(0) = X0,
∀t ∈ [0, T ] X˙(t) = AX(t) +Bu(t), X(T ) = X1} .
Por palavras, A(X0, T ) é o onjunto das extremidades das soluções de (1)
em tempo T , quando fazemos variar o ontrolo u (Figura 8).
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X0
A(X0, T )
Figura 8: onjunto aessível.
Teorema 2. Sejam T > 0, I ompato e X0 ∈ Rn. Então para todo o t ∈ [0, T ],
A(X0, t) é ompato, onvexo e varia ontinuamente om t em [0, T ].
A solução de {
X˙ = AX +Bu
X(0) = X0
(2)
é
X(t) = etA + etA
∫ t
0
e−sABu(s)ds .
Constatamos que se X0 = 0, i.e., se partirmos da origem, então a expressão de
X(t) é simpliada: X(t) = etA
∫ t
0
e−sABu(s)ds é linear em u. Esta observação
leva-nos à seguinte proposição.
Proposição 3. Suponhamos que X0 = 0 e I = R. Então,
1. ∀T > 0 A(0, T ) é um sub-espaço vetorial de Rn. Além disso,
2. 0 < T1 < T2 ⇒ A(0, T1) ⊂ A(0, T2).
Denição 4. O onjunto A(0) = ∪t≥0A(0, T ) é o onjunto dos pontos aessíveis
(num tempo qualquer) a partir da origem.
Corolário 5. O onjunto A(0) é um sub-espaço vetorial de Rn.
3.3 Controlabilidade
O sistema de ontrolo X˙ = AX+Bu diz-se ontrolável se para todo o X0, X1 ∈
R
n
existe um ontrolo u tal que a trajetória assoiada une X0 a X1 em tempo
nito T (Figura 9). De modo mais formal temos:
Denição 6. O sistema de ontrolo X˙ = AX +Bu diz-se ontrolável se
∀X0, X1 ∈ R
n ∃T > 0 ∃u : [0, T ]→ I ∈ L1
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∃X : [0, T ]→ Rn |


X˙ = AX +Bu ,
X(0) = X0 ,
X(T ) = X1 .
X1X0
Figura 9: ontrolabilidade.
O teorema seguinte dá-nos uma ondição neessária e suiente de ontro-
labilidade hamada ondição de Kalman.
Teorema 7 (Condição de Kalman). O sistema X˙ = AX + Bu é ontrolável
se e somente se a matriz C = (B|AB| · · · |An−1B) tiver araterístia ompleta
(i.e., rank(C) = n).
3.4 Prinípio do Máximo de Pontryagin para o problema
de tempo mínimo
Começamos por formalizar, om a ajuda do onjunto aessível A(X0, t), a noção
de tempo mínimo.
Sejam X0, X1 ∈ Rn. Suponhamos que X1 é aessível a partir de X0, i.e.,
suponhamos que existe pelo menos uma trajetória unindo X0 a X1. De entre
todas as trajetórias que unem X0 a X1 gostaríamos de araterizar aquela que
o faz em tempo mínimo T (Figura 10).
X1 = X(T )X0
Figura 10: qual a trajetória X para a qual T é mínimo?
Se T for o tempo mínimo, então para todo o t < T , X1 6∈ A(X0, T ) (om
efeito, se assim não fosse X1 seria aessível a partir de X0 num tempo inferior
a T e T não seria o tempo mínimo). Consequentemente,
T = inf{t > 0 |X1 ∈ A(X0, t)} . (3)
O valor de T está bem denido pois, a partir do Teorema 2, A(X0, t) varia on-
tinuamente om t, logo {t > 0 |X1 ∈ A(X0, t)} é fehado em R. Em partiular
9
X0
X1
A(X0, T )
A(X0, t)
Figura 11: o tempo mínimo T orresponde ao primeiro instante t para o qual
A(X0, t) ∩ {X1} 6= ∅.
o ínmo em (3) é mínimo. O tempo t = T é o primeiro instante para o qual
A(X0, t) ontém X1 (Figura 11).
Por outro lado, temos neessariamente:
X1 ∈ Fr A(X0, T )\intA(X0, T ) .
Com efeito, se X1 pertenesse ao interior de A(X0, T ), então para t < T próximo
de T , X1 perteneria ainda a A(X0, t) pois A(X0, t) varia ontinuamente om
t. Isto ontradiz o fato de T ser o tempo mínimo. Estas observações dão uma
visão geométria à noção de tempo mínimo e onduzem-nos à seguinte denição:
Denição 8. Seja u ∈ L1([0, T ], I). O ontrolo u diz-se óptimo para o sistema
(1) se a orrespondente trajetória X veria X(T ) ∈ FrA(X0, T ).
Dizer que u é óptimo é dizer que a trajetória assoiada a u une X0 a X1
em tempo mínimo. O objetivo é então o de determinar os ontrolos óptimos.
O teorema que se segue dá-nos uma ondição neessária e suiente de optimal-
idade.
Teorema 9 (Prinípio do Máximo de Pontryagin (aso linear)). Considere-se
o sistema de ontrolo {
X˙ = AX +Bu ,
X(0) = X0 .
Seja T > 0. O ontrolo u ∈ L1([0, T ], I = [−1, 1]) é óptimo se e somente se
u(t) = sinal〈η(t), B〉
onde 〈·, ·〉 é o produto interno em Rn e η(t) ∈ Rn é solução da equação η˙T =
−ηTA.
A ondição iniial η(0) depende de X1. Como ela não é diretamente on-
heida, a utilização do Teorema 9 é maioritariamente indireta. Vejamos um
exemplo.
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3.5 Exemplo: ontrolo óptimo de um osilador harmónio
(aso linear)
Consideremos uma massa pontual m ligada a uma mola ujo movimento está
restrito a um eixo Ox (Figura 12).
xm
~ι
O
Figura 12: sistema massa-mola.
A massa pontual sai da origem por uma força que supomos igual a
−k1(x− l)− k2(x− l)
3
onde l é o omprimento da mola em repouso. Apliamos a essa massa pontual
uma força exterior horizontal u(t)~l. A segunda Lei de Newton diz-nos que a
força resultante apliada é diretamente proporional ao produto entre a massa
inerial e a aeleração adquirida pela mesma, ou seja
mx¨(t) + k1(x(t) − l) + k2(x(t) − l)
3 = u(t) . (4)
As leis básias da Físia dizem-nos também que todas as forças são limitadas.
Impomos a seguinte restrição à força exterior:
|u(t)| ≤ 1 ∀ t .
Isto signia que a força apenas pode tomar valores no intervalo fehado [−1, 1].
Suponhamos que a posição e a veloidade iniiais do objeto são, respetiva-
mente, x(0) = x0 e x˙(0) = y0. O problema onsiste em trazer, em tempo
mínimo, a massa pontual à posição de equilíbrio x = l por esolha adequada da
força externa u(t) e tendo em onta a restrição |u(t)| ≤ 1. A força u é aqui o
nosso ontrolo.
Problema. Dadas as ondições iniiais x(0) = x0 e x˙(0) = y0, enontrar a função
u que permite transportar a massa para a sua posição de equilíbrio em tempo
mínimo.
3.5.1 Modelação matemátia
Para simpliar a apresentação, vamos supor m = 1 kg, k1 = 1N.m
−1
e l =
0m (passamos a l = 0 por translação). A equação de movimento (4) é então
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equivalente ao sistema diferenial de ontrolo{
x˙(t) = y(t)
y˙(t) = −x(t)− k2x(t)3 + u(t)
x(0) = x0, x˙(0) = y0 .
(5)
Esrevemos failmente (5) na notação matriial
X˙ = AX + f(X) +Bu , X(0) = X0 , (6)
tomando
A =
(
0 1
−1 0
)
, B =
(
0
1
)
,
X =
(
x
y
)
, X0 =
(
x0
y0
)
, f(X) =
(
0
−k2x3
)
.
Tendo em mente que estamos na seção de ontrolo linear xamos k2 = 0,
desprezando efeitos onservativos não lineares (na Seção 4, onde abordamos o
ontrolo óptimo não linear, onsideraremos o aso k2 6= 0). Para k2 = 0 temos
f(X) ≡ 0 e obtemos o sistema de ontrolo (6) na forma (2) (sistema de ontrolo
linear). Pretendemos responder a duas questões:
1. Existirá sempre, para toda e qualquer ondição iniial x(0) = x0 e x˙(0) =
y0, uma força exterior horizontal (um ontrolo) que permite transportar
em tempo nito T a massa pontual para sua posição de equilíbrio x(T ) = 0
e x˙(T ) = 0?
2. Se a primeira pergunta for respondida positivamente, qual a força (qual
o ontrolo) que minimiza o tempo de transporte da massa pontual à sua
posição de equilíbrio?
3.5.2 Controlabilidade do sistema
O nosso sistema esreve-se na forma{
X˙ = AX +Bu
X(0) = X0
om A =
(
0 1
−1 0
)
e B =
(
0
1
)
. Temos então
rank (B|AB) = rank
(
0 1
1 0
)
= 2
e o Teorema 7 garante-nos que o sistema é ontrolável (se u(t) ∈ R). Isto
signia que existem ontrolos para os quais as trajetórias assoiadas unem X0
a 0. Temos assim resposta armativa à nossa primeira questão, admitindo que
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o sistema mantém-se ontrolável om ontrolos que veriam a restrição |u| ≤ 1
(o que será veriado a posteriori). Esta resposta é esperada em termos físios.
Se não apliarmos uma força exterior, i.e., se u = 0, a equação do movimento é
x¨+x = 0 e a massa pontual osila sem nuna parar, nuna voltando à sua posição
de equilíbrio em tempo nito. Por outro lado, ao apliarmos determinadas forças
exteriores, temos tendênia a amorteer as osilações. A teoria do ontrolo prevê
que onseguimos realmente parar a massa em tempo nito.
3.5.3 Determinação do ontrolo óptimo
Sabemos que existem ontrolos que permitem onduzir o sistema de X0 a 0.
Agora queremos determinar, em onreto, qual desses ontrolos o faz em tempo
mínimo. Para isso apliamos o Teorema 9:
u(t) = sinal 〈η(t), B〉 ,
onde η(t) ∈ R2 é solução de η˙T = −ηTA. Seja η(t) =
(
η1(t)
η2(t)
)
. Então, u(t) =
sinal η2(t) e η˙1 = η2, η˙2 = −η1, ou seja, η¨2+η2 = 0. Logo η2(t) = λ cos t+µ sin t.
Consequentemente, o ontrolo óptimo é seionalmente onstante em intervalos
de omprimento π e toma valores alternadamente ±1.
• Se u = −1, obtemos o sistema diferenial{
x˙ = y ,
y˙ = −x− 1 .
(7)
• Se u = +1, obtemos {
x˙ = y ,
y˙ = −x+ 1 .
(8)
A trajetória óptima unindo X0 a 0 é onstituída por pedaços de soluções de
(7) e (8) onatenadas. As soluções de (7) e (8) são failmente obtidas:
x˙ = y, y˙ = −x− 1 ⇒
d
dx
((x+ 1)2 + y2) = 0
⇒ (x + 1)2 + y2 = const = R2
e onluímos que as urvas soluções de (7) são írulos entrados em x = −1
e y = 0 de período 2π (om efeito, x(t) = −1 + R cos t e y(t) = R sin t); omo
soluções de (8) obtemos x(t) = 1 + R cos t e y(t) = R sin t, i.e., as soluções de
(8) são írulos entrados em x = 1 e y = 0 de período 2π.
A trajetória óptima de X0 até 0 segue alternadamente um aro de írulo
entrado em x = −1 e y = 0 e um aro de írulo entrado em x = 1 e y = 0. O
estudo detalhado da trajetória óptima e a sua implementação numéria, para
todo e qualquer X0, podem ser enontrados em [33℄.
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4 Controlo óptimo não linear
Apresentamos agora algumas ténias para a análise de problemas de ontrolo
óptimo não lineares. Em partiular, formulamos o Prinípio do Máximo de
Pontryagin numa forma mais geral do que aquela que vimos na Seção 3. O
exemplo não linear da massa-mola será tratado omo exemplo de apliação.
4.1 Problemátia geral
De um ponto de vista global, o problema deve se formulado numa variedadeM ,
mas o nosso ponto de vista vai ser loal e trabalhamos sobre um aberto V de Rn
suientemente pequeno. A problemátia geral do ontrolo óptimo é a seguinte.
Consideremos um sistema de ontrolo
x˙(t) = f(x(t), u(t)) (9)
sobre V onde f : Rn×Rm → Rn é suave2 e o onjunto dos ontrolos admissíveis
U é omposto por apliações u : [0, T (u)] → Ω ⊆ Rm mensuráveis limitadas.
Dada uma apliação f0 : Rn × Rm → R, denotamos por
C(u) =
∫ T ′
0
f0(x(t), u(t))dt
o usto de uma trajetória x : t 7→ x(t) assoiada a u(·) e denido sobre [0, T ′(u)],
T ′(u) ≤ T (u). SejamM0 eM1 duas sub-variedades regulares de V . O problema
do ontrolo óptimo onsiste em enontrar, de entre todas as trajetórias que
unem M0 a M1, aquelas ujo usto é mínimo. Começamos por restringir-nos ao
aso em que M0 e M1 são pontos x0 e x1 de V . Sendo o nosso ponto de vista
loal, podemos sempre supor que x0 = 0.
4.2 Apliação entrada-saída
Consideremos para o sistema (9) o seguinte problema de ontrolo: dado um
ponto x1 ∈ V , enontrar um tempo T e um ontrolo u sobre [0, T ] tal que a
trajetória xu assoiada a u, solução de (9), veria
xu(0) = 0 , xu(T ) = x1 .
Isto leva-nos a denir:
Denição 10. Seja T > 0. A apliação entrada-saída em tempo T do sistema
de ontrolo (9) iniializado em 0 é a apliação:
ET :U → V
u 7→ xu(T )
2
F.H. Clarke riou nos anos setenta a hamada Análise Não-Suave (Nonsmooth Analysis)
que permite o estudo de problemas de ontrolo óptimo mais gerais, em que as funções envolvi-
das não são neessariamente difereniáveis no sentido lássio. Dado o aráter introdutório
do nosso texto, restringimo-nos ao aso suave no sentido C∞: todos os objetos manipula-
dos são aqui, salvo asos partiulares menionados, C∞. Remetemos o leitor interessado na
Análise Não-Suave para [5, 6, 7, 8℄.
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onde U é o onjunto dos ontrolos admissíveis.
Por outras palavras, a apliação entrada-saída em tempo T assoia a um
ontrolo u o ponto nal da trajetória assoiada a u. Uma questão importante
na teoria do ontrolo é estudar esta apliação ET , desrevendo a sua imagem,
as suas singularidades, a sua regularidade, et. A resposta a estas questões
depende, obviamente, do espaço U de partida e da forma do sistema (da função
f). Com toda a generalidade temos o seguinte resultado (vide, e.g., [17, 27℄).
Proposição 11. Consideremos o sistema (9) onde f é suave e U ⊂ L∞([0, T ]).
Então ET é suave no sentido L
∞
.
Seja u ∈ U um ontrolo de referênia. Exprimamos a difereniabilidade (no
sentido de Fréhet) de ET no ponto u. Consideremos A(t) =
∂f
∂x
(xu(t), u(t)) e
B(t) = ∂f
∂u
(xu(t), u(t)). O sistema
y˙v(t) = A(t)yv(t) +B(t)v(t)
yv(0) = 0
é hamado sistema linearizado ao longo de (xu, u). O diferenial de Fréhet de
ET em u é a apliação
dET (u) · v = yv(T ) =
∫ T
0
M(T )M−1(s)B(s)v(s)ds
onde M é a solução matriial de M˙ = AM , M(0) = Id.
4.3 Controlos singulares
Seja u um ontrolo denido sobre [0, T ] tal que a trajetória partindo de x(0) =
x0 é denida sobre [0, T ]. Dizemos que o ontrolo u (ou a trajetória xu) é
singular sobre [0, T ] se o diferenial de Fréhet dET (u) da apliação entrada-
saída no ponto u não é sobrejetiva. Caso ontrário dizemos que u é regular.
Proposição 12. Sejam x0 e T xos. Se u é um ontrolo regular, então ET é
uma apliação aberta numa vizinhança de u.
4.4 Conjunto aessível e ontrolabilidade
O onjunto aessível em tempo T para o sistema (9), denotado por A(T ), é o
onjunto das extremidades em tempo T das soluções do sistema partindo de 0.
Por outras palavras, é a imagem da apliação entrada-saída em tempo T .
Denição 13. O sistema (9) diz-se ontrolável se
∪T≥0A(T ) = R
n .
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Argumentos do tipo do teorema da função implíita permitem deduzir os
resultados de ontrolabilidade loal do sistema de partida a partir do estudo da
ontrolabilidade do sistema linearizado (vide, e.g., [18℄). Por exemplo, deduzi-
mos do teorema de ontrolabilidade no aso linear a proposição seguinte.
Proposição 14. Consideremos o sistema de ontrolo (9) onde f(0, 0) = 0. Seja
A = ∂f
∂x
(0, 0) e B = ∂f
∂u
(0, 0). Se
rank (B|AB| · · · |An−1B) = n
então o sistema não linear (9) é loalmente ontrolável em 0.
Em geral o problema da ontrolabilidade é difíil. Diferentes abordagens são
possíveis. Umas fazem uso da Análise, outras da Geometria, outras ainda da
Álgebra. O problema da ontrolabilidade está ligado, por exemplo, à questão
de saber quando um determinado semi-grupo opera transitivamente. Existem
também ténias para mostrar, em ertos asos, que a ontrolabilidade é global.
Uma delas, importante, é a hamada ténia de alargamento (vide [17℄).
4.5 Existênia de ontrolos óptimos
Para além de um problema de ontrolo, onsideramos também um problema de
optimização: de entre todas as soluções do sistema (9) unindo 0 a x1, enontrar
uma trajetória que minimiza (ou maximiza) uma erta função usto C(T, u).
Uma tal trajetória, se existir, diz-se óptima para esse usto. A existênia de
trajetórias óptimas depende da regularidade do sistema e do usto. Para um
enuniado geral de existênia vide, e.g., [17, 18℄. Pode também aonteer que um
ontrolo óptimo não exista na lasse de ontrolos onsiderada, mas exista num
espaço mais abrangente. Esta questão remete-nos para outra área importante:
o estudo da regularidade das trajetórias óptimas. Franis Clarke e Rihard
Vinter deram um ontributo importantíssimo nesta área, introduzindo o estudo
sistemátio da regularidade lipshitziana dos minimizantes no ontrolo óptimo
linear [9, 10, 34℄. Resultados gerais de regularidade lipshitziana das trajetórias
minimizantes para sistemas de ontrolo não lineares podem ser enontrados em
[29℄.
4.6 Prinípio do Máximo de Pontryagin
Dado um problema de ontrolo óptimo para o qual estão garantidas as ondições
de existênia e regularidade da solução óptima, omo determinar os proessos
optimais? A resposta a esta questão é dada pelo élebre Prinípio do Máx-
imo de Pontryagin. Para um estudo aprofundado das ondições neessárias de
optimalidade sugerimos [5, 26, 33℄.
Começamos por mostrar que uma trajetória singular pode ser parametrizada
omo a projeção de uma solução de um sistema hamiltoniano sujeito a uma
equação de restrição. Consideremos o hamiltoniano do sistema (9):
H : Rn × Rn\{0} × Rm → R
(x, p, u) 7→ H(x, p, u) = 〈p, f(x, u)〉
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onde 〈 , 〉 denota o produto esalar usual de Rn.
Proposição 15. Seja u um ontrolo singular e x a trajetória singular assoiada
a esse ontrolo em [0, T ]. Então, existe um vetor linha ontínuo p : [0, T ] →
R
n\{0} tal que as equações seguintes são veriadas para quase todo o t ∈ [0, T ]:
x˙(t) =
∂H
∂p
(x(t), p(t), u(t)) , p˙(t) = −
∂H
∂x
(x(t), p(t), u(t))
∂H
∂u
(x(t), p(t), u(t)) = 0 (equação de restrição)
onde H é o hamiltoniano do sistema.
Demonstração. Por denição, o par (x, u) é singular sobre [0, T ] se dET (u) não
é sobrejetiva. Logo existe um vetor linha p¯ ∈ Rn\{0} tal que
∀ v(·) ∈ L∞([0, T ]) 〈p¯, dET (u) · v〉 = p¯
∫ T
0
M(T )M−1(s)B(s)v(s)ds = 0 .
Consequentemente,
p¯M(T )M−1(s)B(s) = 0 em q.t.p. de [0, T ] .
Seja p(t) = p¯M(T )M−1(t), t ∈ [0, T ]. Temos que p é um vetor linha de Rn\{0}
e p(T ) = p¯. Difereniando, obtemos
p˙(t) = −p(t)
∂f
∂x
(x(t), u(t)) .
Introduzindo o hamiltoniano H(x, p, u) = 〈p, f(x, u)〉 onluímos que
x˙(t) = f(x(t), u(t)) =
∂H
∂p
(x(t), p(t), u(t))
e
p˙(t) = −p(t)
∂f
∂x
(x(t), u(t)) = −
∂H
∂x
(x(t), p(t), u(t)) .
A equação de restrição vem de p(t)B(t) = 0 pois B(t) = ∂f
∂u
(x(t), u(t)).
Denição 16. Ao vetor linha p : [0, T ]→ Rn\{0} da Proposição 15 hamamos
vetor adjunto do sistema (9).
4.6.1 Prinípio do Máximo frao (Teorema de Hestenes)
Prouramos ondições neessárias de optimalidade. Consideremos o sistema (9).
Os ontrolos u(·) ∈ U são denidos em [0, T ] e tomam valores em Ω = Rm (não
existem restrições aos valores dos ontrolos). As trajetórias assoiadas devem
veriar x(0) = x0 e x(T ) = x1. O problema onsiste em minimizar um usto
da forma
C(u) =
∫ T
0
f0(x(t), u(t))dt , (10)
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onde f0 : Rn × Rm → R é uma apliação C∞ e T está xo.
Assoiamos ao sistema (9) o sistema aumentado
x˙(t) = f(x(t), u(t))
x˙0(t) = f0(x(t), u(t))
(11)
e usamos a notação x˜ = (x, x0) e f˜ = (f, f0). O problema reduz-se então à
proura de uma trajetória solução de (11) om x˜0 = (x0, 0) e x˜1 = (x1, x
0(T ))
de tal modo que a última oordenada x0(T ) seja minimizada.
Seja x˜0 = (x0, 0) xo. O onjunto dos estados aessíveis a partir de x˜0 para
o sistema (11) é A˜(x˜0, T ) = ∪u(·)x˜(T, x˜0, u). Seja, agora, u
∗
um ontrolo e x˜∗ a
trajetória assoiada, solução do sistema aumentado (11) saindo de x˜0 = (x0, 0).
Se u∗ é óptimo para o ritério (10), então o ponto x˜∗(T ) pertene à fronteira
do onjunto A˜(x˜0, T ). Com efeito, se assim não fosse existiria uma vizinhança
do ponto x˜(T ) = (x1, x
0(T )) em A˜(x˜0, T ) ontendo um ponto y˜
∗(T ) solução
do sistema (11) e tal que y0(T ) < x0(T ), o que ontradiz a optimalidade do
ontrolo u∗ (Figura 13). Consequentemente, o ontrolo u˜∗ é, pela Proposição 12,
um ontrolo singular para o sistema aumentado (11).
x
x0
x1
x0(T )
A˜(x˜0, T )
Figura 13: se u∗ é óptimo, então x˜∗(T ) ∈ Fr A˜(x˜0, T ).
Usando a Proposição 15 obtemos o seguinte teorema.
Teorema 17 (Prinípio do Máximo frao  Teorema de Hestenes [16℄). Se u∗ é
um ontrolo óptimo, então existe uma apliação p˜∗ : [0, T ]→ Rn+1\{0} tal que
(x˜∗, p˜∗, u˜∗) satisfaz o sistema hamiltoniano
˙˜x∗(t) =
∂H˜
∂p˜
(x˜∗(t), p˜∗(t), u˜∗(t)), ˙˜p∗(t) = −
∂H˜
∂x˜
(x˜∗(t), p˜∗(t), u˜∗(t)) (12)
e a ondição de estaionaridade
∂H˜
∂u˜
(x˜∗(t), p˜∗(t), u˜∗(t)) = 0 , (13)
onde H˜(x˜, p˜, u) = 〈p˜, f˜(x˜, u)〉.
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O Teorema 17 tem a sua génese nos trabalhos de Graves de 1933, tendo sido
obtido primeiramente por Hestenes em 1950 [16℄. Trata-se de um aso partiular
do Prinípio do Máximo de Pontryagin, onde não são onsideradas restrições
aos valores dos ontrolos (i.e., u(t) ∈ Ω om Ω = Rm).
Esrevendo p˜∗ = (p˜1, . . . , p˜n, p0) = (p˜, p0) ∈ (R
n × R)\{0}, onde p0 é a
variável dual do usto e
˙˜p∗(t) = −p˜∗(t)f˜x˜(x˜∗, u∗(t)), temos que (p˜, p0) satisfaz
o sistema
(p˙, p˙0) = −(p, p0)
(
∂f
∂x
0
∂f0
∂x
0
)
e
∂H˜
∂u
= 0 = p
∂f
∂u
+ p0
∂f0
∂u
onde H˜ = 〈p˜, f˜(x, u)〉 = p · f + p0f0. Repare-se que p˙0(t) = 0, isto é, p0(t) é
onstante em [0, T ]. Como o vetor p∗(t) é denido a menos de uma onstante
multipliativa, esolhe-se normalmente p0 ≤ 0.
Denição 18. Uma extremal do problema de ontrolo óptimo é um terno or-
denado (x, p, u) solução das equações (12) e (13). Se p0 = 0, dizemos que a
extremal é anormal. Nesse aso ela não depende do usto e (x(t), u(t)) é uma
trajetória singular do sistema (9).
A designação anormal é história. Sabe-se hoje que os minimizantes anor-
mais são frequentes e normais em muitos e variadíssimos problemas de opti-
mização. Ao leitor interessado no estudo de extremais anormais sugerimos o
livro [2℄.
4.6.2 Prinípio do Máximo de Pontryagin
O prinípio do máximo de Pontryagin é uma versão forte do Teorema 17 onde são
admitidas restrições sobre os valores dos ontrolos. A existênia de tais restrições
é imposta pelas apliações e altera por ompleto a natureza das soluções. O
prinípio do máximo de Pontryagin é muito mais difíil de demonstrar do que
o Teorema de Hestenes (vide, e.g., [18, 24℄). Para uma abordagem simples ao
prinípio do máximo de Pontryagin sugerimos dois livros exelentes esritos em
língua Portuguesa: [19, 26℄. O enuniado geral é o seguinte.
Teorema 19 (Prinípio do Máximo de Pontryagin). Considere-se o sistema de
ontrolo em R
n
x˙(t) = f(x(t), u(t)) ,
onde f : Rn × Rm → Rn é de lasse C1 e onde os ontrolos são apliações
mensuráveis e limitadas, denidos no intervalo [0, t(u)] de R. Denotemos por
U o onjunto dos ontrolos admissíveis ujas trajetórias assoiadas unem um
ponto iniial de M0 a um ponto nal de M1. Para um tal ontrolo denimos o
usto
C(u) =
∫ t(u)
0
f0(x(t), u(t))dt ,
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onde f0 : Rn × Rm → R é de lasse C1.
Se o ontrolo u ∈ U é óptimo em [0, t∗], então existe uma apliação não
trivial (i.e., não identiamente nula) (p(·), p0) : [0, t∗]→ Rn ×R absolutamente
ontínua, hamada vetor adjunto, onde p0 é uma onstante negativa ou nula,
tal que a trajetória óptima x assoiada ao ontrolo u veria, em quase todos
os pontos de [0, t∗], o sistema hamiltoniano
x˙ =
∂H
∂p
(x, p, p0, u) , p˙ = −
∂H
∂x
(x, p, p0, u)
e a ondição do máximo
H(x(t), p(t), p0, u(t)) = max
v∈Ω
H(x(t), p(t), p0, v) , q.t.p. t ∈ [0, t∗] ,
onde o hamiltoniano H é dado por H(x, p, p0, u) = 〈p, f(x, u)〉 + p0f0(x, u).
Além disso, tem-se para todo o t ∈ [0, t∗] que
max
v∈Ω
H(x(t), p(t), p0, v) = 0 . (14)
Se M0 e/ou M1 são variedades de R
n
om espaços tangentes Tx(0)M0 em x(0) ∈
M0 e Tx(t∗)M1 em x(t∗) ∈ M1, então o vetor adjunto satisfaz as seguintes
ondições de transversalidade:
p(0)⊥Tx(0)M0 e p(t∗)⊥Tx(t∗)M1 .
Observação 20. No Teorema 19 o tempo nal é livre. Se impusermos um tempo
nal xo igual a T , isto é, se prouramos, partindo de M0, atingir o alvoM1 em
tempo T e minimizando o usto C(u) em [0, T ] (problema a tempo xo), então
o teorema ontinua verdadeiro, salvo a ondição (14) que deve ser substituída
por
max
v∈Ω
H(x(t), p(t), p0, v) = onst ∀ t ∈ [0, T ]
(om onstante não neessariamente nula).
Observação 21. O problema de tempo mínimo orresponde ao aso em que
f0 = 1.
Observação 22. Se o onjunto alvo M1 é igual a todo o R
n
(problema om
extremidade nal livre), então a ondição de transversalidade no instante nal
diz-nos que p(t∗) = 0.
O prinípio do máximo de Pontryagin é um resultado profundo e importante
da Matemátia ontemporânea, om inúmeras apliações na Físia, Biologia,
Gestão, Eonomia, Ciênias Soiais, Engenharia, et. (vide, e.g., [4℄).
4.7 Exemplo: ontrolo óptimo de um osilador harmónio
(aso não linear)
Reonsideremos o exemplo (não linear) da mola, modelado pelo sistema de on-
trolo
x˙(t) = y(t) ,
y˙(t) = −x(t)− 2x(t)3 + u(t) ,
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onde admitimos omo ontrolos todas as funções u(·) seionalmente ontínuas
tais que |u(t)| ≤ 1. O objetivo onsiste em levar a mola de uma posição iniial
qualquer (x0, y0 = x˙0) à sua posição de equilíbrio (0, 0) em tempo mínimo t∗.
Apliquemos o Prinípio do Máximo de Pontryagin a este problema. O hamil-
toniano tem a forma
H(x, y, px, py, p
0, u) = pxy + py(−x− 2x
3 + u) + p0 .
Se (x, y, px, py, p
0, u) é uma extremal, então
p˙x = −
∂H
∂x
= py(1 + 6x
2) e p˙y = −
∂H
∂y
= −px .
Notemos que uma vez que o vetor adjunto (px, py, p
0) deve ser não trivial, py
não pode anular-se num intervalo (senão teríamos igualmente px = −p˙y = 0
e, por anulação do hamiltoniano, teríamos também p0 = 0). Por outro lado, a
ondição do máximo dá-nos
pyu = max
|v|≤1
py(t) .
Em partiular, os ontrolo óptimos são suessivamente iguais a ±1, isto é,
veria-se o prinípio bang-bang (vide, e.g., [18, 21℄). Conretamente, pode-
mos armar que
u(t) = sinal(py(t)) onde py é a solução de
{
p¨y(t) + py(t)(1 + 6x(t)
2) = 0
py(t∗) = cosα, p˙y(t∗) = − sinα ,
α ∈ [0, 2π[. Invertendo o tempo (t 7→ −t) o nosso problema é equivalente ao
problema de tempo mínimo para o sistema

x˙(t) = −y(t)
y˙(t) = x(t) + 2x(t)3 − sinal(py(t))
p˙y(t) = px(t)
p˙x(t) = −py(t)(1 + 6x(t)2) .
Dadas as ondições iniiais x0 e x˙0 (posição e veloidade iniial da massa),
o problema é failmente resolvido. O leitor interessado enontra em [33℄ uma
resolução efetuada om o sistema de omputação algébria Maple. Sobre o uso
do Maple no álulo das variações e ontrolo óptimo veja-se [15, 20℄.
Nota nal
A Teoria Matemátia dos Sistemas e Controlo é ensinada nas instituições dos
autores, nos Departamentos de Matemátia da Universidade de Aveiro e da Uni-
versidade de Orléans, França. Em Aveiro no âmbito do Mestrado Matemátia e
Apliações, espeialização em Matemátia Empresarial e Tenológia [35℄, e no
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âmbito do Programa Doutoral em Matemátia e Apliações  este último uma
assoiação entre os Departamentos de Matemátia da Universidade de Aveiro
e da Universidade do Minho [36℄; em Orléans na opção Controlo Automátio
do Mestrado PASSION [37℄. O primeiro autor foi aluno de Mestrado em Aveiro
e faz atualmente um doutoramento em Aveiro e Orléans na área do Controlo
Óptimo, om o apoio naneiro da FCT, bolsa SFRH/BD/27272/2006.
Agradeemos a um revisor anónimo a apreiação uidada e as numerosas e
pertinentes observações, omentários e sugestões.
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