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Abstract. We obtain the moment structure of a general class of random variables generated by 
a Poisson process. We then apply these relationships to several applied probability models. 
Among these are queues, counter models and low density traffic flow. 
. , 
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seconhry processes 
0. Introduction 
Suppose that events occur in time according to a Poisson process. Let 
{T,, i 3 1) denote the ordered a~tival epochs and N(s) the number of 
events occurring in [ 0, s]. Let (IV(s), s 3 0) be a stochastic process, and 
consider the process 
N(t) 
Y(t) = ZI W(T,), t 33 0. 
d=l 
We will refer to processes Y of t’ oisson generated processes. 
“Work done under Contract No. NOOO14-67-A-021 -0015whiletheauthorswereat 
George Washington University. 
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Poisson generated processes are generally studied under assumptions 
which imply that 
W(s) = Z&s) for Ti_r < s < Ti , 
where To = 0, 0) = Z,(O), and {Zi, i Z 1) is an i.i.d. collection of 
random functions independent of {N(s), s 3 0). This condition is trivially 
satisfied when W is non-random, an important special case. Since 
T,, . ..# TNct, are distributed as the order statistics of N(t) i.i.d. random 
variables with marginal distribution independent of N(t), it follows that 
Y(t) can be represented as a sum of a Poisson number of i.i.d. random 
variables; Y(t) is thus compound Poisson distributed for all t. We will 
oisson geng,rated process with the s ial structure just de- 
Type 1 Poisson generated process. e above result con- 
cemin.g the distribution of Y(t) is due to Takacs [ 81. 
Type 1 Poisson generated processes arise in shot-noise processes, 
M,‘G/= queues, branching Poisson processes and low density traffic 
streams. However, in many models non-Type 1 Poisson generated 
processes arise naturally. Consider the following example: 
Particles arrive to a counter according to a Poisson process. A particle 
is recorded by the counter if and only if the counter is free at the in- 
stant the particle arrives. Whether or not the counter is free at s depends 
on {N(r), 0 G t < s) and on auxiliary random variables associated with 
q, l =*9 TMcsj. (The rule for determining whether or not the counter is 
free varies from model to model.) Define W(s) = 1 if the counter is free 
at S-, w(s) = 0 otherwise. Then Y(t) represents he number of recorded 
particles i;la [O, t 1. 
In Section 1 we obtain some results for Poisson generated processes. 
These yield some identities and applications in applied probability models, 
which we explore in Section 2. 
ain resultis 
Let {N(s), s 3 03) be a oisson process with A(s) = EN(s) continuous. 
enote by i 3 1) et {W(s), s3 0) be 
), s 2 0}, such that 
sequence of random varia 
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finite-dimensional distributions. In applications there is usuahy a con- 
crete recipe for the realization of as a function on (0, =), given the 
erhaps ome auxiliary random variables. 
N(t) 
Y(t) = c W(T$, t 2 0. 
i--P 
Given N(t) = (K 3 1), choose a permutation (iI, . . . . i,-) of ( I, . . . . 
uniformly from the K! permutations and define 
Sj = Ti., 
I 
j = 1, . . . . K ; 
s,, a*‘# SK are i.i.d. random variables with cdf A@)/A(t), 0 < x G t, in- 
dependent of K Thus, given N(t) = K [K 2 l), ( WqS,), . . . . W(Si)) are 
interchangeable random variables. Note that the conditional marginal 
distribution of (W(S,), e..9 WCS,)) given N(t) = K (K > r) may depend on 
K Also note that S,, . . . , sNtt) depend on t, although that dependence is 
partly suppressed in our notation. 
Lemma 1. Let .X1, _, 
E{ MS’} < 00. Then 
XK be interchangeable random variables with 
where I= (II, . ..* I,) ranges through Bllr, the set of cf- :) r-tuples of in- 
tegers satisfyingli 2 1, Z& Ji = 2. 
K I 
( ) CX = i=l i (i C fIXi, I? 9.D) il) j=l j 
where the sum is taken over all A? I-tuples of integers between 1 and K 
Each II/ZIX9 is uniquely expressible &Xyi, where (V,Q, .-., mKI 
are integers with mi 2 0, over, to each such (ml, l , 
there correspond l! / ., il). Therefore 
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.iNow we group together those (ml, . . . . mu) containing exactly t non-zero 
entries, r = 1, . . . . min(K, I). Since, by interchangeability, 
we group together cK) terms each equal to (Z!/II[$ $!) E(( 
to obtain the conch&on. 
[N(t)=KIIV{si}=l,i= l,...r]=P[N(t)=K-r]. 
oof. This is a Palm-Khintchine type result. It can be obtained by con- 
sidering 
lim {P[N(t) = K I N(si f n-l) 2 1, i = 1, l m.9 11) )
n+m 
or by a Radon-Nikodym and Fubini theorem argument (see [ 3, Section 71). 
We note that (S, = sl} and {N{q ) = 1) are not equivalent. The distinc- 
tion is-important, for example, in that 
P[N(t) = K I S, =sl] = (P[N(t) => (W-1 P[N(t) = Kl 3 
while 
[N(t)=KI N{sl)= l] = [N(t)=K-11. 
However, th.e conditional distribution of {w(s), 0 6: s 6 t} given 
{N(t) = K, Sr = si, i = 1, . . . . T) 
is the same as that given 
{N(t) = K, N{s,) = 1, i = 1, . . . . r) . 
This is true since in both cases we are given the information that events 
occur at sl, . . . . sr, and that - r other events cccur, their locations 
i.i.d, random variables 
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. Assume that Y is a Poisson generated process with 
s)lzj < * (given N(t) = > I‘), S is chosen uniformly among 
x;U). A~SCI assume that A is continuous on [O, t ]. Then 
1 
X 1 .*. S E I? W”(Si> 
( O O i=l 
N(Si) = I, i = 1, . . . . r 
X ir A(dS$ . 
i=f 
Proof. By Lemma 1 and the observation that !W(S1), . . .. IV&) are inter- 
changeable given N(t) = K, 
= 
Kgl (K!)-1 AK(t) e- 
mh W, 0 -1 
A(t) 22 fK) 22 I! =: r=l a r JEB~,, 
x E ir WI:‘(S$ N(t) = K 
1 i=l 3 
& (r!)-l lE$ r I! (“li! 
= 
# 
x 1 ..m j 2 P[(N(t) = K-t] 
0 o K=r 
I 
X E II 
i--l 
W”(S,) I N(t)=K, Si=si, i= 1, l e.3 r 
I 
X fi A(dSi) 0 
s’=l 
By Lemma 2 and the remarks which follow, 
K=t 
[N(t) = K - r] Si=si, i= 1, . . . . 
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N(t) = K, N{s,} = 1, i = 1, . . . . r 
[N(t) = K I N{si) = 1, i = 1, . . . . r] 
= l id I’(sr) 1N{Si} = l,i= 1, . . . . r J. 0 
We now specialize Theorem 1 to the case where W is zero-one 
valued. If we think of a sampling operation in which, based on some 
criteria, we sample a certain subset of the Poisson process, we can think 
of B’( 7’i) = 1 to mean that Ti is sampied, W(T,) = 0 that 7”i s not sampled. 
Y(t) represents he number of sampled events in CO, tl. We refer to a 
Poisson generated process, Y, with IV zero-one valued, as a sampled Poisson 
process. 
Corollary 1. Let Y be a sampled Poisson process witk A continuous on 
[O, t]. Then 
1 
E{( Y(t))') = C (r!)-’ 
r=l 
Cl t f ..a j PSI, .*., Sr) fi A(dS,> 3 
‘0 0 
l _ 
where 
5,r =IE.Ar ” (fi’i’)-’ 9 
I 
ml, ‘**? sr) = P[ I’ = 1, i = 1, . . .,, r I N(s~} = 1, i = 1, . . . , U] . 
roof. Since W is zero-one valued, 
’ W’i (Si) = is W(Si) . 
i=l i=l 
Also, 
~~{Si}= l,i= l,...,r 
I 
= 
= (Sib = 1, i = 1, ea.9 r I N(Si} = 1, ! z By ..a, V] = 
e &o note that 
0 < euu(t) < evnr(tI 
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for U > 0; therefore the moment generating function of Y(t) exists 
Since 
it follows from the dominated convergence theorem that 
Corollary 1 is a special case of a general identity of A. Ramakrishnan 
(see [6]) relating the moments of point processes to certain product 
densities. The mathematical technique used in detiving this, and &her 
identities, is quite heuristic. For example, we can obtain E{ Y(t)} by 
= 1 E(Y(ds); 
0 
= j P[N(ds} = l] P[W(s) = 1 I N{lds} = l] = j A(ds)P(s), 
0 0 
To justify these operations, one has to study the structure of the 1’ 
process in greater detail. Our approach, which is limited to a special type 
of point process, derrves the moment relationship from first principles, 
rather than by a justification of the above operations. 
Since-i{N(s) - A(s), s 2 0) is a martingale, we could appeal to results 
concerning the moments of stochastic integrals of the form JXdZ, where 
Z is a martingale [4, p. 4361. However, these results, which are geared to 
general martingale processes, are not particularly tailored to our needs. 
2. Applications 
2.1. Consider a queueing system with 
pletely general as to number of serve 
etc. Suppose we are interested in 
tiated in [ 0, t]. T recess of initiatio 
recess ere a al 
if it initiates a busy peri 
ut, but otherwise corn- 
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the event occurs. We assume that the event of system idleness at s- is 
independent of {N(y) - N(s), y 2 s). 
In this case P(s,, . . . . s& is the conditional probability sf system idle- 
ness at S_i:, .*., SF, given that events occur at sl, . . . . s,. For all but per- 
haps a countable set of s values, P(s) is also the unconditional probabi- 
lity of system idleness at s. fn the case A(t) = At: 
E@(t)) = X j P(s) ds = hE{l(t)) , (1) 
0 
where 1(t) is the total amount of time in [0, t] that the system is idle. 
Thus the expected number of busy periods initiated in (0, t] equals the 
arrival rate multiplied by the expected idle time. 
The identity ( 1) is probably of iimited computational use since P(s) 
is usually difjficult o compute, Its interest o us lies in the fact that it 
is a structural re:lationship, holding for a very general class of queues; 
ako ( 1) holds for fixed t as opposed to the usual ssymptotic L = XIV’ 
type relationships. 
The one case we have found whe:se (1) leads to a relatively simple ex- 
pression for E@(t)) is the Q/G/m queue. In that case (if Q is the service 
diktribution) 
P(s) = exp -Q(r‘))dr 1 , 
so that 
E{B(t)) = X 1 exp [A i (1 - Q(r)) dr7 ds. 
0 0 J 
This result has been previously derived by Takacs [8], in a beautiful 
paper on counter models. Takccs argued that (E{S[t)})‘@ = W(t), which inte- 
grates to ( 1). Thus we credit Takacs with ( 1) and are merely pointing out 
the generality of this identity. 
In the M/G/m queue we can evaluate higher moments of B(t) using 
Corollary 1 and 
r 
where to the f’s are the cv 
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2.2. An application of Theorem 1 leads to a simpler proof of a result of 
Stidham [6, p. 55 1 J. 
Suppose tha.t { Ti, i 2 1) are the arrivals from a homogeneous Poisson 
process on [ 0, -1. Defined on the same y>robability space there is a proc- 
ess (V(s), s 3 0}, possessing a measurable modification, and satisfying: 
(i) V is a regenerative process with finite expected istance between 
regeneration points. 
(ii) {Wj = V(q), i 2 I) is a regenerative s quence with finite expected 
distance between regeneration i dices. 
(iii) For almost ah s, the conditional distribution of V(s) given 
N{s) = 1, coincides with the unconditional distribution of V(s). 
The result of interest is that the stationary distribution F* of 
{V(s), s > 0) coincides with the stationary kstribution F+ of (I+ i > 1). 
Define 
similarly define &(Wi). It is known that for every Bore1 set A : 
(a) & = t-l 16 I’J V(s)) ds + F*(A) a.s. and in expectation; 
(b) yl’l C& pA (vi> + F’,‘,(A) as. and in expectation. 
It follows from (b) that 
If we can show that {Z,, t 3 01 is uniformly integrable, th.en it will 
follow IS, p. 181 that E{ZJ + F* (A). But from Theorem 1, (iii) and (a), 
E{Z,)=t-‘ jP[k’(s)~A] ds=E{U,)+F”(&. 
0 
Thus if {Z,, + > 0) is uniformly integrable, then F,(A) = F*(A). 
Now 
0 4 z, G (At)-l V(t) = Y* . 
Since Y, is non-negative and converges a-s. and in expectation to 1, 
{I$ t > 0) is uniformly integrable [ 5, p. 18 jr o 
(Z,, t 3 0) is also uniformly integrable [5. p. 1 7 ] e 
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2.3. Suppose that at Itime zero vehicles are distributed on a highway ac- 
I:orcling to a isson process. The vehicles are assumed to travel inde- 
pendently of one another according to szllrne random process governing 
their motion. This.is the basic model for low ensity traffic streams 
(see [ 11). Supposei: we are interested in the number of v4icular over- 
takings in a specified two-dimensional set in the ace-time plane. for 
example the number of overtakings in the spatia terval [a, &] du 
the time titerval [i, t]. Call this random variable Y and the set of inter- 
e ZB(xqy) to be the expected number of times a vehicle 
located at x at time zero will overtake a vehicle located at y at time zero, 
the overtaking falki~g into B. ( t is usually assumed that one vehicle can 
overtake another ai most once.) Z&, y) is computed from the law of 
motion of vehicles assumed in the model. It follows from Theorem 1 
(letting t + 00 and using monotone convergence) that 
= $ $ z,(x, Y) NW Ndy) . 
2.4. Suppose we have a sampled process Y which is a (perhaps delayed) 
renewal process. In this case 
9 kl, . . . . sr) =P(t$ ii iyti - ti_1) , 
i=2 
where t,, . . . , tr are the ordered svalues, and P(r) is the probability that 
an event occurring at r -t s will be sampled given that an event was 
sampled at s. Thus 
If j .=. / flsl, . . . . sJ fj dsi = 
0 0 
where 
(2) 
t) = X j ii(s) ds , 
0 
- 1 )st convolution of 
efiiiiing 
(0 = s 0) 1 9 ILl(o)=p cat &(a)=li~ eeQt 
0 0 
then 
*#z) = X J ecat p(t) dt 
0 
and 
Also, if D is the cdf of the time to the first sampled event, 6; the inter- 
arrival time cdf between sampled events, then since M, = Zgo D * F0 
it follows that 
Thus 
I)#) = 1 - [ 4,(n)lX 1 emat P(t) dr] _ 
0 
The above relationships can be found in [ 81. 
2.5. Consider a 
N= k, Wk,l, . .. . 
Theorem 1, 
random variable of the form Y = Z$, WN.+ where given 
Wk k are interchangeable random variables. From 
P 
E{ Y’} = c (r!)-l A’ ,GT I! 
r=l Cr 
In the case WN i = a(N), independent of i, ? 
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