The main objective of this paper is to determine the best estimators of the shape and scale parameters of the two parameter Weibull distribution. Therefore, both classical and Bayesian approximation methods are considered. For parameter estimation of classical approximation methods maximum likelihood estimators (MLEs), modi…ed maximum likelihood estimators-I (MMLEs-I), modi…ed maximum likelihood estimators -II (MMLEs-II), least square estimators (LSEs), weighted least square estimators (WLSEs), percentile estimators (PEs), moment estimators (MEs), L-moment estimators (LMEs) and TL-moment estimators (TLMEs) are used. Since the Bayesian estimators don't have the explicit form. There are Bayes estimators are obtained by using Lindley's and Tierney Kadane's approximation methods in this study. In Bayesian approximation, the choice of loss function and prior distribution is very important. Hence, Bayes estimators are given based on both the non-informative and informative prior distribution. Moreover, these estimators have been calculated under di¤erent symmetric and asymmetric loss functions. The performance of classical and Bayesian estimators are compared with respect to their biases and MSEs through a simulation study. Finally, a real data set taken from Turkish State Meteorological Service is analysed for better understanding of methods presented in this paper.
Introduction
Weibull distribution is one of the most popular among life-time distributions. The Weibull distribution was …rst proposed by W. Weibull who used it to model the distribution of the breaking strength of materials. The distribution has played major role in the reliability theory, see for example, [1] and [2] . Also, the distribution has found wide applications in many areas of environmental sciences, and renewable energy [3] , [4] , [5] and [6] . In addition to these application areas, Weibull distribution A STUDY O N COM PARISONS OF BAYESIAN 577 is now being used in a wide range of …elds in medical, biological, and earth sciences. For details, see [7] , [8] and [9] .
It is crucial to determine the best parameter estimation method for any probability function. There are various di¤erent estimation methods in the literature for estimating the parameters of the Weibull distribution. Notable among them are given as follows: In terms of classical parameter estimation methods, Trustrum and Jayatilaka [10] investigated the moment estimator, maximum likelihood estimator and least squares method based on the Monte Carlo simulation.Hung [11] and Lu et al. [12] discussed the properties of the weighted least square estimators and showed that weighted least squares estimators performed better than least squares estimators. Pobocikova and Sedliackova [13] compared the maximum likelihood estimators, moment estimators, least squares estimators and weighted least square estimators. Teimouri et al. [14] presented the maximum likelihood estimators, method of logarithm moment, percentile estimator, L-moment estimator, method of moment. Alizadeh et al. [15] considered estimation of the probability density function and cumulative density function.
In terms of Bayesian parameter estimation methods, Al Omari and Ibrahim [16] conducted a study on Bayesian survival estimator for Weibull distribution with censored data. Also, Guure et al. [17] provided the Bayesian estimation of two parameter Weibull distribution under three loss functions using extension of Je¤ey's prior information. Pandey et. al [18] compared Bayesion estimator and maximum likelihood estimation of the scale parameter of the Weilbull distribution under linex loss function, with the assumption that the shape parameter is kwown. Similar work can be seen in [19] , [20] .
The maximum likelihood estimators (MLEs) and the moment estimators (MEs) are the most well-known among parameter estimation methods. In this article, the least square error estimators (LSEs) and the weighted square error estimators (WLSEs), the percentile estimators (PEs),the L-moment estimators (LMEs),the TL-moment estimators (TLMEs), modi…ed maximum likelihood estimators (MMLE-I) are considered besides these methods. Moreover, we propose the modi…ed maximum likelihood estimators-II (MMLE-II). Further, we compute Bayes estimators of the unknown parameters with informative prior and non-informative prior under squared error loss function (SELF), general entropy loss function (GELF), weighted square loss function (WSELF) and precautionary loss function (PLF). It is clear that Bayesian estimators cannot be found in explicit form. Therefore, in this paper, we consider the Lindley's and Tierney Kadane's procedures.
There are numerous studies for Weibull distribution in literature. But, as far as we know this, this is the …rst study which compares all these aforementioned estimation methods for choosing the best estimation method for the two-parameter Weibull distribution. The objective of this study is to estimate the parameters of the model from both classical and Bayesian viewpoint. Finally, a better estimation method is given for the distribution parameters. In the recent past, many 578 ASUM AN YILM AZ, M AHM UT KARA, AND HALIL AYDOGDU researchers have compared various parameter estimation methods for estimating the parameters of the di¤erent distribution. See, for example, [21] for the generalized Rayleigh distribution, [22] for the Fréchet distribution, [23] for two parameter Maxwell distribution, [24] for generalized logistic distribution.
The rest of the paper is organized as follows: Weibull distribution is described in section 2. In section 3, some classical estimation methods are given to estimate the unknown parameters. In section 4, Bayes estimators of the unknown parameters are obtained by using Lindley's and Tierney Kadane's approximations. In Section 5, a simulation study is presented to evaluate the performances of the estimators with respect to their biases and mean square errors (MSE). Finally, a real life example taken from Turkish State Meteorological Service is given.
Weibull Distribution
The popularity of the Weibull distribution is attributable to the fact that it is commonly used to model di¤erent data types, such as wind speed, geothermal energy and …nance.
The probability density function (PDF) and the cumulative density function (CDF) of the two-parameter Weibull distribution with the shape parameter and the scale parameter are given by:
The mean and variance of the Weibull distribution are de…ned as follows:
respectively. Here, is the gamma function.
The Methods for Parameter Estimation
In this section, we presented the methods of classical estimation for the Weibull distribution used in this study. 3.1 Moment Estimators. The MEs are found by equating theoretical moments to corresponding sample moments as shown below: 
respectively.
3.2 Maximum Likelihood Estimators. Let X 1 ; X 2 ; :::; X n be a random sample from Weibull distribution. The log-likelihood function is given by:
By taking the partial derivative of 5 with respect to and , and equating them to zero, we obtain the following log-likelihood equations:
and
Solutions of these likelihood equations are called as the MLEs of shape parameter and scale parameter , see for example [25] , [26] . However, they do not give closed form expressions since they include nonlinear terms g 1 (x) = lnx and g 2 (x) = x i in 6 and 7. Therefore, numerical methods are applied to solve the required equations.
In this study, we apply the well-known Newton Rapson method to solve these equations.
Least Squares and Weighted Least Squares Estimators. The LSEs and
WLSEs were originally suggested by Swain et al. [27] to estimate the parameters of beta distributions. See, for example, Kundu and Ragab [21] and Alkasabeh and Ragab [24] . Let X 1 ; :::; X n is a random sample of size n from a distribution function G(:) and X i:n ; i = 1; 2; :::; n denotes the ordered sample. The expected value and variance of G(X i:n ) are easily obtained from the relation between the Beta and uniform distribution as E(G(X i:n )) = i n + 1 and V ar(G(X i:n )) = i(n i + 1) (n + 1) 2 (n + 2) :
Since E(G(X i:n )) = i n+1 , i = 1; 2; :::; n, a regression model can be written as follows:
G(X i:n ) = i n + 1 + " i ; i = 1; 2; :::; n: 
with respect to unknown parameters. Therefore, the LSEs of the unknown parameters of Weibull distribution are found by minimizing
(1 exp( (x i:n = ) )) 2
with respect to and . Since the variances of errors depend on i, the heteroscedasticity problem arises. This problem adversely a¤ects the performance of the estimators. To overcome this problem, we use the method of weighted least squares. The weighted least squares estimators of the unknown parameters can be obtained by minimizing
with respect to the unknown parameters. Therefore, the WLSEs of the unknown parameters of the two-parameter Weibull distribution are obtained by minimizing
with respect to and . Where W i = (n+1) 2 (n+2) i(n i+1) : 3.4 The Percentile Estimators. The Percentile estimators (PEs) of and are obtained by minimizing the function given below:
with respect to unknown parameters [28] , [29] . Here, F 1 is the inverse distribution function and X i:n is ordered observations i.e. X 1:n < X 2:n < ::: < X n:n : Then the PEs of the shape and scale parameters of the Weibull distribution are obtained by minimizing function
with respect to and . 3.5 L-Moment Estimators. The L-moment estimators (LMEs) was introduced by Hosking [30] . These estimators have an estimation method based on linear combination of order statistics. The LMEs have lower sample variances and they are more robust outliers in data. In recently, a few authors have studied the Lmoment estimator for the Weibull distribution [14] - [31] .
Let X 1 ; X 2 ; :::; X n be a random sample of size n and X 1:n X 2:n ::: X n:n be the order random variables. Then the population L-moments and sample Lmoments are given as follows:
( 1) j k 1 j E(X k j:k ); k = 1; 2; 3; :::;
n i j X i:n ; k = 1; 2; 3; :::
respectively. Here, k is the number of the unknown parameters, E(X i:n ) are the expected values of the order statistics and n is sample size. By using equations 14, the population L-moments of two-parameter Weibull distribution derived as
The idea lying under L moment estimators are the same as in the moment estimators. In other words, on equating the …rst two population moments to corresponding sample moments, the estimating equations are
Then the LMEs of the parameters follow from 17 aŝ
respectively, where, l 1 = x and l 2 = 1 n(n 1) P (2j n 1)X j:n . 3.6 Trimmed L-Moments Estimators. Elamir and Seheult [32] proposed TLmoments as a robust generalization of L-moments. The TL-moments always exist even if the mean of the distribution does not exist, for example, the TL-moments exist for Cauchy distribution.
Let X 1 ; X 2 ; :::; X n be a random sample of size n and X 1:n X 2:n ::: X n:n denote the corresponding order statistics. Elamir and Seheult [32] de…ned the kth the population and sample TL-moments
j E(X k+s j:k+s+t ); k = 1; 2; 3; :::; s; t = 0; 1; 2; :::
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The population TL-moments of the two-parameter Weibull distribution can be obtained from 21 as
The TLMEs are obtained by equating the …rst two sample TL-moments to the corresponding population TL-moments. Hence, the estimating equations are
The solutions of these equations are the following TLMEs:
(n j)X j:n and l (0;1) 2 = 3 2n(n 1)(n 2) n X j=1 (n j)(3j n 1))X j:n : 3.7 Modi…ed Maximum Likelihood Estimators-I. Cohen and Whitten [33] recommend modi…cations of the MLEs for estimating the shape and scale parameters of the Weibull distribution. The MMLE-I of the shape parameter and scale parameter , say^ M M LE I and^ M M LE I respectively, of the Weibull distribution is obtained by solving the following equations:
3.8 Modi…ed Maximum Likelihood Estimators-II. We proposed modi…cations of the MLEs for estimating the unknown parameters of the Weibull distribution. Then, MMLE of the shape parameter , say^ M M LE II , is estimated by solving the following equation: 
Bayesian Analysis
In this section, we consider the Bayesian estimation by using Lindley's and Tierney-Kadane's approximations under di¤erent loss function for estimating the unknown parameters of Weibull distribution. Bayesian analysis has many applications in statistical theory and analysis [34] . In Bayesian analysis the role of two factors are crucial. These are (i) the choice of the loss function (LF) and (ii) the choice of the prior distribution. For more details about the priors and loss functions, see [35] , [36] . In this study, GELF, PLF,WSELF and SELF are considered and described as follows: The SELF was proposed by Legendre [37] and Gauss [38] to developed least square theory. This loss function is commonly used and de…ned as
where is the parameter to be estimated by an estimator^ . The Bayes estimator under equation 28 is the posterior mean given bŷ
This loss function is symmetrical in nature. It gives equal weight to both underestimation and over estimation. However, from a practical point of view, this is not always appropriate and realistic, see for example [39] . Hence, asymmetric loss functions would be more useful to develop Bayesian procedures. Calabria and Pulcini [40] proposed general entropy loss function. It is one of the most popular asymmetrical loss functions. The GELF is given by
where^ is the estimator of . k re ‡ects the magnitude and degree of symmetry. The Bayes estimator under equation 30 is given bŷ
provided E ( k jx):
The PLF, which is proposed by Norstrom [41] , is one of the asymmetric loss functions. This loss function approach is useful to derive conservative estimators since it approaches in…nity near the origin and prevents underestimation. It is 584 ASUM AN YILM AZ, M AHM UT KARA, AND HALIL AYDOGDU very useful when underestimation may lead to signi…cant results [42] . The PLF is de…ned as
where^ is the estimator of . The Bayes estimator of under equation 32 is given by^
provided q E( 2 jx) exists and is …nite. WSELF is another useful asymmetric loss function. This function is a weighted version of SELF. More detail about this loss function can be found in [35] and [43] . The WSELF is de…ned as:
The Bayes estimator under WSELF is given bŷ
provided E( 1 jx) 1 exists and is …nite.
The prior distribution summarizes the information about unknown parameter before the data is available. The prior distribution is then synthesized with the information in the data procedure the posterior distribution. In other words, analytically, combining the prior distribution and likelihood function results in the posterior distribution. The posterior distribution expresses what is known after seeing data. In the Bayesian analysis, all inferences are made from the posterior distribution [44] .
The prior distribution has two forms: these are (i) "non-informative prior" and (ii) "informative prior" [45] .
Here we assume that and have two independent gamma prior distributions i.e. gamma(a; b) and gamma(c; d) respectively. The gamma prior is very ‡exible and suitable. Thus, this paper considers two special cases of the gamma prior corresponding to a = b = c = d = 0 and a; b; c; d 0 (a; b; c; d are the hyper-parameters of the prior distribution). It should be mentioned that for a = b = c = d = 0 the prior distribution is non-informative prior (NP) distribution. For a; b; c; d 0 , the prior distribution is referred to as the gamma prior (GP) distribution. Thus, the proposed prior for and may be considered as
The joint prior distribution and is given as 
Based on the observations, the likelihood function becomes
Combining 37 with 38 and using Bayes theorem, the joint posterior density of and is
It can be seen that the analytical solution of the Bayes estimators are not obtained. Hence, we use the Lindley's and Tierney-Kadane's approximation. These methods are described below. 4.1 Lindley' s procedure. Lindley's [46] introduced an approximation method for the evaluation of the ratio of the two integrals. This procedure can be applied to compute the posterior expectation of the arbitrary function u( ) as given by
where u( ) = a function of only, L( ) = Log-likelihood function, G( ) = Log of joint prior density function. According to Lindley's approximation, the ratio of integral Efu( )jxg can be approximated asymptotically given below:
Here, i; j; k; l = 1; 2; :::; n; = ( 1 ; 2 ; :::; m ), u i = @u( ) 
Here, the^ and^ are the MLEs of and , respectively. All other quantities appearing in the above expression of E(u( ; )jx) for Weibull distribution is given bŷ 
Tierney
Kadane' s Procedure. Lindley's procedure seems to be become more and more complex in p-parameter case (p > 2). Therefore, in multi-parameter case, Tierney Kadane's (T-K) procedure is used as an alternative to Lindley's procedure [47] , [48] . According to this procedure, posterior expectation for multi-parameter case can be approximated by:
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where v( ) = joint prior distribution of , L( ) = Log-likelihood function of , u( ) = loss function of . In equation 42, P and P are elements of the negative of the inverse of the matrices of the second derivatives of L 1 and L 1 at the point^ and , respectively. For the two parameter case, = ( ; ) , equation 42 becomes:
Here, (^ ;^ ) and (^ ;^ ) maximize L 1 ( ; ) and L 1 ( ; ), respectively. P and P are given below:
All other quantities appearing in the above expression of E(u( ; jx)) for Weibull distribution can be obtained as
(45) Thus the Bayes estimator of under SELF is given in the following form: If u( ; ) = and L 1 = 1 n log + L 1 ( ; ), then
Also, the Bayes estimator of under SELF using this procedure is de…ned as: If u( ; ) = and L 1 = 1 n log + L 1 ( ; ), then
Bayes estimator of under GELF is given by: If u( ; ) = k and L 1 = 1 n log( k ) + L 1 ( ; ), then
Bayes estimator of under WSELF is as follows: If u( ; ) = 1 and L 1 = 1 n log( 1 ) + L 1 ( ; ), then
Bayes estimator of under WSELF is as follows: If u( ; ) = 1 and L 1 = 1 n log( ) 1 + L 1 ( ; ), then
Bayes estimator of under PLF is If u( ; ) = 2 and L 1 = 1 n log( ) 2 + L 1 ( ; ), then
Simulation study
In this section, an extensive Monte Carlo simulation study was carried out to compare the performances of the Bayesian and classical estimators with respect to the biases and mean squared errors (MSEs) for di¤erent sample sizes and parameter values. All The computations were performed in Matlab R. 2013. over 10.000 replications for di¤erent cases. We consider the sample sizes n = 10(10)100, the shape parameter values = 0:5; 1:5 and the scale parameter was taken to be 1 throughout the study. The bias and MSE values of the classical estimators are given in Table 1 .
For Bayesian estimators, we know that the Gamma prior provides ‡exible approach in both informative and non-informative cases [48] . In case of the noninformative prior (NP), we chose hyper-parameter values as a = b = c = d = 0. In case of the GP, we chose hyper-parameter values as a = 0:4; 1; 1:5; 3, b = 0:2; 1, c = 0:4; 1; 1:5; 3 and d = 0:2; 1: In both cases i.e. informative and non-informative, we considered as k = 1:5 for GELF. Because of the large number of tables and results, only results for a = c = 0:4, b = d = 0:2 and k = 1:5 were reported. Moreover, Lindley's and T-K methods were used to obtain the Bayes estimator of the unknown parameters. The results of simulation for these approximation methods were summarized in Table 2 In all cases, the biases and MSEs of the estimators decrease as the sample size n increases. It indicates that all the estimators are asymptotically unbiased and When we compare the Bayesian and classical methods for estimating the and parameters, it is clear that as far as bias and MSE are concerned; Bayesian methods outperform the classical methods. Furthermore, Lindley's method works well than the Tierney-Kadane's method in the most of the cases. Also, the GP gives better estimators than the NP for all loss functions.
Application
In this section, an actual data set is used to illustrate the estimation procedure developed in section 3-4. The data set measured from Sivas, Turkey during 2017 was used. There were 6011 observations recorded. The data was taken from the Turkish State Meteorological Service. All measurements were made at the heights of 10m in hourly basis. In this paper, the performance of the Weibull distribution (WD) was compared with the Gamma distribution (GD), log-normal distribution (LND) and inverse Gauss distribution (IGD). These distributions for wind speed data were analyzed seasonally and annually. To determine the distribution providing better …t to wind speed data, we computed the root mean square error (RMSE), the coe¢ cient of determination (R 2 ) and Akaike information criteria(AIC) values for each distribution, as shown in Table 4 . The formulas for model selection criteria were given in Table 5 . In addition to these statistical criteria, the cumulative density function of the WD, GD, IGD and LND were presented in Figure 1 for seasonal and annual wind speed data. 
According to Table 4 , Weibull distribution has the smallest RMSE, AIC values and the highest R 2 values. In Table 5 , k is the number of the unknown parameters, In L is the value of log-likelihood function for each distribution,F is the estimated cumulative density function, X i is i th order statistics, n is sample size and F = P n i=1F i =n .
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ASUM AN YILM AZ, M AHM UT KARA, AND HALIL AYDOGDU Figure 1 . The cumulative density function for annual and seasonal wind speed data (m=s) for Sivas. It is clear that the results in Figure 1 are consistent with Table 4 . Thus, in terms of all criteria, WD performed better than GD, IGD and LND for the seasonal and the annual wind speed data. Therefore, the two-parameter Weibull distribution was used for modelling the wind speed data. The estimators of the and obtained by using Bayesian and classical methods are given in Table 6 -8. In light of the aforementioned information, we recommend the Bayesian estimations under WSELF and GELF for estimating the unknown parameters of Weibull distribution.
Conclusion
In this paper, we obtained di¤erent methods of estimation of the unknown parameters both with Bayesian and classical approximation. In classical method, the parameters and were estimated by using nine di¤erent method. In Bayesian method, we computed the Bayesian estimators of unknown parameters based on symmetric and asymmetric loss functions. The Bayes estimators do not have explicit form. Hence, we used the Lindley and Tierney Kadane's techniques under the assumption of Gamma priors. We also compare the performances of the estimators via simulation study. It is clear from the simulation results given in Table  1 -3 that Lindley approximation under GELF and WSELF are more preferable than the other estimators according to the MSE and bias criteria in both scenarios i.e. informative prior and non-informative prior (especially for sample size n > 50 ).
