ABSTRACT The pervasion of 3-D technologies over the years gives rise to the increasing demands of accurate and efficient stereoscopic image quality assessment (SIQA) methods, designed to automatically supervise and optimize 3-D image and video processing systems. Though 2-D IQA has attracted considerable attention, its 3-D counterpart is yet to be well explored. In this paper, a no-reference SIQA method using convolution neural network (CNN) for feature extraction is proposed. In the proposed method, a CNN model is trained from scratch to classify images according to their perceptual quality, with quality-aware monocular features extracted from a higher level layer of the network. Then, visual saliency models are utilized to fuse the captured monocular features. In the meanwhile, multi-scale statistical features are derived from the binocular disparity maps. Finally, the fused CNN features and the disparity features are synthesized by support vector regression into the objective quality score of the stereoscopic image. Experimental results on two public databases demonstrate the superior performance of the proposed method over other state-of-theart methods, in terms of its accuracy in predicting stereoscopic image quality as well as its robustness across different databases and distortion types.
I. INTRODUCTION
With the rapid development of 3D technologies over the past few decades, many related technologies and services have been introduced into our daily lives as well as many professional fields [1] . During the acquisition, transmission, processing, and display of stereoscopic images, they can be contaminated by various distortions. Therefore, it is highly desirable to develop effective stereoscopic image quality assessment (SIQA) methods that can evaluate the perceptual quality of images, hence help with the implementation of performance evaluation and optimization for image processing systems [2] - [4] . SIQA can be conducted in two ways, subjective and objective. Subjective image quality assessment (IQA) is directly performed by human race, which is very convincing since human visual system (HVS) is the ultimate receiver of images. However, it is non-universal, time-consuming, and laborious, makes them unable to be embedded in real time systems. Therefore, objective SIQA methods that automatically evaluate perceptual quality of images are urgently needed to be designed [5] .
Generally, objective SIQA methods can be divided into three classes, i.e., full-reference (FR), reducedreference (RR), and no-reference (NR) [6] . FR-IQA methods make full use of the undistorted reference images to compare with distorted images and measure the difference between them, while RR-IQA methods use partial information in reference images. On the contrary, NR-IQA methods have no access to the reference images, which are more difficult to achieve high performance. Undistorted reference images can be unavailable in most real-world applications, making no-reference methods much more practically desirable.
A stereoscopic image consists of a pair of monocular views, i.e., the left and right views, captured by two cameras, simulating human binocular vision [7] . It is claimed that the generation of binocular vision is not merely a simple fusion of two views but includes the development of depth perception [8] . Obviously, SIQA is more challenging than its 2D counterpart, since by far the intrinsic mechanism of the HVS to fuse the left and right views is actually unclear.
Over the past few years, substantial progress has been made in developing SIQA methods, which can be roughly classified into three categories. To begin with, since the research field of 2D IQA has a relatively earlier beginning and is better-studied comparing to SIQA, a straightforward way can be inspired that directly applies 2D IQA methods to the monocular views of a stereoscopic image separately, and then combines the two monocular quality scores into its final quality rating [9] - [11] . However, these methods ignore the underlying interactions between the two views and discard the depth information contained in stereoscopic images. And subsequent studies also proved that the quality of stereoscopic images does not equal to a simple combination of the quality of two views [12] . Later researches make improvement by taking depth or disparity information into consideration, that is, the depth or disparity maps are calculated and integrated in SIQA methods [13] , [14] . Akhter et al. [14] proposed a NR-SIQA method using segmented image features and disparity. Based on the fact that the monocular views are naturally fused into a cyclopean view in HVS, the last kind of methods try to calculate the cyclopean view using mathematical models so that the final perceptual quality score can be directly obtained with 2D IQA conducted on the cyclopean views [15] - [18] . However, due to the limited knowledge about the mechanism of cyclopean view construction within HVS, this kind of methods often introduce large approximations during operation and uncontrollable computational complexity.
Recently, deep neural networks have drawn increasing attention of researchers in many academic fields and have achieved great success on various computer vision tasks, such as classification, recognition, and understanding [19] - [21] . Motivated by the good performance and the versatility of neural networks, they are prompted to be introduced into IQA researches. Different from conventional hand-crafted features employed in previous works, the convolutional neural network (CNN) models are able to adaptively extract abstract quality-aware features. Kang et al. [22] proposed a no-reference 2D IQA method that employs a shallow CNN model to predict image quality and achieves a relatively high performance. The no-reference 3D IQA method proposed by Zhang et al. [23] uses CNN to learn the local structure in images and generate a representation of the image, then employs the multilayer perceptron to summarize the representation of image to the final quality score of the stereo image patch pair. These studies show the tremendous potential of CNN to improve performance of IQA methods, and even open new perspectives for studies in IQA. Obviously, there is still room for further progress.
In this paper, we proposed a novel no-reference SIQA method utilizing CNN for adaptive feature extraction instead of traditional hand-crafted metrics. The employed CNN model is trained from scratch to classify the distorted stereoscopic images according to their perceptual quality, supervised by subjective quality ratings. Though trained for classification task, the model is assumed able to adaptively extract quality-aware features through the learning process. From higher-layer of the model, quality-aware features are captured from either monocular view separately. Then, the monocular features are integrated to the final CNN feature using the energy information contained in visual saliency maps. In addition, features are captured from binocular disparity maps to construct more comprehensive quality description for the stereoscopic image. Finally, all the CNN features and disparity statistical features are synthesized by support vector regression (SVR) and mapped into the final objective quality score.
The remainder of this paper is organized as follows. The detailed description of the proposed method is presented in section II. Experimental results and performance discussion are provided in section III. Conclusions are provided in section IV.
II. PROPOSED METHOD
The framework of the proposed SIQA method is shown in Figure 1 . To begin with, a CNN model is trained from scratch to adaptively extract image quality-aware features. Using this model, features are extracted from the left and right monocular views, separately. Then the monocular features are fused through a weighted scheme which utilizes the energy information contained in saliency maps. Meanwhile, binocular disparity maps of the stereoscopic image are derived in a multi-scale manner and contribute statistical features to serve as complementation for the features from CNN. At last, both CNN features and disparity features are synthesized and mapped to the final stereoscopic quality score by SVR. There are some previous works solve the image quality assessment problem by integrating the feature extraction and feature mapping stages into one CNN network, however, limited by the lack of quantitative data, their performances are always unsatisfactory. On the other hand, the design procedure of neural network is cumbersome while its universality is doubtful. Therefore, in this paper, the CNN model is trained to extract features and the SVR is utilized to synthesize the extracted multiple features. The concrete description of every step in the proposed method is given in following sub-sections.
A. CNN TRAINING AND ADAPTIVE FEATURE EXTRACTION
CNN models are typically composed of a set of stacked layers that are jointly learned to solve a specific problem. It is reasonable to assume that a well-trained CNN model that can classify images to different distorted levels according to their quality is able to adaptively extract quality-aware features in images. In this regard, models of high classifying performance are supposed to be adopted in IQA. Restricted by volume of IQA training set, shallow networks tend to perform better than deep CNN models [24] . Therefore, as a representative shallow CNN model originally designed for image classification task, the CaffeNet is trained to adaptively extract quality-aware features in this paper [25] .
The overview of how CNN features are extracted by CaffeNet is illustrated in Figure 2 . To prepare the training of CafeNet, all images in the training dataset are grouped into 6 equal-size classes according to their subjective quality ratings (differential mean opinion score, DMOS values) and are assigned with corresponding integer labels ranging from 0 to 5, representing their quality level (0 for highest-quality images and 5 for lowest-quality images). Accordingly, the depth of the last fully-connected output layer is modified to 6, as shown in Figure 2 . The determination of the class number is a compromise between small amount of training dataset and training effect. Separating the training data into more classes would refine the ability of the CNN model to adaptively extract quality-aware features, however, less amount data of each class would result in underfitting and reduce the classification accuracy.
Specifically, 1509 distorted 2D images in total are utilized to train CaffeNet, including the monocular views of the 365 stereoscopic image pairs in LIVE 3D IQA Database Phase I [26] and 779 images in LIVE 2D Database [18] . It is worth mentioning that images in LIVE 3D IQA Database Phase II are not utilized to train the CNN model. Obviously, the model to be trained is a single-input multi-output system, which requires that the DMOS labels should faithfully reflect the perceptual quality of the 2D input image. However, in LIVE 3D IQA Database Phase I and Phase II, the DMOS values are assigned to both monocular views, so that the overall DMOS value shared by the two views is not capable to accurately represent the perceptual quality of either view in asymmetric distorted image pairs, which are major component of LIVE 3D Database Phase II. Whereas, LIVE 3D Phase II is used to verify the performance of proposed algorithm, therefore, the experimental results can faithfully reflect the effectiveness of the proposed feature extraction scheme. Table 1 shows the structure of CaffeNet and some of the parameters of each layer. The CaffeNet consists of 24 layers, with other 2 input data layers not listed. In the training procedure, the convolutional (Conv) layers are supposed to extract local features (initial layers for low-level features and deeper layers for more abstract high-level features), so that multiple feature maps are derived. Then the pooling (Pool) layers are used to aggregate the statistics of features at nearby locations and reduce the computational complexity. The fully-connected (FC) layers are used to learn the regression function that project features from preceding layers to subjective quality score, and the output of the last fully-connected layer is the final classification result. Note that the output dimension of the last layer is set to 6, since the images are grouped into 6 classes according to their perceptual quality as mentioned above. Moreover, the Rectified Linear Units (ReLUs) are utilized as activation layers equipped to all convolutional layers, the local response normalization (LRN) layers are used to normalize data of the preceding layer, the Dropout layers are introduced to prevent overfitting, and the Accuracy and Softmax layers are used to compute the accuracy and loss of classification, respectively. Specifically, the loss function of the model is chosen as SoftmaxWithLoss. More detailed information about CaffeNet can be referred to [25] .
Since the input image size of CaffeNet is fixed to 227×227, the images are required to be resized before training. Another way to solve this problem is to utilize patches extracted from original images as inputs, with each patch of an original image sharing the same DMOS value. However, in this way, the DMOS value may be unable to faithfully reflect the true quality of each patch, since different regions in an image have different perceptual quality. After 100 epochs of training, the model is able to classify the distorted images according to their quality, with the parameters learned by back-propagation algorithm, and the basic learning rate is set to 0.01. In this paper, the results of the penultimate fullconnected layer are adopted as monocular features.
B. BINOCULAR FEATURE FUSION
Let I L and I R denote the left and right view of a stereoscopic image pair, F L and F R denote the monocular features extracted from the two views by the pre-trained CNN model, respectively. The saliency maps of I L and I R are calculated to guide the fusion of the monocular features, denoted as S L and S R . Saliency maps are capable to reflect visual attention of different regions in images, where higher saliency value represents more attention the region receives, indicating higher energy. Obviously, distortions occur in regions attracting more attention tend to have larger impact on quality perception than that in less salient regions [27] . Therefore, it is reasonable to believe that saliency map is intrinsically related to IQA, and efforts have been made to integrate visual saliency models into IQA methods [28] . Among numerous existing saliency detection models, the spectral residual saliency detection approach [29] is adopted in our work owing to its robustness and low complexity. Figure 3 shows the saliency maps derived from a pair of stereoscopic images in LIVE 3D IQA Database Phase I [26] .
Given the saliency maps, monocular CNN features are fused to a new binocular feature F CNN . The final comprehensive feature from CNN model is calculated as
where the weights W L and W R are obtained by where N denotes the number of the pixels in a saliency map.
C. DISPARITY FEATURE EXTRACTION
Apart from the extracted CNN features, additional features are extracted from the binocular disparity map M D , which is calculated using block matching algorithm (embedded in OpenCV as a function named stereoBM [30] ). The disparity features obtained from M D are defined as the statistics features including mean value, kurtosis, and skew. In order to enhance the features taken from disparity map, the original disparity map is down-sampled to three sub-scales and the corresponding statistical features are computed to extend the feature vector. For scale i (i = 1, 2, 3, 4), let M i denotes mean value of the corresponding disparity map, K i denotes the kurtosis value, and S i denotes the skew value, then the additional statistical features of the disparity map are computed as
D. FEATURE MAPPING WITH SVR
With the derived CNN and disparity features, a nonlinear regression model, SVR, is utilized to construct a regression function F that synthesizes the multiple features to final quality score. As a well-studied machine learning scheme, SVR has been successfully applied to many IQA methods [31] , [32] . The distinct advantage of SVR over other regression models lies in its moderate computational complexity and superiority on high-dimensional regression [31] . The constructed regression function F can be represented as
where x denotes the extracted feature vector, ϕ is a non-linear function that converts x to a non-linear space, w and b are the weight vector and bias term. The deviation of F is controlled to be within a small value to ensure its stability. As deduced in [33] , w can be obtained by
where η * i and η i are the Lagrange multipliers for Lagrange function optimization, n is the number of support vectors, x i is the i th support vector. The non-linear function ϕ is used to construct the radius basis kernel function K , expressed as
where γ defines the width of the kernel. In addition, a five-fold cross-validation scheme is adopted during the training and testing procedure of SVR. Concretely, the images are shuffled and randomly separated into five nonoverlapping parts, four of them are used for training and the rest one for testing at a time, that is, 80% for training and 20% for testing. In the experiments, the whole cross-validation procedure is repeated 50 times to reduce the bias and the average value is reported as final result.
III. EXPERIMENTAL RESULTS

A. EXPERIMENTAL DATABASES
In the experiments, two public databases are utilized to verify performance of the proposed method, LIVE 3D IQA Database Phase I [26] and LIVE 3D IQA Database Phase II [18] . As mentioned above, distorted images from LIVE 2D IQA Database [34] are also utilized to train the CNN model, along with distorted stereoscopic image pairs from LIVE 3D Database Phase I. The basic information of the three databases are introduced as follows.
(1) LIVE 3D IQA Database Phase I: This database contains 20 reference images and 365 distorted stereoscopic image pairs. the monocular views of the images are of size 640 × 360. The images are contaminated by 5 distortions types at different levels. Among the distorted image pairs, 80 each for JPEG compression, JPEG2000 (JP2K) compression, additive white Gaussian noise (WN), and fast fading channel distortion (FF), with the rest 45 image pairs contaminated by Gaussian blur. All distortions involved are symmetric in nature, that is, both left and right views in an image pair are contaminated by the same type of distortion to the same extent. Moreover, each distorted image is assigned with a differential mean opinion score (DMOS), which is the subjective image quality score obtained from extensive experiments conducted on human observers.
(2) LIVE 3D IQA Database Phase II: This database consists of 8 reference and 360 distorted stereoscopic image pairs (640 × 360 pixels), which are contaminated by the same 5 distortion types as in LIVE 3D Phase I. For each distortion type, every reference image pair is used to create 3 symmetric distorted stereoscopic pairs and 6 asymmetric distorted stereoscopic pairs. The ''asymmetric'' here means that the left and right views in a stereoscopic image pair VOLUME 6, 2018 are contaminated by different kinds of distortion and even at different levels. Each distorted image pair is also assigned with a DMOS value.
(3) LIVE 2D IQA Database: It is an early established database that contains 29 reference images and 779 distorted 2D images contaminated by the same 5 distortion types to different extent. The resolutions of images are various (typically 768 × 512), and DMOS values for each distorted 2D image are given.
B. OVERALL PERFORMANCE COMPARISON
The performance of the proposed method on two public LIVE 3D databases is evaluated in comparison with other state-of-the-art no-reference SIQA methods including Chen [18] , Zhou [37] , stereoQUE [4] , Zhang [23] , NUMBLIM [38] , DNR-S3DIQE [39] , and QRSIVS [40] , as well as representative 2D no-reference IQA methods like BRISQUE [32] , QAC [35] , and IL-NIQE [36] . The performance of the proposed method is estimated by two indices, Pearson Linear Correlation Coefficient (PLCC) and Spearman Rank-Order Correlation Coefficient (SROCC). PLCC shows the linear coherency between the subjective and the predicted objective quality scores, while SROCC tests the coherency between the rank orders of the subjective and the objective quality scores. A better IQA method tends to achieve higher PLCC and SROCC.
The overall performance comparison results on LIVE 3D databases measured by PLCC and SROCC are presented in Table 2 , with the top two performances for each index highlighted in boldface, and unavailable results marked ''−''. It can be observed from Table 2 that the proposed method outperforms most other NR methods in LIVE 3D Phase I, except three novel methods, Zhang [23] , DNR-S3DIQE [39] , and QRSIVS [40] . Meanwhile, the proposed method also superior to all other methods on LIVE 3D Phase II. It is worth mentioning that the model trained on LIVE 3D Phase I and LIVE 2D are applied to images in LIVE 3D Phase II, which fairly reflects the generalization ability of the proposed feature extraction scheme. In comparison to other methods, although Zhang's method [23] performs well on LIVE 3D Phase I, but its superiority fails to remain consistent on Phase II, mainly because the method is not similarly good at cope with asymmetrically distorted images. In their work, a CNN model is trained using 32×32 patches in stereoscopic images, which is improper as discussed above. Similarly, DNR-S3DIQE also achieves outstanding performance on LIVE 3D Phase I but shows much low performance on Phase II. Among the compared methods, only the novel QRSIVS [40] shows comparable overall performance, however, the distortion-specific performance is relatively poor, which will be mentioned in sub-section D.
In respect of robustness, the proposed method shows outstanding advantage. Among all the listed methods, only Chen's method is a relatively robust method that achieves good performance on both database, however, its overall performances on both databases are not satisfactory. From what has been discussed above, we can conclude that the proposed method outperforms other no-reference SIQA methods in terms of both accuracy and robustness.
To understand the respective contributions of CNN features and disparity statistical features to the final overall performance, Table 3 shows the performance of the two feature sets, where F CNN means only CNN features are used in pooling strategy, F dis means only disparity statistical features are involved, F all means both two kinds of the features are used, which is the final result of our method. It can be observed from Table 3 that the disparity statistical features significantly improved the overall performance on Phase I database. However, they slightly reduced the performance on Phase II. It probably because the asymmetric distortion interfered the construction of disparity map, result in its poor contribution to the final performance, which will be further explored in the future work. Fortunately, the CNN features are robust enough to remain high performance. 
C. T-TEST RESULTS
Since the performance is slightly different each time during the experiments, a T-test with significant level at 1% is carried out on the two databases in terms of PLCC and SROCC to show whether a performance divergence between two methods is significant, and the results are shown in Table 4 , where 0 denotes the performances between the proposed and the corresponding methods are approximate to each other, while 1 or −1 indicates a significant superiority or inferiority of the proposed method, respectively. T-test experimental results in Table 4 show that the inferiority of the proposed method 37600 VOLUME 6, 2018 comparing to DNR-S3DIQE is not significant, while for all the other methods, the performance divergences are evident.
Generally, the proposed method shows significant superiority over other methods, which is consistent with the overall performance comparison results observed in the previous subsection.
D. DISTORTION-SPECIFIC PERFORMANCE COMPARISON
To further investigate the distortion-specific performance of the proposed method, the objective quality scores of it are disassembled according to the distortion types. The performance comparison results of five distortion types on LIVE 3D Database Phase I and Phase II are presented in Table 5 and Table 6 , respectively, with the best performances highlighted in boldface. Obviously, the proposed method outperforms the others by a significant margin for all distortion types in terms of all indices on both public databases, despite whether the distortion types are easy to handle or not. For the most evident example, all the listed existing methods fail to achieve desirable performance when assessing the quality of JPEG compressed images, which could be due to that the JPEG distortion is less perceptually separated and is more challenging to be assessed, but the proposed method outperforms the others quite significantly. Scatter maps of subjective ratings (DMOS) versus objective scores on LIVE 3D Phase I and Phase II databases are given in Figure 4 (a) and Figure 4 (b) to further demonstrate the effectiveness of the proposed method. In the scatter maps, each point represents an image, and the five distortions are marked with points of different colors and shapes. Observing that the points closely cluster around the fitted curve, the objective quality scores are remarkably consistent with the subjective scores, which illustrates that the proposed method is quite agree with human perceptual rating.
IV. CONCLUSION
By introducing convolutional neural network (CNN) model to extract intrinsic quality-aware feature from stereoscopic images instead of following the conventional strategies that acquire hand-crafted features, a novel no-reference stereoscopic image quality assessment method is proposed in this paper. Concretely, the CNN architecture is trained from scratch to adaptively extract quality aware features in monocular images. And the energy information contained in visual saliency maps are employed to fuse the features of monocular views in a stereoscopic image pair. Moreover, multi-scale statistical features are calculated from the disparity maps for complementary to further improve performance. The comprehensive features are synthesized by machine learning technique to obtain the final quality score. The experimental results prove that, in comparison to other state-of-the-art works, the proposed method achieves superior performance in terms of both predicting accuracy and robustness across different databases and various distortion types.
