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Abstract
An effective action describing N=1, 2d-induced supergravity in the chi-
ral gauge is obtained on the supertorus and on a compact SRS without
boundary of arbitrary genus. This action integrates the superconformal
Ward identity for the superdiffeomorphism anomaly; it yields the last step
in the extension to more complicated topologies of the action initially ob-
tained by A.M. Polyakov on the ordinary complex plane. Constructing
the Weierstrass ζ function as the Cauchy kernel on the supertorus allows
for solving the super Beltrami equations and thereby for computing the
stress-energy tensor and 2- and 3-point Green functions. Using this result
one checks the Polyakov conjecture which states that the Polyakov action
resums the renormalized perturbative series. The stress-energy tensor is
also constructed on a SRS. Obtaining these results was made possible by
analysing new geometrical notions such as single-valued superdifferentials
via the super Riemann-Roch theorem, multi-valued superdifferentials, a
non-Berezinian method for integrating Grassmann variables, super Stokes
theorem, Cauchy kernels and covariant derivatives.
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1 Introduction
For decades high energy physicists have made a tremendous effort in an attempt
to incorporate the gravitational force into the general scheme of renormalizable
gauge theories, the so-called Grand Unified Theory which includes the electro-
magnetic, weak and strong interactions. The fundamental obstacle to this aim is
the fact that gravity has a coupling constant that, owing to the equivalence prin-
ciple, is dimensionful. This means that gravity escapes the usual renormalization
program of gauge field theories, as one cannot add diagrams with different powers
of the coupling constant. Then, what is needed is a field theory that can describe
both gravity and the other interactions and which is based upon the principles
of special and general relativity and of quantum mechanics, and that, though
unrenormalizable, still has a predictive power. At present, it is believed that the
most promising hope to realize this program is held by superstring theory. This is
a theory of one-dimensional extended objects, which, when moving in spacetime,
sweep out a two-dimensional surface, the worldsheet. Superstring theory is based
on a new symmetry principle, namely a symmetry between bosonic and fermionic
fields called supersymmetry. It is a remarkable fact that supersymmetry can be
implemented in field theory if spacetime is curved and hence if gravity is present.
In fact, it turns out that superstring theory not only includes Einstei general
relativity and Yang-Mills theory, but it also includes supergravity and the Grand
Unified Theory.
In supergravity, the symmetry between bosons and fermions implies the existence
of one fermionic companion to the usual bosonic gravitational field, the graviton,
and other fermionic companions to the other bosonic fields. The fermionic com-
panion to ( or the super-partner of ) the graviton is a spin 3
2
field, called the
gravitino. It has been shown that the only consistent field theory of interacting
spin 3
2
fields is supergravity. Moreover, because of the short-range nature of the
exchange of fermionic fields, supergravity differs radically from ordinary general
1
relativity at short distances. In particular, due to the symmetry between bosons
and fermions, infinities ( in the first and second order ) in the S-matrix of su-
pergravity cancel out. Thus supergravity could be regarded as having such a
predictive power as ordinary renormalizable models, and thence provides a can-
didate for the sought-for theory.
There are several models of supergravity characterized by the number N of su-
persymmetries. However, it was shown that these N-extended supergravities are
only viable for 0 ≤ N ≤ 8. In this work, however, we will only be concerned with
the simple (N = 1) supergravity which contains only one graviton-gravitino mul-
tiplet together with other pairs of bosons and their fermionic partners of lower
spins.
A consistent framework for studyingN = 1 supergravity is provided by the covari-
ant Ramond-Neveu-Schwarz model of the superstring. In this theory space-time
Lorentz invariance is manifest, while space-time supersymmetry is not.
In this model, the evolution of a superstring in space-time can be parametrized by
a pair consisting of a bosonic scalar field Xµ ( position of the bosonic string ) and
a spin 1
2
fermionic field ψµ. These define smooth embeddings of the worldsheet
Σˆ swept out by the superstring into space-time. These fields can be treated as a
boson and its fermionic partner in a multiplet called a superfield, if we introduce
an anticommuting complex variable θ in addition to the usual complex variable
z, so that a point on the worldsheet Σˆ is parametrized by the pair of coordinates
(z, θ). Thus the position vector of the superstring in space-time is a superfield
that can be written as Φµ(z, θ) = Xµ(z) + θψµ(z). Then, superstring theory can
be formulated as the superfield Φµ(z, θ) coupled to 2-dimensional N = 1 super-
gravity, i.e. to the superfield corresponding to the graviton-gravitino multiplet.
The latter is called the supervielbein ( or the superzweibein in 2-dimensions )
and defines the geometry of the corresponding supergravity theory, just as the
vielbein defines the geometry of space-time in general relativity.
It is known [34] that any supergravity geometry in two dimensions is locally equiv-
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alent to a flat geometry by superconformal transformations of the coordinates
(z, θ). This means that there exist local coordinates in which the superzweibein
becomes flat. These local complex coordinates z = σ1+ iσ2, θ = θ1+ iθ2, together
with superconformal transformations ( transition functions ) define a superconfor-
mal manifold of complex dimensions (1|1), called a super Riemann surface (SRS).
Then, when we consider interactions at a given loop order g, the worldsheet of
the superstring is a compact SRS of genus g, this is what we denoted above by
Σˆ. The corresponding action has a large gauge symmetry: It is invariant under
reparametrizations or diffeomorphisms of Σˆ and their supersymmetric partner,
the local supersymmetry whose corresponding gauge field is the gravitino, it is
also invariant under superconformal rescalings or super Weyl transformations as
well as under the local Lorentz transformations of the superzweibein.
At the quantum level, superstring theory exists in two entirely different ver-
sions: in the form of canonical quantization it appears as the representation
theory of the algebras of Heisenberg, Virasoro, and Kac-Moody and their su-
persymmetric extensions. In the second version, quantization is performed with
the help of the Polyakov path formalism in which one sums over all random sur-
faces [53]. The latter leads to the analytic theory of algebraic supercurves and
their moduli spaces. In the operator formalism one finds it difficult to construct
a consistent picture of interacting strings because of the infinitesimal (though
mathematically rigorous aspect of this formalism. The Polyakov formalism is, on
the contrary, geometric and can thus treat global objects, though it suffers the
shortcoming of lacking a rigorous mathematical formulation.
In the Polyakov formalism, that will be adopted in this work, quantization in-
volves functional integration over the superfield Φµ and the superzweibein. Since
the integral over Φµ is gaussian, only the integration over the superzweibein is
non–trivial. In order to avoid the overcounting of equivalent configurations follow-
ing from the fact that supergravity geometries related by superdiffeomorphisms
and superconformal transformations define the same SRS, we must pick a gauge-
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fixing slice transverse to the orbits of the super Weyl and superdiffeomorphism
groups in the space of superconformal equivalence classes of metrics, i.e. a slice
that contains one representative of each equivalence class, and then integrate over
it. The space of these equivalence classes is called the supermoduli space of super
Riemann surfaces. This is a supermanifold of complex dimensions (3g−3|2g−2)
when g ≥ 2, with the moduli space as its underlying manifold, see sect.1.2 for
details. Thus in the Polyakov path formalism, the functional integral reduces
to a finite integral over the supermoduli space of SRS’s. In this setting, scat-
tering amplitudes of the string are integrals of various functional determinants
(Laplacian determinants) over supermoduli space. The Laplacian determinants
turn out to be products of first order operators which depend holomorphically
on moduli.
A powerful tool for studying the holomorphic structure of the string scattering
amplitudes in such a representation, their finiteness, and even to compute them
in terms of theta functions via the Selberg trace formula [5, 29], is provided by its
underlying fundamental symmetry, namely the superconformal symmetry of the
worldsheet, and its relation to algebraic geometry. Indeed, conformal invariance
by itself is sufficient to determine almost completely the structure of N−point
Green functions by only stressing the group theoretic behaviour of background
fields under conformal transformations.
Let us go back to the problem of functional integration and note that the
non-trivial integration over the superzweibein leads to two different settings de-
pending on the gauge slice of superzweibeins we choose. In the superconformal
gauge obtained after transforming the superzweibein by superdiffeomorphisms
and super Weyl rescalings into a flat reference superzweibein, the functional in-
tegration analysis leads to the so-called super Liouville theory [21]. This is a
two-dimensional field theory of the scalar field of Weyl rescalings, called the
Liouville mode. This represents the degree of freedom of the 2-dimensional su-
pergravity. The corresponding action yields a measure of the violation of the
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conformal symmetry at the quantum level. However, this symmetry is restored
in some dimensions of space-time, 26 for bosonic and 10 for fermionic strings, the
so-called critical dimensions. This follows from the fact that in these particular
dimensions the dependence on the Liouville mode disappears from the path in-
tegral as this contains an explicit factor that vanishes at these dimensions [53].
Therefore, to quantize the string in the conformal gauge away from the critical
dimensions, it is necessary to solve the Liouville action exactly.
One can, instead of using the conformal gauge, choose the light-cone or chiral
gauge, which has a single non-vanishing metric mode, the super Beltrami dif-
ferential that represents the graviton-gravitino multiplet, and recast the theory
in a local form by introducing the Wess-Zumino field defined by the super Bel-
trami equation. In mathematical terms, this field is the projective coordinate
that represents the isothermal (or projective) structure parametrized by the su-
per Beltrami differential. The resulting effective action is a Polyakov action that
describes the Wess-Zumino field, and is invariant under reparametrizations, while
its variation under Weyl rescalings produces the conformal anomaly.
This gauge-fixing scheme can be better understood if one makes use of confor-
mal field theory on super Riemann surfaces. A precious result that stems from
the combination of algebraic geometry of SRS and superconformal field theory
thereon, is that in critical dimentions, the quantum functional measure is ba-
sically the square modulus of a holomorphic function on moduli [5, 9, 10, 29].
Unfortunately, one can simultaneously maintain, upon quantization, holomor-
phy and reparametrization invariance only in critical dimensions where all local
anomalies cancel out. Nevertheless, off critical dimensions the Weyl anomaly can
be changed to a diffeomorphism anomaly by extracting from the effective action
a suitable local counterterm [42, 1]. This enables us to exploit the salient feature
of the diffeomorphism anomaly namely, the holomorphic factorization, which is
thus restored.
The holomorphic factorization consists in separating those correlation functions
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which depend on the projective coordinates from those which depend on their
complex conjugates. But since these coordinates, being solutions of the Beltrami
equations, are holomorphic functionals of the Beltrami differential, the holomor-
phic factorization can be recast into separating functionals of the Betrami differ-
ential and of its complex conjugate.
Since the holomorphic factorization is an important property of the action we
are going to construct, it is necessary to distinguish the bosonic from the su-
persymmetric case. Although our work is only concerned with N = 1 induced
supergravity, the discussion of the bosonic case will serve as an introduction to
the corresponding development in next chapters, as this constitutes the starting
point for our supersymmetric generalizations.
In the bosonic case, if we denote the Beltrami differential by µ, the holomor-
phic factorization consists in splitting the Weyl invariant effective action into a
chiral (holomorphic) and anti-chiral ( anti-holomorphic ) terms
ΓP [µ, µ¯;R0, R¯0] = ΓP [µ;R0] + ΓP [µ;R0] (1)
where R0 is a background holomorphic projective connection in the conformal
reference structure {(z, z¯)}, i.e. ∂¯R0 ≡ ∂R0/∂z¯ = 0; it is introduced so as to make
the diffeomorphism anomaly well-defined. The chiral functional on the right-hand
side of (1) is a functional which depends holomorphically on the background
conformal geometry parametrized by the pair (µ,R0). This functional, called the
induced Polyakov action, serves as a “classical” action for 2-D quantum gravity
in the so-called light-cone gauge, i.e. ds2 = (dz + µdz¯)dz¯. This Polyakov action
ΓP [µ;R0] satisfies the chiral conformal Ward identity,
sΓP [µ;R0] = kA(c;µ;R0) (2)
with A(c;µ;R0) the well-defined ( or globally defined, which means that it re-
mains invariant under a holomorphic change of coordinates on a Riemann surface
) integrated diffeomorphism anomaly which is a solution of the Wess-Zumino con-
sistency condition, sA(c;µ;R0) = 0; its expression is given below by eq.(68). Here
6
s is the BRST operator associated with the diffeomorphism group, and is obtained
by replacing the diffeomorphism infinitesimal parameters ξ and ξ¯ by the Faddev-
Popov ghost γ and its complex conjugate γ¯ respectively; the diffeomorphism
ghost field c is defined by c = γ+µγ¯ [8]. k is the central charge of the model and
measures the strength of the diffeomorphism anomaly; it is proportional to the
central charge of the Virasoro algebra generated by the energy-momentum tensor
of the original matter system. The anomaly A represents the center-extension
cocycle of the Virasoro algebra.
The fact that this action depends only on the background conformal geometry
suggests that the study of 2-dimensional conformal field theories on Riemann
surfaces should rely on conformal geometry, and thus a starting point for this
study is to solve the conformal Ward identity (2). Accordingly, a unique solution
on the complex plane was found by Polyakov in [54], the solution on the torus
was constructed by Lazzarini and Stora in [44], and quite recently Zucchini has
found the generalization of these solutions to a Riemann surface of higher genus
[66]. In this case the solution is non-unique, since it is only defined up to addition
of an arbitrary local holomorphic function due to the presence of zero modes. We
will consider these solutions in more detail later on.
Now we come to discussing the supercase and defining the framework for our
purpose. The Polyakov action for the effective induced supergravity in two di-
mensions can be defined in analogy with the bosonic case. In order to write
the holomorphic factorization of the superdifferomorphism anomaly, let us first
define the corresponding geometrical setting. Here we consider a compact SRS
Σˆ (without boundary) of genus g, with a reference conformal structure {(z, θ)}
together with an isothermal structure {(Zˆ, Θˆ)}, this is obtained from the refer-
ence one by a quasisuperconformal transformation, i.e. a transformation that
changes a circle into an ellipse. This transformation is parametrized in general
by three super Beltrami differentials of which only two are linearly independent.
There is a formalism in which one of the independent differentials is set to zero
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as it contains only non-physical degrees of freedom, thus ending up with only one
super Beltrami differential. Setting to zero this differential implies the existence
of a superconformal structure on the SRS which is necessary, on the other hand,
for defining the Cauchy-Riemann operator. This formalism is used in the papers
II and IV 1. However, it is more natural from a geometrical point of view to work
in another formalism that also reduces the number of super Beltrami differen-
tials to one by eliminating the θ¯−dependence in the coordinates (Zˆ, Θˆ) [15, 63]
in addition to the superconformal-structure condition of the previous formalism.
The superconformal thus defined is parametrized by a single super Beltrami dif-
ferential µˆ, see sect.1.3 for details. In this particular gauge of super Beltrami
differentials, that we call the Beltrami gauge, the absence of θ¯−dependence in
the coordinates (Zˆ, Θˆ) implies that the action we are going to construct actually
describes the (1, 0)− supergravity of the graviton and gravitino fields contained
in µˆ. More importantly, this gauge allows for decoupling the super Beltrami
equations satisfied by Zˆ and Θˆ which are thus more easily solved by using the
techniques of the Cauchy kernel. The solutions thus obtained enable us to write
the action as a functional of the super Beltrami differential µˆ and then to compute
the Green functions and the energy-momentum tensor whose external source is µˆ.
Later on, we will see that the coordinate Θˆ is the Wess-Zumino field introduced
above in the supersymmetric case.
In this parametrization, the super Weyl invariant effective action splits into two
terms, i.e.
ΓP [µˆ, ¯ˆµ; Rˆ0,
¯ˆ
R0] = ΓP [µˆ; Rˆ0] + ΓP [µˆ; Rˆ0] (3)
where Rˆ0 is a holomorphic background superprojective connection in the super-
conformal structure {(z, θ)}, i.e. D¯θRˆ0 = (∂θ¯ + θ¯∂z¯)Rˆ0 = 0. For the same reason
as in the bosonic case, Rˆ0 is introduced to insure a good glueing of the anomaly
on Σˆ.
1Here and later on we use I, II, III, IV to refer to our respective papers [36], [2], [37], [3].
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The chiral part on the right-hand side of eq.(3) is the 2-d induced Polyakov action
that describes quantum supergravity in the light-cone gauge, i.e. ds2 = (dz +
µˆdz¯ + θdθ)dz¯ . It depends on the background conformal geometry parametrized
by the pair (µˆ, Rˆ0). This action satisfies the superconformal Ward identity [28, 17]
(∂¯ − µˆ∂ − 3
2
∂µˆ− 1
2
DµˆD)
δΓ
δµˆ
= κ∂2Dµˆ . (4)
which is also the non-holomorphy equation of the stress-energy tensor. Using the
BRST operator s and the well-defined anomaly, we equivalently have
sΓ[µˆ, Rˆ0] = κ
∫
Σˆ
dτ [C∂2Dµˆ− µˆ∂2DC) + 3Rˆ0(C∂µˆ− µˆ∂C) +DRˆ0(CDµˆ− µˆDC)]
≡ κA(C, µˆ, Rˆ0), (5)
with dτ ≡ dz∧dz¯
2iπ
dθ. Here C is the superdiffeomorphism ghost field; κ is the
central charge of the model and measures the strength of the superdiffeomorphism
anomaly; as in the bosonic case this is the only remnant of the matter system
after functional integration. A(C, µˆ, Rˆ0) is the well-defined integrated anomaly
on the super Riemann surface (SRS) Σˆ.
Solving Eqs.(4) or (5) on a super Riemann surface of genus g ≥ 0 is, as in
the bosonic case, the starting point for studying 2-dimensional superconformal
models thereon. A solution to this superconformal Ward identity was found by
Grundberg and Nakayama in [30] on the super complex plane. Then generaliza-
tions of this solution to the supertorus and to a SRS of higher genus, which is the
subject of this work, have been performed by the author in collaboration with
J.-P. Ader in the papers II and IV. Now I come to present the program of this
work in more detail.
In chapter I, I first recall in a self-contained way the basic features of the
theory of SRS’s which are of direct use in our work, and also present some new
relevant points I have developed in the papers I and III in collaboration with my
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brother M. Kachkachi on which paper IV is based. Accordingly, I will present a
SRS Σˆ as having two superconformal (reference and isothermal) structures. The
isothermal structure will be parametrized by the supercoordinates (Zˆ, Θˆ) that
we shall regard as being obtained from the reference structure coordinates (z, θ)
by performing a quasisuperconformal transformation parametrized by the single
super Beltrami differential µˆ in the Beltrami gauge. In this gauge the super
Beltrami equations are easily decoupled, and then to solve them we construct
in (III) the quasielliptic Weierstrass ζ-function as the ∂¯-Cauchy kernel on the
supertorus. We also suggest an analogous object on a SRS; however in this case
much is still needed about, for instance, the boundary behavior of this prime
form in order to solve the super Beltrami differentials (SBE) thereon.
Next we study in detail the monodromy properties of multi-valued superdifferen-
tials as distinguished from single-valued ones [35]. The monodromy of a multi-
valued ( or polydromic ) field is defined as the phase factor that this field picks
up when it is carried along a close curve on a Riemann surface that encircles
a singular point of the field. Multivalued differentials are no-where vanishing
and transform up to a character under the group of superdiffeomorphisms of the
SRS [35]. On the other hand, the Riemann-Roch theorem states that an even
holomorphic single-valued 1
2
−superdifferential possesses globally ( and counting
multiplicity ) (g − 1) zeros on a compact super Riemann surface of genus g.
In I we use this theorem to give a local expression for a holomorphic (single-
valued) 1
2
−superdifferential in a superconformal structure parametrized by spe-
cial isothermal coordinates on a SRS; this expression is very crucial for carrying
explicit residue calculus. The holomorphy of these coordinates with respect to
super Beltrami differentials is proved. This property inssures the holomorphic
factorisation of the effective action as in eqs.(1), (3) above.
Out of these differentials we first construct superaffine and superprojective con-
nections, then the corresponding supercovariant derivatives. These will prove
to be of practical necessity to build globally defined Lagrangian densities in the
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Polyakov formalism. Then with all this material at hand, we will proceed to the
construction of the Polyakov action.
We end this chapter by giving the BRST and superconformal coordinate trans-
formations of all fields we use in the construction of the Polyakov action on the
supertorus and a SRS.
Chapter II is devoted to develop a consistent method to first recover the
(well-defined) Polyakov action on the torus [44] and then to construct its exten-
sion to the supertorus (see II). This method, based on the covariantization of
derivative operators, and the introduction of geometrical objects such as affine
and projective (super) connections, enables us to find a Polyakov action which
is globally defined. In the second part of this chapter we use the solution to
the super Beltrami equations constructed in chapter I to write this action as a
local functional in the super Beltrami differential and thereby to compute the
stress-energy tensor and its operator product expansions (OPE) corresponding
to induced supergravity described by this Polyakov action. This will allow us on
the other hand to recover the corresponding results on the supercomplex plane
and the torus (see III).
In chapter III we proceed to the generalization of this formalism to a super
Riemann surface of arbitrary genus. Here the task is much more difficult since one
is led to deal with complicated and poorly known objects. In particular, one has
to find a way to cope with singular superfields. This mainly consists in choosing a
determination of these fields by cutting the SRS around singular points. Accord-
ingly, we will show how some of these difficulties have been circumvented ending
up with the effective action for the N = 1 2D−induced conformal supergravity
on a compact SRS (without boundary) Σˆ of genus g > 1, as the general solu-
tion of the corresponding superconformal Ward identity. This is accomplished
by defining a new super integration theory on Σˆ which includes new definition of
a coboundary Dolbeault operator and formulation of the super Stokes theorem
and residue calculus in the superfield formalism. Here integration is performed
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on a finite domain defined as the direct product of a domain in the underlying
Riemann surface and a “Grassmann circle”. The finiteness of this domain is a
new result with respect to the Berezin integration method which uses an infinite
domain for the Grassmann variables. Our integration method allows us to carry
all residue calculations in the superfield formalism without having recourse to
the cumbersome method of components. This is impossible with Berezin’s in-
tegtration method. Another crucial ingredient is the notion of polydromic fields
studied in chapter I. The resulting action is shown to be globally defined (and
free of singularities) on Σˆ. On the other hand, this action has been shown to
be only defined up to an arbitrary functional. Furthermore, we show that this
solution can be written in two different forms depending on whether the fields we
start with are single– or multi–valued. The solution that starts with single-valued
fields is related to the Polyakov action on the supertorus by restricting all fields
from the SRS onto the supertorus. Moreover, this action is used to give the most
general expression for the stress-energy tensor which is regular due to a mech-
anism of compensation of singularities. However, in order to compute N-point
Green functions, defined as the N th order derivatives of the action with respect
to the super Beltrami differential, we need to find the exact Cauchy kernel on
a SRS for solving the super Beltrami equations thereon, and thus generalize the
work of III to this case.
2 Super Riemann surfaces (SRS)
It is by now agreed that moduli spaces of SRS are basic objects of superstring
theory[47], mainly because of the possibility to define a functional on the set of
functions, which is independent of the local structure of the SRS and is invariant
under the world sheet supersymmetry transformations.
Teichmuller theory for SRS is mathematically rigorously developed using the su-
permanifold theory of Rogers[59]. The basic difference between Rogers’ theory
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and that of De Witt is that the former allows for a general situation in which
non-trivial topology in the θ dimensions is possible, while De Witt topology is
trivial in all but the dimension defined by the body z0 of the complex coordinate
z, see below. Moreover, such a De Witt supermanifold theory is more suitable
for applications to superstrings[15] and, in particular, for a picture of a moving
superstring in spacetime. This we will adopt for our development.
2.1 Geometrical structure
Consider a (1|1)−dimensional complex supermanifold Mˆ 2 which is obtained by
patching together superdomains in the super complex plane IC1|1 where the local
coordinate charts are (U, (z, θ)), with (z, θ) a pair of commuting and anticommut-
ing complex coordinates [15, 16, 59]. The underlying manifold of Mˆ obtained by
switching off the nilpotent elements of Mˆ is called its body and is denoted by
M . The coordinates (z, θ) take their values in a Grassmann algebra IBL with
generators 1, ν1, ν2, . . . , νL, satisfying (νiνj = −νjνi) i.e.,


z = z0 + zijνiνj + . . .
θ = θiνi + θijkνiνjνk + . . .
The coefficients z0, zij , . . . ; θi, θijk, . . . are ordinary complex numbers. z0 is called
the body of z and z − z0 its soul; note that θ is pure soul [59, 16].
To make the supermanifold Mˆ into a SRS we need the following additional struc-
tures:
Super complex structure
This means that the transition functions of Mˆ between two charts (U, (z, θ)) and
2An (m|n)−dimensional supermanifold is similarly defined by gluing patches from ICm|n.
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(V, (z˜, θ˜)) are complex analytic and superanalytic, that is, they are of the form

z˜ = f(z) + θζ(z)
θ˜ = ψ(z) + θg(z)
where the component functions f, ζ, ψ, g have Taylor expansions, e.g.,
f(z) = f(z0) + (z − z0)f ′(z0) + . . .
Note that this series terminates because the soul z − z0 is nilpotent and hence
these component functions are uniquely specified by giving their values at z0.
However, a super complex structure is not sufficient to define a super Cauchy-
Riemann operator and thereby the action depending on it; for this we further
need a
Superconformal structure
This requires that the derivative operator
D ≡ Dθ = ∂θ + θ∂z, D2θ = ∂z ≡ ∂ (6)
transforms homogeneously. More precisely we have
D˜ = (Dθ˜)−1D (7)
and this consequently imposes the constraint
Dθz˜ = θ˜Dθ θ˜ (8)
or equivalently 

ζ = gψ
g2 = ∂f + ψ∂ψ
Finally a general form of the transition functions of a SRS reads,

z˜ = f(z) + θψ
√
∂f
θ˜ = ψ(z) + θ
√
∂f + ψ∂ψ
(9)
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These functions are specified by the two IBL−1-valued
3 analytic functions f(z0)
and ψ(z0), see [15, 61].
We will more precisely consider a compact SRS Σˆ (without boundary) of genus
g with compact Riemann surface Σ of genus g with a particular spin structure
as its body. The charts on Σ are the projections on the z0 plane of the charts
on Σˆ, and its transition functions are the bodies f0(z0). Thus the transition
functions of the tangent bundle over Σ are f
′
(z0), and a spin structure on Σ is
defined by a choice of the square root of f
′
(z0). In this setting Σˆ can only be
regarded as a fiber bundle over Σ having a vector space as fiber, and not as a
vector bundle since the transition functions may happen to be nonlinear in the
fiber coordinates[16]. Unfortunately, not all that we know in ordinary algebraic
geometry carries over onto an arbitrary (compact) SRS. This is in fact true only
in a somewhat trivial case of a split (family of) SRS, i.e. for which there are no
odd supermoduli parameters (ψ = 0, in (9)), and hence the transition functions
for such a SRS become 

z˜ = f(z)
θ˜ = θ
√
∂f
(10)
This is, for instance, the SRS Σˆ obtained from a Riemann surface Σ with an
even (non-trivial) spin structure ( see below for the case g = 1). On the other
hand, the property of splitness (or at least projectedness) is necessary to obtain
a non-ambiguous rule for integration on a non-compact supermanifold. However,
our integration procedure will be formulated on a general (but compact) super
Riemann surface with De Witt topology, see chapter III.
In an older approach one treats a SRS as an object representing a super-
conformal equivalence class of 2-dimensional supergravity geometries. Here one
starts with a real (2|2)−dimensional manifold Mˆ , e.g. the one obtained from M
with a spin structure, then introduces a family of frames {EA} containing even
3We take (L− 1) instead of L generators to avoid contradiction with the Leibniz rule when
differentiating with repect to θ[59].
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as well as odd vectors. Some of these, however, happen to be spurious owing
to local invariance. Thus one is led to impose gauge conditions so as to end up
with only a graviton and a gravitino of supergravity. This is done in an indirect
way by introducing still more degrees of freedom in the form of a connection
φA on Mˆ , then one defines the corresponding torsion and curvature, and finally
imposes conditions on these tensors. Under these conditions and the ones they
entail via the Bianchi identities, the initial degrees of freedom boil down to the
minimal graviton–gravitino doublet as required. These torsion constraints are of
two kinds: the complex torsion constraints implement local equivalence between
the almost- complex structure defined by EA and the standard complex structure
of IC1|1. Similarly, one gets a local equivalence between the almost-superconformal
structure also defined by EA, and the standard flat superconformal structure of
IC1|1, by imposing superconformal torsion constraints[26]. Thus one obtains the
two structures needed to make Mˆ into a SRS, as in the previous approach.
2.2 Uniformization theory
Let us denote by IC, IP 1 = IC∪{∞} and U = {z ∈ IC; Imz > 0} the complex
plane, the Riemann sphere and the upper half-plane respectively [23]. Then the
uniformization theorem states that any SRS with metric4 is SIP 1 ( S stands for
super ) or a quotient of SIC or SU by a subgroup G of SPL(2,IC), the group of
superconformal automorphisms of SIP 1.
By imposing analytic conditions on the transition functions (9) at the point
(z, θ) = (∞, 0), and taking into account the fact that the body of f(z0) must be a
conformal automorphism (Mobius transformation) of IP 1, that is f0(z0) =
a0z0+b0
c0z0+d0
,
we obtain the transition functions
4This condition was shown to be superfluous by Hodgkin[33]. However existence of a metric
on Σˆ is necessary for applications to superstrings.
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

z˜ =
az + b
cz + d
+ θ
γz + δ
(cz + d)2
θ˜ =
γz + δ
cz + d
+ θ
1 + 1
2
δγ
cz + d
(11)
a, b, c, d ∈ IC with ad − bc = 1, while γ and δ are odd Grassmann numbers.
These depend on three independent even parameters in IBL−1 and two odd ones,
they generate the group SPL(2,IC).
Indeed, IC, IP 1 and U have unique spin structures since they are simply connected,
i.e. their fundamental groups are trivial. Hence SIC, SIP 1 and SU are the unique
canonical SRS’s over these Riemann surfaces with De Witt topology.
As in the bosonic case, the subgroup G of superconformal automorphisms by
which we take the quotient of these SRS’s is isomorphic to their fundamental
group π1(Σˆ) which is isomorphic in turn to π1(Σ) since, as mentioned previously,
Σˆ is a vector-space-fibered fiber bundle. Therefore, G is discrete since π1(Σ) is.
Thus any SRS is either SIP 1 or a quotient of SIC or SU by a group G of supercon-
formal automorphisms which acts properly discontinuously on the body; but no
new SRS’s can be obtained as quotients of SIP 1 since no Mobius transformation
acts properly discontinuously on the body IP 1 because this contains the point at
∞. This is why a superconformal automorphism of SIC and SU needs only have
a Mobius transformation as its body while its soul remains unrestricted.
As we are considering later on the construction of the Weierstrass ζ−function
and Polyakov action on the supertorus, it is worthwhile to discuss in more detail
the uniformization construction for the genus 1 case[15, 24].
The supertorus is then the quotient of SIC by a subgroup G1 of SPL(2,IC). Then
by requiring of G1 to act properly discontinuously on IC, and to preserve the met-
ric ds = |dz + θdθ| on SIC we find the conditions c = 0, γ = 0, a2 = 1 and b0 6= 0.
Moreover, G1 must be abelian as it is isomorphic to the fundamental group of the
torus, an abelian group with two generators. One next reduces the generators of
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G1 by conjugation with SPL(2,IC) elements. If we denote by (a, b, δ) and (a
′
, b
′
, δ
′
)
the two generators of G1 we see that the conditions a
2 = 1, (a
′
)2 = 1 determine
four (three even and one odd) spin structures on the torus which correspond to
the choice of signs for a and a
′
. Taking all these considerations into account we
can finally write down the generators of G1 in different spin structures,

z → z + 1 , θ → θ
z → z + τ + θδ , θ → θ + δ
(12)
where τ = b with Imτ 6= 0, for the odd spin structure (+,+) and

z → z + 1 , θ→ +θ
z → z + τ , θ→ −θ
(13)
for the even spin structure (+,−).
The other two even spin structures are obtained by changing the signs in the
transformations of θ in Eq.(13) from (+,−) to (−,+) or (−,−).
For completeness, we state some results from the uniformization theory on the
super Teichmuller space STg(Σˆ) of Σˆ [33, 15]. STg(Σˆ) is a complex analytic
supermanifold of dimension (3g − 3|2g − 2) if g > 1, (1|1) if g = 1 in the trivial
(+,+) underlying spin structure, and (1|0) if g = 1 in the non-trivial even spin
structures. The body of STg(Σˆ) is the ordinary Teichmuller space of Riemann
surfaces with spin structure, this is a 22g−sheeted covering of the Teichmuller
space Tg(Σ). As was shown by Crane and Rabin [15], the supermodular group
which acts by changing the choice of generators of π1(Σˆ) (i.e. a marking of Σˆ)
is the ordinary modular group. This reduces the super Teichmuller space to the
supermoduli space Mg(Σˆ), needed in the Polyakov path integral formalism.
2.3 Super Beltrami equations : A solution on the super-
torus
A super Riemann surface can further be provided with another superconformal
structure which is represented by a set of isothermal (or projective) coordinates
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(Zˆ, Θˆ)5 together with superconformal transition functions between two charts
(U, (Zˆ, Θˆ)) and (V, (
˜ˆ
Z,
˜ˆ
Θ)), i.e. D ¯ˆ
Θ
˜ˆ
Z = 0, D ¯ˆ
Θ
˜ˆ
Θ = 0, DΘˆ
˜ˆ
Z =
˜ˆ
ΘDΘˆ
˜ˆ
Θ. These
isothermal coordinates satisfy in the reference structure the super Beltrami equa-
tions (SBE) [15, 63, 36, 37],
∆µˆZˆ = −Θˆ∆µˆΘˆ
∆νZˆ = Θˆ∆νΘˆ
∆σZˆ = Θˆ∆σΘˆ (14)
with ∆µˆ = ∂¯−µˆ∂, ∆ν = ∂θ+ν∂, ∆σ = ∂¯θ+σ∂, where µˆ, ν and σ are the super
Beltrami differentials which parametrize the superconformal structure {(Zˆ, Θˆ)}
and satisfy certain boundary conditions[63]. We will refer to the formalism using
these super Beltrami differentials as the µˆ−formalism. There is another formalism
6 which makes use of the super Beltrami differentials Hzz¯ , H
z
θ , H
z
θ¯ (this will be
referred to as the H−formalism) and in which these equations become[17]
∂¯Zˆ + Θˆ∂¯Θˆ = Hzz¯ (∂Zˆ + Θˆ∂Θˆ)
DθZˆ − ΘˆDθΘˆ = Hzθ (∂Zˆ + Θˆ∂Θˆ)
D¯θZˆ − ΘˆD¯θΘˆ = Hzθ¯ (∂Zˆ + Θˆ∂Θˆ) (15)
These two sets of equations are related by the following identification[36]
Hzz¯ = µˆ, H
z
θ = θ − ν, Hzθ¯ = −σ + θ¯µˆ . (16)
One should note here that µˆ is the supersymmetric extension of the bosonic
Beltrami differential µ[17, 2, 36].
5Henceforth, we will only consider the holomorphic sector, knowing that everything proceeds
along similar lines in the antiholomorphic sector (with barred variables)
6In the sequel we will use both formalisms alternatively depending on the technical conve-
nience that each of them might present.
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Just as in the bosonic case[44], we find that a superconformal change of coor-
dinates in the SB–structure 7 (Zˆ, Θˆ) induces a local change of coordinates in the
reference structure via a sense-preserving 8 superdiffeomorphism ϕ ∈ SDiff+(Σˆ),
that is, the following diagram commutes
(z, θ) (µˆ,ν,σ)−−−−−→ (Zˆ, Θˆ)
ϕ
y ysuperholomorphic
transformation
(z˜, θ˜) (
˜ˆµ,ν˜,σ˜)−−−−−→ (
˜ˆ
Z,
˜ˆ
Θ) .
This defines a new complex structure on Σˆ parametrized by the new SB ˜ˆµ, ν˜, σ˜.
Then if we denote this superdiffeomorphism by
ϕ : (z, θ)→ (ϕb(z, θ, z¯, θ¯), ϕf(z, θ, z¯, θ¯)),
we obtain the right action SRϕ of SDiff
+(Σˆ) on the SB as follows[36, 63]
˜ˆµ ≡ SRϕ(µˆ) = ∂¯ϕb + (µˆ ◦ ϕ)∂¯ϕ¯b + (ν ◦ ϕ)∂¯ϕf + (σ ◦ ϕ)∂¯ϕ¯f
∂ϕb + (µˆ ◦ ϕ)∂ϕ¯b + (ν ◦ ϕ)∂ϕf + (σ ◦ ϕ)∂ϕ¯f
ν˜ ≡ SRϕ(ν) = −∂θϕb − (µˆ ◦ ϕ)∂θϕ¯b + (ν ◦ ϕ)∂θϕf + (σ ◦ ϕ)∂θϕ¯f
∂ϕb + (µˆ ◦ ϕ)∂ϕ¯b + (ν ◦ ϕ)∂ϕf + (σ ◦ ϕ)∂ϕ¯f
σ˜ ≡ SRϕ(σ) = −∂¯θϕb − (µˆ ◦ ϕ)∂¯θϕ¯b + (ν ◦ ϕ)∂¯θϕf + (σ ◦ ϕ)∂¯θϕ¯f
∂ϕb + (µˆ ◦ ϕ)∂ϕ¯b + (ν ◦ ϕ)∂ϕf + (σ ◦ ϕ)∂ϕ¯f
(17)
This defines a deformation of the super complex structure defined by (µˆ, ν, σ)
under the right action of a superdiffeomorphism ϕ ∈ SDiff+(Σˆ), i.e.,
(µˆ, ν, σ)→ (µˆϕ, νϕ, σϕ)
In other words, the set {(µˆϕ, νϕ, σϕ), ϕ ∈ SDiff+(Σˆ)} describes the SDiff+(Σˆ)–
orbit of the point (µˆ, ν, σ) in the supermoduli space Mˆ(Σˆ) of Σˆ introduced earlier.
7SB stands for super Beltrami differentials, and SB–structure for the structure defined by
these differentials. Objects that are holomorphic in this structure will be said to be SB-
holomorphic.
8Both the super Jacobian and the Jacobian of the body map are positive.
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One should note that the right action SRϕ given above is holomorphic w.r.t.
the SB. Moreover, it is straightforward to check that Eqs.(17) allow us to recover
those given in[17] through the identification (16) and that they reduce to the
right action of ϕ0 ∈ Diff(Σ) (the body of ϕ) on the bosonic Beltrami differential
µ [44].
The Beltrami differentials are viewed as superdifferentials defined on the
upper-half plane and invariant under a subgroup of the covering group SPL(2,R)
of the super Riemann surface[15, 46]. In our setting these differentials, in partic-
ular µˆ, are extended to the entire supercomplex plane by defining µˆ = 0, ν = θ
and σ = 0 in the lower-half plane [46, 15].
Now we stress that we will be considering, as discussed in the introduction,
(1,0)-induced supergravity involving only the field µˆ. Thus we restrict ourselves
to the following “gauge choice”9


ν = θ
σ = 0
(18)
The first equation is equivalent [36] to the condition implying the existence
of superconformal structure, i.e. (8), while the second one implies that there is
no θ¯-dependence. In this case, Eqs.(14) reduce to
∆µˆZˆ = −Θˆ∆µˆΘˆ
DZˆ = ΘˆDΘˆ , (19)
where now Zˆ = Zˆ(z, θ, z¯), Θˆ = Θˆ(z, θ, z¯).
The Ward identity (4) is also the holomorphy equation (in the µˆ−structure )
for the projective connection
δΓ
δµˆ
, i.e. the energy-momentum tensor. This is ob-
tained by writing a particular superprojective connection as Rˆ = −∂D ln(DΘˆ)−
9This gauge was conjectured in [15] and shown in [63] to be always possible.
This is equivalent to Hzθ = 0 with no θ¯−dependence in the H-formalism.
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D ln(DΘˆ)∂ ln(DΘˆ) and then using the decoupled SBE
∂¯Zˆ = µˆ∂Zˆ +
1
2
DµˆDZˆ
∂¯Θˆ = µˆ∂Θˆ +
1
2
DµˆDΘˆ (20)
which were shown in Ref.[63] to be equivalent to Eqs.(19) in the gauge (18).
Furthermore, we wish to emphasize that holomorphic factorization (which led
to the Ward identity (4)) is in fact defined with respect to (Zˆ, Θˆ) and (
¯ˆ
Z,
¯ˆ
Θ).
Moreover, from Eqs.(20) we can see that these coordinates are local functionals
in µˆ and ¯ˆµ respectively, thus giving rise to the chiral splitting in Eq.(3). Indeed,
we showed in III that a solution to (20) on the supertorus can be written as
Zˆ(z, θ, z¯) = z +
∫
ST
dτ ζˆ(z − ω − θφ)[µˆ∂Zˆ + 1
2
DµˆDZˆ](ω, φ, ω¯) (21)
Θˆ(z, θ, z¯) = θ +
∫
ST
dτ ζˆ(z − ω − θφ)[µˆ∂Θˆ + 1
2
DµˆDΘˆ](ω, φ, ω¯)
where
ζˆ(z − ω − θφ) = (φ− θ)[ζ(z − ω) + φθp(z − ω)] = (φ− θ)ζ(z − ω) (22)
is the quasielliptic “super Weierstrass ζ-function”, i.e. the ∂¯-Cauchy kernel
on the supertorus
∂¯ζˆ(z − ω − θφ) = −2πδ(2)(z − ω)δ(θ − φ).
Here ζ(z−ω) is the odd quasielliptic Weierstrass ζ−function and p(z−ω) is the
elliptic Weierstrass function. On the supercomplex plane we have the Cauchy
kernel
θ − φ
z − ω − θφ =
θ − φ
z − ω (23)
see discussion in III.
Let us now discuss the generalization of these objects to a SRS Σˆ of higher
genus g. On an ordinary Riemann surface Σ, the Cauchy kernel is Kω(z) =
∂zℓnE(z, ω) where E(z, ω) is the prime form on Σ which has a simple zero at
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z = ω, i.e. E(z, ω) ∼ (z − ω). On Σˆ we expect the Cauchy kernel to be of the
form ∼ D1ℓnEˆ(~z1, ~z2) with ~zi ≡ (zi, θi), i = 1, 2, where the “super prime form”
Eˆ behaves locally like (z1 − z2 − θ1θ2). However, one still needs a more rigorous
study of boundary condition problems in different spin structures on a SRS.
As a last point in this paragraph, we note that in Ref.I we have shown that in
the gauge (18), the isothermal coordinates (Zˆ, Θˆ) are holomorphic with respect
to the super Beltrami differentials at any point of the SRS Σˆ and in particular
at the special choice of origin Pˆj of this coordinate system where this property
may in general be lost. That is we have
¯ˆ
δΘˆj(Pˆj) = 0
¯ˆ
δZˆj(Pˆj) = 0. (24)
In the general case (with θ¯–dependence), the proof of holomorphy of the pro-
jective coordinates proceeds along similar lines, see Ref.I for discussion. More-
over, the parametrization of the action that solves the superconformal Ward
identity (4) by the super Beltrami differentials provides this action with the im-
portant property of holomorphic factorization, which leads to the corresponding
induced Polyakov action. Accordingly, this property is due to the fact that the
coordinates (Zˆ, Θˆ) are holomorphic w.r.t. the super Beltrami differentials. On
the other hand, the Ward identity (4) reflects the non-holomorphy in the reference
structure of the induced action which is a local functional in µˆ, a property that
is crucial for quantization (e.g. a` la Epstein-Glaser [22, 44]). Finally, we wish to
emphasize that the holomorphy of the isothermal coordinates (Zˆ, Θˆ) w.r.t. SB is
compatible with the SB-holomorphy of a 1
2
−superdifferential η on one hand, and
w.r.t. the coordinates (Zˆ, Θˆ) on the other.
2.4 Superdifferentials: Definition
It is by now well know that the computation of fermionic string amplitudes in the
Polyakov formalism[5, 19, 53] reduces to integration over a finite–dimensional su-
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perspace, the space of classes of superconformal manifolds, or equivalently super-
conformal structures parametrized by super Beltrami differentials, i.e. the super-
moduli spaceMg(Σˆ) introduced above. This parametrization makes the holomor-
phic factorization property manifest at all levels [7, 41, 42, 39], and accordingly
the use of holomorphic (super) differentials, among other geometrical objects,
such as superaffine and superprojective connections, defined on a super Riemann
surface, turn out to be a powerful means to construct well–defined Lagrangian
densities enjoying this property. In the bosonic case, these are (1.1)–differential
forms [44] while in the supercase these become (1
2
, 1
2
)–superdifferentials. The
properties of a holomorphic differential on a Riemann surface of genus g ≥ 1
are well known [23, 31, 62], whereas a complete study of the same issues in the
supercase is still lacking.
Indeed our construction of Polyakov action on a SRS relies crucially on the
holomorphy and monodromy properties of superdifferentials and the correspond-
ing superconnections and superderivatives. Thus we find it necessary to discuss
(at least) the most important properties of these objects directly related to our
work.
For this we consider a compact SRS Σˆ of genus g, i.e. with a compact underlying
Riemann surface Σ of the same genus and a particular spin structure. Next we
define a holomorphic line bundle L over Σˆ by specifying a 1-cocycle {gαβ} with
coefficients in the sheaf of even holomorphic functions f such that f(P )(mod
nilpotents) 6= 0, ∀P ∈ Σˆ. The total space of L can be defined as the disjoint
union
L =
⋃
α∈I
(Uα × IC1|1)
modulo the equivalence relation
(zα, sα) ∼ (zβ, sβ)←→ (zα, sα) = (zβ , gαβsβ)
∀(zα, sα), (zβ, sβ) ∈ (Uα ∩ Uβ)×IC1|1, for (Uα)α∈I an open covering of Σˆ.
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gαβ are the transition functions of L, which is thus a vector bundle of rank
(1|0) or (0|1) when its sections are even or odd.
Equivalently, L can be characterized by its divisor or as well by its Chern
class C(L). In fact it was shown in [57] that
C(L) = C(Lred) (25)
where Lred is the holomorphic line bundle over the reduced SRS Σˆred, which
is just the Riemann surface Σ with a spin structure, i.e. Lred is the spin bundle
over Σ.
In particular, from Eq.(7) we see that the factor F−1 = (Dθθ˜)
−1 is an even
transition function of a line bundle whose sections are generated by the vector
field Dθ, i.e. the tangent bundle T Σˆ. To identify the cotangent bundle dual to
T Σˆ we note that the object dλ ≡ (dz|dθ) transforms under a superconformal
change of coordinates form (U, (z, θ)) to (V, (z˜, θ˜)) as
dλ˜ = sdet
[
∂(z˜, θ˜)
∂(z, θ)
]
dλ = Fdλ (26)
showing that dλ is a section of a fiber bundle with even transition functions
F = (Dθθ˜)
10. This together with eq.(7) imply that the operator
∂ˆ ≡ dλ⊗Dθ (27)
is globally defined; this is the analog of the ordinary Dolbeault operator ∂ =
dz ⊗ ∂z defined on Σ. Thus the fiber bundle dual to T Σˆ is the supercanonical
line bundle denoted by Kˆ with the generator dλ; similarly we define its complex
conjugate
¯ˆ
K. Kˆ was shown in [36] to be the square root of a fiber bundle whose
generator is the vierbein field
EZˆ = (∂Zˆ + Θˆ∂Θˆ)(dz + µˆ dz¯ + νdθ + σdθ¯) (28)
10(Dθ θ˜)(mod nilpotents)=
√
∂f
∂z
(mod nilpotents), see eqs.(9), (10)
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Now we are ready to define a (p
2
, q
2
)−superdifferential 11 Φ on Σˆ. Here p, q are
integers.
This is a section of the cross fiber bundle Kˆ⊗p ⊗ ¯ˆK⊗q on an open set U ⊂ Σˆ.
Then if the local cordinates in U are (z, θ), Φ reads
Φ
p
2
, q
2 (z, θ, z¯, θ¯) = φ(z, θ, z¯, θ¯)dλp ⊗ dλ¯q (29)
where the coefficients {φ} are smooth functions satisfying the gluing rule
φ(z˜, θ˜, ˜¯z, ˜¯θ) = (Dθθ˜)
−p(Dθθ˜)
−q
φ(z, θ, z¯, θ¯). (30)
We also have the identity
φ(z, θ, z¯, θ¯) = Λp/2 Λ¯q/2ψ(Zˆ, Θˆ,
¯ˆ
Z,
¯ˆ
Θ), (31)
with Λ ≡ ∂Zˆ + Θˆ∂Θˆ, which expresses the transformation law of the coefficients
φ under the quasisuperconformal transformation (z, θ)→ (Zˆ, Θˆ).
Let us denote the space of such differentials by Ωp,q(U,X), where X is the (mon-
odromy) character to be defined below. In physical terms Φ is called a conformal
field of weights (p
2
, q
2
).
These differentials are more precisely holomorphic in the complex SB-structure
(Zˆ, Θˆ). In the sequel, unless otherwise stated, holomorphy will always be under-
stood with respect to this structure 12, that is we have the equation
D¯Θˆφ = 0 (32)
If Φ is holomorphic in the 0-structure {(z, θ)}, i.e. D¯θφ = 0, we will denote it by
Φ0, and this notation will be adopted throughout this thesis.
11From now on, a comma will separate holomorphic from antiholomorphic indices while a
vertical line will be used to separate even from odd ones.
12Holomorphy or superholomorphy will be understood with respect to the µ−structure (Z)
and the SB-structure (Zˆ, Θˆ) respectively, whereas the reference structures (z) and (z, θ) will be
referred to as 0−structures.
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Of particular interest are the (1
2
, 0)−superdifferentials Φ 12 ,0, which satisfy the
holomorphy equation (32) which can also be written as
[
∂¯ − µˆ∂ − 1
2
(Dθµˆ)Dθ
]
Φ
1
2
,0 = 1
2
(∂µˆ)Φ
1
2
,0 (33)
in the reference structure {(z, θ)}; ∂ = ∂z.
At this point we wish to emphasize that eqs.(30)–(33) are satisfied by every
holomorphic (p
2
, q
2
)− superdifferential regardless of its monodromy properties,
i.e. with arbitrary character X . However, our subsequent work on a SRS re-
lies crucially on the distinction between single-valued differentials which generate
the space Ωp,q(U, 1) ≡ Ωp,q(U), and multi-valued superdifferentials generating the
space Ωp,q(U,X). So now we proceed to discuss each of these cases.
2.4.1 Single-valued superdifferentials : Riemann-Roch theorem
Here (and in the following paragraph ) we specialize to (1
2
, 0)−superdifferentials,
though the same discussion can be addressed to the general case of a (p
2
, q
2
)−
superdifferential.
1
2
−superdifferentials are sections of the supercanonical line bundle of rank (0|1),
since its generator dλ is odd. Then, since its transition functions are even, these
differentials are odd with even coefficients. In this case, L = Kˆ implies Lred =
K
1
2 , a spin bundle or the square root of the canonical bundle K over Σ, and
hence
C(Kˆ) = g − 1 (34)
which means that the degree of any section of Kˆ is g − 1, or in other words any
holomorphic section of Kˆ has globally (counting multiplicity) g− 1 zeros. Other
properties of such differentials can be obtained from the super Riemann-Roch
theorem[50, 51, 61]
dimH0(Σˆ,O(L))− dimH1(Σˆ,O(L))− (1|1)C(L) = (1− g|0) (35)
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where O(L) denotes the sheaf of holomorphic sections of the holomorphic line
bundle L over the SRS Σˆ. It was shown in [51] that the dimension of the space of
holomorphic sections of L over a compact Σˆ is independent of the odd moduli. In
the case of a split SRS the theorem (35) follows from the ordinary Riemann-Roch
theorem and the identity
Hp(Σˆ,O(L)) = Hp(Σˆred,O(Lred))⊕ΠHp(Σˆred,O(Lred ⊗ Kˆred)) (36)
where Π is an operator that identifies elements with opposite parities.
For an arbitrary (compact) SRS one uses the index theorem of the operator
D¯, see[61]. As a consequence of this theorem, we compute dimH0(Σˆ,O(Kˆ)). For
this we put L = Kˆ in the theorem (35) and then use the Serre duality[61]
H1(Σˆ,O(L)) ∼= ΠH0(Σˆ,O(L∗ ⊗ Kˆ))∗ (37)
where L∗ is the dual of L, to obtain the important result
dimH0(Σˆ,O(Kˆ)) = (0|g) (38)
which shows that the supercanonical bundle Kˆ possesses g odd holomorphic
sections with even coefficients.
To sum up, there are g odd single-valued holomorphic 1
2
− superdifferentials on
a compact SRS Σˆ, each of which possesses globally (counting multiplicity) g − 1
zeros. These will be henceforth denoted by η, and the holomorphic ones in the
reference structure by η0.
Now using this result we can give η a local expression in a local coordinate
chart, see I. For this let Pˆj denote the j
th zero of η, and (zj , θj) the local coordi-
nates in the chart Uj containing Pˆj. Then we locally have
η(Pˆ ) = β(Pˆ )(zj(Pˆ )− zj(Pˆj)− θj(Pˆ )θj(Pˆj))
αj
2 (39)
where Pˆ ∈ Uj, αj is an integer such that ∑1≤j≤N αj2 = g − 1, and β is an even
holomorphic superfunction which does not vanish at Pˆj and which can be written
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in a general form as
β = (DθΘˆ)G(Zˆ, Θˆ)
with G(Zˆ, Θˆ) an even superfunction such that G(Pˆj) 6= 0, ∀j = 1, 2, . . . , N . We
can give η0 a similar local expression around its k
th zero Pˆ0k, k = 1, 2, . . . , N0,
of order α0k
2
with
∑
1≤k≤N0
α0k
2
= g − 1, using the local coordinates (zk, θk) in a
neighborhood Uk containing Pˆ0k.
Note that in particular, (DθΘˆ) is the unique ( up to a holomorphic superfunc-
tion ) 13 no-where vanishing monodromic 1
2
−superdifferential
ηT = (DθΘˆ)dλ (40)
on the supertorus (g = 1) with even spin structure, see eqs.(34), (38).
Similarly, in the 0−structure on the supertorus, the unique holomorphic nowhere-
vanishing 1
2
−superdifferential η0T is given by
η0T = (DθΘˆ0)dλ (41)
locally in an open set Uα, and satisfies D¯η0T = 0
14, where Θˆ0 = Θˆ0(z, θ) is the
anticommuting coordinate in the atlas {(Uα, (Zˆ0α, Θˆ0α))}α related to the refer-
ence one {(Uα, (zα, θα))}α by a superconformal transformation.
The differentials ηT and η0T are the building blocks for the construction of the
Polyakov action on the supertorus in much the same way as η and η0 are for this
construction on a SRS.
2.4.2 Multi-valued superdifferentials : Twisted line bundle
The orbifold formalism has proved more tractable than the Calabi-Yau method
for the compactification problem in superstring theory. This formalism involves
13A superholomorphic function F satisfies, D¯F = 0, i.e. F (z, θ) = u(z) + θv(z), and a
meromorphic function on Σˆ is a superfunction which can be locally written as the ratio of two
superholomorphic functions.
14When no confusion is likely, we will denote a differential Φ and its coefficient Φθ by the
same letter in analytic expressions for simplicity
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twisted conformal fields, i.e. fields which are multivalued. Indeed, in discussing
interaction on orbifolds one has to consider multivaluedness of both bosonic and
fermionic variables as one goes around the points on the string world sheet from
which spacetime bosons and fermions respectively are emitted. On the other
hand, field twisting in the Polyakov path integral formalism amounts to inserting
spin fields in the correlation functions of certain vertex operators. For explicit
calculations one is thus led to choose a determination or sheet of these fields, and
show at the end that physical quantities are independent of the choice of sheet
[32, 49, 66, 68].
Similar treatments were performed to derive the Polyakov action on a (super)
Riemann surface. Indeed Zucchini has found a solution to the conformal Ward
identity (2) on a Riemann surface of arbitrary genus which involves single-valued
as well as multivalued holomorphic 1−differentials [66]. The consistency of this
action and the corresponding surface integrations relies crucially on the fact that
the multivalued differentials have no zeros. Once again, on a SRS we have in-
troduced multivalued 1
2
−superdifferentials to find a well-defined and a consistent
solution to the superconformal Ward identity (4). This motivated us to study in
more detail the properties of such differentials [36, 35]. To summarize the work
done in [35] we start with some definitions.
Definition 1: A function element on a compact SRS Σˆ is a pair (F, U)
consisting of an open set U ⊂ Σˆ together with a meromorphic superfunction (see
footnote 12) F defined on it, i.e. F : U ⊂ Σˆ −→ SIP 1.
Then, two function elements (F, U) and (G, V ) on Σˆ are deemed equivalent at
Pˆ (z, θ) ∈ U ∩V provided there is an open set W ∈ U ∩V containing Pˆ such that
F |W = G|W .
The set of all these classes is called a supergerm of (F, U) at Pˆ , which we will
denote by F .
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Next, we define a path in Σˆ by the map
γ : I = [0, 1] −→ Σˆ
t −→ γ(t) = Pˆ (z, θ)
such that (ε1|1 ◦γ) is an ordinary path 15 in Σ, where ε1|1 is the body map defined
by
ε1|1 : IC1|1 −→ IC1|0
(z, θ) 7−→ ε1|1(z, θ) = ε(z) = z0
with ε : IBL −→ IC.
On the space F we define the following projection:
ΠF : F −→ Σˆ
(F, Pˆ ) 7−→ Pˆ
Π−1F (Pˆ ) is the germ in F above Pˆ ∈ Σˆ.
For our purpose, we consider the special case in which i) ΠF is surjective and
ii) for every path γ : I −→ Σˆ and every F ∈ F with ΠF (F ) = γ(0), there exists
a unique path γ˜ : I −→ F in F satisfying γ˜(0) = F , and ΠF ◦ γ˜ = γ. The path
γ˜ is called the analytic continuation of γ˜(0) along the path γ in Σˆ.
Now we define the character X introduced above. For this we consider a
universal covering of Σˆ, i.e. a local superdiffeomorphism
π :
˜ˆ
Σ −→ Σˆ
which satisfies π ◦ φ = π, ∀φ ∈ SDiff+( ˜ˆΣ) ≡ Γ, the group of sense-preserving
(i.e. for which both the super Jacobian and the Jacobian of the body map are
positive) superdiffeomorphisms of
˜ˆ
Σ; it is called the universal covering group of
π and is isomorphic to π1(Σˆ). This implies
Σˆ =
˜ˆ
Σ/Γ.
15This means that the body of γ is an ordinary path in Σ.
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Here
˜ˆ
Σ is a simply connected SRS, i.e. one with a trivial fundamental group.
Thus a holomorphic differential on Σˆ can be regarded as a holomorphic dif-
ferential on
˜ˆ
Σ which is invariant under Γ. Let us denote by Ωp,q(U) and Ωp,q(U˜)
the space of differentials defined on U and U˜ respectively; Γ acts on Ωp,q(U˜) via
the pullback.
Now a character ( or multiplier) X on U ⊂ Σˆ is a map that associates to
any element φ ∈ Γ a no-where vanishing element X(φ) of Ω0,0(U˜) such that
X(φ1 ◦ φ2) = X(φ1) ·X(φ2), with the normalization X(φ−11 ◦ φ−12 ◦ φ1 ◦ φ2) = 1,
for all φ1, φ2 ∈ Γ.
Definition 2: A (multiplicative) multivalued superfunction belonguing to a
character X is a collection F of function elements (F, U) on Σˆ, with the following
properties:
i) Given two elements (F1, U1) and (F2, U2) in F , then (F2, U2) can be obtained
by analytic continuation of (F1, U1) along some curve γ on Σˆ and
ii) the continuation of a function element (F, U) in F along the closed curve
γ, (γ(0) = γ(1)) 16 leads to the funtion element (X(γ)F, U) in F .
In general, a polydromic conformal field Φ of weights (p/2, q/2) with character
X on U ⊂ Σˆ is an element in Ωp,q(U˜) such that
φ∗Φ = X(φ)Φ. (42)
φ∗ denotes the pullback action of the superdiffeomorphism φ on Φ [50].
For monodromic (single-valued) fields, X(φ) = 1 for all φ ∈ SDiff+( ˜ˆΣ).
If for all γ ∈ π1(Σˆ), X(γ) is constant, then X is the homomorphism17
X : π1(Σˆ) −→ IC1|1∗,
16(ε1|1 ◦ γ) is a closed path in Σ. This correspondence establishes the isomorphism between
the two fundamental groups pi1(Σˆ) and pi1(Σ).
17IC1|1∗ = IC1|1 − {(0, 0)}.
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that is X ∈ Hom(π1(Σˆ), IC1|1∗) ∼= H1(Σˆ, IC1|1∗). This means thatX is a 1−cocycle
on Σˆ. In fact X is a homomorphism from H1(Σˆ) = π1(Σˆ)/[π1, π1] to IC
1|1∗, for
the latter is commutative with the multiplication, (z1, θ1)∗ (z2, θ2) = (z1z2, z1θ2+
z2θ1). The cocycle condition is guaranteed by the equivalence relation defining
the supergerms belonging to the character X . Thus X defines a flat line bundle
on Σˆ called twist line bundle, and denoted ξX . Thus a polydromic conformal
field Ψ of weights (p/2, q/2) with multiplier X on U as defined by eq.(42) can be
viewed as a smooth section of the twisted line bundle ξX ⊗ Kˆ⊗p⊗ ¯ˆK
⊗q
; the space
of these sections is what we denoted previously by Ωp,q(U,X).
It is of special interest for our purpose to discuss in more detail the case of
polydromic 1
2
−superdifferentials, i.e. fields of weights p = 1, q = 0, which will
be denoted by Ψ or Ψ0 when they are holomorphic in the isothermal or reference
structure respectively. These are sections of the twisted line bundle ξX ⊗ Kˆ, and
thus can, in general, be written as
Ψ = Ψθdλ
where the coefficient Ψθ is even and transforms according to (30) with p = 1, q =
0; most importantly one should note that Ψθ is nowhere vanishing. Therefore
one can write Ψθ locally as[35, 36]
Ψθ = DθΘˆh(Zˆ, Θˆ) (43)
where h(Zˆ, Θˆ) is a multivalued even function belonging to the character X , which
is no-where vanishing18. The nowhere vanishing factor (DθΘˆ) does make Ψ trans-
form as stated above, see eq.(40). Similarly in the 0−structure we have
Ψ0θ = DθΘˆ0h0(Zˆ, Θˆ), (44)
h0 is likewise an even nowhere vanishing multivalued function.
18Since ξ is a flat line bundle, i.e. the degree of any of its sections is zero.
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As emphasized in the beginning of this section, one deals with polydromic
fields by choosing a determination sheet on which these become single-valued.
Accordingly, we define a fundamental domain Dˆ of π as a simply connected
subset of
˜ˆ
Σ whose underlying domain is the fundamental domain D of Σ, with
the same properties as D [24]. π(Dˆ) is a dissection of Σˆ and Dˆ is a 4g−sided
polygon in
˜ˆ
Σ; the vertices of Dˆ are mapped by π into one and the same point of
Σˆ, and its sides are mapped into a set of closed loops based at that point and
generate the group π1(Σˆ). This yields a marking of the SRS Σˆ.
Now given a polydromic field Φ ∈ Ωp,q(U˜), we define its branch with respect
to a fundamental domain Dˆ of π as its restriction to Dˆ, that is,
ΦDˆ ≡ Φ|Dˆ.
Two such branches are related as follows
φ∗ΦDˆ′ (Pˆ ) = X(φ)(Pˆ )ΦDˆ(Pˆ ) (45)
which shows that Φ picks up a factor when it crosses the boundary of π(Dˆ). This
means that a field which is single-valued on
˜ˆ
Σ with the boundary conditions (42)
becomes multivalued on Σˆ.
In subsection 3.4.1 below, we will extend the study of polydromic fields by
defining the corresponding branch-cutting of a SRS with De Witt topology.
2.5 Connections and covariant derivatives
Using superdifferentials, we can construct other objects which are of crucial im-
portance for constructing globally defined ( and in compact form ) actions on a su-
per Riemann surface. More precisely, we can construct out of a 1
2
−superdifferential
objects such as superaffine connections, superquadratic differentials, covariant
derivatives and superprojective connections.
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2.5.1 Affine superconnections and quadratic superdifferentials
A superaffine connection Ξ is a collection {Ξθ} of superholomorphic functions Ξθ
in the SB-structure, i.e. satisfying D ¯ˆ
Θ
ΞΘˆ = 0, transforming under a superconfor-
mal change of coordinates as follows
Ξθ˜ = exp (̟)(Ξθ −D̟) (46)
in (U, (z, θ)) ∩ (V, (z˜, θ˜)), where exp (−̟) = Dθ˜, with (D̟)2 = 0.
Now given a 1
2
−superdifferential Φ 12 ,0 ( η or Ψ ) we can build a superaffine
connection that satisfies this definition. Explicitly we have,
Ξ = −D log (Φ 12 ,0) (47)
If we consider a single-valued 1
2
−superdifferential η, the corresponding superaffine
connection, which we will denote by ζθ, possesses logarithmic singularities on a
SRS, since ηθ has g − 1 zeros thereon. But on the supertorus (g = 1), ζθ is
non-singular.
The affine superconnection associated with a multi-valued differential Φ
1
2
,0 = Ψ
will be denoted19 χθ. χ has no singularities since Ψ is assumed to be nowhere
vanishing.
Likewise, in the 0−structure we can define the affine superconnection Ξ0 by
Ξ0 = −D log (Φ
1
2
,0
0 ) (48)
which satisfies Dθ¯Ξ0 = 0. For Φ
1
2
,0
0 = η0,Ψ0, the connection Ξ0 will be denoted
by ζ0 or χ0 respectively. The singular properties of these are the same as those
of ζ and χ, and we will not repeat them here.
In the bosonic case we can build a quadratic differential Q from an abelian
differential ω and an affine connection Γ as follows
Qα =
dΓα
dzα
+ Γαωα
19All subscripts will be dropped later on knowing that analytic expressions involve the coef-
ficients of the fields and not the fields themselves.
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in (Uα, zα), Uα ⊂ Σ. In the super case we have found that the generalization of
this formula yields a superquadratic ( 3
2
− ) differential Qˆ = {Qˆzθ} in terms of a
1
2
−superdifferential Φ 12 ,0 and an affine superconnection Ξ. This reads
Qˆzθ = ∂Φ
1
2
,0 + Φ
1
2
,0DΞ + ΞDΦ
1
2
,0 (49)
Indeed this differential transforms according to
Qˆz˜θ˜ = exp (3̟)Qˆzθ
The space of superquadratic differentials is dual to the space of super Beltrami
differentials and hence it is the cotangent space to the super Teichmuller space
STg, its dimension is (3g − 3|2g − 2). Qˆ = Qˆzθ(dz|dθ) is one of the (2g − 2) odd
quadratic differentials.
2.5.2 Projective superconnections
These are collections of superholomorphic functions {RΞzθ} i.e. D ¯ˆΘRΞZˆΘˆ = 0, with
the following gluing rule
RΞ
z˜θ˜
= exp (3̟)(RΞzθ − S(z˜, θ˜; z, θ)) (50)
where S(z˜, θ˜; z, θ) is the super Schwarzian derivative
S(z˜, θ˜; z, θ) = −e−̟∂De̟ = 1
2
θS(z˜, z),
and S(z˜, z) is the Schwarzian derivative.
Such superconnection RΞ can be obtained from an affine superconnection Ξ
through
RΞ = −∂Ξ − ΞDΞ (51)
where Ξ can be either ζ or χ. The same construction holds in the 0−structure
using the objects ζ0 and χ0.
Here we wish to note that just as in the bosonic case, the difference of two
affine superconnections is a superabelian ( 1
2
− ) differential and that the difference
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of two projective superconnections ( or quasi-superquadratic differentials ) is a
superquadratic differential.
2.6 Covariant operators
To an affine connection Ξ one associates a covariant derivative ∇Ξ by defining its
action on superfields of conformal weight p corresponding to the sector (z, θ)20
by
∇Ξ = D + 2pΞ (52)
We also define the action of ∇Ξ on other affine superconnections Ξ′ (p(Ξ′) = 12)
different from Ξ by
∇ΞΞ′ = DΞ′ + Ξ Ξ′ (53)
Furthermore, we define the useful operator
∆Ξ ≡ (∇Ξ)2 = ∂ + 2pDΞ+ ΞD (54)
which acts on fields of conformal weight p. It is important to note that this
operator yields globally defined expressions when it acts on fields of conformal
weight p = −1. This observation will be used frequently in the construction of
the well-defined Polyakov action on SRS.
2.7 BRST and superconformal transformations
Here we gather, for the sake of completeness, the BRST transformation laws and
the superconformal coordinate change of all fields we will be using in the follow-
ing chapters.
Coordinate transformations
In the sequel we will see ( detailed proofs are given in papers II and IV ) that
the Polyakov action is globally defined, which means that it is invariant under a
20 For instance p(Hz
θ¯
) = p(µˆ) = −1, p(D) = 12 , etc.
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conformal change of coordinates from (U, (z, θ)) to (V, (z˜, θ˜)), where U and V are
open subsets of the SRS Σˆ. The transformation laws of an affine and projective
superconnections were given in in Eqs. (46), (50) respectively. In addition we
need the following transformation laws
H˜ = exp ( ¯̟ ) exp (−2̟)H
˜ˆµ = exp (2 ¯̟ ) exp (2̟)µˆ
∂˜ = exp (2̟)(∂ +D̟D)
D˜ = exp (̟)D
C˜ = exp (−2̟)C (55)
together with (Dθ̟)
2 = 0.
For the measure
d2λ ≡ dλ ∧ dλ¯
2i
(56)
and superdifferentials we will use the gluing rules (26) and (30) respectively.
BRST transformations
Since the BRST operator s does not feel the “Grassmann charge”, i.e. deg(s) =
0, the corresponding Leibniz rule that we use throughout our calculations reads
s(φ ∧ ψ) = sφ ∧ ψ + φ ∧ sψ
for the Grassmann-algebra-valued functions φ, ψ.
The action of s on a 1
2
−superdifferential Φ 12 ,0 is given by
sΦ
1
2
,0 = −1
2
Dθ∆ΞC
z (57)
where Ξ and ∆Ξ are given by Eqs. (47), (54), this shows that s transforms the
projective coordinates (Zˆ, Θˆ) while leaving small coordinates invariant.
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For Hzθ¯ we have the following variation in the gauge H
z
θ = 0,
sH = D¯C + C∂H −H∂C + 1
2
(DH)DC. (58)
We also have the following useful identities
s(∆χH
z
θ¯ ) = Dθ¯∆χC
z s(∆χχ) =
1
2
∆χDθ∆χC
z. (59)
Similar formulas exist for µˆ.
Moreover, objects that are holomorphic in the reference structure, such as the
superdifferentials Φ0, the superaffine connections Ξ0 and superprojective connec-
tions Rˆ0 ( for instance the one associated with Ξ0 ) are inert under the BRST
operator, i.e. sφ0 = sΞ0 = sRˆ0 = 0.
we further note that the s–variation is assumed to commute with evaluation at a
point of the SRS. Finally, taking into account all these rules and acting by s to
the right one checks its nilpotency.
3 Induced supergravity on the supertorus
3.1 Introduction
In this chapter we proceed to construct the Polyakov action forN = 1 2D-induced
supergravity on the supertorus (ST). Here there is no problem of singularities
since, according to the Riemann-Roch theorem, there is a unique holomorphic
and no-where vanishing even superdifferential η on ST, see details in paragraph
1.4. Therefore, objects such as ∂ ln η, the superaffine connections (47) or the
superprojective ones (51), which are the building blocks in the construction of a
well-defined action are non-singular. Thus it is possible to construct a globally
defined and singularity free action for N = 1 supergravity on the supertorus. As
another important and technically simplifying tool, we use the method of covari-
antization of differential operators, this will allow us to find in an economical way
global expressions on a SRS, here the ST.
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We first apply this method to the bosonic case to rederive the action found by
Lazzarini in[44] in a different way. This will already be in a form suitable for
generalization onto ST, yielding the sought-for action.
Next we proceed to compute the energy-momentum tensor whose external source
is the super Beltrami differential µˆ, and operator product expansions using the
action mentioned above. For this task we use the solution (21) to the super
Beltrami equations (20) to write the action as a formal power series in µˆ. Al-
ready from the 3-point functions we can see that this Polyakov action resums
the iterative series provided by the renormalized field theory as a solution to the
superconformal Ward identity (4); thus it satisfies the first Polyakov conjecture
concerning uniqueness of renormalization [52, 8, 44].
We will first illustrate this method in the case of the supercomplex plane, this
will be later compared with the analogous results on the supertorus. Here and in
the next chapter we will simplify the notation by dropping all indices, keeping in
mind that we are using the coefficients of differentials and connections instead of
the fields themselves.
3.2 Covariantization of the Polyakov action on the torus
We start from the Polyakov action on the complex plane (see [44] and references
therein)
Γ[µ] = −k
2
∫
C
d2z µ∂2log∂Z (60)
and rewrite it as the sum of two terms after an integration by parts
Γ[µ] = k
∫
C
d2z AT ,
with
AT = −µ∂ξ − 1
2
ξ∂µ (61)
where
ξ = ∂ log (∂Z) (62)
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is a µ-holomorphic affine connection. Here Z is the projective coordinate of
the complex µ−structure on a Riemann surface Σ, which satisfies the Beltrami
equation
(∂¯ − µ∂)Z = 0. (63)
The covariant derivative ∇ξ associated with ξ reads [6, 27]
∇ξ = ∂ − pξ, (64)
where p is the conformal weight (relative to the z−index) of the tensor on which
∇ξ is applied. The action of ∇ξ on ξ itself is defined as Rξ ≡ ∇ξξ = ∂ξ − 12ξ2,
this is the projective connection associated to ξ.
Each term in the r.h.s. of Eq.(61) becomes separately globally defined on the
torus in two steps. First these terms are covariantized by replacing ∂ by ∇ and
the derivative ∂ξ by ∇ξξ to get
AT = µ(−Rξ) − 1
2
ξ∇µ. (65)
Then knowing that the difference of two affine (projective) connections is an
abelian (a quadratic) differential, we introduce standard affine and projective
connections ξ0 and R0, that are holomorphic in the reference structure and satisfy
sξ0 = sR0 = 0. Note that ξ0 is a non-fundamental field in the theory, although it
parametrizes the corresponding conformal model. This arbitrariness is somewhat
due to the freedom we have to choose the coordinate Z0 in the reference structure
which is related to z by a conformal transformation i.e., ∂¯Z0 = 0, in terms of
which ξ0 can be written as ξ0 = ∂ ln ∂Z0.
This yields the globally defined integrand
AT = µ(R0 − Rξ) − 1
2
(ξ − ξ0)∇µ, (66)
or explicitly
AT = µ(R0 − ∂ξ + 1
2
ξ2) − 1
2
(ξ − ξ0)(∂ + ξ)µ
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and then
ΓT [µ,R0] =
k
2
∫
T
d2z
[
µ(R0 − ∂ξ − 1
2
ξ2)− 1
2
(ξ − ξ0)(∂ + ξ)µ
]
(67)
is the final expression for the Polyakov action on the torus found by Lazzarini
[44]; which yields under the action of the BRST operator the globally defined
(integrated) anomaly, (see [44])
A(c;µ;R0) = 1
2
(c∂3µ− µ∂3c) +R0(c∂µ − µ∂c), (68)
where c is the ghost parametrizing ordinary diffeomorphisms.
Here we can see that the introduction of R0 is in fact needed to get a well-defined
anomaly and thereby a well-defined BRST cohomology. R0 together with the
Beltrami differential µ defines the background geometry on which the model rep-
resented by ΓT [µ,R0] depends.
We will see in chapter III that the action (67) can be related to the analogous
one on a Riemann surface found by Zucchini [66] by an appropriate restriction of
fields thereon.
3.3 The globally defined Polyakov action on the super-
torus
Here we come to the construction of a solution to the superconformal Ward
identity (5) on the supertorus as sketched in the introduction to this chapter,
thus generalizing the work in the previous section. In this section we deal with
(1, 0)−induced supergravity, and accordingly we adopt the appropriate gauge
(18). As noted earlier this is equivalent to Hzθ = 0 with no θ¯−dependence.
The superspace generalization of Polyakov’s chiral gauge action [54] was first
constructed by Grundberg and Nakayama [30] on the supercomplex plane. This
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can be rewritten in the following compact form[17]
ΓSC [µˆ] = κ
∫
SC
dτ∂ζµˆ, (69)
where ζ (in fact ζθ) is the coefficient of the superaffine connection defined in
eq.(47). The BRST variation of this functional yields the chiral anomaly in
Eq.(5), exhibiting the non-invariance of the Polyakov action under a subgroup 21
of the superdiffeomorphism group SDiff0(Σ).
Here again we aim at transforming this action into a globally defined action
on the supertorus following the procedure sketched in the preceeding section.
Accordingly, we first write the action (69) as the sum of two terms modulo an
integration by parts, that is
ΓST [µˆ] =
κ
2
∫
ST
dτ [4(∂ζ)µˆ+ 2ζ∂µˆ] . (70)
Then we replace the partial derivative ∂µˆ by the covariant one22, i.e., ∆ζ µˆ = (∂−
2Dζ + ζD)µˆ, according to (54), and the derivative of the superaffine connection
∂ζ by the superprojective connection Rˆζ = −∂ζ − ζDζ. Thereby the integrand
density in (70) becomes
AST = 4
[
−Rˆζ µˆ+ 1
2
ζ∆ζ µˆ
]
. (71)
Here again the first term becomes globally defined when a holomorphic ( in the
reference structure ) superprojective connection Rˆ0, with sRˆ0 = 0, is introduced,
since the resulting expression is the difference of a standard superprojective con-
nection ( Rˆ0) and a particular one ( Rˆζ ), i.e. a superquadratic differential. Next
we replace the superaffine connection ζ by the superabelian differential (ζ − ζ0)
where ζ0 is a holomorphic superaffine connection in the 0−structure with sζ0 = 0.
Note that ∆ζ µˆ is already globally defined as the covariant form of ∂µˆ.
21This is defined by the gauge (18).
22µˆ has conformal weigths (−1, 1), see (55).
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Considering all these changes together, we find the integrand of the globally de-
fined Polyakov action on the supertorus
AST = 4
[
(Rˆ0 − Rˆζ)µˆ+ 1
2
(ζ − ζ0)∆ζ µˆ
]
(72)
and then the Polyakov action reads
ΓST [µˆ, Rˆ0] = κ
∫
ST
dτ
[
2(Rˆ0 − Rˆζ)µˆ+ (ζ − ζ0)∆ζ µˆ
]
(73)
Just as in the bosonic case, this action depends on the superconformal background
geometry parametrized by the pair (µˆ, Rˆ0), while its dependence on ζ0 is not
fundamental from the physical viewpoint since ζ0 does not appear in the anomaly
(5) owing to s(ζ0∆ζ µˆ) = −∂¯(ζ0∆ζC). In addition, as we will see later, it does not
contribute to the energy-momentum tensor or its correlation functions either.
Now let us sketch the proof that the action (73) indeed integrates the Ward
identity (5). Accordingly, using the BRST transformation laws (57), (58) and
sRˆ0 = sζ0 = 0, we obtain
sΓST [µˆ, Rˆ0] = κA(C, µˆ, Rˆ0) + κ
2
∫
ST
dτ
{
Dφ− ∂¯BST
}
(74)
with
φ = −(Rˆ0 − Rˆζ)(CDµˆ− µˆDC) + ∆ζ(C∂µˆ − µˆ∂C)
+ (ζDζ − ∂ζ − ζ∂)(CDµˆ− µˆDC) + (∆ζ)(DCDµˆ) (75)
and
BST = 4
[
(Rˆ0 − Rˆζ)C + 1
2
(ζ − ζ0)∆ζC
]
Note that BST is identical to AST in (72) upon substituting C for µˆ, and thus it
is globally defined since both µˆ and C transform homogeneously under a change
of coordinates, see (55).
Next we perform a coordinate transformation of φ according to the rules (46), (50)
and (55) to see that φ˜ = exp ( ¯̟ )φ, i.e. φ is a (0, 1
2
)−superdifferential. Therefore,
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each term under the integral in the r.h.s. of Eq.(74) is separately globally defined.
Moreover, φ and B are free from singularities, for they involve only non-singular
and single-valued fields (holomorphic differentials) on the supertorus (g = 1) (
see chapter I ). Consequently, the last two integrals in sΓST vanish since their
integrands are total derivatives of globally defined and single-valued expressions.
This finally shows that the Polyakov action (73) indeed solves the superconformal
Ward identity (5) on the supertorus.
3.4 Operator product expansions (OPE) of induced su-
pergravity on the supertorus
As mentioned previously, our aim is to compute the energy-momentum tensor
corresponding to the super Beltrami differential µˆ and operator product expan-
sions from the induced supergravity action ΓST [µˆ, Rˆ0] on the supertorus. For
this we write ΓST as a perturbative expansion in µˆ by substituting the projective
coordinates Zˆ, Θˆ by their functional expressions in (21). Let us first consider the
case of the supercomplex plane.
3.4.1 OPE on the supercomplex plane
In this case, to compute the OPE using the action (69), we generalized to the su-
persymmetric case the method based on the Neumann series to solve the SBE[37].
This obviously led to the solution given in (21). Let us recall this procedure, see
III. We first rewrite the equation for Θˆ in eq.(20) as
∂¯Λ =
1
2
∂µˆ +BDΛ
where B ≡ µˆD+ 1
2
Dµˆ and Λ = ℓnDΘˆ satisfies Λ|µˆ=0 = 0, which means that our
solution Θˆ on SC is given in (21) upon substituting ζˆ by the Cauchy kernel in
(23).
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Iteratively one gets the formal series
∂¯Λ(z, θ) =
∞∑
k=1
λk(z, θ) (76)
with
λ1 =
1
2
∂µˆ, λk = BD∂¯
−1λk−1, k = 1, 2, . . .
where ∂¯−1F is defined by using the Cauchy kernel in (23), that is
(∂¯−1F )(z, θ) =
∫
SC
dτ
(
θ − φ
z − ω − θφ
)
F (ω, φ)
To compute 3-point functions we expand Λ to the third order in µˆ. This
becomes, after integrating by parts, as
Λ(a1) =
1
2
∫
SC
dτ2∂1C12µˆ(a2)
+
1
4
∫
SC
dτ23[C12∂
2
2C23 + 3D1C12∂2D2C23]µˆ(a2)µˆ(a3) +O(µˆ
3) (77)
Here and below we will be using the notation
dτi1...ik = dτi1...dτik with dτi = dmi · dθi =
dzi ∧ dz¯i
2iπ
dθi,
Cij =
(
θi − θj
zi − zj − θiθj
)
, ∂i =
∂
∂zi
, Di =
∂
∂θi
+ θi∂i
with no summation on i in Di, ai = (zi, θi, z¯i).
In terms of Λ the action (69) reads [30, 17]
ΓSC [µˆ] = κ
∫
SC
dτ1∂1D1Λ(a1)µˆ(a1) (78)
which yields the energy-momentum tensor
T (a1) = δΓSC
δµˆ(a1)
= −2κ(∂1D1Λ(a1)−D1Λ(a1)∂1Λ(a1)) (79)
Note that this vanishes at µˆ = 0 identically, which obviously means that µˆ is the
exterior source for T .
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Now putting the perturbative series (77) into (79) we get
T (a1) = κ
∫
SC
dτ2∂
2
1D1C12µˆ(a2)−
κ
2
∫
SC
dτ23{∂1D1C12∂22C23
+ 3∂21C12∂2D2C23 + ∂1D1C12∂
2
1C13}µˆ(a2)µˆ(a3) +O(µˆ3) (80)
and thus the 2-point functions read
〈T (a1)T (a2)〉 = (−1)2 δ
2ΓSC
δµˆ(a1)δµˆ(a2)
∣∣∣∣
µˆ=0
= κ∂21D1
(
θ1 − θ2
z1 − z2 − θ1θ2
)
(81)
which satisfy the Ward identity23
∂¯1〈T (a1)T (a2)〉 = −κπ∂21D1δ(3)(a1 − a2) (82)
Likewise, the 3-point functions are
〈T (a1)T (a2)T (a3)〉 = (−1)3 δ
3ΓSC
δµˆ(a1)δµˆ(a2)δµˆ(a3)
∣∣∣∣
µˆ=0
= κ[∂1D1C12∂
2
2C23 + 3∂
2
1C12∂2D2C23 + ∂1D1C12∂
2
1C13](83)
for which the Ward identity reads
∂¯1〈T (a1)T (a2)T (a3)〉 = κπ
(
∂1δ
(3)(z1 − z3)〈T (a1)T (a2)〉 − 3∂1δ(3)(z1 − z2)〈T (a1)T (a3)〉
)
(84)
The computation of N -point functions follows similar lines, though it is so
(technically) messy that we have not been able to find compact formulas. How-
ever, at third order in µˆ we already see that our results coincide with those found
in [17] (to second order) using the Ward identity (4) for a general iterative func-
tional Γ. This means that the Polyakov action (69) resums the iterative series Γ
at least at third order in µˆ and thus satisfies the first Polyakov conjecture con-
cerning uniqueness of renormalization [8] of the conformal model considered here
on the supercomplex plane.
23δ(3)(a1 − a2) ≡ δ(2)(z1 − z2)δ(θ1 − θ2) = δ(2)(z1 − z2)(θ1 − θ2).
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3.4.2 OPE on the supertorus
Here we follow the same procedure as in the proceeding section to compute the
energy-momentum tensor corresponding to the super Beltrami differential µˆ and
operator product expansions from the induced supergravity action ΓST [µˆ, Rˆ0] in
(73) on the supertorus. For this we substitute in ΓST the solution to the super
Beltrami equations (21), and then by explicit calculations we get
T (a1) = 2κ(Rˆo − Rˆζ) (85)
In fact we found that δΓST = 2κ(Rˆ0 − Rˆζ)δµˆ +Dθ[. . .] +Dθ¯[. . .]. However, the
terms on whichDθ andDθ¯ act are well-defined and non-singular on the supertorus
and hence they disappear upon integration. Now we see that indeed the term
containing ζ0 does not contribute to the stress-energy tensor of the action (73).
The procedure that led to the expression of Λ in Eq.(77) remains the same on
the supertorus, but here one uses the Cauchy kernel in Eq. (22) instead of (23),
thus we get
Λ(a1) =
1
2
∫
ST2
dτ2∂1ζˆ(z12)µˆ(a2)
+
1
4
∫
ST2
dτ23{ζˆ(z12)∂22 ζˆ(z23) + 3D1ζˆ(z12)D2∂2ζˆ(z23)}µˆ(a2)µˆ(a3) +O(µˆ3)
and then
T (a1) = 2κRˆo + κ
∫
ST2
dτ2∂
2
1D1ζˆ(z12)µˆ(a2)−
k
2
∫
ST2
dτ23{∂1D1ζˆ(z12)∂22 ζˆ(z23)
+ 3∂21 ζˆ(z12)D2∂2ζˆ(z23) + ∂1D1ζˆ(z12)∂
2
1 ζˆ(z13)}µˆ(a2)µˆ(a3) +O(µˆ3) . (86)
which leads to the 2-point functions
〈T (a1)T (a2)〉 = κ∂21D1ζˆ(z12) = −k∂1pˆ(z12) (87)
and the 3-point functions
〈T (a1)T (a2)T (a3)〉 = κ(∂1D1ζˆ(z12)∂22 ζˆ(z23) + 3∂21 ζˆ(z12)∂2D2ζˆ(z23)
+ ∂1D1ζˆ(z12)∂
2
1 ζˆ(z13)) (88)
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Note that here we use the fact that the superprojective connection Rˆ0 is holo-
morphic in the reference structure {(z, θ)}, and thus δRˆ0
δµˆ
= 0.
Using the Cauchy kernel (22) we find that the Green functions (87) and (88)
satisfy similar Ward identities as those on the supercomplex plane.
Now writing (87) in components using T (ai) = S(zi, z¯i) + θiT (zi, z¯i) and
Eq.(22) we get for the 2-point functions
〈T (z1)T (z2)〉 = k∂31ζ(z1 − z2)
〈S(z1)S(z2)〉 = −k∂21ζ(z1 − z2) (89)
while
〈S(z1)T (z1)〉 = 0 = 〈T (z1)S(z1)〉 . (90)
The same substitutions in the 3-point functions (88) yield for the OPE of three
T’s
〈T (z1)T (z2)T (z3)〉 = 3k∂p(z1 − z2)∂p(z2 − z3) (91)
Here we stress that the results (89)–(91) coincide with those found in the bosonic
case [44].
To show that the Polyakov action (73) resums, just as in the supercomplex
plane, the iterative functional and thus provides unique renormalization on the
supertorus, we have to compare the results (87) and (88) with those that can be
obtained from an iterative solution Γ of the Ward identity
(∂¯ − µˆ∂ − 1
2
DµˆD − 3
2
∂µˆ)
δΓ
δµˆ
= κ∂2Dµˆ .
Accordingly, by using the Cauchy kernel (22) we obtain
δΓ
δµˆ(a1)
= κ
∫
ST2
dτ2∂
2
2D2ζˆ(z12)µˆ(a2)
+
∫
ST2
dτ2µˆ(a2){−3
2
∂2ζˆ(z12)− ζˆ(z12)∂2 + 1
2
D2ζˆ(z12)D2} δΓ
δµˆ(a2)
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and thereby
δ2Γ
δµˆ(a2)δµˆ(a1)
∣∣∣∣
µˆ=0
= κ∂22D2ζˆ(z12)+[−
3
2
∂2ζˆ(z12)−ζˆ(z12)∂2+1
2
D2ζˆ(z12)D2]
δΓ
δµˆ(a2)
∣∣∣∣
µˆ=0
(92)
This is the generalization to the supertorus of the O.P.E. for the stress supertensor
Tˆ =
δΓ
δµˆ
on the supercomplex plane first found by Friedan [25].
In components Eq.(92) yields the following OPE 24
T (z2, z¯2)T (z1, z¯1) = k∂
3
1ζ(z1 − z2) + 2∂1ζ(z1 − z2)T (z1, z¯1) + ζ(z1 − z2)∂1T (z1, z¯1) +R.T.
S(z2, z¯2)S(z1, z¯1) = k∂
2
1ζ(z1 − z2) +
1
2
ζ(z1 − z2)T (z1, z¯1) +R.T.
T (z2, z¯2)S(z1, z¯1) =
3
2
∂1ζ(z1 − z2)S(z1, z¯1) + ζ(z1 − z2)∂1S(z1, z¯1) +R.T.
S(z2, z¯2)T (z1, z¯1) =
3
2
∂1ζ(z1 − z2)S(z1, z¯1) + 1
2
ζ(z1 − z2)∂1S(z1, z¯1) +R.T. (93)
Note that on the right hand sides of (93) T and S are components of Tˆ at
µˆ = 0. Now if we take Tˆ to be T (a1) given in (85), which means that Γ in this
case becomes the Polyakov action (73), we easily recover the results in (89), (90).
Here we use the fact that Rˆ0 = S0+θT0 does not contribute to the singular terms
in the RHS of (93) since it is a holomorphic object.
Finally we note that in Ref.[44], the Schwarzian derivative corresponding to
the Polyakov action on the torus given there was computed in terms of the so-
lution to the Beltrami equation (63) by using the Cauchy kernel ζ(z − ω), but
the corresponding OPE was not given. In principle this could be found by dif-
ferentiating the Schwarzian derivative with respect to the Beltrami differential µ
and bringing out the Schwarzian in the resulting expression. our formalism, this
result is obtained automatically since it corresponds to one of the OPE’s in the
bosonic limit, that is the first equation in Eq. (93). From the third equation in
(93) we see that S(z, θ) is the component of the energy-momentum tensor whose
external source is the gravitino field of spin 3
2
.
24R.T. stands for regular terms
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3.5 Conclusion
Using the solution to super Beltrami equations for the projective coordinates
(Zˆ, Θˆ) as functionals of the (unique) super Beltrami differential µˆ, we have com-
puted the energy-momentum tensor and 2-and 3-point functions for the induced
supergravity Polyakov action on the supertorus. From this we recover the results
on the supercomplex plane and the torus. On the other hand, from the Ward
identity we have derived the general OPE on the supertorus and shown that they
reduce to those found for the Polyakov action. This means that this Polyakov
action resums, at least to the third order, the iterative series provided by the
renormalized field theory and thus satisfies the first Polyakov conjecture concern-
ing uniqueness of renormalization. Actually, explicit calculation showed that this
argument carries over to the fifth order, and we believe that this should hold to
all orders, however we have not been successful in finding compact formulae.
4 2D−induced conformal supergravity on a su-
per Riemann surface (SRS)
4.1 Introduction
On a Riemann surface (RS) life is much more subtle than on the torus and makes
use of more sophisticated algebraic geometrical techniques. In order to construct
a regular and well-defined effective action for a conformal model, one has to
tackle two related difficulties. The first one is connected with the singularity
problem, for most of fields become singular as differentials acquire zeros accord-
ing to Riemann-Roch theorem. The second problem is that of renormalization
ambiguity, which is due to the fact that on a Riemann surface of genus g > 1
the conformal Ward operator (∂ˆ − µ∂ − 2(∂µ)) possesses 3g − 3 zero modes. On
the contrary, on the complex plane and the torus there are none. This implies
that the actions in (67) and (73) are unique. In contrast, on a Riemann surface
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the Polyakov action is only defined up to addition of some functional [66]. In
this reference, the author computed the effective action for induced conformal
gravity on a higher genus Riemann surface which depends holomorphically on
the Beltrami differential, and integrates the diffeomorphism anomaly thereon.
He also showed that this solution can be written in two different forms involving
fields with different monodromy properties, and he indicated how to go from one
solution to another. However, there was no telling about the physical relevance
of either of these two actions. One possible reason for this failure is, apart from
technical hurdles, the fact that both solutions depend strongly on the background
conformal geometry. Nevertheless, Zucchini has managed to compute the energy-
momentum tensor for the action that starts with single-valued differentials (see
below). The computation of N−point functions is still a challenging problem.
Considering all this, one can imagine that generalizing such issues onto a su-
per Riemann surface is far from being an obvious task, since in addition to all
the difficulties mentioned above, one is faced with supersymmetric complications
and the lack of appropriate geometrical tools. Though, here again we have an
analog of Riemann-Roch theorem (see chapter I and references therein) wich tells
us that superfields may have zeros on a compact SRS (without boundary), and
thereby objects such as affine and projective superconnections become singular
(see (47) and (51)). This makes it rather difficult, if at all possible, to expand
these superfields into their components as there is, in general, no telling which
component exhibits such or such singularity. Consequently, Berezin rules for inte-
grating Grassmann variables are no longer adequate in such a situation. Instead,
we need to devise a more suitable method to integrate these variables and an
analog of Stokes theorem to convert a surface integral into a line integral, then
use Cauchy theorems to perform the residue calculus.
Accordingly, we have obtained a super analog of Stokes theorem which allows
us to perform any integral (when only integrable singularities are present) over a
compact SRS by using super Cauchy theorems, without having recourse to com-
52
ponent expansion. Indeed, this was made possible by defining a new integration
procedure in which we integrate Grassmann variables over some “Grassmann cir-
cle” surrounding the singular point instead of the whole Grassmann algebra, as
one does in Berezin’s theory.
Many technical difficulties have been overcome by means of covariant derivatives
and compact notations which turned out to be really necessary to carry out the
calculations in the superfield formalism. Another subtle ingredient was the no-
tion of polydromic superfields. This led us to study the problem of dissecting
and branch-cutting a SRS with De Witt topology; a domain in such a SRS is
viewed as the “product” of its underlying domain in the Riemann surface and
the “Grassmann circle” introduced above. Here we are in particular alluding to
domains that enclose the singularity.
Carrying out the whole task results in obtaining a well-defined and non-
singular expression for the effective action for N = 1 2D−induced conformal
supergravity on a SRS of arbitrary genus g > 1, which depends holomorphically
on the super Beltrami differential and solves the superconformal Ward identity
(5), here written using the super Beltrami differential Hzθ¯ instead of µˆ
25. Here
again we stress that this solution is only defined up to a BRST-invariant and
holomorphic (with respect to the super Beltrami differential) functional. This is
mainly due to the fact that the Ward operator [Dθ¯−Hzθ¯∂− 32(∂Hzθ¯ )+ 12(DθHzθ¯ )Dθ]
in the gauge Hzθ = 0, has (3g − 3) even and (2g − 2) odd zero modes on a com-
pact SRS (see paragraphs 1.2 and 1.5 ). Furthermore, we explicitly show that
we can write this solution in two different forms depending on whether the fields
we start with are single-valued or multivalued. This is of course reminiscent of
what happens in the bosonic case. Unfortunately, we did not have enough time to
fathom the problem of renormalization ambiguity, and so we did not approach the
25 The work on a SRS that we present in this chapter was developed in the H−formalism,
however it is a straightforward matter to convert everything into the µˆ−formalism, since this
only amounts to integrating over θ¯ throughout the calculations and using the gauge (18)
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computation of N−point functions on a SRS. Nonetheless, we give a general ex-
pression for the energy-momentum tensor and its OPE with 1
2
−superdifferentials.
Moreover, we have shown that the second solution which starts with a set of
single-valued differentials can be related to the action (73) upon restricting all
fields onto the supertorus.
In a first section I will try to review as briefly as possible the corresponding work
on a Riemann surface [66]. The corresponding developments were the starting
point for our generalization onto a SRS. On the other hand this section will help
us to compare both results afterwards.
4.2 A Polyakov action on Riemann surfaces
The effective action that describes the 2D quantum gravity in the light-cone
gauge on a Riemann surface (RS) was constructed by Zucchini in [66]. This can
be written as the sum of the following terms
Γ1[µ] =
∫
Σ
d2z [2(R0 − Rξ0)µ+ ∂(∆ξ0 +∆ξ)µ]
Γ2[µ] =
∑
j
νj ln(Ω/ω0)(Pj) +
∑
k
ν0k ln(ω/Ω0)(P0k), (94)
d2z = (dz¯ ∧ dz)/2iπ. Let us first explain the notation.
The Riemann surface Σ is parametrized by a reference complex structure {(z, z¯)}
and an isothermal one represented by the projective coordinates (Z, Z¯), obtained
from (z, z¯) by a quasiconformal transformation parametrized by the Beltrami
differential µ with ‖µ‖ < 1. Z satisfies the Beltrami equation (63). Recall that
according to the Riemann-Roch theorem [23, 31, 48, 62], there are g holomorphic
(in the projective structure) 1−differentials, and that every single-valued differ-
ential has precisely 2g − 2 zeros counting multiplicity on a compact Riemann
surface of genus g. Let us denote such differentials generically by ω or ω0 when
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they are holomorphic in the µ− or 0−structure respectively. Likewise, we denote
multivalued differentials by Ω and Ω0, which are, conversely, free of zeros[66].
Now denote by Pj the j
th zero of ω and by νj its order, Zj is the nearby projective
coordinate normalized so that Zj(Pj) = 0; then we get the singular expansion for
ω
lnω = νj lnZj +R.T..
Similarly for ω0 we have
lnω0 = ν0k lnZ0k +R.T.
around the zero P0k of order ν0k. Here the coordinate Z0k is obtained from z by
a conformal transformation, i.e. ∂¯Z0k = 0, it satisfies Z0k(P0k) = 0.
Using the differentials ω and ω0 we define the affine connections ξ = ∂ lnω, ξ0 =
∂ lnω0 to which are associated the covariant derivatives ∇ξ and ∇ξ0 according to
(64). Analogous objects can be built out of the multivalued differentials Ω and
Ω0. In (94) R0 is a standard projective connection and Rξ0 =
1
2
(∇ξξ0 +∇ξ0ξ) is
a particular one, see (64).
Note that despite the presence of polydromic fields in Γ2[µˆ] above, the whole
expression was shown [66] to be single-valued. Moreover, if Ω had zeros then Γ2
would be singular thereat. However, one could render the whole action Γ = Γ1+Γ2
non-singular and single-valued only if a functional Φ(µ) with compensating sin-
gularity and monodromy properties is added. This functional must in addition
satisfy the conditions, δΦ(µ)/δµ¯ = 0, sΦ(µ) = 0. This shows that the whole
action Γ is, as discussed in the introduction, only defined up to addition of such a
functional. Moreover, the monodromy behaviour of the fields one starts with has
much to do with this ambiguity problem. Indeed it was shown in Ref.[66] that if
instead of Γ1 one starts with another action, say Γ3, obtained from Γ1 by substi-
tuting the multivalued fields Ω,Ω0 for the single-valued ones ω, ω0 respectively,
one finds a second solution to the conformal Ward identity (2). More precisely,
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one gets
Γ3[µ] =
∫
D
d2z [2(R0 − RF0)µ+ ∂(∇F0 +∇F)µ]
Γ4[µ] =
1
2iπ
∮
∂D(ω0)
ln(ΩD/ω0)d ln(ω/Ω0D)
Γ5[µ] =
∑
k
ν0k ln(ω/Ω0D)(P0k). (95)
Here D is the fundamental domain in Σ that contain all zeros of ω and ω0;
ΩD,Ω0D are restrictions of Ω,Ω0 to D respectively; ∂D(ω0) is the countour that
encirles only the zeros of ω0. As it stands, F and F0 are the affine connections
associated with Ω and Ω0 respectively, i.e. F = ∂ ln Ω, F0 = ∂ ln Ω0; and
RF0 =
1
2
(∇FF0 +∇F0F).
This exhibits once again the ambiguity in defining the Polyakov action. We
believe that this is closely related with its dependence on the geometry of the
Riemann surface on which it is constructed.
Finally, we wish to mention that many arguments make us prefer the first solution
(94), and let us mention two of them. In Ref.[66] it was this solution that allowed
for the computation of the energy-momentum tensor; and for us, it is this one
that we have managed to relate to the one found on the torus (67) without delving
into the complicated problem of monodromy. For the sake of brevity, we only
sketch how to connect the solution on a RS (94) to the one on the torus (67).
4.3 Relating the Polyakov action on a Riemann surface
and on the torus
Using the notation of the previous section and chapter II, simple algebra leads
to the following identity
AT = ARS + 2∂∂¯ lnω (96)
which holds on a Riemann surface. AT was given in (66) and ARS denotes the
integrand density in Γ1 in (94).
Then, note that since ω0 is holomorphic in the reference structure, i.e. ∂¯ω0 = 0,
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the second term in the r.h.s. of (96) can be rewritten as ∂∂¯ ln(ω/ω0), which
thus becomes globally defined since ω/ω0 is now an (invariant) function. Now
if we declare ω and ω0 to be defined on the torus, i.e. on the complex plane
and invariant under the covering group of the torus (a subgroup of SL(2, IC)), we
see that this term is a total derivative of a single-valued, well-defined and non-
singular differential on the torus and thus disappears upon integration. Therefore,
the action Γ1 in (94) reduces to the one in (67), while Γ2 vanishes trivially because
νj = ν0k = 0 as differentials have no zero on the torus.
Although the torus is always treated separately from the topological point of
view, the possibility to connect the Polyakov action on a Riemann surface to that
on the torus makes us believe that the torus is not so exceptional, but can rather
be related, at least in this context, to the general case of Riemann surfaces of
higher genus.
4.4 A Polyakov action on a higher genus super Riemann
surface
As mentioned in the introduction, an obvious generalization of (73) onto a com-
pact super Riemann surface of genus g > 1 can be inspired from the action in
(95) by replacing the geometrical objects appearing in it by their supersymmetric
analogs. Thus we start with the following action
Γa[H
z
θ¯ , Rˆ0] =
k
4
∫
Σˆ
d2λAˆa (97)
where
Aˆa = 4Rˆ0H
z
θ¯ + 2∂zDθH
z
θ¯ + 2χ0DθχH
z
θ¯ + 2χDθχ0H
z
θ¯
− Dθχ0DθHzθ¯ −DθχDθHzθ¯ − χ0∂zHzθ¯ − χ∂zHzθ¯
or in a compact form using covariant derivatives
Aˆa = 4(Rˆ0 − Rχ0)Hzθ¯ +Dθ(∆χ +∆χ0)Hzθ¯ (98)
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which thus becomes obviously globally defined and in a form that is quite similar
to Γ3.
Here, the coefficients χ and χ0 are the superaffine connections related to
the polydromic 1
2
-superdifferentials Ψ, Ψ0 according to (47) and (48). Rχ0 is a
particular SB-holomorphic superprojective connection related to χ, χ0 by
Rχ0 =
1
2
(∆χχ0 +∆χ0χ). (99)
Using the BRST transformation laws of fields given in section 1.7, we obtain,
after lengthy but straightforward calculations
sΓa[H
z
θ¯ , Rˆ0] = kA(Cz, Hzθ¯ , Rˆ0) + k(K1 +K2 +K3) (100)
where
K1 =
1
2iπ
∮
∂Dˆ(η0)
dλ[(Rˆ0 − Rχ0)Cz]
K2 = − 1
8iπ
∮
∂Dˆ(η0)
dλ¯(∆χsH
z
θ¯ +∆χ0Dθ¯C
z + 2CzDθDθ¯χ+DθC
zDθ¯χ)
K3 = − 1
8iπ
∮
∂Dˆ(η0)
dλ¯[
1
2
(χ0 − χ)Dθ(DθHzθ¯DθCz)− χ0χ(DθHzθ¯DθCz)
−(χ0Dθχ+ ∂zχ− χ0χDθ +Rzθ)(CzDθHzθ¯ +Hzθ¯DθCz)] (101)
and A(Cz, Hzθ¯ , Rˆ0) is the globally defined integrated anomaly given in (5).
First we wish to stress that the terms in eq.(101) are separately globally
defined. This is obvious for K1 since its integrand is the product of the difference
of two superprojective connections (i.e. a superquadratic differential) and Cz
which transforms homogeneously. Concerning K2 and K3 this property has to be
checked by hand. While K2 contains the bosonic limit ( see ref.[66] eq.(2.15)),
the fourth term K3 gathers the complications and novelties emerging from the
supersymmetric formulation. Note that all these terms are a priori untractable
because they all involve multivalued fields. Nevertheless, we will show later that
these terms can be eliminated by adding other contributions to the Polyakov
action, thus leaving the anomaly only.
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Now let us continue our study of polydromic fields started in chapter I.
4.4.1 Polydromic fields
As it was shown in chapter I there are according to super Riemann-Roch theorem
g holomorphic single-valued 1
2
−superdifferentials which have each globally (g−1)
(counting multiplicity) zeros on a compact SRS of genus g. We shall consider in
the following two kinds of these differentials; we recall that the holomorphic ones
w.r.t. the SB-structure are denoted by η and the holomorphic objects in the
0−structure by η0. In contrast, the multivalued superdifferentials Ψ,Ψ0 are free
of zeros, and their general expression were given in (43) and (44), see section
1.4.2.
Now, to deal with these differentials we adopt the approach presented in section
1.4.2, which consists in choosing a branch for each of these differentials by work-
ing on a dissection of the SRS into its polygon. As mentioned in the introduction
to this chapter, we are considering a SRS with De Witt topology–recall that such
SRS’ are the most suitable for a picture of a moving superstring. Now due to
the fact this topology is trivial in the θ direction, it is possible to borrow from
the bosonic case the method of cutting a Riemann surface into its fundamental
domain. Accordingly, we cut the SRS Σˆ into its polygon whose reduced domain
is the polygon of the underlying Riemann surface. This dissection has 4g pair-
wise opposite sides and will be denoted by Dˆ, see section 1.4.2. This is assumed
to contain all zeros of η0 while excluding those of η. In the bosonic case, this
was shown to be always possible [66], and even when zeros of the (correspond-
ing) bosonic differentials ω and ω0 overlap, the total action is still continuous
26.
Again using the trivial topology of De Witt, one can repeat the same demonstra-
tion on Σˆ. Next we cut infinitesimal superloops Ck around the zeros Pˆ0k of η0
with orientation opposite to that of the boundary ∂Dˆ of Dˆ. These superloops are
26We are indebted to R. Zucchini for valuable discussions on this subject and in particular
on polydromic differentials[67].
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composed of their bodies ( ordinary circles in Σ ) which define the corresponding
orientation and some “Grassmann circle” Cθ ( defined below ) over them. Cθ
represents the θ direction of ∂Dˆ.
Next, in order to explain the line integrals in eqs.(101) we present our in-
tegration procedure over a (compact) SRS with respect to which our solution
to the superconformal Ward identity (5) will be defined. Most importantly, we
give the definition of the boundary of a superdomain Dˆ in Σˆ, and the analog of
Stokes theorem to relate integration over superdomains on Σˆ and the one on their
boundaries.
4.4.2 Integration on Σˆ
In our developments, the expression that we integrate over Σˆ is a (1
2
, 1
2
)−superdifferential
which is, in general, meromorphic . More precisely, this expression happens to
be a function of singular objects like ∂ log η0 ( or Dθ log η0) inside a domain Dˆ
containing all zeros of η0. To perform explicitly the corresponding integral and in
particular the residue calculus, we first need an analog of Stokes theorem and a
consistent procedure of integration on the boundary ∂Dˆ of Dˆ. In fact, integration
on ∂Dˆ reduces to the sum of integral over small “circles” Ck surrounding the zeros
Pˆ0k = (z0k, θ0k) of η0; the orientation of these circles being opposite to that of
∂Dˆ. Since the remaining integration path is a sequence of pairs of geometrically
coinciding but oppositely oriented arcs, this yields pairs of mutually cancelling
contributions when the integrand is single-valued. Altogether, the only contri-
bution comes from the Ck’s. As explained above, these circles are composed of
ordinary circles in Σ and some “Grassmann circles” Cθ around the singular point
θ = θ0, θ¯ = θ¯0. Cθ is defined in such a way that the identity
∫
Cθ
dθf(z, θ, z¯, θ¯) = (∂θf)(z, θ0, z¯, θ¯0) (102)
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holds for every (locally) smooth function f on Σˆ.
Thus any integration over Grassmann numbers is performed over Cθ instead of the
whole space of Grassmann variables as is done in the standard Berezin integration
formalism. From (102) one recovers the usual Berezin rules, which we now write
on Cθ ∫
Cθ
dθ = 0,
∫
Cθ
dθ(θ − θ0) = 1,
∫
Cθ
dθ(θ¯ − θ¯0) = 0. (103)
However, our integration procedure (102) marks a crucial departure from that
of Berezin by the result
∫
Cθ
dθ(θ − θ0)(θ¯ − θ¯0) = 0 (104)
Indeed, in our point of view θ¯ is treated somehow as being linked to θ on Cθ and
hence θ (or θ¯) can not be taken out of the (line) integral over θ¯ (or θ). This
super integration formalism is justified by the fact that it reproduces the results
obtained by the component expansion while avoiding the well-known difficulties
of this procedure, especially when the superfields are singular. Obviously, the
rules (102)-(104) are the same if Cθ is a circle around the origin θ0 = 0, θ¯0 = 0.
In fact, this procedure basically amounts to ruling out the θ¯−dependence from the
expressions we integrate on a SRS, this is not surprising since we are considering
(1, 0)−induced supergravity. On the other hand, this is equivalent to working in
the gauge (18).
The rules above allow us to establish the super Stokes theorem 27
∫
Dˆ
dˆΦ =
∮
∂Dˆ
Φ (105)
where the coboundary operator dˆ is defined by its action on a (p/2, q/2)−superdifferential
Φ as follows 28
dˆΦ = (dλDθ + (−1)(p+q)dλ¯Dθ¯)Φ. (106)
27See [11, 65] for other formulations of this theorem.
28dˆ will be denoted d+ or d− when (p+ q) is even or odd respectively.
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It is straightforward to see that the operator dˆ is nilpotent as it must be, i.e.dˆ2 = 0.
For this, Φ is explicitly written as Φ = Φθ(dλ)
p(dλ¯)q and the operators Dθ and
Dθ¯ act directly on the coefficient Φθ, thus leading to d+d− = −d−d+ = 0.
Now we wish to emphasize that this theorem is very crucial in that it allows us
to compute integrals in the superfield formalism and thus spares us the generally
cumbersome procedure of expanding superfields in their components, especially
when these are singular, since there is in general no obvious way to tell which
components exhibit such or such singularities.
Now using these integration rules for Grassmann variables, the integral of a
meromorphic (1
2
, 0)− or (0, 1
2
)−superdifferential Φ over the circles Ck is performed
by using the (generic) local behaviour around Pˆ0k obtained from that of η0 in (39)
[36]
Φ ∼
N∑
j
fj
(z − z0k − θθ0k)j (107)
where N is the number of terms in Φ, and the coefficient functions fj are su-
perholomorphic around Pˆ0k, i.e. they do not depend on (z¯, θ¯) inside an open
neighbourhood of Pˆ0k contained in Ck. Then we get the final result with the help
of the super Cauchy theorems[25]
1
2iπ
∮
Ck
dλf(z, θ)(θ − θk)(z − zk − θθk)−n−1 = 1
n!
∂nzkDθkf(zk, θk)
1
2iπ
∮
Ck
dλf(z, θ)(z − zk − θθk)−n−1 = 1
n!
∂nzkf(zk, θk), (108)
After these two digressions devoted to developing two of the building blocks in
our approach, we now resume the construction of a Polyakov action started with
Γa in (97). It is clear that additional terms are required in order to cancel the
terms K1, K2, K3 in (100), and thus to get the anomaly only. The next obvious
term, say Γb, is simply the supersymmetric copy of Γ4[µ] in (95), that is
Γb[H
z
θ¯ ] =
1
2iπ
∮
∂Dˆ(η0)
ln(Ψ/η0)dˆ ln(η/Ψ0) ≡ 1
2iπ
∮
∂Dˆ(η0)
Aˆb (109)
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Obviously the integrand here is globally defined as it involves only ratios of su-
perdifferentials, i.e. invariant functions.
The action of the BRST operator on Γb results in many terms, see details in IV.
One of them is
I =
1
2iπ
∮
∂Dˆ(η0)
(Rzθ −Rζ0)Cz
which is easily computed by following the integration procedure described in the
previous section. This yields
I = −1
4
∑
k
α0k∆ζC
z(Pˆ0k) = −s
[
1
2
∑
k
α0k ln(η/Ψ0)(Pˆ0k)
]
. (110)
Here we use the fact that the s-variation commutes with the evaluation at a point
Pˆ ∈ Σˆ.
This suggests that the term on which s acts in (110), call it Γc, must be added to
Γa + Γb in order to cancel I. Γc is on the other hand the obvious generalization
of Γ5 in (95), but here it comes out from explicit calculations anyway.
Two other terms in sΓb cancel with K1 and K2 in (100). However, this is not
finished because some of the remaining terms in sΓb contain polydromic fields
and hence cannot be integrated, but they instead require extra terms to cancel
them out. In addition, other terms in sΓb and K3 in (100) are more difficult to
deal with as they are quadratic in ζ ’s and χ’s. This makes it clear that we still
need an additonal contribution to Γa + Γb + Γc in order to get rid of all these
terms. More precisely we add the following term
Γ3[H
z
θ¯ ] =
1
4iπ
∮
∂Dˆ(η0)
dλ¯[(ζζ0 − χχ0 − 2ζχ)Hzθ¯ −
1
2
(χ+ χ0 − ζ − ζ0)DθHzθ¯ ] (111)
It is an easy matter to check that the integrand of this expression is globally
defined, and that when expanded in components [2] it disappears in the bosonic
limit. In IV we show how this contribution indeed rids us of all the above-
mentioned undesirable terms.
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To recapitulate, we have shown that a general Polyakov action on a SRS of
genus g contains three kinds of terms, an integral on Σˆ, a line integral and a
residue contribution
Γa[H
z
θ¯ , Rˆ0] =
1
4π
∫
Σˆ
d2λ[4(Rˆ0 − Rχ0)Hzθ¯ +Dθ(∆χ +∆χ0)Hzθ¯ ]
Γb[H
z
θ¯ ] =
1
2iπ
∮
∂Dˆ(η0)
ln(Ψ/η0)dˆ ln(η/Ψ0)
Γc[H
z
θ¯ ] =
1
4iπ
∮
∂Dˆ(η0)
dλ¯{(ζζ0 − χχ0 − 2ζχ)Hzθ¯ −
1
2
(χ+ χ0 − ζ − ζ0)DθHzθ¯}
Γd[H
z
θ¯ ] =
1
2
∑
k
α0k ln(η/Ψ0)(Pˆ0k). (112)
This solves the superconformal Ward identity (5) on a SRS of higher genus
and it is holomorphic w.r.t. the super Beltrami differential H . The genus which
characterizes the SRS appears explicitly in Γd, since
∑N
k=1
α0k
2
= g − 1, where N
is the number (without counting multiplicity) of zeros of η0. See below for other
properties of this action.
4.5 Non-uniqueness of the Polyakov action on a SRS
Here, we wish to emphasize that by construction this solution is, as discussed
in the introduction, not unique due to the presence of zero modes, i.e. it is
only defined up to addition of an arbitrary functional Φˆ(H) satisfying the con-
ditions δΦˆ(H)/δH¯ = 0, sΦˆ(H) = 0. In fact we can even go further as in the
bosonic case and start with the action Γa in (112) and replace the multivalued
fields Ψ and Ψ0 by the single-valued ones η and η0 respectively, this results in an
expression which can be shown to be the first term for a second solution to the
superconformal Ward identity (5). More precisely, let us denote the integrand
in the resulting expression by Aˆα and then by using the holomorphy equations
satisfied by Ψ,Ψ0, η, η0
Dθ¯ lnΨ =
1
2
∆χH
z
θ¯ , Dθ¯Ψ0 = 0 , Dθ¯ ln η =
1
2
∆ζH
z
θ¯ , Dθ¯η0 = 0
(113)
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we get
Aˆa − Aˆα = −4{Dθ¯[ln(Ψ/η0)Dθ ln(η/Ψ0)] +Dθ[ln(Ψ/η0)Dθ¯ ln(η/Ψ0)]}(114)
− Dθ{(ζζ0 − χχ0 − 2ζχ)Hzθ¯ −
1
2
(χ+ χ0 − ζ − ζ0)DθHzθ¯ }
where Aˆa is given in (98). Next we integrate this expression over Σˆ which is now
seen as the disjoint union of the domains Dˆ(η0) and Dˆ(η) that contain all zeros
of η0 and η respectively, and then use the Stokes theorem (105) to obtain the
identity
Γα = Γa +
1
2iπ
∮
∂Dˆ(η0)
ln(Ψ/η0)dˆ ln(η/Ψ0) +
1
2iπ
∮
∂Dˆ(η)
ln(Ψ/η0)dˆ ln(η/Ψ0)
+
1
4iπ
∮
∂Σˆ
dλ¯{(ζζ0 − χχ0 − 2ζχ)Hzθ¯ −
1
2
(χ+ χ0 − ζ − ζ0)DθHzθ¯} (115)
Note that in the third term we have integrable singularities and thus by fol-
lowing our integration procedure we obtain
1
2iπ
∮
∂Dˆ(η)
ln(Ψ/η0)dˆ ln(η/Ψ0) = −1
2
∑
j
αj ln(Ψ/η0)(Pˆj)
Consequently, the sum Γa+ . . .+Γd is equal to the sum of the following terms
Γα[H
z
θ¯ , Rˆ0] =
1
4π
∫
Σˆ
d2λ[4(Rˆ0 −Rζ0)Hzθ¯ +Dθ(∆ζ +∆ζ0)Hzθ¯ ]
Γβ[H
z
θ¯ ] =
1
2
∑
k
α0k ln(η/Ψ0)(Pˆ0k) +
1
2
∑
j
αj ln(Ψ/η0)(Pˆj)
Γγ[H
z
θ¯ ] =
−1
4iπ
∮
Dˆ(η)
dλ¯{(ζζ0 − χχ0 − 2ζχ)Hzθ¯ −
1
2
(χ+ χ0 − ζ − ζ0)DθHzθ¯ }(116)
As mentioned above, this solution can be seen as the supersymmetric generaliza-
tion of the solution in (94). Now let us show that by means of this solution we
can make contact with the supertorus.
4.6 Relating the Polyakov action on a SRS and on the
supertorus
One of the advanges of the solution (116) over that in (112) is the fact that it can
be easily related to the Polyakov action (73) we constructed on the supertorus.
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Indeed, the same procedure as in section 3.3 yields here the following identity
Aˆa = AST −D[DθHzθ¯Dθ ln(η/η0)− 2Hzθ¯Dθ ln ηDθ ln η0] + 4DθDθ¯ ln η
≡ AST + I1 + I2 (117)
which holds on a SRS. Then using the fact that η0 is holomorphic in the reference
structure i.e., Dθ¯η0 = 0, we can rewrite I2 as
I2 = 4DθDθ¯ ln(η/η0)
thus yielding a well-defined expression since η/η0 is now a function. I2 is therefore
a total derivative of a single-valued, well-defined and singularity free 1
2
−superdifferential
Dθ ln(η/η0), and hence vanishes upon integrating on small circles on the super-
torus.
Similarly, I1 is a total derivative of a single-valued and non-singular (0,
1
2
)−superdifferential,
since the expression in brackets in (117) transforms with the factor exp (− ¯̟ ) un-
der conformal change of coordinates. Thus the integral of I1 over the supertorus
vanishes. Therefore the restriction of Aˆa onto the supertorus gives exactly AST .
Now as the differentials on the supertorus have according to the super Riemann-
Roch theorem no zeros, Γβ vanishes trivially since α0k = αj = 0. As to Γγ
the reasoning is as follows. Due to the fact that there is a unique holomorphic
superdifferential (in a given structure) on the supertorus, Ψ and Ψ0 become pro-
portional to η and η0 respectively, and the corresponding factors are multivalued
functions. However, these must be holomorphic on the whole torus so that this
restriction holds everywhere thereon, which implies that they are constants. In
this case χ and χ0 reduce exactly to ζ and ζ0, and thereby Γγ vanishes identically
on the supertorus.
Here again we see that the supertorus can be related through the Polyakov action
to the general case of a SRS of higher genus.
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4.7 Stress-energy tensor and OPE on a SRS
As discussed in the introduction, the existence of singular and polydromic fields
on a SRS, together with the lack of a well-established superfield formalism, makes
it rather difficult to compute the stress-energy tensor and OPE from the actions
(112) and (116). Nevertheless, we know that from the geometrical point of view
the stress-energy tensor is a (super) projective connection times the central charge
of the (super) Virasoro algebra it generates. In addition, as was often stressed
above, the physics underlying the Polyakov action on a (super) Riemann surface
depends on the conformal geometry represented by the (super) Beltrami differ-
ential and a background (super) projective connection. Thus, since the term
containing the latter is linear in the Beltrami differential, we expect this connec-
tion to appear only in the stress- energy tensor. On the supertorus this yields the
exact result (85), and on the supercomplex plane we have, T (a) = −2kRˆζ(a).
However, on a (super) Riemann surface this is not the whole story since this
result would be singular thereon as is the particular connection Rˆζ (see e.g.(85) or
Ref.[66]). So in order to get a regular stress-energy tensor we expect an additional
term which would compensate for the singularities of Rˆζ . In addition, still another
contribution comes from the Φˆ−indetermination in the action.
Thus taking all this into account, a general expression for the stress-energy tensor
of the Polyakov action (116) on a compact SRS can be written in a form similar
to the bosonic case [66], that is
T (z, θ) = δΓSRS
δH(z, θ)
= k
{
(Rˆ0 − Rˆζ) + δΦˆ(H)
δH
+ S(H)
}
. (118)
Here Rˆζ = −∂Dθ ln η − ∂ ln ηDθ ln η has poles where η vanishes. To be more
precise about the term S(H), let Φ
1
2
,0 denote as in section 1.5 either η or Ψ. Then
S(H) is singular since it is a function of δΦ
1
2
,0/δH which is singular due to the
fact that Φ
1
2
,0 is holomorphic in the SB-structure on a SRS.
For Pˆ , Pˆ
′ ∈ Σˆ, δΦ 12 ,0(Pˆ )/δH(Pˆ ′) behaves like a 1
2
−superdifferential at Pˆ 6= Pˆ ′,
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i.e. it satisfies the holomorphy equation
[
D¯Pˆ −H(Pˆ )∂Pˆ −
1
2
(∂H)(Pˆ ) +
1
2
(DH)(Pˆ )DPˆ
]
δΦ
1
2
,0(Pˆ )
δH(Pˆ ′)
= 0, (119)
while at Pˆ
′ 6= Pˆ , it behaves like a quadratic (or 3
2
−) superdifferential satisfying
[
D¯Pˆ ′ −H(Pˆ
′
)∂Pˆ ′ −
3
2
(∂H)(Pˆ
′
) +
1
2
(DH)(Pˆ
′
)DPˆ ′
]
δΦ
1
2
,0(Pˆ )
δH(Pˆ ′)
= 0. (120)
Now if we define δΦ
1
2
,0(Pˆ )/δH(Pˆ
′
) as being the action of the functional opera-
tor t(Pˆ
′
) ≡ δ
δH(Pˆ ′ )
, that we call the“stress-energy operator” 29 on a supercon-
formal field Φ
1
2
,0(Pˆ ) of conformal weights (1
2
, 0), we can write it as the OPE of
t(Pˆ
′
) with the field Φ
1
2
,0(Pˆ ). To write down the corresponding expression let us
use the superprojective structure {(Zˆ, Θˆ)}. Correspondingly, we have
T (Pˆ
′
) ≡ T (Zˆ(Pˆ ′), Θˆ(Pˆ ′)) = Λ−3/2t(Pˆ )
Λ was defined in (31), and here it becomes Λ = (DθΘˆ)
2 in the gauge Hzθ = 0;
and
Φ˜
1
2
,0(Pˆ
′
) ≡ Φ˜ 12 ,0(Zˆ(Pˆ ′), Θˆ(Pˆ ′)) = Λ− 12Φ 12 ,0(Pˆ )
Finally, following similar calculus as in the bosonic case [66], we can write
δΦ
1
2
,0(Pˆ )
δH(Pˆ ′)
= T (Pˆ
′
)Φ˜
1
2
,0(Pˆ ) ∼ Λ 12 (Pˆ )Λ3/2(Pˆ ′)


1
2
Φ˜
1
2
,0(Pˆ )(Θˆ(Pˆ
′
)− Θˆ(Pˆ ))
(Zˆ(Pˆ ′)− Zˆ(Pˆ )− Θˆ(Pˆ ′)Θˆ(Pˆ ))2
+
1
2
DΘˆΦ˜
1
2
,0(Pˆ )
(Zˆ(Pˆ ′)− Zˆ(Pˆ )− Θˆ(Pˆ ′)Θˆ(Pˆ )) +
(∂ZˆΦ˜
1
2
,0)(Pˆ )(Θˆ(Pˆ
′
)− Θˆ(Pˆ ))
(Zˆ(Pˆ ′)− Zˆ(Pˆ )− Θˆ(Pˆ ′)Θˆ(Pˆ ))


+ R.T. (121)
This formula expresses the main properties of δΦ
1
2
,0(Pˆ )/δH(Pˆ
′
) reflected by the
holomorphy equations given above. The poles appearing in it are expected to
29As distinguished from the stress-energy tensor T (Pˆ ) ≡ t(Pˆ )Γ[H ] coupled to the super
Beltrami differential H in the action Γ[H ].
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compensate those of Rˆζ so that T (z, θ) in (118) becomes regular and thus single-
valued. Moreover, T (z, θ) must satisfy the following integrability condition
t(Pˆ )T (Pˆ ′) = t(Pˆ ′)T (Pˆ ) (122)
which could be used in addition to modular invariance to study the physical
properties of the Polyakov action (116).
The computation of N−point functions should in principle follow the same for-
malism, but a rigorous study is still needed.
4.8 Conclusion
Despite all these difficulties, we have been able to construct the effective action
for the conformal N = 1 2D−induced supergravity on a super Riemann sur-
face of genus g > 1, which is holomorphic w.r.t. the super Beltrami differential
and integrates the superdiffeomorphism anomaly thereon. This has been given
in two forms starting with two sets of fields with different monodromy proper-
ties. The solution that starts with single-valued fields has been related to the
action found on the supertorus. Using this solution we gave the general expres-
sion for the stress-energy tensor and the OPE of the stress-energy operator with
1
2
−superdifferentials. However, we still need to perform the same calculations
with the action that starts with polydromic fields.
In future, we would like to work out the computation of N−point functions.
We believe that this would be possible by generalizing the method used on the
supertorus, however this requires rigorous study of the properties of the super-
prime form discussed in section 1.3.
There are many other issues that deserve serious work, namely the modular in-
variance of these solutions and their pertinence to resumming the perturbative
series provided by the renormalized field theory as an iterative solution to the
superconformal Ward identity (5). This would provide a generalization of the
similar work done on the supertorus in III.
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5 Concluding comments
In the present work we have treated the last and most difficult cases in the for-
mulation of the chiral-gauge 2-dimensional gravity in the Polyakov formalism on
Riemann surfaces.
Indeed we have constructed regular and single-valued Polyakov actions on the
supertorus and a super Riemann surface of higher genus. These integrate the
superdiffeomorphism anomaly thereon and are holomorphic with respect to the
super Beltrami differential that represents the graviton-gravitino gauge doublet.
To perform this task on a super Riemann surface we were led to develop some new
algebraic and geometrical appropriate tools such as the notion of polydromy and
branch-cutting. We have also defined a new integration method for Grassmann
variables including our formulation of Stokes theorem using a new boundary op-
erator; the ∂¯− Cauchy kernel has been constructed on the supertorus and only
discussed on higher genus super Riemann surfaces.
Then by computing the energy-momentum tensor and operator product expan-
sions to the third order, we have shown that the Polyakov action on the supertorus
( and the supercomplex plane ) resums, at least to this order, the perturbative
series provided by the renormalized field theory. On a super Riemann surface,
we have given the general expression for the energy-momentum tensor and its
operator product expansions with 1
2
−superdifferentials which are the building
blocks of our work. However, we have not succeeded yet in computing higher
order operator product expansions in this case.
Among the open problems that we would like to investigate in future, we can
mention the following :
1) The need to compute N−point functions and thereby prove to all orders
that the Polyakov action found here resums the perturbative series, at least on
the supertorus.
2) Perform the same calculus on a super Riemann surface. This requires a
70
more elaborate study of the super prime form, e.g. the one we have suggested.
3) Study the modular invariance and exploit the integrability condition (122)
in order to fix the ambiguity in the Polyakov action on a ( super ) Riemann
surface. This will require, among other things, a formulation of our setting in the
other spin structures.
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