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DIRAC STRUCTURES AND HAMILTON–JACOBI THEORY FOR
LAGRANGIAN MECHANICS ON LIE ALGEBROIDS
M. LEOK AND D. SOSA
Abstract. This paper develops the notion of implicit Lagrangian systems on
Lie algebroids and a Hamilton–Jacobi theory for this type of system. The Lie
algebroid framework provides a natural generalization of classical tangent bun-
dle geometry. We define the notion of an implicit Lagrangian system on a Lie
algebroid E using Dirac structures on the Lie algebroid prolongation TEE∗.
This setting includes degenerate Lagrangian systems with nonholonomic con-
straints on Lie algebroids.
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1. Introduction
There is a vast literature on the Lagrangian formalism in mechanics, which
is due to the central role played by these systems in the foundations of modern
mathematics and physics. In many interesting systems, problems often arise due
to their singular nature, which gives rise to constraints that address the fact that
the evolution problem is not well-posed (internal constraints). Constraints can also
manifest a priori restrictions on the states of the system which arise due to physical
arguments or from external conditions (external constraints). Both cases are of
considerable importance.
Systems with internal constraints are quite interesting since many dynamical
systems are given in terms of presymplectic forms instead of the more habitual
symplectic ones. The more frequent case appears in the Lagrangian formalism of
singular mechanical systems which are commonplace in many physical theories (as
in Yang-Mills theories, gravitation, etc).
Systems subjected to external constraints (holonomic and nonholonomic) have
a wide range of applications in many different areas: engineering, optimal control
theory, mathematical economics (growth economic theory), subriemannian geom-
etry, motion of microorganisms, etc. Interconnected and implicit systems play a
key role in, for example, controlled mechanical systems like robots. An impor-
tant class of implicit mechanical systems is those with nonholonomic constraints,
which has a long and rich history (see, for instance, [4] and [35]). The Lagrangian
and Hamiltonian approaches for such systems have been extensively developed (see
[23, 38, 40, 41]), including symmetry and reduction (see [3, 6, 22, 24, 29]).
Some authors have given descriptions of L-C circuits and nonholonomics systems
in the context of Poisson structures (see [33, 38]) and later in the general context of
Dirac structures (see [5, 39]) from a Hamiltonian point of view. Inspired by these
works, Yoshimura and Marsden in [43, 44] have developed a Lagrangian formalism
making use of the framework of Dirac structures.
Recent investigations have lead to a unifying geometric framework covering a
plethora of particular situations. It is precisely the underlying structure of a Lie
algebroid on the phase space which allows a unified treatment. This idea was first
introduced by Weinstein [42] in order to define a Lagrangian formalism which is
general enough to account for different types of systems. The geometry and dy-
namics on Lie algebroids have been extensively studied during the past years. In
particular, in [30], E. Mart´ınez developed a geometric formalism of mechanics on
Lie algebroids similar to Klein’s formalism of ordinary Lagrangian mechanics and,
more recently, a description of the Hamiltonian dynamics on a Lie algebroid was
given in [27, 31]. The key concept in this theory is the prolongation, TEE, of the
Lie algebroid over the fiber projection τ (for the Lagrangian formalism) and the
prolongation, TEE∗, over the dual fiber projection τ∗ : E∗ → Q (for the Hamil-
tonian formalism). See [27] for more details. Of course, when the Lie algebroid
is E = TQ we obtain that TEE = T (TQ) and TEE∗ = T (T ∗Q), recovering the
classical case. Another approach to the theory was discussed in [17].
The notion of nonholonomic systems on a Lie algebroid was introduced in [9]
when studying mechanical control systems and an approach to mechanical systems
on Lie algebroids subject to linear constraints was presented in [34]. A recent
comprehensive treatment of nonholonomic systems on a Lie algebroid has been
develop in [10], where the authors identify suitable conditions guaranteeing that the
system admits a unique solution and show that many of the properties that standard
nonholonomic systems enjoy have counterparts in the Lie algebroid setting.
3On the other hand, singular or degenerate Lagrangian systems and vakonomic
mechanics on Lie algebroids (obtained through the application of a constrained vari-
ational principle) also have been studied. In [21], the authors introduce a constraint
algorithm for presymplectic Lie algebroids which generalizes the well-known Gotay-
Nester-Hinds algorithm (see [15]) and applies it to singular Lagrangian systems on
Lie algebroids. Moreover, they develop a geometric description of vakonomic me-
chanics on Lie algebroids using again the constraint algorithm.
As a consequence of all these investigations, one deduces that there are several
reasons for discussing unconstrained (constrained) Mechanics on Lie algebroids:
i) The inclusive nature of the Lie algebroid framework. In fact, under the same
umbrella, one can consider standard unconstrained (constrained) mechanical sys-
tems, (nonholonomic and vakonomic) Lagrangian systems on Lie algebras, uncon-
strained (constrained) systems evolving on semidirect products or (nonholonomic
and vakonomic) Lagrangian systems with symmetries.
ii) The reduction of a (nonholonomic or vakonomic) mechanical system on a
Lie algebroid is a (nonholonomic or vakonomic) mechanical system on a Lie alge-
broid. However, the reduction of a standard unconstrained (constrained) system
on the tangent (cotangent) bundle of the configuration manifold is not, in general,
a standard unconstrained (constrained) system.
iii) The theory of Lie algebroids gives a natural interpretation of the use of quasi-
coordinates (velocities) in Mechanics (particularly, in nonholonomic and vakonomic
mechanics).
On the other hand, Hamilton–Jacobi theory has been studied for different type of
systems for many years. For degenerate Lagrangian systems, some work have been
done on extending Hamilton–Jacobi theory, using Dirac’s theory of constraints (see,
e.g., [18]) and from a geometric point of view (see [7]). For nonholonomic systems,
in [20], Iglesias-Ponte, de Leo´n and Mart´ın de Diego generalized the geometric
Hamilton–Jacobi theorem (see Theorem 5.2.4. in [1]) to nonholonomic systems,
which has been studied further (see [8, 36, 37]). More recently, in [25], the authors
have presented a Hamilton–Jacobi theory which can deal with both degeneracy and
nonholonomic constraints. In the context of Lie algebroids, de Leo´n, Marrero and
Mart´ın de Diego have developed a more general formalism which is also valid for
for nonholonomic systems on a Lie algebroid (see [26]), and, in [2], the authors
have presented a Hamilton–Jacobi equation for a Hamiltonian system on a skew-
symmetric algebroid.
The goal of this paper is to generalize Hamilton–Jacobi theory to implicit La-
grangian systems on a Lie algebroid based on Dirac structures. We introduce the
notion of an implicit Lagrangian system on a Lie algebroid E using the induced
generalized Dirac structure DU on the Lie algebroid prolongation T
EE∗ that is nat-
urally induced by a vector subbundle U of E and we obtain the Hamilton–Jacobi
theorem for this kind of systems. This setting includes degenerate Lagrangian
systems with nonholonomic constraints.
The paper is organized as follows. In Section 2, we collect some preliminary
notions and geometric objects on Lie algebroids, including differential calculus,
morphism and prolongations. We also recall the definition and some properties of
(generalized) Dirac structures on vector spaces, vector bundles and manifolds. In
Section 3, first we introduce and study the generalized Dirac structure DU on T
EE∗
induced by a vector subbundle U of the Lie algebroid E. The main goal of this
section is to define implicit Lagrangian systems in terms of induced Dirac structures.
In Section 4, we develop a Hamilton–Jacobi theory for implicit Lagrangian systems
on a Lie algebroid. We apply the results obtained to some particular cases, in
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Section 5, recovering some known results. The paper ends with our conclusions
and a description of future research directions.
2. Preliminaries
2.1. Lie algebroids. Let E be a vector bundle of rank n over a manifold Q of
dimension m and τ : E → Q be the vector bundle projection. Denote by Γ(E) the
C∞(Q)-module of sections of τ : E → Q. A Lie algebroid structure ([[·, ·]], ρ) on
E is a Lie bracket [[·, ·]] on the space Γ(E) and a bundle map ρ : E → TQ, called the
anchor map, such that if we also denote by ρ : Γ(E)→ X(Q) the homomorphism
of C∞(Q)-modules induced by the anchor map, then
[[X, fY ]] = f [[X,Y ]] + ρ(X)(f)Y,
for X,Y ∈ Γ(E) and f ∈ C∞(Q). The triple (E, [[·, ·]], ρ) is called a Lie algebroid
over Q (see [28]).
If (E, [[·, ·]], ρ) is a Lie algebroid over Q, then the anchor map ρ : Γ(E) → X(Q)
is a homomorphism between the Lie algebras (Γ(E), [[·, ·]]) and (X(Q), [·, ·]).
Standard examples of Lie algebroids are real Lie algebras of finite dimension and
the tangent bundle TQ of an arbitrary manifold Q. In more detail, let (g, [·, ·]g)
be a real Lie algebra of finite dimension. Then, consider the vector bundle τ :
g → { one point }. The section of this vector bundle can be identified with the
elements of g and, therefore, we can consider the Lie bracket given by the Lie
algebra structure [·, ·]g on g and the anchor map ρ given by the null map. So,
(g, [·, ·]g, 0) is a Lie algebroid over a point. On the other hand, let Q a manifold.
The sections of the tangent bundle τE = τQ : E = TQ→ Q may be identified with
the vector fields on Q, the Lie bracket on Γ(τE) = X(Q) is the usual vector fields
bracket and the anchor map is the identity on TQ. Then, the triple (TQ, [·, ·], Id)
is a Lie algebroid over Q.
Another example of a Lie algebroid may be constructed as follows. Let π : P → Q
be a principal bundle with structure group G. Denote by Φ : G × P → P the free
action of G on P and by TΦ : G×TP → TP the tangent lifted action of G on TP .
Then, one may consider the quotient vector bundle τP |G : TP/G→ Q = P/G and
the sections of this vector bundle may be identified with the vector fields on P which
are invariant under the action Φ. Using the fact that every G-invariant vector field
on P is π-projectable and the fact that the standard Lie bracket on vector fields
is closed with respect to G-invariant vector fields, we can induce a Lie algebroid
structure on TP/G. The resultant Lie algebroid is called the Atiyah (gauge)
algebroid associated with the principal bundle π : P → Q (see [27, 28]).
Now, let (E, [[·, ·]], ρ) be a Lie algebroid, then one may define the differential
of E, dE : Γ(∧kE∗)→ Γ(∧k+1E∗), as follows
dEµ(X0, . . . , Xk) =
k∑
i=0
(−1)iρ(Xi)(µ(X0, . . . , X̂i, . . . , Xk))
+
∑
i<j
(−1)i+jµ([[Xi, Xj ]], X0, . . . , X̂i, . . . , X̂j, . . . , Xk),
for µ ∈ Γ(∧kE∗) and X0, . . . , Xk ∈ Γ(E). It follows that (d
E)2 = 0. Moreover, if
X ∈ Γ(E), one may introduce, in a natural way, the Lie derivative with respect
to X, as the operator £EX : Γ(∧
kE∗)→ Γ(∧kE∗) given by £EX = iX ◦ d
E+ dE ◦ iX .
Note that if E = TQ and X ∈ Γ(E) = X(Q) then dTQ and £TQX are the usual
differential and the usual Lie derivative with respect to X , respectively.
5If we take local coordinates (xi) on an open subset U of Q and a local basis {eα}
of sections of E defined on U , then we have the corresponding local coordinates
(xi, yα) on E, where yα(e) is the α-th coordinate of e ∈ E in the given basis. Such
coordinates determine local functions ρiα, C
γ
αβ on Q which contain local information
about the Lie algebroid structure and, accordingly, they are called the structure
functions of the Lie algebroid. They are given by
[[eα, eβ]] = C
γ
αβeγ and ρ(eα) = ρ
i
α
∂
∂xi
.
These functions should satisfy the relations
ρjα
∂ρiβ
∂xj
− ρjβ
∂ρiα
∂xj
= ρiγC
γ
αβ ,
∑
cyclic(α,β,γ)
(
ρiα
∂Cδβγ
∂xi
+ CδανC
ν
βγ
)
= 0,
which are usually called the structure equations.
If f ∈ C∞(Q), we have that
dEf =
∂f
∂xi
ρiαe
α, (2.1)
where {eα} is the dual basis of {eα}. On the other hand, if θ ∈ Γ(E
∗) and θ = θγe
γ ,
it follows that
dEθ =
(∂θγ
∂xi
ρiβ −
1
2
θαC
α
βγ
)
eβ ∧ eγ .
In particular,
dExi = ρiαe
α, dEeα = −
1
2
Cαβγe
β ∧ eγ .
2.2. Morphisms. Let (E, [[·, ·]], ρ) and (E′, [[·, ·]]′, ρ′) be Lie algebroids over Q and
Q′, respectively. A morphism of vector bundles (F, f) from E to E′
Q
f
✲ Q′
τ
❄
τ ′
❄
E
F
✲ E′
is a Lie algebroid morphism if
dE((F, f)∗φ′) = (F, f)∗(dE
′
φ′), for φ′ ∈ Γ(∧k(E′)∗). (2.2)
Note that (F, f)∗φ′ is the section of the vector bundle ∧kE∗ → Q defined by
((F, f)∗φ′)x(a1, . . . , ak) = φ
′
f(x)(F (a1), . . . , F (ak)),
for x ∈ Q and a1, . . . , ak ∈ Ex, where Ex denotes the fiber of E at the point x ∈ Q.
We remark that (2.2) holds if and only if
dE(g′ ◦ f) = (F, f)∗(dE
′
g′), for g′ ∈ C∞(Q′),
dE((F, f)∗α′) = (F, f)∗(dE
′
α′), for α′ ∈ Γ((E′)∗).
If (F, f) is a Lie algebroid morphism, f is an injective immersion and F|Ex : Ex →
E′f(x) is injective, for all x ∈ Q, then (E, [[·, ·]], ρ) is said to be a Lie subalgebroid
of (E′, [[·, ·]]′, ρ′).
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If Q = Q′ and f = id : Q→ Q then, it is easy prove that the pair (F, id) is a Lie
algebroid morphism if and only if
F [[X,Y ]] = [[FX,FY ]]′, ρ′(FX) = ρ(X),
for X,Y ∈ Γ(E).
2.3. Poisson structure on E∗. Let (E, [[·, ·]], ρ) be a Lie algebroid over Q and E∗
be the dual bundle to E. Then, E∗ admits a linear Poisson structure ΠE∗ , that is,
ΠE∗ is a 2-vector on E
∗ such that
[ΠE∗ ,ΠE∗ ] = 0,
and if f and f ′ are linear functions on E∗, we have that ΠE∗(d
TE∗f, dTE
∗
f ′) is also
a linear function on E∗. If (xi) are local coordinates on Q, {eα} is a local basis
of Γ(E) and (xi, pα) are the corresponding local coordinates on E
∗, then the local
expression for ΠE∗ is
ΠE∗ = ρ
i
α
∂
∂xi
∧
∂
∂pα
−
1
2
C
γ
αβpγ
∂
∂pα
∧
∂
∂pβ
,
where ρiα and C
γ
αβ are the structure functions of E with respect to the coordinates
(xi) and to the basis {eα}. The Poisson structure ΠE∗ induces a linear Poisson
bracket of functions on E∗ which we will denote by { , }E∗ . In fact, if F,G ∈
C∞(E∗) then
{F,G}E∗ = ΠE∗(d
TE∗F, dTE
∗
G). (2.3)
(For more details, see [27]).
2.4. The prolongation of a Lie algebroid over a fibration. Let (E, [[·, ·]], ρ)
be a Lie algebroid of rank n over a manifold Q of dimension m and π : P → Q be
a fibration, that is, a surjective submersion.
We consider the subset TEP of E × TP defined by TEP =
⋃
p∈P
TEp P , where
TEp P = {(b, v) ∈ Eπ(p) × TpP | ρ(b) = (Tpπ)(v)},
and Tπ : TP → TQ is the tangent map to π.
Denote by τπ : TEP → P the map given by
τπ(b, v) = τP (v),
for (b, v) ∈ TEP , where τP : TP → P is the canonical projection. Then, if m
′ is
the dimension of P , one may prove that
dim TEp P = n+m
′ −m.
Thus, we conclude that TEP is a vector bundle over P of rank n +m′ −m with
the vector bundle projection τπ : TEP → P.
A section X˜ of τπ : TEP → P is said to be projectable if there exists a section
X of τ : E → Q and a vector field U on P which is π-projectable to the vector field
ρ(X) and such that X˜(p) = (X(π(p)), U(p)), for all p ∈ P . For such a projectable
section X˜, we will use the following notation X˜ ≡ (X,U). It is easy to prove that
one may choose a local basis of projectable sections of the space Γ(TEP ).
The vector bundle τπ : TEP → P admits a Lie algebroid structure ([[·, ·]]π, ρπ).
In fact,
[[(X1, U1), (X2, U2)]]
π = ([[X1, X2]], [U1, U2]), ρ
π(X1, U1) = U1.
The Lie algebroid (TEP, [[·, ·]]π , ρπ) is called the prolongation of E over π or the
E-tangent bundle to P . Note that if pr1 : T
EP → E is the canonical projection
7on the first factor, then the pair (pr1, π) is a morphism between the Lie algebroids
(TEP, [[·, ·]]π , ρπ) and (E, [[·, ·]], ρ) (for more details, see [27]).
Example 2.1. Let (E, [[·, ·]], ρ) be a Lie algebroid of rank n over a manifold Q
of dimension m and τ : E → Q be the vector bundle projection. Consider the
prolongation TEE of E over τ,
TEE = {(e, v) ∈ E × TE | ρ(e) = (Tτ)(v)}.
TEE is a Lie algebroid over E of rank 2n with Lie algebroid structure ([[·, ·]]τ , ρτ ).
If (xi) are local coordinates on an open subset U of Q and {eα} is a basis of
sections of the vector bundle τ−1(U) → U , then {Xα,Vα} is a basis of sections of
the vector bundle (ττ )−1(τ−1(U)) → τ−1(U), where ττ : TEE → E is the vector
bundle projection and
Xα(e) =
(
eα(τ(e)), ρ
i
α
∂
∂xi |e
)
, Vα(e) =
(
0,
∂
∂yα |e
)
, (2.4)
for e ∈ τ−1(U). Here, ρiα are the components of the anchor map with respect to
the basis {eα} and (x
i, yα) are the local coordinates on E induced by the local
coordinates (xi) and the basis {eα}. Using the local basis {Xα,Vα}, one may
introduce, in a natural way, local coordinates (xi, yα; sα, wα) on TEE. If ω is a point
of (ττ )−1(τ−1(U)), then (xi, yα) are the coordinates of the point ττ (ω) ∈ τ−1(U)
and
ω = sαXα(τ
τ (ω)) + wαVα(τ
τ (ω)).
On the other hand, we have that
[[Xα,Xβ]]
τ = CγαβXγ , [[Xα,Vβ ]]
τ = [[Vα,Vβ ]]
τ = 0,
ρτ (Xα) = ρ
i
α
∂
∂xi
, ρτ (Vα) =
∂
∂yα
,
for all α and β, where Cγαβ are the structure functions of the Lie bracket [[·, ·]] with
respect to the basis {eα}.
The vector subbundle (TEE)V of TEE whose fiber at the point e ∈ E is
(TEe E)
V = {(0, v) ∈ E × TeE | (Teτ)(v) = 0}
is called the vertical subbundle. Note that (TEE)V is locally generated by the
sections {Vα}.
Two canonical objects on TEE are the Euler section ∆ and the vertical
endomorphism S. ∆ is the section of TEE → E locally defined by
∆ = yαVα,
and S is the section of the vector bundle (TEE)⊗(TEE)∗ → E locally characterized
by the following conditions
S(Xα) = Vα, S(Vα) = 0, for all α. (2.5)
Finally, a section ξ of TEE → E is said to be a second-order differential equa-
tion (SODE) on E if S(ξ) = ∆ or, alternatively, pr1(ξ(e)) = e, for all e ∈ E (for
more details, see [27]).
Example 2.2. Let (E, [[·, ·]], ρ) be a Lie algebroid of rank n over a manifold Q of
dimension m and τ∗ : E∗ → Q be the vector bundle projection of the dual bundle
E∗ to E.
We consider the prolongation TEE∗ of E over τ∗,
TEE∗ = {(e′, v) ∈ E × TE∗ | ρ(e′) = (Tτ∗)(v)}.
TEE∗ is a Lie algebroid overE∗ of rank 2n with Lie algebroid structure ([[·, ·]]τ
∗
, ρτ
∗
).
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If (xi) are local coordinates on an open subset U of Q, {eα} is a basis of sections
of the vector bundle τ−1(U)→ U and {eα} is the dual basis of {eα}, then {Yα,P
α}
is a basis of sections of the vector bundle (ττ
∗
)−1((τ∗)−1(U))→ (τ∗)−1(U), where
ττ
∗
: TEE∗ → E∗ is the vector bundle projection and
Yα(e
∗) =
(
eα(τ
∗(e∗)), ρiα
∂
∂xi |e∗
)
, Pα(e∗) =
(
0,
∂
∂pα |e∗
)
, (2.6)
for e∗ ∈ (τ∗)−1(U). Here, (xi, pα) are the local coordinates on E
∗ induced by the
local coordinates (xi) and the basis {eα} of Γ(E∗). Using the local basis {Yα,P
α},
one may introduce, in a natural way, local coordinates (xi, pα; z
α, uα) on T
EE∗. If
ω∗ is a point of (ττ
∗
)−1((τ∗)−1(U)), then (xi, pα) are the coordinates of the point
ττ
∗
(ω∗) ∈ (τ∗)−1(U) and
ω∗ = zαYα(τ
τ∗(ω∗)) + uαP
α(ττ
∗
(ω∗)).
On the other hand, we have that
[[Yα,Yβ ]]
τ∗ = CγαβYγ , [[Yα,P
β ]]τ
∗
= [[Pα,Pβ ]]τ
∗
= 0,
ρτ
∗
(Yα) = ρ
i
α
∂
∂xi
, ρτ
∗
(Pα) =
∂
∂pα
,
(2.7)
for all α and β. Thus, if {Yα,Pα} is the dual basis of {Yα,P
α}, then
dT
EE∗f = ρiα
∂f
∂xi
Yα +
∂f
∂pα
Pα,
dT
EE∗Yγ = −
1
2
C
γ
αβY
α ∧ Yβ ,
dT
EE∗Pγ = 0,
for f ∈ C∞(E∗).
We may introduce a canonical section λE of the vector bundle (T
EE∗)∗ → E∗
as follows. If e∗ ∈ E∗ and (e˜, v) is a point of the fiber of TEE∗ over e∗, then
λE(e
∗)(e˜, v) = 〈e∗, e˜〉,
where 〈·, ·〉 denotes the natural pairing between E∗ and E. λE is called the Liou-
ville section of (TEE∗)∗.
Now, the canonical symplectic section ΩE is the nondegenerate closed 2-
section defined by
ΩE = −d
T
EE∗λE .
Then, we have that the map Ω♭E : T
EE∗ → (TEE∗)∗ defined as
Ω♭E(X) = iXΩE , (2.8)
for all X ∈ TEE∗, where iX denote the contraction by X , is a vector bundles
isomorphism.
In local coordinates,
λE(x
i, pα) = pαY
α,
ΩE(x
i, pα) = Y
α ∧ Pα +
1
2
C
γ
αβpγY
α ∧ Yβ . (2.9)
Remark 2.3. The linear Poisson bracket {·, ·}E∗ on E
∗ induced by the Lie al-
gebroid structure on E (see (2.3)) can be also defined in terms of the canonical
symplectic 2-section ΩE . In fact, for F,G ∈ C
∞(E∗), we have that
{F,G}E∗ = ΩE((Ω
♭
E)
−1(dT
EE∗F ), (Ω♭E)
−1(dT
EE∗G)).
⋄
92.5. Dirac structures. In this section we briefly recall the definition and some
properties of Dirac structures on vector spaces, vector bundles and manifolds (see
[11, 12]). The construction of a Dirac structure will be reviewed, which will be
important for defining implicit Lagrangian systems.
Let V be an n-dimensional vector space, V ∗ be its dual space, and let 〈·, ·〉 be
the natural pairing between V ∗ and V . A Dirac structure on V is a subspace
D ⊂ V ⊕ V ∗ such that D = D⊥, where D⊥ is the orthogonal complement of D,
that is,
D⊥ = {(u, β) ∈ V ⊕ V ∗ | 〈β, v〉+ 〈α, u〉 = 0, for all (v, α) ∈ D}.
It is easy to prove that a vector subspace D ⊂ V ⊕ V ∗ is a Dirac structure on V
if and only if dimD = n and 〈α, v¯〉+ 〈α¯, v〉 = 0, for all (v, α), (v¯, α¯) ∈ D. From the
definition of a Dirac structure, for each (v, α) ∈ D, we have that 〈α, v〉 = 0.
If V is a vector bundle over a manifold Q, let V ⊕Q V
∗ be the Whitney sum
bundle over Q, that is, it is the bundle over the base Q and with fiber over the point
x ∈ Q equal to Vx × V
∗
x , where Vx (respectively, V
∗
x ) is the fiber of V (respectively,
V ∗) at the point x. A Dirac structure on V is a subbundle D ⊂ V ⊕Q V
∗ that
is a Dirac structure in the sense of vector spaces at each point x ∈ Q.
Now, let M be a smooth differentiable manifold and τM : TM →M its tangent
bundle. An almost (in the terminology of [43]) or generalized (in the terminology
of [13]) Dirac structure on M is a subbundle D ⊂ TM ⊕M T
∗M which is a Dirac
structure in the sense of vector bundles.
In geometric mechanics, almost Dirac structures provide a simultaneous gener-
alization of both 2-forms (not necessarily closed and possibly degenerate) as well
as almost Poisson structures (that is, bracket that need not satisfy the Jacobi iden-
tity). A Dirac structure on M is an almost Dirac structure that additionally
satisfies the following integrability condition
〈£X1α2, X3〉+ 〈£X2α3, X1〉+ 〈£X3α1, X2〉 = 0,
for all (X1, α1), (X2, α2), (X3, α3) ∈ D, and where £X denotes the usual Lie de-
rivative with respect to the vector field X . This generalizes closedness for the
symplectic form, and the Jacobi identity for Poisson structures. For the remainder
of this paper, we will primarily be concerned with almost Dirac structures, since it
allows one to incorporate nonholonomic constraints.
Two constructions of almost Dirac structures on a manifold are given as follows.
The first construction is induced by a distribution and a 2-form on the manifold.
LetM be a manifold, Ω be a 2-form onM and ∆M be a distribution onM . Denote
by Ω♭ the associated flat map and by ∆◦M ⊂ T
∗M the annihilator of ∆M . Then,
from Theorem 2.3 in [43], we have that DM ⊂ TM ⊕M T
∗M defined, for each
x ∈M , by
DM (x) ={(vx, αx) ∈ TxM × T
∗
xM | vx ∈ ∆M (x) and
αx − Ω
♭(x)(vx) ∈ ∆
◦
M (x)}
is an almost Dirac structure on M (see also Theorem 3.2 in [13]).
For the case when M = T ∗Q and Ω = ΩT∗Q is the canonical symplectic 2-form,
this almost Dirac structure was used to introduce the notion of implicit Lagrangian
systems in standard mechanics (see [43, 44]).
The second almost Dirac structure is induced by a codistribution and a skew-
symmetric 2-tensor on the manifold. Let M a manifold, Π : T ∗M ×T ∗M → R be a
skew-symmetric 2-tensor and ∆∗M a codistribution on M . Denote by ♯Π : T
∗M →
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TM the associated sharp map and by ker ∆∗M the distribution on M defined as
ker ∆∗M = {X ∈ TM |α(X) = 0, for all α ∈ ∆
∗
M}.
Then, from Theorem 2.4 in [43], we have that DM ⊂ TM ⊕M T
∗M defined, for
each x ∈M , by
DM (x) ={(vx, αx) ∈ TxM × T
∗
xM |αx ∈ ∆
∗
M (x) and
vx − ♯Π(x)(αx) ∈ ker ∆
◦
M (x)}
is an almost Dirac structure on M (see also Theorem 3.1 in [13]).
For the case when M = T ∗Q and Π = ΠT∗Q is the canonical Poisson structure
on T ∗Q, this almost Dirac structure coincides with the almost Dirac structure
described before which was used to introduce the notion of implicit Lagrangian
systems in standard mechanics (see [43, 44]).
3. Implicit Lagrangian systems on a Lie algebroid
3.1. Induced almost Dirac structure. First, we introduce the notion of an
induced almost Dirac structure on the Lie algebroid prolongation TEE∗ of a
Lie algebroid τ : E → Q. This almost Dirac structure is induced by a vector
subbundle U of E, that is, U ⊂ E such that τU = τ|U : U→ Q is a vector bundle.
Consider the dual vector bundle τ∗ : E∗ → Q of τ : E → Q. We can define its
prolongation to the corresponding prolongation Lie algebroids Tτ∗ : TEE∗ → TEQ
as the identity in the first component and the tangent map of τ∗ in the second, that
is, Tτ∗ = (id, T τ∗). It is easy to prove that it is a Lie algebroid morphism between
TEE∗ → E∗ and TEQ→ Q (see [32] for a general definition of the prolongation of a
map). Moreover, we can identify TEQ with E and then Tτ∗ ≡ pr1, pr1 : T
EE∗ → E
being the projection on the first factor.
The vector subbundle U can be lifted to a vector subbundle UTEE∗ ⊂ T
EE∗ as
follows
UTEE∗ = (pr1)
−1(U). (3.1)
Denote by U◦
TEE∗ ⊂ (T
EE∗)∗ its annihilator. Then, we have the following result.
Theorem 3.1. Let (E, [[·, ·]], ρ) be a Lie algebroid over a manifold Q and U be a
vector subbundle of E. For each e∗ ∈ E∗, let
DU(e
∗) ={(Xe∗ , αe∗) ∈ T
E
e∗E
∗ × (TEe∗E
∗)∗ |Xe∗ ∈ UTEE∗(e
∗) and
αe∗ − Ω
♭
E(e
∗)(Xe∗) ∈ U
◦
TEE∗(e
∗)}.
(3.2)
Then, DU ⊂ T
EE∗ ⊕E∗ (T
EE∗)∗ is an almost Dirac structure on TEE∗.
Proof. First, it is not difficult to prove that, since UTEE∗ is a vector subbundle of
TEE∗, DU is a vector subbundle of T
EE∗ ⊕E∗ (T
EE∗)∗.
Second, the orthogonal of DU ⊂ T
EE∗ ⊕E∗ (T
EE∗)∗ is given at e∗ ∈ E∗ by
D⊥U(e
∗) ={(Ye∗ , βe∗) ∈ T
E
e∗E
∗ × (TEe∗E
∗)∗ |αe∗(Ye∗) + βe∗(Xe∗) = 0,
for all Xe∗ ∈ UTEE∗(e
∗) and αe∗ − Ω
♭
E(e
∗)(Xe∗) ∈ U
◦
TEE∗(e
∗)}.
To check that DU(e
∗) ⊂ D⊥
U
(e∗), we consider (Xe∗ , αe∗) ∈ DU(e
∗) and then, for
any (X ′e∗ , α
′
e∗) ∈ DU(e
∗), we have that
αe∗(X
′
e∗) + α
′
e∗(Xe∗) = ΩE(e
∗)(Xe∗ , X
′
e∗) + ΩE(e
∗)(X ′e∗ , Xe∗) = 0,
by the skew-symmetry of ΩE . This implies that (Xe∗ , αe∗) ∈ D
⊥
U
(e∗). Therefore,
DU(e
∗) ⊂ D⊥U(e
∗). (3.3)
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Now, to prove that D⊥
U
(e∗) ⊂ DU(e
∗), let (Ye∗ , βe∗) ∈ D
⊥
U
(e∗). Then, we have
that
αe∗(Ye∗) + βe∗(Xe∗) = 0, (3.4)
for all (Xe∗ , αe∗) ∈ T
E
e∗E
∗ × (TEe∗E
∗)∗ such that Xe∗ ∈ UTEE∗(e
∗) and αe∗ −
Ω♭E(e
∗)(Xe∗) ∈ U
◦
TEE∗(e
∗). If we choose Xe∗ = 0 and αe∗ ∈ U
◦
TEE∗(e
∗), then
(Xe∗ , αe∗) ∈ DU(e
∗). Therefore, using (3.4), we obtain that αe∗(Ye∗) = 0, for all
αe∗ ∈ U
◦
TEE∗
(e∗). Then, we conclude Ye∗ ∈ UTEE∗(e
∗). On the other hand, let
Xe∗ ∈ UTEE∗(e
∗) be arbitrary and suppose that αe∗(Ze∗) = ΩE(e
∗)(Xe∗ , Ze∗), for
all Ze∗ ∈ UTEE∗(e
∗). Since Ye∗ ∈ UTEE∗(e
∗), we have αe∗(Ye∗) = ΩE(e
∗)(Xe∗ , Ye∗)
and, from (3.4), we deduce that
ΩE(e
∗)(Xe∗ , Ye∗) + βe∗(Xe∗) = 0,
for all Xe∗ ∈ UTEE∗(e
∗). This implies that βe∗ −Ω
♭
E(Ye∗) ∈ U
◦
TEE∗(e
∗). Therefore,
(Ye∗ , βe∗) ∈ DU(e
∗) and thus
D⊥U(e
∗) ⊂ DU(e
∗). (3.5)
Given (3.3) and (3.5), we conclude that D⊥
U
(e∗) = DU(e
∗), and the result follows.

In what follows, we will obtain a local representation of the almost Dirac struc-
tureDU induced on T
EE∗ by a vector subbundle U of E. Consider local coordinates
(xi) on Q, a local basis {eα} of sections of E and the corresponding local coordi-
nates (xi, yα) on E. Let {Yα,P
α} be the local basis of ττ
∗
: TEE∗ → E∗ defined
by (2.6) induced by the local coordinates (xi) on Q and the local basis {eα} of E
and (xi, pα; z
α, uα) be the induced local coordinates on T
EE∗.
Thus, we can locally represent the fiber of UTEE∗ at a point (x
i, pα) ∈ E
∗ as
UTEE∗(x
i, pα) = {(x
i, pα; z
α, uα) | (x
i, zα) ∈ U(xi)}.
If we denote by (xi, pα; rα, v
α) the corresponding local coordinates induced on
(TEE∗)∗ by the dual basis {Yα,Pα} of {Yα,P
α}, then the annihilator of UTEE∗
is locally given by
U◦
TEE∗(x
i, pα) = {(x
i, pα; rα, v
α) | vα = 0 and (xi, rα) ∈ U
◦(xi)}.
From (2.9), we have that
Ω♭E(x
i, pα)(x
i, pα; z
α, uα) = (x
i, pα;−uα − C
γ
αβpγz
β, zα) (3.6)
and then the condition αe∗ − Ω
♭
E(e
∗)(Xe∗) ∈ U
◦
TEE∗(e
∗) can be written locally as
vα = zα and (xi, rα + uα + C
γ
αβpγz
β) ∈ U◦(xi),
where Xe∗ ≡ (x
i, pα; z
α, uα) and αe∗ ≡ (x
i, pα; rα, v
α).
Finally, we obtain that
DU(e
∗) ={(Xe∗ , αe∗) ∈ T
E
e∗E
∗ × (TEe∗E
∗)∗ |Xe∗ ∈ UTEE∗(e
∗) and
αe∗ − Ω
♭
E(e
∗)(Xe∗) ∈ U
◦
TEE∗(e
∗)}
={((xi, pα; z
α, uα), (x
i, pα; rα, v
α)) | (xi, zα) ∈ U(xi),
vα = zα and (xi, rα + uα + C
γ
αβpγz
β) ∈ U◦(xi)}.
(3.7)
Remark 3.2. One of the advantages of working in the Lie algebroids setting is that
we can construct a local basis {eα} of sections of E as follows. We take a local basis
{ea} of sections of the vector bundle τU : U → Q and complete it to a basis {ea, eA}
of local sections of E. In this way, we have coordinates (xi, yα) = (xi, ya, yA) on E.
In this set of coordinates, the equations which define the subbundle U are yA = 0.
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So, we can consider (xi, ya) as local coordinates on U. Moreover, if {ea, eA} is the
dual basis of {ea, eA} of E
∗, then {eA} is a local basis of sections of U◦. So, from
the definition of UTEE∗ , we deduce that {Ya,P
a,PA} is a local basis of sections of
UTEE∗ → E
∗ and, if {Ya,YA,Pa,PA} is the dual basis of {Ya,YA,P
a,PA}, then
{YA} is a local basis of U◦
TEE∗ . Therefore, a local representation for the almost
Dirac structure DU is
DU(x
i, pα) ={((x
i, pα; z
α, uα), (x
i, pα; rα, v
α)) | zA = vA = 0, va = za,
and ra = −ua − C
γ
abpγz
b}.
⋄
We have used the canonical symplectic section ΩE on T
EE∗ together with a
vector subbundle U ⊂ E to define the almost Dirac structure DU. However there
is a dual version of the above construction in which the almost Dirac structure is
defined by a Poisson structure on TEE∗ together with a vector subbundle U ⊂ E.
Let (E, [[·, ·]], ρ) be a Lie algebroid and U be a vector subbundle of E. Consider the
projection π2 : (TEE∗)∗ → E defined as π2 = pr1 ◦ (Ω
♭
E)
−1, where pr1 : T
EE∗ → E
is the projection on the first factor. If we consider local coordinates as before, using
(3.6), we have that
π2(xi, pα; rα, v
α) = (xi, vα).
Now, we define the induced vector subbundle U∗
TEE∗ of (T
EE∗)∗ by
U∗
TEE∗ = (π
2)−1(U).
Note that U∗
TEE∗
= Ω♭E(UTEE∗), from the definition of UTEE∗ (see (3.1)). Locally,
U∗
TEE∗ is given by
U∗
TEE∗(x
i, pα) = {(x
i, pα; rα, v
α) | (xi, vα) ∈ U(xi)}.
The annihilator of U∗
TEE∗ is given, for each e
∗ ∈ E∗, by
(U∗
TEE∗)
◦(e∗) ={Xe∗ ∈ T
E
e∗E
∗ |αe∗(Xe∗) = 0, for all αe∗ ∈ U
∗
TEE∗(e
∗)}
={X(xi,pα) = (x
i, pα; z
α, uα) | z
α = 0 and (xi, uα) ∈ U
◦(xi)}.
On the other hand, we introduce the section Π of the vector bundle ∧2(TEE∗)→
E∗ defined by
Π(α, β) = ΩE((Ω
♭
E)
−1(α), (Ω♭E)
−1(β)),
for α, β ∈ (TEE∗)∗. Π is the algebraic Poisson structure on the vector bundle
TEE∗ → E∗ associated with the symplectic section ΩE . Denote by ♯Π : (T
EE∗)∗ →
TEE∗ the vector bundles morphism given by
♯Π(α) = −iαΠ, for α ∈ (T
EE∗)∗.
Note that ♯Π = (Ω
♭
E)
−1.
Then, using the above notation, the induced almost Dirac structureDU on T
EE∗
is given, for e∗ ∈ E∗, by
DU(e
∗) ={(Xe∗ , αe∗) ∈ T
E
e∗E
∗ × (TEe∗E
∗)∗ |αe∗ ∈ U
∗
TEE∗(e
∗) and
Xe∗ − ♯Π(e
∗)(αe∗) ∈ (U
∗
TEE∗)
◦(e∗)},
whose local representation is
DU(x
i, pα) ={((x
i, pα; z
α, uα), (x
i, pα; rα, v
α)) | (xi, vα) ∈ U(xi),
vα = zα and (xi, rα + uα + C
γ
αβpγz
β) ∈ U◦(xi)},
which coincides with (3.7).
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3.2. Implicit Lagrangian systems on a Lie algebroid. In this section, an
implicit Lagrangian system on a Lie algebroid E is defined in the context of the
induced almost Dirac structure DU on T
EE∗. As we shall see, the notion of implicit
Lagrangian systems that is developed here can handle systems with degenerate
Lagrangians as well as systems with nonholonomic constraints. Another description
to address these systems was recently presented by Grabowska and Grabowski
in [16], where they use the notion of a Lie algebroid as a double vector bundle
morphism.
Let L : E → R be a Lagrangian function on the Lie algebroid (E, [[·, ·]], ρ).
First of all, we will recall the definition of the Legendre transformation in the
context of Lie algebroids. Given a Lagrangian function L : E → R, one can consider
the Poincare´-Cartan 1-section associated with L, θL ∈ Γ((T
EE)∗), which is given
θL(e)(Ze) = (d
T
EEL(e))(Se(Ze)) = ρ
τ (Se(Ze))(L),
for e ∈ E and Ze ∈ T
E
e E, S : T
EE → TEE being the vertical endomorphism defined
in (2.5). So, the Legendre transformation associated with L is defined as the
smooth map FL : E → E∗ defined by
FL(e)(e′) = θL(e)(Z),
for e, e′ ∈ E, where Z ∈ TEe E such that pr1(Z) = e
′, pr1 : T
EE → E being the
canonical projection over the first factor. For more details see [27].
The map FL is well-defined and its local expression in fiber coordinates on E
and E∗ is
FL(xi, yα) =
(
xi,
∂L
∂yα
)
.
Now, we consider the isomorphism AE : T
EE∗ → (TEE)∗ between the vector
bundles pr1 : T
EE∗ → E and (ττ )∗ : (TEE)∗ → E introduced in [27] and whose
local expression is
AE(x
i, pα; z
α, uα) = (x
i, zα;uα + C
γ
αβpγz
β, pα). (3.8)
Then, we define the map γE : (T
EE)∗ → (TEE∗)∗ as γE = Ω
♭
E
◦A−1E which is an
isomorphism between the vector bundles (ττ )∗ : (TEE)∗ → E and pr∗1 : (T
EE∗)∗ →
E. From (3.6) and (3.8), we deduce that the local expression of this isomorphism
is
γE(x
i, yα; sα, wα) = (x
i, wα;−sα, y
α). (3.9)
Now, define a differential operatorD acting on the Lagrangian L : E → R, which
we shall call the Dirac differential of L by
DL : E → (TEE∗)∗, DL = γE ◦ d
T
EEL,
where dT
EEL is the differential of L on the Lie algebroid TEE which is a section of
(ττ )∗ : (TEE)∗ → E.
Using (2.1), (2.4) and (3.9), we conclude that DL is represented in local coordi-
nates by
DL(xi, yα) =
(
xi,
∂L
∂yα
;−ρiα
∂L
∂xi
, yα
)
. (3.10)
Now, we have all the ingredients to define an implicit Lagrangian system on a
Lie algebroid.
Definition 3.3. Let L : E → R be a given Lagrangian function (possibly degen-
erate) on a Lie algebroid (E, [[·, ·]], ρ) and U ⊂ E be a given vector subbundle of
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τ : E → Q. Denote by DU the induced almost Dirac structure on the Lie alge-
broid prolongation TEE∗ that is given by (3.2) and DL : E → (TEE∗)∗ the Dirac
differential of L. Let P = FL(U) ⊂ E∗ be the image of U under the Legendre
transformation.
An implicit Lagrangian system is a triple (L,U, X), where X is a section of
the Lie algebroid prolongation ττ
∗
: TEE∗ → E∗ defined at the points of P , together
with the condition
(X,DL) ∈ DU.
In other words, as P = FL(U) ⊂ E∗, X can be seen as a section of TEE∗ → E⊕QE
∗
defined at the points of U⊕Q P and thus, we require that for each point e ∈ U and
with e∗ = FL(e) ∈ P , we have
(X(e, e∗),DL(e)) ∈ DU(e
∗).
Definition 3.4. A solution curve of an implicit Lagrangian system (L,U, X) is
a curve (x(t), y(t)) ∈ U(x(t)), t1 ≤ t ≤ t2, such that FL(x(t), y(t)) is an integral
curve of the vector field ρτ
∗
(X) on E∗, ρτ
∗
being the anchor map of the Lie algebroid
ττ
∗
: TEE∗ → E∗.
Remark 3.5. One can consider the map iE : E → E ⊕Q E
∗ defined as the direct
sum of the identity map on E, id : E → E, and the Legendre transformation
FL : E → E∗. Denote by K the submanifold of E ⊕Q E
∗ defined as the image of U
under iE . Thus, K is locally given by
K = {(xi, yα, pα) ∈ Ex × E
∗
x | (x
i, yα) ∈ U(xi), pα =
∂L
∂yα
}.
Another way to define the submanifold K is the following. Consider the map
ρ(TEE)∗ : (T
EE)∗ → E ⊕Q E
∗ defined as the direct sum of the maps (ττ )∗ :
(TEE)∗ → E and ττ
∗
◦ (AE)
−1 : (TEE)∗ → E∗. Recall that (ττ )∗ : (TEE)∗ → E is
the projection of the dual vector bundle of the Lie algebroid prolongation of E over
the fibration τ , AE : T
EE∗ → (TEE)∗ is the vector bundle isomorphism defined
in (3.8) and ττ
∗
: TEE∗ → E is the projection of the Lie algebroid prolongation
of E over τ∗. If we consider local coordinates introduced in Section 2.4, the map
ρ(TEE)∗ is given by
ρ(TEE)∗(x
i, yα, sα, wα) = (x
i, yα, wα). (3.11)
Note that when E is the standard Lie algebroid, that is, E = TQ, then this map is
the map ρT∗TQ : T
∗TQ→ TQ⊕Q T
∗Q defined in [43] (see Section 4.10 in [43]).
Then, we can construct the map iE between E and E⊕QE
∗ by the composition
iE = ρ(TEE)∗ ◦AE ◦ (Ω
♭
E)
−1
◦DL : E → (TEE∗)∗ → TEE∗ → (TEE)∗ → E ⊕Q E
∗,
DL being the Dirac differential of the Lagrangian function L and Ω♭E being the flat
map defined by the canonical symplectic section ΩE (see (2.8)).
From (3.6), (3.8), (3.10) and (3.11), we have that the local expression of iE is
iE(x
i, yα) =
(
xi, yα,
∂L
∂yα
)
.
Then, the submanifold K ⊂ E ⊕Q E
∗ can be defined as K = iE(U).
Then, a solution of an implicit Lagrangian system (L,U, X) may be equivalently
defined to be a curve (x(t), y(t), p(t)), where t1 ≤ t ≤ t2, whose image lies in the
submanifold K ⊂ E ⊕Q E
∗ and such that (x(t), p(t)) is an integral curve of ρτ
∗
(X)
and such that
(X(x(t), y(t), p(t)),DL(x(t), y(t))) ∈ DU(x(t), p(t)).
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⋄
Locally, using the preceding notation, (2.7), (3.7) and (3.10), we deduce that a
solution curve (xi(t), yα(t), pα(t)) for an implicit Lagrangian system (L,U, X) must
satisfy the following equations


(xi, yα) ∈ U(xi), x˙i = ρiαy
α, pα =
∂L
∂yα
,(
xi, p˙α + C
γ
αβpγy
β − ρiα
∂L
∂xi
)
∈ U◦(xi).
(3.12)
Remark 3.6. If we consider the local coordinates on E introduced in Remark 3.2,
the implicit Lagrangian equations reduce to
yA = 0, x˙i = ρiay
a, pα =
∂L
∂yα
and p˙a = −C
γ
ab
∂L
∂yγ
yb + ρia
∂L
∂xi
.
⋄
3.3. Conservation of energy. Define the generalized energy EL : E ⊕Q E
∗ →
R by
EL(x, e, e
∗) = 〈e∗, e〉 − L(x, e),
where (x, e) ∈ U and (x, e∗) ∈ P .
Proposition 3.7. Let (x(t), y(t)), t1 ≤ t ≤ t2, be an integral curve of a given
implicit Lagrangian system (L,U, X) on a Lie algebroid E. Then, the function
EL(x(t), y(t), p(t)) is constant in time, where p(t) =
∂L
∂y
(x(t), y(t)).
Proof. We give the proof using local coordinates. Then, from the definition of the
generalized energy EL, we have that
dEL
dt
= y˙αpα + y
αp˙α −
∂L
∂xi
x˙i −
∂L
∂yα
y˙α.
As pα(t) =
∂L
∂yα
(xi(t), yβ(t)), we deduce that
dEL
dt
= yαp˙α −
∂L
∂xi
x˙i
= yα
(
p˙α + C
γ
αβ
∂L
∂yγ
yβ − ρiα
∂L
∂xi
)
− yαCγαβ
∂L
∂yγ
yβ + yαρiα
∂L
∂xi
−
∂L
∂xi
x˙i.
Now, as (xi(t), yα(t)) satisfies the implicit Lagrangian equations (3.12), we know
that
(xi, yα) ∈ U(xi), x˙i = ρiαy
α and
(
xi, p˙α + C
γ
αβ
∂L
∂yγ
yβ − ρiα
∂L
∂xi
)
∈ U◦(xi).
Moreover, as Cγαβ = −C
γ
βα, the term y
αC
γ
αβ
∂L
∂yγ
yβ = 0. So, we conclude that
dEL
dt
= 0.

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4. Hamilton–Jacobi theory for implicit Lagrangian systems
Let (E, [[·, ·]], ρ) be a Lie algebroid over a manifold Q with projection τ : E → Q
and (L,U, X) be an implicit Lagrangian system on E.
Theorem 4.1. Let γ˜ : Q → E ⊕Q E
∗ be a section of the canonical projection
ν : E ⊕Q E
∗ → Q such that
γ˜(Q) ⊂ K, (4.1)
and
dE(prE∗ ◦ γ˜)|U×U = 0. (4.2)
Denote by σ ∈ Γ(E) the section σ = pr1 ◦X ◦prE∗ ◦ γ˜, where pr1 : T
EE∗ → E is
the projection on the first factor and prE∗ : E ⊕Q E
∗ → E∗ the projection over the
second component. Then, the following conditions are equivalent:
(i) For every curve c : I → Q in Q such that
c˙(t) = ρ(σ)(c(t)), for all t, (4.3)
the curve γ˜ ◦ c is a solution of the implicit Lagrangian system (L,U, X).
(ii) γ˜ satisfies the Hamilton–Jacobi equation for implicit Lagrangian
systems:
dE(EL ◦ γ˜) ∈ U
◦. (4.4)
Proof. We give the proof using local coordinates. We consider local coordinates
(xi) on an open subset V of Q and a local basis {eα} of sections of E defined on V ,
then we have the corresponding local coordinates (xi, yα) on E. Denote by ρiα and
C
γ
αβ the structure functions of the Lie algebroid E with respect to (x
i) and {eα}.
Suppose that γ˜(xi) = (xi, γα(xj), γ¯α(x
j)). Then, the condition (4.1) means that
(xi, γα(xj)) ∈ U(xi) and γ¯α(x
i) =
∂L
∂yα
(xi, γα(xj)), (4.5)
and the condition (4.2) can be written locally as
∂γ¯δ
∂xi
ρiβv
βwδ =
(∂γ¯β
∂xi
ρiδ + γ¯αC
α
βδ
)
vβwδ, (4.6)
for all v, w ∈ U given locally by v = vβeβ and w = w
δeδ.
If c(t) = (ci(t)), it is easy to prove that equation (4.3) can be rewritten in local
coordinates as
c˙i(t) = γα(c(t))ρiα(c(t)). (4.7)
Using the hypothesis (4.1) (see its local expression (4.5)), we also have that
equation (4.4) is locally written as(
γβ
∂γ¯β
∂xi
−
∂L
∂xi
)
ρiαv
α = 0, (4.8)
for all v = vαeα ∈ U.
(i) ⇒ (ii) Assume that (i) holds. Therefore

(ci(t), γα(c(t))) ∈ U(c(t)),
c˙i(t) = γα(c(t))ρiα(c(t)),
γ¯α(c(t)) =
∂L
∂yα
(c(t), γβ(c(t))),(∂γ¯α
∂xj
(c(t))c˙j(t) + Cδαβ(c(t))γ¯δ(c(t))γ
β(c(t))
−ρjα(c(t))
∂L
∂xj
(c(t), γβ(c(t)))
)
eα(c(t)) ∈ U◦(c(t)).
(4.9)
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Then, using (4.6) and (4.9), we have that at c(t), for w = wαeα(c(t)) ∈ U(c(t)),
0 =
(∂γ¯α
∂xj
γβρjβ + C
δ
αβ γ¯δγ
β − ρjα
∂L
∂xj
)
wα
=
(∂γ¯β
∂xj
γβρjα + γ¯δC
δ
βαγ
β + Cδαβγ¯δγ
β − ρjα
∂L
∂xj
)
wα
=
(∂γ¯β
∂xj
γβ −
∂L
∂xj
)
ρjαw
α.
Then, we conclude that (ii) holds (see (4.8)).
(ii)⇒ (i) Suppose that (ii) holds, that is, condition (4.8) is satisfied. Let c : I →
Q a curve such that c˙(t) = ρ(σ)(c(t)). Then, we have that
c˙i(t) = γα(c(t))ρiα(c(t)).
Moreover, from (4.5), we also know that
(ci(t), γα(c(t))) ∈ U(c(t)) and γ¯α(c(t)) =
∂L
∂yα
(c(t), γα(c(t))), (4.10)
Moreover, using (4.5) and (4.6), we deduce that at c(t), for all w = wαeα(c(t)) ∈
U(c(t)), (∂γ¯α
∂xj
c˙j + Cδαβ γ¯δγ
β − ρjα
∂L
∂xj
)
wα
=
(∂γ¯β
∂xj
γβρjα + γ¯δC
δ
βαγ
β + Cδαβ γ¯δγ
β − ρjα
∂L
∂xj
)
wα
=
(∂γ¯β
∂xj
γβ −
∂L
∂xj
)
ρjαw
α = 0.
(4.11)
Finally, from (4.10) and (4.11), we conclude that γ˜ ◦ c is an integral curve of X .

5. Examples
5.1. The case U = E. This is perhaps the simplest case in which one has no
constraints but the Lagrangian may be degenerate. In this case, the induced almost
Dirac structure DU = DE is given by
DE(e
∗) = {(Xe∗ , αe∗) ∈ T
E
e∗E
∗ × (TEe∗E
∗)∗ |αe∗ = Ω
♭
E(e
∗)(Xe∗)}.
So, locally the equations defining the almost Dirac structure in this case are
vα = zα and rα = −uα − C
γ
αβpγz
β,
where Xe∗ ≡ (x
i, pα; z
α, uα) and αe∗ ≡ (x
i, pα; rα, v
α). Then, a curve (xi(t), yα(t))
in E is a solution of the implicit Lagrangian system if and only if
pα =
∂L
∂yα
, x˙i = ρiαy
α and p˙α = ρ
i
α
∂L
∂xi
− Cγαβpγy
β .
This means that in this case, the condition of an implicit Lagrangian system is
equivalent to the Euler–Lagrange equations for L (see Equations (2.40) in [27]).
In the usual formulation of Lagrangian systems on a Lie algebroid, one must
to restrict to admissible curves on the Lie algebroid E, that is, curves c(t) in E
such that (c(t), c˙(t)) ∈ TEc(t)E or, locally, if c(t) = (x
i(t), yα(t)) then x˙i = ρiαy
α.
Notice that integral curves of an implicit Lagrangian system automatically satisfy
this condition.
In this case we can reformulate the Theorem 4.1 as follows.
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Corollary 5.1. Let γ : Q → E be a section of the Lie algebroid τ : E → Q such
that
dE(FL ◦γ) = 0.
Denote by σ ∈ Γ(E) the section σ = pr1 ◦X ◦FL ◦γ, where pr1 : T
EE∗ → E is the
projection on the first factor. Then, the following conditions are equivalent:
(i) For every curve c : I → Q in Q such that
c˙(t) = ρ(σ)(c(t)), for all t,
the curve γ ◦ c is a solution of the implicit Lagrangian system (L,E,X),
or equivalently, γ ◦ c is a solution of the Euler–Lagrange equations for the
Lagrangian L.
(ii) γ satisfies
dE(εL ◦ γ) = 0,
where εL : E → R is the energy function associated with L (see (2.39) in
[27]) which is defined as εL = ρ
τ (∆)(L) − L, ∆ ∈ Γ(TEE) is the Euler
section and ρτ is the anchor map of the Lie algebroid ττ : TEE → E (see
Example 2.1).
This result can be viewed as the Lagrangian version of the Theorem 3.16 in [27].
5.2. The case E = TQ. Let E be the standard Lie algebroid τTQ : TQ → Q. In
this case, the sections of this vector bundle can be identified with vector fields on
Q, the Lie bracket of sections is just the usual Lie bracket of vector fields and the
anchor map is the identity map id : TQ → TQ. A vector subbundle U of TQ is
just a distribution ∆Q on Q.
Moreover, in this case, the Lie algebroid (TEE∗, [[·, ·]]τ
∗
, ρτ
∗
) is the standard
Lie algebroid (TT ∗Q, [·, ·], id). So, the lift of the vector subbundle U = ∆Q to
TEE∗ = TT ∗Q is just the distribution ∆T∗Q on T
∗Q defined as
∆T∗Q = (TπQ)
−1(∆Q),
πQ : T
∗Q → Q being the canonical projection. Moreover, ΩE = ΩTQ is the
canonical symplectic 2-form on T ∗Q. Then, the induced almost Dirac structure
DU defined in Theorem 3.1 is given, for each point z ∈ T
∗Q, by
D∆Q ={(vz, αz) ∈ TzT
∗Q× T ∗z T
∗Q|vz ∈ ∆T∗Q(z) and
αz − Ω
♭
TQ(z)(vz) ∈ ∆
◦
T∗Q(z)}.
This almost Dirac structure coincides with the induced almost Dirac structure
introduced by Yoshimura and Marsden in [43]. Thus, if we apply the results of
Section 3.2 to this particular case we recover the formulation of implicit Lagrangian
systems develop in [43].
Moreover, applying the Theorem 4.1 to this particular case one recover the result
develop in [25] for standard implicit Lagrangian systems.
Example 5.2. We are going to consider a simple example: the case of Euler–
Poincare´ reduction. In this case, we consider the particular case when the manifold
Q is a Lie group G and the distribution ∆Q is just TQ = TG (that is, the cases
when U = E and E = TG). Let L : TG→ R be a left-invariant Lagrangian. Then,
we have that (g(t), v(t)) ∈ Tg(t)G, t1 ≤ t ≤ t2, is a solution curve of the implicit
Lagrangian system (L, TG,X) if and only if g(t) is a solution of the Euler–Lagrange
equations for L on G and g˙(t) = v(t), for t1 ≤ t ≤ t2.
On the other hand, let g be the Lie algebra associated with G which is a Lie
algebroid over a point. As, L is a left-invariant function, we can consider the reduced
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Lagrangian l : g → R, l = L|g. Taking U = g, we have that a curve ξ(t) ∈ g is
a solution of the implicit Lagrangian system (l, g, Y ) if and only if it is a solution
of the Euler–Poincare´ equations on g. Moreover, as well known, g(t) satisfies the
Euler–Lagrange equations for L on G if and only if ξ(t) = g(t)
−1
g˙(t) satisfies the
Euler–Poincare´ equations on g. Then, we conclude that (g(t), v(t)) is a solution
curve of the implicit Lagrangian system (L, TG,X) if and only if ξ(t) = g(t)
−1
g˙(t)
is a solution curve of the implicit Lagrangian system (l, g, Y ) and g˙(t) = v(t).
5.3. Nonholonomic mechanics on Lie algebroids. Let (E, [[·, ·]], ρ) be a Lie
algebroid. Nonholonomic constraints on the Lie algebroids setting are given by a
vector subbundle U of E. In [10], the authors introduced the notion of a nonholo-
nomically constrained Lagrangian system on a Lie algebroid E as a pair (L,U),
where L : E → R is a Lagrangian function on E and U is the constraint subbundle,
that is, it is a vector subbundle of E.
If we consider local coordinates as in Remark 3.2, then a solution curve (xi(t),
yα(t)), t1 ≤ t ≤ t2, on E for a nonholonomic system must satisfy the differential
equations (see Equations (3.7) in [10])

x˙i = ρiay
a,
d
dt
( ∂L
∂ya
)
+
∂L
∂yγ
C
γ
aby
b − ρia
∂L
∂xi
= 0,
yA = 0.
So, a nonholonomic system is locally represented by an implicit Lagrangian sys-
tem (L,U, X) together with the condition
pα(t) =
∂L
∂yα
(xi(t), yα(t)),
since (xi(t), pα(t)) = FL(x
i(t), yα(t)), where FL is the Legendre transformation.
Example 5.3. Consider the situation of Example 5.2 but with a non-trivial left-
invariant distribution on G. Then, we have Q = G a Lie group, L : TG → R a
left-invariant Lagrangian and U = ∆G, ∆G 6= TG and ∆G 6= {0}, a left-invariant
distribution on G, that is, a standard nonholonomic LL system on G. As we
have proved in general, (g(t), v(t), p(t)), t1 ≤ t ≤ t2, is a solution curve of the
implicit Lagrangian system (L, TG,X) if and only if (g(t), v(t)) is a solution of
the Lagrange-d’Alembert equations for L on G and p(t) = ∂L/∂v(g(t), v(t)), for
t1 ≤ t ≤ t2.
On the other hand, this type of nonholonomic system on G may be reduced
to a nonholonomic system on the Lie algebra g associated with G. The reduced
Lagrangian l : g → R is l = L|g and the vector subspace d of g is given by
d = ∆G(e). Then, one has a constrained system (l, d) on g. So, a curve ξ(t) ∈ g is
a solution of the implicit Lagrangian system (l, g, Y ) if and only if it is a solution of
the constrained Euler–Poincare´ equations (or the so-called Euler–Poincare´–Suslov
equations, see [14]) on g.
6. Conclusion and Future work
In this paper, we introduced the notion of an induced almost Dirac structure,
and show how it leads to implicit Lagrangian systems on Lie algebroids. This
provides a generalization of Lagrangian mechanics on Lie algebroids that can ad-
dress degenerate Lagrangians as well as holonomic and nonholonomic constraints.
Furthermore, we have obtained a Hamilton–Jacobi theory for such systems.
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In future research, we aim to study the possibility of obtaining a Hamilton–Jacobi
equation, as in the general case described in [26], using the notion of Dirac algebroids
given in [16]. In this case, the theory will include all important cases of Lagrangian
and Hamiltonian systems, including systems with and without constraints, and
autonomous and non-autonomous systems.
Another interesting direction would be to generalize to Dirac algebroids the work
in [25] that relates the Hamilton–Jacobi theory of a Dirac mechanical system with
symmetry and the Hamilton–Jacobi theory of the associated reduced Dirac system.
Furthermore, the relationship between the various Hamilton–Jacobi theories for
reduction of Dirac mechanical systems formulated on Dirac, Courant, and Lie alge-
broids, and the formulations based on Lagrange–Poincare´ bundles [45] also remains
to be studied.
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