In order to balance filtering accuracy and time cost, this paper introduces an improved square root cubature particle filter algorithm (ISRCPF) 
Introduction
In modern times, the extended Kalman filter (EKF) is probably the most widely used estimation algorithm for nonlinear systems. Nevertheless, it is only suitable for almost linear on the time scale of the updates [1] . The unscented Kalman filter (UKF) and the cubature Kalman filter (CKF) [2] which reliable for nonlinear systems approximate the state distribution with a weighted set of symmetric points. However, in non-Gaussian distribution system, they are still difficulties for state estimation [3] .
The particle filter (PF) is a Monte Carlo estimation algorithm for non-Gaussian systems. However, the traditional PF can't get a good approximation of the posterior probability, especially when the likelihood is located at the tail of the prior probability density or likelihood presents spike as Figure 1 and Figure 2 [4] [5] .
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Figure 1. Likelihood Presents Spike
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Figure 2. Likelihood is Located at the Tail of Prior Probability Density
For the above issues, a lot of improvements in terms of choice of importance density function have been made by domestic and international literature. References [6] [7] [8] [9] proposed the unscented particle filter (UPF), the iterated extended particle filter (IEPF), the extended particle filter (EPF) and the cubature particle filter (CPF), which incorporate the latest observation and have a higher filtering accuracy. However, some unstable or even divergent behavior problem may be lead with numerically illconditioned for nonlinear filter. For this problem, square root cubature Kalman filter (SRCKF) [2] improving numerical accuracy and stability is proposed based on the square root filtering ideas.
For the sake of balancing filtering accuracy and time cost, this paper introduces an improved square root cubature particle filter algorithm (ISRCPF) navigation method. Firstly, combining the SRCKF and the strong tracking filter (STF), the strong tracking SRCKF (an improved SRCKF, ISRCKF) is presented. And then the ISRCPF is proposed by introducing the ISRCKF into the particle filter framework. The ISRCPF adopts the ISRCKF to develop the proposal distribution and incorporates the latest measurement into updating phase, thus the filtering accuracy is improved.
ISRCPF Algorithm Design
Analyzing the following discrete nonlinear dynamic system with additive noise:
Where,   The ISRCPF algorithm introduces the ISRCKF into the particle filter framework, and considers the latest measurement at time k. It adopts the ISRCKF to develop the proposal distribution can be expressed as follows:
There are the steps of the ISRCPF algorithm:
(1) Initialization. 
, each particle is updated with ISRCKF. Time updating:
T r ia (9) Measurement updating: 
is the weakening factor, it can improve the fast tracking capability of the filter.
Re-generate particles: 
Normalize the importance weights: 
Variance estimating:
Algorithm Verification and Analysis
The performance of the ISRCPF, SRCPF, CPF and PF algorithms is verified by two typical nonlinear non-Gaussian examples. As can be seen from Figure 3 and Figure 4 , in the nonlinear non-Gaussian system, the filtering accuracy of the ISRCPF, SRCPF and CPF algorithm is higher than the traditional PF. The ISRCPF, SRCKF and CKF three algorithms complete system state estimation through Gaussian approximation of the posterior probability density. However, the ISRCPF can ensure the good tracking capability by introducing the fading factor and weakening factor to online correct the gain matrix. The ISRCPF propagates square root factors of the mean and the covariance, preserves the symmetry and positive semi-definiteness of the covariance and improves numerical accuracy and stability. So filtering accuracy of the ISRCPF is higher than the other algorithms. Table 1 shows the average running time of each algorithm. Figure 5 gives the MSE mean and MSE covariance. According to Table 1 and Figure 5 , the MSE mean of the ISRCPF algorithm is the minimum. Running time of the PF is shortest, and the ISRCPF is shorter, while the SRCPF and CPF are longest. , simulation time is 200 seconds, 100 Monte Carlo simulation tests are carried out under the same initial conditions using ISRCPF, SRCPF, CPF and PF respectively. Fig.6 and fig.7 give MSE of state for the four filter algorithms. Fig.8 shows MSE mean of x(1) and x(2) across 100 Monte Carlo runs. Through the simulation results, it can be seen that MSE mean of x(1) and x(2) obtained by the ISRCPF algorithm is obviously lower than that of other algorithms, so the filter precision is higher than other algorithms. According to the above analysis, the ISRCPF algorithm adopts the ISRCKF to develop the proposal distribution. Due to considering the current measurement, the ISRCPF effectively reduces the estimating error, and therefore its filtering accuracy is higher than the other algorithms. 
Nonlinear Non-Gaussian Time Sequence Estimate

Conclusion
This paper presents a new ISRCPF filtering navigation method. First, an improved strong tracking SRCKF algorithm is proposed, the fading factor and weakening factor is introduced to real-time correct gain matrix and the filtering accuracy is increased. The ISRCPF adopts the ISRCKF to develop the proposal distribution, by incorporating the latest measurement information to prior distribution update phase, it effectively reduces the estimated error. The validation of the ISRCPF algorithm is verified through simulation experiments.
