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AN INTRINSIC HYPERBOLOID APPROACH FOR
EINSTEIN KLEIN-GORDON EQUATIONS
QIAN WANG
Abstract. In [7] Klainerman introduced the hyperboloidal method to prove
the global existence results for nonlinear Klein-Gordon equations by using
commuting vector fields. In this paper, we extend the hyperboloidal method
from Minkowski space to Lorentzian spacetimes. This approach is developed
in [14] for proving, under the maximal foliation gauge, the global nonlinear
stability of Minkowski space for Einstein equations with massive scalar fields,
which states that, the sufficiently small data in a compact domain, surrounded
by a Schwarzschild metric, leads to a unique, globally hyperbolic, smooth and
geodesically complete solution to the Einstein Klein-Gordon system.
In this paper, we set up the geometric framework of the intrinsic hyper-
boloid approach in the curved spacetime. By performing a thorough geometric
comparison between the radial normal vector field induced by the intrinsic hy-
perboloids and the canonical ∂r , we manage to control the hyperboloids when
they are close to their asymptote, which is a light cone in the Schwarzschild
zone. By using such geometric information, we not only obtain the crucial
boundary information for running the energy method in [14], but also prove
that the intrinsic geometric quantities including the Hawking mass all converge
to their Schwarzschild values when approaching the asymptote.
1. Introduction
We introduce the intrinsic hyperboloid approach in the dynamic, Lorentzian
spacetime. This approach is developed in [14] to prove, under the maximal foliation
gauge, the global stability of Minkowski space for Einstein equations with massive
scalar fields, which reads as
Rµν − 1
2
gµνR = Tµν
with the stress-energy tensor1
Tµν = ∂µφ∂νφ− 1
2
gµν
(
gαβ∂αφ∂βφ+ m
2φ2
)
, m = 1,
where Rµν and R denote the Ricci curvature tensor and the scalar curvature of the
Lorenzian metric g respectively. Applying the conservation law DµTµν = 0, which
is due to the Bianchi identity, gives the Einstein Klein-Gordon system
Rαβ = ∂αφ · ∂βφ+ 1
2
gαβφ
2, (1.1)
✷gφ = m
2φ. (1.2)
Date: July 7, 2016.
1 We fix the convention that, in the Einstein summation convention, a Greek letter is used for
index taking values 0, 1, 2, 3 and a little Latin letter is used for index taking values 1, 2, 3.
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It is obvious that (R3+1,m, φ ≡ 0), with m being Minkowski, trivially solves the
system. To construct nontrivial global solutions of (1.1)-(1.2), it is natural to
consider the Cauchy problems with the initial data set being small perturbations
of the trivial one.
We first briefly review the framework for studying the Cauchy problem of the
Einstein equations. Let (M,g) be globally hyperbolic which means that there is a
Cauchy hypersurface, which is a spacelike hypersurface with the property that any
causal curve intersects it at precisely one point. This allows M to be foliated by
the level surfaces Σt of a time function t. Let T be the future directed unit normal
to Σt. Let π be the second fundamental form of Σt in M defined by
π(X,Z) := −g(DXT, Z), X, Z ∈ T Σt, (1.3)
where D denotes the covariant differentiation of g in M.
Let g be the induced metric of g on Σt. We decompose
∂t = nT+ Y,
where n is the lapse function and Y ∈ T Σt is the shift vector field. Assuming
Y = 0, then the metric g can be written as
g = −n2dt2 + gijdxidxj , (1.4)
and the Einstein equations are equivalent to the evolution equations
∂tgij = −2nπij , (1.5)
∂tπij = −∇i∇jn+ n(−Rij +Rij +Trπ πij − 2πiaπaj ) (1.6)
together with the constraint equations
R− |π|2 + (Trπ)2 = 2RTT +R, ∇jπji −∇iTrπ = RTi, (1.7)
where Trπ := gijπij is the mean curvature of Σt in M, ∇ denotes the covariant
differentiation of g, Rij and R are the Ricci curvature and the scalar curvature of
g on Σt.
The maximal foliation gauge imposes
Y = 0 and Trπ = 0 on Σt. (1.8)
This implies n satisfies the elliptic equation
∆gn− |π|2n = nRTT on Σt, (1.9)
and the second fundamental form π satisfies the Codazzi equation
divπ = RTi, curlπ = H, (1.10)
where H is the magnetic part of the Weyl curvature, defined in (4.8).
The first proof of the global stability of Minkowski spacetime for generic, asymp-
totically flat data is provided in the monumental work [1], where the Einstein vac-
uum Bianchi equation is thoroughly and systematically treated. Heuristically, we
regard the nonlinear wave equation verifying the standard null condition as the
vastly simplified model for the Einsteinian Bianchi equation. Then (1.1)-(1.2) is
a coupled system between such nonlinear wave equations and the Klein-Gordon
equation in the Einsteinian background. Due to the presence of the massive scalar
field, the approach we introduce in this paper is to twist the hyperboloidal energy
method devised in the flat spacetime in [7] for the Klein-Gordon equations to the
Lorentzian spacetime, in the sense of incorporating it to the intrinsic energy scheme
3devised in [1]. Such generalization triggers fundamental changes to the geometry
of the intrinsic framework in [1] for the Einstein equations, which by itself is very
challenging even merely for the vacuum case. Our approach is robust for treating
both the scalar field and the Einstein part of the equation system. This will be
fully confirmed in [14].
In what follows, we will use the linear Klein-Gordon equation to motivate the
use of the intrinsic hyperboloids. To begin with, let us recall some basics of the
invariant vector fields for the free wave ✷mφ = 0.
2 We denote by Z a set of vector
fields, which consists of the translation ∂µ, the scaling vector field S = x
µ∂µ and
the generator of Lorentz group
Ωµν = xµ∂ν − xν∂µ, µ, ν = 0, 1, 2, 3 where xµ =mµνxν . (1.11)
This set of vector fields is named as commuting vector fields due to the fundamental
property
[✷m, Z] = 0 or 2✷m (1.12)
with the second identity occurring only when Z = S.
In order to get the decay estimate (t+1)|φ| . 1 by the energy approach, we rely
on two ingredients: one is the boundedness of the energy or the generalized energy;
the other is the Klainerman-Sobolev inequality.
The standard Klainerman-Sobolev inequality
〈t〉(1 + |t− r|) 12 |f | . ‖Z(≤2)f(t, ·)‖L2(R3) (1.13)
relies on the full set of Z derivatives, where r = (
∑3
i=1 |xi|2)1/2, 〈t〉 = t + 1 and
Z(≤m)f denotes the application of the differential operators in Z to f up to m
times. For the free wave equation ✷mφ = 0, by using ∂t as a multiplier, one can
obtain the conserved energy
‖∂tφ(t, ·)‖2L2(R3) +
3∑
i=1
‖∂xiφ(t, ·)‖2L2(R3). (1.14)
By using the canonical Morawetz vector field, K = 2tS−(t2−r2)∂t, as a multiplier,
one can obtain the conserved generalized energy, which is uniformly comparable for
t ≥ 0 to
‖Zφ(t, ·)‖2L2(R3) + ‖φ(t, ·)‖2L2(R3). (1.15)
In view of (1.12), one can see that (1.14) and (1.15) hold with φ replaced by3 Z(n)φ.
These estimates together with (1.13) imply that
〈t〉(1 + |t− r|) 12 |φ| . ‖Z(≤2)φ(0, ·)‖L2(R3) . 1 (1.16)
which gives more information for φ than desired.
To see the difference in the treatment for the Klein-Gordon equation, we consider
the linear Klein-Gordon equation
✷mφ = φ (1.17)
in the Minkowski spacetime. Due to (1.12) there holds [(✷m − 1), S] = 2✷m 6=
2(✷m − 1). Thus the scaling vector field S can not be used as a commuting vector
2We assume the initial data for φ have compact support.
3For a differential operator P , we use P(n)f to mean the m-time application of P to f .
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field for (1.17). Similar to (1.14), we can obtain the conserved energy
‖∂tφ(t, ·)‖2L2(R3) +
3∑
i=1
‖∂xiφ(t, ·)‖2L2(R3) + ‖φ(t, ·)‖2L2(R3)
which stays conserved if φ is replaced by Z(n)φ except Z = S. In contrast to the
case of the free wave, the boundedness of energy does not hold for the full set of the
commuting vector fields in Z. The Klainerman-Sobolev inequality (1.13) can not be
used directly. To get the decay estimates for the Klein-Gordon equations, in [7] the
Klainerman-Sobolev inequality is applied on the canonical hyperboloids Hρ = {t2−∑3
i=1 |xi|2 = ρ2} which are the surfaces orthogonal to S. The Klainerman-Sobolev
inequality on hyperboloids merely relies on the Lorentz boosts {Ri = t∂xi+xi∂t, i =
1, 2, 3} which are commuting vector fields of (1.17) and tangent to the hyperboloids.
By virtue of this tool, the standard sharp decay estimate4
〈t〉 32 |φ| .
∥∥∥∥∥
(
t
ρ
) 1
2
R(≤2)φ(ρ, ·)
∥∥∥∥∥
L2(Hρ)
.
∥∥∥∂(≤1)R(≤2)φ(0, ·)∥∥∥
L2(R3)
. (1.18)
can be derived from the boundedness of energies on hyperboloids. Thus, in order to
get the sharp decay for the solutions of (1.17), the same order of commuting vector
fields are applied and energies have to be controlled up to one order higher compared
with the free wave case. This coincides with the case when we treat Klein-Gordon
equation (1.2) coupled with the Einstein Bianchi equations, for which (1.17) and
the free wave are the simplest toy models for each part.
We also observe that the two weighted multipliers, S and K, can not be used
to obtain bounded generalized energy for (1.17). This fact together with the fact
that the scaling S is not a commuting vector field for (1.17), demonstrates that
decomposing ∂φ in terms of the null frame {L = ∂t + ∂r, L = ∂t − ∂r} does not
improve the decay along the good direction L. This is another difference compared
with the free wave. Contributed by the commuting vector fields R, ∂φ exhibits
much stronger decay along the tangential directions of Hρ; however, ∂φ has the
weakest decay along B := tρ∂t +
r
ρ∂r = ρ
−1S, the future directed unit normal of
Hρ. The weakest decay is much weaker than that a free wave exhibits along its
only bad direction L.
Figure 1(a) depicts the method in [7], where the data with compact support in
{r ≤ R} are given at t = 0. The energy argument is divided into two steps. The
first step is the local energy propagation from t = 0 to the initial hyperboloidal slice
Hρ0 , with ρ0 ≈ 1. The second step is to propagate energy on hyperboloids Hρ from
Hρ0 to the last slice Hρ∗ , in the region enclosed by a Minkowskian light cone as the
boundary, along which the solution varnishes due to finite speed of propagation.
This figure gives us the blue-print of treating the Einstein-Klein-Gordon system.
In order to set up the Cauchy problem for the Einstein-Klein-Gordon system
(1.1)-(1.2) appropriately, to match with, in particular, the scenario that the data
for Klein-Gordon equation have compact support, we consider the initial data set
(g0,π0, φ[0]) for (1.1)-(1.2), which verify the Einstein constraint equations (1.7)
and φ[0] is compactly supported within B1, the unit Euclidian ball. Outside of
the co-centered Euclidean ball of radius 2, there glues a surrounding Schwarzschild
metric specified at Theorem 4.6. See Figure 1(b). We will call the region with
4The area element of Hρ is dµHρ =
ρ
t
dµ
R3
.
5Hρ∗
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Figure 1
t ≥ 0, exterior to the Schwarzschild outgoing light cone Csuˆ1 as the Schwarzschild
zone Zs, where Csuˆ1 initiates from the Euclidean sphere {r = 2} with the value of
uˆ1 specified in Section 4.4. We still need to determine the foliation of hyperboloids
in the curved spacetime.
There are two options at this point. One way is based entirely on the symmetry
and geometry in Minkowski space. This method has been developed in [8] and
[9] for the Einstein equations under the wave coordinates. The philosophy of the
regime is to close the energy argument without aiming at achieving sharp decay for
geometric quantities. This allows the stability result to be achieved within a much
smaller framework compared with [1]. However it is less precise on the asymptotic
behavior of the solution (see [8, Page 47]).
In this paper and [14], we take the other option which constructs intrinsic hyper-
boloids adapted to the curved spacetimes. We not only prove the global nonlinear
stability, but also give a comprehensive, analytic, global-in-time depiction of the
solution. The goal of this paper is to introduce the geometric framework, which
equips the nonlinear analysis with sets of tetrads, recovering the symmetry and
playing the role of coordinates, all of which are adapted to the dynamical space-
time. The global existence of such tetrads will be justified simultaneously with the
quantitative depiction of the spacetime.
When setting up the geometric framework, it is necessary to discriminate, among
all the symmetry in the Minkowski space, the most crucial geometric information
that needs precision from those allowing error to be controlled analytically. For
this purpose, we run a simple energy argument for
✷gφ = φ (1.19)
by taking the approach as in [8], that is to consider
✷gR
(n)φ = R(n)φ+ [✷g, R
(n)]φ. (1.20)
The error integral contributed by one term contained in the commutator on the
right hand side of (1.20) takes the form∫ ρ
1
∫
Hρ′
(R)παβ R(n−1)D2αβφ︸ ︷︷ ︸
∈L2
·DTR(n)φ︸ ︷︷ ︸
∈L2
dµHρ′ dρ
′,
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where the deformation tensor is defined by
(X)παβ = DαXβ +DβXα (1.21)
withD denoting the connection induced by the metric g. HereX = R is the Lorentz
boost in Minkowski space, (R)παβ 6= 0 since g is not the Minkowski metric. With
α, β = B in (R)παβ , the derivative of φ contracted with this term is evaluated at the
bad direction B along which it does not decay strongly. Under local coordinates
the expression of (R)πBB contains B derivatives of the metric g, paired with large
weights. The best decay for (R)πBB expected by the approach from [8] is below the
borderline Cǫ/ρ for applying Gronwall inequality to control energies. To salvage
the energy argument, we construct a set of approximate Lorentz boosts R and the
intrinsic hyperboloidsHρ, adapted to the Einstein background, so that (R)πBB = 0,
whereB denotes the unit normal of the constructed foliation of hyperboloids. These
R andB can be viewed as the corresponding replacements of R and B in the curved
spacetime. The construction of these R and B needs to preserve the following
features:
(1) [B,R] = 0 and R = {Ri, i = 1, 2, 3} are tangent to Hρ.
(2) ∪∞ρ=0Hρ exhausts the chronological future of an origin O, with the origin to
be appropriately chosen. All the hyperboloids are asymptotic to the outgoing
light cone C0 emanating from O.
The origin O is chosen at t = −T , which can be done due to the local extension
of the solution. We may choose T so that C0 intersects {t = 0} outside of B4. The
freedom of such choice is fixed in Section 2, which is crucial for the proof of the
main results of this paper. We leave the details of the constructions to Section 2-3.
See Proposition 2.3 for using the first feature to prove (R)πBB = 0 and more results
on (R)π.
The geometric constructions equip us with the approximate Lorentz boost, scal-
ing, and translation vector fields. With them we can run the commuting vector field
approach to the Einstein Bianchi equations, which can be viewed as an extension of
the approach in [1], where the regime is based on the construction of the rotation
vector fields and the intrinsic null cones. The task, in our situation, is much more
involved, due to the difficulties caused by the massive scalar field, the geometry of
the hyperboloids, as well as the complexity of the analytic control on the Lorentz
boosts. In what follows we focus on addressing the following two basic issues.
(1) For the Weyl part of curvature, we will run the regime of Bel-Robinson energies
defined by the weighted multipliers S and K. For closing the top order energy,
we encounter the issue of requiring higher order R-energy for the massive scalar
field. However, in order to close the energy estimates, we have to control the
energies of the Weyl tensors and the massive scalar field, up to the same order
in terms of the R-derivatives.
(2) The intrinsic hyperboloids, in principle, are defined from the Minkowskian
counterparts by a global diffeomorphism, which needs to be justified simulta-
neously with the proof of the global existence of the solution. In Minkowski
space, the density of the foliation of the canonical hyperboloids approaches
infinity near the causal boundary. The control on the intrinsic foliation is con-
siderably more delicate since, analytically, terms of 1/ρ type appear frequently,
with ρ→ 0 when approaching the causal boundary C0.
7To solve the first issue, it is crucial to use the Einstein Bianchi equations, see
Lemma 4.1, which allows us to perform the integration by parts when treating the
worst type of terms. We then take advantage of the null forms in the Einstein
Bianchi equations, together with the expected strong decay from the scalar field.
This enables the top order energies to be closed at a sharp level. We will sketch
briefly the energy scheme in Section 4.
The second issue is connected to the set-up of the wave zone, the region where
we run the energy estimates. We have to take account of the gravitational influence
to the causal structure of the foliation of the intrinsic hyperboloids. In this paper,
we focus on controlling the intrinsic geometry of the chronological future I+(O) for
t . 1 and for all t in the Schwarzschild zone. This geometric control is significant for
dealing with the problem of leakage, for demonstrating that a constructed function
is almost optical, and for justifying an excision procedure on the wave zone for the
energy scheme. These aspects will be explained in the sequel.
In the Minkowskian set-up (Figure 1(a)), a light cone is used to cut the family
of hyperboloids, as the boundary of the wave zone. The cone needs to be uniformly
away from the asymptote. The set-up of such boundary in the curved spacetime
is more subtle. First of all, this boundary should be chosen in the Schwarzschild
region, to guarantee the dynamical part of the solution is contained in its interior. It
ought to be a canonical Schwarzschild light cone Csuˆ05 for the ease of analysing energy
flux therein. More importantly, we need a function measuring the “distance” from
any point in the entire wave zone to C0, which is the asymptote of the hyperboloids.
This nonnegative function needs to be bounded uniformly away from zero in the
wave zone, for the purpose of running the energy estimates. This task intuitively
could be achieved if Csuˆ0 is spaced away uniformly from C0 in terms of a canonical
optical function in Zs.
In Lorentzian spacetime the light cones are usually characterized by the level
sets of an optical function u (see [1]) which is defined as the solution of the eikonal
equation
gαβ∂αu∂βu = 0 (1.22)
with prescribed boundary or initial conditions. Then the optical function u natu-
rally measures the distance to the causal boundary. To obtain the information of u
would require geometric controls on the foliations of light cones Cu. However, since
such light cones are not involved in our analysis, we do not use the actual optical
function. In our framework, Hρ conceptually replaces the role usually played by
Cu. The geometric control on the hyperboloids Hρ lies at the core of our analysis.
To achieve the desired analytic feature, we choose ρ to be the proper time to O,
where ρ verifies the eikonal equation
gαβ∂αρ∂βρ = −1, ρ(O) = 0.
Throughout the chronological future (I+(O),g), we define an alterative function,
still denoted by u, which does not verify (1.22), yet taking the role of measuring
the distance to C0. In particular, we can show that this function u, vanishing on C0,
is sufficiently close to the canonical optical function near C0 in Zs. To show such
property, we perform in Section 5 a full analytic comparison between the radial
normal of the Schwarzschild frame and the normal vector field on Σt, induced by
the foliation of the intrinsic hyperboloid ∪ρSt,ρ. The main estimates are established
5The value of uˆ0 can be found in Section 4.4.
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in Theorem 5.12 throughout Zs ∩ {ρ ≤ ρ∗}, which is the major building block of
this paper. These estimates and their higher order counterparts will be used in the
main energy scheme in [14].
Next we address the issue of the leakage. Let p be a point inside the wave zone,
near the boundary Csuˆ0 . The distance maximizing timelike geodesic connecting p
and O is not entirely contained in the wave zone. See Figure 1(b). This phenome-
non can be easily seen in Minkowski space. In Minkowskian case the deformation
tensors of the boosts vanish and the deformation tensor of the scaling vector field
has a standard value. However, in the dynamical spacetime, deformation tensors
(R)π and (S)π need to be analyzed, which is done by integrating along the aforemen-
tioned time-like geodesics with the help of the structure equations which contain
both the curvature components under the hyperboloidal frame and the second fun-
damental forms; see Section 3.2. Whether the path of the integration is contained
in the wave zone determines how to control the integrand. The geometric informa-
tion outside of the wave zone can not be provided by the energy estimates. Such
information is obtained simultaneously with the main estimates in Section 5 by
geometric comparisons and bootstrap arguments.
Now we explain, as part of the energy scheme, the excision of a region which is
related to the so-called last slice of hyperboloids, denoted by Hρ∗ . As a standard
method for proving global results of non-linear dynamical problem, one can suppose
a set of bootstrap assumptions hold till certain maximal life-span. Due to various
concerns, we set the maximal life-span in terms of the proper time, labeled by ρ∗.
Once the bootstrap assumptions can be improved for all ρ ≤ ρ∗, by the principle of
continuation, the solution and the quantitative control can be extended beyond ρ∗.
The wave zone is a region which is enclosed by the initial slice {t = 0}, the last slice
Hρ∗ as well as the cone Csuˆ0 . Consider the energy estimates on Σt, which are crucial
for controlling (T)π. When t ≥ t∗ where t∗ := min{t : Sρ∗,uˆ0}, we no longer expect
a regular subset of Σt within the wave zone to do the energy estimates (see Figure
2 in Section 4). The subset of wave zone with t ≥ t∗ will be excised for obtaining
the Σt-energy. This may lead to the loss of control of
(T)π in a region with t large
within the wave zone, which would fail the energy control on Hρ. Our strategy is
to show that the region of excision is fully contained in Zs, where (T)π and other
geometric quantities can be controlled by the main estimates. This proof has to
be done merely depending on local energy estimate, and the assumption that the
foliation of Hρ exists up to ρ ≤ ρ∗, which is the case in this paper (see Section 6).
As the other application of the main estimates, we show that the Hawking mass
is convergent to the ADM mass of the surrounding Schwarzschild metric along every
hyperboloid.
Finally, we comment on the analysis of the intrinsic geometry in Zs. This anal-
ysis is independent of the long-time energy estimates in the wave zone. The idea
is to use the transport equations to perform the long-time geometric comparison.
We define a set of quantities which encode the deviation between the intrinsic and
the extrinsic tetrads, and derive the transport equations for them along well-chosen
paths. In order to prove the function u is almost optical, we uncover a series
of cancelations, contributed by the Schwarzschild metric and the structure equa-
tions of the hyerboloidal foliation. It necessitates delicate bootstrap arguments and
9weighted estimates6. The obtained main estimates are crucial for the applications
in Section 6-7.
The paper is organized as follows. In Sections 2-3 we carefully set up the analytic
framework of the foliation of intrinsic hyperboloids, and provide the geometric
construction of the intrinsic frame of the Lorentz boosts, since such set-up and
construction have never appeared in the literature. In Section 4 we sketch the
energy scheme in the proof of global stability of Minkowski space for (1.1)-(1.2). In
Section 5, by assuming the foliation of the intrinsic hyperboloids and the maximal
foliation exist till the last slice of hyperboloid, we provide a thorough depiction of
the intrinsic geometry in the Schwarzschild zone, presented in Theorem 5.12, as
the main estimates of this paper. The region considered there is the most sensitive
region for having the geometric control on hyperboloids. The set of main estimates
depends merely on local-in-time energy estimates and the smallness of the given
data on the initial maximal slice. We then give applications of the main estimates.
The one in Section 6 is to control the region of the excision. In Section 7, we give
the asymptotic behavior of the Hawking mass along all hyperboloids.
2. Construction of the boost vector fields
By standard energy and iteration argument, we first solve the Cauchy problem
of EKG back to the past to certain fixed t ≤ −T . Let o be the spacial origin
of the given initial slice. We denote by Γ(t) the geodesic through o with velocity
−T, where T is the future-directed time-like unit normal of the initial slice Σ0. The
geodesic is extended (back-in-time) within the radius of injectivity of o, intersecting
{t = −T } at O. T is chosen so that the given Cauchy data at the initial slice is
fully contained in J +(O) ∩ {t = 0}, where J +(O) denotes the causal future of
O. Hence T depends on the size of the support of Cauchy data, and is comparable
to 1. To be more precise, T is chosen such that C0 intersects at t = 0 outside of B4.
Now by the shift of t′ = t+ T , as well as an abuse of notation, t = 0 at O and the
initial data is prescribed at t = T , according to the time coordinate after the shift.
We use I+(O) to denote the chronological future of O. Let i∗ be the time-like
radius of injectivity of O, which is defined to be the supremum over all the values
s0 > 0 for which the exponential map
expO : (ρ, V )→ ΥV (ρ), V ∈ H1 (2.1)
is a global diffeomorphism from (0, s0)×H1 to its image in I+(O), where
H1 :=
{
V = (V 0, V 1, V 2, V 3) : (V 0)2 −
3∑
i=1
(V i)2 = 1
}
is the canonical hyperboloid in R3+1 and ΥV is the time-like geodesic with ΥV (0) =
O and Υ′V (0) = V . We use I+∗ (O) to denote the part of I+(O) within the time-like
radius of injectivity. In [14] we will prove that the time-like radius of injectivity
is +∞ simultaneously when we prove the global well-posedness for EKG, provided
the Cauchy data is sufficiently small. Thus we will have I+∗ (O) = I+(O) once this
result is established.
For a point p in I+(O), we use ρ to denote its geodesic distance to O. Then
ρ is a smooth function on I+∗ (O) satisfying 〈Dρ,Dρ〉 = −1 with ρ(O) = 0. We
6 The primitive version of such weighted estimates can be seen in [11].
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introduce the vector field
B = −Dρ. (2.2)
Then B is geodesic, i.e. DBB = 0 and 〈B,B〉 = −1. Using this B we define the
lapse function b by
〈B,T〉 = −b−1 t
ρ
(2.3)
Let
Hρ := expO(ρH1).
Clearly {Hρ} are the level sets of ρ which give a foliation of I+∗ (O) in terms of
hyperboloids. Moreover, by the Gauss lemma we can see that B is the future
directed normal to Hρ and
Bp = (d expO)ρV (∂ρ) (2.4)
for any p ∈ I+∗ (O), where (ρ, V ) is the unique point in (0, i∗) × H1 such that
p = expO(ρV ).
Using B we may introduce the second fundament form k of Hρ defined by
k(X,Y ) = 〈DXB, Y 〉
where X,Y are vector fields tangent to Hρ. Clearly k is an Hρ tangent, symmetric
(0, 2) tensor. We will use trk and kˆ to denote the trace and traceless part of k
respectively. 7
According to the expression of g, we can derive that the future directed unit
normal T of Σt takes the form
T = n−1∂t. (2.5)
This together with Dt = −n−2∂t and (2.3) implies that
B(t) = 〈B,Dt〉 = b
−1n−1t
ρ
. (2.6)
For future reference, we set
t♭ := (b
−1t)(Γ(t)); r♭ =
√
t♭
2 − ρ2. (2.7)
According to the definition of I+∗ (O), for any p ∈ I+∗ (O) there corresponds a
unique (ρ, V ) ∈ (0, i∗)×H1 with V = (V 0, V 1, V 2, V 3) such that
p = expO(ρV ). (2.8)
We set
y0 = τ := ρ
√√√√1 + 3∑
i=1
(V i)2 and yi = ρV i for i = 1, 2, 3. (2.9)
Then {yµ, µ = 0, · · · 3} gives the geodesic normal coordinates for I+∗ (O).
Lemma 2.1. For any V ∈ H1 there hold
lim
ρ→0
τ
t
(ρV ) = n(O), lim
ρ→0
bτ
t
(ρV ) = 1, lim
ρ→0
b−1(ρV ) = n(O). (2.10)
7 In general, for a Hρ-tangent symmetric 2-tensor F , with g the induced metric on Hρ, its
trace and traceless part can be defined by trF = gijFij and Fˆij = Fij −
1
3
trFg
ij
respectively.
11
Proof. By using (2.3) we can consider the local expansion of b−1t = 12Dµ(ρ
2)Tµ
at O as follows
b−1t = b−1t
∣∣
O
+
1
2
Dν(Dµ(ρ
2)Tµ)
∣∣∣∣
O
ρV ν +O(τ2)
= −(gµνTµ)|O ρV ν − (T)πµν
∣∣∣
O
ρ2V µV ν +O(τ2)
= τ +O(τ2),
where we employed [6, Page 50] to get 12DνDµ(ρ
2)
∣∣
O
= −gµν(O). This implies the
second identity in (2.10). Similarly, for the function n−1t = 12T(t
2) we have the
local expansion
n−1t =
1
2
Dν(T(t
2))
∣∣∣∣
O
ρV ν +O(τ2) = Dν(tT
αDαt)
∣∣
O
ρV ν +O(τ2)
Note that
Dµ(tT
αDαt) = t(DµT
αDαt+T
αDµDαt) +T
αDαtDµt,
which, in view of (2.5), implies that
Dµ(tT
αDαt)
∣∣
O
= n−1Dµt
∣∣
O
= −(n−2gµβTβ)
∣∣
O
.
Therefore we can obtain n−1t = n−2(O)τ + O(τ2) which gives the first identity in
(2.10) as ρ→ 0. The last identity follows as a consequence of the first two. 
2.1. Construction of the boost vector fields. Recall that in Minskowski space,
in terms of the geodesic coordinates introduced by (2.9), the boost vector fields are
defined by
◦
Ri= y
i∂τ + τ∂i, i = 1, 2, 3. (2.11)
Note that ρ =
√
τ2 −∑3i=1(yi)2 and ∂ρ = 1ρ (τ∂τ + yi∂i). It is straightforward to
show that
[∂ρ,
◦
Ri] = 0, i = 1, 2, 3. (2.12)
By using the exponential map to lift vector fields, this leads to introduce boost
vector fields
Ri := (d expO)ρV (
◦
Ri), i = 1, 2, 3. (2.13)
defined on I+∗ (O).
Lemma 2.2. The boost vector fields Ri, i = 1, 2, 3 are tangent to Hρ and
[B,Ri] = 0, B(τ) =
τ
ρ
. (2.14)
Proof. Since
◦
Ri are tangent to Hρ := ρH1 in the Minkowski spacetime, by the
definition of Hρ and Ri, we can conclude that Ri are tangent to Hρ. In view of
(2.4), (2.13) and (2.12) we have
[B,Ri] =
[
(d expO)ρV (∂ρ), (d expO)ρV (
◦
Ri)
]
= (d expO)ρV
([
∂ρ,
◦
Ri
])
= 0.
From the definition of τ we can obtain B(τ) = τ/ρ by direct calculation. 
Proposition 2.3. Let R denote one of the boost vector fields Ri, i = 1, 2, 3. Then
L(n)
R
(R)π(B,B) = 0, L(n)
R
(R)π(B,Ri) = 0. (2.15)
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Proof. We prove (2.15) by induction. First, we consider n = 0. By using the first
identity in (2.14), we can obtain
(R)π(B,B) = 2〈DBR,B〉 = 2〈DRB,B〉 = 0
and
(R)π(B,Ri) = 〈DBR,Ri〉+ 〈DRiR,B〉 = 〈DRB,Ri〉 − 〈DRiB,R〉
= k(R,Ri)− k(Ri,R) = 0.
Now consider n ≥ 1. For a symmetric (0, 2) tensor F , suppose
F (B,B) = 0, F (B,Ri) = 0,
we can obtain from the first equality in (2.14) that
LRF (B,B) = R(F (B,B)) − 2F (LRB,B) = 0 (2.16)
and
LRF (B,Ri) = R(F (B,Ri))− F (LRB,Ri)− F (B,LRRi) = 0. (2.17)
Since each L(n)
R
(R)π is still a symmetric (0, 2), Hρ-tangent tensor, which can be
regarded as F , then (2.16) and (2.17) imply that (2.15) holds for n+ 1. Thus the
proof of Proposition 2.3 is complete by induction. 
3. Intrinsic hyperboloids
We will use g to denote the induced metrics on Σt and let ∇ be the covariant
differentiation. It is known that
∇µ = ΠνηgµηDν ,
where
Πνη = gνη +TνTη
denote the tensor of projection to Σt.
Let St,ρ := Σt∩Hρ. Then for fixed t, {St,ρ}ρ gives a foliation of Σt. Let γ be the
induced metric on St,ρ and let /∇ be the associated covariant differentiation. Since
B is normal to St,ρ, we have
g = a2dρ2 + γABdω
AdωB (3.1)
where a is the lapse function given by a−1 = |∇ρ|g. By using 〈Dρ,Dρ〉 = −1 and
(2.3) we have
−1 = gµν∂µρ∂νρ = −(T(ρ))2 + |∇ρ|2g = −
b−2t2
ρ2
+ |∇ρ|2g.
This shows that ρ ≤ b−1t on Σt and the lapse function a is given by
a−2 = |∇ρ|2g =
(b−1t)2 − ρ2
ρ2
.
Therefore a−1 = r˜ρ , where
r˜ =
√
b−2t2 − ρ2.
Let N denote the outward unit normal of St,ρ in Σt. Then, according to (3.1) we
have
N = − ∇ρ|∇ρ|g = −a
−1∂ρ on Σt. (3.2)
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Similarly let g be the induced metric on Hρ and let ∇ be the corresponding
covariant differentiation. Then
∇µ = Π¯νηgµηDν ,
where Π¯ denotes the tensor of projection to Hρ given by
Π¯νη = gνη +BνBη.
Note that for fixed ρ, {St,ρ}t gives the radial foliation of Hρ. Since T is normal to
St,ρ, we have
g = |∇t|−2g dt2 + γABdωAdωB = (an)2dt2 + γABdωAdωB (3.3)
where for the second equality we used
|∇t|g = (an)−1. (3.4)
The equation (3.4) follows from the fact
−n−2 = 〈Dt,Dt〉 = gµν∂µt∂νt = −(B(t))2 + |∇t|2g = −
(
b−1n−1t
ρ
)2
+ |∇t|2g
which also shows that t ≥ bρ on Hρ. Let N denote the outward normal vector field
of St,ρ in Hρ. Then
N =
∇t
|∇t|g = an∇t. (3.5)
According to (3.1) and (3.3), the volume form dµg on Σt and the volume form
dµg on Hρ are given respectively by
dµg = a
√
|γ|dρdω, dµg = an
√
|γ|dtdω.
3.1. Decomposition of frames. Using T and N we define
L = T+N, L = T−N. (3.6)
It is easy to see that
〈L,L〉 = 〈L,L〉 = 0, 〈L,L〉 = −2.
Thus if {eA, A = 1, 2} is an orthonormal frame on St,ρ, then {L,L, eA, A = 1, 2}
form a null frame.
We define a pair of functions
u := b−1t− r˜, u := b−1t+ r˜. (3.7)
which can be regarded as the counterparts for“t− r, t+ r” in the Minkowski space-
time. Due to the construction, there hold the two fundamental facts:8
(1) u > 0 in I+(O). u = 0 if and only if ρ = 0, which holds only on C0, the
causal boundary of J +(O).
(2) Assuming b−1 ≥ C for some fixed constant C > 0, 9 any Hρ is asymptot-
ically approaching C0 as t→∞. This can be seen by using
ρ2 = uu (3.8)
and u ≥ b−1t in I+(O).
8From now on, for convenience, I+(O) is understood to be I+
∗
(O).
9 This property can be found in Proposition 4.17, which can be quickly proved.
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Lemma 3.1. There hold
B =
b−1t
ρ
T+
r˜
ρ
N, N =
r˜
ρ
T+
b−1t
ρ
N, (3.9)
2ρB = uL+ uL, 2ρN = uL− uL, (3.10)
ρT = b−1tB− r˜N, ρN = b−1tN − r˜B. (3.11)
Proof. Since B is normal to St,ρ, it can be decomposed using T and N. The
component along T follows directly from (2.3). By using (2.3) and (3.2) we have
−〈B,∇ρ〉 = −BνΠµνDµρ = BνBµ(gµν +TµTν) = 〈B,B〉 + 〈B,T〉2
= −1 + 〈B,T〉2 = b
−2t2 − ρ2
ρ2
= a−2.
This shows that 〈B,N〉 = a−1 = r˜/ρ and hence the component alongN is obtained.
We therefore obtain the decomposition of B in (3.9).
In view of (2.5), (2.6) and the decomposition of B, we have
(∇t)ν = Π¯µνDµt = Dνt+BνB(t) = −n−1Tν + b
−1n−1t
ρ
Bν
= n−1
(
(b−2t2 − ρ2)
ρ2
Tν +
a−1b−1t
ρ
Nν
)
= n−1
(
a−2Tν +
a−1b−1t
ρ
Nν
)
.
This together with (3.5) shows the decomposition for N in (3.9).
By using (3.6) and (3.7) we obtain (3.10) from (3.9) directly. (3.11) follows from
(3.9) by a simple algebra. 
Recall the definitions (1.3) and (1.21). With ei, i = 1, 2, 3 the orthonormal basis
on T Σt, there holds
(T)π(ei, ej) = −2π(ei, ej), (T)π(T, ei) = ∇i logn. (3.12)
Lemma 3.2. There hold
〈DBT,B〉 = −a−2πNN + b
−1t
ρ
a−1〈DTT,N〉, (3.13)
〈DBT, N〉 = b
−2t2
ρ2
〈DTT,N〉 − b
−1t
ρ
a−1πNN, (3.14)
〈DBT, eA〉 = b
−1t
ρ
〈DTT, eA〉 − a−1πNA, (3.15)
B(r˜) =
r˜
ρ
+ b−1t
(
a−1πNN − b
−1t
ρ
〈DTT,N〉
)
. (3.16)
Proof. In view of (3.9), we have
〈DBT,B〉 = a−1
〈
a−1DNT+
b−1t
ρ
DTT,N
〉
= −a−2πNN+ b
−1t
ρ
a−1〈DTT,N〉.
Similarly, by using (3.9) we can (3.14) and (3.15).
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To obtain (3.16), we may use r˜2 = (b−1t)2 − ρ2, (2.3) and DBB = 0 to derive
that
2r˜B(r˜) = B(r˜2) = 2b−1tB(b−1t)− 2ρB(ρ) = −2b−1tB(ρ〈T,B〉)− 2ρ
= −2ρ+ 2b−1t
(
−ρ〈DBT,B〉+ b
−1t
ρ
)
.
This shows that
B(r˜) =
b−2t2 − ρ2
ρr˜
− b
−1tρ
r˜
〈DBT,B〉 = r˜
ρ
− b
−1tρ
r˜
〈DBT,B〉.
In view of (3.13), we therefore obtain (3.16). 
Lemma 3.3. There hold
N(b−1t) = ρ
(
a−1kNN +
b−1tr˜
ρ2
πNN − r˜
2
ρ2
〈DTT,N〉
)
, (3.17)
t /∇(b−1) = r˜ (kAN + πAN) , (3.18)
/∇(r˜) = b−1t (kAN + πAN) , (3.19)
N(r˜) =
b−1t
ρ
+ b−1t
(
kˆNN +
1
3
(
tr k − 3
ρ
))
+
b−2t2
ρ
πNN
− b
−1tr˜
ρ
〈DTT,N〉. (3.20)
Proof. By using (2.3), (3.9) and (3.11) we have
ρ−1N(b−1t) = −N(〈B,T〉) = −〈DNB,T〉 − 〈DNT,B〉
= a−1
(
kNN +
b−1t
ρ
πNN − a−1〈DTT,N〉
)
,
ρ−1 /∇A(b−1t) = −〈 /∇AB,T〉 − 〈DAT,B〉
= −〈DAB,−a−1N〉 − 〈DAT, a−1N〉
= a−1
(
kAN + πAN
)
.
We therefore obtain (3.17) and (3.18). By using r˜2 = b−2t2 − ρ2 we have
r˜ /∇r˜ = b−1t2 /∇(b−1) and r˜N(r˜) = b−1tN(b−1t).
These two equations together with (3.18) and (3.17) show (3.19) and (3.20); for
deriving (3.20) we also used the fact kNN = kˆNN +
1
3 trk. 
Lemma 3.4. Let kˇ = k − 1ρg. Then
T(u) = 1 + u
(
a−1kˇNN + 〈DTT,N〉
)
, (3.21)
N(u) = −1 + u
(
〈DNT,N〉 − b
−1t
ρ
kˇNN
)
, (3.22)
N(b−1) =
r˜
t
(
b−1t
ρ
kˇNN + πNN
)
. (3.23)
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Proof. By using r˜2 = (b−1t)2−ρ2 and (2.3) we obtain T(r˜) = b−1tr˜
(
T(b−1t)− 1) .
Thus, for u = b−1t− r˜ we have
T(u) =
(
1− b
−1t
r˜
)
T(b−1t) +
b−1t
r˜
. (3.24)
In view of (2.3) and Lemma 3.1 we can derive that
T(b−1t) = −T(ρ〈B,T〉) = −T(ρ)〈B,T〉 − ρ (〈DTB,T〉+ 〈B,DTT〉)
=
(b−1t)2
ρ2
−
(
r˜2
ρ
kNN + a
−1ρ〈DTT,N〉
)
= 1− ρ (a−2kˇNN + a−1〈DTT,N〉) .
Plugging this equation into (3.24) shows (3.21).
To see (3.22), from (3.9) we note that
N(u) = a
(
B(u)− b
−1t
ρ
T(u)
)
. (3.25)
In view of (2.3), (3.13) and (3.16) we have
B(u) = B(b−1t)−B(r˜) = −〈B,T〉 − ρ〈B,DBT〉 −B(r˜)
=
u
ρ
− ua−1πNN + b
−1tu
ρ
〈DTT,N〉.
Combining this and (3.21) with (3.25), we obtain (3.22).
Finally, noting that N(ρ) = −|∇ρ| = −a−1, it follows from (2.3) and Lemma 3.1
that
N(b−1t) = N(−ρ〈B,T〉) = a−1〈B,T〉 − ρ〈DNB,T〉 − ρ〈B,DNT〉
= −b
−1t
ρ
a−1 +
b−1t
ρ
r˜kNN + r˜πNN
= r˜
(
b−1t
ρ
kˇNN + πNN
)
which together with the fact N(b−1t) = tN(b−1) shows (3.23). 
For future reference, we define
θAC := 〈 /∇AN, eC〉, θAC := 〈 /∇AN, eC〉
We use trθ := γACθAC and θˆ := θ − 12 trθγ to denote the trace and traceless part
of θ respectively. Similarly we use trθ and θˆ to denote the trace and traceless part
of θ respectively.
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Lemma 3.5. There hold
〈∇NN, eA〉 = − /∇A log a− /∇A logn, (3.26)
〈∇NN, eA〉 = − /∇A log a, (3.27)
/∇ log a = −b
−1t
r˜
(
πAN + kAN
)
, (3.28)
θAC =
b−1t
r˜
kAC +
ρ
r˜
πAC , (3.29)
trθ = −b
−1t
r˜
δ +
ρ
r˜
δ′ +
2
3
trk
b−1t
r˜
, (3.30)
θˆAC =
b−1t
r˜
(kˆAC +
1
2
δγAC) +
ρ
r˜
(πAC − 1
2
γACδ
′), (3.31)
where δ = kˆNN and δ
′ = −πNN.
Proof. (3.28) follows from (3.19) and a−1 = r˜/ρ, (3.29) can be derived by using
the first equation in (3.11), and (3.30), (3.31) are direct consequences of (3.29) and
gijπ ij = 0 in (1.8). In view of (3.4), we have N(t) = (an)
−1. Thus, by using
eA(t) = 0 and (3.5) we have
/∇A((an)−1) = [eA, N ](t) = 〈[eA, N ],∇t〉 = (an)−1〈 /∇AN −∇NeA, N〉
= −(an)−1〈∇NeA, N〉 = (an)−1〈∇NN, eA〉
which gives (3.26). (3.27) can be similarly proved. 
3.2. Structure equations. For Hρ-tangent symmetric 2-tensors Fij and Gij , we
set
(F ∗G)ij = F liGlj + FjlGli, (3.32)
(F ⊗̂F )ij = 1
2
(F ∗ F )ij − 1
3
|F |2ggij (3.33)
which define two Hρ-tangent symmetric 2-tensors. We now derive the following
structure equations.
Proposition 3.6.(
B+
n−1b−1
ρ
)
(n− b−1) = − r˜
t
a−1πNN +
r˜b−1
ρ
〈DTT, N〉+ ∂ρn, (3.34)
B
(
log
t
τ
)
=
b−1n−1 − 1
ρ
, (3.35)
B(tr k) +
1
3
(tr k)2 = −RBB − kˆ · kˆ, (3.36)
B
(
tr k − 3
ρ
)
+
2
ρ
(
tr k − 3
ρ
)
= −1
3
(
tr k − 3
ρ
)2
−RBB − |kˆ|2, (3.37)
DBkˆij +
2
3
tr k kˆij = −R̂BiBj − kˆ⊗̂kˆ, (3.38)
B(tr(R)π) = 2R
(
tr k − 3
ρ
)
, (3.39)
DB
(R)πˆij + (kˆ ∗ (R)πˆ)ij = 2LRkˆij − 2
3
tr (R)πkˆij , (3.40)
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where RˆBiBj = RBiBj − 13RBBgij .
Proof. By using (2.6) we have
B
(ρ
t
)
=
1
t
− ρ
t2
B(t) =
1
t
(
1− b−1n−1) .
In view of (2.3) we then obtain
B
(−b−1) = B(ρ
t
〈B,T〉
)
=
ρ
t
〈B,DBT〉+B
(ρ
t
)
〈B,T〉
=
ρ
t
〈B,DBT〉 − b
−1
ρ
(1− b−1n−1)
which together with (3.13) then implies (3.34). (3.35) is an immediate consequence
of (2.6) and B(τ) = τρ in (2.14).
Now we consider (3.39) and (3.40). Note that
LBLRgij = LRLBgij , LRgij =
(R)πij , LBgij = 2kij
we can obtain LB(R)πij = 2LRkij . Hence
DB
(R)πij + k
c
i
(R)πcj + k
c
j
(R)πic = 2LRkij . (3.41)
By taking trace of (3.41) and using LRgij = −
(
(R)π
)ij
, we get
DB
(
tr(R)π
)
+ 2kic(R)πic = 2LRtrk + 2(R)πickic.
This shows DB
(
tr(R)π
)
= 2LRtrk which gives (3.39). Using (3.41) and (3.39), we
have
DB
(R)πˆij + k
c
i
(R)πcj + k
c
j
(R)πic = 2LR
(
kˆij +
1
3
trkg
ij
)
− 2
3
LRtrkgij
= 2LRkˆij + 2
3
trk · (R)πij
which implies (3.40).
To obtain (3.36)–(3.38), we use the identity
DBkij = −RBiBj − kliklj . (3.42)
By taking the trace and traceless part of this identity we obtain (3.36) and (3.38).
(3.37) is a direct consequence of (3.36).
Finally we show (3.42). By using the boost vector field {Ri}3i=1 defined in (2.13),
we first note that, in view of (2.14)
DBk(Ri,Rj) = Bk(Ri,Rj)− k(DBRi,Rj)− k(Ri,DBRj)
= Bk(Ri,Rj)− k(DRiB,Rj)− k(Ri,DRjB)
= Bk(Ri,Rj)− 2klRiklRj . (3.43)
For the first term, by using DBB = 0 and (2.14) again, we have
B (k(Ri,Rj)) = B (〈DRiB,Ri〉) = 〈DBDRiB,Rj〉+ 〈DRiB,DBRj〉
= 〈DRi(DBB) +R(B,Ri)B+D[B,Ri]B,Rj〉+ 〈DRiB,DBRj〉
= 〈R(B,Ri)B,Rj〉+ 〈DRiB,DRjB〉
= RRjBBRi + k
l
Ri
klRj (3.44)
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By combining (3.43) with (3.44), and using the fact that {Ri}3i=1 forms a frame on
T Hρ, we can obtain (3.42). 
3.3. Radial decompositions on hyperboloids. Let {eA} be an orthonormal
frame on St,ρ. We define ζA = 〈DBN, eA〉. In view of (3.11), we have
〈DBN, eA〉 = −ρ
r˜
〈DBT, eA〉
which together with (3.15) shows that
ζ
A
= −
(
b−1t
r˜
〈DTT, eA〉+ 〈DNT, eA〉
)
. (3.45)
Note that 〈DBN,B〉 = 〈DBN,N〉 = 0, we then have
DBN
µ = ζAeµA. (3.46)
Let us define the projection tensor from spacetime to St,ρ,
/Π
µν
= gµν +BµBν −NµNν .
By the definition of g, we have /Π
ij
= gij −N iN j . For any spacetime one form Fµ,
we set
/∇BFA := eνADB(Fµ /Πµν).
This definition can be similarly extended to Hρ-tangent symmetric two tensor Fij .
For Fij , we further define a 1-form and a scalar function by
FNj = FijN
i, FNN = FijN
iN j .
Lemma 3.7.
/∇BFAC = (DBF )AC − FNCζA − FNAζC (3.47)
/∇BFNC = (DBF )NC + FAC ζA − FNNζC (3.48)
∂ρ(FNN ) = (DBF )NN + 2F
A
N ζA (3.49)
Proof. We have
/∇BFAC = eiAejCDB(Fi′j′ /Π
i′
i /Π
j′
j )
= eiAe
j
C
(
DBFi′j′ /Π
i′
i /Π
j′
j − Fi′j′DBN iN i
′
/Π
j′
j − Fi′j′DBN jN j
′
/Π
i′
i
)
.
This implies (3.47) in view of (3.46). Moreover
/∇BFNC = ejCDB
(
Fi′j′N
i′ /Π
j′
j
)
= ejC
(
DBFi′j′N
i′ /Π
j′
j + Fi′j′DBN
i′ /Π
j′
j + Fi′j′N
i′DB /Π
j′
j
)
= DBFNC + FACζ
A − FNj′
(
DBN jN
j′ +N jDBN
j′
)
ejC
which gives (3.48) by using (3.46). (3.49) can be obtained similarly. 
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As a consequence of (3.38) and Lemma 3.7, We can obtain the structure equations
for components of kˆ under radial decomposition on Hρ.
∂ρkˆNN +
2
3
trkkˆNN = GNN = 2kˆNAζA − R̂BNBN − (kˆ⊗̂kˆ)NN (3.50)
/∇BkˆN´C +
2
3
trkkˆNC = GN´C = kˆ
A
CζA − kˆNNζC − R̂BNBC − (kˆ⊗̂kˆ)NC (3.51)
/∇BkˆAC +
2
3
trkkˆAC = GAC = −kˆNCζA − kˆNAζC − R̂BABC − (kˆ⊗̂kˆ)AC . (3.52)
For convenience, we fix the convention that A denotes any elements in {kˆij , trk− 3ρ},
and that A♯ denotes the 1-form kNA. Symbolically, the last terms of (3.50)-(3.52)
and (3.37) can be recast below
(kˆ⊗̂kˆ)NC = A · A♯, (kˆ⊗̂kˆ)AC , (kˆ⊗̂kˆ)NN , |kˆ|2 = A · A. (3.53)
4. Energy scheme and preliminary estimates on hyperboloids
In this section, we outline the main steps of the energy scheme in [14] and give
a rough statement of the main theorem therein.
4.1. Bianchi equation of the spacetime. Let us start with deriving the Einstein
Bianchi equations for the EKG system, the equation system of weyl curvature tensor
that our energy scheme is based on.
We decompose Riemannian curvature in the spacetime (M,g) into the Weyl
curvature W and the part of Schouten tensor
Sµν = Rµν − 1
6
Rgµν , (4.1)
with R the scalar curvature in (M,g),
Wαβγδ = Rαβγδ − 1
2
(gαγSβδ + gβδSαγ − gβγSαδ − gαδSβγ). (4.2)
We define the left and the right dual of a Weyl tensor Ψ to be
⋆Ψαβγδ =
1
2
ǫαβµνΨ
µν
γδ, Ψ
⋆
αβγδ =
1
2
Ψ µναβ ǫµνγδ. (4.3)
It is a fact that the left and the right dual are equal since Ψ is a Weyl tensor.
Lemma 4.1 (The Bianchi equations). For Ψ =W and ⋆W , there hold the Bianchi
equations,
DαWαβγδ = Jβγδ and Dα⋆Wαβγδ = ⋆Jβγδ (4.4)
where the Weyl currents J and ⋆J are 3-tensor fields, verifying
Jβγδ = 1
2
(DγSβδ −DδSβγ), ⋆Jβγδ = 1
4
ǫµνγδ(DµSβν −DνSβµ) (4.5)
with
Sαβ = DαφDβφ− 1
6
gαβ(D
µφDµφ−m2φ2). (4.6)
Proof. (4.6) is an immediate consequence of (4.1) and (1.1). By using ⋆W = W ⋆,
[D, ǫ·] = 0 and (4.3), we can obtain the second identity in (4.5) from the first
identity. It remains only to prove the first identity in (4.5). In view of (4.2) we
have
Jβγδ = DαRαβγδ − 1
2
(DγSβδ + gβδD
αSαγ − gβγDαSαδ −DδSβγ) . (4.7)
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By virtue of the contracted Bianchi identities
DαRαβγδ = DγRβδ −DδRβγ , DδRβδ = 1
2
DβR,
we can obtain from (4.1) that DβSβδ =
1
3DδR and
DαRαβγδ = DγSβδ −DδSβγ + 1
6
(DγR · gβδ −DδR · gβγ).
Substituting this identities into (4.7) shows the first identity in (4.5). 
We fix the convention that {ei, i = 1, 2, 3} denotes an orthonormal frame on Σt
and {ei, i = 1, 2, 3} denotes an orthonormal frame on Hρ. With the tetrad {B, ei}
of the hyperboloidal foliation and the tetrad {T, ei} of the maximal foliation, we
define for the weyl tensor W the two sets of electric and magnetic decompositions
Eij =WTiTj, Hij =
⋆WTiTj; Eij =WBiBj , Hij =
⋆WBiBj . (4.8)
Lemma 4.2. With respect to the tetrad {B, ei} there hold
R̂ij = DiφDjφ− 1
3
g
ij
DlφDlφ, (4.9)
R̂iBjB = Eij −
1
2
R̂ij ,
⋆RiBjB = Hij . (4.10)
The same decomposition holds for E,H with respect to the tetrad {T, ei}.
Proof. Recall that R̂ij = Rij− 13gijgmnRmn, we can obtain (4.9) from (1.1) directly.
In view of (4.1), (4.2), 〈ei,B〉 = 0 and B,B〉 = −1, we can derive that
Eij = RiBjB −
1
2
(g
ij
RBB + gBBRij)− 1
6
Rg
ij
= RiBjB − 1
3
g
ij
RBB − 1
6
g
ij
(RBB +R) +
1
2
Rij
= RiBjB − 1
3
g
ij
RBB +
1
2
(Rij − 1
3
g
ij
gmnRmn).
Recall that R̂iBjB = RiBjB − 13gijRBB and we thus obtain the first identity in
(4.10).
To show the second identity in (4.10), we note that
ǫ αβµν (gαγSβδ + gβδSαγ − gβγSαδ − gαδSβγ) = 2ǫ βµνγ Sβδ − 2ǫ βµνδ Sβγ .
Thus we can obtain from (4.2) that
⋆Wµνγδ =
⋆Rµνγδ − (ǫ βµνγ Sβδ − ǫ βµνδ Sβγ).
This gives ⋆WµBγB =
⋆RµBγB − ǫ βµBγ SβB which shows ⋆RiBjB = Hij by sym-
metrization. 
Corollary 4.3.
div k = ∇trk −RBi, curl k = −H. (4.11)
Proof. We only need to check the second identity. By using [1, Page 10] we have
∇ikjm −∇jkim = −RmBij .
Thus ǫ ijn ∇ikjm = −RmBijǫ ijnB . By symmetrizing n,m we obtain curl knm =
−⋆RnBmB which together with the second identity in (4.10) shows curl k = −H.

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Connected to the explicit formula for the Schouten tensor, we give a lemma for
future reference.
Lemma 4.4. Let S ⊂ M be a 2-D compact manifold, diffeomorphic to S2. Let
{L,L, eA, A = 1, 2} be a canonical null tetrad on S in the sense that L and L are
null vectors orthogonal to S satisfying 〈L,L〉 = −2 and eA, A = 1, 2 are orthonormal
frame on S. Then the Gauss curvature K on S satisfies the equation
K +
1
4
trχtrχ− 1
2
χˆAC χˆAC = −1
4
W (L,L,L,L) +
1
2
γACSAC (4.12)
where SAC denotes the angular component of the Schouten tensor, see (4.6). Here
χ and χ are the null second fundamental forms defined by L and L respectively as
follows,
χAB = 〈DAL, eB〉; χAB = 〈DAL, eB〉, A,B = 1, 2.
Proof. Let γ be the induced metric on S and let /RADCB be the curvature tensor
on S. By the Gauss equation we have
RADCB = /RADCB +
1
2
(χACχBD − χABχCD) +
1
2
(χ
AC
χBD − χABχCD).
Note that /RADCB = (γACγDB − γABγCD)K, we obtain
1
2
γACγBDRADCB = K +
1
2
(
1
2
trχtrχ− χˆAC χˆAC).
Note that, due to (4.2),
WADCC′ = RADCC′ − 1
2
(γACSDC′ + γDC′SAC − γDCSAC′ − γAC′SDC)
which gives,
γACγDC
′
WADCC′ = γ
ACγDC
′
RADCC′ − γDC
′
SDC′ .
Since [1, (7.3.3c)] gives γACγDC
′
WADCC′ = − 12W (L,L,L,L), we can use the above
equation to obtain (4.12). 
Definition 4.5. Let {L,L, eA, A = 1, 2} be a canonical null tetrad. We define the
null decomposition of a Weyl tensor Ψ by a set of canonical null tetrad,
α(Ψ)(eA, eB) = Ψµγνδe
µ
Ae
ν
Be
γ
3e
δ
3; β(Ψ)(eA) =
1
2
Ψµσγδe
µ
Ae
σ
3e
γ
3e
δ
4;
̺(Ψ) =
1
4
Ψαβγδe
α
3 e
β
4 e
γ
3e
δ
4; σ(Ψ) =
1
4
⋆Ψαβγδe
α
3 e
β
4 e
γ
3e
δ
4;
β(Ψ)(eA) =
1
2
Ψµσγδe
µ
Ae
σ
4 e
γ
3e
δ
4; α(Ψ)(eA, eB) = Ψµγνδe
µ
Ae
ν
Be
γ
4e
δ
4;
where L = e4 and L = e3.
4.2. Energy for Klein-Gordon equation. We consider the geometric Klein-
Gordon equation (1.2), i.e. ✷gφ = m
2φ. Recall the energy momentum tensor
Qµν [f ] for (1.2) defined by
Qµν [f ] = ∂µf∂νf − 1
2
gµν(D
αfDαf +m
2f2).
This definition can be extended to a covariant 1-form F as
Qµν|γδ[F ] = DµFγDνFδ −
1
2
gµν(D
αFγDαFδ +m
2FγFδ)
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which is a covariant 4-tensor, symmetric pairwise with respect to the indices (µ, ν)
and (γ, δ). By virtue of the Riemannian metric hγδ := gγδ + 2TγTδ we set
Qµν [F ] = h
γδQµν|γδ[F ].
The energy momentum tensors for higher order Lie derivatives of f and F , with
ℓ ∈ N, can be defined as
Q(ℓ)µν [f ] = L(ℓ)RDµfL(ℓ)RDνf
− 1
2
gµν
(
gρσL(ℓ)
R
DρfL(ℓ)RDσf +m2L(ℓ)R fL(ℓ)R f
)
,
Q(ℓ)µν [F ] = h
αβ(L(ℓ)
R
DµFαL(ℓ)RDνFβ
− 1
2
gµν
(
gρσL(ℓ)
R
DρFαL(ℓ)RDσFβ +m2L(ℓ)R FαL(ℓ)R Fβ
)
.
For a smooth scalar function f and a covariant 1-form F , with Ωρ ⊂ Hρ to be
specified later, we set the energy current to be
Pαf = Qαβ [f ]T
β , PαF = Qαβ[F ]T
β.
Ef(ρ)2 =
∫
Ωρ
Pαf Bαdµg, EF (ρ)2 =
∫
Ωρ
PαFBαdµg,
Then for a solution φ of (1.2), we have
Eφ(ρ)2 =
∫
Ωρ
Q(T,B)[φ]dµg E(m)φ (ρ)2 :=
∫
Ωρ
Q(m)(T,B)[φ]dµg
Edφ(ρ)2 =
∫
Ωρ
Q(T,B)[Dφ]dµg E(m)dφ (ρ)2 :=
∫
Ωρ
Q(m)(T,B)[Dφ]dµg.
Energies Eφ(t), E(m)φ (t), Edφ(t), E(m)dφ (t) on Ut ⊂ Σt can be similarly defined, with
the surface normal B replaced by T.
By using (3.10) and (3.6) we have
Q(T,B)[f ] =
1
4ρ
(
u(Lf)2 + u(Lf)2
)
+
b−1t
2ρ
(| /∇f |2 +m2f2),
Q(T,B)[F ] =
1
4ρ
(u|DLF |2h + u|DLF |2h) +
b−1t
2ρ
(hµνγ
ACDAF
µDCF
ν +m2|F |2h).
With the help of (3.10), we can derive that
1
2ρ
(
u(Lf)2 + u(Lf)2
)
=
1
2
[
u+ u
ρ
((Bf)2 + (Nf)2) + 2
u− u
ρ
Bf ·Nf
]
=
u
ρ
(
(Bf)2 + (Nf)2
)
+
r˜
ρ
(
u
ρ
Lf
)2
which, in view of r˜ ≥ 0 and ρ2 = uu, implies
Q(T,B)[f ] ≥ ρ
2u
(|Bf |2 + |Nf |2) + b
−1t
2ρ
(| /∇f |2 +m2f2),
Q(T,B)[F ] ≥ ρ
2u
(|DBF |2h + |DNF |2h) +
b−1t
2ρ
(hµνγ
ACDAF
µDCF
ν +m2|F |2h).
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4.3. Bel-Robinson Energy. Let Ψ be a Weyl tensor and let Q(Ψ) be the associ-
ated Bel-Robinson tensor defined by
Q(Ψ)αβγδ = ΨαργσΨ ρβ σδ + ⋆Ψαργσ⋆Ψ ρβ σδ .
Because gαγLXΨαβγδ = (X)παγΨαβγδ, the Lie derivative LXΨ is not necessarily a
Weyl tensor. However, the normalized Lie derivative LˆXΨαβγδ defined by
LˆXΨαβγδ = LXΨαβγδ + 3
8
trπ(X)Ψαβγδ − 1
2
(
(X)πµαΨµβγδ +
(X)πµβΨαµγδ
+(X)πµγΨαβµδ +
(X)πµδΨαβγµ
)
is a Weyl tensor ( see [1, Page 139]).
Let Ut ⊂ Σt and Ωρ ⊂ Hρ, which will be further specified shortly. For the Weyl
part W of the Riemann curvature tensor Rαβγδ we now introduce for each integers
m ≥ 0 the following set of energies
W(m)(ρ)2 =
∫
Ωρ
Q(Lˆ(m)
R
W )(S, S,T,B)dµg, m ≤ 3
K(m)(ρ)2 =
∫
Ωρ
Q(Lˆ(m)
R
W )(K1,T,T,B)dµg , m ≤ 1
E (m)(ρ)2 =
∫
Ωρ
Q(Lˆ(m)
R
W )(S, S, S,B)dµg , m ≤ 2
W(m)(t)2 =
∫
Ut
Q(Lˆ(m)
R
W )(S, S,T,T)dµg, m ≤ 2
K(m)(t)2 =
∫
Ut
Q(Lˆ(m)
R
W )(K1,T,T,T)dµg, m ≤ 1
♯E(m)(t)2 =
∫
Ut
Q(Lˆ(m)
R
W )(S, S, S,T)dµg , m ≤ 2
(4.13)
where S = ρB and K1 = ϑ(ρ/t)r˜
2L with ϑ being a smooth function on [0,∞)
taking values in [0, 1] and
ϑ(s) =
{
1 if s ≤ 1/3,
0 if s ≥ 2/3.
For tensor fields F we define the energy
E [F ](t)2 =
∫
Σt∩I+(O)
Q[F ](T,T)dµg,
where
Q[F ](T,T) =
1
2
(|DTF |2h + hIJgijDiFIDjFJ) .
We also record here the canonical Bel-Robson energy
E [W ](t)2 =
∫
Σt∩I+(O)
Q[W ](T,T,T,T)dµg ≈
∫
Σt∩I+(O)
{|E|2 + |H |2}dµg.
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4.4. A rough statement of the main theorem in [14] and the sketch of the
proof. We will give a brief statement of the result in [14]. We emphasize that the
main result of this paper is included in Theorem 5.12 and Proposition 5.13. These
results do not depend on the global result and the long-time estimates stated below
and in Theorem 4.12. Instead they rely on Theorem 4.13, which can be proved in
a rather standard way (see [1], [10], [12]), together with a natural assumption that
the foliation of the hyperboloids exists till certain proper time ρ∗.
Theorem 4.6 (The first statement of main theorem in [14]). Consider the Ein-
stein Klein-Gordon system (1.1)-(1.2) under the maximal foliation gauge (1.8). Let
(g0,π0, φ[T ]) be a maximal data set, which is smooth and satisfying (1.7). Suppose
that10 the data φ[T ] of the Klein-Gordon equation (1.2) are compactly supported
within B1, the Euclidean ball of radius 1 centered at origin on {t = T }. Suppose
also that on {t = T, r > 2} the metric g coincides with the Schwarzschild metric
which in terms of the polar coordinates (t, r, θ, ϕ) given by
g = −r − 2M
r + 2M
dt2 +
r + 2M
r − 2Mdr
2 + (r + 2M)2(dθ2 + sin2 θdϕ2) (4.14)
and π = 0. The data (g0,π0, φ[T ]) is assumed to satisfy the smallness condition
‖∂(≤7)x (g0ij − δij)‖L2(B2) + ‖∇(≤6)g0 π0‖|L2(B2) + ‖φ[T ]‖H7×H6 +M < ε
where Hs denotes the Sobolev space W s,2(R3) and φ[T ] = (φ(T, ·), ∂tφ(T, ·)).
If ε > 0 is sufficiently small, then there exists a unique, globally hyperbolic,
smooth and geodesic complete solution (M,g, φ) foliated with level sets of a maximal
time function t and level sets of a proper time ρ, on which various sets of energy
are controlled in terms of ε as specified in Theorem 4.12.
Remark 4.7. To obtain the results in Theorem 4.12 in wave zone, we only need to
propagate energies from Hρ0 to the last slice Hρ∗ of two-order less than the given
data at the initial maximal slice.
4.4.1. Sketch of the main steps of the proof of Theorem 4.6. We define
uˆ(t, r) = t− γ(r), (4.15)
where
γ(r) = r + 4M ln(r − 2M), for r > 2M.
Consider t ≥ T , for each R ≥ 2 let Csuˆ denote the level set of uˆ with uˆ = T − γ(R).
This Csuˆ, which is called the schwarzschild cone, is a ruled surface by the outgoing
null geodesics initiating from {r = R, t = T }. We use Int(Csuˆ) to denote the interior
of the region enclosed by Csuˆ. For the following exposition, we choose R0 = 5/2,
R1 = 2, set uˆ0 = T − γ(R0), uˆ1 = T − γ(R1), and consider Csuˆi and Int(Csuˆi) for
i = 0, 1. Let ρ∗ be a large number. We set Sρ,uˆ = Csuˆ ∩Hρ and define
t∗ = max{t : Sρ∗,uˆ0}, t∗ = min{t : Sρ∗,uˆ0}. (4.16)
Definition 4.8. (1) Given a set of points E, we use
⌢
E to denote the collection
of time-like distance maximizing geodesics connecting O and every point in E.
For convenience, we write
⌢
q :=
⌢
{q}.
10The existence of such data can be justified by [3] and [4].
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(2) We define the wave zone by
Iˆ+0 = Int(Csuˆ0) ∩ {ρ ≤ ρ∗, t ≥ T }.
(3) We define I+0 to be a truncated communication zone, where
I+0 = Int(
⌢
Sρ∗,uˆ0) ∩ {ρ ≤ ρ∗, t ≥ T }.
(4) We set Z⋄ = I+0 \Int(Csuˆ0) which is called the zone of leakage.
(5) The set Zs = ({t ≥ T } ∩ I+(O)) \Int(Csuˆ1) is called the Schwarzschild zone.
(6) We denote by C0 the outgoing light cone emanating from O.
Remark 4.9. It is important to point out that for p ∈ Zs, ⌢p ∩{t ≥ T } is fully
contained in Zs. Indeed, because
⌢
p is a timelike geodesic reaching p, which has
to be in the interior of the backward light cone initiated at p. Such light cone is
completely outside of Int(Csuˆ1) due to the finite speed of propagation.
Definition 4.10. For ρ0 ≥ 2T we define the region11
Z+ = Iˆ+0 ∩ {ρ ≥ ρ0} (4.17)
We can split Z+ as Z+ = Z♭ ∪ Z♯, where
Z♭ :=
 ⋃
ρ0≤ρ≤ρ∗
Hρ
 ∩ {t ≤ t∗} ∩ Int(Csuˆ0),
Z♯ :=
 ⋃
ρ0≤ρ≤ρ∗
Hρ
 ∩ {t∗ < t ≤ t∗} ∩ Int(Csuˆ0).
In order to set up the energy scheme appropriately, we will rely on the following
property, which will be proved in Proposition 6.1.
Proposition 4.11. There holds Z♯ ⊂ Int(Csuˆ0)\Int(Csuˆ1). Consequently Z♯ ⊂ Zs.
t∗
O
C0
C
s
uˆ1
C
s
uˆ0
Hρ∗
Hρ0
KGEV
t∗
Figure 2. Illustration of wave zone
Next, we sketch the main steps of the proof of Theorem 4.6 the details will be
given in [14]. We consider the initial data set given in Theorem 4.6, at the maximal
level set t = T , due to the trivial shift of time stated at the beginning of Section 2.
11For convenience, we consider ρ0 = 2T , such that Hρ0 can be proved to be fully above t = T
due to Proposition 4.17.
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Step 1: Local extension. Initiated from {t = T, r = r0 > 52}, we solve the
Einstein-Klein-Gordon system backward to a certain time t < 0 and forward to
t = C∗T with
C∗T ≥ tmax(Sρ0,uˆ0). (4.18)
Our choice of T is sufficiently large to guarantee12 r(ΣT ∩ C0) ≥ 4. We establish
in Theorem 4.13 a set of energy estimates on Σt with 0 < t ≤ C∗T for the Weyl
tensor fields and the scalar fields. This allows us to control the geometry of the
hyperboloids Hρ in Z loc = {0 < ρ ≤ ρ0, 0 < t ≤ C∗T } ∩ I+(O), see Proposition
4.14. The set of energy estimates on Hρ0 ∩ Iˆ+0 is used as the initial energies for the
energy scheme in Z+.
Step 2: Bootstrap assumptions. The goal of the energy scheme is to control
the Bel-Robinson energies for the Weyl part of the curvature and the energies on
the scalar field φ. These are achieved by a delicate bootstrap argument. For a fixed
but arbitrary number ρ∗ > 0, we make a set of bootstrap assumptions on various
sets of energies in the wave zone Iˆ+0 up to the last slice Hρ∗ . The deformation
tensors of T,B and the boost vector fields Ra, a = 1, 2, 3, as the most crucial
geometric quantities that influence the propagation of energies, are also included in
the bootstrap assumptions and need to be proved simultaneously with the energy
estimates. We also assume the radius of injectivity verifies i∗ ≥ ρ∗.
Step 3: Boundedness theorem and the energy hierarchy. Establishing
the boundedness theorem for various types of energies, undoubtedly, is the core part
of the proof. The analysis is based on the system (4.4) and (1.2). In the sequel, we
only explain our strategy in controlling the Weyl components, which already mirrors
our treatment for the massive scalar fields. As stated in Theorem 4.12, we will
establish the boundedness theorem for three types of energies on the hyperboloids
Hρ and the maximal slice Σt contained in Z+. The three types of energies are called
the standard energies, the Morawetz energies and the CMC energies respectively,
which form an energy hierarchy. There are two factors which need to be balanced
when constructing the hierarchy. One factor is the control in terms of weights,
namely, the scalar factors of ρ or t paired to the Weyl components. These weights,
in particular, form the main factor that determines the rate of decay for the Weyl
components. The other factor is the control of the order of derivatives. Among the
three types of the energies, the standard energies give the control up to the third
order derivatives for the Weyl components. However, for certain components of the
Weyl curvature and of the deformation tensor (T)π, the weights paired with do not
provide sufficiently fast decay. To compensate such weakness, the other two types
of energies are created and bounded simultaneously with the standard energies.
One difficulty we encounter quite often is due to the incompatibility between the
maximal frame and the hyperboloidal frame, which constantly causes a loss of a
weight of tρ , identical to a growth of t
1
2 in Iˆ+0 . The other difficulty, not surprisingly,
comes from the fact that the B derivative does not take weight. In both scenarios,
certain weights, being functions of t, ρ, can not be bounded together with derivatives
of either the Weyl components or the scalar field. To close the top order standard
energies, by using the Einstein Bianchi equations and the null condition exhibited in
the Weyl currents, we perform the integration by part. Such procedure, technically
very involved though, is also used for closing other energy estimates. It gets the
12 Here r(p) denotes the Euclidean distance of the point p to the center (tp, 0).
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energy estimates closed at a very sharp level, which maximizes the benefit due
to the null forms that the Einstein Bianchi equations exhibit under the intrinsic
tetrad.
In the boundedness theorem, we control energies on all hyperboloidal slices in
Z+ as well as on the part of maximal slices in Z♭. In particular, when tmin(Hρ∗) <
t < t∗, the set where we consider the Σt-energies is a family of annuli, with the inner
boundary St,ρ∗ and the outer boundary St,uˆ0 . When t ≥ t∗, there is no such annuli
region to obtain the Σt energies. Hence the region Z
♯ is excised from the wave zone,
when consider the energy control on maximal slices. However the energy argument
in Z+ relies on the control of (T)π throughout Z+. In the region Z♭, we will
control (T)π by combining energy estimates with the elliptic estimates provided
by the Codazzi equations (1.10). The Morawetz type energies are particularly
important for obtaining sufficient control on (T)π in Z♭. Such energies are supposed
to provide stronger control in terms of the weights for the Weyl components, with
a compromise on the order of derivatives. In Z♯ the deformation tensor (T)π will
be controlled in a different way. In Proposition 4.11 we show Z♯ is contained in the
Schwarzschild zone. Then (T)π can be analysed by using the information provided
by the Schwarzschild metric and the geometric comparison established in Theorem
5.12.
Step 4: Control of deformation tensors. The proof of the boundedness
theorem for the three types of energies relies crucially on the control of the second
fundamental form13 k, (T)π, (R)π and their derivatives. The control of all these
deformation tensors are established simultaneous with all types of energy estimates,
via a rather delicate bootstrap argument.
(1) To control (T)πij, we use the Morawetz energies, the Codazzi equation (1.10)
and the Sobolev embedding on maximal slices. The control on the lapse func-
tion, which gives the control of (T)π0i, is obtained by a set of elliptic estimates
due to (1.9).
(2) To control kij and
(R)π, we use the transport equations for k and (R)π; see
(3.36)-(3.40). To obtain stronger control on kiN and
(R)πiN , we use the Codazzi
equation (4.11) on Hρ with the boundary Sρ,uˆ0 .
Step 5: Boundary value and control of the leakage. In order to establish
the long-time energy estimates inside the wave zone Iˆ+0 enclosed by Csuˆ0 , we first
need to derive two types of estimates on Weyl curvature components in Zs. One is
the bound of the curvature fluxes of various types of energy momentums along the
Schwarzschild cone Csuˆ0 , which are as important as the bound on the initial data.
The other type is to control the Weyl components in the zone of leakage Z⋄. Such
estimates are crucially used for controlling the geometric quantities k and (R)π in
the entire truncated communication zone I+0 via the transport equations. Both
types of estimates are derived by brutal force. This means that they are based
on a comprehensive comparison between the intrinsic hyperboloidal foliation with
the canonical Schwarzschild geometry in Zs. In Proposition 4.15, we provide the
control of the 0-order Weyl curvature components in Zs, which actually gives a set
of very precise asymptotic behavior of the Weyl components when they approach
the null infinity of the light cone C0 along all the hyperboloids Hρ. More and higher
order estimates of these types are provided in [14].
13(S)pi is fully represented by k.
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Step 6: Completion of the geometric argument. Finally, we extend the
radius of injectivity beyond ρ∗. This is based on the control of curvature and k in
I+(O) for ρ ≤ ρ∗. The control of curvature is obtained by the energy estimates
in the wave zone and the geometric comparison in Zs as explained in Step 5. The
control of k relies on the transport equations and the control on curvature. The
local-in-time estimates and long-time estimates in Zs for k are proved in Proposition
4.14 and Theorem 5.12.
Below we list the boundedness theorem and its consequence.
Theorem 4.12 (main theorem of [14]: results in wave zone). Let the conditions in
Theorem 4.6 hold. Consider the energies defined in (4.13) with Ut = Z
♭ ∩ Σt and
Ωρ = Iˆ
+
0 ∩Hρ. Then for ρ0 < ρ ≤ ρ∗ and T < t ≤ t∗ with ρ∗ > 0 a fixed arbitrary
large number and t∗ defined in (4.16), there hold
(1) the standard energy estimates:
W(≤3)(ρ) . ερCε, W(≤2)(t) . ε,
(2) the CMC energy estimates:
E (≤2)(ρ) . ερCε, ♯E(≤2)(t) . εtCε,
(3) the Morawetz energy estimates:
K(≤1)(ρ) . ερCε, K(≤1)(t) . εtCε,
(4) the energy estimates for φ:
E(≤3)φ (ρ) + E(≤3)φ (t) . ε, E(≤3)dφ (ρ) . ερCε, E(≤3)dφ (t) . εtCε,
where C > 0 is a universal constant14.
(5) In the sequel, we give results on the asymptotic behavior of the Weyl compo-
nents and the deformation tensors15. There is a universal constant c > 0 such
that for δ = cε the following results hold16
(a) For the Weyl components in Definition 4.5 with Ψ = W , we list two sets
of asymptotic behavior in the following table
α β (̺, σ) β α
ερδt−1u−2 ερδt−
3
2 u−
3
2 ερδt−2u−1 ερδt−
5
2 u−
1
2 ερδt−3
εt−1u−
3
2 εt−
3
2 u−1 εt−2u−
1
2 εt−
5
2 εt−
5
2
(b) For the scalar field φ there hold
〈t〉 32
∣∣∣φ, /∇φ, Lφ, ρ
t
Lφ
∣∣∣+ 〈t〉 32−δ|Lφ| . ε. (4.19)
14For universal constant, we mean the constant depends on the initial data in Theorem 4.6
15Norms are taken by the appropriate induced metrics, i.e. g for Hρ-tangent tensor fields, g
for Σt-tangent tensor fields, the induced metric γ on St,ρ for St,ρ-tangent tensor.
16We may assume δ < 1
6
which can be achieved because ε can be sufficiently small.
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(6) For (T)π and k there hold the estimates
sup
Ωρ
∣∣∣∣tρ(kˆ, trk − 3ρ )
∣∣∣∣ . ε〈ρ〉δ, (4.20)
sup
Ωρ
∣∣∣t 32 kˆjN ∣∣∣ . ε, (4.21)
sup
Ut
∣∣∣t 32Dn∣∣∣ . εt3δ, (4.22)
sup
Ut
∣∣∣tu 12 (T)πij∣∣∣ . εt3δ, (4.23)
sup
Ut
∣∣∣t 32 (T)πjN∣∣∣ . εt3δ. (4.24)
Below we list the results concerning the local energy estimates.
Theorem 4.13 (Local-in-time estimates). For 0 < t ≤ C∗T with the fixed constant
C∗ specified in (4.18), there hold
sup
Σt∩I+(O)
∣∣∣(T)πij,Dn, n− 1∣∣∣ . ε (4.25)
and
E [W ](t) + E [D(≤4)R](t) + E [D(≤6)φ](t) . ε,
which, together with the Sobolev embedding, implies give the following estimates
sup
Σt∩I+(O)
|Dφ, φ,Rαβγδ| . ε, (4.26)
where for the norm | · | of the Riemann curvature, we mean | · |h.
As a consequence of (4.26), we will prove the following result at the end of this
section.
Proposition 4.14. In I+(O) ∩ {t ≤ C∗T }, there hold∣∣∣∣ρt (trk − 3ρ , kˆ)
∣∣∣∣ . ε, (4.27)∣∣∣kˆNA∣∣∣ . ε. (4.28)
As a complement of the corresponding set of estimates in Theorem 4.12, we will
prove the following result in Section 5. It is worthy to point out that the intrinsic
null tetrad {L,L, eA, A = 1, 2} is not spherically symmetric in Zs.
Proposition 4.15. In Zs ∩ {ρ ≤ ρ∗} we have r ≈ t, α = α, β = β and σ = 0.
Moreover
|α, α| . ε〈t〉−7,
∣∣∣∣̺+ 4M(r + 2M)3
∣∣∣∣ . ε〈t〉−7, |β, β| . ε〈t〉−5. (4.29)
All these null components are convergent to their schwarzschild value relative to the
standard null frame in Zs.17
17For the standard frame and the schwarzschild value, we refer the reader to Lemma 5.14.
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4.5. Preliminary estimates on Hyperboloids. We first recall the following sim-
ple transport lemma.
Lemma 4.16. (1) Suppose F is an Hρ-tangent tensor field verifying the transport
equation
DBF +
m
ρ
F = H · F +G, (4.30)
where m ∈ Z, G is a tensor field of the same type as F , and H is a tensor field
satisfying
sup
V ∈H1
∫ ρ
ρ1
|H |(ρ′, V )dρ′ . 1, ∀ρ > ρ1 ≥ 0. (4.31)
Then, for the weights υ =
(
τ
ρ
)λ (
(τ2−ρ2)1/2
ρ
)λ′
with constants λ, λ′ ∈ R, there
holds
|ρm(υF )|(ρ, V ) . lim
ρ→ρ1
υρm|F |(ρ, V ) +
∫ ρ
ρ1
|ρ′mυG(ρ′, V )|dρ′. (4.32)
(2) The same result holds when DBF is replaced by /∇BF if F is tangent to St,ρ;
as well as when mρ in (4.30) is replaced by trk if (4.31) holds for H = trk − 3ρ .
Proof. It follows by a standard ODE argument. See [1, Lemma 13.1.1] and [13,
Section 5]. 
Observe that along the geodesic ΥV parametrized by ρ we have dt =
b−1n−1t
ρ dρ
as well as dτ = τρdρ. This implies that∫ ρ2
ρ1
f(ΥV (ρ
′))dρ′ =
∫ t(ρ2,V )
t(ρ1,V )
f(ΥV (ρ
′))
ρ′
b−1n−1t′
dt′,∫ ρ2
ρ1
f(ΥV (ρ
′))dρ′ =
∫ τ(ρ2,V )
τ(ρ1,V )
f(ΥV (ρ
′))
ρ′
τ ′
dτ ′.
(4.33)
Proposition 4.17. (1) In I+(O) ∩ {ρ ≤ ρ∗} there hold
b−1 ≈ 1, t ≈ τ, t
ρ
(V ) ≈ V 0, |n− 1| . ε. (4.34)
(2) In I+(O) ∩ {ρ ≤ ρ∗} there hold
〈t〉 12−3δ|b−1 − n| . ε, (4.35)∣∣∣∣log tτ − logn−1(O)
∣∣∣∣ . ε, (4.36)
and
〈t〉|b−1 − n| . ε ln〈t〉 in Zs ∩ {ρ ≤ ρ∗}. (4.37)
Remark 4.18. To prove Proposition 4.14 and to establish the results in Section 5
and 6, we only employ the results in Proposition 4.17 for t ≤ C∗T or in Zs, which
depends merely on Theorem 4.13.
Proof. We first note that |n − 1| . ε can be obtained by integrating along the
integral curve of T and using (4.25), (4.22) and Tn = 0 in Zs. 18
18 The way presented here is for the purpose of completion in the framework of this paper.
The actual control on n are based on elliptic estimates coupled with the control on piij.
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We next prove (4.34)-(4.36) in the region I+(O) ∩ {t ≤ C∗T } by a bootstrap
argument. Because of (2.10), we may make the bootstrap assumptions that in
I+(O) ∩ {t ≤ C∗T } there hold∣∣∣∣log tτ − logn−1(O)
∣∣∣∣ ≤ ∆0, (4.38)∫ ρ
0
|b−1n−1 − 1|
ρ′
dρ′ ≤ ∆0, (4.39)
|b−1n−1 − 1| ≤ ∆0, (4.40)
where ∆0 = 2c0ǫ with a universal constant c0 > 0 to be specified. We will improve
these estimates with ∆0 replaced by
1
2∆0. By (4.38), (4.40) and n ≈ 1 we have in
I+(O) ∩ {t ≤ C∗T } that
t ≈ τ, r˜ ≤ b−1t ≈ t. (4.41)
We claim that in I+(O) ∩ {t ≤ C∗T } there holds
|τ−1(b−1n−1 − 1)| . ε. (4.42)
To see this, for the function f = n− b−1 we may use (3.34) to obtain
∂ρf +
f
ρ
= Hf +G, (4.43)
where H = −n−1b−1−1ρ and
G = − r˜
t
a−1πNN +
r˜b−1
ρ
〈DTT,N〉+ ∂ρn. (4.44)
Noting that (2.10) implies f(O) = 0 and (4.39) implies ∫ ρ
0
|H |dρ′ ≤ ∆0, we may
apply Lemma 4.16 to obtain (4.42) if we can show
ρ−1
∫ ρ
0
ρ′|G|(ρ′, V )dρ′ . ετ. (4.45)
Now we prove (4.45). In view of (3.9) and (4.41) we have∣∣∣∣ρ∂ρnt
∣∣∣∣ = ∣∣∣∣b−1tTn+ r˜N(n)t
∣∣∣∣ . |Dn|. (4.46)
By virtue of (4.44), (4.33) and (4.41), we then obtain
ρ−1
∫ ρ
0
ρ′|G|(ρ′, V )dρ′ .
∫ ρ
0
∣∣∣∣ r˜′ρ′
(
− r˜
′
t′
πNN + b
−1〈DTT,N〉
)
+ ∂ρn
∣∣∣∣ dρ′
.
∫ t(ρ,V )
0
(
r˜′
t′
(
r˜′
t′
|πNN|+ b−1|∇N logn|
)
+
∣∣∣∣ρ′∂ρnt′
∣∣∣∣) dt′,
where we used the fact that 〈DTT, ei〉 = ∇ei logn. With the help of (4.41), (4.46)
and (4.25), we thus obtain (4.45). Consequently (4.42) is proved in the region
I+(O) ∩ {0 < t ≤ C∗T }.
By (4.33), (4.42) and (4.41),∫ ρ
0
|b−1n−1 − 1|
ρ′
dρ′ =
∫ τ(ρ,V )
0
|b−1n−1 − 1|
τ ′
dτ ′ . τε ≤ C1Tε. (4.47)
Combining this estimate with (3.35) and (2.10), we can obtain∣∣∣∣log tτ − logn−1(O)
∣∣∣∣ ≤ C1Tε. (4.48)
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Moreover, by (4.42) and (4.41) we have
|b−1n−1 − 1| . ετ ≤ C1Tε (4.49)
Thus, if we take ∆0 = 2c0ε with c0 = C1T , then (4.48), (4.47), and (4.49) improve
(4.38), (4.39) and (4.40) respectively with ∆0 replaced by
1
2∆0.
Combining the above estimate with (4.41) and n ≈ 1, (4.34)-(4.36) are proved
for t ≤ C∗T .
Next we prove the estimates (4.34)-(4.36) in the region with t ≥ C∗T . Due to
(4.48) and (4.49), we may make the bootstrap assumptions
t
1
2
−3δ|b−1n−1 − 1| ≤ ∆0 (4.50)∣∣∣∣log tτ − logn−1(O)
∣∣∣∣ ≤ ∆0. (4.51)
for t > C∗T , where ∆0 = 2c1ε with a universal constant c1 > 0 to be specified. We
will improve these two estimates by showing that ∆0 on the right hand side can
be replaced by 12∆0. From (4.50), (4.51) and the last estimate in (4.34), it follows
that
n ≈ 1, b−1 ≈ 1, t ≈ τ. (4.52)
For any p = expO(ρV ), with q = expO(ρ0V ) ⊂ {t = T }, by integrating along the
geodesic from q to p, we may use (4.50), (4.33) and (4.52) to derive that∫ ρ
ρ0
|b−1n−1 − 1|
ρ′
dρ′ . ∆0
∫ t(p)
T
〈t′〉− 12+3δ
b−1n−1t′
dt′ . ∆0 (4.53)
Thus, we may apply Lemma 4.16 to (4.43) with the weight υ = τρ to deduce that
|τf(ρ, V )| . ε+
∫ ρ
ρ0
τ ′|G|(ρ′, V )dρ′
. ε+
∫ t(p)
T
τ ′
ρ′
b−1n−1t′
∣∣∣∣− r˜′t′ a−1πNN + r˜′b−1ρ′ 〈DTT,N〉+ ∂ρn
∣∣∣∣ dt′
. ε+
∫ t(p)
T
(
r˜′(|πNN|+ |〈DTT,N〉|) + |ρ∂ρn|
)
dt′, (4.54)
where we employed the first identity in (4.33), (4.52) and r˜′ . t′. In the above
derivation, we used the fact
|τf(ρ0, V )| . ε,
which is a consequence of (4.42) and (4.41). Now consider the right hand side of
(4.54) with the help of (4.46). Note that in Iˆ+0 we can use (4.22) and (4.24) and in
Zs we have π = 0 and |Dn| . εr−2 . ε〈t〉−2.19 Hence we have
|τf(ρ, V )| . ε+ ε〈t〉 12+3δ
which, in view of (4.52), shows that
〈t〉 12−3δ|b−1 − n| ≤ Cε. (4.55)
In particular in Zs, by repeating the bootstrap argument and using Remark 4.9 we
can obtain
〈t〉|b−1 − n| . ε ln〈t〉
which is (4.37).
19The fact that r−1 . 〈t〉−1 is explained in (5.4)
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By using (3.35), (4.33), (4.52), (4.48), (4.55) and (4.37), we also have∣∣∣∣log( tτ )− logn−1(O)
∣∣∣∣ . ε+ ∫ t(ρ,V )
T
∣∣∣∣b−1n−1 − 1ρ′
∣∣∣∣ ρ′b−1n−1t′ dt′ ≤ Cε. (4.56)
Therefore, if we take ∆0 = 2Cε, then (4.55) and (4.56) improve (4.50) and (4.51)
respectively in Iˆ+0 . Similarly, we can obtain the same estimate in Z
s by using (4.37).
Finally, the first three estimates in (4.34) hold since (4.50) and (4.51) have been
proved in I+(O) ∩ {ρ ≤ ρ∗}. 
Proof of Proposition 4.14. In view of (4.26), (3.9) and b−1 ≈ 1 we have for 0 < t ≤
C∗T that ∣∣∣ρ
t
Nφ,
ρ
t
Bφ, /∇φ, φ
∣∣∣ . ε. (4.57)
Due to the fact that R̂iBjB = RiBjB− 13RBBgij , by virtue of (1.1), (4.57), Lemma
3.1 and the curvature estimate in (4.26), we can obtain for 0 < t ≤ C∗T that∣∣∣∣(ρt )2 R̂ABCB, (ρt )2 R̂NBNB, (ρt )2RBB, ρt R̂NBCB
∣∣∣∣ . ε. (4.58)
Note that by local expansion, along
⌢
p= expO(ρV ) for V ∈ H1 we have (see [6,
Section 6.2])
DνSµ(p) = gµν(p) +O(ρ
2)
which gives
tr k − 3
ρ
, kˆ → 0 as ρ→ 0. (4.59)
We will prove (4.27) and (4.28) by a bootstrap argument. According to (4.59), we
may make bootstrap assumptions that∣∣∣∣ρt
(
trk − 3
ρ
, kˆ
)∣∣∣∣ ≤ ∆0, (4.60)∣∣∣kˆNA∣∣∣ (expO(ρV )) ≤ ∆0, if V 0 > 3 (4.61)
for t ≤ C∗T , where ∆0 > 0 is a small number to be chosen. We then show that∣∣∣∣ρt
(
trk − 3
ρ
, kˆ
)∣∣∣∣ ≤ C˜(∆20 + ε), (4.62)∣∣∣kˆNA∣∣∣ ≤ C˜(∆20 + ε), if V 0 > 3 (4.63)
which improves (4.60) and (4.61) as long as we choose ∆0 = 4C˜ε <
1
2C˜
. Then
(4.27) is proved due to (4.62), which implies (4.28) for the case V 0 ≤ 3. In the
region where V 0 = τρ > 3, (4.28) holds true due to (4.63).
Now we prove (4.62). Due to Proposition 4.17, we can obtain for t ≤ C∗T that
b−1 ≈ 1, t ≈ τ. (4.64)
As a direct consequence of (4.60), for any p = expO(ρV ) with t(p) ≤ C∗T we have∫ ρ
0
∣∣∣∣trk − 3ρ′
∣∣∣∣ dρ′ . ∆0 (4.65)
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since ρ ≤ b−1t . T due to (4.64). In view of (4.59) and (4.65), we may apply
Lemma 4.16 to (3.37) with H = − 13 (trk − 3ρ), υ = τρ and m = 2 to obtain∣∣∣∣ρτ (trk − 3ρ
)∣∣∣∣ . ∫ ρ
0
(RBB + |kˆ|2)ρ′τ ′dρ′ .
∫ t
0
(RBB + |kˆ|2)ρ′τ ′ ρ
′
b−1t′
dt′
.
∫ t
0
t′
2
(ε+∆20)dt
′ . (ε+∆20)t
3,
(4.66)
where we employed (4.64), (4.58) and (4.60). This implies that∣∣∣∣ρt
(
trk − 3
ρ
)∣∣∣∣ . T (ε+∆20) . ε+∆20. (4.67)
Similarly, by repeating the above argument, and using the transport equation
(3.38), the estimates in (4.58) and the initial condition (4.59) we can derive that∣∣∣ρ
t
kˆ
∣∣∣ . ε+∆20
which gives the control on kˆij in (4.62). Thus (4.62) is proved.
Next we prove (4.63). By using (4.35), (4.36) and the last estimate in (4.34), we
have |b−1 tτ − 1| . ǫ in I+(O) ∩ {t ≤ C∗T }. Thus for sufficiently small ε we have
b−1t > 2ρ along expO(ρV ) if t ≤ C∗T and V 0 > 3. This implies r˜ ≈ t therein.
Hence, in view of (3.45) and (4.25), we can obtain
|ζ| . ε. (4.68)
We now apply Lemma 4.16 to (3.52), with the help of (4.27) and (4.58). Similar
to (4.66), by integrating (3.51) along expO(ρV ) with V
0 > 3 and using the initial
condition in (4.59), it follows that
τ2|kˆNA| .
∫ t
0
ρτ ′
(
(|ζ|+ |kˆNA|) · |A|+ |R̂BNBA|
)
dt′.
By using (4.62), (4.58), (4.61) and (4.68), we can obtain τ2|kˆNA| . (ε + ∆20)t3
which implies (4.63). Thus the proof of Proposition 4.14 is completed. 
5. Radial comparison in Zs
In this section, we compare the canonical schwarzschild wave front with the wave
fronts formed by intersection in Σt by hyperboloids.
The core analysis will be radial comparisons which takes place in the initial slice
{t = T } and in the Schwarzchild zone Zs. We will use the parametrization (t, r, ω),
where (r, ω) denotes the polar coordinates with ω = (θ, ϕ) ∈ S2. The Schwarzschild
metric g in (4.14) can be written as
g = −n2dt2 + n−2dr2 + (r + 2M)2(dθ2 + sin2 θdϕ2), (5.1)
where n2 = r−2Mr+2M . Let Γ denote the Christoffel symbol of g. Direct calculation
shows that
Γrtt = n
2 2M
(r + 2M)2
, Γrrr = −n−2
2M
(r + 2M)2
,
Γrθθ = −(r − 2M), Γrϕϕ = −(r − 2M) sin2 θ.
The lapse function
̟ := N(r), (5.2)
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is a crucial quantity for comparing the intrinsic radial normal N on Σt with the
Euclidean radial normal ∂r. We will carry out the comparison along ΣT from the
center o. Then we will control the evolution of ̟ in Zs along all time-like geodesics
initiating at {t = T, r ≥ 2}.
Recall the optical function uˆ defined in (4.15) in Section 4.4.1 whose level sets
Csuˆ are called the Schwarzchild cones. We also introduced Csuˆ0 and Csuˆ1 . Let Lˆ be
the null geodesic generator of Csuˆ, normalized by Lˆ(t) = 1. Then
〈Duˆ,Duˆ〉 = 0, Lˆ = ∂t + n2∂r. (5.3)
For (t, x) ∈ Zs, it follows from (4.15) that
t ≤ uˆ1 + 2r, uˆ1 = T − γ(2).
Since 0 < M ≪ 1, by combining the above equation with (4.15) we have
r−1 ≤ 2
t− uˆ1 , if (x, t) ∈ Z
s. (5.4)
We first derive important equations for ̟. For a Σt tangent vectorfield F , let
F i be the component relative to the cartesian frame ∂xi , i = 1, 2, 3. We will lift and
lower the index of a vector field by Minkowsi metric, unless specified otherwise. Let
e
N := ∂r =
xi
r
∂i.
We denote by 〈·, ·〉e and e∇ the Euclidean metric and its connection respectively.
Inspired by [1, Page 416] and [2, Page 162], for N we have the radial decomposition
N = ΣN +̟
e
N (5.5)
where the vector field ΣN is tangent to the level set of r and is given by ΣN i =
e
ΠijN
j
with
e
Πij = δij − xir x
j
r . By using (5.5) and (5.1) we have in Z
s that
|ΣN |2g = 1− n−2̟2 (5.6)
and
∇r = n2∂r = /∇r +̟N. (5.7)
Let hij = gij− δij . In view of (5.5), (5.1) and (5.7), it is straightforward to see that
|ΣN |2e = 1−̟2 − hijNiNj , |∇r|2gs = n2 = ̟2 + | /∇r|2gs . (5.8)
Similarly for the orthonormal frame {eA} in St,ρ ⊂ Zs, we can decompose as
eA = ΣeA + /∇Ar eN. (5.9)
Using this equation we can obtain
eA logn = n
−1∂rn /∇Ar =
n−22M
(r + 2M)2
/∇Ar. (5.10)
37
5.1. Structure equations for radial comparison.
Lemma 5.1. (i) In (M,g) there holds
N(̟) = −ΓimnNmNn eNi − 〈 /∇ log a, eN〉e +
1
r
|ΣN |2e. (5.11)
(ii) In Zs there holds
|ΣN |2e = (1− n−2̟2)
r2
(r + 2M)2
, (5.12)
and for any Σt-tangent vector fields F satisfying 〈F,N〉 = 0 there holds
〈F,
e
N〉e = 〈F, /∇r〉. (5.13)
(iii) In Zs there hold
N(̟) =
2M
(r + 2M)2
n−2̟2 +
2(r −M)
(r + 2M)2
(1− n−2̟2)− /∇A log a /∇Ar, (5.14)
N(n−̟) = 2M
(r + 2M)2
n−1̟(1 − n−1̟)− 2(r −M)
(r + 2M)2
(1− n−2̟2)
+ /∇A log a /∇Ar. (5.15)
Proof. (i) Noting that ̟ = 〈N,
e
N〉e and using (3.27), we have
N(̟) = N(〈N,
e
N〉e) = e∇N(〈N, eN〉e) = 〈 e∇NN, eN〉e + 〈N, e∇N eN〉e
= 〈
e
∇NN−∇NN, eN〉e + 〈∇NN, eN〉e + 〈N, e∇N eN〉e
= −ΓimnNmNn eNi − 〈 /∇ log a, eN〉e + 〈N, e∇N eN〉e.
For the last term, we further employ (5.5) to derive
〈N,
e
∇N eN〉e = 〈N, e∇ΣN+̟ eN eN〉e = 〈N, e∇ΣN eN〉e = 〈ΣN +̟ eN, e∇ΣN eN〉e
= 〈ΣN,
e
∇ΣN eN〉e = r−1〈ΣN,ΣN〉e.
Combining the above two equations we therefore obtain (5.11).
(ii) From (5.1) we can see that
|ΣN |2gs = |ΣN |2e
(r + 2M)2
r2
.
This together with (5.6) shows (5.12). With the Schwarzschild metric (5.1) in Zs
and 〈F,N〉 = 0 we have
〈F,
e
N〉e = n2〈F, eN〉 = 〈F, n2∂r〉 = 〈F,̟N+ /∇r〉 = 〈F, /∇r〉
which shows (5.13).
(iii) We first prove (5.14) using (5.11). In view of (5.5) we have
ΓimnN
mNn
e
Ni = Γ
r
mn(̟ eN
m +ΣNm)(̟
e
Nn +ΣNn)
= Γrmn
(
̟2
e
Nm
e
Nn +̟ΣNm
e
Nn +̟
e
NmΣNn +ΣNmΣNn
)
.
For Schwarzchild metric in Zs we have Γrmn = 0 when m 6= n. Since eN = ∂r and
ΣN is tangent to the level set of r, we have ΓrmnΣN
m
e
Nn = 0. Therefore
ΓimnN
mNn
e
Ni = Γ
r
mn
(
̟2
e
Nm
e
Nn +ΣNmΣNn
)
.
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Note that
Γrmn eN
m
e
Nn = Γrrr = −
2Mn−2
(r + 2M)2
, ΓrmnΣN
mΣNn = −r − 2M
r2
|ΣN |2e,
we have
ΓimnN
mNn
e
Ni = − 2M
(r + 2M)2
n−2̟2 − r − 2M
r2
|ΣN |2e.
Combining this equation with (5.11) and using (5.13), (5.12) we thus obtain (5.14).
Finally, by using (5.6) we have
N(n) = ̟
e
N(n) =
̟
2n
∂r(n
2) =
2n−1̟M
(r + 2M)2
. (5.16)
This together with (5.14) shows (5.15). 
Lemma 5.2. In the Schwarzschild zone Zs there hold
Lˆ(u) = (n−̟)− u /∇ArkAN + ukˇNN
(n−̟)r˜ − u̟
ρ
+ un〈DTT,N〉, (5.17)
B(n−̟) + 2 r˜
ρ
r −M
(r + 2M)2
(1− n−2̟2)
=
2M
n2(r + 2M)2
(
r˜
ρ
̟ +
b−2t2
ρr˜
(n+̟)
)
(n−̟). (5.18)
Proof. We first prove (5.17). By using (5.7) we have in Zs that
Lˆ = ∂t + n
2∂r = nT+̟N+ /∇r. (5.19)
In view of (3.21), (3.22), (3.18) and (3.19), we can derive that
Lˆ(u) = n−̟ + nu (a−1kˇNN + 〈DTT,N〉)−̟u(πNN + b−1t
ρ
kˇNN
)
− u (kAN + πAN) /∇Ar.
By using a−1 = r˜/ρ and u = b−1t − r˜, this shows (5.17) since π ij vanishes in the
schwarzschild zone Zs.
We next prove (5.18). By definition of ̟ we have
T(̟) = T(N(r)) = [T,N]r = (DTN
µ −DNTµ)∂µr. (5.20)
Note that 〈DTN,N〉 = 0 and 〈DTN,T〉 = −〈N,DTT〉. By using (3.9) and (3.11)
we also have
〈DTN, eA〉 = 〈DT(a · a−1N), eA〉 = 〈aDT(B− b
−1t
ρ
T), eA〉
= a〈DTB, eA〉 − ab
−1t
ρ
〈DTT, eA〉
= −〈DNB, eA〉 − ab
−1t
ρ
〈DTT, eA〉
= −kNA − b
−1t
r˜
〈DTT, eA〉.
Thus, it follows from (5.20) that
T̟ = −kAN /∇Ar −
b−1t
r˜
/∇A logn/∇Ar +
(
πNN̟ + πNA /∇Ar
)
.
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This together with (5.15) gives
B(n−̟) + 2 r˜
ρ
r −M
(r + 2M)2
(1− n−2̟2)
=
b−1t
ρ
(
kAN /∇Ar +
b−1t
r˜
/∇A logn /∇Ar −
(
πNN̟ + πNA /∇Ar
))
+
r˜
ρ
(
2M
(r + 2M)2
n−1̟(1− n−1̟) + /∇A log a /∇Ar
)
.
By using (3.28), we can get the cancelation between the first and the last term on
the right hand side. Therefore
B(n−̟) + 2 r˜
ρ
r −M
(r + 2M)2
(1− n−2̟2) = b
−1t
ρ
(
b−1t
r˜
/∇ logn/∇r
− (πNN̟ + 2πNA /∇r)) + r˜
ρ
2M
(r + 2M)2
n−1̟(1− n−1̟).
Since the the metric in Zs is Schwarzschild, we may use (5.10), (5.8) and the
vanishing of π ij to obtain (5.18). 
Lemma 5.3. In the Schwarzchild zone Zs there holds
B
(
r˜
r
− n−1
)
+
1
ρ
(
r˜
r
− n−1
)
= −
(
n
ρ
(
r˜
r
− n−1
)
+
r˜
ρ
N(logn)
)(
r˜
r
− n−1
)
+
b−1tr˜
ρr
πNN +
r˜2
r2ρ
(n−̟)− ρ
r
N(logn). (5.21)
Proof. From Lemma 3.1 we have B(r) = r˜ρ̟. Combining this with (3.16) gives
B
(
r˜
r
)
=
r˜
rρ
(
1− r˜
r
̟
)
+
b−1t
r
(
a−1πNN − b
−1t
ρ
〈DTT,N〉
)
.
Hence, by regrouping the terms we obtain
B
(
r˜
r
− n−1
)
=
1
ρ
(
n−1 − r˜
r
)
− n
ρ
(
n−1 − r˜
r
)2
− r˜
2
r2ρ
(̟ − n)
−B(n−1) + b
−1t
r
(
a−1πNN − b
−1t
ρ
〈DTT,N〉
)
.
Noting that, in view of Lemma 3.1 and r˜2 = (b−1t)2 − ρ2,
(b−1t)2
rρ
〈DTT,N〉+B(n−1) = (b
−1t)2
rρ
N logn+
r˜
ρ
N(n−1)
=
(
ρ
r
+
r˜
ρ
(
r˜
r
− n−1
))
N(logn)
which, combining with the above equation, shows (5.21). 
5.2. Radial comparison on the initial slice. We will control n−̟ and /∇r by
using (5.15) and (5.18). In order to use (5.18), we need to consider the initial data
for these geometric quantities in r ≥ 2, which will be understood by propagating
| /∇r|2g from o := (T, 0) on the initial slice {t = T } along the radial normal N. In
view of (5.2), we can easily obtain the transport equation
/∇N /∇Ar +
1
2
tr θ /∇Ar = /∇A̟ − θˆAC /∇Cr.
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By deriving an equation for /∇A̟ on the initial slice {t = T } and using the above
equation we have the following result.
Lemma 5.4. In Zs ∩ {t = T } there holds
/∇A̟ =
1
2
(
tr θ − 2
r
)
/∇Ar + θˆAC /∇Cr + gj′i′ei
′
A
(
−/Πj
′j
ΓijlN
l
e
Ni
)
+
1
r
gj′i′e
i′
A
[
hj
′jNj + (1 −̟)
(
hj
′j
e
Nj + eN
j′(1 +̟) + ΣN j
′
)]
and consequently
/∇N /∇Ar +
̟2
r
/∇Ar =
1
r
gj′i′e
i′
A
[
hj
′jNj + (1−̟)
(
hj
′j
e
Nj +ΣN
j′
)]
+ gj′i′e
i′
A
(
−/Πj
′j
ΓijlN
l
e
Ni
)
. (5.22)
Proof. Note that ̟ = Ni
e
Ni, we have
/∇A̟ = /∇A(Ni eNi) = gj′i′ei
′
A /Π
j′j (
∂jN
i
e
Ni +N
i∂j eNi
)
= gj′i′e
i′
A /Π
j′j ( /∇jNi eNi − ΓijlNl eNi)
+ gj′i′e
i′
A
(
Ni
(
/Π
j′j −
e
Πj
′j
)
∂j eNi +N
i
e
Πj
′j∂j eNi)
)
= gj′i′e
i′
A /Π
j′j (
/∇jNi eNi − ΓijlNl eNi
)
+ gj′i′e
i′
A
(
Ni(hj
′j −Nj′Nj +
e
N j
′
e
N j)∂j eNi +N
i
e
Πj
′j∂j eNi
)
= gj′i′e
i′
A
(
1
2
/Π
j′j
e
Nj
(
trθ − 2
r
)
+ θˆij /Π
j′j
e
Ni − /Πj
′j
ΓijlN
l
e
Ni
)
+ I(1) + I(2), (5.23)
where
I(1) = gj′i′e
i′
AN
i
(
hj
′j −Nj′Nj +
e
N j
′
e
N j
)
∂j eNi,
I(2) =
1
r
gj′i′e
i′
A
(
/Π
j′j
e
Nj + eΠ
j′jNj
)
.
We will employ (5.5) to consider these two terms. For I(1) we note that ∂j eNi =
∂j(
xi
r ) =
1
r eΠij , eΠij eN
j = 0 and
e
ΠijN
j = ΣN i. Therefore
I(1) =
1
r
gj′i′e
i′
AN
i
(
hj
′j −Nj′Nj +
e
N j
′
e
N j
)
e
Π
ij
=
1
r
gj′i′e
i′
Ah
j′jΣN j − 1
r
〈eA,N〉NiΣNi
=
1
r
gj′i′e
i′
Ah
j′jΣN j .
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For I(2) we may use ̟ = Nj
e
Nj and (5.5) to obtain
I(2) =
1
r
gj′i′e
i′
A
[
(gj
′j −Nj′Nj)
e
Nj + eΠ
j′jNj
]
=
1
r
gj′i′e
i′
A
[
(gj
′j − δj′j)
e
Nj + eN
j′ −Nj′̟ +
e
Πj
′jNj
]
=
1
r
gj′i′e
i′
A
[
hj
′j
e
Nj + eN
j′ − (
e
N j
′
̟ +ΣN j
′
)̟ +
e
Πj
′jNj
]
=
1
r
gj′i′e
i′
A
[
hj
′j
e
Nj + eN
j′(1 −̟2) + ΣN j′(1−̟)
]
.
By substituting the above two formulaes into (5.23), we have
/∇A̟ = gj′i′ei
′
A
[
1
2
(
trθ − 2
r
)
/Π
j′i
e
Ni + θˆ
i
j /Π
j′j
e
Ni − /Πj
′j
ΓijlN
l
e
Ni
]
+
1
r
gj′i′e
i′
A
[
hj
′jΣNj + h
j′j
e
Nj + eN
j′(1−̟2) + ΣN j′ (1−̟)
]
.
Using (5.9) and the fact that θ is a St,ρ-tangent tensor, we have
e
Ni /Π
j′i
ei
′
Agj′i′ = 〈eA, eN〉e = /∇Ar, gj′i′ei
′
A /Π
jj′
θˆij eNi = θˆAC /∇Cr.
Lemma 5.4 then follows by using (5.5) again. 
On the initial slice {t = T }, we use r♭ to replace ρ, where the radial parameter
r♭ is defined in (2.7). Then the induced metric on I+(O) ∩ {t = T } can be written
as
◦
a
2
dr♭
2 + γABdω
AdωB, (5.24)
where
◦
a= r♭r˜ . One has
◦
a≈ 1 (5.25)
which follows from (5.26) in the following result.
Lemma 5.5. In I+(O) ∩ {t = T } there holds∣∣∣∣1− r˜r♭
∣∣∣∣ . ε. (5.26)
Proof. We first check that
lim sup
ρ→ρ(o)
∣∣∣∣1− r˜r♭
∣∣∣∣ ≈ ε. (5.27)
Consider any point q in a small neighborhood of o. In view of (3.1), q = (ρ, ω) with
ω ∈ S2. Local expansion around o at t = T takes the form
b−1t(ρ) = b−1t(o) + ∂ρ(b
−1t)(o)(ρ− ρ(o)) +O((ρ − ρ(o))2) · · · . (5.28)
Due to (3.2) and (3.23),
−∂ρ(b−1t) = b−1tkˇNN + ρπNN.
As ρ→ ρ(o), noting that b−1t(o) = ρ(o)
−∂ρ(b−1t)(o) = ρ(o)(kˇNN (o) + πNN(o))
where N(o)(ω) = N(o)(ω) is a unit vector at the ToΣT . By substituting this
equation into (5.28) and noting ρ(o)− ρ = r2♭ /(ρ(o) + ρ), we obtain
b−1t(ρ) = (b−1t)(o) + ρ(o)(kˇNN (o) + πNN(o))
r2♭
ρ(o) + ρ
+O(r4♭ ).
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Therefore
(b−1t)2(ρ) = (b−1t)2(o) + 2(b−1t)2(o)(kˇNN (o) + πNN(o))
r2♭
ρ(o) + ρ
+O(r3♭ )
which implies, in view of (4.27), (4.25) and b−1 ≈ 1 in (4.34),
|r˜2 − r2♭ |(ρ, ω) . εr2♭ .
This shows (5.27).
We now show (5.26) by a bootstrap argument. According to (5.27) we can make
a bootstrap assumption ∣∣∣∣ r˜r♭ − 1
∣∣∣∣ (ρ, ω) ≤ ∆0, (5.29)
where 0 < ∆0 <
1
2 is a small number to be chosen. We will show that∣∣∣∣ r˜r♭ − 1
∣∣∣∣ (ρ, ω) ≤ Cε (5.30)
with a universal constant C > 0. We can choose ∆0 = 2Cε and thus (5.30) improves
(5.29).
In order to derive (5.30), we will use the fact
∣∣b−1t− t♭∣∣ .
{
εr2♭ if ρ >
b−1t
3 ,
εr♭ if ρ ≤ b
−1t
3 .
(5.31)
which will be proved shortly. From (5.29) it follows that r♭ ≈ r˜. In view of the
definition of r˜ and r♭ we have
r˜ − r♭ =
b−2t2 − t♭2
r˜ + r♭
. (5.32)
Therefore, when ρ > b
−1t
3 , we may use (5.31), r♭ ≈ r˜ and b−1 ≈ 1 in (4.34) to
obtain ∣∣∣∣ r˜ − r♭r♭
∣∣∣∣ = ∣∣∣∣b−1t− t♭(r˜ + r♭)r♭
∣∣∣∣ (b−1t+ t♭) . ε(b−1t+ t♭) . ε
and, when ρ ≤ b−1t3 , we may use (5.31), r♭ ≈ r˜ and r˜ ≈ t to obtain∣∣∣∣ r˜ − r♭r♭
∣∣∣∣ . εb−1t+ t♭r♭ . ε
Finally we prove (5.31). We may use (3.23) to obtain
N
(
b−1t− t♭
)
= r˜
(
b−1t
ρ
kˇNN + πNN
)
(5.33)
If ρ ≥ b−1t3 , then by using (5.33), (4.27), (4.25) and (5.24) we have∣∣b−1t− t♭∣∣ (r♭, ω) = ∣∣∣∣∫ r♭
0
r′♭
(
b−1t
ρ
kˇNN + πNN
)
dr′♭
∣∣∣∣
.
∫ r♭
0
r′♭
(|kˇNN |+ |πNN|) dr′♭ . εr♭2.
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If ρ ≤ b−1t3 , by using (4.35) in Proposition 4.17, the last estimate in (4.25), and
(2.10) we can obtain∣∣∣∣b−1t− t♭t
∣∣∣∣ = |b−1 − n+ n− n(Γ(t))− (b−1(Γ(t))− n(Γ(t)))| . ε.
This together with r♭ ≈ r˜ ≈ t shows that |b−1t− t♭| . εr♭. 
Now we employ Lemma 5.4 to obtain the control of /∇r and ̟ on {t = T }.
Proposition 5.6. Assume that on I+(O) ∩ {t = T } there hold∣∣Γkij∣∣+ ∣∣gij − δij ∣∣ . ε, (5.34)
and the bootstrap assumption ∣∣∣r♭
r
− 1
∣∣∣ < 1
2
, (5.35)
then on I+(O) ∩ {t = T } we have
| /∇r|2g + |1−̟2| . ε (5.36)
and
|ΣN |e + |ΣN |g . ε 12 . (5.37)
Moreover, on Zs ∩ {t = T } there holds
0 ≤ n−̟ . ε. (5.38)
The above result will be proved simultaneously with the result which improves
(5.35). The latter is presented in Proposition 5.9.
We first give some basics for /∇r and ω on {t = T }. Let hij = gij − δij . In view
of
gij∂ir∂jr = δ
ij∂ir∂jr + h
ij∂ir∂jr
we have
̟2 + | /∇r|2g = 1 + hij∂ir∂jr. (5.39)
Hence with |gij − δij | ≤ ε sufficiently small there holds
̟2 + | /∇r|2g ≤ 1.5. (5.40)
Proposition 5.7. At the center o = (T, 0) there holds
lim sup
q→(T,0)
(
| /∇r|2g + |̟ − g(∂r, ∂r)−
1
2 |
)
(q) . ε (5.41)
where the metric around o ∈ ΣT is written by Euclidian polar coordinates,
gijdx
idxj = g(∂r, ∂r)dr
2+
◦
γAB dω
AdωB
with
◦
γ being the induced metric on ST,r.
We postpone the proof of Proposition 5.7 to the end of this subsection.
Proof of Proposition 5.6. Due to Proposition 5.7, we can make an auxiliary boot-
strap assumption
| /∇r|g(q) < ∆
1
2
0 , ∀ q ∈ {t = T } ∩ I+(O) (5.42)
where 0 < ∆0 <
1
4 is a small constant to be chosen. We will improve it to be
| /∇r|g ≤ C
(
ε+∆
3
2
0
)
(5.43)
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for some universal constant C > 0. Then as long as Cε
1
2 ≤ ∆
1
2
0 ≤ 1/(2
√
C) and
0 < ǫ < 1/4, we can obtain
| /∇r|g ≤ 1
4
∆
1
2
0 + ǫ
1
2∆
1
2
0 ≤
3
4
∆
1
2
0 .
We now prove (5.43). By (5.42), (5.39) and (5.40), we have
|1−̟2| . ∆0 + ε, ̟2 . 1, |1−̟| . ∆0 + ε, (5.44)
where we employed |gij − δij | . ε in (5.34). Similarly, by using (5.8) we have
|ΣN |e . (∆0 + ε) 12 . (5.45)
With G denoting the right hand side of (5.22), we now employ (5.2), (5.22), (5.41),
and a similar argument as Lemma 4.16 to obtain
| /∇r| . 1
r
∫ r♭
0
(
r|G| + /∇Ar̟(1 −̟)
) ◦
a dr′♭
.
1
r
∫ r♭
0
r′
(
|Γ|+ r′−1(|h|+ |1−̟|(| /∇Ar| + |ΣN |e))
)
dr′♭
where we employed (5.24) and (5.25). By using (5.35), (5.34), (5.44), (5.42) and
(5.45), we have
| /∇r| . ε+ (∆0 + ε)
(
(∆0 + ε)
1
2 +∆
1
2
0
)
. ∆
3
2
0 + ε,
which gives (5.43) as desired. Thus (5.36) is proved. (5.37) follows immediately
as a consequence of (5.8) and (5.36). (5.38) follows as consequence of (5.8) and
(5.36). 
Next, we will prove (5.35), which is a comparison estimate between the Euclidean
radius function r on the initial slice and the intrinsic radius function r♭. To begin
with, we derive the following transport equation.
Lemma 5.8. On I+(O) ∩ {t = T } there holds
̟∂r(r♭ − r) =
r˜
r♭
−̟ − r˜
r♭
(|ΣN |2e +ΣN iNjhij) . (5.46)
Proof. We first employ (2.7) and Lemma 3.1 to obtain
N(r♭) = −
ρ
r♭
N(ρ) =
r˜
r♭
.
This together with (5.5) and (2.7) gives
̟∂rr♭ = Nr♭ − ΣNµ∂µr♭ =
r˜
r♭
+ΣNµ
ρ
r♭
∂µρ
=
r˜
r♭
− ρ
r♭
ΣN iBi =
r˜
r♭
− ρ
r♭
r˜
ρ
ΣN iNjgij
where we used (2.2) and (3.9) to obtain the last identity. By using (5.5) again,
̟∂r(r♭ − r) =
r˜
r♭
−̟ − r˜
r♭
ΣN iNj(hij + δij)
=
r˜
r♭
−̟ − r˜
r♭
(
ΣN i(̟
e
N j +ΣN j)δij +ΣN
iNjhij
)
which gives (5.46) due to ΣN i
e
N jδij = 0. 
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Proposition 5.9. On the region ΣT ∩ I+(O) there hold∣∣∣1− r
r˜
∣∣∣+ ∣∣∣r♭
r
− 1
∣∣∣ . ε, ∣∣∣∣ r˜r − n−1
∣∣∣∣ . ε. (5.47)
Proof. By using (5.46), (5.37), (5.36) and (5.26), we have∣∣∣r♭
r
− 1
∣∣∣ . r−1 ∫ r
0
(∣∣∣∣ r˜r♭ − 1
∣∣∣∣+ |̟ − 1|+ |ΣN |2e + |ΣN |e · |h|) dr . ε
Due to 1− rr˜ = r˜−r♭r˜ + r♭−rr +( rr˜ −1) r♭−rr , the above estimate and (5.26) then shows
that |1 − rr˜ | . ε. Hence the first estimate in (5.47) is proved. This together with
the last estimate in (4.25) implies (5.47) immediately. 
Corollary 5.10. On I+(O) ∩ ΣT there hold
|u− (T − r)| . ε,
|u− uˆ| . ε in Zs. (5.48)
Proof. Using the definition of u we can write u − (t − r) = r − r˜ + (b−1t − t).
Since Proposition 4.17 (1) implies r˜ ≤ b−1t . t, we have from Proposition 5.9 that
|r − r˜| . εr˜ . εt. By using Proposition 4.17 with t = T and |n(o)− 1| ≤ ε we also
have
|b−1t− t| . |b−1t− t♭|+ |b−1(0, t)− n((0, t))|t+ |n(0, t)− 1|t . ε.
Therefore
|u− (T − r)| ≤ |r − r˜|+ |b−1t− t| . ε
which shows the first inequality in (5.48). The second inequality in (5.48) follows
as a direct consequence. 
Finally we prove Proposition 5.7. For this purpose, we will resort to geodesic
foliation in a neighborhood of o = (T, 0). Let us first introduce the geometric
set-up.
On (ΣT , g), we denote the geodesic distance function by s, relative to which the
geodesic from o has unit velocity. Hence,
gij∇is∇js = 1. (5.49)
Let i0 > 0 be the radius of injectivity of o on ΣT and let B(o, ǫ) be the open
geodesic ball with radius ǫ, where 0 < ǫ < i0. Then B(o, ǫ) = ∪0≤s<ǫSs, where Ss
denotes the level set of s. The metric g on B(o, ǫ) can be written as
ds2 + γ′ABdω
AdωB (5.50)
where γ′ is the induced metric on Ss and (ω
1, ω2) are local coordinates on S2.
Clearly, ∇s is the outward unit normal of the foliation of Ss, which is denoted by
N ′. Due to (5.49) we have
∇N ′N ′ = 0 (5.51)
For any q ∈ B(o, ǫ), there exists a unique distance minimizing geodesic Γ˜(s)
connecting q to o. Noting that with
N0 :=
d
ds
Γ˜(0) with |N0|g(o) = 1
we can write q = expo(sN0). A point q ∈ B(o, ǫ) can be regarded as a point on
ST,ρ with unit normal N as well as a point on Ss with the unit normal N
′, verifying
N ′|s=0 = N0.
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At any q ∈ B(o, ǫ), we introduce the following decomposition
N = cosϕN ′ + Y (5.52)
where ϕ ∈ [0, π2 ] and Y is a vectorfield tangent to Ss at q. By direct checking,
|Y |g = sinϕ. Here cosϕ and Y at the center o are understood as the limits when
the point q approaches o along the geodesic expo(sN0) with s→ 0.
Lemma 5.11. Let N0 ∈ ToΣT be any unit vector. Then there hold
lim sup
s→0
(1− cosϕ(expo(sN0))) = lim sup
s→0
(
1− sρ
r˜
(
1
ρ(o)
+ kˇN0N0 + πN0N0)
)
,
(5.53)
lim sup
s→0
(|Y |2 + (1− cosϕ)) (expo(sN0)) . ε, (5.54)∣∣∣s
r˜
− 1
∣∣∣ . ε on B(o, ǫ). (5.55)
where s is the normalized geodesic distance to o verifying (5.49).
Proof. Let us first consider (5.53). For q = expo(sN0) consider
f(q) :=
r˜
ρ
cosϕ = −∇is∇iρ.
We proceed by locally expanding round o the above function as follows,
f(q) = f(o) + (∇N ′f)(o)s+O(s2). (5.56)
Note that f(o) = 0 due to r˜ = 0 at o. Now we calculate the term (∇N ′f)(0). By
using (5.51) we have
∇N ′f = −∇N ′∇is · ∇iρ−∇is∇N ′∇iρ = −N ′i∇N ′∇iρ.
Note that
Dµ∇iρ = Dµ(Παα′Dα
′
ρ)eiα = e
i
α
(
Dµ(T
αTα′ + δ
α
α′)D
α′ρ+Παα′DµD
α′ρ
)
= −eiαDµTα〈T,B〉+ eiαTαDµTα′Dα
′
ρ+DµD
α′ρΠαα′e
i
α
= −eiαDµTα〈T,B〉+DµDα
′
ρΠαα′e
i
α,
where for the last equality we used eiαT
α = 0. Therefore, from the above two
equations we obtain
∇N ′f = N ′iN ′µ(eiαDµTα〈T,B〉 −DµDα
′
ρΠαα′e
i
α)
=
b−1t
ρ
πN ′N ′ + 〈DN ′B, N ′〉.
Hence
lim
s→0
∇N ′f(expo(sN0)) = πN0N0 + 〈DN0B, N0〉.
Combining this with (5.56) gives (5.53).
Now consider (5.55). We first prove there holds for a fixed constant C > 0 that
(1− Cε)r♭ ≤ s ≤ (1 + Cε)r♭ (5.57)
with the help of the argument in [1, (14.0.7.a)]. For q = (r♭, ω) ∈ B(o, ǫ), in view
of (5.24) and (5.52) we have
s(q) =
∫ r♭
0
∂r♭sdr♭
′ =
∫ r♭
0
∇Ns ◦a dr♭′ =
∫ r♭
0
cosϕ
◦
a dr♭
′ ≤
∫ r♭
0
◦
a |Γdr♭′ (5.58)
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where Γ is the integral path of ∂r♭ with the angular variable ω ∈ S2 fixed. On the
other hand, let Γ′ be the distance minimizing geodesic connecting o to q. Then
s(q) =
∫
Γ′
∇N ′sds′ =
∫ r♭
0
(
◦
a
2
+γAB
dωA
dr♭
dωB
dr♭
)
1
2 |Γ′dr♭′ ≥
∫ r♭
0
◦
a |Γ′dr♭′. (5.59)
By using (5.26), (5.58) and (5.59) we thus obtain (5.57). (5.55) can be obtained by
using (5.57), (5.26) and sr˜ − 1 = sr♭
r♭
r˜ − 1.
Finally (5.54) can be obtained using (5.53), (4.27), (4.25), |Y |g = sinϕ and
T ≈ 1. 
Proof of Proposition 5.7. We first introduce the decomposition of N ′ with the Eu-
clidian radial normal
e
N , in the same way as (5.5).
N ′ = ̟′
e
N +ΣN ′
and
̟′(o) = g(∂r, ∂r)
− 1
2 . (5.60)
With the help of the above decomposition,
̟ = N(r) = cosϕN ′(r) + Y (r) = cosϕ̟′ + Y (r). (5.61)
Note that, similar to (5.39) we have
̟′
2
+ | /∇′r|2g = 1 + hij∂ir∂jr
where /∇′ is the Levi-Civita connection of the induced metric γ′ on Ss. In view of
(5.60) and (5.34), this implies
lim sup
s→0
| /∇′r|2g(expo(sN0)) . ε.
In view of Y (r) = /∇′r(Y ), this together with (5.54) implies that
lim sup
s→0
|Y (r)|(expo(sN0)) . ε.
By combining this estimates with (5.54), (5.60) with (5.61), we can obtain the
second part in (5.41), due to
̟ − g(∂r, ∂r)− 12 = cosϕ(̟′ − g(∂r, ∂r)− 12 ) + (cosϕ− 1)g(∂r, ∂r)− 12 + Y (r).
With the help of (5.39), the other part follows as an immediate consequence. 
5.3. The intrinsic geometry in Zs. Next we give the main result of this section,
which lies in the core of analysis in this paper in Zs.
Theorem 5.12 (Main estimates). In Zs ⊂ I+(O), there hold t ≈ r˜ ≈ r and
0 ≤ n−̟ . ε〈t〉−4, (5.62)
| /∇r|+ |ΣN |g . ε 12 〈t〉−2, (5.63)
〈t〉2|kNA|+ 〈t〉ρ
∣∣∣∣(kˆ, trk − 3ρ )
∣∣∣∣ . ε, (5.64)
|u− uˆ| . ε, (5.65)
〈t〉
∣∣∣∣ r˜r − n−1
∣∣∣∣ . ε, (5.66)
where 〈t〉 = t+ 1.
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Proof. Let us make in Zs the bootstrap assumptions
|u− uˆ| ≤ 10∆0tδ, ∀ t > T and uˆ ≤ uˆ1, (5.67)∣∣∣∣ r˜r − n−1
∣∣∣∣ ≤ ∆0t−δ, 0 ≤ n−̟ ≤ ∆0t−δ, (5.68)
t1−δρ
∣∣∣∣(kˆ, trk − 3ρ)
∣∣∣∣ ≤ ∆0, (5.69)
where 0 < δ < 110 and C0ε ≤ ∆0 ≤ 14T are small numbers to be chosen later, here
C0 is the universal constant in (5.38), (5.48), (4.27) and (5.47). n−̟ ≥ 0 follows
directly from the second identity in (5.8). To complete the proof, we need to show
|u− uˆ| ≤ Cε 12 (∆0 + ε 12 ) + 6∆0T δ, (5.70)
0 ≤ n−̟ ≤ Cεt−4, (5.71)
t
∣∣∣∣ r˜r − n−1
∣∣∣∣ ≤ Cε, (5.72)
tρ
∣∣∣∣(kˆ, trk − 3ρ )
∣∣∣∣ ≤ C(ε+∆02) (5.73)
which are improvement over (5.67)- (5.69) whence choosing ∆0 = min{2Cε, 14T−1}.
This choice can be achieved since we can choose ε < 18TC . Here the universal
constant C > C0 and ε is sufficiently small such that Cε
1
2 < 12 . With the completion
of (5.70)-(5.73), we can obtain (5.62)-(5.66) except the first estimate in (5.64). In
the sequel, we prove (5.70)-(5.72).
For q ∈ Zs, ⌢q intersects {t = T } at q′, which is in {r ≥ 2}∩ΣT . We will employ
transport equations along the segment of
⌢
q= {expO(ρV )} from q′ to q with V
determined by q, and initial data given in Proposition 5.6 and Proposition 4.14.
We will frequently employ in Zs the relations
r ≈ r˜ ≈ t, b−1 ≈ 1, t ≈ τ, ̟ ≈ n ≈ 1 (5.74)
which follow from Proposition 4.17, (5.68) and (5.4).
Let us employ (5.18) with the initial data given in (5.38) in Proposition 5.6. We
can write (5.18) as
B(n−̟) + 4
ρ
(n−̟) = (H1 +H2)(n−̟), (5.75)
where
H1 =
4
ρ
− 2 r˜
ρ
r −M
(r + 2M)2
n−2(n+̟),
H2 =
2M
n2(r + 2M)2
(
r˜
ρ
̟ +
b−2t2
ρr˜
(n+̟)
)
.
On ΣT ∩ Zs we can infer from (5.38) and τ ≈ T that
τ4(n−̟) . ε, if t = T.
Thus, with q′ = expO(ρ0V ), by assuming∫ ρ
ρ0
(|H1|+ |H2|) dρ′ . ∆0 + ε, (5.76)
49
we can apply Lemma 4.16 to H = H1, H2 and υ = (
τ
ρ )
4 for the equation (5.75) to
obtain
(n−̟) . τ−4ε ≈ t−4ε.
Here, to obtain the last inequality, we employed (5.74).
It remains to prove (5.76) with the help of (5.68), (5.74) and 0 < M ≤ ε. Using
n2 = (r − 2M)/(r + 2M) we can write
H1 =
2r˜
ρ
r −M
r2 − 4M2 (n−̟)−
4nr
ρ
(
r˜
r
− n−1
)
r −M
r2 − 4M2 +
4
ρ
(r − 4M)M
r2 − 4M2 .
By using r ≈ r ± 2M and n ≈ 1, we have
|H1| . 1
ρ
(∣∣∣∣ r˜r − n−1
∣∣∣∣+ Mr
)
+
r˜
ρ
(n−̟)
r
. (5.77)
Similarly, we can bound H2 by
|H2| . Mr˜
ρ(r + 2M)2
(
1 +
t2
r˜2
)
.
Mr˜
ρ(r + 2M)2
≈ Mr˜
ρr2
≈ M
ρr
.
Symbolically, this term has already appeared in H1. Thus, it suffices to consider
only the types of terms in (5.77). By using (4.33), (5.74) and the first assumption
in (5.68), we have∫ ρ
ρ0
1
ρ′
∣∣∣∣ r˜r − n−1
∣∣∣∣ dρ′ . ∆0 ∫ t
T
1
b−1n−1t′
〈t′〉−δdt′ . ∆0. (5.78)
Similarly,∫ ρ
ρ0
1
ρ′
(
M
r
+ (n−̟)
)
dρ′ .
∫ t
T
1
b−1n−1t′
(
M
r
+ (n−̟)
)
dt′
. (ε+∆0)
∫ t
T
t′
−(1+δ)
dt′ . ε+∆0,
where we employed the second assumption in (5.68) as well. This ends the proof
of (5.76) and thus (5.71) is proved. (5.63) follows as a direct consequence of (5.71),
(5.6) and the second identity in (5.8).
Next we prove (5.70). Due to (5.67) we have
u ≤ uˆ1 + 10∆0tδ. (5.79)
We consider Zs foliated by ∪uˆ≤uˆ1Csuˆ. For any point q ∈ Zs, we regard q as a point
in Csuˆ with uˆ uniquely determined by q. There is a unique null geodesic Γ′(t) on Csuˆ,
such that ddtΓ
′ = Lˆ, which intersects {t = T } at q′. Note that uˆ is invariant on Csuˆ,
with the help of Corollary 5.10 we can obtain
|(u − uˆ)(q)| =
∣∣∣∣(u− uˆ)(q′) + ∫ t
T
Lˆ(u− uˆ)dt′
∣∣∣∣ ≤ C0ε+ ∣∣∣∣∫ t
T
Lˆ(u)dt′
∣∣∣∣
≤
∫ t
T
u
∣∣∣∣ /∇Ar · kAN + n〈DTT,N〉+ kˇNN (n−̟)r˜ − u̟ρ
∣∣∣∣ dt′
+ C0ε+
∫ t
T
|n−̟|dt. (5.80)
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From (5.71) it follows that∫ t
T
|n−̟|dt′ . ε
∫ t
T
t′−4dt′ . ε.
In order to treat the first term on the right hand side of (5.80), we will rely on
(5.69) to treat the terms on kˇNN , kNA. By (5.63), ρ
2 = uu and ρ . t, we have∫ t
T
u| /∇Ar · kAN |dt . ε
1
2
∫ t
T
|ρkAN |ρt′−3dt′ . ε 12∆0
∫ t
T
t′−4+δρdt′ . ε
1
2∆0.
Noting that Dn ≈ εr2 which can be obtained from (5.16), we may use (5.79) and
(5.74) to derive that∫ t
T
un|〈DTT,N〉|dt′ . ε
∫ t
T
r−2t′δdt′ . ε.
Due to ρ2 = uu and (5.74), we have utρ ≈ ρ. Thus by using (5.71) and (5.69) we
can obtain∫ t
T
∣∣∣∣kˇNN u(r˜ + u)ρ (n−̟)
∣∣∣∣ dt′ ≤ ∫ t
T
|kˇNNρ′|(n−̟)dt′ . ε∆0
∫ t
T
t′−4dt′ . ε∆0.
Since u
2
ρ =
ρu
u , we may use (5.69), (5.79) and (4.14) to derive that∫ t
T
∣∣∣∣u2nρ kˇNN
∣∣∣∣ dt′ ≤ 2∆0 ∫ t
T
t′u
u
t′
δ−2
dt′ < 4∆0T
δ−1(uˆ1 + 10∆0T
δ),
where we used the property u > 5t8 which can be seen as follows. Indeed, in view of
the first assumption in (5.68), (4.14) and (4.37), we can derive, with M sufficiently
small so that n(2) > 45 , that
u = b−1t+ r˜ = (b−1 − n)t+ nt+ n−1r +
(
r˜
r
− n−1
)
r
≥ t
(
n+ n−1
r
t
)
− cε ln t− n(2)
10
t1−δ
≥ t
(
9
10
n+
1
10
n−1
)
− cε ln t > 5t
8
where we used ∆0 <
1
4T ≤ n(2)10 , the fact that n(r) is increasing and that cε can be
sufficiently small, we also employed (5.4) to obtain
r
t
≥ t− uˆ1
2t
>
1
2
− t− 2
2t
>
1
10
.
Hence (5.70) is proved because uˆ1 = T − γ(2) ≤ T − 2 and 10∆0T δ < 12T due to
T > 5 and 4∆0T < 1.
Next, we prove (5.72). Since πNN in (5.21) vanishes since we consider Z
s only,
we can rewrite (5.21) as
B
(
r˜
r
− n−1
)
+
1
ρ
(
r˜
r
− n−1
)
= −H
(
r˜
r
− n−1
)
+G, (5.81)
where
G =
r˜2
r2ρ
(n−̟)− ρ
r
N(logn), H =
n
ρ
(
r˜
r
− n−1
)
+
r˜
ρ
N(logn).
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By using (4.33), (5.16), (5.74) and (5.68), we can derive that∫ ρ
ρ0
|H |dρ′ .
∫ t
T
ρ′
b−1t′
r˜
ρ′
N logndt′ +
∫ ρ
ρ0
n
ρ′
(
r˜
r
− n−1
)
dρ′
.
∫ t
T
ε〈t〉−2dt′ +
∫ ρ
ρ0
∆0〈ρ′〉−1〈t〉−δdρ′ . ε+∆0. (5.82)
Next we consider the term G. Note that in Zs where uˆ ≤ uˆ1 ≤ T , we can use (5.70)
to obtain
0 ≤ u . T +∆0 + ε . 1. (5.83)
Thus we may use u ≈ t, r ≈ t ≈ τ and (5.83) to infer that
τ−1
∫ ρ
ρ0
τ ′
ρ′
r
|N logn|dρ′ . τ−1
∫ t
T
ρ′
2
τ ′
rt′
|N logn|dt′ . εmax u
τ
. ε/τ (5.84)
By using (5.74) and (5.62) we also have
τ−1
∫ ρ
ρ0
τ ′
r˜2
r2ρ
(n−̟)dρ′ . τ−1
∫ t
T
τ ′
b−1t′
(n−̟)dt′ . ε/τ. (5.85)
Note that due to (5.47) and (5.74), we have τ | r˜r − n−1| . ε on Zs ∩ΣT . In view of
(5.82)-(5.85), we may use Lemma 4.16 to obtain∣∣∣∣ r˜r − n−1
∣∣∣∣ . ε/τ.
By using τ ≈ t, we can obtain (5.72).
It remains to prove (5.73). This will rely on (5.71), (5.63) as the consequence of
(5.71), as well as (5.83) in Zs. We will divide the proof into two steps: the first
step is to control curvature components, which is presented in Proposition 5.13;
the second step is to use the obtained estimates on curvature to control the second
fundamental form k. 
We will need the estimates on Weyl components in Zs relative to the intrinsic
frame {B, N, eA, A = 1, 2}. We will first prove Proposition 4.15. The following
result can follow as a consequence.
Proposition 5.13. For all t > T in Zs
|W (S, eA, S, eC)| . εt−2, (5.86)
ρ |W (B, eA,B, N)| . ε 32 t−4, (5.87)
̺ =
1
4
W (L,L, L, L) = n−4 ˆ̺
(
1 +O
( ε
t4
))
. (5.88)
More precisely
̺ = n−4 ˆ̺
(
1 +
3
2
(
n−2̟2 − 1)) . (5.89)
The above result is crucial to prove (5.64) in Theorem 5.12, which is to control
the geometry of the hyperboloidal foliation in Zs, where the density of the level set
is approaching ∞. We remark that (5.64), together with the control of the second
fundamental form k on wave zone will imply that the radius of conjugacy is +∞.
The pointwise bound on curvature components, combined with the result of radius
of conjugacy, implies that the radius of injectivity is +∞. The estimate (5.64) is
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also crucial to justify the limit of Hawking mass exists, which is the main result in
Section 7.
Recalling Lˆ from (5.3), we define a pair of null frame
Lˆ = ∂t + n
2∂r, Lˆ = ∂t − n2∂r. (5.90)
By using (5.1), we have 〈Lˆ, Lˆ〉 = −2n2. This implies {n−1Lˆ, n−1Lˆ, eˆA, A = 1, 2}
forms a canonical null tetrad in Zs, where {eˆA, A = 1, 2} is an orthonormal frame
on St,uˆ.
Now using (5.90), we have
T =
n−1
2
(Lˆ + Lˆ), n∂r =
n−1
2
(Lˆ− Lˆ). (5.91)
Let µ = 1− n−1̟. It then follows from (5.5) that
L =
n−1
2
[
(2− µ)Lˆ + µLˆ
]
+ΣN,
L =
n−1
2
[
µLˆ+ (2− µ)Lˆ
]
− ΣN.
(5.92)
In Zs, by using (5.9) and (5.91), we have
eA = ΣeA +
1
2
n−2 /∇Ar(Lˆ − Lˆ). (5.93)
For future reference, let us also set
◦
u= n−1(b−1t+ n−1̟r˜),
◦
u= n−1(b−1t− n−1̟r˜). (5.94)
By using (3.10) and (5.92),
S = ρB =
1
2
(
◦
u Lˆ+
◦
u Lˆ
)
+ r˜ΣN. (5.95)
To prove Proposition 4.15, we will employ the following properties of curvature
in Zs under the canonical null tetrad {n−1Lˆ, n−1Lˆ, eˆA, A = 1, 2}.
Lemma 5.14. (1) Under the null decomposition in terms of n−1Lˆ = e4, n
−1Lˆ =
e3, in Z
s the only nonvarnishing Weyl components in the list of Definition
4.5 is ˆ̺ := 14W (Lˆ, Lˆ, Lˆ, Lˆ) which is given by
n−4 ˆ̺ = − 4M
(r + 2M)3
. (5.96)
(2) As direct consequences, by using [1, Page 149, (7.3.3c)] we have
W (eˆA, n
−1Lˆ, eˆB, n
−1Lˆ) = −n−4 ˆ̺δAB,
W (eˆA, eˆB, eˆC , eˆD) = −n−4ǫABǫCD ˆ̺,
W (eˆA, eˆB, eˆC , n
−1Lˆ) = 0; W (eˆA, eˆB, eˆC , n
−1Lˆ) = 0.
(5.97)
We will postpone the proof of (1) in the above lemma to Lemma 6.3 in the next
section. Since it is a fact of the Schwartzchild metric itself, the proof is independent
of the intrinsic hyperboloidal frame, which also means it is independent of any
result in this section. In the sequel, we will constantly use Lemma 5.14 without
mentioning.
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Proof of Proposition 4.15 and Proposition 5.13 . We first show (5.88). We decom-
pose ̺ = 14W (L,L, L, L) by using (5.92), the properties of Weyl tensor W and
Lemma 5.14,
4̺ =W (L,L, L, L)
=W
(
n−1
2
[
(2− µ)Lˆ + µLˆ
]
+ΣN,
n−1
2
[
µLˆ+ (2− µ)Lˆ
]
− ΣN,
n−1
2
[
(2 − µ)Lˆ+ µLˆ
]
+ΣN,
n−1
2
[
µLˆ+ (2− µ)L
]
− ΣN
)
= I+ 2II+ III+ IV, (5.98)
where
I =
n−4
16
W
(
(2− µ)Lˆ+ µLˆ, µLˆ+ (2− µ)Lˆ, (2− µ)Lˆ+ µLˆ, µLˆ+ (2− µ)Lˆ
)
,
II =W
(
n−1
2
[
µLˆ+ (2 − µ)Lˆ
]
,ΣN,
n−1
2
[
(2 − µ)Lˆ+ µLˆ
]
,ΣN
)
,
III =W
(
ΣN,
n−1
2
[
µLˆ+ (2 − µ)Lˆ
]
,ΣN,
n−1
2
[
(µLˆ + (2− µ)Lˆ
])
,
IV =W
(
ΣN,
n−1
2
[
(2 − µ)Lˆ+ µLˆ
]
,ΣN,
n−1
2
[
(2 − µ)Lˆ+ µLˆ
])
.
By direct calculation, it is easy to see that
I =
n−4
16
(
(2− µ)4 + µ4 − 2(2− µ)2µ2)W (Lˆ, Lˆ, Lˆ, Lˆ) = 4n−6̟2 ˆ̺. (5.99)
Noting that
II+ IV =W
(
n−1
2
[
(2− µ)Lˆ+ µLˆ
]
,ΣN,n−1(Lˆ+ Lˆ),ΣN
)
= n−2W (Lˆ,ΣN, Lˆ,ΣN) = −n−4 ˆ̺|ΣN |2g,
II+ III = II+ IV,
we obtain, in view of the above identities and (5.99) that
̺ = n−4 ˆ̺
(
n−2̟2 − 1
2
(
1− n−2̟2)) (5.100)
which together with (5.71) implies (5.88).
We now consider αAC := W (L, eA, L, eC). We may use (5.92) and (5.93) to
replace L, eA and eC and expand it. Due to the various vanishing terms implied
by Lemma 5.14 we have
αAC = I1 + I2 + I3 + I4 + I5 + I6,
where
I1 =W
(
n−1
2
[
µLˆ+ (2− µ)Lˆ
]
,
1
2
n−2 /∇Ar(Lˆ − Lˆ),
n−1
2
[
µLˆ+ (2− µ)Lˆ
]
,
1
2
n−2 /∇Cr · (Lˆ− Lˆ)
)
,
I2 =W
(
n−1
2
[
µLˆ+ (2− µ)Lˆ
]
,ΣeA,−ΣN, 1
2
n−2 /∇Cr(Lˆ − Lˆ)
)
,
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I3 =W
(
n−1
2
[
µLˆ+ (2− µ)Lˆ
]
,ΣeA,
n−1
2
[
µLˆ+ (2− µ)Lˆ
]
,ΣeC
)
,
I4 =W
(
−ΣN, 1
2
n−2 /∇Ar(Lˆ − Lˆ),
n−1
2
[
µLˆ+ (2− µ)Lˆ
]
,ΣeC
)
,
I5 =W (−ΣN,ΣeA,−ΣN,ΣeC) ,
I6 =W
(
ΣN,
1
2
n−2 /∇Ar(Lˆ − Lˆ),ΣN,
1
2
n−2 /∇Cr(Lˆ − Lˆ)
)
.
By straightforward manipulation we have
I1 =
n−6
16
(
µ2 + 2µ(2− µ) + (2− µ)2) /∇Ar /∇CrW (Lˆ, Lˆ, Lˆ, Lˆ) = n−6 ˆ̺/∇Ar /∇Cr.
By using Lemma 5.14, we can derive that
I2 =
1
4
n−3 /∇Cr
[
(2− µ)W (Lˆ,ΣeA, Lˆ,ΣN)− µW (Lˆ,ΣeA, Lˆ,ΣN)
]
=
1
2
(µ− 1)n−5 ˆ̺/∇Cr〈ΣeA,ΣN〉 =
1
2
n−8 ˆ̺̟ 2 /∇Cr /∇Ar.
By the similar argument we can obtain
I3 = −1
2
µ(2− µ)n−4 ˆ̺〈ΣeA,ΣeC〉 = −1
2
(1 − n−2̟2)n−4 ˆ̺〈ΣeA,ΣeC〉,
I4 = −1
4
(2− µ− µ)n−5 ˆ̺/∇Ar〈ΣN,ΣeC〉 =
1
2
n−8 ˆ̺̟2 /∇Cr /∇Ar,
I5 = −n−4 ˆ̺(ΣN ∧ ΣeA) · (ΣN ∧ΣeC) ,
I6 = −1
2
n−4 /∇Ar /∇CrW (Lˆ,ΣN, Lˆ,ΣN) =
1
2
n−6 ˆ̺/∇Ar /∇Cr|ΣN |2.
By using the above expressions for Ii, i = 1, . . . , 6, we can obtain from Theorem
5.12 the desired estimate on α given in (4.29).
For αAC := W (L, eA, L, eC) we may use the same argument for treating αAC ,
which implies αAC =
∑6
i=1 I˜i, where these I˜i can be easily obtained from Ii by
swapping µ with 2−µ, and changing ΣN to −ΣN . Then it is clear that I˜i = Ii for
i = 1, · · · 6. This shows that α = α and thus we obtain the estimate on α in (4.29).
Next we consider β
A
:= 12W (L, eA, L, L). By using (5.92) and (5.93), we decom-
pose β as follows
2β
A
= J1 + J2 + J3 + J4 + J5,
where
J1 =W
(
n−1
2
[
µLˆ+ (2 − µ)Lˆ
]
,
1
2
n−2 /∇Ar(Lˆ − Lˆ),
n−1
2
[
(2− µ)Lˆ+ µLˆ
]
,
n−1
2
[
µLˆ+ (2− µ)Lˆ
])
,
J2 =W
(
n−1
2
[
µLˆ+ (2 − µ)Lˆ
]
,ΣeA,
n−1
2
[
µLˆ+ (2− µ)Lˆ
]
,−ΣN
)
,
J3 =W
(
n−1
2
[
µLˆ+ (2 − µ)Lˆ
]
,ΣeA,
n−1
2
[
(2− µ)Lˆ + µLˆ
]
,−ΣN
)
,
J4 =W
(
−ΣN, 1
2
n−2 /∇Ar(Lˆ − Lˆ),
n−1
2
[
(2 − µ)Lˆ+ µLˆ
]
,−ΣN
)
,
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J5 =W
(
−ΣN, 1
2
n−2 /∇Ar(Lˆ − Lˆ),
n−1
2
[
µLˆ+ (2 − µ)Lˆ
]
,−ΣN
)
.
Direct calculation shows that
J1 =
1
4
n−5(µ− (2 − µ)) /∇ArW (Lˆ, Lˆ, Lˆ, Lˆ) = −2n−6̟/∇Ar ˆ̺. (5.101)
For J2 and J3, we first note that by using Lemma 5.14
J2 + J3 =W
(
n−1
2
[
µLˆ+ (2− µ)Lˆ
]
,ΣeA, n
−1(Lˆ + Lˆ),−ΣN
)
= −n
−2µ
2
W (Lˆ,ΣeA, Lˆ,ΣN) +
n−2
2
(µ− 2)W (Lˆ,ΣeA, Lˆ,ΣN)
=
µ+ 2− µ
2
n−4 ˆ̺〈ΣeA,ΣN〉 = −n−6̟ ˆ̺/∇Ar. (5.102)
Similarly we can derive by using Lemma 5.14 that
J4 + J5 =W
(
−ΣN, 1
2
n−2 /∇Ar(Lˆ − Lˆ),
n−1
2
(Lˆ + Lˆ),−ΣN
)
= 0
Combining this with (5.101) and (5.102) we therefore obtain
β
A
= −3
2
n−6̟ ˆ̺/∇Ar. (5.103)
which together with Theorem 5.12 shows the estimate on β in (4.29).
For βA :=
1
2W (L, eA, L, L), we can use the similar argument to derive that
2βA =W (L, eA, L, L)
=W
(
n−1
2
[
(2− µ)Lˆ+ µLˆ
]
,
1
2
n−2 /∇Ar(Lˆ − Lˆ),
n−1
2
[
(2− µ)Lˆ + µLˆ
]
,
n−1
2
[
µLˆ+ (2− µ)Lˆ
])
+W
(
n−1
2
[
(2 − µ)Lˆ+ µLˆ
]
,ΣeA,
n−1
2
[
µLˆ+ (2− µ)Lˆ
]
,−ΣN
)
+W
(
n−1
2
[
(2 − µ)Lˆ+ µLˆ
]
,ΣeA,
n−1
2
[
(2− µ)Lˆ+ µLˆ
]
,−ΣN
)
− J4 − J5
= −3n−6̟/∇Ar ˆ̺.
Indeed, by straightforward checking, the sum of the second and the third term is
the same as J2 + J3, and the first term equals J1. We also employed J4 + J5 = 0
to get the last identity. This shows that β = β.
Finally we show that σ = 0. Recall 2σǫAC = WAC34, we only need to show
WAC34 = 0. By using (5.92), (5.93) and Lemma 5.14 we have
WAC43 =W (eA, eC , L, L) = I+ II+ III,
where
I =W
(
1
2
n−2 /∇Ar(Lˆ − Lˆ),
1
2
n−2 /∇Cr(Lˆ − Lˆ),
n−1
2
[
(2 − µ)Lˆ+ µLˆ
]
,
n−1
2
[
µLˆ+ (2 − µ)Lˆ
])
,
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II =W
(
ΣeA,
1
2
n−2 /∇Cr(Lˆ − Lˆ),
n−1
2
[
(2− µ)Lˆ+ µLˆ
]
+ΣN,
n−1
2
[
µLˆ+ (2 − µ)Lˆ
]
− ΣN
)
,
III =W
(
1
2
n−2 /∇Ar(Lˆ − Lˆ),ΣeC ,
n−1
2
[
(2− µ)Lˆ+ µLˆ
]
+ΣN,
n−1
2
[
µLˆ+ (2 − µ)Lˆ
]
− ΣN
)
.
It is clear that I = 0. By direct calculation we have
II =
1
2
n−2 /∇CrW
(
ΣeA, Lˆ− Lˆ, n
−1
2
[
(2− µ)Lˆ + µLˆ
]
,−ΣN
)
+
1
2
n−2 /∇CrW
(
ΣeA, Lˆ− Lˆ, n
−1
2
[
µLˆ+ (2− µ)Lˆ
]
,−ΣN
)
= 0
since W (ΣeA, Lˆ − Lˆ, Lˆ + Lˆ,ΣN) = 0. By the same argument we can show that
III = 0. Hence σ = 0.
Next, we prove (5.86) and (5.87). We note that by using (3.10)
W (S, eA, S, eC) =
u2
4
αAC+
u2
4
αAC−
ρ2
2
̺δAC , ρW (eA,B, N,B) = −1
4
(uβ
A
+uβA).
By using (5.83) in Zs,
ρ2 . t, (5.104)
we therefore conclude in Zs ∩ {t ≥ T }, by using the estimates in (4.29)
|W (S, eA, S, eC)| . εt−3(t+ ε2t−2) . εt−2,
|ρW (eA,B, N,B)| . εt−4
as desired. Thus the proof is complete. 
We will employ (3.50)-(3.52) to prove (5.73), which will be proved simultaneously
together with the stronger estimate in (5.64) for kNA.
Proof of (5.64) and (5.73). We first note that for any point p in Zs,
⌢
p is fully
contained in Zs when t ≥ T , due to Remark 4.9.
In view of (3.45) and t ≈ r˜ in (5.74), we have
|ζ| . εt−4 if t ≥ T in Zs (5.105)
since | /∇ logn| . ε〈t〉−4 due to (5.63), (5.9) and (4.14), as well as (T)πij = 0, in Zs.
In view of Proposition 5.13 and (5.104), there hold in Zs
|ρ2EAC , ρ2ENN , ρt2ENC | . ε〈t〉−2.
Combining this with Lemma 4.2 shows that
|ρ2R̂BNBN , ρ2R̂BABC , ρt2R̂BNBC | . ε〈t〉−2 in Zs. (5.106)
Here we used the fact that Zs is a vacuum region.
In order to prove (5.64) in Zs, for t ≥ T , in view of Proposition 4.14, we can
make the following bootstrap assumptions∣∣∣∣tρ(kˆNN , trk − 3ρ , kˆAC), t2kˆNA
∣∣∣∣ ≤ ∆0. (5.107)
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As a direct consequence of (5.107), for any p in Zs, the integral along
⌢
p= expO(ρV )
from q =
⌢
p ∩{t = T }, where V ∈ H1, we have∫ ρ
ρ(q)
∣∣∣∣trk − 3ρ′
∣∣∣∣ dρ′ . ∆0, (5.108)
and ∣∣∣ρ2(kˆ⊗̂kˆ)NN , ρ2(kˆ⊗̂kˆ)AC , ρt(kˆ⊗̂kˆ)NA, ρ2|kˆ|2∣∣∣ . ∆02〈t〉−2, (5.109)
where the definition of ⊗̂ can be found in (3.33), and (5.109) can be obtained in
view of the symbolic identities in (3.53) and (5.107). To obtain (5.108), we also
employed (4.33) and b, n ≈ 1 in Zs due to Proposition 4.17.
By using (5.105), (5.109) and (5.106), the terms in (3.50)-(3.52) verify
|ρ2GNN , ρ2GAC , ρtGNA| . (ε+∆02)〈t〉−2
We consider the transport equations (3.50)-(3.52), which symbolically are recast
below for Hρ tangent tensor fields
/∇BF +
2
3
trkF = G. (5.110)
For any p ∈ Zs, by using Lemma 4.16 (2), (4.33) and (5.108), we integrate (3.50)-
(3.52) along
⌢
p . By virtue of b−1 ≈ 1, t ≈ τ in (4.34), also using Proposition 4.14,
we can obtain
|ρτkˆNN | . ε+
∫ t
T
|ρ′2GNN |dt′ . ε+∆02,
|ρτkˆAC | . ε+
∫ t
T
|ρ′2GAC |dt′ . ε+∆02,
|τ2kˆNA| . ε+
∫ t
T
|ρ′t′GNA|dt′ . ε+∆02.
Similarly integrating (3.37) along
⌢
p , with the help of (4.27) and (5.109), gives∣∣∣∣ρτ(trk − 3ρ)
∣∣∣∣ . ε+ ∫ t
T
ρ′
2
(
|RBB|+ |kˆ|2
)
dt′ . ε+∆0
2
where RBB = 0 since Z
s is a vacuum region.
Due to t ≈ τ , we can summarize the above four estimates as∣∣∣∣tρ(kˆNN , trk − 3ρ , kˆAC), t2kˆNA
∣∣∣∣ ≤ C(ε+∆02).
With ∆0 = 3Cε and ∆0 <
1
2C , (5.107) can be improved to be bounded by
5
6∆0,
since C(ε+∆0
2) < 56∆0 holds in this situation. 
6. On the region of excision
In this section, we will prove Proposition 4.11. For this purpose, we consider the
part on Hρ∗ contained in the schwarzschild zone, foliated by the optical function uˆ,
where 1 ≤ uˆ ≤ uˆ1. We will obtain Proposition 4.11 by proving the following result.
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Proposition 6.1. Let t¯ = 1|S|
∫
S
tdµγS with S = Sρ,uˆ and γS the induced metric
on S. There holds
osc
Sρ,uˆ
(t) := max
Sρ,uˆ
|t− t¯| . ε 12 . (6.1)
As a consequence, for ρ > T sufficiently large,
tmax(Sρ,uˆ1) < tmin(Sρ,uˆ), if 1 ≤ uˆ < uˆ1. (6.2)
If ρ ≤ ρ∗, t∗ < t < t∗ and uˆ > 1, then
uˆ(St,ρ) < uˆ1. (6.3)
Indeed, Proposition 4.11 follows from (6.3) immediately. In order to derive the
estimate (6.1), we use † /∇ to denote the covariant derivative on Sρ,uˆ. Then
osc
Sρ,uˆ
(t) ≤ ‖† /∇t‖L∞(Sρ,uˆ)diam(Sρ,uˆ). (6.4)
Therefore, we need to estimate ‖† /∇t‖L∞(Sρ,uˆ) and diam(Sρ,uˆ). For this purpose,
we first give the geometric set-up for the uˆ foliation of the part of Hρ∗ in the
schwarzschild zone. We define
Ls = n−2∂t + ∂r and L
s = n−2∂t − ∂r. (6.5)
Clearly, due to (5.90)
Lˆ = n2Ls, Lˆ = n2Ls, (6.6)
Thus Ls, Ls form a null pair and 〈Ls, Ls〉 = −2n−2. Moreover, one can use (5.3)
to show that DLsL
s = 0.
We define the null second fundamental forms in terms of Ls and Ls in Schwarzschild
zone by
s
χ(X,Y ) = 〈DXLs, Y 〉;
s
χ(X,Y ) = 〈DXLs, Y 〉 (6.7)
for any St,uˆ-tangent vector fields X and Y . Similarly, we can introduce the null
second fundamental forms
̂
χ and
̂
χ relative to Lˆ and Lˆ. We also introduce
− †a−1 = 〈B, Ls〉 and †N = −∇uˆ|∇uˆ| (6.8)
which are the lapse function and the radial normal of the uˆ-foliation on Hρ respec-
tively. We first prove the following result which includes the estimate on |† /∇t|.
Lemma 6.2. Let ρ be sufficiently large. There hold on Hρ ∩ {1 ≤ uˆ ≤ uˆ1} that
†
a
−1
= −a−1n−2(̟ − n) + n−1u
ρ
, (6.9)
†N = †aLs −B, (6.10)∣∣∣†a− nρ
u
∣∣∣ . ε〈ρ〉3〈t〉 , (6.11)∣∣∣∣†N(t)− n−1 r˜ρ
∣∣∣∣ . ε〈ρ〉3〈t〉 , (6.12)∣∣† /∇t∣∣
g
.
ε
1
2
〈ρ〉2 . (6.13)
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Proof. In what follows the metric g is actually the Schwarzchild metric since we
only consider the part of Hρ that is fully contained in the schwarzschild zone. We
will frequently use the facts
u & 1 and ρ2 = uu & u & 1 if 1 ≤ uˆ ≤ uˆ1, (6.14)
where we used (5.65) with sufficiently small ε. By using (6.5), Lemma 3.1 and (5.7)
we have
−†a−1 = 〈B, Ls〉 =
〈
a−1N+
b−1t
ρ
n−1∂t, n
−2∂t + ∂r
〉
= a−1〈N, ∂r〉+ b
−1t
ρ
n−3〈∂t, ∂t〉 = a−1n−2N(r) − b
−1t
ρ
n−1
= a−1n−2(̟ − n) +
(
a−1 − b
−1t
ρ
)
n−1
= a−1n−2(̟ − n)− n−1u
ρ
,
where we used a−1 = r˜/ρ and u = b−1t− r˜ in the last step. This shows (6.9).
Next, we prove (6.11). In view of (6.9) we have
†
a =
nρ
u
1
1− r˜un−1(̟ − n)
.
According to (5.62) and n ≈ 1, the term r˜un−1(̟−n) is small for sufficiently small
ε so that we can derive that
†
a =
nρ
u
(
1 +O
(
r˜
u
n−1(̟ − n)
))
=
nρ
u
+O
(
ρr˜
u2
(̟ − n)
)
.
Note that ρ/u2 = u2/ρ3, u ≈ t and r˜ ≈ t, we obtain (6.11) by using (5.62) and
(6.14).
Notice that
−∇uˆ = −Duˆ−BµDµuˆB = Ls + 〈Ls,B〉B = Ls − †a−1B.
This together with the facts 〈B,B〉 = −1 and 〈Ls, Ls〉 = 0 implies that |∇uˆ| =
†
a
−1. Therefore †N = †aLs −B which is (6.10). Hence, by virtue of (2.6), (6.5),
ρ2 = uu and u = b−1t+ r˜, we obtain
†N(t) = †aLs(t)−B(t) = †an−2 − b
−1n−1t
ρ
= n−2
(
†
a− nρ
u
)
+
r˜
nρ
(6.15)
which together with (6.11) shows (6.12).
Finally, we consider the angular derivative † /∇t which can be written as
† /∇t = Dt+B(t)B− †N(t) †N = n−1
(
−T+ b
−1t
ρ
B
)
− †N(t) †N,
where for the second equality we used (2.5) and (2.6). Therefore
〈† /∇t, † /∇t〉 = n−2
〈
−T+ b
−1t
ρ
B,−T+ b
−1t
ρ
B
〉
+ †N(t)2
− 2n−1 †N(t)
〈
−T+ b
−1t
ρ
B, †N
〉
.
60 QIAN WANG
By using (2.3) and noting that 〈B, †N〉 = 0 and 〈T, †N〉 = −n †N(t), the latter of
which follows from (2.5), we have
〈† /∇t, † /∇t〉 = n−2
(
−1 + b
−2t2
ρ2
)
− †N(t)2 = r˜
2
n2ρ2
− †N(t)2.
In view of (6.15), (6.11), n ≈ 1 and r˜ ≈ t we obtain
〈† /∇t, † /∇t〉 = −n−1
(
†
an−1 − ρ
u
) [
n−1
(
†
an−1 − ρ
u
)
+
2r˜
nρ
]
= O
(
ε
〈ρ〉4
)
which shows (6.13). 
Next we will derive the estimate on diam(Sρ,uˆ) by estimating the Gaussian cur-
vature on Sρ,uˆ. We start from a preliminary result which includes a proof of Lemma
5.14(1).
Lemma 6.3. (i) The traceless parts of
s
χ and
s
χ vanish with the traces given by
tr
s
χ =
2
r + 2M
and tr
s
χ = − 2
r + 2M
. (6.16)
The Gaussian curvature K on St,uˆ verifies
K = (r + 2M)−2. (6.17)
(ii) Relative to the null decomposition in terms of Lˆ, Lˆ, in Zs the only nonvar-
nishing component of the Weyl tensor W is ˆ̺ = 14W (Lˆ, Lˆ, Lˆ, Lˆ) with
n−4 ˆ̺ = − 4M
(r + 2M)3
.
Proof. (i) According to (5.1), the Gaussian curvatureK on St,uˆ is a constant which,
by the Gauss-Bonnet theorem, is given by (6.17).
Let γ be the induced metric on St,uˆ and let µγ be the associated area form, we
have
Lˆµγ = n
2tr
s
χµγ and Lˆµγ = n
2tr
s
χµγ . (6.18)
Note that µγ = (r + 2M)
2µS2 , one may use (6.18), (6.6), (6.5) and n
2 = r−2Mr+2M to
derive (6.16) immediately. In particular, (6.16) implies that
1
2
tr
̂
χ = − r − 2M
(r + 2M)2
and
1
2
tr
̂
χ =
r − 2M
(r + 2M)2
. (6.19)
(ii) Because g in Zs is a Schwarzchild matric, in terms of the canonical null
tetrad {n−1Lˆ, n−1Lˆ, eˆA, A = 1, 2}, where {eˆA, A = 1, 2} is the orthonormal frame
on St,uˆ, all components of the Weyl tensor W in Definition 4.5 vanish except ˆ̺. We
may use (4.12) to determine ˆ̺. In fact, note that 〈Ls, Lˆ〉 = −2, {Ls, Lˆ, eˆA, A = 1, 2}
also form a canonical null tetrad on St,uˆ, where {eˆA, Aˆ = 1, 2} is an orthonormal
frame therein, we may use (4.12) to obtain
K = −1
4
tr
̂
χtr
s
χ+
1
2 s
χˆ ·
̂
χˆ − n−4 ˆ̺;
the source term in (4.12) disappears because Zs is a vacuum region. Consequently,
by using
s
χˆ = 0, (6.16), (6.17) and (6.19), we obtain n−4 ˆ̺ = −4M/(r + 2M)3. 
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Proposition 6.4. For 1 ≤ uˆ ≤ uˆ1 and T ≤ ρ ≤ ρ∗, let K and diam(Sρ,uˆ) denote
the Gaussian curvature and the diameter of Sρ,uˆ respectively. Then∣∣∣∣K − n2(r + 2M)2
∣∣∣∣ . ε n2(r + 2M)2 (6.20)
and
diam(Sρ,uˆ) . rmax(Sρ,uˆ), (6.21)
where, in Schwartzchild zone, r(p) denotes the coordinate value of the point p =
(t, r, ω), ω ∈ S2 in the standard polar coordinates, and rmax(Sρ,uˆ) denotes the max-
imal value of r(p) over Sρ,uˆ.
Proof. (6.21) follows from (6.20) as an application of Bonnet-Myers theorem, see
[5] for instance. Hence we only need to show (6.20). We will use the Gauss equation
(4.12). For this purpose Sρ,uˆ is regarded as a 2-sphere embedded in Z
s with the
normal vector fields †L and †L given by
†L = B+ †N = †aLs, †L = B− †N = 2B− †aLs. (6.22)
It is straightforward to see that
〈†L, †L〉 = 〈†aLs, 2B− †aLs〉 = −2.
Let {†eA, A = 1, 2} be an orthonormal frame on Sρ,uˆ. Then {†L, †L, †eA, A = 1, 2}
form a canonical null tetrad. We define
†χAC := 〈D†eA†L, †eC〉, †χAC := 〈D†eA
†L, †eC〉
We claim
†χAC =
1
2
†
a tr
s
χδAC . (6.23)
To see (6.23), we will decompose {†eA}2A=1 in terms of Lˆ, Lˆ, {eˆA}2A=1, where {eˆA}2A=1
is an orthonormal frame on St,uˆ.
Since 〈†eA, †L〉 = 0, we have 〈†eA, Lˆ〉 = 0. Therefore we can decompose †eA
uniquely as
†eA = Σ
†eA + fLˆ,
where f is a scalar function and Σ†eA is an St,uˆ-tangent vector field. Since {†eA}2A=1
is orthonormal, we have
δAC = 〈†eA, †eC〉 =
〈
Σ†eA + fLˆ,Σ
†eC + fLˆ
〉
=
〈
Σ†eA,Σ
†eC
〉
.
Recall that DLsL
s = 0. We may use Lˆ = n2Ls in (6.6) and Lemma 6.3(i) to derive
that
†χAC =
†
a〈D†eALs, †eC〉 = †a
〈
DΣ†eAL
s,Σ†eC + fLˆ
〉
= †a
〈
DΣ†eAL
s,Σ†eC
〉
= †a
s
χ(Σ†eA,Σ
†eC)
=
1
2
†
a tr
s
χ〈Σ†eA,Σ†eC〉 = 1
2
†
a tr
s
χδAC
which shows (6.23).
From (6.23) it follows that the traceless part of †χ vanishes. Combining this
with the vacuum property in Zs, we can infer from (4.12) that
K = −1
4
tr†χtr†χ− 1
4
W (†L, †L, †L, †L). (6.24)
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By using (6.22), the first identity in (5.95), Lemma 5.14 and (6.6), we can see that
W (†L, †L, †L, †L) = 4
(
†
a
)2
W (Ls,B, Ls,B)
=
4
(
†a
)2
ρ2
W
(
Ls,
1
2
(
◦
u Lˆ+
◦
u Lˆ) + r˜ΣN,Ls,
1
2
(
◦
u Lˆ+
◦
u Lˆ) + r˜ΣN
)
=
(
◦
u †a
ρ
)2
W (Ls, Lˆ, Ls, Lˆ) = 4
(
◦
u †a
ρ
)2
n−4 ˆ̺. (6.25)
By using (5.94) for
◦
u, (6.11) for †a and (5.62) we deduce that
◦
u †a
ρ
= n−1
(
u+ (1− n−1̟)r˜)(n
u
+O
(
ε
〈ρ〉4〈t〉
))
= n−1
(
u+O
(
ε
〈t〉3
))(
n
u
+O
(
ε
〈ρ〉4〈t〉
))
= 1 +O
( ε
ut3
)
+O
(
uε
ρ4t
)
.
Since uu = ρ2 and u ≈ t, it follows that
◦
u †a
ρ
= 1 +O
(
ε
〈ρ〉2〈t〉2
)
.
Therefore, we may use (6.25), (5.96) and M . ε to deduce that
W (†L, †L, †L, †L)/(
n
r + 2M
)2 = O
(
ε
r + 2M
)
= O
(ε
t
)
. (6.26)
Next we show that
tr †χ+
2nu
ρ(r + 2M)
= O
(
ε
〈ρ〉〈t〉
)
. (6.27)
By using (6.23) we have
†χ
AC
=
〈
D†eA(2B− †L), †eC
〉
= 2k(†eA,
†eC)− †χAC
= 2kˆ(†eA,
†eC) +
(
2
3
trk − 1
2
†
a tr
s
χ
)
δAC
= 2kˆ(†eA,
†eC) +
2
3
(
trk − 3
ρ
)
δAC +
(
2
ρ
− 1
2
†
a tr
s
χ
)
δAC . (6.28)
In view of Lemma 6.3(i), (6.11), ρ2 = uu, r ≈ t and M . ε we have
2
ρ
− 1
2
†
atr
s
χ =
2
ρ
− 1
r + 2M
(
nρ
u
+O
(
ε
〈ρ〉3〈t〉
))
=
1
ρ
(
2− nu
r + 2M
)
+O
(
ε
〈ρ〉3〈t〉2
)
=
2r − nu
ρ(r + 2M)
+O
(
ε
〈ρ〉〈t〉
)
.
Recall that u = u+ 2r˜, we may use (5.66) and r ≈ t to obtain
2
ρ
− 1
2
†
atr
s
χ =
−nu+ 2(r − nr˜)
ρ(r + 2M)
+O
(
ε
〈ρ〉〈t〉
)
= − nu
ρ(r + 2M)
+O
(
ε
〈ρ〉〈t〉
)
.
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Combining this with (6.28) and using the estimates tρ|(kˆ, trk−3/ρ)| . ε established
in (5.64), we can obtain (6.27).
Note that (6.23) implies tr †χ = †a tr†
s
χ. Therefore, by using (6.27), (6.16) and
(6.11), we derive
tr†χ · tr†χ+ 4n
2
(r + 2M)2
=
4n2
(r + 2M)2
(
1−
†au
nρ
)
+
†a
r + 2M
O
(
ε
〈ρ〉〈t〉
)
= O
(
ε
〈ρ〉2〈t〉4
)
+O
(
ε
〈ρ〉2〈t〉
)
= O
(
ε
〈ρ〉2〈t〉
)
. (6.29)
Combining (6.24), (6.26), (6.29), t ≈ r, and noting that (6.14) implies ρ2 & u ≈ t,
we finally obtain
K − n
2
(r + 2M)2
=
n2
(r + 2M)2
(
O(
ε(r + 2M)
ρ2
) +O(
ε
t
)
)
=
n2
(r + 2M)2
O(ε).
Thus (6.20) is proved. 
Proof of Proposition 6.1. Due to (6.21) and t ≈ r in (5.74), we have diam(Sρ,uˆ) .
rmax(Sρ,uˆ) . tmax(Sρ,uˆ). Thus it follows from (6.4) and (6.13) that
osc
Sρ,uˆ
(t) . tmax(Sρ,uˆ)
ε
1
2
〈ρ〉2 . (6.30)
This implies that oscSρ,uˆ(t) . ε
1/2tmax(Sρ,uˆ) and hence tmax(Sρ,uˆ) ≈ tmin(Sρ,uˆ) for
sufficiently small ε. Thus u ≈ t ≈ tmax(Sρ,uˆ) on Sρ,uˆ, combined with (6.14), imply
that ρ2 = uu & u ≈ tmax(Sρ,uˆ). We can obtain from (6.30) that oscSρ,uˆ(t) . ε1/2
which shows (6.1).
Next we prove (6.2). Let p ∈ Sρ,uˆ1 be the point that t(p) achieves the maximum
on Sρ,uˆ1 and assume that p has the standard polar coordinate (ρ, uˆ1, ω0) with
ω0 ∈ S2. Then for the point on Sρ,uˆ with polar coordinate (ρ, uˆ, ω0) we have
t(ρ, uˆ, ω0)− tmax(Sρ,uˆ1 ) =
∫ uˆ1
uˆ
†N(t)†aduˆ′. (6.31)
By using (6.12) and (6.11),
†
a
†N(t) =
(
nρ
u
+O(
ε
〈ρ〉3〈t〉 )
)(
n−1
r˜
ρ
+O(
ε
〈ρ〉3〈t〉 )
)
=
r˜
u
+O(
ε
〈ρ〉4 ).
With 1 ≤ uˆ < uˆ1 and (5.65), we have 0 < u . 1, which gives r˜u ≈ uu = ( ρu )2 & ρ2
and hence †a†N(t) ≥ cρ2 −O(ε) for some universal constant c > 0. It then follows
from (6.31) that
t(ρ, uˆ, ω0)− tmax(Sρ,uˆ1) ≥ (cρ2 −O(ε))(uˆ1 − uˆ). (6.32)
By using (6.1), we thus obtain
tmin(Sρ,uˆ) +O(ε
1
2 ) ≥ t(ρ, uˆ, ω0) ≥ tmax(Sρ,uˆ1) + (cρ2 −O(ε))(uˆ1 − uˆ).
Hence we conclude that, for ρ ≥ T and sufficient small ε, there holds, with uˆ < uˆ1,
that tmin(Sρ,uˆ) > tmax(Sρ,uˆ1) which gives (6.2).
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Finally we show (6.3). Recall that t∗ = tmin(Sρ∗,uˆ0). With uˆ = uˆ0 in (6.2), it
follows that
t∗ ≥ t ≥ t∗ > tmax(Sρ∗,uˆ1).
Due to (6.12), we have †N(t) > 0. This implies on Hρ, t is a decreasing function of
uˆ. Therefore
uˆ(St,ρ∗) < uˆ1 for t∗ ≤ t ≤ t∗.
Further, by using (5.2) and (5.62) we have
N(uˆ) = −N(γ(r)) = −γ′(r)N(r) = −n−2̟ < 0
which implies that on Σt, uˆ is an increasing function of ρ. Consequently, for ρ ≤ ρ∗
and t∗ < t < t
∗ we have uˆ(St,ρ) ≤ uˆ(St,ρ∗) < uˆ1 which shows (6.3). 
7. Hawking mass and Bondi mass
In this section, we introduce the Hawking mass on St,ρ = Σt ∩Hρ in I+(O) and
investigate the asymptotic behavior as t→∞.
Definition 7.1. Let r =
(
|St,ρ|
4π
) 1
2
. We define the Hawking mass enclosed by a
2-surface St,ρ to be
m(t, ρ) :=
r
2
(
1 +
1
16π
∫
St,ρ
trχtrχ
)
.
If the Hawking mass m(t, ρ) tends to a limit M(ρ) as t → ∞, this limit is called
the Bondi mass on Hρ.
The main result of this section is the following.20
Proposition 7.2. The Bondi mass M(ρ) is well-defined on each Hρ, and
M(ρ) ≡ 2M.
More precisely there exists ts(ρ) sufficiently large so that for all t > ts(ρ),
m(t, ρ) = 2M +O(ε2〈t〉−1). (7.1)
We will rely on crucially the estimate of the Gaussian curvature K on St,ρ. Let
{eA, A = 1, 2} be an orthonormal frame on St,ρ. We may apply (4.12) to the
canonical null tetrad {L,L, eA, A = 1, 2} to obtain
K +
1
4
trχtrχ− 1
2
χˆAC χˆAC = −̺+ 1
2
γACSAC , (7.2)
where ̺ = 14W (L,L, L, L) and, according to (4.6), the last term on the right hand
side, if non-vanishing, can be calculated as
γACSAC = γ
ACDAφDCφ− 1
3
(
DµφDµφ−m2φ2
)
=
1
3
m
2φ2 +
2
3
| /∇φ|2 + 1
3
DLφDLφ. (7.3)
20The asymptotic behavior of Hawking mass along all hyperboloids does rely on the global
existence of the foliation of proper time.
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Lemma 7.3. Consider the region I+(O). On St,ρ there hold 21
|r˜2K − 1| .
{
ε〈t〉− 12+3δ in I+(O),
ε〈t〉−1 in Zs, (7.4)∣∣∣∣ r˜r − 1
∣∣∣∣ . { ε〈t〉− 12+3δ in I+(O),ε〈t〉−1 in Zs (7.5)
and
r ≈ r˜, diam(St,ρ) . r˜. (7.6)
Proof. We first prove (7.4). Recall that χAC = 〈DAL, eC〉 and χAC = 〈DAL, eC〉.
By using (3.10) and L = 2T− L we have L = 1r˜ (ρB− uT) and L = 1r˜ (uT− ρB).
Therefore
χAC =
ρ
r˜
kAC +
u
r˜
πAC =
ρ
r˜
(
1
3
trkδAC + kˆAC
)
+
u
r˜
πAC ,
χ
AC
= −ρ
r˜
kAC − u
r˜
πAC = −ρ
r˜
(
1
3
trkδAC + kˆAC
)
− u
r˜
πAC .
By taking the trace and the traceless part of χ and χ by the induced metric γAC
on St,ρ, we can obtain
trχ =
ρ
r˜
(
2
3
trk − δ
)
+
u
r˜
δ′, trχ = −ρ
r˜
(
2
3
trk − δ
)
− u
r˜
δ′ (7.7)
and
χˆAC =
ρ
r˜
(
kˆAC +
1
2
δγAC
)
+
u
r˜
(
πAC − 1
2
δ′γAC
)
,
χˆAC = −ρ
r˜
(
kˆAC +
1
2
δγAC
)
+
u
r˜
(
−πAC + 1
2
δ′γAC
)
,
(7.8)
where δ = kˆNN and δ
′ = −πNN which were introduced in Lemma 3.5.
In order to proceed further, in Table 1 we list the decay estimates of certain
geometric quantities in the regions I+(O) and Zs respectively which will be proved
shortly.
I+(O) Zs
r˜2trχtrχ+ 4 ε〈t〉− 12+3δ ε〈t〉−1
r˜2χˆAC · χˆAC ε2〈t〉−1+6δ ε2〈t〉−2
̺ ε〈t〉− 52 ρ 3δ2 ε〈t〉−3
γACSAC ε
2〈t〉−3+δ 0
Table 1
By using (7.2), the decay estimates in Table 1, r˜ . t and ρ . t, we can obtain
(7.4) immediately.
It remains to prove the estimates in Table 1.
21 We employ the result in the wave zone to indicate the difference on the rate of convergence
for various geometric quantities in different region.
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By using (7.7), ρ2 = uu and u+ u = 2b−1t it is straightforward to derive that
trχtrχ =
[
ρ
r˜
(
2
3
trk − δ
)
+
u
r˜
δ′
] [
−ρ
r˜
(
2
3
trk − δ
)
− u
r˜
δ′
]
= −ρ
2
r˜2
(
2
3
trk − δ
)2
+
ρ2
r˜2
(δ′)
2 − 2b
−1tρ
r˜2
δ′
(
2
3
trk − δ
)
Use the symbol A defined at the end of Section 3.3, we can write
2
3
trk − δ = 2
3
(
trk − 3
ρ
)
+
2
ρ
− δ = A+ 2
ρ
.
Therefore, symbolically we have
r˜2trχtrχ = −ρ2
(
A+
2
ρ
)2
+ ρ2 (δ′)
2 − 2b−1tρ
(
A+
2
ρ
)
δ′
= −4− 4b−1tδ′ + ρA+ b−1tρδ′A+ ρ2A ·A+ ρ2 (δ′)2 .
By (4.20), (4.23) and (4.24), in (I+(O) ∩ {t ≥ T })\Zs, we have the estimates
ρ|A| . ε〈t〉−1ρδ, 〈t〉|δ′| . ε〈t〉− 12+3δ, ρ|(T)πij|g . ε〈t〉−1/2+3δ. (7.9)
For {t ≤ T } ∩ I+(O), by using (4.25) and (4.27),
ρ|A|+ |(T)πij|g . ε (7.10)
By (5.64) we have the improved estimates in Zs,
ρ|A| . ε〈t〉−1, (T)πij = 0 (7.11)
These estimates together with the fact b−1 ≈ 1 obtained in Proposition 4.17 show
that
|r˜2trχtrχ+ 4| .
{
ε〈t〉− 12+3δ in I+(O)
ε〈t〉−1 in Zs ,
as recorded in Table 1.
Next, by using (7.8) we can calculate χˆ · χˆ as
χˆAC · χˆAC = −ρ
2
r˜2
(
kˆAC +
1
2
δγAC
)2
− ρ
2
r˜2
(
−πAC + 1
2
δ′γAC
)2
+
2b−1tρ
r˜2
(
kˆAC +
1
2
δγAC
)(
−πAC + 1
2
δ′γAC
)
which, in view of (3.12), can be written symbolically as
r˜2χˆAC χˆAC = ρ
2
(
A2 + (T)πij
2
)
+ ρtA · (T)πij.
By using (7.9)-(7.11), we can obtain
|r˜2χˆAC χˆAC | .
{
ε2〈t〉−1+6δ in I+(O),
ε2〈t〉−2 in Zs, (7.12)
For the term of ̺, by using (4.26) and Theorem 4.12 (5) and Proposition 5.13,
we have
|̺| .

ε〈t〉−3+δ in I+(O) ∩ {b−1t ≤ 3ρ},
ε〈t〉− 52 ρ 3δ2 in I+(O) ∩ {b−1t ≥ 3ρ},
ε〈t〉−3 in Zs.
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In Zs the Schouten tensor vanishes. Hence γACSAC = 0. By using (7.3), (4.19)
in Theorem 4.12 and (4.26), we can also obtain∣∣γACSAC∣∣ . ε2〈t〉−3+δ in I+(O).
We thus obtain all the decay estimates in Table 1 and the proof of (7.4) is completed.
Next we prove (7.5) and (7.6). By (7.4) and Bonnet-Myers theorem, we have
diam(St,ρ) . r˜max(St,ρ).
Then we can obtain
osc
St,ρ
(r˜) . diam(St,ρ) sup
St,ρ
| /∇r˜| . r˜max(St,ρ) sup
St,ρ
| /∇r˜|. (7.13)
We will use (3.19) to estimate | /∇r˜|. To this end, we set ζA := kAN + πAN. By
using the estimates (4.24), (4.20), (4.28) and (4.25) in I+(O) and the estimates
(5.64) and (7.11) in Zs, we can obtain
|ζ| .
{
ε〈t〉− 32+3δ in I+(O)
ε〈t〉−2 in Zs .
Thus, we may use (3.19) and b−1 ≈ 1 in Proposition 4.17 to derive that
| /∇r˜| .
{
ε〈t〉− 12+3δ in I+(O)
ε〈t〉−1 in Zs .
This, together with (7.13), implies that
osc
St,ρ
(
r˜
r˜
)
.
{
ε〈t〉− 12+3δ in I+(O)
ε〈t〉−1 in Zs (7.14)
where r˜ denotes the average of r˜ over St,ρ. Note that, due to
r˜
r˜
≈ 1 which follows
from (7.14),∣∣∣r˜2K − 1∣∣∣ = ∣∣r˜2K − 1∣∣+ ∣∣∣(r˜2 − r˜2)K∣∣∣ . ∣∣r˜2K − 1∣∣+ ∣∣∣∣ r˜r˜ − 1
∣∣∣∣ ∣∣r˜2K∣∣ .
In view of (7.4) and (7.14), we have∣∣∣r˜2K − 1∣∣∣ . { ε〈t〉− 12+3δ in I+(O),
ε〈t〉−1 in Zs. (7.15)
Note that the Gauss-Bonnet Theorem implies 1r2 =
1
|St,ρ|
∫
St,ρ
Kdµγ . Therefore∣∣∣∣∣ r˜
2
r2
− 1
∣∣∣∣∣ = 1|St,ρ|
∣∣∣∣∣
∫
St,ρ
(
r˜
2
K − 1
)
dµγ
∣∣∣∣∣ ≤ supSt,ρ
∣∣∣r˜2K − 1∣∣∣
which, combined with (7.15), implies∣∣∣∣∣ r˜
2
r2
− 1
∣∣∣∣∣ .
{
ε〈t〉− 12+3δ in I+(O),
ε〈t〉−1 in Zs.
From this and (7.14) we can obtain (7.5). As an immediate consequence of (7.5),
we can obtain (7.6). Hence the proof of Lemma 7.3 is complete. 
We are ready to prove Proposition 7.2.
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Proof of Proposition 7.2. By using (7.2), the Gauss-Bonnet theorem and the defi-
nition of m(t, ρ) we have
m(t, ρ) =
r
8π
(
4π +
1
4
∫
St,ρ
trχtrχdµγ
)
=
r
8π
∫
St,ρ
(
1
2
χˆ · χˆ − ̺+ 1
2
γACSAC
)
dµγ .
For t > tmax(Sρ,uˆ0), uˆ decreases as t increases, due to (6.12) which gives
†N(t) > 0.
This guarantees that St,ρ ⊂ Zs for t > tmax(Sρ,uˆ0). Since SAC = 0 in Zs, we have
m(t, ρ) =
r
8π
∫
St,ρ
(
1
2
χˆ · χˆ − ̺
)
dµγ .
Noting that |St,ρ| = 4π(r)2, by using (7.6) and r˜ ≈ t we have |St,ρ| . t2. Therefore,
it follows from (7.12) that
r
∫
St,ρ
χˆ · χˆ dµγ = O(ε2t−1)
for t > tmax(Sρ,uˆ0). Consequently, we may use (5.88) and (5.96) to conclude for
t > tmax(Sρ,uˆ0) that
m(t, ρ) = O(ε2t−1)− r
8π
∫
St,ρ
n−4 ˆ̺(1 +O(εt−4))
=
r
2π
M
∫
St,ρ
1
(r + 2M)3
dµγ +O(ε
2t−1),
where, for the second equality we used M . ε. Recall that r˜ ≈ r ≈ t and n ≈ 1,
we may use (5.66) to obtain∫
St,ρ
1
(r + 2M)3
dµγ =
∫
St,ρ
r˜−3
(
n+
r
r˜
− n+ 2M
r˜
)−3
dµγ
=
∫
St,ρ
r˜−3
(
n+O(εt−1)
)−3
dµγ
=
∫
St,ρ
(nr˜)−3dµγ +O(εt
−2).
Therefore
m(t, ρ) =
r
2π
M
∫
St,ρ
(nr˜)−3dµγ +O(ε
2t−1) =
M
2πr2
∫
St,ρ
( r
nr˜
)3
dµγ +O(ε
2t−1).
By virtue of (7.5), (4.14) and M . ε, we have
r
nr˜
− 1 =
(
1
n
− 1
)
+
1
n
(r
r˜
− 1
)
= O(εt−1).
Consequently we can conclude that
m(t, ρ) =
M
2πr2
∫
St,ρ
(
1 +O(εt−1)
)−3
dµγ +O(ε
2t−1)
==
M
2πr2
∫
St,ρ
dµγ +O(ε
2t−1) = 2M +O(ε2t−1)
and the proof of Proposition 7.2 is therefore complete. 
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