The potential of wavelets as a discretization tool for the numerical treatment of operator equations hinges on the validity of norm equivalences for Besov or Sobolev spaces in terms of weighted sequence norms of wavelet expansion coe cients and on certain cancellation properties. These features are crucial for the construction of optimal preconditioners, for matrix compression based on sparse representations of functions and operators as well as for the design and analysis of adaptive solvers. So far the availability of such bases is con ned to very simple domain geometries. This paper is concerned with concepts that aim at expanding the applicability of wavelet schemes. The central issue is to construct wavelet bases with the desired properties on manifolds which can be represented as the disjoint union of smooth parametric images of the standard cube. The approach is based on the characterization of function spaces over such a manifold in terms of product spaces where each factor is a corresponding local function space subject to certain boundary conditions. Wavelet bases for each factor can be obtained as parametric liftings from bases on the standard cube satisfying appropriate boundary conditions. The use of such bases for the discretization of operator equations leads in a natural way to a conceptually new domain decomposition method. It is shown to exhibit the same favorable convergence properties for a wide range of elliptic operator equations covering, in particular, operators of nonpositive order. In this paper we address all three issues namely the characterization of function spaces which is intimately intertwined with the construction of the wavelets, their relevance with regard to matrix compression and preconditioning and the domain decomposition aspect.
Introduction

Motivation and Perspectives
So far wavelet concepts have unfolded their full computational e ciency mainly when dealing with problems de ned on the full Euclidean space or the torus. This is to a great extent due to the fact that in this setting wavelets as discretization tools exhibit some remarkable features.
(I) Wavelet expansions induce isomorphisms between function and sequence spaces 34] , that is, certain Sobolev or Besov norms of functions are equivalent to weighted sequence norms for the coe cients in their wavelet expansions. (II) The wavelets have cancellation properties that are usually expressed in terms of vanishing polynomial moments. (I) has immediate important consequences for preconditioning systems stemming from elliptic operator equations 17, 15, 27] of positive or even nonnegative order depending on the range of the norm equivalences. In particular, when dealing with operators of negative order it is important to realize the validity of such norm equivalences also for negative Sobolev indices which is closely related to handling duality.
(II) entails that functions which are smooth except on lower dimensional manifolds have nearly sparse wavelet representations. By this we mean that only relatively few coe cients are needed to approximate such a function with desired accuracy. Moreover, applying this principle to the (singular) kernels of a wide class of integral or pseudodi erential operators leads to nearly sparse matrix representations of such operators 5] . This provides the basis for matrix compression schemes whose analysis relies again on (I) and (II). The norm equivalences allow one to transform the continuous problem into a discrete problem that is well-posed in the Euclidean metric. In fact, one can show that given the right interplay between the range of norm equivalences and the order of vanishing moments one can, in principle, design e cient solvers which produce approximate solutions with asymptotically optimal accuracy at the expense of computational and storage cost that stays proportional to the problem size 17, 21, 38] .
Again the combination of (I) and (II) (respectively the consequences with regard to matrix compression) also provides the basis for a rigorous analysis of adaptive schemes for elliptic equations. In fact, the analysis of re nement strategies based on a-posteriori error estimates for residuals exploit both (I) and (II) 11]. In particular, convergence in the energy norm can be proved without a-priori assumptions on the solution like those commonly needed in a nite element context 6] .
Moreover, nonlinear approximation is an important theoretical concept related to adaptive approximation. The accuracy that can be achieved by so called best N-term approximation can be characterized in terms of the membership of the approximand to a certain Besov-space 23]. It is again important to characterize such spaces in terms of discrete norm equivalences.
These facts have motivated various attempts to exploit this potential for the numerical treatment of operator equations. However, the above mentioned strong implications of wavelet discretizations are valid only under the assumption that (I) and (II) hold with appropriate choices of parameters. Unfortunately, as indicated before, so far these properties are conveniently realized whithin the desired range only when the underlying domain is the full Euclidean space or, via periodization, the torus. For more general domain geometries the construction of appropriate wavelet bases may become prohibitively di cult and expensive.
Several strategies for dealing with complex domain geometries have been explored in the literature, see 14] for a brief survey and further references. One possible approach is o ered by embedding techniques. For instance, one can extend the problem to some larger simple domain and enforce the actual boundary conditions by appending them with the aid of Langrange multipliers 31] or correct them by solving a boundary integral equation 3]. However, in both cases a multiresolution setting on the boundary, that is on a closed manifold, would be highly desirable. This in turn cannot be treated by an embedding strategy.
However, the results in 10, 16] indicate that at least for the interval, and hence via tensor products for the unit n-cube, wavelet bases with all the required properties are within reach retaining nearly the full e ciency of wavelet discretizations in the classical setting. It is then fairly straightforward to go one step further. Suppose that = (2) where 2 := (0; 1) n and is a smooth regular parametric mapping. Wavelet bases on 2 can then easily be lifted to bases on retaining the main driving mechanisms (I) and (II) (see e.g . 19] ). This in turn suggests to consider next domains that are disjoint unions of smooth parametric images of the standard n-cube 2 which will be the setting to be dealt with in this paper.
In fact, in many cases the domain on which the operator equation is de ned can be naturally decomposed into a union of simpler domains. For instance, when the domain is a closed surface, on which a boundary integral equation is de ned, standard CAD packages provide (approximate) representations of such surfaces as a disjoint union of parametric images of a standard parameter domain such as the unit square. The individual parametric patches are then smoothly joined up to a certain degree of regularity. This means that there exist local reparametrizations for neighboring patches so that the corresponding piecewise de ned mapping has a certain number of continuous derivatives. But this paradigm does not only apply to closed surfaces but also to bounded domains (with boundary) in Euclidean space. This is essentially the same point of view as taken in connection with domain decomposition methods. Thus a suitable mathematical framework covering all these cases is to view the domain as a (smooth or at least piecewise smooth) manifold ? represented as the union of the disjoint images of some parameter domain. In many cases such as the closed surfaces arising in CAD or domains in CFD the parameter domain can be chosen to be a cube.
In summary, as pointed out above, the construction of wavelets on manifolds in the above sense has to be intimately connected with the topology of function spaces such as Sobolev and Besov spaces de ned on these manifolds. While it is known how to construct suitable bases on each individual patch the problem remains to form from such individual components bases on the global manifold which still satisfy (I) and (II). For Sobolev spaces of moderate regularity indices there is no problem. In fact, it is well known that H s (?)
H s (? i ); s 2 (?1=2; 1=2):
Unfortunately, this is no longer true for jsj 1=2. Thus it is beforehand not so clear how to deal with the above task. A rst natural idea is to construct a global basis by somehow stitching wavelets de ned on the individual patches together so as to realize a certain degree of global smoothness. This idea has been pursued rst for special cases in 29, 30] , later in greater generality and larger range concerning (I) in 19], see also 7] for a subsequent slightly di erent approach. However, this approach turns out to have principal limitations, in particular, with regard to duality, since in all these cases biorthogonality of the wavelet bases is realized with respect to a dual pairing between the global function space on ? and a product space whose components H s (? i ) " are corresponding local function spaces de ned on the (smooth) patches ? i but subject to certain boundary conditions. Moreover, in 9] unconditional bases for the individual component spaces were constructed which, with the aid of the previously mentioned isomorphism, lead to discrete norms for the global space.
Main Objectives
In full recognition of the fundamental importance of the results in 9] one should note though that the main emphasis there has been the existence of unconditional bases for function spaces on compact C 1 -manifolds. The existence and structure of the isomorphisms as well as the construction of bases is embedded in a rather involved development. For instance, due to lack of locality and concrete transformation devices which are typical and essential for wavelet schemes, the bases constructed in 9] as well as several constructive ingredients do not yet seem to be practically feasible. Therefore we will take up the basic concept from 9] here again. Trying rst to isolate the relevant ingredients from 9] we realized though that, on one hand, the exposition would be hardly accessible without a complete understanding of 9] and, on the other hand, several crucial deviations from 9], that are necessary from a practical point of view, would not be well founded. Of course, in the above mentioned context one has to deal with less smooth manifolds covering the case of piecewise smooth but globally Lipschitz manifolds.
Thus a rst objective of this paper is to rederive topological isomorphisms of the form (1.1.2) in a way that clearly isolates the essential ingredients in a possibly constructive fashion in order to facilitate their adaptation to the computational needs of the concrete problem at hand. A necessary essential prerequisite turns out to be the clear identi cation of conditions solely imposed on certain extension operators so that the rest becomes completely constructive o ering clear strategies for further problem dependent modi cations. The construction of scale-dependent completely localized extensions based on suitable local biorthogonal wavelet bases for the parameter domain is one essential distinction of the present approach from the treatment of the desired topological isomorphisms in 9].
The second objective is to reveal the implications of these concepts with regard to the numerical treatment of operator equations. Again appropriate pairs of biorthogonal wavelet bases on the parameter domain play a pivotal role. Together with (1.1.2) they give rise to wavelet bases on the manifold which have optimal localization properties and satisfy requirements (I), (II) above for any desired range of regularity (permitted by the manifold) and any desired order of cancellation properties. The main consequences for issues like preconditioning and matrix compression will be indicated along with some computational aspects, especially in the context of boundary integral equations. An important point is to reinterpret (1.1.2) as a domain decomposition method which appears to di er from those studied in the literature so far and whose convergence properties based on the preceding analysis is now well understood also for operators with global Schwartz kernel.
Organization of Material
Section 2 is devoted to the construction of the isomorphisms T from (1.1.2) which is based on certain projections P i onto the component spaces. In contrast to 9] we begin with a concrete recursive de nition of these projections based on certain extension operators from the patches ? i to certain neighborhoods. It will be seen that the topological properties of T are completely determined by the topological properties of these extensions and their adjoints.
In Section 3 we construct wavelet bases on the manifold which satisfy (I) and (II) for any desired range of regularity permitted by the manifold. We know from 17] that the e cient treatment of boundary integral equations by wavelet schemes requires the option of choosing the order of vanishing moments higher than the order of accuracy of the trial spaces. Therefore we employ the concept of biorthogonal bases rather than orthonormal ones. On account of (1.1.2), the construction of wavelets on the manifold reduces to constructing wavelet bases for the individual component spaces H s (? i ) " . Due to the smoothness of the parametric mappings onto each patch ? i this can easily be achieved by lifting corresponding wavelet bases de ned on the unit cube 2. At this point we can resort to the results in 20] where exactly those wavelet bases with the right complementary boundary conditions on the primal and dual side have been constructed.
Recall that aside from these bases for the component spaces the second ingredient, which the practical feasibility of the approach is ultimately based upon, are suitable extension operators. Therefore special attention will be paid to the realization of appropriate extension operators. Deviating from the developments in 9] we show in Section 4 how the multiscale bases on 2 can be used to construct scale dependent extension operators that will be seen to signi cantly improve the e ciency of wavelet schemes for operator equations.
The discretization of operator equations is brie y addressed in Section 5. Roughly speaking, (1.1.2) allows one to reformulate a given linear operator equation on ? as an N N system of operator equations on the product space. Moreover, when the original operator is selfadjoint and positive de nite the system can be solved iteratively in the spirit of Schwarz iterations. In fact, the convergence rate can then be shown to be independent of the discretizations in the individual product spaces provided appropriate wavelet bases are employed. This framework covers di erential as well as integral operators. As far as we know this extends the present state of the art for domain decom-position in connection with integral operators signi cantly. Moreover, due to the validity of (I) and (II), the understanding of adaptive techniques 11] can be fully exploited in this setting. The formulation as a Schwarz iteration has another important practical consequence. For instance, when the operator under consideration only has a global Schwartz kernel, one can choose the extensions in a way that for actual computations the wavelets on ? have never to be determined explicitly. All computations refer to problems de ned on 2 and thus involve wavelet bases de ned on 2. Moreover As mentioned before, our objective is to construct topological isomorphisms of the form
where F(? i ) " are certain closed subspaces of F(? i ) which, according to Remark 2.1.4, can be fully described by subspaces of F(2). The superscript " will be seen to indicate certain boundary conditions as detailed in the next section. Obviously this establishes a total ordering in G`+ 1 which immediately extends to a total ordering in G by a < a 0 i `(a) <`(a 0 ) or (a) =`(a 0 ) and a a 0 ; (2.2.7) where`(a) is the level`so that ? a 2 G`.
In the following the numbering (? i ) N i=1 will always be assumed to stem from the above ordering, i.e., i < j i a(i) < a 0 (j) (2.2.8) in the sense of (2.2.7). Each edge ? i \ ? l in E will be indexed as e i;l if and only if i < l which induces an orientation in E. The oriented set of edges will be denoted by E " . One may picture this by associating with e i;l 2 E " an arrow pointing from the patch ? i into the patch ? l across the common face, see Figure 3 indicating the decomposition of a closed spherelike surface. The corresponding oriented graph will be denoted by G " .
The purpose of the above construction is to divide the (n ? 1)-faces of the patches ? i into at most two groups, namely in ow or out ow faces depending on the orientation. Accordingly, we denote by @ " ? i the out ow boundary of the patch ? i , i.e., @ " ? i = l n e i;l 2 E " o ; (2.2.9) as indicated in Figure 4 .
When ? has a boundary there exist some (n ? 1)-faces which are not yet included in E. We will assign arrows to these boundary faces depending on the type of boundary conditions that may be imposed there. If a patch boundary is part of the boundary of ? where homogeneous Dirichlet conditions are imposed this edge becomes an in ow boundary while Neumann boundary conditions correspond to out ow boundaries, see Figure 2 where respective boundary segments are agged with D and N for Dirichlet and Neumann conditions, respectively. The rationale behind this will become clear from the subsequent discussion.
We will have to consider extensions accross the out ow boundary. Accordingly, we need to de ne an appropriate set of out ow neighbors N " i := n ? j 2 G " : j > i; ? j \ ( 
A Family of Projections
The component spaces on the right hand side of (2.1.15) will ultimately be identi ed as ranges of certain projectors. In contrast to 9] we will give an explicit (yet recursive) de nition of these projectors and verify then their relevant properties. To this end, let for ? 0 ? the characteristic function of ? 0 be denoted by ? 0, i.e., The main ingredient for the construction of the above mentioned projections will be linear extension operators E i from L 0 (? i ) to L 0 (? " i ), i.e.,
whose particular properties will be speci ed later.
Given such E i we de ne next a family P " of mappings P i from L 0 (?) into L 0 (?) associated with the ow G " . For i = In the following we will use the form (2.3.3) also for i = 1 where, of course, it is understood that the sum P j<i P j v is then vacuous and thus ignored. Clearly, each P i depends only on a few predecessors, namely by (2.2.15), one has
Of course, by de nition (2.3.3), one has
The adjoints of the operators E i ; P i are denoted by E i , P i , respectively. 
are linear isomorphism from L 0 (?) onto Q N j=1 L 0 (? i ) whose inverses are given by
respectively.
Proof: The proof hinges on the properties of the P i listed in the two subsequent Propositions. While the development in 9] aimed at proving the existence of projectors P i with these properties it remains to verify here that the P i de ned in (2. Since these veri cations are elementary but after all helpful to keep the present approach selfcontained they will be deferred to Appendix A.
We will have to deal with the adjoints P i as well. It is now easy to establish the following analogous statements for the adjoints.
Proposition 2.3.2 The adjoints P i have analogous properties, i.e., P i P j = i;j P i ; (2.3.12) 
By ( 
Topological Isomorphisms
The properties of the mappings T; V and their inverses are so far purely algebraic. We will show next that their topological properties are completely determined by the continuity properties of the extension operators E i which will be described next.
To this end, let us rst x some notation and conventions that will be used throughout the remainder of the paper. An analogous result has been already established in 9]. However, since for the anticipated applications it will be important to apply the above characterizations with the particular projectors P j de ned in (2.3.3) and since in this form they do not seem to be readily identi ed with the corresponding quantities occurring in 9] we will include a selfcontained proof which will be deferred though to Appendix B.
By Theorem 2.4.1, the mappings T and V from (2.3.6) and (2. b) The (practical) realization of extension operators E i satisfying Assumption A.
We will rst address a) which incidentally will be crucial for dealing with b) as well.
Discrete Norm Equivalences
We adhere to the above notation and recall that the parametric mappings i will always be assumed to be regular parametrizations of any degree of smoothness required at each instance.
Our goal is to establish isomorphisms from F(?) andF(?) onto sequence spaces which consist of expansion sequences of the elements of F(?) andF(?) with respect to certain wavelet bases. In principle, such isomorphisms have been already constructed in 9]. However, the present construction di ers from that in 9] in several respects. The (ii) Lift these bases parametrically to the patches ? i and verify the validity of corresponding norm equivalences. (iii) Use Theorem 2.4.2 to construct bases on ? along with corresponding isomorphisms. We emphasize already at this point that the construction of bases on ? is primarily a conceptual issue. Actual computations will be seen later to involve only bases of the component spacesF(? i ) " ; F(? i ) # or better yet bases on the parameter domain 2.
Wavelet Bases on 2
Wavelet bases on 2 = (0; 1) n are conveniently constructed with the aid of tensor products of wavelet bases on 0; 1]. The essential property of such pairs of biorthogonal wavelet bases on 0; 1] will be seen to be certain complementary boundary conditions. Such bases have been constructed in 20] and this section is devoted to brie y summarizing the relevant properties needed in the subsequent development.
To this end, we will consistently use the following notation.
= f : 2 rg;~ = f~ : 2 rg will always denote a pair of biorthogonal wavelet bases (relative to some inner product to be speci ed at each instance). The indices 2 r are to encode the level j j of resolution of (typically representing a mesh size of order 2 ?j j ), as well as the location and type of the wavelet . For instance, the wavelets supported in the interior of the respective domain will have the form = 2 jn=2 e (2 j ?k) with e 2 f0; 1g n n f0g, k 2 ZZ n , i.e., = 2 ?j (k + e 2 ). By j = f : j j = jg we mean all wavelets in on level j. There will always be some coarsest level j 0 2 IN for which in addition to the complement basis j 0 we also need a basis j 0 = f : 2 + g whose elements are of scaling function type (adapted to the domain) containing polynomials up to some xed order d (degree d ? 1). Thus the whole index set r is split into r = + r ? where + refers to the coarse level (polynomial) part and r ? represents the`true' wavelets. Such bases will be considered for various domains such as 2, ? i , ? which will be indicated by corresponding superscripts. Likewise, the reference of index sets to respective bases will be indicated by superscripts. For instance, r i refers to a basis on ? i .
Furthermore, we will consistently make use of the following conventions. Any collection of functions will be viewed as a (column) vector whose components are the elements of with respect to some xed but unspeci ed order. Thus
Likewise given any dual form h ; i h ; i = (h ; i) 2 ; 2 is a matrix. In particular, for any function v the expressions hv; i, h ; vi are row and column vectors, respectively. By I we will denote the identity matrix whose dimensionality will always be clear from the context. is the union of those faces of 2 across which 2 has been extended to 2 Z . We will consistently use the notatioñ Z := f0; 1g n Z;Z := f0; 1g n n Z; Likewise, there exists f0;1g n Z r Z such that { 2 r Z n f0;1g n Z implies that dist (@Z2; ) < 2 ?j j . { The collection f Z : 2 f0;1g n Z g can be extended to a collection f0;1g n of type Z = f0; 1g n . Moreover, the corresponding biorthogonal collection~ ; contains f~ Z : 2 ; Z g and reproduces all polynomials in d on 2.
All wavelet bases are local in the sense of (3.1.10). In particular, (iii) implies the moment conditions hP; Z i = 0; P 2 d ;Z;~ ; hP;~ Z i = 0; P 2 d;Z; ; for 2 r Z ? : (3.1.11) Moreover, (iv) says that away from the boundary of 2 the wavelets of all types Z can actually arranged to coincide and that the adaptation of boundary conditions on level j a ects only a margin of width 2 ?j , which will turn out to have important implications.
Since the wavelets will ultimately be transported to the manifold ? we may assume without loss of generality that throughout the remainder of the paper s 0 ;s 0 s < s ? : (3.1.12) In addition to the above structural properties pertaining mainly to localization and (local) polynomial exactness we will make essential use of the following topological properties from Theorems 3.3.1, 3.4.1 in 20]. To this end, since we have to deal with spaces for which the regularity is not tied to the order of boundary conditions, consider 
Wavelets on ? i
In order to relate the above setting on 2 to the spaces F(? i ) # we will associate with each patch ? i a set Z (i) f0; 1g n determined by the ow. In fact, the component sets It would actually be su cient to work with subsets of 2Z(i) as long as they contain suitable neighborhoods of 2 covering the relative interior of the out ow boundary. Of course, the smoothness of " i (and analogously of # i ) is limited by the global smoothness of ?. 
Wavelets on ?
It is now straightforward to assemble bases on ?. Proof: By (3.3.2) , we obtain for = (i; ); 0 = (l; ) h ? ;~ ? 0i? = hSv i;# ; Uv l;" i ? = hv i;# ; S Uv l;" i : 
Approximation and Inverse Properties, Norm Equivalences
We are now ready to discuss the stability properties of the bases ? ;~ ? on ?. The rst step is to know how accurately one can approximate by elements of the spaces S j := span f ? : 2 r; j j < jg;S j := span f~ ? : 2 r; j j < jg: where we have used the previously established estimates for positive Sobolev indices. The reasoning forS j is completely analogous. 
Extensions
The above construction and, in particular, its practicality hinges on the identi cation of suitable extension operators. This section is devoted to this issue. We will depart from the development in 9] by interrelating the construction of extension operators directly with the wavelet bases on 2. This will result in scale dependent extensions. First we need a few preparations.
Lifted Extensions
In view of the preceding development it is natural to construct extensions in the parameter domain and then lift them to the manifold. To this end, we adhere to the notation in Section 3.1 and recall the meaning of 2Z(i) and " i from (3.2.1), (3.2.2) and (3.1.2 2) It is not hard to verify that then the E i also satisfy (2.4.7) and (2.4.8).
Straightforward calculations show that when E i is de ned by (4.1.2) then the adjoints E i are given by
(4.1.
3) It ill be instructive to consider now the following concrete type of extensions used in 9] which will serve as one possible building block.
Hestenes Extensions
Since all the domains appearing in the above construction are cubes, hyperrectangles and their parametric images it is natural to employ tensor products of extension operators for the unit interval. Following 9] , suitable versions of Hestenes extensions appear to be a possible choice which will be pointed out rst since it may be used as a starting point for subsequent modi cations to be explained in more detail later. To this end, choose for some l 2 IN reall numbers i such that ?2 1 < : : : < l ? 1 2 ;
and assume that 2 C 1 (IR) satis es .2) i.e., P i v may di er from ? i v on ? " i and hence on all of ?.
In this section we will point out how to construct modi ed extension operators which do not su er from this de ciency. To this end, we will assume throughout this section thatÊ i are some (initial) extension operators satisfying Assumption A (2.4.7), (2.4.8) (for instance, Hestenes extensions of the type discussed in Section 4.2).
The next result says that one can always construct extensions also satisfying Assumption A in such a way that those wavelets which do not interfere with the out ow boundary are extended outside ? i by zero. To this end, recall from Properties B (iv) the sets " i := f0;1g n Z (i) ; (4.3.3) where as before Z (i) is related to ? i by (3.2.1). 
Preconditioning
As before we will assume in the following that Assumption (A) holds Thus diagonal scalings of sti ness matrices relative to the above wavelet bases produce well-conditioned system matrices so that iterative solvers have a chance to work with asymptotically optimal e ciency, see 14].
Computation of Sti ness Matrices
Let us brie y indicate next what it means concretely to compute the sti ness matrices A := hL ? ; ? i T ? :
Throughout this section we will assume that the projections P i are de ned with respect to the localized extensions (4.3.4) constructed in Section 4.3. Let = (i; ); 0 = (l; ) 2 r ? . It is instructive to see rst how an inner product with a wavelet reduces to an inner product over 2. Of course, when 2 " i (see (4.3. 3)) one simply obtains, in view of (3.3.3) Which option is preferable depends on the particular nature of the extensions and, since we are particularly interested in the entries of sti ness matrices which means that the above expressions have to be applied to v = L ? 0, also on the nature of L. j@ i (x)jj@ l (y)jK( i (x); l (y)); 2 " i ; 2 " l ; (A Z(i) I) j@ " i (x)jj@ l (y)j K( " i (x); l (y)) ; 2 r i n " i ; 2 " l ; (I A Z(l) ) j@ i (x)jj@ " l (y)j K( i (x); " l (y)) ; 2 " i ; 2 r l n " l ; (A Z(i) A Z(l) ) j@ " i (x)jj@ " l (y)j K( " i (x); " l (y)) ; 2 r l n " l ; 2 r i n " i : 2 Recall that, due to the boundary conditions of the wavelet bases on 2, the moment conditions in (5.4.3) are constrained. However, we stress that, on account of (5.3.7) and the properties of the E i , E i , the modi ed kernels satisfy exactly the right constraints so that in smooth regions the cancellation properties hold patchwise with maximum order which distinguishes the present concept from those based on glueing neighboring bases directly 7, 20].
Domain Decomposition
The above discussion already indicates that actual computations are essentially reduced to the unit cube 2. It is then natural to extend this conceptually to the solution process which is the somewhat di erent point of view to be brie y discussed next. Obviously, equation ( We emphasize that this is true regardless of whether L is a (local) di erential operator or a (global) singular integral operator as long as (5.1.1) holds. Roughly speaking the localization properties of wavelet bases makes di erential and integral operators equally tractable by domain decomposition schemes. In combination with the compression estimates in Section 5.4 this is expected to give rise to numerical schemes by which the problem can be solved within the accuracy admitted by the discretization error at an expense of CPU and storage that remains proportional to the problem size while in addition parallel techniques are naturally incorporated. Details will be given in 21].
We also remark that the global discretization discussed in Section 5.1 as well as the local problems (5.5.6) satisfy all assumptions required in 11] for the analysis of adaptive strategies. In particular, the above domain decomposition concept o ers a natural marriage between parallel techniques and adaptive strategies based on the wavelet bases ? i ;# H t (? i ) # applied independently to each local problem. Thus when i = 2 the right most term in (5.5.9) is vacuous so that P 2 P 1 v = 0 while induction based on (5.5.9) easily yields P i P 1 = 0; i > 1: (5.5.10) In view of (5.5.8) and (5.5.10), we may assume now that P j P`= j;`Pj ; j < i;` j; (5.5.11) and P i P r = 0; r <`: (5.5.12) To advance the induction assumptions let us verify rst that P 2 i = P i . To this end, note rst that in analogy to (5.5.8) which proves the rst relation in (2.4.13). Employing (2.3.13) and (2.3.14) the argument for the second relation in (2.4.13) is completely analogous. where we have used several times that ? 1 has no in ow boundary. This con rms the rst relations in (2. whence the second parts of (2.4.14) and (2.4.15) follow.
It remains to verify the second part of (2.4.16). It su ces to show that the P i are bounded inF (?). To this end note rst that it follows from (2. 
