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A CONSECUTIVE LEHMER CODE FOR PARABOLIC QUOTIENTS OF
THE SYMMETRIC GROUP
WENJIE FANG, HENRI MU¨HLE, AND JEAN-CHRISTOPHE NOVELLI
ABSTRACT. In this article we define an encoding for parabolic permutations that
distinguishes between parabolic 231-avoiding permutations. We prove that the
componentwise order on these codes realizes the parabolic Tamari lattice, and con-
clude a direct and simple proof that the parabolic Tamari lattice is isomorphic to a
certain ν-Tamari lattice.
1. INTRODUCTION
A (right) inversion of a permutation w is a pair of indices (i, j) with i < j such
that w(i) > w(j). The number of inversions of w can therefore be regarded as a
degree of disorder of w. The Lehmer code associated with w is the integer tuple
whose ith entry counts the number of inversions of w of the form (i, ·) [6, 7].
Bjo¨rner and Wachs defined a “consecutive” version of the Lehmer code in [2,
Section 9], which we shall call the BW-code of w. This encoding associates an inte-
ger tuple with a permutation w whose ith entry counts the length k of the longest
sequence such that (i, j) is an inversion for all j ∈ {i+1, i+2, . . . , i+k}.
In contrast to the original Lehmer code, the BW-code no longer uniquely deter-
mines a permutation. However, the permutations with the same BW-code form
an interval in the (left) weak order on the group of all permutations; the symmet-
ric group [2, Proposition 9.10]. This (left) weak order is defined by containment of
(right) inversion sets.
Another consequence of [2, Proposition 9.10] is that among all permutations
with the same BW-code, there is a unique permutation w which avoids the pattern
231, i.e. in which no three indices i < j < k exist such that w(k) < w(i) < w(j),
and this permutation minimizes the number of inversions among all permutations
with the same BW-code as w.
Let us denote the symmetric group of degree n by Sn, and its subset of all
231-avoiding permutations by Sn(231). The (left) weak order on Sn is a lattice,
i.e. every two elements have a unique lower bound and a unique upper bound [5,
12]. The restriction of this lattice to Sn(231) constitutes a sublattice [2, Theo-
rem 9.6(i)] and a quotient lattice [10, Theorem 5.1]. In fact, the resulting lattice
incarnates the famous Tamari lattice denoted by Tn [11]. We can thus see the BW-
code as a concrete and simple way to quotient the weak order on Sn into Tn.
An analogue of 231-avoiding permutations for parabolic quotients of Sn was
introduced in [8], and it was shown that these permutations constitute a quotient
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lattice (but no longer a sublattice) of the corresponding (left) weak order, the par-
abolic Tamari lattice [8, Theorem 1]. Since any parabolic quotient of Sn is naturally
indexed by a composition α of n, we call the resulting lattice the α-Tamari lattice Tα.
The main purpose of this article is to define a parabolic analogue of the BW-code;
see Definition 3.1. We prove that the componentwise order on these parabolic
BW-codes is isomorphic to Tα.
Let us denote the set of parabolic BW-codes by Cα, and let us denote the compo-
nentwise order on integer tuples (of the same length) by ≤. Our first main result
now reads as follows.
Theorem 1.1. For every n > 0 and every integer composition α of n it holds that Tα ∼=
(Cα,≤).
Originally, the Tamari lattice was defined in terms of a “rotation” operation on
parenthesizations, binary trees or equivalently Dyck paths. A northeast path is a
lattice path in N2 comprised of north steps (marked by N) and east steps (marked
by E) of unit length. A Dyck path of semilength n is a northeast path that stays
weakly above the staircase path (NE)n and uses n north and n east steps.
A rotation of a northeast path exchanges two portions of the path under cer-
tain conditions, and Tn arises as the rotation order on the set of Dyck paths of
semilength n. An extension of this construction was introduced in [9]. In that pa-
per the set of all northeast paths weakly above a fixed northeast path ν, which start
and end at the same coordinates as νwas considered. Ordering this set by rotation
produces another lattice, the ν-Tamari lattice [9, Theorem 1.1].
For any composition α = (α1, α2, . . . , αr) of n, we can define the α-bounce path
να = Nα1Eα1Nα2Eα2 · · ·NαrEαr . Theorem II in [4] established that Tα is isomorphic
to the να-Tamari lattice. The proof of this result is rather technical, using some
deep lattice-theoretic properties of Tα. The second main contribution of this article
is a much simpler and direct proof of this result.
In general, the ν-Tamari lattice admits a simple encoding as the component-
wise order on so-called ν-bracket vectors [4, Theorem 4.2]. If ν = να, then the
corresponding bracket vectors can be converted in a simple way into parabolic
BW-codes. Since both parabolic BW-codes and bracket vectors are ordered com-
ponentwise, the proof of the next result follows readily.
Theorem 1.2 ([4, Theorem II]). For every n > 0 and every integer composition α of n,
the να-Tamari lattice is isomorphic to Tα.
In Section 2, we recall the basic definitions regarding parabolic quotients of the
symmetric group, parabolic pattern avoidance and the weak order. In Section 3,
we define the parabolic BW-codes and prove Theorem 1.1. In Section 4, we briefly
recall the constructions of ν-bracket vectors and describe their conversion into par-
abolic BW-codes; we also conclude on a simple, direct proof of Theorem 1.2.
2. BASICS
Throughout this article, we fix an integer n > 0 and define [n]
def
= {1, 2, . . . , n}.
2.1. α-permutations. Let α = (α1, α2, . . . , αr) be a composition of n. For a ∈ [r],
we define
sa
def
= α1 + α2 + · · ·+ αa,
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and we set s0
def
= 0. The set {sa−1+1, sa−1+2, . . . , sa} is the a
th α-region.
The indicator map ̺α : [n] → [r] is defined by ̺α(i) = a if and only if sa−1 <
i ≤ sa. In other words, ̺α(i) is the index of the α-region containing i. When no
confusion will arise, we will drop the subscript α. For three indices i < j < k with
̺(i) < ̺(k), we say that j is in an α-region strictly between i and k if ̺(i) < ̺(j) <
̺(k).
Let Sn denote the symmetric group of degree n. We consider the subset of α-
permutations, defined by
Sα
def
= {w ∈ Sn | if ̺(i) = ̺(i+ 1), then w(i) < w(i+ 1)}.
Clearly, if α = (1, 1, . . . , 1), then Sα = Sn.
Remark 2.1. If we consider the subgroup G
def
= S|α1| ×S|α2| × · · · ×S|αr| of Sn,
then we may identifySα with the set of minimal-length representatives of the left
cosets in Sn/G.
An α-permutation w ∈ Sα has an (α, 231)-pattern if there are three indices i <
j < k—each in different α-regions—such that wi < wj and wi = wk + 1. If w does
not have an (α, 231)-pattern, then w is (α, 231)-avoiding. Let Sα(231) denote the
set of (α, 231)-avoiding permutations.
Remark 2.2. In the case α = (1, 1, . . . , 1), the (α, 231)-avoiding permutations are
exactly the classical 231-avoiding permutations: one can either ask wi = wk + 1 or
not, since if w has any 231-pattern, then one can find one with the extra condition
wi = wk + 1. In the general case, these notions differ since i could belong to the
same α-region as j. For example, 3 24 1 belongs to S(1,2,1)(231) whereas it has a
classical 231-pattern spread out over different α-regions.
2.2. The weak order. For w ∈ Sα, we define its (right) inversion set by
Inv(w)
def
=
{
(i, j) | i < j and wi > wj
}
.
This enables us to define a partial order—the (left) weak order—on Sα by setting
u ≤L v if and only if Inv(u) ⊆ Inv(v).
Two permutations u, v ∈ Sα form a cover relation—denoted by u⋖L v—if u <L v
and there is no w ∈ Sα with u <L w <L v. One easily checks that u⋖L v if and
only if there are two indices i < j in different α-regions, such that ui = uj − 1, and
vk =


uj, if k = i,
ui, if k = j,
uk, otherwise.
The partially ordered set (Sn,≤L) is a lattice by [12, Theorem 2.1]; see also [5].
For an arbitrary composition α of n, it follows from [1, Theorem 4.1] that (Sα,≤L)
is an interval of (Sn,≤L), and thus also a lattice.
The partially ordered set Tα
def
=
(
Sα(231),≤L
)
is the α-Tamari lattice. This name
is justified by the following result.
Theorem 2.3 ([8, Theorem 1]). Tα is a lattice for every n > 0 and every integer compo-
sition α of n.
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3. GENERALIZED LEHMER CODE FOR Sα
3.1. Encoding α-permutations. We consider the following set of integer tuples.
Definition 3.1. Let Cα denote the set of all integer tuples (c1, c2, . . . , cn) with the
following properties:
(C1): 0 ≤ ci ≤ n− s̺(i) for all i ∈ [n];
(C2): ci ≤ ci+1 for all i ∈ [n− 1] such that ̺(i) = ̺(i+ 1);
(C3): csa ≤ ci− sa+ s̺(i) for all i ∈ [sr−2] and all a ∈
{
̺(i)+1, ̺(i)+2, . . . , r−1
}
such that ci ≥ sa − s̺(i).
The set C(1,1,...,1) is precisely the set of integer tuples defined in [2, Definition 9.1].
Remark 3.2. The statement of (C3) is directly true if a = r and trivial if i > sr−2,
hence the restriction to i ∈ [sr−2] and a < r.
Indeed, by (C1), cn = 0 so that the implication required by (C3) is trivially
satisfied when a = r. If i > sr−2, then ̺(i) ≥ r− 1, so that the only case one could
consider is again a = r.
For example, with n = 3 and α = (2, 1), all conditions boil down to 0 ≤ c1 ≤
c2 ≤ 1 and c3 = 0, hence three solutions. With n = 3 and α = (1, 2), one gets
0 ≤ c1 ≤ 2 and 0 ≤ c2 ≤ c3 ≤ 0, again providing three solutions. One can check
that they are indeed the codes obtained in Table 1 (right column).
To see all conditions of the definition play a role, one has to consider compo-
sitions of at least three parts and at least one greater than one. For example, if
α = (1, 2, 1), one gets the following set of relations: 0 ≤ c1 ≤ 3, 0 ≤ c2 ≤ c3 ≤ 1,
c4 = 0, and the extra condition coming from (C3): c1 ≥ 2 ⇒ c3 ≤ c1 − 2. In
practice, we have twelve tuples satisfying all conditions except the last one and
this last condition gets rid of (2, 0, 1, 0) and (2, 1, 1, 0), hence providing a total of
ten solutions. One can check that these solutions are exactly the codes obtained in
Figure 2 (bottom elements in each cell of the drawing).
Given two tuples a = (a1, a2, . . . , an) and b = (b1, b2, . . . , bn) we write a≤b if
ai ≤ bi for all i ∈ [n]. We claim in Theorem 1.1 that the poset (Cα,≤) is isomorphic
to Tα. As a first step towards proving Theorem 1.1, we associate an integer tuple
with each w ∈ Sα.
For example, one can check, again on Figure 2 that the bottom elements are
indeed (partially) ordered by the componentwise order on their tuples.
Definition 3.3. For w ∈ Sα, we define its α-code by
codeα(w)
def
= (c1, c2, . . . , cn),
where
ci
def
= max
{
k | wi > ws̺(i)+1,wi > ws̺(i)+2, . . . ,wi > ws̺(i)+k
}
.
In other words, ci counts the number of consecutive entries in the one-line no-
tation of w that are smaller than wi, starting from the first entry in the α-region
immediately after i. For α = (1, 1, . . . , 1), Definition 3.3 agrees with [2, Defini-
tion 9.9].
If codeα(w) = (c1, c2, . . . , cn), then we say that wi sees wk if 0 < k− s̺(i) ≤ ci.
Clearly, if wi sees wk, then (i, k) ∈ Inv(w), and wi sees exactly ci elements for each
index i.
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In terms of patterns, ci is the number of 21-patterns where the 2 is at position i
that are not 231-patterns. Examples of codes of α-permutations are shown in Ta-
ble 1 and Figure 2.
3.2. Properties of the encoding.
Lemma 3.4. For w ∈ Sα it holds that codeα(w) ∈ Cα.
Proof. Let w ∈ Sα and codeα(w) = (c1, c2, . . . , cn). Let i ∈ [n]. The maximal
number of inversions of the form (i, k) is n − s̺(i), because wi < wk for all k ∈
{i+1, i+2, . . . , s̺(i)}. Hence, ci ≤ n − s̺(i), which establishes (C1). If ̺(i) =
̺(i+ 1), then wi < wi+1 by construction, and thus ci ≤ ci+1. This establishes
(C2).
Now let k ∈
{
̺(i)+1, ̺(i)+2, . . . , r
}
be such that ci ≥ sk − s̺(i). In particular, wi
sees wsk , meaning that wi > wsk . Hence, wi also sees any wj which is seen by wsk .
This implies that ci ≥ csk + sk − s̺(i), which is (C3). 
Theorem 1.1 in [8] establishes that the α-Tamari lattice arises as a quotient lattice
of theweak order onSα. This is established by proving that for everyw ∈ Sα there
exists a unique maximal (α, 231)-avoiding permutation below w in weak order.
The next lemma records this fact.
Lemma 3.5 ([8, Lemma 3.8]). For w ∈ Sα, the set {w′ ∈ Sα(231) | w′ ≤L w} has a
greatest element; denoted by π↓α(w).
We may thus regard π↓α as a map from Sα to Sα(231). The next lemma charac-
terizes the preimages of this map.
Lemma 3.6 ([8, Lemma 3.16]). Let u, v ∈ Sα with u⋖L v. The following are equivalent.
(i) There are indices i < j < k, each in different α-regions, such that vk < vi < vj,
vi = vk + 1 and Inv(v) \ Inv(u) =
{
(i, k)
}
.
(ii) π↓α(u) = π
↓
α(v).
We now prove that codeα is an order-preservingmap from (Sα,≤L) to (Cα,≤).
Lemma 3.7. Let u, v ∈ Sα with u⋖L v. Then codeα(u)≤ codeα(v), and these tuples
differ by at most one element. Moreover, codeα(u) = codeα(v) if and only if π
↓
α(u) =
π
↓
α(v).
Proof. Let u⋖L v and codeα(u) = (a1, a2, . . . , an) and codeα(v) = (b1, b2, . . . , bn).
By assumption, Inv(v) \ Inv(u) =
{
(i, k)
}
for some indices i < k in different
α-regions such that vi = vk + 1. It follows that any entry which sees vk must be
bigger than vi, and any entry which does not see vi must be smaller than vk. Thus,
aj = bj for all j 6= i.
By construction, ui = vk and uk = vi. Since ui < uk, we conclude that ui never
sees uk.
If vi sees vk, then ai < bi. This is the case precisely when every j in α-regions
strictly between i and k satisfies vj < vi, which by Lemma 3.6 means that π
↓
α(u) 6=
π
↓
α(v).
If vi does not see vk, then there exists an index j in an α-region strictly between
i and k such that vi < vj, which by Lemma 3.6 is equivalent to π
↓
α(u) = π
↓
α(v). If
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we choose j as small as possible with this property, then any j′ < j in an α-region
strictly between i and k satisfies vi > vj′ , and thus ui = vk > vj′ = uj′ , which
entails ai = bi. 
Corollary 3.8. If u ≤L v, then codeα(u)≤ codeα(v).
Proof. This follows from repeated application of Lemma 3.7. 
Lemma 3.9. Let u, v ∈ Sα(231). If codeα(u)≤ codeα(v), then u ≤L v.
Proof. Let codeα(u) = (a1, a2, . . . , an) and codeα(v) = (b1, b2, . . . , bn) such that
codeα(u)≤ codeα(v).
Assume that there exists (i, k) ∈ Inv(u) \ Inv(v), and among all these inversions
choose (i, k) such that ui − uk is minimal. Since (i, k) is not an inversion of v, we
have vi < vk, so that vi does not see vk. Since ai ≤ bi it follows that ui does not
see uk either. Since ui > uk, ̺(i) < ̺(k) and there exists a smallest index j with
̺(i) < ̺(j) < ̺(k) and ui < uj. Since u ∈ Sα(231), we have that ui > uk + 1.
Now, there cannot be any element between uk + 1 and ui − 1 in the same α-
region as uj. Indeed, if this was the case, since uj > ui, uj−1 would be such an
element. But, since it is seen by ui by minimality of j, and since bi ≥ ai, the value
vj−1 would be seen by vi, so that vk > vi > vj−1. In that case, (j − 1, k) would
be an inversion of u, not an inversion of v and would violate the minimality of
(i, k) among such elements as defined earlier. So all elements between uk and ui
belong to α-regions different from the α-region containing uj. Thus, among those,
there is a smallest one uℓ (which is not uk but can be ui) that is on the left of uj.
This element belongs to an (α, 231)-pattern in u: (ℓ, j, ℓ′), where ℓ′ is the position
of uℓ − 1 in u, which is a contradiction.
Therefore, our assumption must have been wrong, and it follows Inv(u) ⊆
Inv(v), thus u ≤L v by definition. 
Note that we never used in the previous proof that v is (α, 231)-avoiding. This
makes sense thanks to Lemma 3.5: its property has no equivalent going upwards
so u and v do not play symmetrical roles.
3.3. Decoding α-codes. Weproceed to prove that codeα is a bijection fromSα(231)
to Cα.
Lemma 3.10. If w ∈ Sα(231), then the left-most 0 in codeα(w) corresponds to the
position of the 1 in the one-line notation of w.
Proof. Let codeα(w) = (c1, c2, . . . , cn), and let jo ∈ [n] be such that wjo = 1. More-
over, if j = min{i | ci = 0}, then j ≤ jo, since cjo = 0. Let wj = a. Since the entries
in an α-region are ordered increasingly, it must necessarily be that a is the smallest
element in its α-region. Let b be the smallest element in the
(
̺(j) + 1
)
-st α-region,
and let k = s̺(j) + 1, i.e. wk = b. Since cj = 0, we have a < b.
Assume that j < jo, which means that a > 1. If a− 1 comes after a in the one-line
notation of w, say at position j′, then it cannot be in the same region as b. Hence,
(j, k, j′) forms an (α, 231)-pattern, a contradiction.
If a− 1 comes before a in the one-line notation of w, then we may denote by j′
the position of the smallest value among {w1,w2, . . . ,wj}. Since j < jo it cannot be
that wj′ = 1. Hence, there exists j
′′ ∈ {j+1, j+2, . . . , n} such that wj′′ = wj′ − 1.
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α w codeα(w)
(1) 1 (0)
(2) 1 2 (0, 0)
(1, 1) 1 2 (0, 0)
2 1 (1, 0)
(3) 1 2 3 (0, 0, 0)
(2, 1) 1 2 3 (0, 0, 0)
1 3 2 (0, 1, 0)
2 3 1 (1, 1, 0)
(1, 2) 1 2 3 (0, 0, 0)
2 1 3 (1, 0, 0)
3 1 2 (2, 0, 0)
(1, 1, 1) 1 2 3 (0, 0, 0)
1 3 2 (0, 1, 0)
2 1 3 (1, 0, 0)
2 3 1 (0, 1, 0)
3 1 2 (2, 0, 0)
3 2 1 (2, 1, 0)
TABLE 1. The α-permutations for any composition α of n ≤ 3
together with their corresponding α-codes.
Again, wj′′ cannot be in the same α-region as a or b, which means that (j
′, k, j′′)
forms an (α, 231)-pattern, a contradiction.
It follows that j = jo. 
Proposition 3.11. For c ∈ Cα there exists a unique w ∈ Sα(231) such that codeα(w) =
c.
Proof. We proceed by induction on n. For n ≤ 3, the claim can be checked directly
(see Table 1), which establishes the induction base. Assume that the claim holds
for all compositions of n′ < n.
Let c = (c1, c2, . . . , cn) ∈ Cα. By definition, cn = 0, which enables us to define
jo = min
{
j ∈ [n] | cj = 0
}
. By (C2), jo = sa−1 + 1 for some a ∈ [r], meaning that jo
is the first element in the ath α-region.
Let α′ = (α′1, α
′
2, . . . , α
′
r′) be the unique composition of n− 1 which is obtained
by subtracting 1 from αa. (If αa = 1, then we simply remove this part.) We define
s′a = α
′
1 + α
′
2 + · · ·+ α
′
a, and we obtain
s′b =
{
sb, if b < a,
sb − 1, if b ≥ a.
8 WENJIE FANG, HENRI MU¨HLE, AND JEAN-CHRISTOPHE NOVELLI
(2, 6, 0, 1, 3, 1, 1, 0)
↑
(1, 5, –, 1, 3, 1, 1, 0)
↑
(1, 4, –, 1, 2, 0, 0, –)
↑
(1, 3, –, 0, 1, –, 0, –)
↑
(0, 2, –, –, 1, –, 0, –)
↑
(–, 2, –, –, 1, –, 0, –)
↑
(–, 1, –, –, 0, –, –, –)
↑
(–, 0, –, –, –, –, –, –)
↑
→
→
→
→
→
→
→
→
1
1 2
1 3 2
1 4 3 2
5 1 4 3 2
5 1 4 3 6 2
5 1 4 7 3 6 2
5 8 1 4 7 3 6 2
FIGURE 1. Decoding the (2, 3, 2, 1)-code (2, 6, 0, 1, 3, 1, 1, 0). The
arrows indicate the left-most zero in each step; the red digits indi-
cate the positions that see the left-most zero.
We define c′ = (c′1, c
′
2, . . . , c
′
n−1) by setting
c′i =


ci, i < jo and ci < sa−1 − s̺α(i),
ci − 1, i < jo and ci ≥ sa−1 − s̺α(i),
ci+1, i ≥ jo.
It is straightforward to check that c′ ∈ Cα′ . By induction hypothesis, there exists a
unique w′ ∈ Sα′(231)with codeα′(w
′) = c′.
We now “inject” 1 into w′ to construct a permutation w ∈ Sn via
wi =


w′i + 1, if i < jo,
1, if i = jo,
w′i−1 + 1, if i > jo.
Since jo is the first element in the a
th α-region, it follows that w ∈ Sα. Assume that
w has an (α, 231)-pattern (i, j, k). Since w′ ∈ Sα′(231), it must be that k = jo, and
wi = 2. By construction, w
′
i = 1, implying that c
′
i = 0. Since i < jo, it follows
that ci = 0, contradicting the choice of jo. Thus, w ∈ Sα(231). By construction, it
follows that w is the only (α, 231)-avoiding permutation with codeα(w) = c. 
Figure 1 illustrates the procedure described in the proof of Proposition 3.11. We
may now conclude the proof of our first main theorem.
Proof of Theorem 1.1. Proposition 3.11 establishes that Sα(231) and Cα are in bijec-
tion, and Corollary 3.8 and Lemma 3.9 establish that for u, v ∈ Sα(231) we have
u ≤L v if and only if codeα(u)≤ codeα(v). This finishes the proof. 
In fact, the preimages of the maps codeα : Sα → Cα and π
↓
α : Sα → Sα(231)
coincide.
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1 2 3 4
(0, 0, 0, 0)
2 1 3 4
(1, 0, 0, 0)
1 2 4 3
(0, 0, 1, 0)
3 1 2 4
(2, 0, 0, 0)
2 1 4 3
(1, 0, 1, 0)
1 3 4 2
(0, 1, 1, 0)
4 1 2 3
(3, 0, 0, 0)
3 1 4 2
(1, 0, 1, 0)
2 3 4 1
(0, 1, 1, 0)
4 1 3 2
(3, 0, 1, 0)
3 2 4 1
(1, 1, 1, 0)
4 2 3 1
(3, 1, 1, 0)
FIGURE 2. The weak order on S(1,2,1), where the permutations
are labeled by their (1, 2, 1)-codes.
Lemma 3.12. For u, v ∈ Sα we have codeα(u) = codeα(v) if and only if π
↓
α(u) =
π
↓
α(v).
Proof. Let u, v ∈ Sα. Let codeα(u) = (a1, a2, . . . , an) and codeα(v) = (b1, b2, . . . , bn).
If u ≤L v, then the desired equivalence follows from repeated application of
Lemma 3.7.
Otherwise, u and v are incomparable. By [1, Theorem 4.1], (Sα,≤L) is a lattice
and thus the meet w = u ∧L v exists and satisfies w ≤L u and w ≤L v. If π
↓
α(u) =
π
↓
α(v), then π
↓
α(u) = π
↓
α(w), by Lemma 3.5. It follows that codeα(u) = codeα(w) =
codeα(v) by Lemma 3.7.
Conversely, let codeα(u) = codeα(v). Lemma 3.5 implies π
↓
α(u) ≤L u and
π
↓
α(v) ≤L v. In view of the previous reasoningwe find codeα
(
π
↓
α(u)
)
= codeα(u) =
codeα(v) = codeα
(
π
↓
α(v)
)
. Proposition 3.11 thus implies π↓α(u) = π
↓
α(v). 
Figure 2 shows the weak order onS(1,2,1) with the preimages of the map π
↓
(1,2,1)
indicated; the bottom elements per highlighted region are exactly the
(
(1, 2, 1), 231
)
-
avoiding permutations. The elements are labeled by their corresponding (1, 2, 1)-
codes, too.
4. ν-TAMARI LATTICE AND ν-BRACKET VECTORS
Given a lattice path ν formed by steps E = (1, 0) and N = (0, 1), we can define
the so-called ν-Tamari lattice on lattice paths weakly above ν sharing the starting
and ending points with ν by a certain “rotation” process [9].
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This lattice can be seen equivalently as the componentwise order ≤ on the so-
called ν-bracket vectors [3, Theorem 4.2]. If α = (α1, α2, . . . , αr) is an integer com-
position of n, then [4, Theorem II] implies that Tα is isomorphic to the να-Tamari
lattice, where
να
def
= Nα1Eα1Nα2Eα2 · · ·NαrEαr .
Let us define the relevant bracket vectors directly for the special case considered
in this article. The minimal να-bracket vector, denoted by b
min
α , is defined by
bminα (k)
def
=


i+ sa−1 − 1, if k = 2sa−1 + i for 0 < i ≤ αa,
sa, if k = 2sa−1 + αa + i for 0 < i ≤ αa,
n, if k = 2n+ 1.
We define the kth fixed position by fk
def
= k+ 1+ s̺(k+1)−1, which is the last posi-
tion where k appears in bminα . In the case k = n, we take fn = 2n+ 1. We denote
by F the set of the fk’s.
Definition 4.1. A να-bracket vector is a vector b satisfying:
(B1): for 0 ≤ k ≤ n, we have b( fk) = k;
(B2): for 1 ≤ i ≤ 2n+ 1, we have bminα (i) ≤ b(i) ≤ n;
(B3): if b(i) = k, then for all j with i < j < fk, we have b(j) ≤ k.
We denote by Bα the set of all να-bracket vectors. The poset (Bα,≤) is one of
the incarnations of the ν-Tamari lattice with ν = να [3, Theorem 4.2].
For b ∈ Bα, by (B1), there are n + 1 positions with fixed value in a vector of
length 2n+ 1. For simplification, we define a reduced version of να-bracket vec-
tors. For b ∈ Bα, we define its να-reduced vector r by
r(sa−1 + i)
def
= b(2sa−1 + αa + i)
for 1 ≤ i ≤ αa. It is clear that r is obtained from b by removing components with
indices in F. To recover b from r, we only need to fill in the positions in F according
to (B1). Let Λred denote the “reduction”map from b to r, and let Λext be its inverse.
Such να-reduced vectors thus inherit the following properties from να-bracket
vectors.
Proposition 4.2. A vector r ∈ Nn is a να-reduced vector if and only if:
(R1): for 1 ≤ i ≤ n, we have s̺(i) ≤ r(i) ≤ n;
(R2): for all i, j with i < j ≤ s̺(r(i)+1)−1, we have r(j) ≤ r(i).
Proof. Let b be the να-bracket vector corresponding to r. We only need to show
that the conditions for r are equivalent to those for b.
Condition (B1) for b is satisfied by construction. The equivalence between (B2)
for b and (R1) for r is trivial given the definition of bminα .
Now for the equivalence between (B3) for b and (R2) for r, we observe that for
(B3) to hold for b, for each i with b(i) = k, we only need to check for all j with
i < j ≤ 2s̺(k+1)−1, since all indices from 2s̺(k+1)−1+ 1 to fk are in F. 
We can thus take Proposition 4.2 as the definition of να-reduced vectors without
passing through να-bracket vectors, and we denote byRα the set of all να-reduced
vectors. By Proposition 4.2, (Rα,≤) is isomorphic to the να-Tamari lattice. We also
have the following property.
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(2, 6, 0, 1, 3, 1, 1, 0)
∈
C(2,3,2,1)
ΓR−→ (8, 4, 8, 6, 5, 8, 8, 8)
∈
R(2,3,2,1)
Λext−→ (0, 1, 8, 4, 2, 3, 4, 8, 6, 5, 5, 6, 8, 8, 7, 8, 8)
∈
B(2,3,2,1)
FIGURE 3. Illustration of the map ΓR.
c ∈ C(1,2,1) ΓR(c) ∈ R(1,2,1) Λext ◦ ΓR(c) ∈ B(1,2,1)
(0, 0, 0, 0) (1, 3, 3, 4) (0, 1, 1, 2, 3, 3, 3, 4, 4)
(1, 0, 0, 0) (2, 3, 3, 4) (0, 2, 1, 2, 3, 3, 3, 4, 4)
(0, 0, 1, 0) (1, 4, 3, 4) (0, 1, 1, 2, 4, 3, 3, 4, 4)
(2, 0, 0, 0) (3, 3, 3, 4) (0, 3, 1, 2, 3, 3, 3, 4, 4)
(1, 0, 1, 0) (2, 4, 3, 4) (0, 2, 1, 2, 4, 3, 3, 4, 4)
(0, 1, 1, 0) (1, 4, 4, 4) (0, 1, 1, 2, 4, 4, 3, 4, 4)
(3, 0, 0, 0) (4, 3, 3, 4) (0, 4, 1, 2, 3, 3, 3, 4, 4)
(3, 0, 1, 0) (4, 4, 3, 4) (0, 4, 1, 2, 4, 3, 3, 4, 4)
(1, 1, 1, 0) (2, 4, 4, 4) (0, 2, 1, 2, 4, 4, 3, 4, 4)
(3, 1, 1, 0) (4, 4, 4, 4) (0, 4, 1, 2, 4, 4, 3, 4, 4)
TABLE 2. Illustration of the map ΓR for α = (1, 2, 1).
Proposition 4.3. Given a να-reduced vector r, for any indices i < j with ̺(i) = ̺(j), we
have r(i) ≥ r(j).
Proof. Let k = r(i). By (R1), we have k ≥ s̺(i), and thus s̺(k+1) − 1 ≥ s̺(i)+1−
1 ≥ s̺(i). Since ̺(i) = ̺(j), we have i < j ≤ s̺(i) ≤ s̺(k+1) − 1. Then (R2) in
Proposition 4.2 affirms that r(j) ≤ k = r(i). 
For any composition α, we define a transformation ∆R on Rα such that(
∆R(r)
)
i
= r(2s̺(i)− α̺(i)− i+ 1)− s̺(i).
More intuitively, to obtain ∆R(r), we first split r into regions according to α, then
reverse each region while subtracting sk for the k
th region. We denote by ΓR its
inverse. Although both ∆R and ΓR depend on α, the composition α should always
be clear from the context. The transformation ∆R relates α-codes withRα.
Figure 3 illustrates the map ΓR on the (2, 3, 2, 1)-code (2, 6, 0, 1, 3, 1, 1, 0), and
Table 2 illustrates this bijection for α = (1, 2, 1).
Proposition 4.4. Given a composition α of n, the transformation ∆R is a bijection from
Rα to Cα.
Proof. First, for r ∈ Rα, let c = ∆R(r) and let us check that c satisfies the conditions
in Definition 3.1 using those in Proposition 4.2 for r. By (R1) for r and the definition
of ∆R, clearly c satisfies (C1). Proposition 4.3 and the definition of ∆R imply that
c satisfies (C2). To check (C3) for c given that it satisfies (C2), we only need to
show that, for any i and j such that ̺(i) < ̺(j), if ci ≥ s̺(j) − s̺(i), then we have
cj + s̺(j) ≤ ci + s̺(i). Translating to r, we need to check that, for any i
′ and j′
with ̺(i′) < ̺(j′), if r(i′) ≥ s̺(j′), then we have r(j
′) ≤ r(i′). Now, suppose that
r(i′) ≥ s̺(j′). We have ̺(r(i
′) + 1) > ̺(j′) by the definition of ̺. As the values are
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integers, we have ̺(j′) ≤ ̺(r(i′) + 1)− 1, which means j′ ≤ s̺(j′) ≤ s̺(r(i′)+1)−1,
and by (R2), we have r(j′) ≤ r(i′). Therefore, c also satisfies (C3).
Now for the reverse direction, given c ∈ Cα, let r = ΓR(c). It is clear that (C1)
translates directly to (R1). We only need to show that (R2) holds for r. Suppose
that 1 ≤ i < j ≤ s̺(r(i)+1)−1. If ̺(i) = ̺(j), by the definition of ΓR and (C2) on c,
we have r(j) ≤ r(i). Nowwe check the case ̺(i) < ̺(j). When translated to c, (R2)
in this case means that we need to check for any i′ < j′ such that ̺(i′) < ̺(j′) ≤
̺(ci′ + s̺(i′) + 1)− 1, we have cj′ + s̺(j′) ≤ ci′ + s̺(i′). By (C2), we may assume that
j′ = sa for some a. By the definition of ̺, we see that ̺(sa) ≤ ̺(ci′ + s̺(i′) + 1)− 1
implies sa < ci′ + s̺(i′) + 1, thus sa ≤ ci′ + s̺(i′) since they are integers. By (C3), we
have csa ≤ ci′ − sa + s̺(i′). Therefore, (R2) holds for r, meaning that r ∈ Rα. 
We conclude this article with the announced simple proof of Theorem 1.2.
Proof of Theorem 1.2. Let Tνα denote the να-Tamari lattice. We have the following
isomorphisms of lattices:
Tα
Thm. 1.1
∼=
(
Cα,≤
) Prop. 4.4
∼=
(
Rα,≤
) trivial
∼=
(
Bα,≤
) [3, Thm. 4.2]
∼= Tνα .

We note that the proof of Theorem 1.2 in [4] relies on lattice-theoretic properties
of Tα and the να-Tamari lattice, and is only partially bijective. Our proof here is
fully bijective, which gives a clearer vision of the isomorphism. Moreover, our
bijection here, mediated by α-codes, is in fact equivalent to the bijection Θ used
in the proof of Theorem 1.2 in [4], which solves [4, Open Problem 2.23]. A direct
combinatorial interpretation of this bijection is work in progress.
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