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In mathematical biology, theoretical understanding of the spatio and/or temporal 
dynamics of biological individuals is one of major subjects. As one example of popula-
tion dynamics, we meet the situation where two species are strongly competing. It is 
observed that one species of the two becomes extinct in a habitat by competing, or two 
species can coexist by avoiding the competition with migration (see, e.g., [10]). The 
former phenomenon is called the competitive exclusion principle, while the latter means 
the coexistence of niche-segregation. To understand these phenomena, Lotka-Volterra 
competition models with diffusion have been often proposed so far. 
A simple model in one dimension is described by 
(1.1) { Ut = diuxx + u(m1 - cnu - C12v) 
Vt= d2Uxx + v(m2 - C21U - c22v) 
with the Neumann boundary conditions 
(1.2) { Ux(O,t) = Ux(l,t) = 0 
Vx(O, t) = Vx(l, t) = 0 
(0 < x < 1, t > 0), 
(0 < x < 1, t > 0) 
(t > 0), 
(t > 0), 
where u(x, t) and v(x, t) usually represent the population densities of two competing 
species at position x E (0, 1) and time t > 0. Thus it is naturally assumed that u and 
v are nonnegative. The constant mi is the intrinsic growth rate, c;i the intraspecific 
competition rate, and C;j (i =J j) the interspecific competition rate where all constants 
m;, C;j, d; (i,j = 1, 2) are positive. By simple rescalings, (1.1) with (1.2) is rewritten 
as 
( 1.3) { Ut=duxx+u(a-u-bv) 
Vt = Vxx + v(l - cu - v) 
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(0 < x < L, t > 0), 
(0 < x < L, t > 0) 
with the Neumann boundary conditions 
(1.4) { Ux(O, t) = Ux(L, t) = 0 Vx(O,t) = Vx(L,t) = 0 
(t > 0), 
(t > 0), 
where a, band care positive constants. The global existence of a solution of the system 
(1.3) with (1.4) is proved by the maximal principle (see [12]). However, the qualitative 
property of solutions have not yet been completely revealed. For the first step to do it, 
the system (1.3) in the absence of diffusion is considered 
(1.5) { Ut = u(a - u - bv), Vt=v(l-cu-v), 
where both components of initial data are positive. It is known that the asymptotic 
behavior of solutions to (1.5) consist of four types: (i) t(a, 0) is a unique globally 
stable equilibrium; (ii) t(o, 1) is a unique globally stable equilibrium; (iii) t( u, v) = 
t((b-a)/(bc-1), (ac-1)/(bc-1)) is a unique globally stable equilibrium; (iv) there are 
two stable equilibria t(a, 0) and t(O, 1). In the first three cases, any solutions generally 
converge to the unique stable equilibrium, while in the last case, which stable equilib-
rium the solution converges to depends on the initial state. Therefore, the following 
question naturally arises: what sort of initial data lead to the specific equilibrium, eco-
logically speaking, which species of the two becomes extinct depending on the initial 
state. 
In general, the dynamics of solutions depends on the initial data, if multi-stable 
equilibria coexist. Although there have been many works concerned with the asymp-
totic behavior of solutions to various systems including (1.3), most of them discuss the 
existence and the stability of equilibria and/ or periodic orbits ( c.f. [4]), and do not tell 
us sufficient information on the dependency of initial data on the dynamics of solutions 
because we need to investigate the behavior of the solution with given initial data for 
the full time range. This also motivates us to study the characterization of the basin 
of attraction for the competition-diffusion system (1.3) as well as (1.5). Hereafter we 
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assume the condition 
(1.6) 1 - <a< b, 
c 
for the bi-stable case (iv). 
For the system (1.5) of ordinary differential equations with the condition (1.6), it 
is already known that the first quadrant in the ( u, v) plane is divided into two basins of 
attraction by a separatrix which makes the boundary between two basins of attraction 
[8], [7]. The separatrix for (1.5) is represented by the graph of a function h, i.e., 
e(u,v) E IR2 I u 2: 0, v 2: 0, v = h(u)} 
(c.f. [7]). That is, if v(O) > h(u(O)), then t(u(t),v(t)) converges to t(0,1), while if 
v(O) < h(u(O)), then it converges to t(a,O). For the property of v = h(u), it is shown 
in [7] that 
(i) if a> 1, v = h(u) is concave (i.e., h" < O); 
(ii) if a= 1, it is a straight line (i.e., h(u) = (c - l)u/(b- 1)); 
(iii) if a> 1, it is convex (i.e., h" > 0). 
Now, we return to the original system (1.3) with (1.6) under the Neumann condi-
tions (1.4). It is known that stable equilibria are only t(a,O) and t(O, 1), that is, any 
nonconstant equilibria and periodic solutions are unstable, even if they exist [9], [6]. 
Therefore, one finds that the problem is to determine the separatrix for the constant 
equilibria t(a, 0) and t(O, 1). 
For the special case where the diffusion coefficients are same ( d = 1 ), Iida et al [7] 
have recently shown that in the case a > 1 there exists an initial data t ( u( x, 0), v( x, 0)) 
such that even if 
v(x,O) > h(u(x,O)) for every x E [O,L], 
t(u(x, t), v(x, t)) converges to t(a, 0). In ecological terms, it implies that the species 
u may wipe out v, even if v is superior to u everywhere at t = 0. We call such a 
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phenomenon the diffusion-induced extinction of a superior species. They show that 
this phenomenon possibly occurs, using the effect of the diffusive migration and t·he 
concavity of the separatrix (or a > 1 ). This implies the difference of the structure of 
separatrix between the systems (1.3) and (1.5). In order to construct the separatrix for 
t(a, 0) and t(0, 1) of (1.3), (1.4), and study the dependency of the asymptotic states on 
the initial data and the parameters, we restrict our discussion to the neighborhood of 
an unstable constant equilibrium t(u, v). 
In §2, we construct the local invariant manifold with one codimension which coin-
cides with the separatrix for (1.3) near t(u, v) in some sense (see Theorems 2.2 and 2.3). 
In §3, by using this invariant manifold, we present several results: First, we give some 
conditions on initial distributions under which one species of the two becomes extinct. 
For an example, choose a = 1, b = c = 2, and d = 1 in (1.3) which indicates that the 
system is symmetric with u and v. If the initial data is taken as in Fig. 1, it turns 
out that the species u survives and v becomes extinct (see §3). Namely, the species u, 
which distributes more uniformly than v does near the equilibrium at t = 0, wipes out 
the other (see Fig. 2). 
Second, we show that even if the images of two different initial states in ~2 coincide 
together, each solution may converge to the different equilibrium respectively. This 
means that the asymptotic state of solutions can be never expected by means of the 
information of initial data in the ( u, v) plane. 
Third, we consider the dependency of the asymptotic behavior on the parameter d 
for suitably fixed a. We show that if the diffusion coefficients are different, the diffusion-
induced extinction can occur in the absence of the concavity of the separatrix for (1.5). 
More generally, we investigate the dependency on the parameters a and d. It indicates 
that one species u tends to be extinct as its diffusion rate d or growth rate a decreases, 
that is, there is the relation between the diffusion rate and the growth rate such that 
the two species are equally balanced. It is studied mathematically when (a, d) is close 
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to (1, 1) and also numerically when (a, d) is not close to (1, 1). 
In §4, we give the proof of Theorems 2.2 and 2.3 and Proposition 3.5. If the stable 
manifold at 1(u, v) has codimension one, the invariant manifold is uniquely determined. 
If not, however, the invariant manifold is not unique. Under some conditions specified 
later, we can construct it uniquely up to the second order (see Theorem 2.3 and Propo-
sition 4.2). We need to know the whole dynamics to prove that the invariant manifold 
coincides with the separatrix up to the same order. We investigate the local dynamics 
as long as the solution is close to 1 ( u, v). Then we use the comparison theorem to show 
the convergence of the solution. 
2. Local invariant manifolds and separatrices 
First we prepare the notation and the spaces. The usual inner product of IR2 is 
denoted by 
( ~: ) · ( ~:) := U1 U2 + V1 V2 
for 1(ui,vi),t(u2,v2) E IR2 and(·,·) means an inner product in L2 (0,L), i.e., 
(u,v) := foL u(x)v(x)dx for u, v E L2 (0, L ). 
We also introduce Hilbert spaces H and X 
with their inner products and their norms respectively 
( ( ~:), ( ~:)) H := foL u1(x)u2(x) + v1(x)v2(x)dx, llwll~ := (w,w)H, 
( ( ~:)' ( ~:)) x := ( ( ~:), ( ~:)) H + ( ( ~::), ( ~::)) H, llwlli := (w, w) x · 




in order to investigate the behavior of solutions near the equilibrium point t( il, v). Let 









- a2 + v 
8x 2 
(2.2) F(w) = (-e(e + bT/)) where w = (T/e) EX. 
-T/(ce+T/) 
The resulting system from (1.3) is rewritten as 
(2.3) Wt= -Aw+ F(w). 
It is easily seen that A is a sectorial operator (see (5]). The fractional power of A 
can be defined in a usual manner. 
Let ak be the (k + l)th eigenvalue of -d2 /dx2 with the Neumann conditions and 
(k a corresponding eigenfunction, namely, 
Since 
(dak + il + ak + v) 2 - 4((dak + u)(ak + v) - bcuv) = (dak + il - ak - v) 2 + 4bcuv > 0, 
it is obvious that eigenvalues of the matrix 
are real. 
6 
LEMMA 2.1. Let µk,± (µk,- < µk,+) be the eigenvalues of Mk· The eigenvalues of 
A are real, which can be denoted by P1 }J~1 satisfying 
Precisely there exist functions J±(k) and k(j) such that 
(2.5) { 
µk,+ = ,\1+(kb 
µk,- = Aj_(kb 
Aj = µk(j),+ or µk(j),-. 
Proof We prove the last part only. The remainder is easily shown, because the 
family of eigenvalues of A consist of {µk,± }k~0 • The matrix 
has two real eigenvalues. The eigenvalues are the roots of the quadratic equation 
(2.6) µ2 - (u + v)µ - (be - l)uv = 0. 
Since the last term is negative, we can check µo,- < 0 and µ0 ,+ > 0. Noting 
{µ 2 - (duk + u + O'k + v)µ + (duk + u)(uk + v) - bcuv}lµ=µo -
= {-(d + l)µo,- + duk + u + dv}uk > 0, 
duk + u + O'k + v 
2 > 0 > µo,- for k ~ 1, 
we can show that µ0,- < Aj for j ~ 2. D 
The corresponding eigenvectors of A are denoted by c.p1, namely, 
Especially, we can take 
where ek,± are the eigenvectors corresponding to µk,±: 
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- a2 + v 
8x2 
with the same domain as in A. Let cpj be an eigenfunction corresponding to >..i. Mul-
tiplying appropriate constants, we can take cpj satisfying 
where 8k1 stands for the Kronecker delta. 
It is easily shown that { cp i} ~1 is a complete basis of H. Define 
Piw := (cpj,w)Hcpi, 
wi := Pjw, 
Qiw := (cpj,w)H, 
Wj := QjW. 
Thus w can be expanded by 
00 00 
w = LWj = LWi'Pj· 
j=l j=l 
We also define the operator A from H to H by 
00 
w :=(I - P 1)w = LWi· 
j=2 
We seek a locally invariant manifold with one codimension such that 
Thus we split (2.3) into 
(2.8) 
W1 = P(w ). 
{ ':'lt = ->..1Aw1-+,: P1F(~1 + w), 
Wt= -Aw+ F(w 1 + w). 
THEOREM 2.2. Assume >..1 < 2>.. 2 . Then there exists a C 2 -function 4> from (I -
Pi)D(A) into P 1D(A) such that the graph of 4> is a locally invariant manifold to (2.8) 
near t(u, v), 
(2.9) p = ip + o(llwlli ), lf;(w) = Qi.P(w) 
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and 
1/J(w) = (o a( eo,+, eo,+ )wJ+ (o) 
2µo + - µo,-
(2.10) +(o f= { a(ek,+, ek,+)wi+(k)wi+(k) + a(ek,+, ek,-)wi+(k)Wj_(k) 
k=l l 2µk,+ - µo,- µk,+ + µk,- - µo,-
+ a( ek,-, ek,+ )wi-(k)wi+(k) + a( ek,-, ek,-)wi-(k)wi-(k)}, 
µk,+ + µk,- - µo,- 2µk,- - µo,-
where 
(2.11) 
We note that the denominators of the terms in the right hand side of (2.10) are 
positive, because 
Remark. The principal part of the separatrix of (1.5) is given by 
{ e* · t(u - u v - v)} 2 
• t( _ _) ( ) o.+ , + (I * t( - -)J2) e0 _ · u - u, v - v = a e0 +, e0 + o e0 + · u - u, v - v 
' . ' 2µ -µ . o,+ o,-
near t(u,v) = t(u,v). 
that 
The locally invariant manifold in Theorem 2.2 is a separatrix in the following sense. 
THEOREM 2.3. For sufficiently small€ > 0, there exists a positive constant r 1 such 
(i) if 
Qi{(u(·,O)-~)-w((J-Pi)(u(-,0)-~))} :2:£11(u(·,0)-~)112' 
v(-,0)-v v(-,0)-v v(·,0)-v x 
then t(u(x,t),v(x,t)) converges to t(a,O) as t--+ oo; 
(ii) if 
Qi{(u(-,O)-~)-w((J-P1) (u(·,0)-~))} :::;-€ll(u(·,O)-~)ll2, 
v(·,0)-v v(·,0)-v v(·,0)-v x 
then t(u(x, t), v(x, t)) converges to t(O, 1) as t--+ oo, 
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where t(u(x,t),v(x,t)) is a solution to (1.3) satisfying 
ll( u(·,0)-~)11 ~r1. v(·,0)-v x 
Proofs of Theorems 2.2 and 2.3 are stated in §4. 
3. Applications 
In this section we apply Theorems 2.2 and 2.3 to some special cases and we give 
the observation of (2.10). Before presenting the applications, we give the following 
elementary lemma: 
LEMMA 3.1. The following hold: 
2 1 1 (i = ,,/I,(o + v'2£(2j, 
((j(k, (o) = { o(o if j = k, 
otherwise. 
This lemma can be easily shown by (2.4) so that the proof is omitted. 
3.1. Separatrices for the same diffusion coefficients. In this subsection we as-
sume d = 1. Then we have 
(3.1) 
by the definition of µk,± and ek,±· For simplicity, we write µ0,±, eo,± = t( uo,±, Vo,±), and r\ 
we can take 
CV 
_, 
(3.2) µ± -v 
* µ± - u bu 
v -/3 -/3 ±- ± - - ± _, 
CV µ± - V 
where 
1 ( -)2 
- = 1 + µ± - u > 0 
/3± bcuv ' 
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because 1(0, 1) cannot be eigenvectors (see Fig. 3). We can check 
(3.3) 
Similarly in §2 we set 
y = e_ · w, z = e+ · w, 
Yk = (y, (k), Zk = (z, (k}, fJ = Y - Yo· 
We prepare the following lemma: 
LEMMA 3.2. 
. (u:u! v:v~) ii+ bv- µ+ (1) a(e+, e+) = µ+ -_- + -_- = µ+/3- b-- . 
U V UV 
( u•u2 v•v2 ) (iii)a(e_,e_)=µ_ -ii-+ -v-. 
Proof We prove (i) only. We obtain the first equality of (i), substituting u± a:c;_d 
u: into (2.11). For the last equality of (i), by definition, we have 
/3_ + /3_(µ_ - ii)(µ+ - ii)2 
ii b2cii2v2 
/3_ + /3_ (µ+µ- - (µ+ +µ_)ii+ ii2 )(µ+ - ii) 
ii b2cii2v2 
/3 ii + bv - µ+ . 
- biiv 
The others can be proved similarly by (2.11) and (3.2). 0 
This lemma and Theorem 2.2 imply the following. 
THEOREM 3.3. Assume µ_ > -20'1 and d = 1. The separatrix for (1.3) is repre-
sented by the graph of the function tP satisfying tP = 1/;e_(0 + o(li 1(y, z)ll~) and 
1/;(y,z)= 
(3.4) 
u• u2 v• v2 oo I' 2 u• u2 v* v2 oo I' 2 (-==--=- + -_ -) L 1.,oµ_yk + ( ~ + __ +) L 1.,oµ+zk 
U V k=l 20'k + µ_ U V k=O 20'k + 2µ+ - µ_ 
+( u: u __ u+ + v: v __ v+) f: (0(µ_ + µ+ )YkZk. 
u v k=l 20'k + µ+ 
Remark. The principal part of the separatrix v = h(u) for (1.5) is given by 
(3.5) 
I' u•u2 v*v2 I' -+b-
= .,oµ+ (~ + --=--±.)z2 = 1.,0µ+ /3 u v - µ+ z2 Yo 2 _ - o 2 - b - - o µ+ - µ_ U V µ+ - µ_ UV 
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by means of Lemma 3.2 (i). In order to know the sign of the last term of (3.5), we 
substitute u + bv into the left hand side of (2.6): 
(u + bv) 2 - (u + v)(u + bv) + uv(l - be)= bv(-(c - l)u + (b- l)v) 
(a-l)bfJ. 
This implies that 
h"(u)<O nearu=fi, 
if and only if a > 1 (see [7]). 
In particular, we consider the case a = d = 1. In this case we can easily calculate 
the eigenvalues and the eigenvectors. The eigenvalues of the matrix M 0 are 
(3.6) (b-l)(c-1) µ_ = - be - 1 ' µ+ = 1. 
The corresponding eigenvectors of M 0 and t M 0 are 
(3.7 
e_ = ( ~=) = ( ~~) , e+ = ( ~:) = ( ~ =: ) , 
e.. = ( u ~ ) = b( c - 1) (- b 1_ 1 ) , e: = ( u; ) = ( b - 1) c ( ~ ) . 
v 2bc - b - c v 2bc - b - c 
- c-1 + c 
Recall 
b( c - 1) b( b - 1) 
y = u - v, 
2bc - b - c 2bc - b - c 
(b-l)c b(b-l) 
z = u + v. 2bc - b - c 2bc - b - c 
Substituting the above into Theorem 3.3, we get the following corollary: 
COROLLARY 3.4. If 
{b-~)~cl- l) < 2 (~)' and a= d =I, 
then 'ljJ is given by 
(3.8) • b - c ~ yz b + c - 2 ~ YkZk 
,,P(y' z) = -b-(o L..,.; 2a + + b - 1 (o L..,.; 2a + 
k=l k µ_ k=l k µ+ 
We address the question: Which species of the two becomes extinct when the initial 
distributions for them are given in Fig. 1 ? Let us consider the case a = 1, b = 2, 
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and c = 2 to pay attention only to the influence of the initial states on the asymptotic 
states. In this case we note that 
Then we have 
(3.9) 
1 
u = v = -, 3 
u-v 
y=-2-, 
i <Xl 2 2 
1/J( w) = ~ L uk - vk 
2 k=l 2ak + 1 
by this corollary where uk = (u, (k) and vk = (v, (k)· Since 
at the initial data, we have 
Theorem 2.3 implies that the species u wins out v, namely, that the species which 
distributes uniformly near the equilibrium point t( u, v) survives and the other becomes 
extinct (see Fig. 2). Consider the initial distributions in Fig. 4. By the effect of the 
diffusion, u easily become spatial homogeneous. So u dominates (see Fig. 5). 
Next we present two different initial data where the images of them in IR.2 coincide 
together and each solution converges to the different equilibrium. In other word, it is 
impossible to select equilibria to which solutions converge, by means of the information 
of the ( u, v) plane of initial data. If we specify the initial data such that 
( 
- 2 ) 1( 0) - u - s p u x, 1 0 u 
= W X + = 'JrX ( v1 (x, 0)) ( ' ) ( V) v+ s cosy ' 
and 
( 
- 2 ) 2( 0) - u - s p 
( u2(x,o)) =w2(x,O)+ (~) = -+ 27rx ' v x, v v scosL 
where 
1 1 
< 2P < 2 1 20-2 + 1 <71 + 
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for sufficiently smalls> 0, then the image of the initial data t(u1 (x,O),v1 (x,O)) coin-
cides with that of t(u2 (x, 0), v2(x, 0)). However, since 
the former solution t(u1,v1 ) converges to t(a,O), while the latter t{u2 ,v2 ) converges to 
t(O, 1) by Corollary 3.4 and Theorem 2.3. 
3.2. Dependency on diffusion coefficients. In this subsection, we focus ourselves 
to the phenomena which are exhibited by the difference between two diffusion coeffi-
cients. Hence we denote~' .P, 1/J, 'Pi and Q1 in Theorem 2.2 by ~a,d, .pa,d, 1/Ja,d, cpj'd and 
Q~·d respectively. 
First we consider the case where a and d are close to 1. Put a = 1 + a, d = 1 + J. 
Note that the function l/F given by {3.4) converges to {3.8) as a tends to 1. Since eo,-
is independent of d, we also note that 
Q a,1-d _ Qa,l 1 - 1 . 
Then we have the following proposition. 
PROPOSITION 3.5. Set 
a.pa.d I 
.... a 
..:. = --- . 
ad d=l 
Then 
3 1 (y, z) 
_ (o 1 , 1 ~ (2(b-c){c-1) c{b+c-2)) ( y~ YkZk ) 
- 'P1 L....,ak + +---2bc - b - c k=l 2ak + µ_ 2ak + µ+ 2ak + µ_ 2ak + µ+ 
(ob(b+c-2){c-1) 11 ~ ak ( YkZk z~ ) + cp ' L...., + ------(2bc - b - c)(b - 1) 1 k=l 2ak + µ+ 2ak + µ+ 2ak + 2µ+ - µ_ 
(3.10) 
The proof is stated in the successive section. 
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In particular, if we put a= 1, b = c = 2 and u0 = v0 = 0, then we obtain 
i 00 2 2 ~Luk -vk 
2 k=l 2<Yk + 1 
+d-(0 f: ak { (uk - vk/2 + 2(uz - vZ) + (uk + vk/} + o(dllwll~ ). 
4 k=l 2ak + 1 2ak - 3 2ak + 1 2ak + 3 
(3.11) 
Since 
it turns out that 
This implies that if the diffusion coefficient of one species decreases in the case where 
a= 1 and dis close to 1, then the species tends to become extinct. 
Iida et at [7] shows the diffusion-induced extinction in the case with the same 
diffusion coefficients, namely, the species v can become extinct even if the species v is 
superior to u everywhere at t = 0, i.e., v(x, 0) > h(u(x, 0)). This phenomenon occurs 
by the effect of diffusion and the concavity of the separatrix. If the diffusion coefficients 
are different, it may occurs without the concavity. Actually, pick the initial data 
(3.12) ( u(x,O)) =w(x O)+ (~) = (u+_P(o+s(i) 
v(x,O) ' v v + s(1 
for sufficiently small s where a = 1, b = c = 2, d = 1 + d and 
Since 
v = h(u) = u 
in this case, we have 
v(x,O) - h(u(x,O)) = -p(0 < 0 for each x. 
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By (3.11), however, we have 
11 11 _J A p da1s2 (o - 2 Q1' {w 1(0) - .P' (w(·,O))} = 2 - (2a 1 + l)(2a 1 + ~) + o(ds) < 0, 
from which it follows that the solution with the initial data (3.12) converges to t(O, 1). 
Ecologically speaking, the species u becomes extinct, nevertheless u is superior to v 
everywhere at the initial state. Thus the diffusion-induced extinction can occur even in 
the case with the same growth rates (see Figs. 6, 7). 
It is natural that the species of which the growth rate decreases becomes extinct. 
As seen in (3.11), the species tends to win out, if its diffusion rate increases. 
Let us consider the relationship locally near (a,d) = (1, 1) when the two species 
are equally balanced. As neutral initial data, we pick the initial data below for (1.3) on 
the separatrix of (1.5): 
LEMMA 3.6. There exists initial data t(ua(x,O),va(x,O)) = wa(x,O)+t(u,v) placed 
on the separatrix for (1.5) such that 
(3.13) u x, u a 2 I s 2 ( a ( O) ) (-) a 2 va(x, O) = v + s(1eo,+ + / s (oeo,- + .J'2 (21eo,- + o(s ) 
where 
a a ( eo,+, eo,+ )(o 
I = . 
2µo,+ - µo,-
Proof. Recall that the separatrix for (1.5) is given near t(u, v) by the graph: 
(3.14) VLe~.- · w =/a ( VLe~.+ · w ) 2 + o(le~.+ · wl 2 ). 
Substitution of 
into (3.14) yields 
e~ - . w = VL1a(12s2 + o(s2). 
' 
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Lemma 3.1 immediately implies (3.13). 0 
Substitute the initial data (3.13) into (2.10), i.e., 
From the condition that the leading term of w~ - 4>a,d(wa) vanishes, we obtain the 
relationship between a and d, which is given by the following implicit form: 




a( eo,+, eo,+) 
2µo,+ - µo,-
a( e1,+, e1,+ )( ei,+ · e0,+ )2 + a( e1,-, e1,-) ( ei,_ · e0,+ )2 
2µ1,+ - µo,- 2µ1,- - µo,-
+ (a(e1,-, e1,+) + a(e1,+, e1,-))(ei,- · eo,+)(ei,+ · eo,+). 
µ1,+ + µ1,- - µo,-
If we take a = 1 and d = 1, then this equation holds. Actually, it is shown by (3.1 ), 
(3.3) and o:(e+,e+) = 0, if a= d = 1. We want to seek the function a(d) satisfying 
(3.15) and a(l) = 1, if it exists. 
It seems that (3.15) is complicated. First we deal with the case with a = 1 +a and 
d = 1 + J where a and J are sufficiently small. The implicit function theorem implies 
that 
81/Ja,d( (1eo,+) 
(3.16) 8a 8d 8d ( l) = 8(!a - 1/Ja,d( (1eo,+)) 
8a (a,d)=(l,l) 
Thus 
by (3.1) and (3.3). Since 
8µ+1 (b-l)c 
8a a=l = 2bc - b - c 
17 
by (2.6), we obtain 
o( u + bv - µ+)I = b( c - 1) . 
oa a=1 2bc - b - c 
Substituting (3.10) into (3.16), we get 
(3.17) a(l + d) = 1 _ (3bc - b - c - 1)(2bc - b - c)(b + c - 2) J + o(id'I). 
2(bc - 1)3 (2a1 + 1) 
We present the relationship computed numerically. In Fig. 8, the nullcline of (3.15) 
has been plotted in the cases with b = c = 2. The relation (3.17) indicates the graph 
near a= 1. 
4. Proofs 
We assume A1 < 2A 2 < 0 in this section, because we can prove the case A2 ~ 0 
more easily. 
First we give the proof of Theorem 2.2. 
Proof of Theorem 2.2. 
We make a modification of the system (2.3) outside certain neighborhood near 
w = 0. Consider the following modified system instead of (2.3): 
(4.1) Wt= -Aw+ f(w) 
where x is a smooth function satisfying 
and 
Recall that 
x(x) = { ~ (x < 1), (x > 2) 
f(w) = X c~il) X ( ll~llx) F(w). 
18 
and hence that 
Note that there exists a positive constant /{1 > 1 satisfying 
{ jj(J - P1)e-(I-P1)Atllx :=:; K1e-(>.rK1r)t fort 2: 0 (4.2) IP1/(w1) - P1/(w2 )1 :=:; K1r(lwi - wil + llw1 - w2 llx), 
II(! - P1)/(w1) - (I - P1)/(w 2)llx :=:; K1r(lwi - wil + llw1 - w2 llx), 
for any w1 , w 2 E X. Especially, 
(4.3) { IP1/(w )I :=:; K1r(lwil + llwllx ), II(! - P1)/(w)llx :=:; K1r(lw1 I+ llwllx ). 
The asymptotic behaviors of solutions to this system coincides with those of solutions 
to (2.3) in the neighborhood Dr of origin given by 
The existence of such a local invariant manifold to ( 4.1) follows from standard methods 
of the construction of invariant manifolds, the Lyapunov-Perron method (see [5], or [2]). 
That is, there is a C 2-function ti; from (I - P 1 )D(A) n Br to P 1D(A) whose graph is 
locally invariant under the semiflow defined by ( 4.1) where 
Br= {w E (I - P1)XI llwllx < r} 
and r(> 0) is sufficiently small. If suffices to show the properties of tP. Review a cone 
property, which will be useful in several contexts as well as the construction of the 
manifold. 
LEMMA 4.1. If X, Y are positive continuous functions satisfying 
( 4.4) { 
X(t + T)eX,(t+T) :=:; X(t)eXit + K 1r 1° {X(t + s) + Y(t + s)}eXi(t+s)ds, 
Y(t)eX 2 t :=:; Y(O) + K 1r fot{X(s) + Y(s)}e,\23 ds, 
for 0 :=:; t + T :=:; t, then 
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(i) Y(t):::; Y(O)e-(~2 -" 1 (1+1<2 )r)t provided X(s):::; 11: 2Y(s) for 0:::; s:::; t; 
(ii) X(t) ~ X(O)e-(~i+"i(l+1<3 )r)t provided Y(s):::; 11:3 X(s) for 0:::; s:::; t, 
where Ki ( i = 1, 2, 3) are positive constants. Moreover, if 
then the region r 1<2 = { (X, Y) E JR.21 0 :::; K2Y < X} is positively invariant. 
This lemma follows from Gronwall's inequality. See [2, Lemmas 2.3-2.5]. This 
property is called a cone property. 
By the variation-of-constants formula, we have ! lw1(t + r)le,\i(t+T) ( 4.5) • '.O lw1 (:le"'' + K :rt (~1 :t + s )~ + llW{ ·, t + s) llx )eA>(t+>lds, 
w(·,t) = e-Atw(·,O) +lo e A(t s)f(w1,w)ds, 
for a solution w 1 + w to (4.1). Set 
Note that 
( 4.6) llw(·, t)llx :::; Y(t) :::; K1 llw(·, t)llx. 
It is easily seen from (4.5) that (X(t), Y(t)) satisfies (4.4) with 11:1 = Kf, and 11:2 = 11: 3 = 




Hence, Lemma 4.1 (i) implies 
( 4.8) llw( ·, t) llx :::; K1 JJw( ·, 0) llx e-vit 
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where 
if w 1(t) + w(·, t) is a solution on the manifold, i.e., w 1(t) = P(w(·, t)). 
PROPOSITION 4.2. Assume that 4; is a C2 -function from (I - P1)D(A) n Br to 
P 1D(A) such that 
- ad> - - -G(w;P) :=aw {-Aw+ (I - Pi)f(P + w)} + .\14> - P1f(P + w) 
with 
in Br for some p satisfying p > 1 and ,\ 1 < p,\2 • Then there exits a positive constant C' 
in w E Br with sufficiently small r > 0. If 
IG(w; 4')1:::; C(llwll~ + (d - 1)P1 llwll~) 
as d is close to 1 where p1 > 0, p2 :::; p, then 
l<I>(w) - d>(w)I:::; C'(llwll~ + (d - 1)P1 llwll~) 
Proof This proposition can be proved by the argument similar to the center man-
ifold theory in [3], [5] and [13] except for the infinite-dimensional invariant manifold. 
So, we give the sketch of the proof of the latter part only. Let w(·, t) be the solution of 
w1 =-Aw+ f(<I>(w) + w). 
Suppose that 4> is as in the lemma, and is extended to (I - P 1)X subject to the 
same condition in (I - P 1 )X, if necessary, by multiplying the cut-off function. Set 
w 1(t) = P(w(·, t)) - d>(w(·, t)), which satisfies 
- ad>. ·- -
w11 = -.A1w1 + P1(f(<1> + w) - f(<I> + w)) +aw (f(<I> + w) - f(<I> + w)) - G(w; <I>). 
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Thus, we obtain 
lw1 ( t + T) I e,\i(t+r) 
~ lw1(t)le,\ 1 t + 1° {I<1r(I + K2)lw1(t + s)I + C llwll~ + C(d - l)P1 llwll~} e,\i(t+"lds 
where 
Substitution of ( 4.8) into the above inequality yields 
where 
Gronwall's inequality implies that 
where K3 is a positive constant independent of r. Since 
we have 
l4>(w(O)) - 4'(w(O))I = X(O) ~ l<3{IJw(O)lli + (d - l)P1 llw(O)ll~}, 
taking T = -t and letting t --+ oo, where r is chosen such that 
and ( 4. 7) hold. D 
Since 




usmg Proposition 4.2. Next we construct the approximate function tP of P. The 
principal part of G(w; IP)= 0 is 
(4.10) 
This argument is slightly different from the theory of center manifolds. Actually, in 
constructing (finite-dimensional) center manifolds, we can easily seek IP as the solution 
of ( 4.10), substituting the formal expansion for IP. In our case, however, it seems to 
be difficult to seek it because IP maps from the infinite-dimensional space. We do it as 
follows. We can construct the solution of (4.10) by a method of characteristics. Namely, 
we solve the invariant manifold to the system 
( 4.11) { Wit.: -A1W1 + Qi~(w), 
Wjt - -Aj'Wj (J ~ 2). 
We substitute solutions of the latter equations into the former equation and we get 
Using the variation-of-constants formula and letting t ---+ oo yield 
( 4.12) 
Recall that 




(u(u + bv), (o) 
= (f)wi+(k)Uk,+ + Wj_(k)Vk,-)(k f {wi+(l)(u1,+ + bv1,+) + Wj_(l)(u1,- + bv1,-)}(1, (o) 
k=O l=O 
00 
= L(wi+(k)Uk,+ + Wj_(k)Vk,-Hwi+(k)(ttk,+ + bvk,+) + Wj_(k)(uk,- + bvk,-)}(o, 
k=O 
using Lemma 3.1. By (2.11), 
Q1F(w) = -(oa(eo,+, eo,+)wi+(o)Wi+(o) 
00 
-(o L {a( ek,+, ek,+ )wi+(k)wi+(k) +a( ek,+, ek,-)wi+ (k)Wj_(k) 
k=I 
+a( ek,-, ek,+ )wj_(k)Wi+(k) +a( ek,-, ek,-)wj_(k)Wj_(k) }. 
Substitution of this into ( 4.12) yields (2.10). Let 8 > 0 be so small that 
(4.13) 
Since 
where 1P is given by (2.10), Proposition 4.2 implies 
Next we prepare two lemmas to prove Theorem 2.3. 
LEMMA 4.3. There exists a positive constant R > 1 independent of r such that the 
solution w(t) + t(u, v) to (1.3) satisfying 
converges to t(a, 0). 
Proof There exists a positive constant J<5 such that 
Recall that 
s~p(lu(x)I + lv(x)I) ~ I<s II ( ~) llx for ( ~) EX. 
tto,- > 0 and Vo,- < 0. 
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If we take 
R = 2K5 max {-1-, __ 1_}, 
(o uo,- Vo,-
we have 
wi(O)(ouo,- > R(ouo,-llw(·,O)llx ~ 2suplu(x,O)I, 
x 





2 w1(0)(ouo,- ~ w1(0)(ouo,- + u(x,O) ~ 2 w1(0)(ouo,-, 
3 1 
2w1(0)(ovo,- ~ wi(O)(ovo,- + v(x, 0) ~ 2w1(0)(ovo,-· 
Let wi(t) + t(u, v) (i = 1, 2) be a spatial homogeneous solution to (1.5) with 
Comparing w(x, t) + t(u, v) with wi(t) + t(u, v) (i = 1, 2), we can show that w(x, l) + 
t( u, v) converges to t( a, 0). D 
LEMMA 4.4. Set 
X(t) = Q1 {w1(t) - 4>(w(·, t))}, 
for a solution w 1 + w to ( 4.1). If 
- - ( 1 ) 
.\2 - .\1 - Ks 2 + 2R + 2R r > 0, 
then, the region 
fR = {(X, Y) E IR2 1 0 ~ 2RY < X} 
is positively invariant where 
Ks= 2Ki max {I 1 I , 1, leo,-l(o}. 
eo,- (o 
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Moreover, if (4.13) holds and Qi{w1(t1)-4>(w(-, t1)} ::::; 2R llw(·, ti)llx for some t1 > 0, 
then 
Qi{w1(t) - 4>(w(·, t))} > K-(2H) Qi{w1(0) - 4>(w(·, O))} 
llw(·, t)ll~H - 1 llw(·, O)ll~H 
for 0 ::::; t ::::; t 1 and sufficiently small r > 0. 
Proof We can assume that X(t) is positive. The following inequalities are easily 
obtained: 
( 4.14) { 
X(t + T)e:\i(t+r)::::; X(t)e:\it + K6r 1° X(t + s)eAi(t+s)ds, 
Y(t)eA2 t::::; Y(O) + K6r lat {X(s) + Y(s)}eA2 sds. 
The first part of this lemma follows from the above inequalities and Gronwall's inequality 
(see Lemma 4.1). We prove the latter part. By assumption, X(t) ::::; 2RY(t) holds for 
0 ::::; t ::::; t 1 . Hence, we have 
for 0::::; t::::; t 1 , where 
Since 
for sufficiently small r > 0, we obtain 
Qdwi(t) - 4>(w(·, t))} > Qi{w1(0) - 4>(w(·, O))} 
Jlw(·,t)ll~H - K{H llw(·,O)ll~H ' 
if Qdw1(0) -4>(w(·,O))} 2 O. D 
Proof of Theorem 2.3. 
Let w 1(t) +w(x, t) be a solution to (4.1) satisfying the assumptions of Theorem 2.3 
(i). If there exists a positive time t 2 > 0 such that 
Qi{w1(t2) - 4>(w(·, t2))} 2 2R llw(·, t2)llx, wi(t) + w(·, t) E Dr for 0::::; t::::; t1, 
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then the solution t(u, v) + w 1(t) + w(x, t) converges to t(a, 0) by Lemma 4.3. So, we 
suppose that 
Qi {w1(t) - 4'(w(-, t))} ~ 2R llw(·, t)llx 
as long as w 1 (t) + w(·, t) E Dr· By Lemma 4.4, we have 
Qi{w1 (t) -4'(w(·,t))} > Qi{w1(0)-4'(w(·,O))} > i: 
llw(·, t)ll~H - J<fH llw(·, O)ll~H J<fH llw(·, 0)11~ 
We pick r 1 satisfying 
where I<7(> 1) is a positive constant such that 
llwllx ~ I<1 llwllx for w EX. 
If llw(·, O)llx ~ ri and llw(·, t)llx = r/(leo,-l(oR) at some positive time t, then 
This implies that 
The latter inequality contradicts ( 4.9) if r < 1/ K 4 • The former inequality also con-
tradicts w E Dr. Since llw(·,O)llx ~ r/(leo,-l(oR), llw(·,t)llx ~ r/(leo,-l(oR) as long 
as w 1 (t) + w(-,t) E Dr. The first equation of (4.14) and (4.9) imply that there exists 
t3 > 0 satisfying lw1(t3)I = r. Thus 
Using Lemma 4.3, we complete the proof of Theorem 2.3 (i). Theorem 2.3 (ii) can be 
shown similarly. D 
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Hereafter we consider the case with d close to 1. Put 
d = 1 + d. 
The function 'lj;a,d given by (2.10) converges to (3.4) as d tends to 1. Then we have 
PROPOSITION 4.5. The following holds: 
( 4.15) 
/1 (k) = 
Proof The system (2.3) is rewritten as 
{ 
Ytt=-µ_y1+(e~F,(o), 
Yt = Yxx - µ_y + e~F - ~ e~F, (o) +du~ Uxx, 
Zt = Zxx - µ+z + e:F +du: Uxx· 
Thus q;a.i+J satisfies 
f)q;a,l+d _ f)q;a,l+d _ 
oy (Yxx - µ_y +du~ Uxx) + oz (zxx - µ+ z +du: Uxx) 
= -µ_ q;a,i+J + ( e~F(w), (o). 
Substituting (4.15) into the above equation and taking the principal part yield 
28 
We use the same argument as in the proof of Theorem 2.2 in order to solve the above 
equation. That is, one can find sa as an invariant manifold of the system 
( 4.16) ! aipa,1 aipa,1 Yit = -µ_yl + ~U~ Uxx + ---a.;-u: Uxx' 
Yt: Yxx - µ_y, 
Zt - Zxx - µ+z. 
Recall that 
00 00 
ipa,l = L:b1(k)yz + 12(k)ykzk) + L: /3(k)zz 
k=l k=O 
by (3.4). Substitute 
into the first equation of ( 4.16) and integrate over [O, oo ). Then we obtain sa. Propo-
sition 4.2 implies 
Since ipa,d is bilinear in w, we can show 
sa = - aipa,d I . D 
ad d=l 
Proof of Proposition 3.5. Since a= d = 1, we have 
(b - c)(0 
/l ( k) = b(2<J"k + µ_)' 
(b + c - 2)(o 
12 (k) = (b- 1)(2<J"k + µ+)' 
/3(k) = 0, 
by (3.8). Substituting /i(k) (i = 1,2,3) into sa, we obtain (3.10). D 
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Captions 
Fig. 1 Example of initial data. 
Fig. 2 The solution t(u(x, t), v(x, t)) with the initial data as in Fig. 1 in the case 
a= 1, b = c = 2, d = 1 and L = 1. 
Fig. 3 Separatrix and vectors e±. 
Fig. 4 Example of initial data. 
Fig. 5 The solution t(u(x,t),v(x,t)) with the initial data as in Fig. 4 in the case 
a= 1, b = c = 2, d = 1 and L = 1. 
Fig. 6 Example of solution with initial data 
t( ( t _ 7rX _ 7rX 
u x, 0), v(x, 0)) = (u + 0.0035 + 0.1 cos L' v + 0.1 cos L) 
in the case a= 1, b = c = 2, d = 0.01, and L = 1. 
Fig. 7 Example of solution with initial data 
27rx 27rx 
t(u(x, 0), v(x, 0)) = t(u + 0.0035 + 0.1 cos L' ii+ 0.1 cos L) 
in the case a= 1, b = c = 2, d = 0.01, and L = 1. The image of initial dis-
tribution in JR2 coincides with that of Fig. 6. However, each solution converges 
to the different equilibrium. 
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