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1. Introduction
Statistical analysis of covariance matrices is an interesting subject of research. The estimation of a covariance matrix or a
precisionmatrix of amultivariate normal distribution is a notoriously difficult problem in statistical analysis due to the large
number of parameters that are imposed on thesematrices and the fact that thesematrices obey the property of set-positivity.
The search for a rich and flexible class of conjugate prior distributions remains a topic of high interest to statisticians.We also
mention that in this context, priors for full matrices and priors for graphical models are studied byMassam [9] and Letac and
Massam [8]. Most of the studies are applied to the family of the Wishart distribution (or equivalently the inverse Wishart)
who accommodate themselves to the property of set-positivity, while allowing in the context of a data model Gaussian or
conditionally Gaussian, a posterior density belonging to the same family of distributions. However, this perspective does
very little flexibility. Its main deficiency is the fact that it has only one shape parameter to model the form of the prior. In
2003, Consonni and Veronese [2] have shown that theWishart family on symmetric cones is conditionally reducible because
its density can be factorized into a product of conditional densities, each belonging to a natural exponential family and thus
admits a useful parameterization. The above property turns out to be very useful for the specification of prior distributions, in
particular for extending conjugate families and constructing reference priors. Furthermore, these authors have constructed
enriched conjugate families and reference priors for some alternative parameterizations. Interesting features of these priors
are that the posterior distribution is straightforward to compute and is always proper when derived from a reference prior,
and the great flexibility of the enriched standard conjugate family which may be very useful in applications.
The presentwork is based on the fact that theWishart distribution has amore general version called the Riesz distribution
introduced in 2001 byHassairi and Lajmi [6] and based on the notion of generalized power in the space of real symmetric r×r
matrices. We first construct a new probability distribution, named the inverse Riesz distribution which can be regarded as
a generalization of the inverseWishart distribution obeying the property of set-positivity that is imposed on the covariance
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matrices. For these reasons, we can adopt the Riesz (or equivalently the inverse Riesz) distribution for the estimation of
a covariance matrix of a multivariate normal distribution. It is in fact more advantageous to use this distribution than the
Wishart (or the inverse Wishart) distribution because it depends on multivariate shape parameters thus offering flexibility
for the choice of the prior. Onemay also extend to the Riesz distribution the property of conditionally reducibility established
for the Wishart distribution by Consonni and Veronese [2]. We then generalize the properties of partitioned matrices to
the inverse Riesz distribution. We prove a property of independence between blocks of an inverse Riesz matrix and we
show that some projections of these matrices are inverse Riesz. We also extend the Harrar et al. [5] results concerning the
relationship between thematrix generalized inverse Gaussian (MGIG) distributionwith theWishart and the inverseWishart
distributions to the Riesz inverse Gaussian (RIG) distribution with the Riesz and the inverse Riesz distributions.
2. Notations and definitions
In this section, our notations and definitions will be presented in the general framework of positive definite symmetric
matrices.
Let Vr be the space of real symmetric r×r matriceswith identity element er , andΩr the cone of positive definite elements
of Vr . We equip Vr with the inner product
⟨x, y⟩ = tr(xy).
For 1 ≤ i, j ≤ r , we define the matrix µij = (γkℓ)1≤k,ℓ≤r such that γij = 1√2 and the other entries are equal to 0. We also set
ci =
√
2µii for 1 ≤ i ≤ r, and eij = (µij + µji), for 1 ≤ i < j ≤ r.
With these notations, an element x of Vr may be written
x =
r
i=1
xici +

i<j
xijeij.
In particular, for 1 ≤ k ≤ r,we set ek = c1 + · · · + ck.
Now consider the map Pk from Vr into Vr defined by
x =
r
i=1
xici +

i<j
xijeij −→ Pk(x) =
k
i=1
xici +

i<j≤k
xijeij.
Then the determinant det Pk(x) of the k× k block of Pk(x) is denoted by∆k(x), which is the principal minor of x of order k.
We consider the absolutely continuous Wishart distribution onΩr , with shape parameter p > r−12 and scale parameter
σ inΩr ,
Wr(p, σ )(dx) = (det σ)
p
ΓΩr (p)
e−⟨σ ,x⟩(det x)p−
r+1
2 1Ωr (x)dx, (2.1)
where ΓΩr (.) denotes the multivariate gamma function given by
ΓΩr (p) = π
r(r−1)
4
r
j=1
Γ

p− j− 1
2

.
The inverse Wishart distribution onΩr is defined for p > r−12 and σ inΩr by
IWr(p, σ )(dy) = (det σ)
p
ΓΩr (p)
e−⟨σ ,y
−1⟩(det y)−p−
r+1
2 1Ωr (y)dy. (2.2)
We say Y follows an inverse Wishart distribution, denoted by Y ∼ IWr(p, σ ), if its inverse Y−1 has a Wishart distribution
Wr(p, σ ).
It has been shown in Hassairi and Lajmi [6] that the Wishart distributions represent in fact a particular example of
the more general Riesz distributions on the cone of positive definite real symmetric matrices. The definition of these
distributions is based on the notion of generalized power in the space of real symmetric r × r matrices which reduces
to the ordinary determinant in a particular situation.
For s = (s1, . . . , sr) ∈ Rr , the generalized power of an element x ∈ Ωr is defined to be
∆s(x) = ∆1(x)s1−s2∆2(x)s2−s3 · · ·∆r(x)sr .
Note that ∆s(x) = (det x)p if s = (p, . . . , p) with p ∈ R. It is also easy to see that ∆s+s′(x) = ∆s(x)∆s′(x). In particular, if
m ∈ R and s+m = (s1 +m, . . . , sr +m), we have∆s+m(x) = ∆s(x)(det x)m.
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For any matrix x ∈ Vr and a given k ∈ {1, . . . , r − 1}, define the partitioning into blocks (x11, x12, x22), where
x =

x11 x12
x21 x22

with x11 a k× k block, x12 = x∗21 a k× (r − k) block, where x∗21 is the transpose of x21 and x22 a (r − k)× (r − k) block. Our
assumption is that x belongs toΩr and therefore x−111 exists. We can then use the following notations
x2.1 = x22 − x21x−111 x12,
and
x1.2 = x11 − x12x−122 x21.
Note that (see Massam and Wesolowski [10])
det(x) = det(x11) det(x2.1). (2.3)
On the other hand, it is proved in [7] that, if x is inΩr , then
∆s(x) = ∆w1(x11)∆w2(x2.1) (2.4)
wherew1 = (s1, . . . , sk) andw2 = (sk+1, . . . , sr).
Let G be the connected component of the identity in G(Ωr) = {g ∈ GL(Vr); gΩr = Ωr}. It is the group of linear maps
ga : Vr −→ Vr such that ga(x) = axa∗, where a is an invertible r × r matrix.
For s = (s1, . . . , sr) ∈ Rr , the gamma function of the symmetric coneΩr is defined by the following integral
ΓΩr (s) =

Ωr
e−tr(x)∆s− r+12 (x)dx. (2.5)
Notice that (det x)−
r+1
2 dx is a G-invariant measure onΩr .
For y ∈ Ωr and s = (s1, . . . , sr) ∈ Rr such that si > i−12 for all 1 ≤ i ≤ r ,
Ωr
e−⟨x,y⟩∆s− r+12 (x)dx = ΓΩr (s)∆s(y
−1). (2.6)
The definition of the absolutely continuous Riesz distribution on the cone of positive definite symmetric matrices Ωr
relies on the notion of generalized power. It is defined for σ in Ωr and s = (s1, . . . , sr) ∈ Rr such that si > i−12 for all
1 ≤ i ≤ r by
Rr(s, σ )(dx) = 1
ΓΩr (s)∆s(σ−1)
e−⟨σ ,x⟩∆s− r+12 (x)1Ωr (x)dx, (2.7)
where
ΓΩr (s) = π
r(r−1)
4
r
j=1
Γ

sj − j− 12

.
The distribution Rr(s, σ ) reduces to theWishart given in (2.1), when s1 = · · · = sr = p. For more details on this distribution
and on the singular Riesz distribution, we refer to Hassairi and Lajmi [6].
Recently, Hassairi et al. [7] have introduced an extension of the class of matrix generalized inverse Gaussian (GIG)
distributions on positive definite symmetric matrices (see Barndorff-Nielsen and Halgreen [1]). The new distribution has
been called Riesz inverse Gaussian (RIG) distribution. This naming is justified by the fact that the distribution is connected
to the Riesz distribution. The key to introducing the RIG distribution is the modified generalized Bessel function defined by
K(s, a, b) =

Ωr
e−(⟨a,x⟩+⟨b,x
−1⟩)∆s− r+12 (x)dx. (2.8)
It is proved in [7] that the integralK(s, a, b) converges for (s, a, b) satisfying
b ∈ Ωr , a ∈ Ωr if si > (i− 1)2 ,∀1 ≤ i ≤ r,
b ∈ Ωr , a ∈ Ωr if − (r − i)2 ≤ si ≤
(i− 1)
2
,∀1 ≤ i ≤ r,
b ∈ Ωr , a ∈ Ωr if si < − (r − i)2 ,∀1 ≤ i ≤ r
(2.9)
whereΩr is the closed cone of non-negative (r, r)-symmetric matrices.
The Riesz inverse Gaussian distribution on the cone of positive definite symmetric matrices relies on the notion of the
generalized power and the generalized Bessel function. It is defined with parameters (s ∈ Rr , a, b) satisfying (2.9) by
RIG(s, a, b)(dx) = 1
K(s, a, b)
exp{−(⟨a, x⟩ + ⟨b, x−1⟩)}∆s− r+12 (x)1Ωr (x)dx. (2.10)
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3. The inverse Riesz distribution
In this section, we use the Riesz distributions on a positive definite symmetric matrices to define a new class of
distributions which will be called inverse Riesz distributions. Wewill show that the inverseWishart distributions represent
a particular example of the more general inverse Riesz distributions of the cone of positive definite symmetric matrices.
Definition 3.1. A r×r randompositive definite symmetricmatrixY is said to have amatrix-variate inverse Riesz distribution
with parameters (s, σ ), denoted as Y ∼ IRr(s, σ ), if its probability density function is given by
1
ΓΩr (s)∆s(σ−1)
e−⟨σ ,y
−1⟩∆s+ r+12 (y
−1)1Ωr (y) (3.11)
where s = (s1, . . . , sr) ∈ Rr such that si > i−12 for all 1 ≤ i ≤ r and σ ∈ Ωr .
From (3.11), we see that the IRr(s, σ ) reduces to the inverse Wishart given in (2.2), when s1 = · · · = sr = p.
In the following theorem,we give the relationship between the Riesz and the inverse Riesz distributions. It is an extension
of the result concerning the relationship betweenWishart and inverseWishart distributions studied by several authors such
as Gelman et al. [4].
Theorem 3.1. Let X be a Riesz distribution onΩr with parameters (s, σ ). Then X−1 ∼ IRr(s, σ ).
Proof. We know, from (2.7), that the density of X with respect to the Lebesgue measure is
1
ΓΩr (s)∆s(σ−1)
e−⟨σ ,x⟩∆s− r+12 (x)1Ωr (x).
The change of variable x = y−1, and the fact that dx = (det y)−(r+1)dy, give
fY (y) = 1
ΓΩr (s)∆s(σ−1)
e−⟨σ ,y
−1⟩∆s− r+12 (y
−1)(det y)−(r+1)1Ωr (y)
= 1
ΓΩr (s)∆s(σ−1)
e−⟨σ ,y
−1⟩∆s(y−1)(det(y−1))−
r+1
2 +(r+1)1Ωr (y)
= 1
ΓΩr (s)∆s(σ−1)
e−⟨σ ,y
−1⟩∆s(y−1)(det(y−1))
r+1
2 1Ωr (y).
Hence the distribution of X−1 is equal to
1
ΓΩr (s)∆s(σ−1)
e−⟨σ ,y
−1⟩ ∆s+ r+12 (y
−1)1Ωr (y)dy
which is the IRr(s, σ ) distribution. 
In the following theorem, we establish some properties of inverse Riesz distributions on positive definite symmetric
matrices. For this, we need to add some notations.
For a matrix
A =

A11 A12
A21 A22

∈ Ωr
with A11 of dimension k× k, A12 = A∗21 a k× (r − k) block and A22 a (r − k)× (r − k) block, we will denote
A−1 =

A11 A12
A21 A22

,
where
A11 = (A11 − A12A−122 A21)−1 = A−11.2, (3.12)
A22 = A−122 + A−122 A21A−11.2A12A−122 = A−12.1, (3.13)
A12 = −A−11.2A12A−122 , (3.14)
and
A21 = −A−122 A21A−11.2. (3.15)
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In fact, these formulas follow from an observation that
A11 A12
A21 A22

=

Ik A12A−122
0 Ir−k

A1.2 0
0 A22

Ik 0
A−122 A21 Ir−k

yields
A11 A12
A21 A22
−1
=

Ik 0
−A−122 A21 Ir−k

A−11.2 0
0 A−122

Ik −A12A−122
0 Ir−k

.
Theorem 3.2. Let Y ∼ IRr(s, σ ). Partition Y and σ in blocks according to the dimension k and r − k as
Y =

Y11 Y12
Y21 Y22

σ =

σ11 σ12
σ21 σ22

.
Then
(i) (Y−11.2 , Y12Y
−1
22 ) is independent of Y
−1
22 .
(ii) Y22 ∼ IRr−k(w2 − k2 , σ22), wherew2 = (sk+1, . . . , sr).
(iii) Y1.2 ∼ IRk(w1, σ1.2), wherew1 = (s1, . . . , sk) and σ1.2 = σ11 − σ12σ−122 σ21.
(iv) Y12 | (Y22, Y1.2) ∼ Nk×(r−k)(σ12σ−122 Y22, Y1.2 ⊗ Y22σ−122 Y22/2).
Proof. We know, from (3.11), that the density of Y with respect to the Lebesgue measure is
fY (y) = 1
ΓΩr (s)∆s(σ−1)
e−⟨σ ,y
−1⟩∆s+ r+12 (y
−1)1Ωr (y)
= 1
ΓΩr (s)∆s(σ−1)
e−⟨σ ,y
−1⟩∆s(y−1)(det y)−
r+1
2 1Ωr (y).
Using (2.3), (3.12) and (3.13), we get
(det y)−
r+1
2 = det(y−122 )
r+1
2 det(y−11.2)
r+1
2 . (3.16)
And using (2.4), (3.12) and (3.13) we deduce that
∆s(y−1) = ∆w1(y−11.2)∆w2(y−122 ) (3.17)
and we have that
∆s(σ
−1) = ∆w1(σ−11.2 )∆w2(σ−122 ). (3.18)
On the other hand, we know that
y−1 =

y−11.2 −y−11.2y12y−122
−y−122 y21y−11.2 y−122 + y−122 y21y−11.2y12y−122

and σ =

σ1.2 + σ12σ−122 σ21 σ12
σ21 σ22

, so that
⟨σ , y−1⟩ = tr [(σ1.2 + σ12σ−122 σ21)y−11.2] − 2tr (σ12y−11.2y12y−122 )+ tr [σ22(y−122 + y−122 y21y−11.2y12y−122 )]
= tr (σ22y−122 )+ tr (σ1.2y−11.2)+ tr (σ12σ−122 σ21y−11.2)− 2tr (σ12y−11.2y12y−122 )+ tr (σ22y−122 y21y−11.2y12y−122 )
= tr (σ22y−122 )+ tr (σ1.2y−11.2)+ tr [y−11.2(y12y−122 σ22 − σ12)σ−122 (y12y−122 σ22 − σ12)∗]. (3.19)
Substituting back in (3.11) using (3.16)–(3.19), the joint density of (Y11, Y12, Y22) can then be written in the form
1
ΓΩk(w1)∆w1(σ
−1
1.2 )
exp[−tr(σ1.2y−11.2)]∆w1(y−11.2) det(y−11.2)
r+1
2
× 1
ΓΩr−k

w2 − k2

∆w2(σ
−1
22 )
exp[−tr(σ22y−122 )]∆w2(y−122 ) det(y−122 )
r+1
2
× 1
π
k(r−k)
2
exp[−tr(y−11.2(y12y−122 σ22 − σ12)σ−122 (y12y−122 σ22 − σ12)∗)], (3.20)
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where we have used a result given by Hassairi et al. [7] which says that
ΓΩr (s) = π
k(r−k)
2 ΓΩk(w1)ΓΩr−k

w2 − k2

.
From (3.20), we see that (Y−11.2 , Y12Y
−1
22 ) is independent of Y
−1
22 .
We come now to prove parts (ii), (iii) and (iv) of the theorem.
IfMm,n denotes the space of realm× nmatrices, we consider
H = {(u, v, z); u ∈ Ωk, v ∈Mk,r−k, z ∈ Ωr−k}.
Making the transformation
ϕ : Ωr → H
y = y11 + y12 + y22 → (u, v, z) = (y1.2, y12, y22),
its Jacobian is equal to 1.
We obtain that the joint probability of (U, V , Z) is
f(U,V ,Z)(u, v, z) = 1
ΓΩk(w1)∆w1(σ
−1
1.2 )
exp[−tr(σ1.2u−1)]∆w1+ r+k−k+12 (u
−1)1Ωk(u)
× 1
ΓΩr−k

w2 − k2

∆
w2− k2+ k2

σ−122
 exp[−tr(σ22z−1)]∆w2− k2+ k2+ r−k+k+12 (z−1)1Ωr−k(z)
× 1
π
k(r−k)
2
exp[−tr(u−1(vz−1σ22 − σ12))σ−122 (u−1(vz−1σ22 − σ12)∗)]du dv dz.
= 1
ΓΩk(w1)∆w1(σ
−1
1.2 )
exp[−tr(σ1.2u−1)]∆w1+ k+12 (u
−1)1Ωk(u)
× 1
ΓΩr−k

w2 − k2

∆
w2− k2 (σ
−1
22 )
exp[−tr(σ22z−1)]∆w2− k2+ r−k+12 (z
−1)1Ωr−k(z)
× 1
π
k(r−k)
2
(det u)−
r−k
2 (det(zσ−122 z))
− k2 exp[−tr(u−1(vz−1σ22 − σ12))σ−122 (u−1(vz−1σ22 − σ12)∗)]dudvdz.
From this, we deduce that U follows the IRk(w1, σ1.2) distribution while Z follows the IRr−k(w2 − k2 , σ22) distribution. We
also deduce that the conditional distribution of V given Z and U is Gaussian with mean σ12σ−122 Y22 and covariance operator
Y1.2 ⊗ Y22σ−122 Y22/2. This concludes the proof of Theorem 3.2. 
In the following theorem, we show that we can find the results (ii) and (iii) given in Theorem 3.2 in another way using
some projections of a Riesz random variable and some inversions of the matrix margins.
Theorem 3.3. Let Y be an r × r inverse Riesz random matrix with parameters (s, σ ). Partition Y and σ in blocks according to
the dimension k and r − k as
Y =

Y11 Y12
Y21 Y22

σ =

σ11 σ12
σ21 σ22

.
Then
(i) Y22 ∼ IRr−k(w2 − k2 , σ22) wherew2 = (sk+1, . . . , sr).
(ii) Y1.2 ∼ IRk(w1, σ1.2) wherew1 = (s1, . . . , sk).
The proof of this theorem relies on the results concerning the projections of the Riesz distributions given in the following
theorem (see Hassairi et al. [7]).
Theorem 3.4. Let X ∼ Rr(s, σ ). Partition X and σ in blocks according to the dimension k and r − k as
X =

X11 X12
X21 X22

σ =

σ11 σ12
σ21 σ22

.
Then
(i) X11 ∼ Rk(w1, σ1.2), wherew1 = (s1, . . . , sk).
(ii) X2.1 ∼ Rr−k(w2 − k2 , σ22) wherew2 = (sk+1, . . . , sr).
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Proof of Theorem 3.3. (i) Let
Y = X−1 =

Y11 Y12
Y21 Y22

,
where X ∼ Rr(s, σ ) and Y11 is k× k.
By letting
X−1 =

X11 X12
X21 X22

,
we obtain
Y11 = X11 = X−11.2 , (3.21)
and that
Y22 = X22 = X−12.1 . (3.22)
According to X2.1 ∼ Rr−k(w2 − k2 , σ22) and Theorem 3.1, give X−12.1 ∼ IRr−k(w2 − k2 , σ22), using (3.22), we get Y22 ∼
IRr−k(w2 − k2 , σ22).
(ii) Let Y = X−1 where X ∼ Rr(s, σ ), we have
Y =

Y11 Y12
Y21 Y22

and
Y−1 =

Y 11 Y 12
Y 21 Y 22

=

X11 X12
X21 X22

.
Then
Y 11 = Y−11.2 = X11. (3.23)
Because of X11 ∼ Rk(w1, σ1.2), using (3.23) and Theorem 3.1, we deduce that Y1.2 is an inverse Riesz matrix with
parameters (w1, σ1.2). 
In 2006, Gupta, Seneta and Harrar (see [5]) have proved that there is a relationship between the general matrix
generalized inverse Gaussian distribution with the Wishart and the inverse Wishart distributions. In the next section, we
give an extension for this result, then we will involve the concept of the Riesz inverse Gaussian (RIG) distribution and we
will see the relationship between this distribution with Riesz distribution and inverse Riesz distribution.
4. Connection with the RIG distribution
4.1. Special cases of the RIG distribution
In this part, we focus on two special cases of (2.10) to determine the relationship between the Riesz inverse Gaussian
distribution, Riesz distribution and inverse Riesz distribution.
4.1.1. The case a ∈ Ωr and b = 0
Theorem 4.1. Let X be a Riesz inverse Gaussian distribution on the cone of positive definite symmetric matrices Ωr with
parameters (s = (s1, . . . , sr) ∈ Rr , a, b) If we set b = 0 and a ∈ Ωr , then X ∼ Rr(s, a).
Proof. We know, from (2.10), that the density of X with respect to the Lebesgue measure is
RIG(s, a, 0) = 1
K(s, a, 0)
e−⟨a,x⟩∆s− r+12 (x)1Ωr (x).
From (2.8) and using (2.6), we deduce that
K(s, a, 0) =

Ωr
e−⟨a,x⟩∆s− r+12 (x)dx = ΓΩr (s)∆s(a
−1).
Then
RIG(s, a, 0) = 1
ΓΩr (s)∆s(a−1)
e−⟨a,x⟩∆s− r+12 (x)1Ωr (x). (4.24)
Which is the Riesz distribution with parameters (s, a). 
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4.1.2. The case b ∈ Ωr and a = 0
In the following theorem, we introduce a result concerning the case b ∈ Ωr and a = 0 in (2.10). For this, we need to add
some notations. LetM0 be an r × r matrix whose (i, j) entry is δi+j, r+1. Namely,M0 is an anti-diagonal matrix:
M0 =

1
.
.
.
1
 .
Thenm0x = M0xM0 for x ∈ Vr .
Theorem 4.2. Let X be a Riesz inverse Gaussian distribution on the cone of positive definite symmetric matrices Ωr with
parameters (s = (s1, . . . , sr) ∈ Rr , a, b). If we set a = 0 and b ∈ Ωr , then m0X ∼ IRr(−s∗,m0b), where s∗ = (sr , . . . , s1).
For the proof of this theorem, we need to add some results (see [3]).
Proposition 4.1. For x inΩr and s = (s1, . . . , sr) ∈ Rr , we have
∆s(x−1) = ∆−s∗(m−10 x) = ∆−s∗(m0x). (4.25)
Proposition 4.2. For a, b inΩr and s = (s1, . . . , sr) ∈ Rr ,
K(s, a, b) = K(−s∗,m0b,m0a). (4.26)
We are now in a position to prove Theorem 4.2.
Proof of Theorem 4.2. The density of X with respect to the Lebesgue measure is
RIG(s, 0, b)(dx) = 1
K(s, 0, b)
e−⟨b,x
−1⟩∆s− r+12 (x)1Ωr (x)dx
= 1
K(s, 0, b)
e−⟨b,x
−1⟩∆s(x)(det x)−
r+1
2 1Ωr (x)dx.
Using (4.25), we deduce that
RIG(s, 0, b)(dx) = 1
K(s, 0, b)
e−⟨b,x
−1⟩∆−s∗(m0x−1)(det x)−
r+1
2 1Ωr (x)dx. (4.27)
Making the change of variable in (4.27) given by y = m0x−1 and noting that dx = (det(m0y))−(r+1)dy = (det y)−(r+1)dy,
we get
RIG(s, 0, b) = 1
K(s, 0, b)
e−⟨b,m0y⟩∆−s∗(y)(det(m0y−1))−
r+1
2 (det(m0y))−(r+1)1Ωr (y)
= 1
K(s, 0, b)
e−⟨m0b,y⟩∆−s∗(y)(det(m0y))
r+1
2 (det(m0y))−(r+1)1Ωr (y)
= 1
K(s, 0, b)
e−⟨m0b,y⟩∆−s∗(y)(det(m0y))−
r+1
2 1Ωr (y)dy
= 1
K(s, 0, b)
e−⟨m0b,y⟩∆−s∗− r+12 (y)1Ωr (y).
From (4.26), the above quantity becomes
RIG(s, 0, b) = 1
K(−s∗,m0b, 0) e
−⟨m0b,y⟩∆−s∗− r+12 (y)1Ωr (y). (4.28)
From (4.28), we deduce that Y ∼ Rr(−s∗,m0b). From the relationship between the Riesz and the inverse Riesz distributions
given in Theorem 3.1, it follows that Y−1 ∼ IRr(−s∗,m0b). On the other hand, we have Y−1 = (m0X−1)−1 = m0X , then
m0X ∼ IRr(−s∗,m0b). 
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