Abstract. We use free groups to settle a couple questions about the values of the Pimsner-Popa-Voiculescu modulus of quasidiagonality for a set of operators Ω, denoted by qd(Ω). Along the way we deduce information about the operator space structure of finite dimensional subspaces of
Introduction
In their investigations of C*-algebra extensions [11] , Pimsner, Popa and Voiculescu introduced the modulus of quasidiagonality for a set of operators. For a set of bounded operators Ω on a Hilbert space, the modulus of quasidiagonality, written as qd(Ω), measures how badly the set Ω violates quasidiagonality. In particular, qd(Ω) = 0 if and only if Ω is a quasidiaognal set of operators (see Definition 2.1). In [4] the author, along with Carriòn and Dadarlat, established a connection between the modulus of quasidiagonality and the Turing number of a non-amenable group. This connection (see specifically [4, Theorem 2.4 and 2.5]) hinted at the possibility of putting a quantitative face on the qualitative obstructions of quasidiagonality. The first part of this paper was motivated by this possibility.
There are two known qualitative obstructions to quasidiagonality. Proper isometries provide the first obstruction. If S ∈ B(H) is a proper isometry, then it is fairly easy to see that S is not a quasidiagonal operator. It is nearly as easy to see that qd({S}) = 1 (see Proposition 2.2); the maximum value of qd for a set of contractions. Amenability provides the second obstruction. Rosenberg showed in [9] that for any non-amenable group Γ, the reduced C*-algebra C * r (Γ) is not quasidiagonal 1 . In particular if Γ ′ ⊆ Γ generates Γ, then for Ω = {λ g : g ∈ Γ ′ } ⊆ B(ℓ 2 Γ) we have qd(Ω) > 0. We also have the trivial upper bound of qd(Ω) ≤ 1.
The author was partially supported by a grant from the Simons Foundation. 1 N. Brown clarified and generalized this obstruction with his introduction of amenable traces in [1] This produces a natural question: Is it possible that qd(Ω) < 1, in other words, can Ω violate quasidiagonality in a quantitatively different way than a proper isometry?
We show the answer is yes when Γ = F 2 ; the rank 2 free group. In particular, we prove in Theorem 2.10 that for generators a, b ∈ F 2 we have qd({λ a , λ b }) ≤ √ 3/2. The lower bound qd({λ a , λ b }) ≥ 1/2 was shown in [4, Theorem 2.4] . In fact, [4, Theorem 2.4] showed that for any non-amenable group Γ there is a lower bound on qd({λ g : g ∈ Γ ′ }) where Γ ′ consists of the coefficients of a paradoxical decomposition for Γ and the lower bound is in terms of the number of pieces in a minimal paradoxical decomposition (also known as the Turing number of Γ). This raised the next question answered in this paper: For a set of unitaries Ω is it possible for qd(Ω) to be positive yet as close to 0 as one wishes?
The previous paragraph points out that it would be difficult to find an answer from the left regular representation of a discrete group. We therefore turned to so-called ℓ p -representations of free groups for the answer. In [2] , Brown and Guentner made some nice contributions to the study of "D-representations" for discrete groups that inspired our consideration of ℓ p -representations to answer the modulus of quasidiagonality question of the previous paragraph.
We recall some definitions from [2] .
Definition 1.1. Let Γ be a discrete group and for 2 ≤ p ≤ ∞ consider ℓ p (Γ). A unitary representation (π, H) of Γ is an ℓ p -representation if there is a dense subspace K ⊆ H such that for all ξ, η ∈ K, the matrix coefficient t → π(t)ξ, η is in ℓ p (Γ). One then defines a norm on C[Γ] as x C * ℓ p (Γ) = sup{ π(x) : π is an ℓ p -representation of Γ} and defines C * ℓ p (Γ) to be the completion of C[Γ] with respect to this norm.
It is clear that the identity map on C[Γ] extends to a *-homomorphism from C * ℓ q (Γ) onto C * ℓ p (Γ) whenever p ≤ q. It was shown in [2] that C * ℓ 2 (Γ) ∼ = C * r (Γ), the reduced group C*-algebra, and C * ℓ ∞ (Γ) ∼ = C * (Γ), the full group C*-algebra, for any discrete group.
Let d ≥ 2 and consider the rank d free group
Okayasu showed in [10, Corollary 3.7] that the natural *-homomorphism from C *
is not injective when p < q which provides some evidence that perhaps C *
These results birthed the crude question, does C *
This question was wide open until Ruan and Wiersma made inroads into the local structure of these C*-algebras in [15] .
Interestingly, for 2 < p < ∞ the C*-algebras C *
is not locally reflexive-a fact shared with C * (F d ), but not with the locally reflexive C*-algebra C quasidiagonal C*-algebra C * (F d ). In the second part of the paper we use the modulus of quasidiagonality to quantify this result.
Let We finish the paper with an application to the theory of operator spaces. Let X ⊆ C[F d ] be a subspace. Let X p ⊆ C * ℓ p (F d ) be its canonical image. In Corollary 3.11 we show (again relying critically on [14] ) that for any finite dimensional subspace X ⊂ C[F d ] the completely bounded Banach-Mazur distance d cb (X p , X q ) (see Definition 3.7) varies continuously with the parameters p, q ∈ [2, ∞].
Modulus of quasidiagonality for two free group generators
We first recall the definition of qd(Ω) from [11, Section 5] Definition 2.1. Let H be a Hilbert space and P (H) the set of finite rank projections in B(H). Then P (H) is partially ordered by the usual ordering on self-adjoint elements of B(H). For operators T, S ∈ B(H) let [T, S] = T S − ST. Let Ω ⊆ B(H) be a finite subset. Then the modulus of quasidiagonality for Ω, written qd(Ω) is defined as
A set of operators Ω is called quasidiagonal if qd(Ω) = 0. Notice that qd(Ω) = 0 if and only if there is an increasing net of finite rank projections P i that tend to the identity strongly with lim[T, P i ] = 0 for all T ∈ Ω. A C*-algebra A is quasidiagonal if there is a faithful representation π of A such that Ω is quasidiagonal for every finite subset of π(A).
There are two known obstructions to quasidiagonality; the presence of a proper isometry 2 or the presence of a non-amenable trace. We refer the reader to [3, Chapter 7] for a full discussion on these obstructions. This section estimates qd(Ω) for these situations. Let us start with the easy case.
2.1. Obstruction 1: Proper isometry. The following easy argument is certainly well-known but we did not find it written down anywhere. Proposition 2.2. Let H be a Hilbert space and S ∈ B(H) a proper isometry, i.e. SS * = 1. Then qd({S}) = 1.
Proof. Let η ∈ ker(S * ) be norm 1. Let P be any finite rank projection with P η = η. Then rank(SP ) = rank(P ), while rank(P S) = rank(P SS * P ) < rank(P ) because P SS * P η = 0. Hence there is a non-zero vector ξ ∈ ker(P S) ∩ range(P ), whence SP − P S ≥ 1. Since P was an arbitrary finite rank projection dominating the 2 Technically we should say the presence of a proper isometry in M n (C * (Ω)) for some n.
rank one projection onto Cη, we have qd({S}) ≥ 1. Combining this with the trivial estimate qd({S}) ≤ S = 1 we obtain the conclusion.
2.2. Obstruction 2: Non-amenability. Fix two generators a, b ∈ F 2 and consider
, where λ is the left regular representation. It was shown in [4, Theorem 2.4 ] that qd({λ a , λ b }) ≥ 1/2. In this section we prove a nontrivial upper bound. The idea is quite simple, but unfortunately the calculations are somewhat technical. Let us explain the idea before we begin the calculations.
The operator λ a ∈ B(ℓ 2 F 2 ) is unitarily equivalent to infinitely many copies of the bilateral shift on ℓ 2 (Z). Indeed just partition F 2 into right cosets relative to the subgroup generated by a, then λ a acting on the left leaves each coset invariant and acts as the shift on each coset. Without much effort one can build an increasing sequence of finite rank projections that tend strongly to the identity and approximately commute with a bilateral shift. Therefore with slightly more effort we can do the same for λ a since it is a bunch of copies of the bilateral shift. In the language of Definition 2.1; qd({λ a }) = 0.
We also see that λ a and λ b are unitarily equivalent to each other via the unitary, call it U, induced by the automorphism of F 2 that interchanges a and b. One can diagonalize U as 1 0 0 −1 . If P is a projection that approximately commutes with λ a , then UP U * is a projection that approximately commutes with λ b . Our very simple plan is to then twist a projection P by a unitary "half-way" between U and the identity-we use the operator V = 1 0 0 i . We then estimate the norm of the commutators [λ a , V P V * ] and [λ b , V P V * ] and hope that they are halfway between 0 and 1. A few "back of the envelope" calculations provided good evidence that this simple plan could work. In this section we leave the envelope and provide all of the details. For some readers the above two paragraphs are probably proof enough of the estimate. For those readers who would at least like to see the "back of the envelope" calculations we will point those out at the beginning of the proof of Theorem 2.10.
Setup.
Definition 2.3. Let | · | be the length function on F 2 subject to the generating set {a, b, a −1 , b −1 }. Let e ∈ F 2 be the identity element. For an integer R ≥ 1, let
Notice that the cardinality of B R is 1 + 4 · 3 R−1 . For each x ∈ F 2 , let W x ⊆ F 2 be those reduced words that begin with x. For multiple x 1 , ..., x n ∈ F 2 we let W x 1 ,...,xn = ∪ n i=1 W x i . For notational convenience we will write W e for the singleton set {e}. Definition 2.4. Let α : F 2 → F 2 be the automorphism that interchanges a and b. Let {δ x : x ∈ F 2 } ⊆ ℓ 2 F 2 be the standard orthonormal basis for ℓ 2 F 2 . Define the unitary operator U on ℓ 2 F 2 by U(δ x ) = δ α(x) for x ∈ F 2 . Let E ±1 denote the eigenspaces of U.
An orthonormal basis for E 1 is the set
and an orthonormal basis for E −1 is the set 1
We build projections that approximately commute with λ a . This is a well-known procedure that is an easy case of Berg's technique. . For ease of notation we will fix an N and write R instead of R(N). Define
Remark 2.6. One sees that the commutator [P, λ a ] has norm at most N −1/2 . The projections P therefore witness the quasidiagonality of λ a .
We now twist P by a unitary halfway between U and the identity.
The choice of V in Definition 2.7 is not really a choice. Indeed, to make the calculations feasible we need to choose a unitary W = w 11 w 12 w 21 w 22 subject to
A little arithmetic shows that to obtain the best upper bound for qd({λ a , λ b }) one needs |w 11 +w 12 +w 21 +w 22 | = |w 11 +w 12 −w 21 −w 22 | = √ 2 (the maximum value). Therefore we just chose the case with the most zeros to make things a little easier, but we can not obtain a better estimate with a different scalar matrix.
We record an orthonormal basis for the range of Q that will be used later.
Then the set {η(k, x) : (k, x) ∈ F } is an orthonormal basis for the range of Q.
Proof. The proof follows from the equations V (δ x ) = Aδ x + Bδ α(x) for all x ∈ F 2 .
2.3.1. Main Theorem. We spend the rest of the section proving the following Theorem 2.10. Let a, b ∈ F 2 be generators and λ the left regular representation of
Proof. It is clear that as N tends to ∞ the projections P tend strongly to the identity on ℓ 2 F 2 . Therefore the projections Q = V P V * also tend strongly to the identity on
+ N −1/9 , the upper bound of the second claim will follow. The lower bound was shown in [4, Theorem 2.4]. Since Q is a projection, we have
We have a similar equality for any
Due to the symmetry in the definition of Q (symmetry between a and b and also symmetry between a and a −1 ) it will become clear in the course of the proof that once we have shown Qλ a η, λ a η 1 4 η 2 for any η in the range of Q that the same inequality holds with a replaced by any x ∈ {a, a −1 , b, b −1 }. Therefore we focus solely on the quantity in (2.3). Hence the proof will be complete once we prove the following
At this point one can perform some "back of the envelope" calculations alluded to in the introduction of this section. Indeed, one sees fairly easily (but not without some labor) that for any (k,
. In other words we have (2.4) for elements of an orthonormal basis for the range of λ a Q, now we need to check that (2.4) holds for everything in the span of these basis elements.
Let ξ in the range of λ a Q be norm 1. We prove (2.4). Lemma 2.9 provides an orthonormal basis for λ a Q and we decompose ξ as
for some scalars β k,x ∈ C. We then have
Therefore we need to calculate all of the values η(k, x), λ a η(j, y) as both (k, x) and (j, y) vary through the set F. This is where things get a little complicated and we need to put the information into a very organized form. Tables 1 and 2 organize this data in a user friendly manner. Please see the Appendix Section A.1 for the tables and the explanation of the tables The following lemma makes an observation that will cut the calculations in half.
Proof. The proof involves making another table from Tables 1 and 2 . This is easy, but space-consuming so we have placed the proof in the Appendix, Section A.2.
Consider our vector ξ from (2.5). Then decompose ξ = ξ 1 + ξ 2 where ξ 1 ∈ span{λ a η(k, x) : (k, x) ∈ S} and ξ 2 ∈ span{λ a η(k, x) : (k, x) ∈ F \ S}. By Lemma 2.11 and using the fact that ξ 1 ⊥ ξ 2 we have
The first two quantities effectively equal ξ 1 2 , so we only need to consider the quantity Qξ 2 , ξ 2 . Therefore we may, without loss of generality, suppose that
We rewrite (2.6) using our new assumption as
We focus on proving the claim (2.4). We use Tables 1 and 2 to calculate (2.7). Please see the Appendix Section A.1 for the tables and their explanation. We have eight distinct cases to consider. We introduce some notation to facilitate the calculations.
Definition 2.12. For each integer i = 1, ..., 20 let G i ⊆ F be the set consisting of those indices (k, x) described in the box i in Tables 1 and 2 .
We use the following identity often: For complex numbers X, Y ∈ C we have
In the final column of Tables 1 and 2 . The net effect of Lemma 2.11 on the following calculations is that we can completely ignore all of the red colored vectors, ignore the blue colored vectors unless the length condition is extremal and we can never ignore the black colored vectors.
Case 1. Let F 1 ⊆ F be the following pairs (k, x) :
(1) All of the pairs (0, x) described in box 1 (2) All of the pairs (1, x) described in box 9 (3) All of the pairs (1, x) described in box 14 of the form Tables 1 and 2 and our assumption on ξ in (2.7) we obtain
The last line follows by (2.8).
Case 2. Let F 2 ⊆ F be the following pairs (k, x) :
(1) All of the pairs (0, x) described in box 3 (2) All of the pairs (1, x) described in box 12 (3) All of the pairs (1, x) described in box 14 of the form x = b −1 ay such that y ∈ W b −1 .
Let Q F 2 ≤ Q be the projection onto span{η(k, x) : (k, x) ∈ F 2 }. By the same calculations as in Case 1 we have
Case 3. Let F 3 ⊆ F be the following pairs (k, x) :
(1) All of the pairs (0, x) described in box 5 (2) All of the pairs (1, x) described in box 15 (3) All of the pairs (1, x) described in box 14 of the form
Let Q F 3 ≤ Q be the projection onto span{η(k, x) : (k, x) ∈ F 3 }. By the same calculations as in Case 1 we have
Case 4. Let F 4 ⊆ F be the following pairs (k, x) :
(1) All of the pairs (0, x) described in box 7 (2) All of the pairs (k, x) described in box 18 (3) All of the pairs (1, x) described in box 14 of the form x = b −1 a −k y such that y ∈ W b,b −1 ,e with |y| + k + 1 = R and k ≥ 1. (4) All of the pairs (1, x) described in box 14 of the form x = b −k−1 y such that y ∈ W a,a −1 ,e with |y| + k + 1 = R and k ≥ 1.
This case is more complicated than the last three. We are summing over one type of elements from 7 and 18 while summing over two distinct types of elements of 14. All four of these need to come together to produce a satisfying estimate. By our assumption on ξ in (2.7) we have
We will calculate each of the above sums separately. We have
Now by (2.8) applied to the above two sums we obtain
We then apply (2.8) again to the above two sums to obtain
Case 5. Let F 5 ⊆ F be the following pairs (k, x) :
(1) All of the pairs (0, x) described in box 8 (2) All of the pairs (k, x) described in box 19
Again, the last line follows from (2.8).
Case 6. Let F 6 ⊆ F be the following pairs (k, x) :
(1) All of the pairs (1, x) described in box 11 (2) All of the pairs (k, x) described in box 17
Let Q F 6 ≤ Q be the projection onto span{η(k, x) : (k, x) ∈ F 6 }. We have
Case 7. Let F 7 ⊆ F be all of the pairs described in boxes 2,4,6,10,13,16. By our assumption on ξ in (2.7) we have
Case 8. Let F 8 be all of the pairs described in box 20. Then
Notice that every pair (k, x) ∈ F \ S is represented in the last line of exactly one of the 8 cases above. This is no surprise as this is how we arranged it-all of the red and blue colored vectors match up with at least one of the above cases. Therefore
Therefore, together with Lemma 2.11 we proved claim (2.4) and hence Theorem 2.10.
Free groups, operator spaces and quasidiagonality
We refer the reader to Brown and Guentner's paper [2] for information on ℓ prepresentations of discrete groups. See Definition 1.1 for the definitions and the remarks following for the basic results used in this section.
Definition 3.1. Throughout the section we fix a generating set a 1 , ..., a d for F d . For each x ∈ F d we write δ x ∈ C[F d ] as the function that is 1 at x and 0 otherwise.
3.1.
Positive and arbitrarily small modulus of quasidiagonality. In this section (see Theorem 3.3) we show that for each ε > 0 there is a set of unitaries Ω such that qd(Ω) ∈ (0, ε).
At the center of all of calculations are Haagerup's positive definite functions from his seminal paper [8] . For each 0 < r < 1 Haagerup showed that the function φ r (t) = r |t| is positive definite on F d . Later Pytlik and Szwarc showed how to choose the GNS representations associated with these functions in a continuous manner. More specifically, in [14] for each z ∈ C with |z| < 1 they constructed a uniformly bounded representation
is continuous for each t ∈ F d . Moreover when z ∈ (0, 1), the representation π z is unitary and z |t| = π z (t)δ e , δ e for t ∈ F d .
We now specifically recall their representations (see [14, Equation (2), Page 291]). Let 0 ≤ z ≤ 1. Define the unitary representation π z :
Notice that π 0 = λ is the left regular representation, while π 1 = t⊕ λ where λ is weakly equivalent to λ and t is the trivial representation. Furthermore by [14, Remark 2.4], one recovers Haagerup's positive definite functions as t → π z (t)δ e , δ e = z |t| . The Pytlik and Szwarc construction not only connects λ continuously to π 1 but it effectively connects λ to any representation that weakly contains λ! Indeed suppose that σ is any representation of F d such that λ ≺ σ. By Fell's absorption principle π 0 ⊗ σ is weakly equivalent to λ while π 1 ⊗ σ = σ ⊕ ( λ ⊗ σ) is weakly equivalent to σ. We exploit this fact in a couple contexts. We start by pointing out the following
Proof. One sees that 
Proof. Ruan and Wiersma showed in [15, Corollary 5.3] that C * ℓp (F d ) is not a quasidiagonal C*-algebra. Therefore by Voiculescu's theorem [16] , the representation σ p is not a quasidiagonal representation. Since {σ p (a i ) :
follows that qd({σ p (a i ) : 1 ≤ i ≤ d}) > 0. We now focus on the other inequality.
Let σ ∞ be a faithful essential representation of C * (F d ). The map σ p defines a (non-faithful) representation of C * (F d ). Since π 1 contains the trivial representation,
By [6] , the C*-algebra C * (F d ) is residually finite dimensional and therefore quasidiagonal. By Voiculescu's theorem [16] , the representation
Let H denote the Hilbert space on which the representation π := σ p ⊕ (π 1 ⊗ σ ∞ ) is defined. Let P n ∈ B(H) be an increasing sequence of finite rank projections that converge strongly to the identity such that lim n→∞ [x, P n ] = 0 for all x ∈ π(C * (F d )).
For any z < (2d − 1)
For any bounded operators T, S and orthogonal projection P acting on a Hilbert space we have
. By Voiculescu's theorem [16] , the representations σ p and σ p ⊕(π z ⊗σ ∞ ) are approximately unitarily equivalent, from which it follows that qd({σ p (a i ) :
we obtain the conclusion.
Remark 3.4. Although not explicitly used, the fact that F d has the Haagerup approximation property is the underlying reason why Theorem 3.3 works out. Let
Then by a combination of the proof of [ Corollary 3.11) . We obtain explicit bounds in the case that Y is the span of the unit ball in F 2 . We refer the reader to either monograph [7, 13] for the basic principles of operator space theory. 
Proof. We use a simplified version of Pisier's perturbation lemma [13, Proposition 2.13.2]. Since our conclusion is slightly different we include the brief argument.
Each π z (a i ) differs from λ a i by a rank two operator. Therefore 
Since each ω i is rank 1 and norm 1, it is completely bounded with cb norm 1. Therefore
We recall the completely bounded version of Banach-Mazur distance.
Definition 3.7. Let X and Y be operator spaces. Define
Proof. Let r = pq q−p , i.e. By the generalized Hölder inequality, we have φψ sε ∈ ℓ p (F d ). Let π φ denote the GNS representation of F d associated with φ. The GNS representation associated with φψ sε is unitarily equivalent to the tensor product representation π φ ⊗π sε . Let x ∈ W p ⊗M n . Since π φ ⊗ π sε is an ℓ p -representation we have
By Lemma 3.5 we have
The last line follows because π 1 contains the trivial representation (see (3.1)). For any normalized positive definite function ψ, let π ψ denote the GNS representation associated with ψ. It follows from [10, Theorem 3.4] that for y ∈ C[F d ] and 2 ≤ q < ∞ we have
and ψ is normalized positive definite}.
Finally, let ε → 0 to complete the proof.
Remark 3.9. We would like to point out that the natural map between the operator spaces Y (2d−1)
of Lemma 3.5 and W p of Definition 3.6 is not a complete isometry.
Indeed, it is clear from the definition of π z that the C*-algebra generated by π z for each z is contained in C *
in particular it is an exact C*-algebra by [5] . If the canonical map from W p onto Y (2d−1) − 1 p was a complete isometry, then it would extend to an isomorphism between C *
. But Ruan and Wiersma showed that the C*-algebra C * ℓ p (F d ) is not exact [15, Theorem 4.5] whenever p > 2. We find it fascinating that one can use the representations π z to obtain an estimate for d cb (W p , W q ) even though the representations π z necessarily "miss" some of the operator space structure of the spaces W p .
Remark 3.10. In Theorem 3.8 we focused on the subspace of C[F d ] spanned by group elements of length less than or equal to 1. We did this to obtain a reasonable estimate on the cb norm. By using the exact same methods as above we obtain the following.
and let Y p be Y equipped the operator space structure inherited from C * Tables 1 and 2 . The left hand column titled "ξ 1 ∈ Q(ℓ 2 F 2 )" lists all the basis vectors from Lemma 2.9 partitioned into classes that facilitate the calculation of η(k, x), λ a η(j, y) . The next column titled "ξ 2 ∈ λ a Q(ℓ 2 F 2 )" lists all of those basis vectors in λ a Q(ℓ 2 F 2 ) that are not orthogonal to the corresponding η(k, x) from the first column. The final column, titled ξ 1 , ξ 2 is simply the calculation of the inner product. Recall that A = (1 + i)/2 and B = (1 − i)/2. Therefore AB = . We define
. Technically these are the only features of the table needed for the proof of Theorem 2.10. There are two other features that make the calculations easier.
The table is color coded. We have colored blue or red all of the vectors λ a η(k, x) where (k, x) ∈ S = {(k, x) ∈ F : k + |x| ≤ R − 1 or N − k + |x| ≤ R − 1} (see Lemma 2.11 for the significance of S). There is a difference between the blue and red vectors. The vectors colored red always correspond to elements of S while the vectors colored blue only correspond to elements of S in the case of non-extremal length conditions. For example consider box 1. For the red vector λ a η(0, a −1 α(x)) under the conditions of box 1 we always have (0, a −1 α(x)) ∈ S. On the other hand, for the blue vector λ a η(0, b −1 α(x)) we have (0, b −1 α(x)) ∈ S if and only if |x| < R − 1. Also beneath each bold box there are sometimes italicized numbers. For example in bold box 7 there are italicized numbers 14 and 18. This means that there are vectors λ a η(k, x) such that ξ 1 , λ a η(k, x) = 0 and ξ 2 , λ a η(k, x) = 0 for vectors ξ 1 from box 1 and ξ 2 from box 14 (or 18). The only exception is box 14 which has common vectors with too many boxes to list. These italicized numbers are technically not necessary but they make the calculations of the eight cases in the proof of Theorem 2.10 much simpler. Table 1 . Table 3 . Proof of Lemma 2.11. We first use Tables 1 and 2 to build Tables 3 and 4 . Consider the automorphism β of F 2 defined by β(a) = a −1 and β(b) = b −1 . Clearly α (the order two automorphism swapping a and b) and β commute. Let W ∈ B(ℓ 2 F 2 ) be the unitary defined by W (δ x ) = δ β(x) . We have W (η(0, e)) = η(0, e) and when We therefore have η(k, x), λ a −1 η(j, y) = η(N − k, β(x)), λ a η(N − j, β(y))
We can therefore derive tables 3 and 4 below from tables 1 and 2 above. Notice that in tables 3 and 4 we moved the λ a −1 over to the first column to improve readability. Now suppose that (k, x) ∈ S. It follows easily (but not effortlessly) from Tables 3  and 4 that Qλ a η(k, x), λ a η(k, x) ≥ N −R N . Let us show a representative example. Take for example a vector λ a η(0, x) with x = b −1 a −ℓ y from box 1 in Table 3 . Then Finally for any ξ ∈ span{λ a η(k, x) : (k, x) ∈ S} of norm 1, basic estimates show that
. The last estimate follows from the relative value of R to N from Definition 2.5.
