We study the estimation of the additive components in additive regression models, based on the weighted sample average of regression surface, for stationary -mixing processes. Explicit expression of this method makes possible a fast computation and allows an asymptotic analysis. The estimation procedure is especially useful for additive modeling. In this paper, it is shown that the average surface estimator shares the same optimality as the ideal estimator and has the same ability of estimating the additive component as the ideal case where other components are known. Formulas for the asymptotic bias and normality of the estimator are established. A small simulation study is carried out to illustrate the performance of the estimation and a real example is also used to demonstrate our methodology.
Introduction
In recent years non-linear time series analysis has gained attention because of limitations of linear time series models in describing natural phenomena such as asymmetric limit cycles, time irreversibility, amplitude-dependent frequency and chaos. See Tong (1990) , Ter asvirta (1993), Tj stheim (1994) , and H ardle, L utkepohl and Chen (1997) for detailed expositions and reviews of the current literature. Modern computational power and developments in nonparametric regression and curve estimation are also major contributors to the recent surge of interest. There are many nonlinear forms to be explored. Of importance is the additive modeling. The interest in nonlinear additive time series and regression models has been increasing in econometrics as well as in related elds. See more references later. where (X 1 ; X 2 ; Y ) has the same distribution as (Y i ; X 1i ; X 2i ). It is well-known that the regression function m( ; ) plays a predominant role in data analysis, in particular, in forecasting in time series
context. Additive regression model is a useful statistical tool for high-dimensional data analysis. In this paper, we focus on the following additive model m(x 1 ; x 2 ) = + f 1 (x 1 ) + f 2 (x 2 );
( 1.2) where is a constant. In the above additive model, we assume that the variables X 1 and X 2 are continuous. For identi ability, we assume without loss of generality that E ff 1 (X 1 )g = E ff 2 (X 2 )g = 0.
This general setup was considered by Fan, H ardle and Mammen (1998; henceforth FHM) in an independent and identically distributed (iid) setting. The need for nonlinear time series modeling and forecasting (see Tong (1990) , Tsay (1993a, 1993b) , Cai, Fan and Yao (1998) , Cai and Masry (1999) ) motivates us to consider the above model for dependent data.
Model (1.2) is wide enough to include many useful statistical models in time series. Some of these are as follows. Consider X t = f(X t?1 ; : : :; X t?j 1 ) + g(X t?1 ; : : :; X t?j 2 ) t ; (1.3) where f( ) and g( ) are Lebesgue measurable functions, and f i g are a sequence of iid random variables with mean zero and variance one. It is easy to show that the conditional mean and variance are respectively given by E(X t j X t?1 ; : : :; X t?j 0 ) = f(X t?1 ; : : :; X t?j 1 );
(1.4) and Var(X t j X t?1 ; : : :; X t?j 0 ) = g 2 (X t?1 ; : : :; X t?j 2 );
(1.5) where j 0 = max(j 1 ; j 2 ). The classes de ned by (1.3) include many of more familiar nonlinear parametric models commonly encountered in econometrics (see, e.g., Tj stheim and Auestad (1994) , hereafter referred to as TA): the threshold model and its various modi cations; the autoregressive conditional heteroscedastic (ARCH) model as de ned by Engle (1982) ; the exponential autoregressive model introduced in Tong (1990) ; and the multivariate adaptive splines (MARS) models in Lewis and Stevens (1991) . The nonparametric kernel-type estimation of the conditional mean (see (1.4)) and the conditional variance (see (1.5)) was studied in detail by TA (1994) using the projection method. The appeal of imposing the additive structure on f( ) or g( ) is to avoid so-called \curse of dimensionality". In particular, the following additive model is included in our setting via taking Y t = X t and X t = (X t?1 ; : : :; X t?j 1 ) T , X t = + j 1 X j=1 f j (X t?j ) + g(X t?1 ; : : :; X t?j 2 ) t :
The model is a useful extension of the classical autoregressive model. Our approach will enable one to construct an explicit estimator of ff j ( )g which possesses certain optimality criterion, and hence to predict the future value of the series. The general setup also includes partial (semi-parametric) autoregressive models such as X t = + j 1 X j=1 f j (X t?j ) + j 2 X j=1 j X t?j 1 ?j + g(X t?1 ; : : :; X t?j 3 ) t :
(1.6)
The models have exibility of modeling some of components nonparametrically (reducing possible modeling bias) and other components linearly (reducing e ective number of parameters). We refer to the paper by Gao and Liang (1995) for the theoretical work (asymptotic normality) to model (1.6). There are many applications of model (1.6) in various elds. For applications in econometrics, we refer to the book by Granger and Ter asvirta (1993) . An illustrative example of semi-parametric models is given by Engle, Granger, Rice and Weiss (1986) , who modeled electricity sales using a number of predictor variables. A similar situation arose in Shumway, Azari and Pawitan (1988) in a study of mortality as a function of weather and pollution variables in the Los Angeles region. Also, see Tj stheim (1994) for a brief discussion. Recently, Lin and Pourahmad (1998) used model (1.6) to explore the Canadian lynx data, bench-mark status in the literature of time series.
Model (1.2) includes the additive model in the nonparametric regression with independent data m(x 1 ; : : :; x q ) = + q X j=1 f j (x j ):
A thorough discussion of this model can be found in Buja, Hastie and Tibshirani (1989) and Hastie and Tibshirani (1990) for the iid setting and in Chen and Tsay (1993b) for time series situations.
The additive components ff j ( )g can be estimated with the one-dimensional nonparametric rate, see, e.g., Stone (1985 Stone ( , 1994 for details. In most papers, for the estimation of additive components, algorithms have been proposed, based on the iterative back tting procedures such as the ACE algorithm and the BRUTO algorithm. But, their asymptotic properties are not well understood due to the implicit de nition of the estimator. For some recent theoretical developments, see Opsomer and Ruppert (1997) and Wand (1999) . Also, computation can be intensive in the highdimensional case and the issues of algorithmic convergence can arise. To attenuate the di culty of the iterative procedures, in Tj stheim (1990), TA (1994) , Linton and Nielsen (1995) , and FHM (1998), a direct method has been proposed based on \average regression surface". The procedure was referred as \projection method" in Tj stheim (1990) and TA (1994) and as \marginal integration method" by Linton and Nielsen (1995) and Linton (1997) . As pointed out by FHM (1998), the direct method has some advantages such as this method does not use iterations, fast computation can be implemented, and the explicit de nition allows detailed asymptotic analysis. E cient estimation of additive components was creatively studied in Linton (1997) and FHM (1998) by using two independent approaches. Linton (1997) used the one-step back tting approach, and FHM (1998) employed the weight function procedure. Masry and Tj stheim (1997) and Cai and Masry (1999) extended the applicability of average surface idea to additive nonlinear ARX time series. A useful modi cation of the average surface idea is given in an unpublished work by N.W. Hengartner (1996) .
The aim of this paper is to estimate the low dimensional additive component f 1 ( ) in (1.2). Analogously, f 2 ( ) can be estimated in the same fashion. The basic idea for estimating f 1 ( ) is to rst estimate directly the high-dimensional regression surface m(x 1 ; x 2 ) and then average the regression surface over variables X 2 to stabilize the variance. The regression surface is estimated by using local polynomial tting, which has been studied extensively by for example Tsybakov (1986) , Fan (1993) , Ruppert and Wand (1994) , Fan and Gijbels (1996) , Masry (1996) and Masry and Fan (1997) . It is well known that the local linear method has advantages over the NadarayaWatson regression estimator. In particular, it reduces bias of the Nadaraya-Watson estimator and copes well with the edge e ect. For more details, see Fan and Gijbels (1996) . We show that the average regression surface approach has the following advantages. With an appropriate choice of the weight function, additive components can be e ciently estimated: An additive component can be estimated with the same asymptotic bias and variance as if the other components were known. An application of local linear t reduces bias. The results reveal insightfully new phenomena of additive modeling.
The paper is organized as follows. In the next section, we introduce our estimation procedure. In Section 3 the main results of the paper, asymptotic bias and normality, are formulated, but their proofs are deferred to Section 6, based on some lemmas, which are proved in Appendix. An application to additive model is discussed in Section 4. In Section 5, a small simulation study is carried out to illustrate the estimation and the methodology is also applied to a real example. Finally, the assumptions used throughout the paper are gathered together in Section 6 for easy reference, followed by some brief comments.
Average of Regression Surface
We rst introduce some notation. Denote by X 1i = (X 1;i ; : : :; X r;i ) T , X 2i = (X r+1;i : : :; X d;i ) T , X i = X E fm(x 1 ; X 2 ) W(X 2 )g = + f 1 (x 1 ) + Eff 2 (X 2 ) W(X 2 )g = 0 + f 1 (x 1 ) f 1 (x 1 ); (2.1) N.W. Hengartner (1996) , Rate optimal estimation of additive regression via the integration method in the presence of many covariate, submitted to The Annals of Statistics. where 0 = + E ff 2 (X 2 ) W(X 2 )g:
Thus, f 1 ( ) can be constructed, within a constant shift, via averaging the regression surface with respect to variable X 2 . This in turn suggests a direct estimation procedure: Estimate the regression function m( ) rst and then average out the estimated regression surface with respect to the variable X 2 . The constant factor is not related to the nal estimator, since f 1 ( ), in practice, is centered to have mean zero for identi ability purpose. This kind of averaging idea was studied by TA (1994) under time series models, and by Linton and Nielsen (1995) for the iid setting, and was further extended by FHM (1998) . The weight function W( ) is introduced here to optimize the estimation procedure and to reduce the adverse impact of the estimated regression surface at sparse regions on the estimate of the additive component. Also, it plays a role in the asymptotic derivations. See Remark 1 (below) and later for details.
Consider the local linear approximation of f 1 (u 1 ) at a xed point x 1 , f 1 (u 1 ) a(x 1 ) + b T (x 1 )(u 1 ? x 1 ); where u 1 lies in a neighborhood of x 1 . Also, the local constant approximation of f 2 (u 2 ) at a xed point x 2 is applied f 2 (u 2 ) c(x 2 ) for u 2 x 2 : Thus, we can approximate m(u 1 ; u 2 ) locally by a linear term in a neighborhood of (x 1 ; x 2 ), m(u 1 ; u 2 ) + 
Main Results
Although our interest in additive modeling is motivated by the nonlinear time series analysis, we introduce our methods in a more general setting ( -mixing) which includes time series modeling as a special case. Our theoretical results are derived under -mixing assumption.
Before we state our main result, we introduce the mixing coe cient. Let Among various mixing conditions used in literature, -mixing is reasonably weak, and has many practical applications. Many stochastic processes and time series are known to be -mixing. Gorodetskii (1977) and Withers (1981) obtained various conditions for linear process to bemixing. Under certain weak assumptions autoregressive and more generally bilinear time series models are strongly mixing with mixing coe cients decaying exponentially fast. Auestad and Tj stheim (1990) provided illuminating discussions on the role of -mixing (including geometric ergodicity) for model identi cation in nonlinear time series analysis. Under some mild conditions, Masry and Tj stheim (1995, 1997) showed that both ARCH process and additive autoregressive process with exogenous variables, which are particularly popular in econometrics and nance, are stationary and -mixing.
For easy reference, we introduce the following notation. Let p(x 1 ; x 2 ) be the joint density of (X 1 ; X 2 ), and p 1 (x 1 ) and p 2 (x 2 ) be the marginal densities of X 1 and X 2 , respectively. Let
All limits will be taken as n ! 1; this will not be mentioned explicitly in the body of the paper. Then, under Assumptions (1)- (9) (1998) . Note that the optimal weight (3.6) depends on unknown functions. FHM (1998) proposed a method to choose the optimal weight function based on the data. The idea is as follows: divide the sample into a relatively small subsample and a relatively large second subsample; estimate the design densities consistently by the rst subsample; and estimate the regression function using the other subsample. This shows that the optimal variance can be achieved, at least theoretically. In the ideal situation where f 2 ( ) is known, one can estimate f 1 ( ), by directly regressing Y ? f 2 (X 2 ) on X 1 and such an ideal estimator is optimal in an asymptotic minimax sense (see Fan (1993) ). Surprisingly, the average surface estimator (2.5) has the same asymptotic bias and variance as the ideal estimator when 2 (x) is a constant, even though the former does not rely on the knowledge of f 2 ( ). See FHM (1998) for the further comments.
Theorem 1 indicates that the asymptotic bias of f 1 (x 1 ) is 1 2 h 2 1 tr ff 00 1 (x 1 ) 2 (K)g and the asymptotic optimal variance is v 0 (x 1 ). The optimal bandwidth for estimating f 1 (x 1 ) can be de ned to be the one minimizing the squared bias plus variance. Therefore, the optimal bandwidth is given by h 1;opt = r v 0 (x 1 ) tr ff 00
Recently, Fan and Gijbels (1995) and Ruppert, Sheather and Wand (1995) developed datadriven bandwidth selection schemes based on asymptotic formulas for the optimal bandwidths, which are less variable and more e ective than the conventional data-driven bandwidth selectors such as cross-validation bandwidth rule. The similar algorithms can be developed for estimation of additive models based on (3.8), which is however beyond the scope of this paper.
An Application to Additive Model
As an application of model (1.2), we now consider the following additive model
where fg k ( )g are univariate functions satisfying the identi ability condition E fg k (X k )g = 0; k = 1; : : :; q;
is an unknown parameter, and X = (X 1 ; : : :; X q )
T is a continuous random vector having a joint density p( ). Our goal is to estimate each additive component g k ( ) using the average surface method. As in (2.1), let g k ( ) be the average of regression function 
Remark 2. If the ideal weight function in (3.6) applies to each additive component, the weight variance of the curve estimates based on local linear tting. These lines are di erent from the curve estimates by 1.96 times the (estimated) pointwise standard deviation of the curve estimates, which give the approximate 95% con dence interval (without bias correction). There is a strong evidence that local linear tting performs well and outperforms the Nadaraya-Watson method in terms of bias. It is not surprising because the Nadaraya-Watson uses the local constant approximation to the regression function so that it could not t the peaks well (see Figure 1(d) ).
Real example
Finally, we illustrate our methodology with the Canadian lynx data (on a natural logarithmic scale) for the years 1821-1934. The time series plot is presented in Figure 2 (a) and the scatterplots of Y t versus Y t?1 and Y t against Y t?2 are given in Figures 2(b) and (c), respectively. There is a vast literature to explore this bench-mark data set. See Tong (1990) and Lin and Pourahmad (1998) for the detailed comparison of modeling methods. According to Lin and Pourahmad (1998) , among several models considered by them, the following partial additive autoregressive model is one of the best models Y t = + Y t?1 + f 2 (Y t?2 ) + " t :
(5.2) To understand better about the nonlinear structure of this data set, we consider the following additive model Y t = f 1 (Y t?1 ) + f 2 (Y t?2 ) + " t (5.3) by using the techniques described above. Figures 2(d) and (e) depict the estimated curves of f 1 ( ) and f 2 ( ) based on both local linear (solid line) with the approximate 95% pointwise con dence interval (without bias correction, dashed lines) and Nadaraya-Watson (dot line). For both methods, we used the same bandwidths h 1 = 0:9 and h 2 = 0:6 for the rst component and h 1 = 0:6 and h 2 = 0:9 for the second component. By a comparison of Figures 2(d) and 2(e) with the other methods such as the semiparametric approach in Lin and Pourahmad (1998, p.199) , we conclude that the local linear performs much better than the Nadaraya-Watson. Also, this is another evidence that the Nadaraya-Watson tting has larger bias and serious boundary e ects. Furthermore, we support the use of the semiparametric additive model (5.2) to analyze the Canadian lynx data.
Conditions and Derivations
Before we embark on the proofs of theorems, let us collect the conditions to be used throughout the paper. (7) is (n) = O (n ? ) with > (1+ )=(1? ). In particular, if = 1=5, then > 3=2. Also, a su cient condition for Assumption (6) is (n) = O n ? 0 with 0 > 2 + 2= . Therefore, if = 1=5, and = 2, then a su cient condition for Assumptions (6) and (7) is (n) = O n ? 00 with 00 > 3. For details, see Masry and Fan (1997) . In Assumption (5), the joint density is meant to be the distinct random variables in the set (X 1 ; X i ; Y 1 ; Y i ). Note that this assumption is also used in Masry and Tj stheim (1995, 1997) for kernel type estimation.
Note that by the dominated convergence theorem, it can be easily shown from Assumption (8) We now turn to show (3.2). This is equivalent to demonstrating the asymptotic normality of G n (x 1 ) in (6.20). In discussing the convergence in (3.2), we use the familiar technique of \big block { small block" procedure. More precisely, partition the set f1; : : :; ng into 2 k n + 1 subsets with large block of size u n and small block of size v n , where k = k n = bn=(u n + v n )c. Now we rst consider the choices of the block sizes. Assumption (7) for every " > 0. (6.24) implies that G n;2 and G n;3 are asymptotically negligible in probability; (6.26) shows that the summands f j g in G n;1 are asymptotically independent; and (6.25) and (6.27) are the standard Lindeberg-Feller conditions for asymptotic normality of G n;1 for the independent setup.
Let us rst establish (6.24). Observe that
Var ( In order to establish (6.26), we make use of Lemma 1.1 in Volkonskii and Rozanov (1959) (see also Ibragimov and Linnik (1971, p.338) ) to obtain E exp(itG n;1 )] ?
By using the same arguments as those employed in the proof of Lemma 1, one has, as n ! 1, v n;J (x 1 ) = n h As n ! 1, the rst term goes to 0 by (6.33) for each J > 0 and the third term also goes to 0 as J ! 1 by the dominated convergence theorem. In order to complete the proof, it su ces to show that the second term goes to 0 as n ! 1 and then J ! 1. To this end, using the fact that je ix ? 1j 2jxj for all x 2 < and the Cauchy-Schwartz's inequality, we have Note that e G J n has the same structure as G n except that Y i is replaced by Y i I(jY i j > J). Then, using the same arguments as those used in the proof of Lemma 1, we obtain, as n ! 1, nh 
In order to show (4.4), it su ces to show from (6.34) that 0 B @ p n h 11 T 1;n . . . It su ces to show from Theorem 1 that the asymptotic covariance between T k;n and T l;n should be zero for k 6 = l. In other words, we will show that q n 2 h 1k h 1l Cov(T k;n ; T l;n ) ! 0:
To this e ect, by stationarity, we have,
(6.37)
It is easily seen by Theorem 1 in Sun (1984) that F 1 = O n ?1 : (6.38) Employing the same arguments as those used in the proof of (A.5) (below), and by stationarity, we have
This, in conjunction with (6.37) and (6.38), concludes that (6.36) holds true. Therefore, this completes the proof of the theorem.
Appendix: Proofs of Lemmas Sun (1984) and Assumptions (2)- (4) (A.6) by the choice of n . Next, work with J 21 . To this end, letr be the number of the common elements in (X 11 ; X 1i ). Employing the exactly same arguments as those used in the proof of (6.10) in For J 23 , we apply Davydov's inequality (see, e.g., Hall and Heyde (1980) 
