The monotonicity and stability of difference schemes for, in general, hyperbolic systems of conservation laws with source terms are studied. The basic approach is to investigate the stability and monotonicity of a non-linear scheme in terms of its corresponding scheme in variations. Such an approach leads to application of the stability theory for linear equation systems to establish stability of the corresponding non-linear scheme. The main methodological innovation is the theorems establishing the notion that a non-linear scheme is stable (and monotone) if the corresponding scheme in variations is stable (and, respectively, monotone). Criteria are developed for monotonicity and stability of difference schemes associated with the numerical analysis of systems of partial differential equations. The theorem of Friedrichs (1954) is generalized to be applicable to variational schemes with non-symmetric matrices. A new modification of the central Lax-Friedrichs (LxF) scheme is developed to be of the second order accuracy. A monotone piecewise cubic interpolation is used in the central schemes to give an accurate approximation for the model in question. The stability and monotonicity of the modified scheme are investigated. Some versions of the modified scheme are tested on several conservation laws, and the scheme is found to be accurate and robust. As applied to hyperbolic conservation laws with, in general, stiff source terms, it is constructed a second order scheme based on operator-splitting techniques.
Introduction
We are mainly concerned with the stability and monotonicity [10] of difference schemes for hyperbolic systems of conservation laws with source terms. Such systems are used to describe many physical problems of great practical importance in magneto-hydrodynamics, kinetic theory of rarefied gases, linear and nonlinear waves, viscoelasticity, multi-phase flows and phase transitions, shallow waters, etc. (see, e.g., [7] , [12] , [21] , [30] , [36] , [37] , [40] , [42] , [46] , [51] , [52] ). We will consider a 1-D system of the conservation laws written in the following form
where u = {u 1 , u 2 , . . . , u M } T is a vector-valued function from R × [0, +∞) into an open subset Ω u ⊂ R M , f (u) = {f 1 (u) , f 2 (u) , . . . , f M (u)} T is a smooth function (flux-function) from Ω u into R M , q (u) = {q 1 (u) , q 2 (u) , . . . , q M (u)} T denotes the source term, τ > 0 denotes the stiffness parameter, u 0 (x) is either of compact support or periodic. We will assume that τ = const without loss of generality. We will assume that the system (1) is hyperbolic and, hence, the Jacobian matrix of f (u) possesses M linearly independent eigenvectors (see, e.g., [21] ). In addition, it is assumed in this paper that
and all eigenvalues, ξ k = ξ k (u) , of the Jacobian matrix G (=∂q (u) ∂u) have non-positive real parts, i.e.
R e ξ k (u) ≤ 0, ∀k, ∀u ∈Ω u .
Here and in what follows M p denotes the matrix norm of a matrix M induced by the vector norm v p = ( i |v i | p ) 1/p , and M denotes the matrix norm induced by a prescribed vector norm. R and C denote the fields of real and complex numbers, respectively, and K denotes either of these fields.
In the numerical solution of the, in general, stiff (τ ≪ 1) system (1), one is seeking to establish a numerical scheme that would be robust enough to eradicate spurious oscillations, i.e. a monotone scheme [10] . At the present time there are several notions of scheme monotonicity. The notion of 'monotonicity preserving scheme' originally appeared in Godunov [22] . Such a scheme transforms a monotone increasing (or decreasing) function v (x) of space coordinate x at a time level t into a monotone increasing (or decreasing, respectively) function v (x) at the next time level t+∆t. Thus, with the use of a monotonicity preserving scheme, any discontinuity in the initial monotone data can be smeared in succeeding time steps but cannot become oscillatory. Nowadays monotonicity preserving schemes are also known as, e.g., monotonicity conserving iterations (or methods) [29] , monotone schemes (e.g., [1] , [34] , [44] ), monotonicity preserving methods [40] , and Godunov-monotone schemes [10] . Harten et al. [25] put forward their own definition of scheme monotonicity as follows: a difference scheme, v i = H (v i−k , v i−k+1 , . . . , v i+k ), is said to be monotone if H is a monotone increasing function of each of its arguments. The following definition is due to Samarskiy: a scheme is regarded as monotone if the boundary maximum principle is maintained [58] (see also, e.g., [59, p. 183] , [10] , [8] ). A difference scheme may also be referred to as monotone if a maximum principle, e.g., the boundary maximum principle, the region maximum principle, the maximum principle for inverse column entries, the maximum principle for the absolute values, etc', holds for this scheme [11] . A further important notion of difference scheme monotonicity was, in fact, done in [50] (see also [10] ). A scheme will be referred to as monotone if it is monotonicity preserving [22] and transforms a "∧-function" (or "∨-function") into a "µ -function" (or into an "η -function", respectively). Here and in what follows, a scalar grid function v i will be referred to as ∧-function (or ∨-function) if there exist grid nodes m and n such that m ≤ n; v m > v m−1 and v i ≥ v i−1 (v m < v m−1 and v i ≤ v i−1 for the ∨-function) if i < m; v i = const if m ≤ i ≤ n; v n > v n+1 and v i ≥ v i+1 (v n < v n+1 and v i ≤ v i+1 for the ∨-function) if i > n. Simply stated, the ∧-function (or ∨-function) is a scalar grid function v i that has only one generalized local maximum [50] (or generalized local minimum [50] , respectively). The set of µ-functions (or η-functions) is the union of ∧-functions (∨-functions, respectively) and the set of monotone functions.
Hereinafter, for the sake of convenience, a monotonicity preserving scheme will be referred to as G-monotone for short, a scheme monotone in terms of Harten et al. [25] will be referred to as H-monotone, a scheme will be referred to as S-monotone if a maximum principle holds for this scheme (see, e.g., [58] , [59, p. 183] , [10] , [11] ), and a scheme being monotone from the standpoint of Ostapenko [50] will be referred to as GO-monotone [10] .
For studying G-monotonicity of non-linear schemes the notion of total variation (TV, see, e.g., [21] , [36] , [40] ) turns out to be an useful tool, since any total variation diminishing (TVD) scheme is G-monotone [21, p. 168] , [26] , [40, p. 110 ]. H-monotone as well as TVD schemes appear to be attractive for at least the following reasons: (i) H-monotone schemes are TVD [26] and, hence, G-monotone [26] ; (ii) any H-monotone scheme, being TVD, converges to the physically relevant solution, i.e. solutions of H-monotone schemes do satisfy the entropy condition [25] , [26] ; (iii) The notion of a TVD method is sufficient to prove convergence [40, p. 148 ]; (iv) There exist simple sufficient conditions for a scalar scheme to be TVD [21, p. 169] . Besides, it is widely believed that TVD methods are free from spurious oscillations (e.g., [13] , [26] , [32] , [40] , [41] , [48] ); and thus, for the above-stated reasons, TVD schemes are in common practice (see, e.g., [21] , [36] , [37] , [40] , [44] , [45] , [46] , [51] , [52] , [53] , [61] ).
Let us note that Harten's theorem relative to G-monotonicity of H-monotone schemes (i.e., H-monotonicity ⇒ TVD ⇒ G-monotonicity) was proven in [26, p. 360 ] for a specific class of schemes approximating a 1-D scalar partial differential equation (PDE), and hence it does not always happen that an H-monotone scheme is G-monotone. Actually, let us consider the following linear scheme:
where α i = 1 − 2ε, β i = γ i = ε at i = 1, 2, 3, . . ., and α i = β i = ε, γ i = 1 − 2ε at i = 0, −1, −2, . . ., (0 < ε < 0.25). Scheme (4) is H-monotone, since α i , β i , γ i > 0 ∀i. Considering the monotone increasing function v i , namely v i = 0 for all i ≤ 0 and v i = 1 for all i > 0, we obtain that v i = 0 for all i < 0, v 0 = 1 − 2ε, v 1 = 2ε, and v i = 1 for all i > 1. We note that the grid function v i will not be monotone. Thus, H-monotonicity is not sufficient as well as not necessary (see, e.g., [10, Example 4.2] ) condition for a scheme to be free of spurious oscillations. Furthermore, as demonstrated in [10] , a conservative scheme, H-monotone (hence, consistent with the entropy condition [25] ), TVD (hence, G-monotone [26] ), and S-monotone, be it non-linear [10, pp. 1578-1580] or even linear with constant coefficients [10, p. 1561] , can produce spurious oscillations comparable with the size of the jump-discontinuity (cf. [28] ). Thus, the notions of TVD, S-monotonicity, and G-monotonicity are not sufficient for a numerical scheme to be non-oscillatory. As is shown in [10] , the notion of GO-monotonicity is a very helpful tool for the construction of non-oscillatory schemes. However, a GOmonotone scheme can be not TVD [10] and, hence, not S-monotone, since the notion TVD can be viewed as a concept within S-monotonicity [10] . Hence, if a numerical scheme will be GO-monotone as well as S-monotone (GOS-monotone for short), then this scheme will be stable and, in general, free of spurious oscillations [10] .
An approach to investigate non-linear difference schemes for S-monotonicity in terms of corresponding variational schemes was suggested in [10] , [11] . The advantage of such an approach is that the variational scheme will always be linear and, hence, enables the investigation of the monotonicity for nonlinear operators using linear patterns. It is proven for the case of explicit schemes that the S-monotonicity of a variational scheme will guarantee that its original scheme will also be S-monotone [10] . Analogous theorem for the case of implicit schemes can be found in Section 2.1, Theorem 2. Since a variational scheme carries such an important properties of its original scheme as S-monotonicity and GO-monotonicity ( [10] , see also Section 2.1, Theorem 2), the following definition will be useful in the investigation on scheme monotonicity.
Definition 1 A numerical scheme is termed variationally monotone if its variational scheme is monotone.
The notion of TV turns out to be an effective tool, [40, p. 148] , for studying the stability of non-linear schemes. Actually, the following property
is sufficient for stability of a two-step method [40] , however it is, in general, difficult to obtain. Here ∆t denotes the time increment, α is a constant independent of ∆t as ∆t → 0, v and δv are any two grid functions (δv will often be referred to as the variation of the grid function v), N denotes the scheme operator. At the same time, the stability of linearized version of the non-linear scheme is generally not sufficient to prove convergence [27] , [40] . Instead, the TV-stability adopted in [27] (see also [40, s. 8.3.5] ) makes it possible to prove convergence (to say, TV-convergence) of non-linear scalar schemes with ease. However, the TVD property is a purely scalar notion that cannot, in general, be extended for non-linear systems of equations, as the true solution itself is usually not TVD [21] , [40] . Moreover, one can see in [10, pp. 1578-1581 ] that a TVD scheme can be non-convergent in, at least, L ∞ , in spite that the scheme is TV-stable (see, e.g., [40, Theorem 12.2] ). Such a phenomenon is caused by the fact that TV is not a norm, but a semi-norm. Nowadays, there exists a few methods for stability analysis of some classes of nonlinear difference schemes approximating systems of PDEs (see, e.g., [18] , [20] , [40] , [44] , [47] , [59] and references therein). It is noted in [20] that the problem of stability analysis is still one of the most burning problems, because of the absence of its complete solution. In particular, as noted in [18] in this connection, the vast majority of difference schemes, currently in use, have still not been analyzed. LeVeque [40] noted as well that, in general, no numerical method for non-linear systems of equations has been proven to be stable. There is not even a proof that the first-order Godunov method converges on general systems of non-linear conservation laws [40, p. 340] . Thus, a different approach to testing scheme stability must be adopted to prove convergence of non-linear schemes for systems of PDEs. The notion of scheme in variations (or variational scheme [10] , [11] ) has, in all likelihood, much potential to be an effective tool for studying stability of nonlinear schemes. Such an approach goes back to the one suggested by Lyapunov (1892), namely, to investigate stability by the first approximation. This idea has long been exploited for investigation of the stability of motion [19] ) as well as the stability of difference equations [20] . We establish the notion that the stability of a scheme in variations implies the stability of its original scheme (see Section 2.1, Theorem 3 and Remark 4).
Aiming to demonstrate potentialities such notions as 'variational scheme' and 'GOS-monotonicity' in construction numerical schemes, we will develop a novel version of the central Lax-Friedrichs (LxF) scheme (e.g., [21, p. 170] ) with second-order accuracy in space and time. The stability of this scheme is proven in Section 4.2. We restrict our proof mainly to the case when the solutions to (1) are smooth. Notice, such a property as smoothness is peculiar not only to vanishing-viscosity (e.g., [21] , [40] ) solutions of a hyperbolic system. Since the stiffness parameter, τ , in the system (1) is like a viscosity [40] , a solution to the system of conservation laws (1) is expected to be smooth provided that input data are sufficiently smooth. This specific type of systems is interesting itself, as such systems are not uncommon in practice. For a detailed discussion on this subject, including the sufficient conditions for the global existence of smooth solutions, see [24] .
An extensive literature is devoted to central schemes, since these schemes are attractive for various reasons: no Riemann solvers, characteristic decompositions, complicated flux splittings, etc., must be involved in construction of a central scheme (see, e.g., [6] , [37] , [38] , [40] , [51] , [53] and references therein), and hence such schemes can be implemented as a black-box solvers for general systems of conservation laws [37] . Let us, however, note that the numerical domain of dependence [40, p. 69 ] for a central scheme approximating, e.g., a scalar transport equation coincides with the numerical domain of dependence for a standard explicit scheme approximating diffusion equations [40, p. 67] . Such a property is inherent to central schemes in contrast to, e.g., the first-order upwind schemes [40, p. 73] . Hence, central schemes do not satisfy the long known principle (e.g., [3, p. 304] ) that derivatives must be correctly treated using type-dependent differences, and hence there is a risk for every central scheme to exhibit spurious solutions. The results of simulations in [48] can be seen as an illustration of the last assertion. Notice, all versions of the, so called, Nessyahu-Tadmor (NT) central scheme, in spite of sufficiently small CFL number (Cr = 0.475), exhibit spurious oscillations in contrast to the second-order upwind scheme (Cr = 0.95). The first order LxF scheme exhibits the excessive numerical viscosity. Thus, the central scheme should be chosen with great care to reflect the true solution and to avoid significant but spurious peculiarities in numerical solutions.
Let us note that LxF scheme -the forerunner for central schemes [6] , [37] -does not produce spurious oscillations. While, from the pioneering works of Nessyahu and Tadmor [48] and on, the higher order versions of LxF scheme can produce spurious oscillations. The reason has to do with a negative numerical viscosity introduced to obtain a higher order accurate scheme. Let us illustrate it with the scheme (135) in [9] , which is O(∆t + (∆x)
2 ) accurate. We rewrite this scheme to read
where d n i denotes the derivative of the interpolant at x = x i . Notice, the second term in the right-hand side of (6) is, in fact, the negative numerical viscosity. Without this term, Scheme (6) would be of the first order, namely LxF scheme. Let us note that there is a possibility to increase the scheme's order of accuracy, up to O((∆t) 2 + (∆x) 2 ), by introducing into Scheme (6) an additional non-negative numerical viscosity. Such an approach is similar to the vanishing viscosity method [21] , [40] , and hence possesses its advantages, yet it appears to be free of the disadvantages of this method, since the additional viscosity term is not artificial. With this approach, the second order scheme is developed in Section 4.2, where sufficient conditions for stability as well as a necessary condition for S-monotonicity of the scheme are found. The developed scheme is tested on several conservation laws in Section 5. A stable numerical scheme may yield spurious results when applied to a stiff hyperbolic system with relaxation (see, e.g., [2] , [5] , [7] , [12] , [14] , [30] , [54] , [55] ). Specifically, spurious numerical solution phenomena may occur when underresolved numerical schemes (i.e., insufficient spatial and temporal resolution) are used (e.g., [2] , [30] , [32] , [46] ). However, during a computation, the stiffness parameter may be very small, and, hence, to resolve the small stiffness parameter, we need a huge number of time and spatial increments, making the computation impractical. Hence, we are interested to solve the system, (1), with underresolved numerical schemes. It is significant that for relaxation systems a numerical scheme must possess a discrete analogy to the continuous asymptotic limit, because any scheme violating the correct asymptotic limit leads to spurious or poor solutions (see, e.g., [12] , [30] , [31] , [46] , [51] ). Most methods for solving such systems can be described as operator splitting ones, [14] , or methods of fractional steps, [7] . After operator splitting, one solves the advection homogeneous system, and then the ordinary differential equations associated with the source terms. As reported in [23] , this approach is well suited for the stiff systems. Let us however note that the schemes based on the operatorsplitting techniques are of the first order in time, excluding rare cases such as, e.g., the Strang splitting [40] . Thus, following Pareschi [51, p. 1396], we conclude that such schemes are, in general, not robust. Fortunately, as applied to System (1), the second order schemes can be constructed on the basis of operator-splitting techniques with ease. We are mainly concerned with such an approach in Section 4.3.
2 Monotonicity and stability of difference schemes
Non-linear schemes
We consider a nonlinear implicit scheme
where y i ∈L ≡ K N denotes the sought-for vector-valued function of grid nodes, x i ∈L ≡ K N denotes the prescribed vector-valued function of grid nodes,
T is a vector-valued function with the range belonging to K N .
If we introduce the additional notation y= y
T , then the scheme (7) can be represented in the form
Theorem 2 Let a nonlinear implicit scheme (7) be written in the form (8) , where Proof. The scheme (8) can be seen, [11, p. 1126] , as a two-node implicit scheme, and its variational scheme becomes
As H ′ (y) is nonsingular, we may rewrite (9) in the form
Then, by (10)
Let (9) be S-monotone, i.e. let δy ≤ δx .
In view of (11) and (12) we obtain [11, p. 1126 
In view of the inverse function theorem [49, item 5.2.1] we obtain from (8) that
By virtue of the mean-value theorem [49, item 3.2.3] we obtain from (14)
In view of the inverse function theorem [49, item 5.2.1] we can write
By virtue of (16) and (13) we obtain from (15) that
The inequality (17) manifests the prove of the theorem.
Theorem 3 Let a non-linear explicit scheme be written in the form
where Ω denotes a closed and bounded convex set in a linear vector space L. Then for any v, v + δv ∈ Ω the scheme will be stable if its variational scheme is stable.
Proof. The variational scheme corresponding to the scheme (18) reads
The linear scheme (19) will be stable [40, p. 145] 
In view of (20) we conclude from (21) that the inequality (5) for (18) 
Linear schemes
We will consider explicit linear schemes on a uniform grid with time step ∆t and spatial mesh size ∆x. In view of the CFL condition [40] , we assume for the explicit schemes, that ∆t = O (∆x). Moreover, we will also assume that ∆x = O (∆t), since a central scheme generates a conditional approximation to Eq. (1) (see Section 3). In such a case, the following inequalities will be valid, for sufficiently small ∆t and ∆x,
Notice, for hyperbolic problems it is often assumed that ∆t and ∆x are related in a fixed manner (e.g., [40, 
To start with, we obtain necessary conditions for some class of linear schemes to be GOS-monotone. We consider the following explicit homogeneous scheme
where L denotes the linear vector space with the orthonormal basis
is a square matrix. It is assumed that any constant (i.e., z i = y j ≡ c = const) is a solution to (24) . Then, in view of (24), we find that
will be the necessary conditions for (24) to be G-monotone (cf. [10, p. 1560] ).
Here and in what follows, I denotes the identity operator.
Theorem 5
Let an explicit linear scheme be written in the form (24) , and let any constant be a solution to (24) . If (24) 
and B kk ij is a µ − f unction of i f or all j and k.
Proof. We consider (24) when y j = y j b l , l = 1, 2, ...,M , where y j is a scalar value. Let z
T be the left-hand side of (24) under y j = y j b l .
Then we obtain from (24) the following system of decoupled scalar equalities
In view of Corollary 3.14 in [10] , the scheme (28) will be S-monotone iff
In view of (25) we have
and hence
By virtue of (31) and using (29) under k = l we obtain that
Thus, (30) and (32) must be valid simultaneously. It is possible iff all coefficients B kk ij comply with (26) .
To prove (27) we consider (28) under k = l. Let m be the scheme matrix column number and δ mj denote the Kronecker delta. Assuming that the scheme will be GO-monotone, it will transform y j = δ mj into a µ-function as δ mj is a ∧-function of j. Then we obtain from (28) 
Consider the special case of the scheme (24), namely, B ij in (24) depends on a square matrix
where A i is similar [43, p. 119 ] to a diagonal matrix Λ i , i.e. there exists a non-singular matrix S i such that
It is assumed that
Notice, it is not assumed here that any constant (i.e., z i = y j ≡ c = const) is bound to be a solution to (24) . The following notation is used:
The stability for (24) provided (33)- (34) can be addressed by the following.
Lemma 6
Consider an explicit scheme that can be written in the form (24) under (33) , (34) . Let s i = s (A i ) be the spectrum of A i , and ϕ ij (λ) be represented by an absolutely convergent power series at each point λ ∈ s i . Let
Then the scheme will be stable if
Proof. It is easy to see that
Then, in view of (37), we find ∀i, ∀j
By virtue of (35), we rewrite (24) to read
where B i and y i denote the ordinary matrix and vector obtained from B i and y i , respectively, by removing the partitions. Notice, B ij = 0 if j / ∈ J i , since B ij = 0 for these j. Thus, it can be written that
In view of (40) we obtain that
The norm y i ∞ in (41) can be estimated by virtue of (23) and (39):
Let us estimate B i ∞ in (41) . In view of (34) 
Thus, B ij can be written in the form
In view of (44), we find that
By virtue of (42), (45), and (36) we obtain from (41) that
Since
we obtain, in view of (46), (47), that
The last inequality establishes Lemma 6. We consider the following explicit linear scheme
where
k L , k R , denote the non-negative integer constants being independent of t, x, ∆x, and ∆t. It is assumed that the matrix-valued function A = A (x, t) is Lipschitz-continuous and A is diagonizable, i.e. for A
Let us note that even if (50) and Lemma 6 be valid for the linear scheme (49) with Θ = O (∆t) at every time step, the scheme (49) will be "locally stable" only, i.e. any growth in error is, at most, order O (∆t) in one time step. However, we cannot, in general, show on the basis of (48) that
where · * * and · * denote some norms,
, N T denotes the time level corresponding to time T = N T ∆t over which we wish to compute. The reason is that the vector norm in (48) depends on the time level t n , and hence we maynot apply (48) recursively to obtain (53) . The stability of the system (49), can be addressed by the following. (49) under (50)- (52), where the functions ϕ (50) can be represented by an absolutely convergent power series at each point of the spectrum s n i = s (A n i ) ∀i, n, ∀j ∈ J i , ∀∆x ≤ ∆x 0 , and let the matrix-valued functions S (x, t), and S −1 (x, t) in (52) can be taken such that the matrix-valued
Theorem 7 Consider an explicit scheme that can be written in the form
will be Lipschitz-continuous in space and, respectively, time ∀i, n. Let
Then the scheme (49) will be stable, i.e. (53) will be valid, if
Proof. LetB
, and let us rewrite (49) to read
First, let us estimate the norm, h n (·), ofv n :
Since (S
are Lipschitzcontinuous in space and time, respectively, we may write
By virtue of (60), we find
We assume for the explicit scheme (49) , that
Then we find by virtue of (62) that
The inequality (63) coincides with the assumption (37) in Lemma 6 under Θ = β 4 ∆t. Then, in view of Lemma 6, we obtain for the scheme (57) , that
Let us now estimate the norm h n (v n ). Since ϕ n ij (A), A (x, t) are both Lipschitz continuous, we may write
By virtue of (65), (66), and assuming that ∆x = O (∆t), we obtain
where α 4 = α 0 α 1 α 3 = const. We obtain from (58) that
Whence, by virtue of (67) and (54), we obtain
By virtue of (56), (64), and (69), we obtain
It is easy to see that
whence, by virtue of (61), we find
In view of (70) and (72), we find
Applying (73) recursively gives
The inequalities in (74) prove the theorem. Let us consider the case when the operator B n ij in (49) depends on a matrix A n j belonging to a set of pairwise commutative diagonizable matrices:
In such a case, the S-monotonicity of the system (49), can be addressed by the following. 
Theorem 8 Consider an explicit scheme that can be written in the form (49) provided (75). Let ϕ
Proof. As A n j belongs to the set of pair-wise permutable diagonizable matrices, the matrices of the set are simultaneously similar to diagonal matrices [43, p. 318], i.e., there exists a non-singular matrix S such that
where λ n,m j denotes the m-th eigenvalue of A n j . The following notation is used:
By virtue of (78), we rewrite (49) to read
Using v n ≡ . . . , v n j T , . . .
T
, we rewrite (79) to read
In view of (80) we obtain that
where B n and v n denote the ordinary matrix and vector obtained from B n and v n , respectively, by removing the partitions. Let us estimate the norm of B n in (81). Since ϕ n ij (λ) can be represented by an absolutely convergent power series at each point λ ∈ s n j = s A n j , we find, in view of Theorem 11.2.2 and Theorem 11.2.4 in [43] , that
Thus, B n ij can be written in the form
In view of (83), we obtain that
Whence, in view of (76), we find
The vector norm h (·) in (81) (25) . However, in addition to the Lipschitz-continuity of A (x, t) (see (33) and (50)), it is assumed in Lemma 6 and Theorem 7 that some functions of S (x, t) (see (34) , (52) 
where 
and let
If there exist c 1 ,
then the scheme is stable. Notice, it is not assumed that k B n k (x) = I. The proof is very little different from the proof when k B n k (x) = I. Actually, in view of (86) and the first inequality in (89), we obtain
Since y n (x) and B n k (x) are periodic functions, we obtain, by virtue of (22), (89), and (90), that
It follows from (91) that
Then, for all ∆t < ∆t 0 the following inequality will be valid
The inequality in (93) proves Proposition 9.
Notice, in practice, we often deal with systems for which the matrices B n k in Scheme (86) are not symmetric. Let us generalize the theorem of Friedrichs, [57, p. 120] , [60, p. 374] , to be applicable to variational schemes with non-symmetric matrices B n k . It is assumed that there exist matrix-valued functions W (x, t) and
where A is the norm of an operator A on a Hilbert space equipped by the scalar product (88), while A W is the norm of an operator A on a Hilbert space equipped by the following scalar product
The generalization can be addressed by the following theorem, where the notation (87), (88), and (98) will be used. 
and periodic matrix-valued function
then Scheme (86) will be stable Proof. Multiplying (86) by W n , and by y n+1 , we obtain, after integrating both sides, that
Since W n ·A n k is symmetric and, in view of (99), positive, and since k A n k = I, we write:
By virtue of (97), periodicity of A n k and y n k , and since k A n k = I, we obtain:
where b 1 = (2m + 1) b 0 = const. In view of (96) and the assumption of periodicity, we obtain for the last term in the right-hand side of (100) that
Let ∆x 0 = const such that 1 − β 0 ∆x 0 > 0. In particular, let ∆x 0 = 0.5 β 0 . Then, in view of (22), for all ∆x < ∆x 0 the following inequality will be valid
By virtue of (94) and (95), we find that
Then, in view of (105) and (106), we write
The inequality in (107) proves Theorem 10.
3 Monotone C 1 piecewise cubics in construction of central schemes
In this section we consider some theoretical aspects for high-order interpolation and employment of monotone C 1 piecewise cubics (e.g., [16] , [35] ) in construction of monotone central schemes. By virtue of the operator-splitting idea (see also LOS in [59] ), the following chain of equations corresponds to the problem (1)
1 2
Using the central differencing, we write ∂u ∂t t=tn+0.125, x=xi+0.5 = u n+0.25 
where v n+β i
, g n+β i are the grid functions. As usually, the mathematical treatment for the second step (i.e., on the cell [x i−0.5 , x i+0.5 ] × [t n+0.25 , t n+0.5 ]) of a staggered scheme will, in general, not be included in the text, because it is quite similar to the one for the first step.
Considering that (112) in such a way as to retain the accuracy of the approximation. For instance, the following approximations
leads to the staggered form of the famed LxF scheme that is of the first-order approximation (see, e.g., [21, p. 170] ). One way to obtain a higher-order scheme is to use a higher order interpolation. At the same time it is required of the interpolant to be monotonicity preserving. Notice, the classic cubic spline does not possess such a property (see Figure 1a) . Let us consider the problem of high-order interpolation of v n i+0.5 in (112) with closer inspection
T be a component-wise monotone C 1 piecewise cubic interpolant (e.g., [16] , [35] ), and let
where p ′ i denotes the derivative of the interpolant at x = x i . The diagonal matrices A i and B i in (114) are defined as follows
The cubic interpolant, p = p (x), is component-wise monotone on [x i , x i+1 ] iff one of the following conditions (e.g., [16] , [35] ) is satisfied:
As reported in [35] , the necessary and sufficient conditions for monotonicity of a C 1 piecewise cubic interpolant originally given by Ferguson and Miller (1969) , and independently, by Fritsch and Carlson [16] . The region of monotonicity is shown in Figure 1b . The results of implementing a monotone C 1 piecewise cubic interpolation when compared with the classic cubic spline interpolation, are depicted in Figure 1a . We note (Figure 1a ) that the constructed function produces monotone interpolation and this function coincides with the classic cubic spline at some sections where the classic cubic spline is monotone. Using the cubic segment of the C 1 piecewise cubic interpolant, p = p (x), (see, e.g., [16] , [35] ) for x ∈ [x i , x i+1 ], we obtain the following interpolation formula
If p (x) has a continuous fourth derivative, then r = 4 in (118), see e.g. [33, p. 111] . However, the exact value of p ′ i in (118) is, in general, unknown, and hence to construct numerical schemes, employing formulae similar to (118), the value of derivatives p ′ i must be estimated. Using (118) and the second formula in (113) we obtain from (112) the following scheme
where d n i denotes the derivative of the interpolant at x = x i . In view of (118) and the second formula in (113), the local truncation error [40, p. 142] , ψ, on a sufficiently smooth solution u(x, t) to (108) is found to be
In view of (120) we conclude that the scheme (119) generates a conditional approximation, because it approximates (108) only if (∆x) 
Interestingly, since (119) provides the conditional approximation, the order of accuracy depends on the pathway taken by ∆x and ∆t as ∆x → 0 and ∆t → 0. Actually, there exists a pathway such that ∆t is proportional to (∆x) µ and the CFL condition is fulfilled provided µ ≥ 1 and ∆x ≤ ∆x 0 , where ∆x 0 is a positive value. If we take µ = 1 and s ≥ 1, then we obtain from (120) that the scheme (119) is of the first-order. If µ = 2 and s ≥ 3, then (119) is of the second-order. However, if µ = 2 and s = 2, then, in view of (120) and (121), the scheme (119) is of the first-order. Moreover, under µ = 2 and s = 2, the scheme will be of the first-order even if g n+0.125 i in (112) will be approximated with the accuracy O((∆t)
2 ). It seems likely that Example 6 in [37] can be seen as an illustration of the last assertion. The Nessyahu-Tadmor (NT) scheme with the second-order approximation of d n i is used [37] to solve a Burgers-type equation.
Since ∆t = O((∆x)
2 ) [37] , the NT scheme is of the first-order, and hence it can be the main reason for the scheme to exhibit the smeared discontinuity computed in [37, Fig. 6 .22]. The approximation of derivatives p The matter of initialization of the derivatives is the most subtle issue of this algorithm. Actually, the approximation of p ′ i must, in general, be done with accuracy O((∆x) 3 ) to obtain the second-order scheme when ∆t is proportional to (∆x) 2 , inasmuch as central schemes generate a conditional approximation.
Thus, using the two-point or the three-point (centered) difference formula (e.g. [35] , [51] ) we obtain, in general, the first-order scheme. The so called limiter functions [35] lead, in general, to a low-order scheme as these limiters are often O(∆x) or O((∆x) 2 ) accurate. Performing the initialization of the derivatives p ′ i in the interpolation formula (118) by the classic cubic spline interpolation [56] , we obtain the approximation, which is O((∆x) 3 ) accurate (e.g., [33] , [35] ), and hence, in general, the second-order scheme. The same accuracy, O((∆x) 3 ), can be achieved by using the four-point approximation [35] . However, the efficiency of the algorithm based on the classic cubic spline interpolation is comparable with the one based on the four-point approximation, as the number of multiplications and divisions (as well as additions and subtractions) per one node is approximately the same for both algorithms. We will use the classic cubic spline interpolation for the initialization of the derivatives P ′ i in the interpolation formula (118), as it is based on the tridiagonal algorithm, which is 'the rare case of an algorithm that, in practice, is more robust than theory says it should be' [56] .
Obviously, for each interval [x i , x i+1 ] in which the initialized derivatives p 
such that the point ( α k i , β k i ) will be in the region of monotonicity. The modification of the initialized derivatives, would be much simplified if we take a square as a subregion of monotonicity. In connection with this, we will make use the subregions of monotonicity represented in the following form:
where ℵ is a monotonicity parameter. Obviously, the condition (122) is sufficient for the monotonicity (see Figure 1b) provided that 0 ≤ ℵ ≤ 0.75. Let us now find necessary and sufficient conditions for (118) to be G-monotone. By virtue of (114), the interpolation formula (118) can be rewritten to read
The coefficients of (123) will be non-negative iff |β i − α i | ≤ 4. Hence (118) will be G-monotone iff (122) will be valid provided 0 ≤ ℵ ≤ 1. Notice, there is no any contradiction between the sufficient conditions, (122) provided 0 ≤ ℵ ≤ 0.75, for the interpolant, p = p (x), to be monotone through the interval [x i , x i+1 ], and the necessary and sufficient conditions, (122) provided 0 ≤ ℵ ≤ 1, for the scheme (123) to be G-monotone. In the latter case the interpolant, p = p (x), may, in general, be non-monotone, however at the point i + 0.5 the value of an arbitrary component of p i+0.5 will be between the corresponding components of p i and p i+1 . To fulfill the conditions of monotonicity (122), the modification of derivatives p
can be done by the following algorithm suggested, in fact, by Fritsch and Carlson [16] (see also [35] ):
∆x, the function min mod(x, y) is defined (e.g., [35] , [37] , [45] , [51] , [61] ) as follows
4 Construction of first-and second-order central schemes
Central difference schemes with first-and second-order accuracy are introduced in this section. The construction of the central schemes is based on: (i) Variational GOS-monotonicity notion, (ii) Monotone piecewise cubic interpolation (e.g., [16] , [35] ), (iii) Operator-splitting techniques (see also LOS in [59] ).
First-order central schemes
Let us note that instead of point values, v n i+0.5 , employed in the construction of the scheme (112), it can be used the cell averages (e.g., [6] , [37] , [40] ) calculated on the basis of the monotone C 1 piecewise cubics. In such a case we obtain, instead of (118), the following interpolation formula
where κ = 2 3. The region of monotonicity in this case will also be
Notice, the interpolation formula (126) coincides with (118) under κ = 1. Thus, in view of the interpolation formula (126), the staggered scheme (112) is written to read
where d n i denotes the derivative of the interpolant at x = x i , the range of values for the parameter κ is the segment 0 ≤ κ ≤ 1. As usually, the mathematical treatments for the second step of the staggered scheme will, in general, not be included in the text, because the second step is quite similar to (128). If κ = 1 (or κ = 0), then Scheme (128) coincides with the scheme (119) (or with the LxF scheme, respectively). As it was shown above, the scheme (128) is of the first order provided ∆t = O (∆x). In such a case, since the source terms can be, in general, stiff (i.e., τ ≪ 1), it is natural to use the following first-order implicit scheme for (109).
The first order central scheme (128)-(129) based on operator-splitting techniques will be abbreviated to as COS1. Let us investigate the stability of Scheme (128). It is assumed that the vector-valued function u = u (x, t) is Gâteaux-(or Fréchet-) differentiable on the convex set Ω xt ⊂ R × [0, +∞), and its derivative is bounded on Ω xt . It is also assumed that the operator A (= ∂f (u) ∂u) is Fréchet-differentiable on the convex set Ω u ⊂ R M , and its derivative is bounded on Ω u . Hence A = A (x, t) will be Gâteaux-(or, respectively, Fréchet-) differentiable [49, p. 62] and its derivative will be bounded on Ω xt , and hence A (x, t) will be Lipschitzcontinuous on Ω xt [49, p. 70 ]. Since the Jacobian matrix A = A (x, t) in (2) possesses M linearly independent eigenvectors, A n i (= A (x i , t n )) is similar to a diagonal matrix [43] , i.e. there exists a non-singular matrix
The right and left eigenvectors of A n i = A (x i , t n ) can be defined in such a way that S n i = S (x i , t n ) will be the matrix having the right eigenvectors as its columns, and the rows of (S n i ) −1 = S −1 (x i , t n ) will be the left eigenvectors [39, p. 62] . For Theorem 7 to be used, it must be proven that (S
will be Lipschitz-continuous in space and, respectively, time ∀i, n. Since each of the above functions depends on one parameter (x or t) only, it can be done with ease for strictly hyperbolic systems, i.e. when the eigenvalues of the operator A (= ∂f (u) ∂u) in (2) will be all distinct [40, p. 2] . In this case the proof follows from the longknown results of perturbation theory for simple eigenvalues [62, p. 67 ] (see also Theorem 2.1 in [4] ). For a detailed discussion on the derivatives (sensitivities) of eigenvectors of matrix-valued functions depending on several parameters when the eigenvalues are multiple see [4] , [63] .
By virtue of (114), the second term in right-hand side of (128) can be written in the form
Then, the variational scheme corresponding to (128) is the following δv n+0.25 i+0.5 = 0.5 δv
. By virtue of (127), we find that −4ℵI ≤ D 
It is assumed, see (22) , that there exists α 0 = const such that ∆x ≤ α 0 ∆t for a sufficiently small ∆t. Then, by virtue of (133) and (134), and since 0 ≤ κ, ℵ ≤ 1, we find the following estimation for the second term in right-hand side of (132):
In view of (135), the scheme (132) will be stable if the following scheme will be stable (e.g., [59, pp. 390-392] )
We write, in view of (2) and (127), that
Hence, by virtue of Theorem 7 we find that the scheme (136) will be stable if
We obtain from (138) the following condition for the stability of the variational scheme (136):
where C r denotes the Courant number. Thus, in view of Theorem 3 the scheme (128) will be stable if (139) will be valid. Notice, (139) n I, θ n = const (−ℵ ≤ θ n ≤ ℵ). In such a case E n i will be diagonizable. Thus, for instance, LxF scheme will be stable if C r 1. In the case, when D n i is not a scalar matrix, whereas the Jacobian matrix A in (2) is symmetric, the condition (139) for stability of (128) can be found with ease by virtue of Proposition 9. In a more general case, when E n i
is not diagonizable as well as A is not symmetric, the stability of (128) 
Here, in (140), A c is a diagonizable matrix such that its spectrum s (A c ) ⊂ [−λ max , λ max ], see (2) . In view of (131), D in (140) can be taken at will, as v
Aiming to obtain the necessary condition for (132) to be S-monotone, it is assumed that D = ζI is a scalar matrix with ζ ∈ [−4ℵ, 4ℵ]. In view of Theorem 8, the scheme (140) will be S-monotone iff max |ζ|≤4ℵ, λ∈s(Ac)
By virtue of (141), we find that (139) is the necessary condition for the variational S-monotonicity of (128). The variational scheme corresponding to (129) reads
where G (V) = ∂q (V) ∂V. Let us rewrite (142) to read
Let G will be a normal matrix. In such a case, in view of [10, Theorem 3.3 ] the variational scheme (143) will be S-monotone if
where ξ k denotes the k − th eigenvalue of the matrix G. In view of (3), the inequality (144) is valid, and hence the variational scheme (142) will be unconditionally S-monotone. Thus, the COS1 scheme, (128)- (129), will be variationally S-monotone only if (139) will be valid.
Second-order central scheme
In this section, the second-order scheme for (108) Using Taylor series expansion, we write
By virtue of the PDE system, (108), we find
Using the interpolation formula (126) and the formulae (145)-(146), we obtain from (112) the following second order central scheme
Since d n i is the derivative of the interpolant at x = x i , the third term in the right-hand side of (147) can be seen as the non-negative numerical viscosity introduced into the first order scheme (128). Owing to this term, the scheme (147) is O((∆x) 2 + (∆t) 2 ) accurate. Since the source terms in (1) can be, in general, stiff (i.e., τ ≪ 1), it is natural to use the following second-order implicit Runge-Kutta scheme for (109), since this scheme possesses a discrete analogy to the continuous asymptotic limit,
Scheme (147)- (148), based on operator-splitting techniques, will be abbreviated to as COS2. Let us find the sufficient conditions for stability of Scheme (147). It is assumed that the following inequalities are valid in a suitable norm
In view of (114), the variational scheme corresponding to (147) is the following δv n+0.25 i+0.5 = 0.5 δv
In view of (2), (133), (134), and (149), Scheme (150) will be stable if the following scheme will be stable.
We rewrite (151) to read δv n+0.25
Hence, by virtue of Theorem 7 we find that the scheme (152) will be stable if
Thus, in view of Theorem 3, the scheme (147) will be stable if (156) will be valid. By analogy with the COS1 scheme, we find the necessary conditions for the variational S-monotonicity (see Definition 1) of the COS2 scheme, (147) 
In view of Theorem 8, the scheme (157) will be S-monotone iff max |ζ|≤4ℵ, λ∈s(Ac)
By virtue of (158) we find that (156) will be the necessary condition for the variational S-monotonicity (see Definition 1) of the non-linear scheme (147). The variational scheme corresponding to (148) (under v
where G (u) = ∂q (u) ∂u. Let G will be a normal matrix. In such a case, since all eigenvalues of G c have non-positive real parts, see (3), the first step of the scheme (148) will be S-monotone (see [10, Theorem 3.3] , Theorem 2). It remains to prove that the scheme (159), taken as a whole, will be S-monotone under the same condition. Eliminating δv n+0.75 i we obtain that
In view of [10, Theorem 3.3] , the scheme (160) will be S-monotone if
where ξ k (C) denotes the k-th eigenvalue of the matrix G c . Since all eigenvalues of G c have non-positive real parts, the variational scheme (160) will be unconditionally S-monotone. Thus, the COS2 scheme, (147)-(148), will be variationally S-monotone only if (156) will be valid.
Second order schemes based on operator splitting techniques
Using the first order schemes (128) and (129), it can be constructed (see Section 6, Proposition 12) a scheme approximating (1) with the accuracy O((∆x) 2 + (∆t) 2 ). Actually, since
the scheme will be as follows
Hence, the stability as well as monotonicity behavior of (164) and (163) can be interesting itself. As demonstrated in Section 5, the behavior of Scheme (164) is similar to the one of the NT scheme, i.e. it can produce spurious oscillations if CFL number is not sufficiently small. Let us develop another scheme approximating (1) with the accuracy O((∆x) 2 +(∆t) 2 ) and such that its components (after operator splitting) will be of the second order. It can be done on the basis of the second order scheme (163)-(164) with ease. Actually, adding to and subtracting from Equation (229) (see Section 6, Proposition 12) the same quantity (162), we obtain (after operator splitting) the following scheme, instead of (163)-(164),
Thus, Scheme (165) as well as Scheme (166) 
Considering the equation in (108) at t n+0.25 < t ≤ t n+0. 5 , we obtain, in view of (146), that
where A =∂f ∂u. Then
By virtue of (109), (167)- (170), we rewrite Scheme (165)- (166) 
Notice, Scheme (172) coincides, in fact, with Scheme (147), however there is a difference between (171) and (148). In spite of the fact that both of these implicit Runge-Kutta schemes, (171) and (148), are of the second order, only the above combination, i.e. Scheme (171)- (172), is of the second order as a whole. Thus, even if a higher order implicit Runge-Kutta scheme will be used to approximate (109), nevertheless, there is a risk that Equation (1) will be approximated with the first order in time.
It can be proven, by analogy with the proof in Section 4.2, that (156) is the sufficient condition for stability as well as the necessary condition for Smonotonicity of Scheme (171)-(172).
There exists one more problem associated with the stiffness, i.e. τ ≪ 1, of (109). To demonstrate it, let us consider the following system of ordinary differential equations (ODEs) with a relaxation operator in the right-hand side:
The system will be considered at the interval 0 < t ≤ ∆t. The following notation will be used: X ν = X (ν∆t). If ϕ (X, Y ) ≡ 1, then the approximation, X * 1 , to X 1 , in the case when the first order scheme (129) is used, will be
In the case of the second order scheme, (148), the approximation to X 1 will be
The analytic solution, X 1 , will be the following
Notice, in the case of underresolved numerical scheme we obtain that λ ≫ 1. A comparison between (177) and (176) shows that there is a need to develop an implicit Runge-Kutta scheme of higher order accuracy, and such that the scheme (based on the operator splitting techniques), taken as a whole, will be, at least, of the second order. However, the higher order will be the implicit Runge-Kutta scheme, the more time-consuming procedure will be obtained. To tide over this problem, a semi-analytic approach could be useful. Let us demonstrate one, as applied to System (173)-(174). Let θ ν ≡ ϕ (X ν , Y ν ). Integrating (173)-(174), and using the midpoint rule, we obtain
To resolve (178)-(179), a linearized version of System (173)- (174) can be used, namely, instead of ϕ (X, Y ) in (173)- (174), it can be taken θ 0.5 = const. The analytic solution will be the following
It remains to estimate the value of θ 0.5 . Since θ 0.
, we obtain the following, in general, non-linear equation in θ 0.5
where X 1 and Y 1 are defined via (180).
Exemplification and discussion
In this section we are mainly concerned with verification of the second order central scheme, (147). To demonstrate the superiority of this scheme over Scheme (128) being O((∆x) 2 + ∆t) accurate, we will use the inviscid Burgers equation. The COS2 scheme, (147)- (148), is verified using Pember's rarefaction test problem [55] . Euler equations of gas dynamics, namely Sod's as well as Lax problems, are also used for the verification of the second order central scheme,
.
Scalar non-linear equation
As the first stage in the verification, we will focus on the following scalar version of the problem (1):
To test the first order scheme, (128), we will solve the inviscid Burgers equation (i.e. f (u) ≡ u 2 2) with the following initial condition
The exact solution to (182), (183) is given by
The numerical solutions were computed on a uniform grid with spatial increments of ∆x = 0.01, the velocity u 0 = 1 in (183), h L = 0.2, h R = 1, the monotonicity parameter ℵ = 0.5, the Courant number Cr ≡ u 0 ∆t ∆x = 0.5, and the parameter κ = 1 in (128). The results of simulation are depicted with the exact solution in Figure 2 . We note (Figure 2 ) that the first order scheme, (128), exhibits a typical second-order nature, however spurious solutions are produced by the scheme. To obtain necessary conditions for the variational GOS-monotonicity (see Definition 1) of the COS1 scheme, (128), we consider (140) will be GOS-monotone only if (139) will be fulfilled. Since all of the coefficients of (140) will be nonnegative (the scalar version is considered) under (139), the scheme in question, (128), will be H-monotone (and hence TVD and G-monotone) only if (139) will be valid. Notice, the numerical simulations were performed with such values of the parameter κ, Courant number, Cr, and monotonicity parameter, ℵ, that (139) was not violated. As it can be seen in Figure 2 , the boundary maximum principle is not violated by the scheme, i.e., the maximum positive values of the dependent variable, v, occur at the boundary t = 0. It is interesting that the spurious solution (see Figure 2 ) produced by the scheme COS1 has the monotonicity property [26] , since no new local extrema in x are created as well as the value of a local minimum is non-decreasing and the value of a local maximum is non-increasing.
Let us note that the problem of building free-of-spurious-oscillations schemes is, in general, unsettled up to the present. Even the best modern high-resolution schemes can produce spurious oscillations, and these oscillations are often of ENO type (see, e.g., [53] and references therein). We found that the oscillations produced by the COS1 scheme, (128), are of ENO type, namely their amplitude decreases rapidly with decreasing the time-increment ∆t, and the oscillations virtually disappear under a relatively low Courant number, Cr ≤ 0.15. However, the reduction of the Courant number causes some smearing of the solution. The spurious oscillations (see Figure 2) can be eradicated without reduction Courant number, but decreasing the parameter κ. Particularly, the spurious oscillations disappear if κ = 2 3, C r = 0.5, however, this introduces more numerical smearing than in the case of the Courant number reduction. Satisfactory results are obtained under κ = 0.82 (C r = 0.5). The results of simulations are not depicted here.
To gain insight to why the scheme COS1, (128), can exhibit spurious solutions, let us consider the, so called, first differential approximation of this scheme ( [17, p. 45] , [60, p. 376 ]; see also 'modified equations' in [17, p. 45] , [40] , [44] ). As reported in [17] , [60] , this heuristic method was originally presented by Hirt (1968) (see [17, p. 45] ) as well as by Shokin and Yanenko (1968) (see [60, p. 376] ), and has since been widely employed in the development of stable difference schemes for PDEs.
We found that the local truncation error, ψ, for the scheme COS1 can be written in the following form
By virtue of (188), we find the first differential approximation of the scheme COS1 ∂u ∂t
The term in right-hand side of (189) will be dissipative if
Thus, the scheme COS1, (128), is non-dissipative under κ = 1, and hence can produce spurious oscillations. Notice, if κ = 0.82, then we obtain from (190) that C r < 0.42. Nevertheless, as it is reported above, satisfactory results can be obtained under C r = 0.5 as well. So then, the notion of first differential approximation has enabled us to understand that the spurious solutions exhibited by the scheme COS1, (128), are mainly associated with the negative numerical viscosity introduced to obtain the scheme of the second order in space, i.e. O((∆x) 2 + ∆t). Let us consider the scheme COS2, (147), approximating (182) with the accuracy O((∆x) 2 + (∆t) 2 ).
Notice, the second order scheme COS2, (147), is nothing more than the scheme COS1, (128), with the additional non-negative numerical viscosity. To test the scheme COS2, (147), the inviscid Burgers equation was solved under the initial condition (183). The numerical solutions were computed under the same values of parameters as in the case of the scheme COS1, but C r = 1. The results of simulation are depicted with the exact solution in Figure 3 . We note (Figure 3 ) that the scheme COS2, (147), exhibits a typical secondorder nature without any spurious oscillations. Increasing the value of ℵ (up to ℵ = 1) leads to a minor improvement of the numerical solutions, whereas decreasing the value of Cr leads to a mild smearing of the solutions. The results of simulations are not depicted here. 
Hyperbolic conservation laws with relaxation
Let us consider the model system of hyperbolic conservation laws with relaxation developed in [55] :
τ denotes the relaxation time of the system, q 0 , m, a, and u 0 are constants. The Jacobian, A, can be written in the form
The system (191)-(192) has the following frozen [55] characteristic speeds λ 1 = a, λ 2 = u + a. The equilibrium equation for (191)-(192) is
The equilibrium characteristic speed λ * can be written in the form
Pember's rarefaction test problem is to find the solution {w, z} to (191)-(192), and hence the function u = u (x, t), under τ → 0, and where
The analytical solution of this problem can be found in [55] . The parameters of the model system are assumed as follows: q 0 = −1, m = −1, u 0 = 3, a = ±1, τ = 10 −8 . The initial conditions of the rarefaction problem are defined by
The position of the initial discontinuity, x 0 , is set according to the value of a so that the solutions of all the rarefaction problems are identical [55] . Let a position, x t R , of leading edge or a position, x t L , of trailing edge of the rarefaction be known (e.g.,
At t = 0.3, under (200)- (201) we have [55] 
The results of simulations, based upon the scheme COS2, (147)-(148), under different values of the parameter a (a = 1, a = −1) and different values of a grid spacing, ∆x, are depicted in Figure 4 . One can clearly see (Figure 4 ) that the scheme COS2 is free from spurious oscillations. Let us also note that the results generated by the scheme COS2 are less accurate in the case of negative value of a than those in the case of positive value of a. Specifically, in the numerical solutions produced under a = −1, the representations of the trailing and leading edges of the rarefaction are more smeared than those in the solutions produced under a = 1. Notice, under some negative value of a, the frozen and the equilibrium characteristic speeds do not all have the same sign.
Euler equations of gas dynamics
In this subsection we apply the second order scheme COS2, (147), to the Euler equations of gamma-law gas: where ρ, v, p, e denote the density, velocity, pressure, and total energy respectively. We consider the Riemann problem subject to Riemann initial data
The analytic solution to the Riemann problem can be found in [40, Sec. 14] . Aiming to suppress possible spurious oscillations, the scheme COS2, (147), is modified in such a way as to prevent a violation of the necessary conditions (see Theorem 5) for variational monotonicity of the scheme COS2, (147). The modification is to use ℵ = ℵ(x, t) instead of ℵ = const. Leaving out the terms equal to zero under v n i = C = const in (147), we write the reduced variational scheme corresponding to the scheme COS2 in the following form
where In view of Theorem 5, we obtain that the following inequalities must be valid First we solve the shock tube problem (see, e.g., [6] , [40] , [41] ) with Sod's initial data:
Following Balaguer and Conde [6] as well as Liu and Tadmor [41] we assume that the computational domain is 0 ≤ x ≤ 1; the point x 0 is located at the middle of the interval [0, 1], i.e. x 0 = 0.5; the equations (204) are integrated up to t = 0.16 on a spatial grid with 200 nodes as in [6] and in [41] . The Courant number is taken to be Cr = 1 (or Cr = 0.9) in contrast to [6] and [41] , where the simulations were done under ∆t = 0.1∆x (i.e. 0.13 Cr 0.22). The results of simulations with the two-stage modification of the monotonicity parameter ℵ are depicted in Figure 5 . The results depicted in Figure 5 are not worse in comparison to the corresponding third-order central results of [41, p. 418] as well as to the results obtained by the fourth-order non-oscillatory scheme in [6, p. 472] . Moreover, the scheme COS2, (147), does not produce any spurious oscillations. We continue the testing of the modified scheme COS2, (147), using the shock tube problem with Lax initial data 
The results of simulations with the two-stage modification under C r = 0.9, ℵ min = 0.3 (left column) and ℵ min = 0.001 (right column) are depicted in Figure 6 . One can readily see ( Figure 6 ) that the scheme COS2 gives a not worse resolution than that obtained by the schemes studied in [41] and [6, p. 472] without, in fact, spurious oscillations.
Thus, the algorithm based on Theorem 5 shows a possibility to avoid spurious numerical oscillations in a computed solution totally, and hence the second order scheme, COS2, is found to be accurate and robust. However this algorithm can lead to a smearing effect that partly reduces accuracy. There are several reasons for this side effect of the algorithm. Particularly, the algorithm is not optimal, i.e. it gives no more than rough approximations from below to the values of ℵ. Moreover, in this algorithm, the value of ℵ at a grid node i is considered as a scalar, i.e. it is assumed that the monotonicity parameter, ℵ, is common to all coordinates of the vector v i . Thus, the algorithm lacks flexibility, and hence the accuracy of the scheme COS2, (147), can be reduced. Notice, the conditions of Theorem 5 are not necessary and sufficient conditions for monotonicity (i.e., absence of spurious oscillations) of the difference scheme COS2, and hence the total elimination of spurious oscillations on the basis of Theorem 5 can lead to an undesirable smearing effect. All this must be given proper weight in designing of the difference schemes.
Appendix
Proposition 11 Let us find the order of accuracy, r, in (118) if d i will be approximated by d i with the order of accuracy s, i.e. let
Let U (x) be sufficiently smooth, then we can write 
In a similar manner we write:
Subtracting the equations (224) and (225), we obtain
In view of (226) and (220) we obtain from (223) the following interpolation formula
In view of (227) we obtain that r = min (4, s + 1) .
Proposition 12
As applied to central schemes (see Section 4.1), we will construct a second order scheme based on operator-splitting techniques. We will, in fact, use the summarized (summed) approximation method [59, Section 9.3 ] to estimate order of approximation. Consider the following equation 
