Abstract Multi-objective optimization is a very competitive issue that emerges naturally in most real world problems. It is concerned with the optimization of conflicting objectives in multi-objective problems. The multi-objective problem treats with tradeoff solutions in order to satisfy all objectives. An extensive variety of algorithms has been developed to solve multi-objective optimization problems. In this paper, we presents a multi-swarm multiobjective intelligence-based algorithm enhanced with a hybrid strategy between decomposition and dominance (MSMO/2D) to improve convergence and diversity by splitting the primary swarm into a number of sub-swarms. The proposed algorithm is applied to fourteen standard problems and compared with two of the most familiar multi-objective optimization algorithms MOEA/D and D 2 MOPSO. The experimental results give evidence that the multi-swarm armed by the hybrid strategy constitutes a better alternative for multi-objective optimization problems. 
Introduction
Multi-objective optimization is a real challenge that attracts the attention of scientific researchers in different disciplines especially in engineering and science. Many population-based metaheuristics algorithms have been proposed to solve the multi-objective problems (MOP). These algorithms are included in two main sets; evolutionary-based optimization algorithms besides swarm intelligence-based optimization algorithms.
Multi-objective evolutionary-based optimization algorithms adopt the evolutionary computation strategy that simulates the biological evolutions, such as cloning, mutation, mating, and selection. Aiming to solve multi-objective optimization problems, a considerable variety of evolutionary optimization algorithms were elaborated [1] [2] [3] [4] [5] [6] .
While multi-objective swarm intelligence-based optimization algorithms follow the computational intelligence paradigm in imitating the swarm behavior by adjusting position and velocity for each particle as well as its neighbors. Several intelligence-based algorithms have been investigated in multiobjective optimization [7] [8] [9] [10] .
Particle swarm optimization (PSO) is considered as the most familiar intelligence-based algorithm utilized to solve MOP [11] [12] [13] .
All the mentioned algorithms have been applied to test problems as well as real world problems in order to be evaluated. In spite of the fact that they succeed to achieve the Pareto front (PF) approximation for the multi-objective optimization problems, they suffer from highly computational complexity. Therefore, the decomposition concept is considered in order to improve the complexity by decomposing a multi-objective optimization problem into multiple scalar optimization subproblems. Then, those sub-problems are optimized simultaneously [14] [15] [16] [17] .
Another reinforcement has been added to multi-objective algorithms; namely, dominance. The dominance-based approaches consider the concept of dominance to scalarize the objective vector in the fitness function in order to treat all objectives correlatively to find the Pareto optimal solution. Dominance guarantees the impossibility to find a solution that improves an objective without degrading at least another one [18] [19] [20] [21] [22] .
Recently, Al Moubayed et al. have proposed a new technique that hybridizes decomposition and dominance approaches [23] .
In this paper, we propose MSMO/2D: a multi-swarm optimization algorithm enhanced by decomposition and dominance. It performs the optimization using multiple subswarms rather than one normal swarm. Our proposed algorithm gives a significant performance improvement comparing to MOEA/D and D 2 MOPSO. It achieves at least two advantages: the potential integration with other search techniques and the augmentation of the population diversity.
This paper is arranged into six sections. In addition to the present section (introduction), Section 2 provides essential concepts that are required to understand MOP along with a literature review of the related work. Section 3 illustrates approaches that are adopted in our proposed algorithm. Then, Section 4 explains our proposed MSMO/2D algorithm. After that, Section 5 presents the performance evaluation of the proposed algorithm through experiments. Finally, conclusion and trends for pertinent future work are given in Section 6.
Background and related work
This section aims to give a birds-eye view on the methods and concepts required to understand the proposed algorithm. It also provides a detailed review of the related work.
Multi-objective optimization
The multi-objective optimization is interested in solving problems that have various objective functions to be optimized concurrently to the same set of solutions. Such problems are interested not only in a mono optimal solution but in the tradeoffs between the different objectives. These problems can be expressed as [12]:
Min: or Max:jx 2 XfFðxÞ 2 Dg ð 1Þ
where F(x) = (f 1 (x), f 2 (x),. . ., f m (x)), O and D are the solution and objective spaces respectively and F is an objective function vector. Multi-objective optimization cares in the set of nondominated Pareto optimal solutions. As x dominates y if and only if f i (x) f i (y) for all i = {1, 2, . . ., m} and there is at least one j for which f j (x) < f j (y). Therefore, x is considered as a Pareto optimal solution if there is no other solution s 2 O such that s dominates x * .
Multi-swarm optimization
Multi-swarm optimization is derived from PSO. It uses multiple sub-swarms rather than one standard swarm. This multiswarm framework is the most appropriate framework for optimizing MOP [24] . PSO is a metaheuristic algorithm based on population that yields competitive solutions in many application domains. Each particle in the swarm offers a possible solution in the solution space and is specified by its position and velocity vector. Where, the position specifies the particle's location in the solution space and the velocity represents the positional change. PSO utilizes the following formula to update the position x and velocity v of the particles:
where p besti and l besti are the personal best and local best performance respectively for the ith particle, c 1 and c 2 are nonnegative constants; namely, acceleration coefficients, r 1 , and r 2 are two random numbers within [0, 1], and w is an inertia weight.
Overview of the related work
Multi-Objective Particle Swarm Optimization (MOPSO) was firstly presented by Moore and Chapman as unpublished manuscript in 1999 [13] . Since that date, several MOPSO methods have been developed and applied to various real-life problems and standard benchmarks [12, [25] [26] [27] [28] [29] . Whilst, the real outset of Unfortunately, it was exposed to fall in local optima because of applying mutation.
Al Moubayed et al. in 2010 proposed smart particle swarm optimization algorithm based on decomposition (SDMOPSO) [16] . They tried to avoid falling in local optima by permitting the update of the particle position if it leads to a better aggregation value.
In May 2011, Yong Zhang et al. presented multi-swarm cooperative multi-objective particle swarm optimizer
