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Abstract 
Error estimation of difference operators on irregular nodes is discussed. We can obtain the similar 
estimates of the errors. However, the error estimate for the difference operators for the second derivatives 
becomes lower because of asymmetric allocation of the nodal points. 
 
1. Imtroduction 
Moving Particle Semi-implicit method (MPS)1 is a particle method and is widely used. It gives plausible 
numerical results in many cases. We have already given the mathematical base of difference operators in 
MPS2. Iribe and Nakaza has also proposed a method to improve the accuracy of the gradient operator3. 
Iribe-Nakaza’s method is a special case of the author’s method called Discrete Differential operators on 
Irregular Nodes (DDIN)4. In the author’s paper4, interpolation of discrete data given on irregular mesh is 
used. If we use the interpolation using power functions, the author’s method can give a similar result 
obtained by Iribe and Nakaza for the gradient operator. 
In the present paper, we discuss the error estimation of difference operators on irregular nodes 
theoretically. We also give the validation of the theory through numerical verification. 
 
2. Summary of error estimation on regular nodes 
In case of regular nodes, we can obtain the error estimates of the difference operators for the derivatives 
using Taylor expansion. The accuracy of the difference operators increases because of the symmetry of the 
allocation of the nodal points. The error estimates of the differential operators in regular nodes are 
summarized for 2D case as follows. 
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Backward difference: 
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Difference for the second derivatives: 
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The formulas for   jiyu ,  and   jiyu ,22   could be obtained easily. 
 
3. Error estimation on regular nodes 
For simplicity, let’s consider in 1D. The second order approximation of   is given by 
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where 
 || ij xx , Jj ,,2,1  .                             (6) 
Then, we have 
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Applying Least Square Method (LSM), we obtain 
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Estimating the orders, we have 
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and 
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Finally, we derive 
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since 
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If we compare Eqs. (1) and (11), the accuracies of the first order difference operators are same 
unexpectedly. If we compare Eqs. (4) and (11), the accuracy becomes lower in irregular nodes than in 
regular nodes. The symmetry of the node allocation in regular nodes increases the accuracy. 
 
4. Numerical examples 
In 2D, the second order approximation of   is given by 
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where 
ijj uuu  ,  ijj vvv  .                              (14) 
Applying the least square method (LSM), we obtain 
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4.1. Verification in 2D using power function 
In this example, the effects of weight are also studied. We use a following power function: 
  3344, yxyxyxf   in 22  x , 22  y                    (17a) 
  323 34, yxxyxf x  ,    233 34, yxyyxf y  ,                     (17b) 
  32 612, xyxyxf xx  ,    229, yxyxfxy  ,    yxyyxf yy 32 612,  .            (17c) 
Function  yxf ,  is calculated on 5050  regular mesh points and is plotted in Fig. 1. The irregular mesh 
points  ji yx , , 50,0  ji  are obtained by adding random number to the regular mesh points  regularjregulari yx __ , , 50,0  ji : 
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In the following examples, the scale of irregularity r  and the radius r  defining the neighboring points 
are x25.0  and x5.2 , respectively. The irregular mesh points are shown in Fig. 2. 
Figures 3, 4 and 5 show the comparisons among the analytical result, FD (Finite Difference) result, 
DDIN (Discrete Differential operators on Irregular Nodes) result without weight and DDINW result with 
weight of  yxfx , ,  yxf xx ,  and  yxf xy , , respectively. The effects of weight are shown in Figs. 3, 4 and 
5. The effects are not big in this example. 
The rms (root mean square) errors are given in Fig. 6. In Fig. 6, Line x1 is proportional to Δx, and line x2 
is proportional to (Δx)2. The definition of rms is given by, for example 
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In Fig. 6, the effect of data spacing x  on the root mean square (RMS) errors of  yxfx , ,  yxf xx ,  and  yxfxy ,  are shown. The error estimation given by Eq. (11) is verified by numerical calculations, since the 
rms errors of  yxfx ,  is proportional to 2)( x  and those of  yxf xx ,  and  yxfxy ,  are proportional to 
x  
 
 
 
Fig. 1. Function  yxf , . 
 
Fig. 2. Distribution of irregular node points( xr  25.0 ). 
    
(a)  yxfx , : analytical                     (b)  yxfx , : FD 
 
(c)  yxfx , : DDIN ( xrxr  5.2,25.0 )   (d)  yxfx , : DDINW ( xrxr  5.2,25.0 ) 
Fig. 3. Comparison of  yxfx ,  among analytical, finite difference, DDIN and DDINW. 
 
 
(a)  yxfxx , : analytical                     (b)  yxfxx , : FD 
 
(c)  yxfxx , : DDIN ( xrxr  5.2,25.0 )  (d)  yxfxx , : DDINW ( xrxr  5.2,25.0 ) 
Fig. 4. Comparison of  yxfxx ,  among analytical, finite difference, DDIN and DDINW. 
 
 
(a)  yxfxy , : analytical                     (b)  yxfxy , : FD 
 
(c)  yxfxy , : DDIN ( xrxr  5.2,25.0 )  (d)  yxfxy , : DDINW ( xrxr  5.2,25.0 ) 
Fig. 5. Comparison of  yxfxy ,  among analytical, finite difference,DDIN and DDINW. 
 
 
(a) Rms error of fx 
 
 
(b) Rms error of fxx 
 
 
(c) Rms error of fxy 
 
Fig. 6. Comparison of  yxfxy ,  between FD and DDIN. 
 
4.2. Verification in 2D using sinusoidal function with weight 
In this example, the effects of weight are also studied. We use a sinusoidal function  yxf , : 
  yxyxf 2cossin,  in  20,20  yx ,                       (20a) 
   yxyxf x 2coscos,  ,   yxyxf y 2sinsin2,  ,                      (20b) 
   yxyxf xx 2cossin,  ,   yxyxf xy 2sincos2,  ,   yxyxf yy 2cossin4,  .          (20c) 
Function  yxf ,  is calculated on 5050  regular mesh points and is plotted in Fig. 7. The irregular mesh 
points  ji yx , , 50,0  ji  are obtained by adding random number to the regular mesh points 
 regularjregulari yx __ , , 50,0  ji : 
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In the following examples, the scale of irregularity r  and the radius r  defining the neighboring points 
are x25.0  and x3 , respectively. The irregular mesh points are shown in Fig. 8. 
Figures 9 through 13 show the comparisons among the analytical result, FD (Finite Difference) result, 
DDIN (Discrete Differential operators on Irregular Nodes) result without weight and DDINW result with 
weight of  yxfx , ,  yxf y , ,  yxf xx , ,  yxfxy ,  and  yxf yy , , respectively. The effects of weight are 
clearly shown in Figs. 11, 12 and 13. 
 
Fig. 7. Function f(x, y). 
 
 
Fig. 8. Distribution of points( xr  25.0 ) 
 
  yxfx , : analytical                   yxfx , : FD 
  yxfx , : DDIN ( xrxr  3,25.0 )    yxfx , : DDINW ( xrxr  3,25.0 ) 
Fig. 9. Comparison of  yxfx ,  
 
  yxf y , : analytical                           yxf y , : FD 
  yxf y , : DDIN                            yxf y , : DDINW 
( xrxr  3,25.0 ) 
Fig. 10. Comparison of  yxf y ,  
 
  yxfxx , : analytical                       yxf xx , : FD 
  yxfxx , : DDIN                           yxfxx , : DDINW 
( xrxr  3,25.0 ) 
Fig. 11. Comparison of  yxf xx ,  
 
  yxfxy , : analytical                           yxfxy , : FD 
  yxfxy , : DDIN                           yxfxy , : DDINW 
( xrxr  3,25.0 ) 
Fig. 12. Comparison of  yxfxy ,  
 
  yxf yy , : analytical                            yxf yy , : FD 
  yxf yy , : DDIN                            yxf yy , : DDINW 
( xrxr  3,25.0 ) 
Fig. 13. Comparison of  yxf yy ,  
 
5. Conclusions 
We have discussed the error estimation of difference operators in irregular nodes theoretically. We 
verified our theory by numerical calculations. 
If we compare Eqs. (1) and (11), the accuracies of the first order difference operators are same 
unexpectedly. If we compare Eqs. (4) and (11), the accuracy becomes lower in irregular nodes than in 
regular nodes. The symmetry of the node allocation in regular nodes increases the accuracy. 
We also showed the interesting effects of the weight on the second order difference. 
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