2(d + n 0 1) 3x + 2(n 0 x) 2n + 2 2n + x x 2: Thus either x = 1 and the only vertex of degree greater than two has degree 4, or x = 2 and the two vertices of degree greater than two have degree 3. It follows that G is of one of the two forms shown in Figure 9 .
In (a), G had H{vector (1; a 0 1) 1 (1; b 0 1) = (1; a + b 0 2; ab 0 a 0 b + 1). Now for xed a + b (and hence xed H 1 (G) = a + b 0 2), ab 0 a 0 b + 1 is maximized when ab is maximized, i.e. when a = b = H 1 +2 2 . Therefore, Thus we can assume that G is a block. If G 1 e is simple for some edge e of G, i.e. e is not in a triangle of G, then as G 0 e and G 1 e are of girth at least g and g 0 1 respectively,
The only remaining case is that G is a block and every edge of G belongs to a triangle. Thus g = 3, and if e is any edge of G,
by Theorem 14 unless the underlying simple graph of G 1 e is C 3 C 3 . As G is a block with every edge in a triangle, one can verify that the only possibilities for G are shown in Figure 8 . 
and for equality to hold, G must have order 3, i.e. G = K 3 ; this implies that d = 1, a contradiction. Thus we are done. 
This completes the proof.
2 We are now ready to prove a new lower bound for the domination number of a graph in terms of its dimension. Theorem 15 Let G be a simple graph. Then
If G = 2T for some tree T , then H d01 = n 0 1 = H 1 , so we are done.
For equality to hold, we need either d = 2 or d 3 and either (i) e is not parallel to any other edges and H d02 (G 0 e) = 1, which implies by induction H 1 (G 0 e) = 1, so G 0 e is a tree with one other edge parallel to some edge of G, and this implies d = 2, a contradiction, or (ii) every edge is parallel to another edge, at least one edge e is such that G 0 e has no bridges and equality holds for G 0 e. By induction applied to G 0 e, either d = 3 or the underlying simple graph of G 0 e is a tree. In either case, G must be a multiple of a tree (as the extra edge e must be parallel to some other), and we are done.
Finally, as mentioned earlier, the H{vector of any graph whose underlying simple graph is a tree is symmetric, and hence if the dimension is at least two, then 
and the inequality is proved. Now if G is a connected and loopless graph for which equality holds in (3), then from above either G is a tree, or G = 2F for some simple graph F and we must have equality in all the steps leading up to (10). That is, jE(F)j = 2jE(F)j 0 (n 0 1) which implies jE(F)j = n 0 1 so G is a tree. It is not hard to see that in this case G has dimension n 0 1 and H{vector (1; Proof We proceed by induction on m = jE(G)j. If m = n 0 1, the result is trivial, so assume that m > n 0 1. We can assume that G is loopless and bridgeless. Now H d01 (G) = H d02 (G 0 e) + H d01 (G 1 e) so if dim(G 1 e) = d, that is, e is not parallel to another edge, then
= H d02 (G 0 e) + (n 0 2) (as G 1 e has no bridges) n 0 1 as dim(G 0 e) = d 0 1.
The only remaining case is that every edge is parallel to at least one other edge. Now if G is not twice some tree, then there is an edge e of G such that G 0 e has no cut edges. Also, d = 2 is trivial, so we can assume d 3, so by induction where z = 1 0 p, and so
and In fact, equality holds if and only if G is of one of the forms in Figure 7 .
We turn our attention now to the second last term, H d01 . 
and equality holds if and only if (except for loops) G = kT , where T is a tree and k = 1 or 2.
Proof We proceed by induction on m = jE(G)j. If m = n 0 1, then G is a tree, so d = 0 and 0 = H d01 (G) dH d (G) = 0 1 1; so equality holds. Now assume m > n 0 1. Without loss, G has no bridges (as if e is a bridge, then G and G 1 e have the same H{vectors but G 1 e has one fewer edge, so we are done by induction). Similarly, we can assume that G is loopless. In (a){(d), it is easy to verify that H 2 (G) H 1 (G), with equality if and only if G is the K 1 {bond of 3 cycles of length 2. In case (e), H 2 (G) H 1 (G) (unless`= 2 and (x; y) = 1, but this implies that G is the K 1 {bond of a 2{cycle and a 3{cycle, a contradiction), so here H 2 (G) > H 1 (G). Subcase II G is of one of the forms in Figure 4 . In (a), H 2 (G) H 1 (G) (with equality if and only if`= 2 and G is the K 1 {bond of three 2{cycles). In (b), H 2 (G) H 1 (G) (unless`= 2 and (x; y) = 1, which implies G is the K 1 {bond of a 2{cycle and a 3{cycle, a contradiction). Thus here H 2 (G) H 1 (G), with equality if and only if G is the K 1 {bond of two 3{cycles. Subcase III G is of one of the forms in Figure 5 .
In (a) or (b), H 2 (G) H 1 (G).
We turn now to case (ii). First assume that dim(G 1 e) = 1. As G 1 e is 2{edge connected, G 1 e is a cycle (with a loop at 1e), so G is of one of the the forms in Figure 6 .
In (a) the H{vector is (1;`;`;:: : ;`;`0 1), so H 2 (G) = H 1 (G). In (b), we have seen that its H{vector is (1;`;`;: : : ;`), so H 2 (G) = H 1 (G).
If dim(G 1 e) = 0, then G is a group of at least 3 parallel edges, so H 2 (G) = H 1 (G) = 1. In fact, equality can hold here if and only if H 2 (G1 e) = H 1 (G1e) and H 1 (G 0 e) = 1, i.e. G 0 e (up to contraction of bridges) is a set of at least 2 parallel edges, so G is of one of the two forms in Figure 1 .
The H{vectors are respectively (1;`;`;:: : ;`;`0 1) and (1;`;: : : ;`;`). By assumption, G is not of the forbidden form, so equality holds in this case if and only if G if one of the graphs in Figure 1 .
The remaining cases are (i) dim(G 1 e) = 2 and G 1 e is of the forbidden form, or (ii) dim(G 1 e) 1.
We begin with case (i). There are essentially 3 choices for which vertex is 1e (see Figure 2 ). Subcase I G is of one of the following forms (since G is not of the forbidden form and G has no bridges); consider Figure 3 . 
Other General Non{Stanley Bounds
Recall that the H{vector of any graph has no internal zeros, and the last nonzero term is H d , where d is the dimension of the graph. It is clear that H 1 1 = H 0 when the dimension is at least 1, and in fact if G has order n and`bridges, then H 1 = n 0 1 0`. We now characterize when H 2 H 1 .
Theorem 10 If G is a loopless graph of dimension at least 2 then H 2 (G) H 1 (G) unless G C p C q where p = 2 or q = 2.
Proof Without loss, G is 2{edge connected, as the contraction of any bridge leaves the H{vector unchanged, but reduces the number of bridges. We proceed by induction on n = jV (G)j. Assume that G 6 C p C q where p = 2 or q = 2.
If n = 1, the result is trivial as dim(G) = 0, so we can assume n 2. Let e be an edge of G, not a bridge. Now H 2 (G) = H 1 (G 0 e) + H 2 (G 1 e): If dim(G 1 e) 2 and G 1 e is not the K 1 {bond of two cycles, one of which has length 2, then by induction on n, H 2 (G) H 1 (G 0 e) + H 1 (G 1 e) 1 + (H 1 (G) 0 1) = H 1 (G) (as dim(G 0 e) = dim(G) 0 1 1 since G has no bridges). We point out one other inequality (though not related to external activity) of H{vectors of cographic matroids, which was proved in [7] in conjunction with an investigation of the roots of reliability polynomials. We derive the following result. { 8 { where m(T; e 1 ; e 2 ) =`1 +`2 is the number of edges in C 1 [ C 2 . Case 2. T + e 1 + e 2 contains a {graph.
Let the {subgraph of T + e 1 + e 2 be denoted by 2 and have vertex disjoint paths P 1 ; P 2 ; P 3 of lengths`1;`2;`3 respectively. For i 6 = j, g `i +`j c. Without loss we can assume that e 1 2 P 1 and e 2 2 P 2 . Now the number of orders of E(2) such that e 1 ; e 2 are not externally active is g(T; e 1 ; e 2 ) (`1 +`2 +`3)! 0 (`1 +`3 0 1)!`2! `1 +`2 +` Order the edges of G such that f 1 ; : : : ; f k are smaller than those of G 0 , which are in turn smaller than f k+1 ; : : : ; f d01 . It is easy to verify that if T 2 T ;i;j (G 00 ) is a spanning tree of a spanning subgraph G 00 of G and e is an edge of G not in T , then by setting e smaller than all edges of G 00 , T 2 T ;i+1;j (G 00 +e); and conversely if we set e larger than all edges of G 00 . Thus we see inductively that T ;d0k01;k (G) jT ;0;0 (G 0 )j =`0 2 and substituting this into (1), we derive and if G has a subgraph G 0 consisting of two vertex{disjoint cycles of lengths n 1 and n 2 , then jT ;0;0 (G 0 )j = (n 1 0 2)(n 2 0 2) and jT ;0;1 (G 0 )j = jT ;0;1 (G 0 )j = n 1 + n 2 0 4; we can then pull these up through the ranks to improve the gap between T . Thenhas dimension m 0 n + 1. The sequences hF i i and hH i i from the F and H forms of the reliability polynomial of G are in fact the F {vector and H{vector of the pure complex F(G), and we simply call these the F { and H{vectors of the graph G. We thus see at once that hH i i is a sequence of nonnegative integers. It is this connection that allowed Ball and Provan to apply Stanley's bounds to estimate reliability eciently.
One can improve upon the Stanley bounds, as applied to network reliability, in a number of ways. First, one can employ algorithms that calculate bounds on coecients given a specic input graph. Second, one can employ transformations that have a predictable eect on the H{vector; when such transformations reduce the graph to a simply analyzed structure (such as a series-parallel graph), one can extract bounds on the original H{vector from that of the reduced graph. This approach is taken, for example, in [8] and [4] . The third method is to develop inequalities among the terms of the H{vector that hold for any cographic matroid. It is the third of these approaches that we examine in this paper. We develop here new bounds for H{vectors of cographic matroids, and apply the results to bounding reliability. Bj orner [3] states that little is known about characterizing the H{vector of matroids. Some of the results in this paper shed light on this problem as they extend also to new general inequalities on the H{vectors of matroids.
We use the following notation. A graph G = (V (G); E(G)) may have loops or multiple edges; a simple graph has no loops or multiple edges. The order of G is its number of vertices, and the size of G is its number of edges. Given an edge e of G that is not a loop, G 0 e denotes the graph formed from G by deleting edge e, and G 1e denotes the graph formed from G by contracting edge e (and deleting e). The girth of a graph G, (G), is the length of its smallest cycle (if G is acyclic, we set (G) = 1). If G and F are graphs then we write G F if by contracting bridges and deleting loops the two graphs can be made isomorphic; if G F , then G and F have the same H{vector. The K 1 {bond of graphs G and F is formed from vertex disjoint copies of G and F by identifying a vertex of each; we write G F for any such graph. The reliability of G F is the product of the reliabilities of G and F , and hence its H{vector is the convolution of the H{vectors of G and F . A cycle of length n 2 is denoted by C n (C 2 is a set of two parallel edges). A {graph consists of two vertices of degree 3 joined by three internally disjoint paths. A multiple of a graph G is a graph G 0 on the same vertex set formed by replacing each edge of G by a nonempty set of parallel edges. For k 1, kG is the multiple of G formed by replacing each edge of G by k parallel edges. We refer the reader to [16] for standard terminology on matroids. Finally, we denote the last nonzero term in the H{vector 2 Non{Stanley H{Bounds From External Activity An explicit partition of a cographic matroid of a connected graph G (see [3, 9] ) is as follows. Let be a xed linear order of E(G), let T denote the set of all spanning trees of G, and for an edge e of G, let e be externally active with respect to T if e 6 2 T but e is the least edge of the unique cycle in T + e. NEA(T) denotes the edges of G not in T that are not externally active with respect to
