Introduction
We shall first briefly review some general facts on elliptic curves over finite fields, and the algorithms of Schoof and Schoof -Elkies -Atkin (SEA) for counting points. We refer to text books as Cox, Silverman or Washington [Cox, Si, Wa] for the general topics and to the original papers of Schoof [Sch, Sch1] for a presentation of the algorithms.
Let p be an odd prime. Consider the elliptic curve:
E : Y 2 = F (X) with F (X) = X 3 + AX + B, A, B ∈ F p , defined over F p . We assume that E is ordinary, i.e. not singular and not supersingular; moreover, E will be always identified with its set of points over F p , E(F p ). It is a classical fact that E has a abelian group structure: we will denote the neutral element (point at infinity) by O and multiplication of a point P ∈ E by c ∈ Z as [c]P. Usually, throughout this paper by "point of E" we will actually mean an affine point, that is a point in E(F p ) \ {O}. The Frobenius map φ p : x → x p induces an endomorphism of E and verifies ( [Si] ) a quadratic equation in the endomorphism ring:
(1)
The Hasse -Weil bound gives |t| < 2 √ p. The number of points over F p of the curve is
and is thus determined by the value of t.
Let L = ℓ k be a prime power and let E[L] = {P ∈ E|[L]P = O} be the L -torsion of the curve; then E[L] ∼ Z/(L · Z) × Z/(L · Z) and φ p induces a linear map of this Z/L · Z−module. We will denote by χ L (T ) the characteristic polynomial of this linear map; clearly, χ L (T ) = (χ(T ) mod L) ∈ Z/(L·Z) [T ] . The idea of Schoof consists in computing t mod L for sufficiently many small prime (powers) L, using the structure of E [L] , and then retrieving t via CRT.
We let from now on, for simplicity, k = 1; thus L = ℓ, Z/(L · Z) = F ℓ is a field, E[ℓ] is a two dimensional F ℓ -vector space. Let ∆ = t 2 − 4p be the discriminant of χ(T ).
If ∆ ℓ = 1, then ℓ is called an Elkies prime for p; in this case there are two points P, Q ∈ E[ℓ], called eigenpoints with the property that φ p (P ) = [λ]P, φ p (Q) = [µ]Q and λ, µ ∈ F × ℓ are the zeroes of χ ℓ (T ). Since λ + µ = t and λµ = p it suffices to determine only one of them. So one is lead to solve the following discrete logarithm problem:
[λ]P = φ p (P ) = (P 
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Throughout this paper, we will consider a special class of polynomials, ad-hoc called raypolynomials, defined as follows. If P ∈ E[l] is some l−torsion point, its ray-polynomial is
Notice that the ray-polynomial depends only on the F l −subspace of E[l] spanned by P.
Next we look at the field of definition of E P , that is the smallest finite field K such that
. To do that, we recall the following facts.
LetΦ ℓ (X, Y ) ∈ Z[X, Y ] be the modular polynomial (also called modular equation), see e.g. [Cox] . We will denote its reduction modulo p by Φ ℓ (X, Y ) ∈ F p [X, Y ]. Also, by a slight abuse, we will use the same name (modular polynomial) for the polynomial (of degree ℓ + 1)
The following theorem, which combines results from the propositions 6.1 and 6.2 in [Sch1] gives the factorization patterns of Φ ℓ (X) in dependence of ∆.
Theorem 1 (Schoof, 6.1, 6.2) . Let E be an elliptic curve over F p . Suppose that its jinvariant j is not supersingular and that j = 0 or 1728. Then
(1) The polynomial Φ ℓ (j, T ) has a zeroj ∈ F p r if and only if the kernel C of the corre- 
as a product of irreducible polynomials. Then there are the following possibilities for the degrees of h k :
1.
(1, ℓ) and ∆ ≡ 0 mod ℓ. In this case φ p acts like an upper diagonal matrix. 2.
(1, 1, r, r, . . . , r) with r | (ℓ − 1) and φ p is acting on E[ℓ] as a diagonal matrix
(r, r, . . . , r) with r > 1. In this case, ∆ ℓ = −1 (and r | (ℓ + 1)).
As a consequence, we get that:
where r is the degree of any irreducible factor h k . Letting K be either F p (in the Elkies case) or F p r (in the Atkin case) we see that there exists a point P ∈ E[l] such that E P (X) ∈ K[X] (actually, in the Atkin case this is true for any point P ∈ E[l]). Thus the computation of the trace t of Frobenius is posed in K[X]/(E P (X)); recall that in the Elkies case, it suffices to find only the eigenvalue corresponding to P .
The goal of this paper is to show how Lagrange resolvents in polynomially cyclic algebras (see below for the exact definitions ) can be used to speed-up computations.
Throughout this paper, all fields will be finite -although many results can be easily extended to a more general case.
Polynomially Cyclic Algebras
Some results in this section can be seen as a mild generaliztion of those in ( [He] ). Definition 1. Let K be a field and let f (X) ∈ K[X] be a polynomial of degree n. Assume that there exists a polynomial C(X) ∈ K[X] (whose m−th iterate C • C · · · • C m times will be denoted by C (m) (X), m > 0) such that the following properties are verified:
is called a polynomially cyclic algebra with cyclicity polynomial C(X) and f (X) is called a cyclic polynomial.
Example. Every irreducible polynomial is cyclic.
is cyclic and L/K is any extension, then f (X) is cyclic also seen as a polynomial in L[X] (and has also C(X) as a cyclicity polynomial).
Theorem 2. The following are equivalent: 1). f is cyclic.
2). There exists some polynomial C ∈ K[X] such that C permutes cyclically the roots of f, i..e for any α ∈ K root of f we have C(α) is also a root of f and the elements {C (j) (α)} j=1,...,n are distinct (hence they are all the roots of f ).
3). The same as 2), but for some α; i.e. there exists C ∈ K[X]and α ∈ K root of f such that C(α) is also a root of f and the elements {C (j) (α)} j=1,...,n are distinct. 4). f has equal degree factorization and the irreducible factors of f are distinct.
Proof. 1). ⇒ 2). Obvioulsy, if α is a root of f then C(α) is a root of f from A. The elements in {C (j) (α)} j=1,...,n are distinct, since otherwise C (j) (α) = C (i) (α) for some j > i would imply that C (j−i) (α) = α so C would have a common factor with f, contradiction with B. 2). ⇒ 1). First notice that f has no multiple roots, form the assumption that {C (j) (α)} j=1,...,n are distinct. Let α be a root of f ; since C(α) is also a root of f and since all roots of f are simple, we get the point A. Since {C (j) (α)} j=1,...,n are all the roots of f there exists some
, contradiction with the assumption that {C (j) (α)} j=1,...,n are distinct. So for any α root of f we have
2). ⇒ 3). is obvious. For 3). ⇒ 2). let β be some arbitrary root of f. Then there exists
. Let g|f be some irreducible factor of f and α ∈ K a root of g. Since K is finite, we see that K[α] is the decomposition field of g. But from 1). we get that K[α] is also the decomposition field L of f. We see for each irreducible factor g we have
which is independent of g. Now the factors are distinct since f has only simple roots.
equal degree factorization we see that [F : K] is independent on k and since K is finite we see F is independent (up to isomorphisms) on k. Fix some generator τ ∈ Gal(F/K) and α k ∈ F a root of h k for each k = 1, . . . , d. Then there exists polynomials
we get from CRT that there exists some polynomial C such that C(X) ≡ P k (X) mod f (X) for all k = 1, . . . , d. One verifies easily that C(X) is a cyclicity polynomial for f (X).
Consequence. Let f be a cyclic polynomial and g|f. Then g is cyclic; indeed, g has also equal degree factorization.
The above theorem gives an efficient way of testing if a given polynomial is cyclic. We will use it to show that two types of polynomial are cyclic: (factors of) cyclotomic polynomials and ray-polynomials.
is a Galois extension of Q. Then the reduction of f to any prime p which does not divide the (absolute) discriminant of L has equal degree factorization.
Example 2. Let q be a prime power and F q (X) ∈ Z[X] be the q−th cyclotomic polynomial. Let g ∈ (Z/q · Z) * generate the multiplicative group and C(X) = X g . Then for any prime p such that (p, q) = 1 the reduction of F q (X) to F p is cyclic and has C(X) as cyclicity polynomial. It follows that F q (X) is cyclic as polynomial in K[X] for any finite filed of characteristic prime to q.
Let H ⊂ (Z/q · Z) * be a subgroup,ξ ∈ K a primitive q−th root of unity and suppose that
the subgroup and C(X) = X g . We see at once that (K, K(X), C(X)) is a cyclic algebra over K.
Example 2. Let E P (X) be a ray-polynomial as in (4), defined over some field K . Fix c a generator of F * l /{±} and let g c be the multiplication by c-polynomial. Since g c is cyclically permutating its roots, it follows that E P (X) is polynomially cyclic with cyclicity factor g c .
We next describe some properties of polynomially cyclic algebras.
The cyclicity polynomial C(X) induces an automorphism of K−algebras ν : A → A of order n by X mod f (X) → C(X) mod f (X). We will denote the group of automorphisms of A generated by ν with Gal(A/K), i.e.
. . , n − 1) are distinct we get that a(X) − a(̟) has n > deg(a(X) − a(̟)) roots. Thus a(X) must be constant.
3). First notice that no two elements in the set {̟, C(̟), . . . , C (m−1) (̟)} are roots of the same irreducible factor of f. Indeed, assume C (i) (̟) and C (j) (̟) are roots for the same irreducible factor h(X) of F (X) for some 0 ≤ i < j ≤ m−1; by cyclicity it follows that C (j−i) (̟) and ̟ are also roots of the same factor g(X) of F (X). Then
be the decomposition of f into irreducible factors; possibly after a permutation of indices we may assume that C (i−1) (̟) is a root of g i for every i = 1, . . . , m and the conclusion follows by the Chinese Remainder Theorem (since for each i one has
Remark.
More generally, for K any finite field and d ≥ 1 we will denote by L K (d) the number of irreducible polynomials of degree d in K[X]. It follows that if A/K is some polynomially cyclic algebra whose factors are fields of degree
The next theorem shows that any polynomially cyclic algebra admits a "standard form".
. Let L/K be a cyclic field extension with Gal(L/K) generated by some automorphism
is commutative.
3). Conversely, let S(L, d, τ ) be as at 1). and assume that
Then there exist a polynomially cyclic algebra A' = (K, f ′ (X), C ′ (X)) such that the conclusion of the above point 2). holds, i.e. there is an isomorphism between A' and S(L, d, τ ) such that ν A' corresponds to ν τ . 4). Every polynomially cyclic algebra A has a normal basis, that is there exists a ∈ A such that {ν i (a)|i = 0, . . . , n} is a K−basis for A.
Proof. 1). is straightforward.
2). follows immediately from point 4). in the previous theorem by taking σ the automorphism of L induced by ̟ → C (d) (̟) and applying the Chinese Remainder theorem to a decomposition of f into irreducible factors (recall that f is separable and the decomposition field of each factor is L by 1). in the previous theorem).
3). By the cardinality hypothesis, can choose ω 1 , . . . , ω l that are primitive elements for L/K and which give rise to disjoint Galois orbits. Then one can find a polynomial
. It follows that the polynomial
is cyclic with cyclicity factor C ′ (X). 4). It suffices to show this for A in "standard form", A = S(L, d, σ). Fix an element θ that generates a normal basis for L/K; then one immediately see that the element (θ, 0, . . . , 0) generates a normal basis for A. Q.E.D.
Eventually, we show that polynomially cyclic algebras preserve some properties of cyclic extensions of fields.
Theorem 5. Let A be a polynomially cyclic algebra. 1). Let K/K be a field extension. Then A := A ⊗ K K is a polynomially cyclic K−algebra. Moreover, there is a canonical isomorphism
2). Let H ⊂ Gal(A/K) be a subgroup. Then the subalgebra of H−invariants, A H := {a ∈ A|h(a) = a, ∀h ∈ H} has dimension equal to the index of H in Gal(A/K) and is polynomially cyclic too. Moreover, one has a canonical isomorphism Gal(A H /K) ≃ Gal(A/K)/H.
Proof. 1) follows from the isomorphism
and the observation that the conditions on the polynomials f and C remain valid under extension of the field of coefficients. 2). Again, it sufices to prove it for standard forms. So let A = S(L, m, σ); let also G K (L) be by definition the subgroup of Gal(A/K) generated by (x 1 , . . . , x m ) → (σ(x 1 ), . . . , σ(x m )).
Notice that there is a canonical isomorphism
where
Resolvents
We now define Lagrange resolvents in polynomially cyclic algebras.
Definition 2. Let A = K[X]/(f (X)) be a cyclic algebra and Gal A/K =< ν > be its Galois group. Letρ ∈ K be a primitive n−th root of unity with minimal polynomial R(X) over K [X] . We define
Note that A ρ is a cyclic algebra over K [ρ] . Slightly abusively, we will identify Gal(A ρ /K[ρ]) with Gal(A/K) via the canonical isomorphim. Let χ : Gal A/K → K[ρ] be a multiplicative character. For α ∈ A we define the Lagrange resolvent (χ, α) by:
Next we deduce some properties of Lagrange resolvents.
Theorem 6. Let χ, χ ′ be two characters of Gal A/K and σ as in the above definition. Then:
If K is a finite field with q = p a elements, then letting
Proof. The identity (9) is a classical computation. Next, using (9) and the invariance of ρ under ν we find:
so (χ, α) r is fixed by ν. Recall that A ρ is a polynomially cyclic algebra over K[ρ] so K[ρ] = {x ∈ A ρ |ν(x) = x}; the relation (10) follows. The relation (11) is proved similarly.
The proof of (12) is also by direct computation:
We give next an application of the resolvents. Consider the situation in which
are two isomorphic polynomially cyclic K -algebras of degree n and assume we want to get an explicit isomorphism between them.
Let ω i = X mod f i (X) ∈ A i , denote by ν i the automorphisms induced by C i (X) and let also G i := Gal A i /K (=< ν i >). Let ϕ : A 1 → A 2 be an isomorphism that verifies ϕ•ν 1 = ν 2 •ϕ and is given by
The means for computing the coefficients c j in expression (13) with the help of resolvents is given in the following Lemma 1. Let A i be two isomorphic cyclic K -algebras as above and suppose that the isomorphism is given by (13). Letρ ∈ K be a primitive n−th root of unity and K[ρ], A i,ρ be defined by (7). Let χ i : G i → < ρ > be two characters such that χ 1 (ν 1 ) = χ 2 (ν 2 ). Then there
Proof. Notice first that ϕ has a canonical extension to an isomorphism between A 1,ρ and A 2,ρ ; we will denote this extension by the same letter. Applying ϕ to (13) we find
The Lemma can be used to compute the coefficients c j as follows. Assume that for i = 1, 2, . . . , n − 1 there is some character χ 2,i with χ 2,i (ν 2 ) = ρ i and β(χ 2,i ) is known for these characters. Inserting the definition of β, one then has: . Since ρ is primitive, the product (i,n)=1 (1 − ρ i ) = F n (1) ∈ K × ; it follows that M is regular. Now if r is the order of some a character χ 2 and (χ 2 , ω 2 ) = 0, since (
r (χ2,ω2) r (notice that since polynomially cyclic algebras are reduced, from (χ 2 , ω 2 ) = 0 we get (χ 2 , ω 2 ) r = 0). The terms on both sides are elements of K[ρ] and one is led to solve:
. Over finite fields, this can be done with algorithms such as [Hu] , [Mi] . The computation yields β(χ 2 ) up to r−th roots of unity. Once the value of β(χ 2 ) chosen for a fixed character χ 2 , the relation (11) allows to find the values of β(χ 2,i ) without further computation of r−th roots. Herewith, ϕ is determined up to a cyclic permutation of the coefficients c j or equivalently, an automorphism of A 2 .
The Elkies Case
We recall the setup: the discriminant ∆ = t 2 − 4p of (1) being defined in the introduction,
we have ∆ ℓ = 1 and there is an eigenpoint P ∈ E[ℓ], with respect to which the polynomial
is given by (4). We wish to compute the corresponding eigenvalue, i.e. λ ∈ F × ℓ such that φ p (P ) = [λ]P . Let A := F P [X]/(E P (X)); we saw that this is a polynomially cyclic algebra with Gal(A/F p ) a cyclic group of order (l − 1)/2, with cyclicity factor C(X) = g c (X); the choice of C(X) induces an isomorphism Gal(A/F p ) ≃ F × l /{−1, 1}. Letρ ∈ F p be an (ℓ − 1)/2−th root of unity with minimal polynomial R(X) over F p and let
be a multiplicative character. Letting Θ = (X mod E P (X)) ∈ A, recall the Lagrange resolvent (χ, Θ) ∈ A[X]/(R(X)):
For simplicity of notations we will set τ (χ) := (χ, Θ).
Let q||(ℓ − 1)/2 be an odd prime power and define
If χ is a character of order q, letting χ(c) = ξ we get
Consider the subgroup H q ⊂ Gal(A/F p ) of the qth powers; then
Let the Euclidean division of p by q yield p = vq + r; then, we have
Let λ = c u(λ) . The last relation allows an efficient computation of u(λ) mod q, since this index is determined by the character value on the right hand side of the equality. Note that by (11) and (10) we have
, so the exponentiation takes place in an extension
The sums s k can be evaluated by a binary addition chain for (ℓ − 1)/(2q), using the cyclicity factor. This sensibly reduces the number of evaluations of multiplication polynomials g a (X). The odd part of the index u(λ) can be determined this way.
For the even part, one has as usual to take the Y -coordinates in consideration and use characters of order q = 2
As a consequence, the Gauss sums for the Ycoordinate are
and for a character χ of even order q as above, the sums s k are replaced by s
h c k+2 mi (Θ). In the earlier implementations of the Elkies algorithm, the eigenvalue λ is determined by computing Θ p ∈ B and then finding, essentially by discrete logarithms, the value λ such that g λ (Θ) = Θ p ; the evaluation of the Frobenius in B dominates the computation. The new approach allows to reduce this step to several exponentiations of comparable size in extensions of degree ≤ ϕ(q), where q are all the maximal prime powers dividing ℓ − 1.
We refer to the implementation report [MMS] for algorithmic details concerning the computation of the traces s k , in particular when working with the Y -coordinate sums. Implementation results and run time complexity are also exposed in that paper.
4.1. The Atkin Case. We first recall the following observation, (essentially due to Atkin, see e.g. [Sch1] ): Fact 1. If ℓ is an Atkin prime then the polynomial Φ ℓ (X) has equal degree factorization and if s is the number of factors then
As a consequence we have Lemma 2. In the assumptions of Fact 1, if h(X) is an irreducible factor of Φ ℓ (X) over F p ,
Proof. By quadratic reciprocity we have (−1)
We show that it is equal to the intersection K ∩ L. The irreducible factors of Φ ℓ (X) have the even degree r = (ℓ + 1)/s. In particular
On the other hand, the ℓ−th cyclotomic polynomial has degree ℓ − 1 hence its irreducible factors over
This settles the case when s is odd.
If s is even we must show that K ∩ L = F p . We distinguish the cases ℓ ≡ ±1 mod 4; if ℓ ≡ 1 mod 4, then [K : F p ] is odd, so the the assertion is true. If ℓ ≡ 3 mod 4, since p ℓ = 1, we have ord ℓ (p) | ℓ−1 2 , so d is odd and we have K ∩ L = F p in this case too.
Let h(X) be an irreducible factor of Φ ℓ (X) and let
is any point, we let E(X) = E P (X) ∈ K[X] be defined by (4) with respect to P and let L be the splitting field of E(X).
Let
We have shown that A 1 is a polynomially cyclic algebra. Notice that the galois group G 1 = Gal(A 1 /K) can be canonically identfied with F * l /{±1}; letting c be some fixed generator of F * l we see that the cyclicity factor is C 1 (X) = g c (X).
x ℓ = 1 and ζ ∈ F p be a primitive ℓ−th root of unity. The
Lemma 1 implies that the polynomial
and we showed that the
is cyclic with cyclicity factor C 2 (X) = X d (where d = c 2 )and Galois group canonically isomorphic to G 2 . Note that the polynomial Q(X) depends upon the choice of
Lemma 3. The K−algebras A 1 , A 2 are isomorphic.
Proof. Let r = [K : It is enough to show that the factors appearing in the decompositions of A 1 and A 2 as products of fields are isomorphic.
We first consider A 1 ; since E(X) ∈ K[X], all the conjugates of P x over K are among the X -coordinates of its multiples. By the theorem of Schoof, there is an a ∈ F × ℓ with a 2 = p and such that φ The groups G 1 and G 2 are isomorphic via the map g → g 2 . As
Lemma 2 it follows that (r, ord G2 (p)) = 1 so ord G2 (p) = ord G2 (p r ). Since a 2 = p it follows
so A 1 and A 2 are isomorphic as K−algebras.
Notice the following fact. Let µ : A 1 ∼ = A 2 be an isomorphism explicitely given by
Then for a ∈ F × ℓ µ (g a (Θ)) = h(ζ We now use Lemma 2. to build an explicite isomorphism of the two algebras. Letρ ∈ F p be a primitive (ℓ − 1)/2−th root of unity with minimal polynomial R(X) ∈ K[X] and define the following resolvents: Any isomorphism between A 1 and A 2 extends naturally to one between A 1,ρ → A 2,ρ by fixing ρ. From (19) we see that the two resolvents are related by:
We let β(χ) = j∈H c j · χ −1 (j); using the method described in the previous section one can determine µ. To achieve that, notice that one can always choose a character χ such that τ h (χ) = 0.
Finally we show that the value of t in (1) can be easily determined by using µ. Let σ t : A 2,̺ → A 2,̺ be the automorphism with ζ → ζ t
