Given an ample Hausdorff groupoid G, we consider the corresponding Steinberg algebra A K (G) over a given field K. We then interpret this algebra as an inverse semigroup crossed product algebra. In this fashion, we proceed to study its ideal structure. Finally, by developing a theory of induced ideals, we manage to prove that every ideal in A K (G) may be obtained as the intersection of ideals induced from isotropy groups algebras. This can be interpreted as an algebraic version of the Effros-Hahn conjecture.
Introduction
There is a celebrated conjecture which has motivated most of the works in the study of ideals in crossed product C*-algebras since about fifty years ago, namely the Effros-Hahn conjecture [1] . The original conjecture states that every primitive ideal in the crossed product of a commutative C*-algebra by a locally compact group should be induced from a primitive ideal in the C*-algebra of some isotropy group.
It was proved by Sauvageout in [2] for the case of discrete amenable groups and, since then, it has been extended to various others contexts. Gootman and Rosenberg [3] have proved a version for locally compact groups acting on non commutative C*-algebras. Renault has also introduced a version of the Effros-Hahn conjecture in [4] for groupoid C*-algebras, a entirely different setting. And Renault's results were later refined by Ionescu and Williams in [5] .
There a few works in the literature which have focused in studying the relationship between the input ideal in the isotropy group algebra and its corresponding output induced ideal. Among them, we could mention [6, Theorem 8.39 ], where a complete classification for the collection of primitive ideals on C 0 (X) ⋊ G is given, where X is locally compact and G is abelian.
Also, we should mention Dokuchaev and Exel work in [7] . They approached this relationship in a completely new setting, namely the algebraic partial crossed product L c (X)⋊G, where G is a discrete group partially acting on a locally compact and totally disconnected topological space X, and L c (X) is the algebra consisting of all locally constant, compactly supported functions on X, taking values in a given field K.
They managed to describe how exactly does an induced ideal Ind x 0 (I) depends on the point x 0 and on the ideal I it is induced from. Turns out that, when inducing from the isotropy group H x 0 , where x 0 is some point in X, not all ideals in KH x 0 play a relevant role. Those which do, they call admissible and then describe which are the admissible ideals in KH x 0 .
It is well known that the main object of study in [7] , the algebra L c (X) ⋊ G, may also be described as the Steinberg algebra [8] for the transformation groupoid associated to the partial action of G on X. Hence, their results could be thought in this more general setting.
In the present paper our aim is to study the Effros-Hahn conjecture in this setting, namely the Steinberg Algebra A K (G) associated to an ample Hausdorff groupoid G over a given field K. It is not a new setting at all, in fact, Steinberg has already obtained results in [8] and [9] , which therefore apply to our case as well.
Throughout this paper, we develop tools designed to understand the induction process itself, based on the ideas of Dokuchaev and Exel. As they have done for algebraic partial crossed product, we show in (3.2.5) that, for every ideal I KH x 0 , there exists a unique admissible ideal I ′ ⊆ I, which induces the same ideal of A K (G) as I does. Thus, the correspondence I → Ind x 0 (I) is seen to be a one-to-one mapping from the set of admissible ideals in KH x 0 to the set of ideals in A K (G).
Finally, our version of the Effros-Hahn conjecture is the main result of the present paper, namely Theorem (3.4.6) . It is more general version of [7, Theorem 6.3 ] in which we prove that every ideal of A K (G) is given as the intersection of ideals induced from isotropy groups. The method of proof is inspired in [7] and does not rely on measure theoretical or analytical tools. The strategy adopted is as follows: given an ideal J of A K (G), we first choose a representation π of A K (G) whose null space coincides with J. We then build another representation, which we call the discretization of π, as done in [7] , whose null space coincides with that of π, and hence also with J. The discretized representation is seen to decompose as a direct sum of sub-representations, which are finally shown to be equivalent to an induced representation, and hence the initially given ideal J is seen to coincide with the intersection of the null spaces of the various induced representation involved, each of which is then an induced ideal.
For this task, we structure our paper in two parts. First, we introduce the concept of a Fell Bundle over an inverse semigroup, inspired by [10] , and construct the cross-sectional algebra associated to it. Next, we show that an action of an inverse semigroup S over a locally compact, totally disconnected and Hausdorff topological space X induce a Fell Bundle B(θ, S, X), referred to the semi-direct product bundle, and define the crossed product L c (X) ⋊ S as the the cross sectional algebra of the semi-direct product bundle. We then develop a theory of representations of the crossed product algebra and covariant representations of the action and show results of integration and disintegration. We end the section by showing that every Steinberg algebra A K (G) for an ample Hausdorff groupoid G is isomorphic to a crossed product algebra in this fashion.
The beginning of the third section is dedicated to present the theory of induction of ideals from isotropy groups algebras and present the basics of the induction process. We develop tools to understand it and then proceed to the strategy to prove (3.4.6) . For this, we use that every Steinberg algebra is isomorphic to a crossed product algebra by an inverse semigroup and finally use the tools of integration and disintegration developed in Section 2 to build the referred discretization representation. This paper has resulted from the author's ongoing work as a PhD student in Florianópolis under the advice of professor Ruy Exel.
Steinberg algebras as inverse semigroup crossed products
We assume the reader is familiar with the notion of topological groupoids and in particular with its basic notations: a groupoid is usually denoted by G, its unit space by G (0) , and the set of composable pairs by G (2) . The source and range maps are denoted by d and r, respectively.
Anétale groupoid is a topological groupoid G, whose unit space G (0) is locally compact and Hausdorff in the relative topology, and such that the range map r : G → G (0) is a local homeomorphism [11] .
A very important class ofétale groupoids is that of ample groupoids [12] . Anétale groupoid is called ample if the compact bisections form a basis for its topology, where a bisection is an open subset U ⊆ G such that the restrictions of d and r to U are injective.
In this paper we will only consider ample Hausdorff groupoids. If G is an ample Hausdorff groupoid and K is a field, then the Steinberg algebra A K (G) is defined as the space of all K-valued functions that are locally constant and have compact support [13] and [8] The field K is fixed throughout this paper. We also assume that the reader is familiar of the notion of an inverse semigroup and its basics notations: the semigroup is denoted by S, the involutive anti-homomorphism by * and the set of all idempotent elements by E(S).
Fell Bundles over Inverse Semigroups
We go straight to the promised definition of a Fell bundle over an inverse semigroup.
Definition 2.1.1. A Fell Bundle over an inverse semigroup S is a triple B = {B s } s∈S , {µ s,t } s,t∈S , {j t,s } s,t∈S,s≤t such that, for each s, t ∈ S (a) B s is a K-vector space;
It is moreover required that for every r, s, t ∈ S,
(iv) if r ≤ r ′ and s ≤ s ′ , then the diagram
If s ≤ t, we shall use the map j t,s to identify B s as a subspace of B t . The last axiom then says that the multiplication operation is compatible with such an identification.
There are some immediate consequences of the definition.
Proposition 2.1.2.
(a) If e ∈ E(S), then B e is an associative K-algebra.
(b) For every s ∈ S, the map j s,s is the identity map on B s .
(c) If e, f ∈ E(S) and e ≤ f , then j f,e (B e ) is a two-sided ideal in B f .
Proof. The first item is obvious. For the second item, let s ∈ S and notice that j s,s is an injective linear map from B s to itself, which is idempotent by (2.1.1.iii). Therefore, j s,s must be the identity map on B s , as stated. Finally, with respect to (c), let a ∈ B e , b ∈ B f and notice that
and similarly bj f,e (a) ∈ j f,e (B e ). This shows that j f,e (B e ) is a two-sided ideal in B f , as desired.
such that, for all s, t ∈ S and all a ∈ B s and b ∈ B t , we have
Furthermore, Π is a representation if, moreover, it satisfies
(ii) π t • j t,s = π s , whenever s ≤ t.
In this context, if V is a K-vector space and A = L(V ), then we shall say that Π is a representation of B on V . Definition 2.1.4. The cross-sectional algebra of B, denoted byAlg(B), is the universal algebra generated by the disjoint union˙ 
It will be useful to have a more concrete description of Alg(B) as follows. Let
For each s ∈ S and b s ∈ B s , we denote by b s δ s the element of L(B) whose coordinates are equal to zero, except for the coordinate corresponding to s, which is equal to b s . Then, it is clear that any element b ∈ L(B) can be represented uniquely in the form
Define a multiplication on Alg(B) such that
for all s, t ∈ S, b s ∈ B s and b t ∈ B t . Then, with the aim of (2.1.1.i), we can prove that L(B) is an associative K-algebra.
be a collection of maps such that, for each s ∈ S,
In this fashion, Π 0 is a pre-representation of B in L(B) which is universal in the following sense:
Proposition 2.1.7. Let A be an algebra. If Π = {π s } s∈S is a pre-representation of B in A, then the map Φ : L(B) → A, given by
is a homomorphism. Conversely, given any homomorphism Φ : L(B) → A, consider for each s ∈ S, the map π s : B s → A given by
Then, Π = {π s } s∈S is a pre-representation of B in A. Furthermore, the correspondences Π → Φ and Φ → Π are each other's inverse, giving bijections between the set of all homomorphisms from L(B) → A and the set of all pre-representations of B in A.
Proof. Left to the reader.
1 All sums considered in this paper are finite. Either because the summands are indexed on a finite set, or all but a finitely many summands are zero Proposition 2.1.8. Let N be the linear subspace of L(B) spanned by the set
Proof. Given r, s, t ∈ S such that s ≤ t, let b s ∈ B s and b r ∈ B r . Notice that, by the (2.1.1.iv), we have µ t,r • (j t,s ⊗ j r,r ) = j tr,sr • µ s,r and so
Therefore, we conclude that N is a right ideal and, similarly, we can show that N is a left ideal.
Observe that, in the context of Proposition (2.1.7), Φ vanishes on N if and only if π t •j t,s = π s , whenever s ≤ t. Then, we immediately have the following proposition.
Proposition 2.1.9. In the context of the correspondence Φ ↔ Π of (2.1.7), Φ vanishes on N if and only if Π is a representation.
We now establish a very important representation of B.
The importance of the representation Π + resides in the following result.
Proposition 2.1.11. The algebra L(B)/N possesses the universal property described in (2.1.5) with respect to the representation Π + .
Proof. Let Π = {π s } s∈S be any representation of B in an algebra A and Ψ : L(B) → A be given as in (2.1.7) in terms of Π. By (2.1.9), Ψ vanishes at N and hence it factors through L(B)/N giving a homomorphism Φ :
for every s ∈ S, as desired.
We then have an immediate corollary.
Corollary 2.1.12. There exists an isomorphism Θ :
We shall henceforth identify L(B)/N and Alg(B), keeping in mind that this identification caries π + s to π u s , for every s ∈ S. Before we end this section, we introduce some important ingredients.
Notice that, if b ∈ B ss * and c ∈ B s , then setting a = µ ss * ,s (b ⊗ c) we have
Hence, by (2.1.1.ii), a representation of B on V is non-degenerate if and only if span {π e (b)ξ : e ∈ E(S), b ∈ B e , ξ ∈ V } = V.
Proposition 2.1.14. In the context of Proposition (2.1.5), let A = L(V ) for some vector space V . Then, Π is non-degenerate if and only if Φ is non-degenerate.
Proof. Suppose Π is non-degenerate and let ξ ∈ V be such that ξ = π s (b s )η for some b s ∈ B s and η ∈ V . Then
Since the vectors ξ of the above form spans V , Φ is non-degenerate. Conversely, suppose Φ is non-degenerate and let ξ ∈ V be such that ξ = Φ(b)η where b = q( s∈S b s δ s ) ∈ Alg(B) and
Since the vectors ξ of the above form spans V , Π is non-degenerate.
Inverse semigroup actions and algebraic crossed products
The aim of this section is to construct a Fell Bundle from an action of an inverse semigroup on an algebra. Unfortunately, this is not always possible, the problem in the construction will appear in the axioms (i) and (ii) of Definition (2.1.1), as we shall see.
Let X ne any set, we denote by I(X) the inverse semigroup formed by all bijections between subsets of X, under the operation given by composition of functions in the largest domain in which the composition may be defined. We now present the definition of an action of an inverse semigroup on an algebra. Definition 2.2.1. Let S be an inverse semigroup and let A be an algebra. An action of S on A is a semigroup homomorphism α : S → I(A) such that (i) for every s ∈ S, the domain (and hence also the range) of α s is a two sided ideal of A and α s is a homomorphism;
(ii) the linear span of the union of the domains of all the α s coincides with A.
The triple (α, S, A) is called an (algebraic) dynamical system.
For every e ∈ E(S), we denote by A e the domain of α e . Therefore, for each s ∈ S, we have that α s is a homomorphism from A s * s to A ss * .
From now on, in order to describe the construction of the Fell bundle, we fix an algebraic dynamical system (α, S, A). We begin the construction defining, for each s ∈ S, the "fiber" B s = {(a, s) ∈ A × S : a ∈ A ss * }. To avoid excessive use of parentheses, we will write aδ s to refer to (a, s) whenever a ∈ A ss * .
The linear structure of B s is borrowed from A ss * , while the multiplication operation is defined on elementary tensors by
We then define the inclusion maps naturally j t,s : B s → B t aδ s → aδ t whenever s, t ∈ S with s ≤ t, which finally leads to a triple
In order to the triple B = {B s } s∈S , {µ s,t } s,t∈S , {j t,s } s,t∈S,s≤t to be a Fell Bundle over S, we must worry about axioms (2.1.1.i-iv). Axioms (iii) and (iv) are easy to see, but as previous commented, axioms (i) and (ii) may not hold. To identify the origin of the problem with axiom (i), let aδ r ∈ B r , bδ s ∈ B s and cδ t ∈ B t , for r, s, t ∈ S, and notice that, computing initially the left hand side of (2.1.1.i), we obtain:
Additionally, computing the right hand side of (2.1.1.i), we have:
By these computations, wee see that (2.1.1.i) holds if and only if
Therefore, up to applying α r * in both sides of (2.2.5), we have proven: 
holds for all a ∈ A rr * , b ∈ A ss * and c ∈ A tt * , with r, s, t ∈ S.
We will know exploit sufficient conditions on the ideals A ss * in order to the triple B = {B s } s∈S , {µ s,t } s,t∈S , {j t,s } s,t∈S,s≤t to satisfy (2.1.1.i).
Proposition 2.2.8. Given an action of an inverse semigroup S on an algebra A, a sufficient condition for the triple B = {B s } s∈S , {µ s,t } s,t∈S , {j t,s } s,t∈S,s≤t as defined in (2.2.2) to satisfy (2.1.1.i) is that, for each s ∈ S, the ideal A ss * is idempotent.
Proof. Fix s ∈ S and assume A ss * is idempotent. For r, t ∈ S, let a ∈ A rr * ,
Since every element of A ss * is a sum of terms of the form b 1 b 2 , we verify the equality (2.2.7) and, hence, by Lemma (2.2.6), we conclude (2.1.1.i).
Finally, there is only one more axiom to worry about in our construction, namely (2.1.1.ii). As already mentioned, this may not hold as well.
Let a, c ∈ B s and b ∈ B s * and notice, by the computation made in (2.2.3), that 2), is a Fell Bundle over S if and only if, for each s ∈ S, the ideal A ss * is idempotent. In this case, it will be henceforth called the semi-direct product bundle relative to the system (α, S, A). Definition 2.2.11. Let α be an action of an inverse semigroup S on an algebra A satisfying the equivalent conditions of Theorem (2.2.10). The crossed product algebra A ⋊ α S is defined to be the cross-sectional algebra of the semi-direct product bundle associated to (α, S, A).
We shall use the notation aδ s to denote an element of L(B) as well, instead the awkward double notation aδ s δ s . The context should bring no confusion.
A special case of actions of inverse semigroups on algebras that leads to a Fell Bundle will be investigated now and will be of high interest for us from now on. Definition 2.2.12. Let S be an inverse semigroup and let X be a locally compact Hausdorff topological space. An action of S on X is a semigroup homomorphism
θ s is continuous and its domain is open in X;
(ii) the union of the domains of all the θ s coincides with X.
The triple (θ, S, X) is called a (topological) dynamical system. Furthermore, if X is totally disconnected, we say that θ is an ample action and (θ, S, X) is an ample dynamical system.
For every e ∈ E(S), we denote by X e the domain of θ e . Therefore, for each s ∈ S, θ s is a homeomorphism from X s * s to X ss * .
From now on, we fix a Hausdorff, locally compact, totally disconnected topological space X and an ample system (θ, S, X) such that X e is clopen (closed and open) for every e ∈ E(S).
We will henceforth denote by L c (X) the set of all locally constant, compactly supported, K-valued functions on X and denote by supp(f ) the support of f ∈ L c (X). With pointwise multiplication, L c (X) is a commutative K-algebra, which is unital if and only if X is compact.
For each s ∈ S, we may also consider the K-algebra L c (X s * s ), which we will identify with the set formed by all f ∈ L c (X) vanishing on
So, given an action of S on a locally compact Hausdorff space X in the sense of (2.2.12), it is easy to construct an action of S on L c (X) in the sense of (2.2.1). Regarding the homeomorphism θ s : X s * s → X ss * , we may define an isomorphism
is a semigroup homomorphism which is then easily seen to be an (algebraic) action of S on L c (X). Furthermore, it is clear that, for every s ∈ S, the ideal L c (X ss * ) is idempotent. This said, we immediately have:
So, we may now construct the semi-direct product bundle associated to (α, S, L c (X)) leading to the cross-sectional algebra L c (X) ⋊ α S. The main goal of this chapter is to show that every Steinberg algebra possesses an universal property by viewing it as a crossed product algebra of the form L c (X) ⋊ S, for a suitable inverse semigroup S.
Therefore, we shall focus our attention in crossed products algebras of the form L c (X) ⋊ S. However, most results should be still valid in a more general setting. Definition 2.2.14. A covariant representation of the system (θ, S, X) on a K-vector space V is a pair (π, σ), where π :
is a homomorphism such that:
Observe that, if the domains of all θ s are compact, then condition (ii) of Definition (2.2.14) may be replaced equivalently by:
The next lemma is a helpful result.
Proof. Let ξ ∈ V . By (2.2.14.ii), there exist η ∈ V such that π(f )ξ = σ e (η). Notice that
Hence, σ e π(f ) = π(f ) and the first equality is proved. For the second, observe that
proving the second equality.
Since we are assuming that X e is clopen for every e ∈ E(S), its characteristic function 1 Xe is locally constant, but not necessarily compactly supported. However, for any f ∈ L c (X), the product f 1 Xe is compactly supported and so, it lies in L c (X e ). Then, we may globally define an endomorphismᾱ s :
In this context, notice that, for any s, t ∈ S, f ∈ L c (X ss * ) and g ∈ L c (X tt * )
Hence, we get a simpler formula for the product
We get another helpful lemma.
Lemma 2.2.16. Let (π, σ) be a covariant representation of the system (α, S, X) on a vector space V . Then,
By linearity and (2.2.14.ii), we conclude the proof.
Proposition 2.2.17. Let (π, σ) be a covariant representation of the system (θ, S, X) on a vector space V . For each s ∈ S, consider the map
Proof. For each s ∈ S, the map π s is clearly linear and, if s,
concluding that Π is indeed a representation of B on V . Finally, let ξ ∈ V and write
, we may assume that each f i lies in L c (X e i ) for some e i ∈ E(S). Hence,
concluding the proof. Now we proceed the other way around. The goal is to prove that every non-degenerate representation Π of the semi-direct product bundle on a vector space V is given as above for a covariant representation (π, σ) of (θ, S, X). We begin with the following lemma. Lemma 2.2.18. Given a non-degenerate representation Π = {π s } s∈S of the semi-direct product bundle B on a vector space V , there exists a non-degenerate representation π of
for all e ∈ E(S) and all f ∈ L c (X e ).
, we may write it as finite sum f = e∈E(S) f e where f e ∈ L c (X e ). We claim initially that e∈E(S) π e (f e δ e ) vanishes when f = 0. In fact, since Π is non-degenerate, it is enough to prove that
for all s ∈ S and g ∈ L c (X ss * ). Notice that
does not depend of the choice of the f e 's. Furthermore, notice that, for e, e ′ ∈ E(S), f ∈ L c (X e ) and g ∈ L c (X e ′ ), we have
Finally, the non-degenerateness of π comes from the non-degenerateness of Π. In fact, let s ∈ S, f ∈ L c (X ss * ) and choose g, h ∈ L c (X ss * ) such that f = gh. Hence
concluding the argument.
With this in hands, we proceed to the promised result. Theorem 2.2.19. Given a non-degenerate representation Π = {π s } s∈S of the semi-direct product bundle B on a vector space V , there exists a covariant representation (π, σ) of the system (θ, S, X) on V such that
for every s ∈ S and f ∈ L c (X ss * ).
Proof. Le π be the representation of L c (X) on V given in the Lemma (2.2.18). Since π is non-degenerate, given any ξ ∈ V , we may write
where each f i ∈ L c (X) and ξ ∈ V . We then define, for each s ∈ S.
To prove that σ s is well defined, we must show that the right hand side of the equality above vanishes when ξ = 0. Hence, suppose ξ = 0 and let
So C is a compact open set and, for each i = 1, . . . , n, we have 1
concluding that σ s is well defined. Furthermore, σ : S → L(V ) given by s → σ s is a semigroup homomorphism. In fact, consider s, t ∈ V and ξ ∈ V a vector of the form ξ = π(ϕ)η for some ϕ ∈ L c (X) and η ∈ V . Additionally, consider f, g ∈ L c (X tt * ) such that f g =ᾱ t (ϕ) and observe that
Since the set of vectors of the form ξ = π(ϕ)η spans V , we conclude that σ is a semigroup homomorphism. With the aim of proving (2.2.14.i), let ξ = π(ϕ)η as above and notice that
For the proof of (2.2.14.ii), fix e ∈ E(S) and let f ∈ L c (X e ), ξ ∈ V and notice that
and hence the essential space of π(L c (X e )) is contained in the range of σ e . Conversely, let ξ ∈ σ e (V ). Then, there exists η ∈ V such that σ e (η) = ξ. Since π is non-degenerate, there exists f i ∈ L c (X) and
from where we conclude that the range of σ e is contained in the essential space of π(L c (X e )). Finally, we must prove that π s (f δ s ) = π(f )σ s for every s ∈ S and f ∈ L c (X ss * ). For this task, let ξ ∈ V and observe that
concluding the proof.
Steinberg algebras for a groupoid of germs
In section 4 of [11] , Exel introduced the groupoid of germs associated to an action of an inverse semigroup on a locally compact Hausdorff topological space. For the convenience of the reader and to introduce some notations, we review briefly this theory. However, the interested reader is strongly encouraged to read [11] for more details in the subject.
We fix a topological dynamical system (θ, S, X). The groupoid of germs, which we denote G(θ, S, X) (or simply G when the action is implicit in the context), as a set, is the quotient of the set
by the equivalence relation that identifies two pairs (s, x) and (t, y) if and only if x = y and there exists an idempotent e ∈ E(S) such that x ∈ X e and se = te. We denote by [s, x] the equivalence class of (s, x) and call it the germ of s at x. A basis for the topology of G(θ, S, X) is given by Θ(s, U ) = {[s, x] ∈ G(θ, S, X) : x ∈ U } where s ∈ S and U ⊂ X s * s is an open set. Furthermore, the map x ∈ U → [s, x] ∈ Θ(s, U ) is a homeomorphism, where Θ(s, U ) carries the topology induced from G(θ, S, X).
The unit space is formed by elements [e, x] with e ∈ E(S) and x ∈ X e , and the map [e, x] → x gives a homeomorphism of the unit space of G(θ, S, X) with X and so, from now on, we identify the unit space with X. In this context, we then have that d([s, x]) = x and r([s, x]) = θ s (x) are the domain and range maps, respectively.
In this setting, G(θ, S, X) is anétale groupoid and, for each s ∈ S and and each open subset U of X s * s , Θ(s, U ) is a bisection. We will use the shorthand notation Θ s for the bisection Θ(s, X s * s ). Proposition 2.3.1. For every s, t ∈ S, we have Θ s Θ t = Θ st and Θ −1 s = Θ s * .
Proof. See Proposition (7.4) of [11] .
We will denote by d s and r s the restrictions of the source and range maps to Θ s , respectively. The maps d s and r s are homeomorphisms onto their images X s * s and X ss * , respectively.
Furthermore, if (θ, S, X) is an ample dynamical system, the unit space of G is totally disconnected and, hence, the collection of all compact bisections forms a basis for the topology of G 2 , which is the same as saying that G is an ample groupoid. Therefore, given a field K, we can build the Steinberg algebra A K (G) associated to G.
From now on, we fix an ample dynamical system (θ, S, X), a field K and consider the Steinberg algebra A K (G). Our goal now is to show the existence of a non-degenerated representation σ × π : A K (G) → L(V ) for every covariant representation of (θ, S, X) on a vector space V .
We introduce first some ingredients. Notice that, if f ∈ L c (X s
The next two propositions can be find in [11] as propositions (7.3) and (7.5), respectively.
Therefore, the two notations are interchangeable.
In the other side, let f ∈ L c (X ss * ) and g ∈ L c (X tt * ). Then
The next theorem is an important result about integration of covariant representations and can be find in [8] . For this result we will need two additional hypotheses besides the standing ones. Theorem 2.3.4. Let (θ, S, X) be an ample dynamical system such that X e is compact for every e ∈ E(S) and the corresponding groupoid of germs G = G(θ, S, X) is Hausdorff. Given any covariant representation (π, σ) of (θ, S, X) on a vector space V , there exists an unique non-
for every s ∈ S, every f ∈ L c (X s * s ) and every g ∈ L c (X ss * ). Furthermore, this correspondence gives a bijection between covariant representations of (θ, S, X) and non-degenerate representations of A K (G)).
Proof. See Theorem (4.27) of [8] .
We now have the tools to the establish an isomorphism between the inverse semigroup crossed product algebra associated to an ample system (θ, S, X) and the Steinberg algebra associated to the respective groupoid of germs G = G(θ, S, X), when G is Hausdorff and the domains X e are compact. Theorem 2.3.6. Let (θ, S, X) be an ample dynamical system such that the domains X e are compact for every e ∈ E(S) and the the groupoid of germs G associated to (θ, S, X) is Hausdorff. Then A K (G) is isomorphic to L c (X)⋊ α S, where α is the action of S on L c (X) given by (2.2.13).
Proof. Let B = {B s } s∈S , {µ s,t } s,t∈S , {j t,s } s,t∈S,s≤t be the semi-direct product bundle associated to (θ, S, X), as in (2.2.2). Consider, for each s ∈ S, the map
Then, {π s } s∈S is a representation of the semi-direct product bundle B in A K (G). By Proposition (2.1.5), there exists an homomorphism Φ :
On the other hand, choose a faithful non-degenerate representation
on a vector space V . By composing Ψ with the natural maps {π u s } s∈S , we get a non-degenerate representation {π s } s∈S of B. By Theorem (2.2.19), there exists a covariant representation (π, σ) of (θ, S, X) on V such that
for every s ∈ S and every f ∈ L c (X ss * ). Invoking Theorem (2.3.4), we deduce the existence of a representation π × σ of
Since Ψ is faithful, we can produce a homomorphism
for all s ∈ S and all f ∈ L c (X ss * ). Then, Φ and Ψ ′ are each others inverse and, hence, isomorphisms.
From now on, when we say that a system (θ, S, X) is ample, we will always mean the the domains X e are compact besides the space X being totally disconnected.
Steinberg Algebras as crossed products
In section 5 of [11] , Exel presents an example of an inverse semigroup action which is intrinsic to everyétale groupoid. We therefore fix anétale groupoid G from now on and denote by S(G) the set of all bisections in G. It is well known that S(G) is an inverse semigroup under the operations (2) and U
The idempotent semilattice of S(G) consist precisely of the open subsets of G (0) . Denoting by X = G (0) , we can define an action θ of S(G) on X such that, for each U ∈ S(G), the map θ U : d(U ) → r(U ) is the homeomorphism given by
Notice that θ U (x) = y, if and only if there exists some u ∈ U such that d(u) = x and r(u) = y. Thus, if we view θ U as a set of ordered pairs, according to the technical definition of functions, we have
Given any *-subsemigroup S ⊆ S(G), we may restrict θ to S, thus obtaining a semigroup homomorphism
which is an action of S on X, provided (2.2.12.ii) can be verified. The next result gives sufficient conditions for the groupoid of germs for such an action to be equal to G. (ii) for every U, V ∈ S, and every u ∈ U ∩ V , there exists W ∈ S, such that u ∈ W ⊆ U ∩ V .
Then θ| S is an action of S on X = G (0) , and the groupoid of germs for θ| S is isomorphic to G.
Proof. See proposition (5.4) of [11] .
An interesting consequence of the above proposition is that, if G is an ample groupoid, then the set of compact bisections of G are in the hypotheses of (2.4.2). Hence, the groupoid of germs obtained by the restriction of the action (θ, S, X) above to the *-subsemigroup of compact bisections is isomorphic to the original groupoid G. Moreover, this restriction forms an ample action (with the domains compact).
In this setting, we will denote by S a the *-subsemigroup of S(G) formed by the compact bisections of G.
Proposition 2.4.3. Let G be an ample Hausdorff groupoid and let S be a *-subsemigroup of S(G) satisfying the hypotheses of (2.4.2) and such that the restriction θ to S of the action of S(G) on G (0) given by (2.4.1) is ample (meaning that the domains are compact, besides G (0) being totally disconnected). If α is the induced action of S on L c (G (0) ), as in (2.2.13), then
In particular, if S = S a , then
Proof. Let G(θ, S, G (0) ) the groupoid of germs for the given action of S on G (0) . Applying (2.3.6), we conclude that
as desired.
Hence, the Steinberg algebra of an ample Hausdorff groupoid can be viewed as an inverse semigroup crossed product algebra and so, it inherits the universal properties of the latter.
Induction Process
In this section we follow the ideas introduced by Dokuchaev and Exel in [7] . They study the ideal structure of algebraic partial crossed products, in the context of a discrete group acting on a Hausdorff, locally compact, totally disconnected topological space.
Induction
Fix a distinguished point x 0 ∈ X. We will henceforth use the following notations
We shall omit the subscripts and write L and H in place of L x 0 and H x 0 , respectively, whenever the point x 0 we are referring to is implicit in the context.
Notice that H is a group, called the isotropy group of x 0 and that LH ⊆ L. Moreover, two elements γ 1 and γ 2 in L satisfy r(γ 1 ) = r(γ 2 ), if and only if, there exists γ 0 ∈ H such that γ 1 = γ 2 γ 0 .
A central ingredient in the induction process is the vector space M x 0 , or simply M , with basis {δ γ : γ ∈ L} . Since LH ⊆ L, M has a natural right KH-module structure.
Consider the bilinear form
This may also be written as
where the brackets indicate boolean value. 3 It is important to say that, by µ −1 ν ∈ H we mean that (µ −1 , ν) ∈ G (2) , since d(µ −1 ν) = d(ν) = x 0 and r(µ −1 ν) = r(µ) = x 0 when that is the case.
An important property of this form, which may be easily proved, is expressed by the identity m, na = m, n a,
for all m, n ∈ M and all a ∈ KH. By a system of representatives for Orb(x 0 ), we mean a subset R ⊆ L with the property that, for each x ∈ Orb(x 0 ), there exists precisely one element γ ∈ R such that r(γ) = x. Notice that, if µ ∈ L, there exists exactly one element γ ∈ R such that µ −1 ν ∈ H. where the sum is always finite in the sense that there are only finitely many nonzero summands.
Proof. Assume initially that m = δ ν for some ν ∈ L. So, there exists an unique µ ∈ R such that µ −1 ν ∈ H. Hence,
By writing m as a combination of elements od the form m = δ ν for ν ∈ L, we may reach the general case.
A very important fact about M is that it has a left module structure compatible with the right structure of KH-module, Proposition 3.1.4. There is a left A K (G)-module structure on M such that
for every f ∈ A K (G) and every ν ∈ L. Furthermore, with this structure M becomes a A K (G)-KH-bimodule.
We can now induce A K (G)-modules from KH-modules in the following way. Given any left KH-module V , the tensor product
is a left A K (G)-module, henceforth denoted simply by M ⊗ V .
Definition 3.1.5. The A K (G)-module M ⊗V mentioned above is said to be the module induced by V .
Compare the Definition above with Definition 6.9 of [8] .
The next lemma is a technical result witch will be an important tool to compute the annihilator of the induced module in terms of the annihilator of the original module V . Lemma 3.1.6. Let V be a left KH-module and let I be the annihilator of V in KH. Given m ∈ M , the following are equivalent:
(ii) n, m ∈ I, for all n ∈ M .
Proof. Let n ∈ M and consider the bilinear map
By (3.1.2), this is KH-balanced, so there is a well defined K-linear map
for all n ∈ M and all v ∈ V . Hence, n, m lies in the annihilator of V for all n ∈ N , proving that (ii) is valid for m as well. Conversely, let m ∈ M and assume (ii) is valid for m. Let R ⊆ L be a system of representatives for Orb(x 0 ). Then, for every v ∈ V , we have
proving that (i) is valid for m.
We immediately obtain the following description for the annihilator of an induced module. Corollary 3.1.7. Let V be a left KH-module and let I be the annihilator of V in KH. Then,
is the annihilator of M ⊗ V in A K (G). In particular, the annihilator of M ⊗ V depends only on I.
Since the annihilator of M ⊗ V has no dependence on V , we may think of it as built out exclusively of I. This motivates the following definition. So far it is not clear that Ind(I) is indeed a two-sided ideal, but later on it will be verified. Moreover, notice that the annihilator of an induced A K (G)-module is the ideal induced from the annihilator of the original KH-module.
The following result is a clear fact about the behavior of the induction process under inclusion and intersection. (ii) Given any {I λ } λ∈Λ of ideals of KH, then Ind λ∈Λ I λ = λ∈Λ Ind(I λ ).
Notice that the task of checking that n, f m ∈ I for all n, m ∈ M , as required by the above definition, may be simplified by considering n = δ µ and m = δ ν , for µ, ν ∈ L, since these generate M . So, the next result is an important tool to use in this situation.
Proposition 3.1.11. Given f ∈ A K (G) and µ, ν ∈ L, we have that
Proof. Notice first that
Hence,
Moreover, µ −1 γν ∈ H is equivalent to γ ∈ µHν −1 and, in this case we always have d(γ) = r(ν). Therefore, the above equals
By combining this proposition with the comment that motivated it immediately before, we get a very concrete criteria for membership in Ind(I): Proposition 3.1.12. Given an ideal I KH and f ∈ A K (G), we have that f ∈ Ind(I), if and only if,
We use this proposition now for the discussion of two trivial examples. 
Proof. Item (a) is evident. For item (b), let f ∈ Ind(I) and γ ∈ r −1 (Orb(x 0 )). Then, there exists µ ∈ L such that r(µ) = r(γ). Using (3.1.12) for µ and ν := γ −1 µ ∈ L, we have
Hence, f (υ) = 0 for every υ ∈ µHµ −1 γ. In particular, f (γ) = 0. Conversely, let µ, ν ∈ L. Notice that, if γ ∈ µHν −1 , then r(γ) = r(µ) ∈ Orb(x 0 ). Then, by (3.1.12), f ∈ Ind(I).
We now proceed to introduce another fundamental concept in the induction process. Consider the map Γ x 0 : A K (G) → KH given by
(3.1.14)
Again, we shall use Γ instead of Γ x 0 when the context guarantees no chance of confusion.
The next lemma suggests a close relation between Γ and the induction process. Proof. Let ς ∈ H and notice that
Since U is a bisection, there is at most one element µ ∈ L∩U and, in this case, from the equality r(ςγ −1 ) = r(ς) = x 0 = r(µ −1 ), we deduce that µ −1 must be the only element of the form ςγ −1 in U * . Hence, the above equals
Similarly, there is at most one element ν ∈ L ∩ V and thus the above equals
Therefore, we obtain
from where the statement becomes clear.
We now spell out an alternative definition of Ind(I) in terms of Γ.
Proposition 3.1.16. If I KH is an ideal, then
Proof. Notice that, it is enough to prove that, for any f ∈ A K (G), the following are equivalent: The above description may be used to dispel any doubt about the fact that Ind(I) is always a two-sided ideal.
Admissible Ideals
In this section we explore the relationship between induced ideals in A K (G) and the ideals of the isotropy group algebra they came from. In this context, we introduce the concept of admissible ideal. Roughly speaking, the admissible ideals are the ones which actually play a relevant role in the induction process.
For that task, again Γ will play a relevant role and we begin by expelling out an important behavior of Γ.
where u stands for the characteristic function of U .
Proof. Notice that, since U is a bisection such that
On the other hand,
Similarly, we can show Γ(uf ) = Γ(u)Γ(f ), concluding the proof.
Proof. Let a ∈ Γ(J) and b = δ γ ∈ KH for some γ ∈ H. Then, there exists f ∈ J such that Γ(f ) = a. Notice that, by choosing a compact open bisection U containing γ, we have
By linearity, we deduce that ab ∈ Γ(J) for arbitrary b ∈ KH and similarly, we can show that ba ∈ Γ(J).
We then have the following proposition. (ii) I ′ ⊆ I;
(iii) Ind(I ′ ) = Ind(I).
Proof. (i) Follows from (3.2.2).
(ii) Given a ∈ I ′ , there exists f ∈ Ind(I) such that Γ(f ) = a. Notice that, by choosing a compact open bisection U containing x 0 , we have
(iii) The inclusion Ind(I) ⊆ Ind(I ′ ) follows from (ii). On the other hand, if f ∈ Ind(I), then uf v ∈ Ind(I) for all u, v ∈ A K (G). Hence, Γ(uf v) ∈ Γ(Ind(I)) = I ′ .
By (3.1.16), we conclude that f ∈ Ind(I ′ ), as wanted.
Notice that, if I is an ideal of KH, then I and Γ(Ind(I)) induce the same ideal. This motivates the following definition, which intends to identify the ideals that play a relevant role in the induction process. In this setting, we have. We already have two examples of induced ideals.
Proposition 3.2.6. The trivial ideals of KH are admissible.
Proof. Notice that
so {0} is admissible. On the other hand, we have
so KH is admissible.
Once we have studied the relationship of I and Γ(Ind(I)), in the case I is an ideal of KH, we may ask ourselves about the relationship of J and Ind(Γ(J)), in the case J is an ideal in A K (G). 
(ii) If I KH, then Ind(I) is the largest among the ideals J A K (G) satisfying Γ(J) ⊆ I.
Proof.
(i) If f ∈ J, then for every u, v ∈ A K (G), uf v ∈ J and so Γ(uf v) ∈ Γ(J), from where we deduce, by (3.1.16), that f ∈ Ind(Γ(J)).
(
Finally, Γ always leads to admissible ideals.
Therefore, Γ(J) is admissible.
Representations
In this section we shall begin the preparations for proving that any ideal (always meaning two-sided ideal) of A K (G) is the intersection of ideals induced from isotropy subgroups.
Our methods will largely rely on representation theory, so we begin by spelling out a trivial connection between representation and ideals. Proposition 3.3.1. Let A be a K-algebra possessing local units. Then, for every ideal J A, there exists a vector space V and a non-degenerate representation
Proof. See proposition (5.1) of [7] .
To see that that above result applies to our situation, we give the following:
Proof. Let f ∈ A K (G) and define ϕ to be the characteristic function of the compact bisection
and, for γ ∈ supp(f ), there exists an unique element
from where we conclude that f ϕ = f . We can use a similar argument to conclude that ϕf = f .
From this point on, we will fix an arbitrary ideal J A K (G) which, in view of (3.3.1) and (3.3.2), we may assume is the kernel of a likewise fixed non-degenerate representation
In view of (2.4.3), we may assume that G is the groupoid of germs of an ample dynamical system (θ, S, X) and, hence,
By (2.3.4), there exists a covariant representation (π 0 , σ) of (θ, S, X) such that
Analyzing the proof of Theorem (4.27) of [8] , we can see that π 0 is just the restriction of π to the unit space X of G. Hence, by an abuse of notation, we shall also use π to denote π 0 from now on. The context should be enough to distinguish between the initial representation π of A K (G) and the representation π of L c (X) composing the covariant representation (π, σ).
Before we proceed, since we are in the context of a groupoid of germs G = G(θ, S, X), once fixed a point x 0 ∈ X, notice that the sets defined in (3.1.1) can be interpreted as
Notice that the definition of induced ideal ideals requires that a point of X to be chosen in advance, so we must begin to see our representation π from the point of view of a chosen point in X, a process which will eventually lead to a discretization of π. For this, we introduce:
For each x ∈ X, let
which is clearly an ideal in L c (X). Consequently,
to commute for every f ∈ L c (X). The next proposition in an indication that the localization process is bearing fruits.
Proposition 3.3.4. Let x ∈ X and f ∈ L c (X). Then, for every η ∈ V x , we have
Proof. Since π is non-degenerate, it is enough to verify for η = q x (π(ϕ)ξ). Let C be a compact open set containing supp(ϕ) ∪ {x} and notice that 1 C ϕ = ϕ. Furthermore, f − f (x)1 C lies in I x and hence
We thus obtain π(f ϕ)ξ mod Zx
Therefore,
Combining the definition of π x with the result above, we get the following useful formula
for all x ∈ X, f ∈ L c (X) and ξ ∈ V . Now we start to work with σ.
(ii) there exists a linear mapping µ
Proof.
(i) Let ξ ∈ Z x be a vector of the form ξ = π(ϕ)η, where ϕ ∈ I x and η ∈ V . In such case,
Observing thatᾱ s (ϕ)| θs(x) = ϕ(θ s * (θ s (x))) = ϕ(x) = 0, we see thatᾱ(ϕ) lies in I θs(x) . Hence, σ s (ξ) lies in Z θs(x) . The result then follows by linearity.
(ii) It is an immediate consequence of item (i).
Notice that, if e ∈ E(S) and x ∈ X e , then
The maps µ x s obey the following functorial property: Proposition 3.3.8. If x ∈ X s * s ∩ X s * t * ts , then the composition
coincides with µ x ts . Proof. Let ξ ∈ V and notice that
proving the statement.
Let us now consider the representation of L c (X) on the cartesian product Π x∈X V x given by
Hence, Π(f ) is the block diagonal operator, acting on each V x as scalar multiplication by f (x).
Also, for each s ∈ S, consider the linear operator U s on x∈X V x , given by
Proposition 3.3.9. Identifying V x as a subspace of x∈X V x , in the natural way, we have:
(ii) if x ∈ X s * s , then U s coincides with µ x s and hence maps V x to V θs(x) ; (iii) if x ∈ X s * s , then U s maps V x bijectively onto V θs(x) ; (iv) if x ∈ X s * s ∩ X s * t * ts , then the composition
Us Ut coincides with U ts on V x .
Proof. Items (i) and (ii) are easy to see, while item (iv) follows immediately by (3.3.8) . In order to prove item (iii), is is enough to notice that, by (iv), the restriction of U s * to V θs(x) is the inverse of U s restricted to V x . Now, we have the tools to prove the following proposition.
Proposition 3.3.10. The pair (Π, U ) is a covariant representation of the system (θ, S, X) on x∈X V x , up to Π being non-degenerate. Proof. Notice that, by (3.3.9.iv), U is a semigroup homomorphism. Furthermore, for s ∈ S, f ∈ L c (X s * s ) and η ∈ x∈X V x , we have for all
Finally, if e ∈ E(S), then for η ∈ x∈X V x , we have for all x ∈ X U e (η)
Hence, the proof is concluded. 
Definition 3.3.11. The representation Π × U above will be referred as the discretization of the initially given representation π.
The map which will be introduced in the next proposition will be a very important tool to show that the original representation π and its discretization Π × U have the same null space. It is the main reason why we do not consider, at first, the discretized representation acting in the direct sum of the V x , instead of the cartesian product. kernels Proposition 3.3.12. The mapping
is injective and covariant relative to the corresponding representations of A K (G) on V and on x∈X V x , respectively. Proof. Let s ∈ S, and f ∈ L c (X ss * ). Then, for every ξ in V , and every x ∈ X, we have
This proves that Q is covariant. In order to prove that Q is injective, suppose that Q(ξ) = 0, for some ξ in V . Since π is non-degenerate, there exists f i ∈ L c (X) and
so D is a compact open subset of X and we have
Now, for each x in X, we have q x (ξ) = 0 by hypothesis. Thus, ξ lies in Z x and so we may write
are locally constant and finitely many, there exists a compact open neighborhood C x of x where all of the f
Finally, {C x } x∈X is an open cover of D, and hence we may find a finite set {x 1 , . . . ,
for k = 1, . . . , p, it is easy to see that the E k are pairwise disjoint compact open sets, whose union coincides with D. Observing that E k ⊆ C x k , we then have
This proves that Q is injective.
As an immediate consequence, we have: Corollary 3.3.15. The null space of Π × U is contained in the null space of π.
Proof. Let f ∈ ker(Π × U ). By (3.3.12), we have
for all ξ ∈ V . Again by (3.3.12) , Q is injective and, hence,
From now on, we will consider the subspace
consisting of the vectors with finitely many nonzero coordinates. It is easy to see that this subspace is invariant under Π(f ) for all f ∈ L c (X), as well as under U s for all s ∈ S. Consequently, it is also invariant under Π × U . 
Let η ′ = (η ′ x ) x∈X be the vector defined by either η ′ x = η x if x = θ s * (y) for some s ∈ S such that y ∈ X ss * and f s = 0, or η ′ x = 0 otherwise. Then, it is clear that η ′ ∈ x∈X V x and
Since y ∈ X and η ∈ x∈X V x are arbitrary, we deduce that (Π × U )(f ) = 0, concluding the argument.
Regarding the space
x∈X V x where Π × U acts, we will identify each V x as a subspace of x∈X V x , in the usual way. Thus, given ξ ∈ V , we shall think of q x (ξ) as the element of x∈X V x whose coordinates all vanish, except for the x th coordinate which takes on the value q x (ξ).
Once this is agreed upon, it is an easy task to show that, for all f ∈ L c (X), s ∈ S, x ∈ X, and ξ ∈ V , we have
Since x∈X V x is spanned by the union of the V x , each of which is the range of the corresponding q x , the formulas above determine the action of the Π(f ) and of the U s on the whole space x∈X V x . So, by combining them, we may give the following concrete description of the restriction of Π × U to x∈X V x :
Then, for all x ∈ X and ξ ∈ V , we have that
Proof. By (3.3.17), the proof reduces to a direct computation.
We are going to describe now the matrix entries of the operator (Π × U )(f ) acting on x∈X V x . That is, for each x and y in X, we want an expression for the y th component of the vector obtained by applying (Π × U )(f ) to any given vector in V x , say of the form q x (ξ), where ξ ∈ V .
It is clear that the desired expression is the y th component of the expression given in (3.3.18), which is in turn given by the partial sum corresponding to the terms for which θ s (x) = y. So, we have
We are going to porve now that the restriction of the discretized representation Π × U restricted to x∈X V x has the same null space as the original representation π has. But first, recall that in (3.3.15) and (3.3.16) we already proved the following relations among the null spaces:
We are going to show now that equality in fact holds throughout. Proof. An important aspect of (3.3.19) is that, since (Π × U )(f ) is well defined on each V x , then so is the right-hand-side in (3.3.19). Precisely speaking, if ξ and ξ ′ are elements of V such that
By (3.3.20) , in order to prove the statement, it suffices to prove that if f is in the null space of π, then (Π × U )(f ) vanishes on x∈X V x , which is the same as proving that its matrix entries given by (3.3.19) vanish for all x and y in X.
Let f = s∈S f s ∆ s and Λ be the subset of S consisting of those s for which f s = 0, and notice that Λ decomposes as the disjoint union of the following subsets:
From our hypothesis that π(f ) = 0, we have that, for every η in V ,
This expression is very similar to the last part of (3.3.19), except that here we are summing over all of Λ, while only the terms corresponding to Λ 3 are being considered there. In order to fix it, notice that x is not a member of the finite set {θ s * (y) : s ∈ Λ 2 }, so we may choose ϕ ∈ L c (X) such that ϕ(x) = 1 and ϕ(θ s * (y)) = 0, for all s ∈ Λ 2 .
Let ξ ′ := π(ϕ)ξ and notice that
If s ∈ Λ 1 , then the fact that f s is supported on X s * s implies that f s (y) = 0, so the above expression vanishes. On the other hand, if s ∈ Λ 2 , then
and the above expression vanishes again. From this we conclude that, for all s ∈ Λ 1 ∪ Λ 2 , we have
By noticing that
and combining (3.3.24) with (3.3.23), we then have
This shows that (Π × U )(f ) vanishes on x∈X V x , and hence the proof is concluded.
This result will have important consequences for our study of ideals in A K (G). The method we shall adopt will be to start with any ideal J A K (G), and then use (3.3.1) and (3.3.2) to find a representation π, as above, such that ker(π) = J. By (3.3.21) we may replace π by Π×U acting on x∈X V x , without affecting null spaces, and it will turn out that the latter is easy enough to understand since it decomposes as a direct sum of very straightforward sub-representations, which we will now describe. Proposition 3.3.25. Given any x 0 in X, we have that
Proof. By (3.3.9.ii), this space is invariant under every U s . It is also invariant under every Π(f ), since in fact each V x has this property. Invariance under Π × U then follows.
We shall now study the representation obtained by restricting Π × U to the invariant space mentioned above, so we better give it a name: Definition 3.3.26. Given x 0 in X, we shall denote the invariant subspace referred to in (3.3.25) by W x 0 , while the representation of A K (G) obtained by restricting Π× U to W x 0 will be denoted by ρ x 0 .
If R ⊆ X is a system of representatives for the orbit relation in X, namely if R contains exactly one point of each orbit relative to the action of S on X, then surely we have
while the restriction of Π × U to x∈X V x is equivalent to x 0 ∈R ρ x 0 .
Before we state the main result of this section we should recall that right after the proof of (3.3.2) we fixed an arbitrary ideal J A K (G), which incidentally has been forgotten ever since. Theorem 3.3.27. Let J be an arbitrary ideal of A K (G), and let π be a non-degenerate representation of A K (G), such that J = ker(π). Considering the representations ρ x constructed above, we have
where R ⊆ X is any system of representatives for the orbit relation in X.
Proof. The null space of π coincides with the null space of the restriction of Π × U to x∈X V x by (3.3.21). Since the latter representation is equivalent to the direct sum of the ρ x , as seen above, the conclusion is evident.
The representations ρ x 0
In this section we are going to maintain all standing hypothesis of the previous section, such as the ideal J A K (G) and the representation π :
The usefulness of Theorem (3.3.27) in describing J is obviously proportional to the extent to which we may describe the ideals ker(ρ x 0 ) mentioned there, and the good news is that the representations ρ x 0 are induced from representations of isotropy group algebras. The main goal of this section is to prove that this is indeed the case.
Initially, notice that, if [s, x] = [t, x], there exists e ∈ E(S) such that x ∈ X e and se = te. Hence, for η ∈ V x , we have in H, we have that V x 0 is invariant under U h . Moreover, the restriction of U h to V x 0 is an invertible operator and the correspondence
is a group representation.
Proof. Its well definiteness follows from (3.4.1). The remaining statements are immediate consequence of (3.3.9).
The representation of H on V x 0 referred to in the above Proposition may be integrated to a representation of KH, which in turn makes V x 0 into a left KH-module. Applying the machinery of Section 3, we may then form the induced module M ⊗ V x 0 , as in (3.1.5), which we may also view as a representation of A K (G) on M ⊗ V x 0 . Theorem 3.4.3. For each x 0 in X, we have that ρ x 0 is equivalent to the representation induced from the left KH-module V x 0 , as described above. Therefore, there exists a unique linear map τ : M ⊗ V x 0 → W x 0 , such that τ (δ [s,x 0 ] ⊗ ξ) = U s (ξ). We shall next prove that τ is an isomorphism by exhibiting an inverse for it.
With this goal in mind, let R be a system of representatives of Orb(x 0 ). Thus, if x is in the orbit of x 0 , there exists a unique [r, x 0 ] in R such that θ r (x 0 ) = x, so that U r * maps V x onto V x 0 , by (3.3.9). We therefore let υ x : V x → M ⊗ V This proves that υτ is the identity on M ⊗ V x 0 . On the other hand, given any x in Orb(x 0 ), and any ξ ∈ V x , write x = θ r (x 0 ), with [r, x 0 ] ∈ R, and notice that τ (υ(ξ)) = τ (δ [r,x 0 ] ⊗ U r * (ξ)) = U r (U r * (ξ)) = ξ, so we see that τ υ is the identity on W x 0 .
Therefore τ is an isomorphism between the K-vector spaces M ⊗ V x 0 and W x 0 . We will next prove that τ is covariant for the respective actions of A K (G), which amount to saying that it is linear as a map between left A K (G)-modules. For this, given t ∈ S, and f ∈ L c (X tt * ), we must prove that Notice that U s (ξ) is in V θs(x 0 ) , and recall from (3.3.9) that U t vanishes on V θs(x 0 ) , unless θ s (x 0 ) ∈ X t * t , in which case U t U s coincides with U ts on V x 0 . So because, in the nonzero case, we have that U ts (ξ) lies in V θts(x 0 ) , and Π(f ) acts there by scalar multiplication by f (θ ts (x 0 )), according to (3.3.4) . This proves (3.4.4), so τ is indeed covariant.
Summarizing much that we have done so far, the following is the main result of this work:
Theorem 3.4.6. Let G be an ample groupoid and A K (G) its Steinberg algebra over a field K. Then, every ideal J A K (G) is the intersection of ideals induced from isotropy groups.
Proof. Let R ⊆ X be a system of representatives for the orbit relation on X. Using (3.3.27) we may write J as the intersection of the null spaces of the ρ x , for x in R, while (3.4.3) tells us that ρ x is equivalent to the representation induced from a representation of the isotropy group at x. The null space of ρ x is therefore induced from an ideal in the group algebra of said isotropy group by (3.1.9), whence the result.
If we want to explicitly write a given ideal J A K (G) as the intersection of induced ideals, the next result should come in handy.
Proposition 3.4.7. Under the assumptions of (3.4.6), choose a system R of representatives for the orbit relation on X. For each x in R, let H x be the isotropy group at x, and let Γ x : A K (G) → KH x be as in (3.1.14). Then, given any ideal J A K (G) we have that I ′ x := Γ x (J) is an admissible ideal of KH x , and J = x∈R Ind(I ′ x ).
Proof. That each I ′ x is an admissible ideal follows at once from (3.2.8). For each x in R, let I x be the null space of the representation ρ x referred to in the proof of (3.4.6), so that J = x∈R Ind(I x ).
Observe that for each x ∈ R, we have On the other hand, we have by (3.2.7) that Ind(I ′ x ) is the largest among the ideals of A K (G) mapping into I ′ x under Γ x . Since Γ x (J) = I ′ x , by definition, we have that J is among such ideals, so J ⊆ Ind(I ′ x ), and then J ⊆ x∈R Ind(I ′ x ), concluding the proof.
