Let F (z) be an arbitrary complex polynomial. We introduce the local root clustering problem, to compute a set of natural ε-clusters of roots of F (z) in some box region B0 in the complex plane. This may be viewed as an extension of the classical root isolation problem. Our contribution is twofold: we provide an efficient certified subdivision algorithm for this problem, and we provide a bit-complexity analysis based on the local geometry of the root clusters.
INTRODUCTION
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ISSAC '16, July 19-22, 2016 introduction of algorithmic rigor and complexity analysis has been extremely fruitful. This development is usually traced to Schönhage's 1982 landmark paper, "Fundamental Theorem of Algebra in Terms of Computational Complexity" [28] . Algorithms in this tradition are usually described as "exact and efficient". Schönhage considers the problem of approximate polynomial factorization, that is, the computation of approximationszi of the roots zi of F such that ∥F − F ∥1 < 2 −b · ∥F ∥1, where F (z) := lcf(F ) · ∏ n i=1 (z − zi) and b is a given positive integer. The sharpest result for this problem is given by Pan [22, Theorem 2.1.1], [20, p.196] . Hereafter, we refer to the underlying algorithm in this theorem as "Pan's algorithm". Under some mild assumption on F (i.e., |zi| ≤ 1 and b ≥ n log n), Pan's algorithm uses onlỹ O(n log b) arithmetic operations with a precision bounded byÕ(b), and thusÕ(nb) bit operations. This result further implies that the complexity of approximating all zi's to any specified b/n bits, with b > n log n, is also O(nb) [22, Corollary 2.1.2] . Here, O means we ignore logarithmic factors in the displayed parameters. In a model of computation, where it is assumed that the coefficients of F are complex numbers for which approximations are given up to a demanded precision, the above bound is tight (up to polylogarithmic factors) for polynomial factorization as well as for root approximation.
In parallel, a major focus of exact and efficient root approximation research has been to determine the complexity of isolating all the roots of an integer polynomial F (z) of degree n with L-bit coefficients. We call this the benchmark problem [27] since this case is the main theoretical tool for comparing root isolation algorithms. Although this paper addresses complex root isolation, we will also refer to the related real benchmark problem which concerns real roots for integer polynomials.
The problem of isolating the roots of a polynomial can be reduced to approximate polynomial factorization. Schön-hage showed that, for a square-free polynomial, it suffices to choose a b of size Ω(n(log n + L)) to ensure that the distance between the approximationszi and the actual roots zi is small enough to directly deduce isolating regions of the zi's. Together with Pan's result on approximate polynomial factorization, this yields a complexity of O(n 2 L) for the benchmark problem. Interestingly, the latter bound was not explicitly stated until recently ([11, Theorem 3.1]).
Mehlhorn et al. [18] extend the latter result to (not necessarily square-free) polynomials F with arbitrary complex coefficients for which the number of distinct roots is given as an additional input. That is, Pan's algorithm is used as a blackbox with successively increasing precision b to isolate the roots of F . For the benchmark problem, this yields the bound O(n 3 + n 2 L); however, the actual cost adapts to the geometry of the roots, and for most input polynomials, the complexity is considerably lower than the worst case bound.
We further remark that it seems likely that the bound O(n 2 L) is also near-optimal for the benchmark problem because it is generally believed that Pan's algorithm is nearoptimal for the problem of approximately factorizing a polynomial with complex coefficients. However, rigorous arguments for such claims are missing.
It had been widely assumed that near-optimal bounds need the kind of "muscular" divide and conquer techniques such as the splitting circle method of Schönhage (which underlies Pan's algorithm and most of the fast algorithms in the complexity literature). These algorithms are far from practical (see below). So, also the bound O(n 2 (n + L)) achieved by Mehlhorn et al. [18] is mainly of theoretical interest as the algorithm uses Pan's method as a blackbox.
This paper is interested in subdivision methods. The classical example here is root isolation based on Sturm sequences. Two types of subdivision algorithms are actively investigated currently: the Descartes Method [7, 15, 24, 28, 25, 26] and the Evaluation Method [5, 4, 29, 2, 27, 13, 21] . See [27] for a comparison of Descartes and Evaluation (or Bolzano) methods.
The development of certain tools, such as the MahlerDavenport root bounds [8, 9] , have been useful in deriving tight bounds on the subdivision tree size for certain subdivision algorithms [10, 4, 29] . Moreover, most of these analyses can be unified under the "continuous amortization" framework [5, 6] which can even incorporate bit-complexity. However, these algorithms only use bisection in their subdivision, which seems destined to lag behind the above "near optimal bounds" by a factor of n. To overcome this, we need to combine Newton iteration with bisection, an old idea that goes back to Dekker and Brent in the 1960s. In recent years, a formulation of Newton iteration due to Abbott [1] and Sagraloff [25] has proven especially useful. This has been adapted to achieve the recent near-optimal algorithms of Sagraloff and Mehlhorn [25, 26] for real roots, and [3] for complex roots.
The Root Clustering Problem. In this paper, we are interested in root clustering. The requirements of root clustering represents a simultaneous strengthening of root approximation (i.e., the output discs must be disjoint) and weakening of root isolation (i.e., the output discs can have more than one root). Hereafter, "root finding" refers generally to any of the tasks of approximating, isolating or clustering roots.
For an analytic function F : C → C and a complex disc ∆ ⊆ C, let Z(∆; F ) denote the multiset of roots of F in ∆ and #(∆; F ) counts the size of this multiset. We write Z(∆) and #(∆) since F is usually supplied by the context. Any non-empty set of roots of the form Z(∆) is called a cluster. The disc ∆ is called an isolator for F if #(∆) = #(3∆) > 0. Here, k∆ = k · ∆ denotes the centrally scaled version of ∆ by a factor k ≥ 0. The set Z(∆) is called a natural cluster when ∆ is an isolator. A set of n roots could contain Θ(n 3 ) clusters, but at most 2n − 1 of these are natural. This follows from the fact that any two natural clusters are either disjoint or have a containment relationship. The benchmark problem is a global problem because it concerns all roots of the polynomial F (z); we now address local problems where we are interested in finding only some roots of F (z). For instance, Yakoubson [30] gave a method to test if Newton iteration from a given point will converge to a cluster. In [31] , we introduced the following local root clustering problem: given F (z), a box B0 ⊆ C and ε > 0, to compute a set {(∆i, mi) : i ∈ I} where the ∆i's are pairwise disjoint isolators, each of radius ≤ ε and mi = #(∆i) ≥ 1, such that
We call the set S = {∆i : i ∈ I} (omitting the mi's) a solution for the local root clustering instance (F (z), B0, ε). The roots in 2B0 \ B0 are said to be adventitious because we are really only interested in roots in B0. Suppose S and S are both solutions for an instance (F (z), B0, ε). If S ⊆ S, then we call S an augmentation of S. Thus any ∆ ∈ S \ S contains only adventitious roots.
We solved the local root clustering problem in [31] for any analytic function F , provided an upper on #(2B0) is known, but no complexity analysis was given. Let us see why our formulation is reasonable. It is easy to modify our algorithm so that the adventitious roots in the output are contained in (1 + δ)B0 for any fixed δ > 0. We choose δ = 1 for convenience. Some δ > 0 is necessary because in our computational model where only approximate coefficients of F are available, we cannot decide the implicit "Zero Problem" [33] necessary to decide if the input has a root on the boundary of B0, or to decide whether ∆ contains a root of multiplicity k > 1. Thus, root clustering is the best one can hope for.
Main Result
In this paper, we describe a local root clustering algorithm and provide an analysis of its bit-complexity. Standard complexity bounds for root isolation are based on synthetic parameters such as degree n and bitsize L of the input polynomial. But our computational model for F (z) has no notion of bit size. Moreover, to address "local" complexity of roots, we must invoke geometric parameters such as root separation [25, 26] . We will now introduce new geometric parameters arising from cluster considerations.
Assume F (z) has m distinct complex roots z1, . . . , zm where zj has multiplicity nj ≥ 1, the degree of F (z) is n = ∑ m j=1 nj, and the leading coefficient of F has magnitude ≥ 1/4. Let k be the number of roots counted with multiplicities in 2B0. An input instance (
} with w0 the width of B0. For any set U ⊆ C, let log(U ) := max(1, log sup(|z| : z ∈ U )).
Our algorithm outputs a set of discs, each one contains a natural cluster. We provide a bit complexity bound of the algorithm in terms of the output.
Theorem A Let S be the solution computed by our algorithm for a normal instance (F (z), B0, ε). Then there is an augmentation S = {Di : i ∈ I} of S such that the bit complexity of the algorithm is
with
where kD = #(D), and ξD is an arbitrary root in
The solution S in this theorem is called the augmented solution for input (F (z), B0, ε). Each natural ε-cluster D ∈ S is an isolator of radius ≤ ε. From (1), we deduce:
Corollary to Theorem A The bit complexity of the algorithm is bounded by
In case F is an integer polynomial, this bound becomes
The bound (4) is the sum of two terms: the first is essentially the near-optimal root bound, the second is linear in k, n and log(ε −1 ). This suggests that Theorem A is quite sharp. On strong ε-clusters. Actually, the natural ε-clusters in the S have some intrinsic property captured by the following definition. Two roots z, z
and #(∆) = #(114 · ∆). Clearly ∆ is an isolator; from this, we see that ε-equivalence is an equivalence relationship. We define a strong ε-cluster to be any such ε-equivalence class. Unlike natural clusters, any two strong ε-clusters must be disjoint.
Theorem B Each natural cluster D ∈ S is a union of strong ε-clusters.
This implies that our algorithm will never split any strong ε-cluster. It might appear surprising that our "soft" techniques can avoid accidentally splitting a strong ε-cluster.
What is New
Our algorithm and analysis is noteworthy for its wide applicability: (1) We do not require square-free polynomials. This is important because we cannot compute the squarefree part of F (z) in our computational model where the coefficients of F (z) are only arbitrarily approximated. Most of the recent fast subdivision algorithms for real roots [25, 26] require square-free polynomials. (2) We address the local root problem and provide a complexity analysis based on the local geometry of roots. Many practical applications (e.g., computational geometry) can exploit locality. The companion paper [3] also gives a local analysis. However, it is under the condition that the initial box is not too large or is centered at the origin, and an additional preprocessing step is needed for the latter case. But our result does not depend on any assumptions on B0 nor require any preprocessing. (3) Our complexity bound is based on cluster geometry instead of individual roots. To see its benefits, recall that the bit complexity in [3] involves a term log σ(zi) −1 where σ(zi)
is the distance to the nearest root of F (z Why can't we just run the algorithm in [3] by changing the stopping criteria so that it terminates as soon as a component C is verified to be a natural ε-cluster? Yes, indeed one can. But our previous method of charging the work associated with a box B to a root ϕ(B) may now cause a cluster of multiplicity k to be charged a total of Ω(k) times, instead of O(1) times. Cf. Lemma 11 below where ϕ(B) is directly charged to a cluster.
Practical Significance
Our algorithm is not only theoretically efficient, but has many potential applications. Local root isolation is useful in applications where the roots of interest lie in a known locality, and this local complexity can be much smaller than that of finding all roots. From this perspective, focusing on the benchmark problem is misleading for such applications.
We believe our algorithm is practical, and plan to implement it. Many recent subdivision algorithms were implemented, with promising results: Rouillier and Zimmermann [24] engineered a very efficient Descartes method algorithm which is widely used in the Computer Algebra community, through Maple. The CEVAL algorithm in [27] was implemented in [12, 13] . Kobel, Rouillier and Sagraloff 1 implemented the ANewDsc algorithm from [26] . Becker [2] gave a Maple implementation of the REVAL algorithm for isolating real roots of a square-free real polynomial.
In contrast, none of the divide-and-conquer algorithms [23, 19, 14] Kirrinnis (1998) has 67 pages, this ruled out a selfcontained presentation of our root-finding algorithm". But our paper [3] is self-contained with over 50 pages, and explicit precision requirements for all numerical primitives.
PRELIMINARY
We review the basic tools from [3] . The coefficients of F are viewed as an oracle from which we can request approximations to any desired absolute precision. Approximate complex numbers are represented by a pair of dyadic numbers, where the set of dyadic numbers (or BigFloats) may be denoted Z[ 1 2 ] := {n2 m : n, m ∈ Z}. We formalize 2 this as follows: a complex number z ∈ C is an oracular number if it is represented by an oracle function z :
bits. The oracular number is said to be τ -regular in this case. In our computational model, the algorithm is charged the cost to read these O(τ + L) bits. This cost model is reasonable when z is an algebraic number because in this case, z(L) can be computed in time O(τ + L) on a Turing machine. Following [3, 31] , we can construct a procedure SoftCompare(z ℓ , zr) that takes two non-negative real oracular numbers z ℓ and zr with z ℓ +zr > 0, that returns a value in {+1, 0, −1} such that if SoftCompare(z ℓ , zr) returns 0 then The critical predicate for our algorithm is a test from Pellet (1881) (see [16] ). Let ∆ = ∆(m, r) denote a disc with radius r > 0 centered at m ∈ C. For k = 0, 1, . . . , n and
Here Fi(m) is defined as the Taylor coefficient 
The factor c1λ1 is O(n 4 ) in this theorem, an improvement from O(n 5 ) in [3] . A proof is given in Appendix A. In application, we choose K = n∆, 3 2 , F ) holds. This translates into the main form for our application: ; F ) holds.
In other words, under the hypothesis of this Corollary, T k (∆) succeeds. We need one final extension: instead of applying T k (∆) directly on F , we apply 
(a) To evaluate T G k (∆), it is sufficient to have an M -bit approximation of each coefficient of F where M = O(n log(m, r)+ τF + L(∆, F )). (b) The total bit-complexity of computing T G * (∆) is O(nM ).

Box Subdivision
Let A, B ⊆ C. Their separation is Sep(A, B) := inf{|a− b| : a ∈ A, b ∈ B}, and rad(A), the radius of A, is the smallest radius of a disc containing A. Also, ∂A denotes the boundary of A.
We use the terminology of subdivision trees (quadtrees) [3] . All boxes are closed subsets of C with square shape and axes- Therefore, starting from any box B0, we may split B0 and recursively split zero or more of its children. After a finite number of such splits, we obtain a subdivision tree rooted at B0, denoted T subdiv (B0).
The exclusion test for a box B(m, w 
Component Tree
In traditional subdivision algorithms, we focus on the complexity analysis on the subdivision tree T subdiv (B0). But for our algorithm, it is more natural to work with a tree whose nodes are higher level entities called components above.
Typical of subdivision algorithms, our algorithm consists of several while loops, but for now, we only consider the main loop. This loop is controlled by the active queue Q1. At the start of each loop iteration, there is a set of included boxes. The maximally connected sets in the union of these boxes constitute our (current) components. And the boxes in the subdivision of a component C are called the constituent boxes of C. While Q1 is non-empty, we remove a component C from Q1 for processing. There are 3 dispositions for C: We try to put C to the output queue Qout. Failing this, we try a Newton Step. If successful, it produces a single new component C ′ ⊂ C which is placed in Q1. If Newton Step fails, we apply a Bisection Step. In this step, we split each constituent box of C, and apply the exclusion test to each of its four children. The set of included children are again organized into maximally connected sets C1, . . . , Ct (t ≥ 1). Each subcomponent Ci is either placed in Q1 or Q dis , depending on whether Ci intersects the initial box B0. The components in Q dis are viewed as discarded because we do not process them further (but our analysis need to ensure that other components are sufficiently separated from them in the main loop). We will use the notation C → C ′ or C → Ci to indicate the parentchild relationship. The component tree is defined by this parent-child relationship, and denoted Tcomp. In [3] , the root of the component tree is B0; we take 5 4 B0 as the root to address boundary issues. So we write Tcomp = Tcomp( 5 4 B0) to indicate that 5 4 B0 is the root. The leaves of Tcomp are either discarded (adventitious) or output.
For efficiency, the set of boxes in the subdivision of a component C must maintain links to adjacent boxes within the subdivision; such links are easy to maintain because all the boxes in a component have the same width.
COMPONENT PROPERTIES
Before providing details about the algorithm, we discuss some critical data associated with each component C. Such data is subscripted by C. We also describe some qualitative properties so that the algorithm can be intuitively understood. Figure 1 may be an aid in the following description. (C1) All the constituent boxes of a component share a common width, denoted by wC . (C2) Our algorithm never discards any box B if B contains a root in B0; it follows that all the roots in B0 are contained in ∪ C C where C ranges over components in Q0 ∪ Q1 ∪ Qout (at any moment during our algorithm).
B0) is empty; otherwise it is non-confined. Figure 2 shows these different kinds of components. Note that after the preprocessing step, all components are confined. 
THE CLUSTERING ALGORITHM
As outlined above, our clustering algorithm is a process for constructing and maintaining components, globally controlled by queues containing components. Each component C represents a non-empty set of roots. In addition to the queues Q1, Qout, Q dis above, we also need a preprocessing queue Q0. Furthermore, Q1 is a priority queue such that the operation C ← Q1.pop() returns the component with the largest width WC . We first provide a high level description of the two main subroutines.
The Newton
Step N ewton(C) is directly taken from [3] . This procedure takes several arguments, N ewton(C, NC , kC ,  xC ) . The intent is to perform an order kC Newton step:
.
We then check whether Z(C) is actually contained in the small disc
where
This amounts to checking whether T The Bisection
Step Bisect(C) returns a set of components. Since it is different from that in [3] , we list the modified bisection algorithm in Figure 3 .
We list the clustering algorithm in 
w(B0).
It follows that 2BC ⊆ 2B0 (using the fact that WC ≤ w(B0)/2 from preprocessing). 3. The steps in this algorithm should appear well-motivated (after [3] ). The only non-obvious step is the test "WC ≤ 3wC " (colored in red). This part is only needed for the analysis; the correctness of the algorithm is not impacted if we simply replace this test by the Boolean constant true (i.e., allowing the output components to have WC > 3wC ). 4. We ensure that WC ≥ ε before we attempt to do the Newton
Step. This is not essential, but simplifies the analysis.
Based on the stated properties, we prove the correctness of our algorithm (see Appendix B). 
BOUND ON NUMBER OF BOXES
In this section, we bound the number of boxes produced by our algorithm. All the proofs for this section are found in Appendix B.
Bisect(C)
OUTPUT: a set of components containing all the non-adventitious roots in C (but possibly some adventitious ones) Initialize a Union-Find data structure U for boxes.
Figure 3: Bisection Step
The goal is to bound the number of all the constituent boxes of the components in Tcomp. But, in anticipation of the following complexity analysis, we want to consider an augmented component tree Tcomp instead of Tcomp.
Let Tcomp be the extension of Tcomp in which, for each confined adventitious components in Tcomp, we (conceptually) continue to run our algorithm until they finally produce output components, i.e., leaves of Tcomp. As before, these leaves have at most 9 constituent boxes.
Since C ′ → C denote the parent-child relation, a path in Tcomp may be written
We write wi, Ri, Ni, etc, instead of wC i , RC i , NC i , etc. A component C is special if C is the root or a leaf of Tcomp, or if #(C) < #(C ′ ) with C ′ the parent of C in Tcomp; otherwise it is non-special. This is a slight variant of [3] .
We call P a non-special path led by C1, if each Ci (i = 2, . . . , s) is non-special, i.e., #(Ci) = #(Ci−1). The special component tree T * comp is obtained from Tcomp by eliminating any non-special components while preserving the descendent/ancestor relationship among special nodes.
Define smax to be the maximum length of a non-special path in Tcomp.
) .
Charging function ϕ0(B).
For each component C, define the root radius of C to be rC := rad(Z(C)), that is the radius of the smallest disc enclosing all the roots in C. We are ready to define a charging function ϕ0 for each box B in the components of Tcomp: Let CB ∈ Tcomp be the component of which B is a constituent box. Let ξB be any root 
where wB is the width of B.
(ii) If CB is not confined, it means that C is a component in the preprocessing stage. In this case, define ϕ0(B) to be the largest natural ε-cluster containing ξB. Notice that ϕ0(B) is a special component in (i) but a cluster in (ii).
Lemma 8. The map ϕ0 is well-defined.
Using this map, we can now bound the number of boxes.
Lemma 9. The total number of boxes in all the components in Tcomp is
with t = |{ϕ0(B) : B is any box in Tcomp}|.
This improves the bound in [3] by a factor of log n.
BIT COMPLEXITY
Our goal is to prove the bit-complexity theorem stated in the Introduction. All proofs are found in Appendix C.
The road map is as follows: we will charge the work of each box B (resp., component C) to some natural ε-cluster denoted ϕ(X) (resp., ϕ(C)). We show that each cluster ϕ(X) (X is a box or a component) is charged O(1) times. Summing up over these clusters, we obtain our bound.
We may assume log(B0) = O(τF ) since Cauchy's root bound implies that any root zi satisfies |zi| ≤ 1 + 4 · 2 τ , thus we can replace B0 by B0 ∩ B(0, 2 + 8 · 2 τ ).
Cost of T G -tests and Charging function ϕ(X):
Our algorithm performs 3 kinds of T G -tests:
respectively appearing in the main loop, the Newton
Step and the Bisection Step. We define the cost of processing component C to be the costs in doing the first 2 tests in (8) , and the cost of processing a box B to be the cost of doing the last test. Note that the first 2 tests do not apply to the non-confined components (which appear in the preprocessing stage only), so there is no corresponding cost. We next "charge" the above costs to natural ε-clusters. More precisely, if X is a confined component or any box produced in the algorithm, we will charge its cost to a natural ε-cluster denoted ϕ(X): Define S to be the range of ϕ, so it is a set of natural ε-clusters. The clusters in S are of two types: those defined by the confined leaves of Tcomp, and those largest ε-clusters of the form ϕ(B) with B in non-confined components.
Lemma 11. Each natural ε-cluster in S is charged O(smax log n) times, i.e., O(1) times.
We are almost ready to prove the theorems announced in Section 1.1. Theorem A is easier to prove if we assume that the initial box B0 is nice in the following sense: maxz∈2B 0 log(z) = O(minz∈2B 0 log(z)).
Then the following lemma bounds the cost of processing X where X is a box or a component.
Lemma 12. If the initial box is nice, the cost of processing X (where X is a box or a component) is bounded by O (n · LD)
bit operations with D = ϕ(X) and with LD defined in (2) . Moreover, an LD-bit approximation of F is required.
Using this lemma, we could prove Theorem A of Section 1.1 under the assumption that B0 is nice. The appendix will prove Theorem A holds even if B0 is not nice; the proof of Theorems B is also found in the appendix. In [3] , the complexity bound for global root isolation is reduced to the case where B0 is centered at the origin. This requires a global pre-processing step. It is unclear that we can adapt that pre-processing to our local complexity analysis.
CONCLUSION
This paper initiates the investigation of the local complexity of root clustering. It modifies the basic analysis and techniques of [3] to achieve this. Moreover, it solves a problem left open in [3] , which is to show that our complexity bounds can be achieved without adding a preprocessing step to search for "nice boxes" containing roots.
We mention some open problems. Our Theorem A expresses the complexity in terms of local geometric parameters; how tight is this? Another challenge is to extend our complexity analysis to analytic root clustering [31] .
