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Pre´sentation ge´ne´rale
Le comportement me´canique des structures est gouverne´ par 3 diffe´rents types
d’e´quations. Deux d’entre eux sont des lois universelles de la nature ne de´pendant
pas de la nature physique du mate´riau : les e´quations de la dynamique et de la
cine´matique des milieu continus. La troisie`me caracte´rise la nature physique de la
structure e´tudie´e : la loi de comportement.
Les deux premiers groupes d’e´quations e´tant donne´s, un des proble`mes en
me´canique est l’identification de la loi de comportement d’une structure. Ceci se
passe ge´ne´ralement en deux e´tapes : dans un premie`r temps on choisit la nature du
comportement : e´lastique line´aire ou non line´aire, e´lasto-plastique, visqueux, etc.,
puis dans un deuxie`me temps on de´termine les coefficients intervenant dans les
e´quations. Dans la plupart des cas on conside`re des mate´riaux homoge`nes et donc
les coefficients sont constants ce qui rend les me´thodes classiques inutilisables dans le
cas des mate´riaux inhomoge`nes. Prenons comme exemple l’identification d’une loi de
comportement e´lastique line´aire. Un essai de traction fournit rapidement un module
d’e´lasticite´. Il s’agit d’un module moyen. Dans le cas des e´prouvettes inhomoge`nes,
on peut eˆtre amene´ a` vouloir de´terminer la distribution des modules e´lastiques. Dans
ce cas, aucune expe´rience ne permettant d’acce´der a` une mesure directe, il nous faut
de´terminer les proprie´te´s d’un syste`me, par des proce´de´s ge´ne´ralement non destruc-
tifs, a` partir des re´ponses de ce syste`me lorsqu’il est soumis a` des sollicitations
connues.
L’e´tude pre´sente´e dans ce me´moire se situe en e´lasto-statique et l’on s’est propose´
de de´terminer la distribution inte´rieure des modules e´lastiques a` partir des mesures
simultane´es des forces et des de´placements sur la frontie`re.
Le premier chapitre pre´sente le proble`me d’identification des modules e´lastiques.
D’un point de vue mathe´matique il s’agit de de´terminer la distribution inte´rieure des
coefficients d’une e´quation elliptique a` partir des conditions aux limites Dirichlet et
Neumann impose´es simultane´ment sur la frontie`re. La connaissance de toutes condi-
tions aux limites de type Dirichlet et Neumann permet la de´finition de l’application
Dirichlet-Neumann (DN), qui associe a` chaque condition Dirichlet la condition Neu-
mann correspondante. La formulation mathe´matique conduit naturellement a` une
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comparaison avec le proble`me d’identification e´lectrique, dans lequel la distribution
inte´rieure du coefficient de conductivite´ e´lectrique est de´termine´ a` partir des mesures
de potentiel et de flux sur la frontie`re. Ce proble`me a rec¸u re´cemment une large at-
tention tant du point de vue the´orique qu’expe´rimental. Les questions traite´es dans
le cas e´lectrique nous ont guide´e dans l’e´tude du proble`me e´lastique.
Comme dans le cas e´lectrique on a obtenu l’e´quivalence de l’application DN avec
l’application ”Energie de de´formation” ainsi que son expression utilisant la fonction
de Green du domaine ou les modes et les fre´quences propres de vibration. Cette
dernie`re relation entre l’application DN et les modes propres de vibration a une
signification particulie`re car elle met en correspondance le proble`me d’identification
e´lastique traite´ ici avec le proble`me spectrale inverse 1. Cette correspondance permet
par exemple de transfe´rer les re´sultats d’unicite´ obtenus d’un proble`me a` l’autre.
En ce qui concerne les re´sultats d’unicite´ de la solution du proble`me d’identifica-
tion plusieurs questions restent ouvertes. A l’aide d’un exemple on a de´montre´ que
dans le cas de l’e´lasticite´ anisotrope on peut pas avoir une identification comple`te,
la conjecture naturelle e´tant que les modules e´lastiques sont de´termines a` un diffe´o-
morphisme pre`s. Une conjecture plus pre´cise a e´te´ formule´e, mais ces conjectures
sont a` de´montrer.
D’un point de vue stabilite´, on a mis en e´vidence le fait que le proble`me d’iden-
tification est mal pose´, ce qui signifie que des petits perturbations dans les donne´es
peuvent donner de grandes perturbations dans les modules reconstruits.
Dans l’e´tude nume´rique du proble`me d’identification on s’est inte´resse´ surtout
aux proprie´te´s de l’application DN, qui ont mises en e´vidence la structure mathe´ma-
tique du proble`me. L’utilisation explicite de cette application lors d’une reconstruc-
tion conduit naturellement a` l’inversion de la transforme´e de Fourier spatiale, or il
est bien connue que celle-ci est sensible aux erreurs nume´riques. C’est pourquoi on
s’est dirige´ dans la re´solution nume´rique du proble`me vers une solution variation-
nelle. La me´thode propose´e dans le deuxie`me chapitre est fonde´e sur la minimisation
de l’erreur en loi de comportement sur l’ensemble des champs cine´matiquement et
statiquement admissibles.
Le concept d’erreur en loi de comportement a e´te´ introduit en e´lasticite´ par
Ladeve`ze et Leguillon [47] pour donner une expression de l’erreur lors des calculs en
e´le´ments finis. Ensuite l’erreur en loi de comportement a e´te´ utilise´e par Ladeve`ze
et al. [48] pour le recalage des matrices de masse et de rigidite´ dans les mode`les
d’e´le´ments finis lors des expe´riences de vibration. Dans le cas e´lectrique l’erreur en
loi de comportement a e´te´ e´tudie´e d’un point de vue mathe´matique par Kohn et
Vogelius [43] et d’un point de vue nume´rique par Kohn et McKenney [39].
Une des proprie´te´s les plus importantes de l’erreur en loi de comportement est
la localisation spatiale de l’erreur. Pour pouvoir utiliser cette proprie´te´ a` l’iden-
1Le proble`me spectral inverse (voir Bui [13], Ladeve`ze et al. [48]) se propose de de´terminer la
distribution des modules e´lastiques a` partir de la re´ponse vibratoire du corps.
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tification explicite des modules e´lastiques on a propose´ une de´composition des
champs de de´formation et de contrainte sur une base orthogonale. La base cor-
respond en e´lasticite´ isotrope a` la partie sphe´rique et de´viatorique des tenseurs,
et ge´ne´ralement en e´lasticite´ anisotrope aux tenseurs propres. Les tenseurs propres
et les modules propres sont les vecteurs propres et les valeurs propres du tenseur
d’e´lasticite´ conside´re´ comme tenseur d’ordre deux dans un espace a` 6 dimensions.
Suite a` cette de´composition des champs on obtient une de´composition de l’erreur en
loi de comportement qui permet l’identification directe des modules propres lors de
la minimisation.
La convergence de la me´thode propose´e a e´te´ illustre´e a` l’aide d’un exemple
uni-dimensionnel (traite´ comple`tement analytiquement) d’une sphe`re contenant une
inclusion soumise a` une pression hydro-statique.
Dans le troisie`me chapitre on pre´sente les re´sultats nume´riques des reconstruc-
tions obtenues en minimisant l’erreur en loi de comportement. Il s’agit de proble`mes
bidimensionnels en e´lasticite´ isotrope ou a` syme´trie cubique (composite aluminium-
cuivre), pour lesquels on a reconstruit diffe´rentes distributions des modules e´lastiques
a` partir des mesures simule´es par des calculs directes.
Les re´sultats montrent que la minimisation de l’ELC donne un algorithme raison-
nablement exact et stable pour l’identification des modules e´lastiques. Pour des
inclusions situe´es a` l’inte´rieur du domaine, la reconstruction est une image lisse´e
avec une bonne repre´sentation de la position et de la forme de l’inclusion, meˆme
pour des mesures bruite´es.
En comparant les re´sultats obtenus en e´lasticite´ avec celles de Kohn et McKen-
ney [39] en e´lectricite´ on observe des images de qualite´ comparables, meˆme si les
me´thodes n’ont pas e´te´ parfaitement e´quivalentes. Un point important dans le
proble`me e´lastique est la re´ussite de l’identification dans un cas anisotrope, ainsi
que l’identification d’un mate´riau isotrope avec une erreur en loi de comportement
correspondant a` la syme´trie cubique. Dans le cas e´lectrique, Kohn et McKenney [39]
ont rencontre´ des fortes instabilite´s lors du passage en anisotropie, ce qui e´tait en
apparente contradiction avec la the´orie.
Le proble`me d’identification des contraintes re´siduelles est pose´ dans l’annexe B.
Dans une premie`re partie on pre´sente l’influence des contraintes re´siduelles sur
le comportement e´lastique d’un solide. L’e´quation de comportement a e´te´ de´duite
(voir [28, 53]) apre`s une line´arisation soigne´e des e´quations de l’e´lasticite´ finie 2.
La contrainte re´siduelle devient ainsi une quantite´ constitutive, caracte´risant le
comportement de la meˆme manie`re que les modules e´lastiques ou la densite´. Utili-
sant cette e´quation on peut imaginer une me´thode non destructive pour la mesure
des contraintes re´siduelles. Les difficulte´s d’une telle approche proviennent de la
2Le point de de´part de cette approche remonte aux travaux de Cauchy [20], mais n’a pas e´te´
utilise´ que rarement dans la suite.
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me´trologie de haute pre´cision demande´e.
Dans une deuxie`me partie on a re´solu (avec P.Ballard [4, 5]) un proble`me lie´ a` la
mesure des contraintes re´siduelles par rayons X. La mesure du tenseur de contrainte
re´siduelle par diffraction de rayons X en un point inte´rieur d’un solide ne´cessite
un enle`vement de matie`re. Cet enle`vement de matie`re induit une redistribution des
contraintes de telle sorte que la contrainte mesure´e diffe`re, en ge´ne´ral, de la contrainte
initiale. On s’est inte´resse´ au proble`me de la reconstruction du champ de contrainte
re´siduelle initiale a` partir des contraintes mesure´es en surface apre`s enle`vement de
matie`re. Pour le cas ge´ne´ral, un algorithme nume´rique de reconstruction est pre´sente´.
Dans le cas du massif semi-infini bidimensionnel et tridimensionnel, des formules ex-
plicites ont e´te´ obtenues. Le re´sultat est un gain important par rapport aux solutions
(voir Moore et Evans [55]) utilise´es a` l’heure actuelle dans ce proble`me, bien connu
des expe´rimentateurs qui font des mesures de contraintes re´siduelles par diffraction
des rayons X.
Chapitre 1
Proble`me d’identification
Ce chapitre est consacre´ a` la pre´sentation du proble`me d’identification de la
distribution interne des modules e´lastiques en e´lasto-statique line´aire.
Dans un premier temps on indique ses rapports avec les proble`mes e´lastiques
directs (paragraphe 1.1) et on pre´sente ses liens avec le proble`me d’identification
des conductivite´s e´lectriques (paragraphe 1.2). Dans un second temps on e´tudie les
proprie´te´s de l’application de Dirichlet-Neumann (paragraphe 1.3), on pre´sente les
re´sultats d’existence et de stabilite´ connus pour ce proble`me dans le cas e´lastique
isotrope et on indique une conjecture d’unicite´ pour le cas e´lastique anisotrope (pa-
ragraphe 1.5). Ensuite on e´tudie la de´termination des charges optimales a` appliquer
sur un corps pour identifier une distribution interne des modules e´lastiques donne´s.
1.1 Le proble`me mathe´matique
On conside`re un corps e´lastique qui occupe dans la configuration de re´fe´rence
un domaine re´gulier Ω, de frontie`re ∂Ω. On notera u, ǫ,σ, respectivement les
champs vectoriels des de´placements, les champs tensoriels des de´formations et des
contraintes.
Dans l’hypothe`se des petits de´formations (e´lasticite´ line´aire), et avec un e´tat
initial libre de contrainte les e´quations gouvernant sur Ω sont :
ǫ =
1
2
(∇u+∇Tu), σ = Cǫ, div σ = 0 . (1.1)
Ou` C de´signe le tenseur d’ordre quatre des modules e´lastiques. On va supposer, qu’il
est inhomoge`ne, ce qui veut dire que sa valeur de´pend du point x ∈ Ω :
C = C(x)
Pour l’instant on ne choisit aucune syme´trie mate´rielle particulie`re pour C. On
rappelle que, dans ce qui suit, la syme´trie mate´rielle du tenseur d’e´lasticite´ est
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conc¸ue comme une proprie´te´ de syme´trie locale du tenseur C(x). Par contre, on
suppose que les syme´tries classiques du tenseur C :
Cijkl = Cjikl, Cijkl = Cijlk, Cijkl = Cklij , (1.2)
sont respecte´es. Ceci re´sulte de la syme´trie du tenseur des contraintes, de la syme´trie
du tenseur des de´formations et respectivement de l’existence d’un potentiel e´lastique
[49]. L’existence du potentiel e´lastique implique aussi que le tenseur e´lastique est
de´fini positif. Dans les conditions pre´cise´es, les e´quations (1.1) s’e´crivent sous la
forme d’un syste`me elliptique pour le de´placement u dans le domaine Ω :
div (C∇u) = 0 (1.3)
Le proble`me direct pour ce syste`me est de´fini, si on suppose C connu, et que l’on
rajoute une condition aux limites. On a :
– un proble`me de Dirichlet, si les de´placements sont impose´s sur ∂Ω :
u|∂Ω = ξ,
– un proble`me de Neumann, si les forces sont impose´es sur ∂Ω :
σn|∂Ω = ϕ, avec n normale unitaire exte´rieure a` ∂Ω,
– un proble`me mixte si on impose les de´placements sur une partie de la
frontie`re et les forces sur la partie comple´mentaire.
Il est bien connu (voir [45]) que ces proble`mes classiques ont une solution unique 1
et que la continuite´ de la solution par rapport aux conditions aux limites est assure´.
Si on veut identifier la distribution inte´rieure deC dans Ω on ajoute une nouvelle
inconnue aux proble`mes sans apporter d’information additionnelle. Pour sortir de
cette impasse, il faut faire une hypothe`se supple´mentaire. Par exemple on peut
supposer :
– qu’on connaˆıt simultane´ment sur la frontie`re le de´placement u|∂Ω et la force
impose´e σn|∂Ω pour plusieurs solutions inde´pendantes de (1.3)
– qu’on connaˆıt la de´formation sur une partie de la frontie`re ∂Ω ou sur une ligne
inte´rieure du domaine pour plusieurs solutions inde´pendantes de (1.3)
Dans ce travail on part de la connaissance simultane´e des de´placements et des forces
sur la frontie`re pour reconstruire C(x). Ceci de´finit un proble`me inverse dont les
e´quations et les conditions aux limites, surabondantes, sont les suivantes :
div (C∇u) = 0 u|∂Ω = ξ et σn|∂Ω = ϕ (1.4)
ou` ξ et ϕ sur la frontie`re sont obtenues a` l’aide de mesures.
Le cas ide´al est e´videmment la connaissance parfaite de toutes les paires possibles
(de´placement-force) sur la frontie`re. Ceci e´quivaut a` la connaissance de l’application
de Dirichlet-Neumann (ou de son inverse) :
1Pour le proble`me de Neumann, l’existence est assure´e si les forces exte´rieures sont auto-
e´quilibre´es et l’unicite´ est de´finie a` un de´placement rigide pre`s
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ΛC : u|∂Ω −→ σn|∂Ω
qui associe a` chaque de´placement sur la frontie`re la force impose´e correspondante.
Le proble`me inverse peut eˆtre reformule´ dans le cas ide´al de manie`re suivante :
De´terminer C connaissant ΛC
Dans le cas re´el on aura seulement acce`s a` un nombre fini de de´placements et de
forces mesure´s en un nombre fini de points. On aura donc seulement une projection
de ΛC sur un espace de dimension fini. La formulation exacte de ce proble`me sera
discute´e dans le chapitre suivant ou` on donnera aussi une formulation variationnelle
du proble`me re´el.
1.2 Questions importantes et re´sultats existants
Le proble`me d’identification formule´ dans la section pre´ce´dente est un proble`me
inverse : il s’agit de de´terminer les parame`tres d’une e´quation elliptique du deuxie`me
degre´ a` partir de la connaissance des valeurs des de´placements et des forces sur la
frontie`re.
Un autre proble`me d’identification, mathe´matiquement similaire, a e´te´ l’objet
de beaucoup d’attention ces dernie`res anne´es. Il s’agit de l’identification de la dis-
tribution inte´rieure de la conductivite´ e´lectrique (ou thermique) dans un corps a`
partir des mesures de potentiel et de flux sur la surface du corps. Ce proble`me a
rec¸u plusieurs noms, parmi lesquels tomographie e´lectrique est le plus courant. En
le formulant brie`vement, dans le meˆme esprit que le proble`me e´lastique de la section
pre´ce´dente, il s’agit de :
De´terminer γ connaissant Λγ
ou` γ est la conductivite´ e´lectrique et Λγ l’application DN, qui associe´ a` un potentiel
donne´ sur la frontie`re le flux correspondant. Les applications de ce proble`me inverse
se trouvent dans le domaine de l’e´lectricite´, la tomographie me´dicale, l’identification
des fissures,. . ., autant que dans les domaines qui sont gouverne´s par des e´quations
de meˆme nature : l’identification du coefficient de conductivite´ thermique ou celui
de perme´abilite´ (loi de Darcy). Une riche bibliographie sur le sujet aussi bien du
point de vue mathe´matique que des applications se trouve dans [43, 39, 41, 42, 11].
Dans la suite on va reprendre les questions et les re´sultats existants dans le
cas e´lectrique et on va les utiliser comme guide pour nos recherches dans le cas du
proble`me e´lastique. Une liste de questions possibles sur le proble`me d’identification
e´lectrique est la suivante :
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– Est-ce que Λγ de´termine γ de fac¸on unique ?
Ce re´sultat d’unicite´ a` e´te´ de´montre´ essentiellement pour des conductivite´s
isotropes. Dans un premier temps Calderon [16] a donne´ une technique de ca-
racte´risation des petites perturbations du coefficient de conductivite´ en proje-
tant les mesures sur un espace de solutions du proble`me non perturbe´. Ensuite
Kohn et Vogelius [41] ont montre´ que les mesures sur la frontie`re de´terminent
de fac¸on unique la conductivite´ et ses de´rive´es au voisinage de la frontie`re.
Un corollaire imme´diat est l’unicite´ (par prolongation analytique) pour des
conductivite´s analytiques. Dans un deuxie`me temps, ils de´montrent que cela
est aussi vrai pour des conductivite´s analytiques par morceaux [42]. D’autres
travaux, prolongent ces re´sultats pour des proble`mes dans des espace de di-
mension n ≥ 3 [1], pour des conductivite´s contenant des inclusions [26], ou`
pour des conductivite´s de classe C∞ [69].
Une classe spe´ciale des travaux a e´te´ consacre´e a` la de´tection de fissures par
le meˆme type de mesures [9, 63]. Bryan et Vogelius ont montre´ que dans un
domaine plan n fissures sont comple`tement de´termine´es par n + 1 mesures
correspondant a` des flux spe´cifiques.
Pour des conductivite´s anisotropes Tartar a construit deux conductivite´s,
diffe´rent par un diffe´omorphisme du domaine, et ayant les meˆmes mesures
potentiel-flux a` la frontie`re. Cet exemple est expose´ dans [43]. La conjecture
naturelle d’unicite´ est que ces diffe´omorphismes sont les seules restrictions, a`
l’unicite´. Des de´monstrations partielles de cette conjecture sont expose´es dans
[70, 69].
– Si oui, est-ce que la de´pendance est continue ?
Comme la question d’unicite´ a eu une re´ponse affirmative on peut poser la
question de stabilite´, donc la question de continuite´ de l’application Λγ −→ γ.
Un premier re´sultat , duˆ a` Alessandrini [1], montre que la continuite´ existe,
mais dans des normes faibles qui ne la rendent pas inte´ressante pour les appli-
cations pratiques. D’autres travaux [26, 24, 39] confirment ce re´sultat autant
de point de vue the´orique que nume´rique.
Une conse´quence de la faible continuite´ de l’application Λγ −→ γ est le fait
que le proble`me d’identification est un proble`me mal pose´, dans le sens ou` une
faible perturbation des donne´es, les mesures de Λγ , peut provoquer une grande
perturbation de la solution γ. Ce phe´nome`ne est bien connu pour une grande
partie des proble`mes inverses.
– Comment peut-on caracte´riser Λγ ?
Quand on dit ”caracte´risation”, on essaie de relier l’application de Dirichlet-
Neumann avec des objets plus connus ou si possible plus explicites. La plus
importante proprie´te´ pour l’application Dirichlet-Neumann, issue du principe
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des puissances virtuelles, est son e´quivalence avec l’application e´nergie. Cette
relation est a` la base de la me´thode de Calderon [16] et donc des re´sultats
d’unicite´ [41, 42, 26].
Du point de vue pratique, les relation de l’application de Dirichlet-Neumann
avec les fonctions de Green du domaine semblent plus naturelles. Le proble`me
est qu’on ne connaˆıt pas de fonctions de Green explicites pour des domaines fi-
nis, et donc les relations sont seulement implicites. Utilisant une repre´sentation
de la fonction de Green, comme se´rie des fre´quences et modes propres de vi-
bration d’un proble`me a` valeurs propres associe´es, Isaakson et al. [33, 34, 35]
ont donne´ une telle caracte´risation de l’application Dirichlet-Neumann.
– Est qu’il existe des algorithmes nume´riques effectifs pour la reconstruction de
γ ?
On va grouper les me´thodes pratiques de reconstruction dans trois cate´gories
en fonction du proble`me : proble`me line´arise´, ou proble`me non line´aire, une
cate´gorie a` part e´tant forme´e par l’identification des fissures. Tous les travaux
proposent des me´thodes de reconstruction pour des conductivite´s isotropes.
Pour le proble`me line´arise´ on peut citer :
– une me´thode de re´tro-projection (backprojection) due a` Santosa et Vogelius
[64]
– une me´thode re´duisant le proble`me a` un proble`me de moments en
de´veloppant la solution sur une base sinusoidale [2] (ce travail pose aussi la
question de la stabilite´ de la solution)
– des me´thodes de minimisation directes des distances au sens des moindres
carre´es (par exemples des mesures de potentiels pour un flux donne´). Parmi
les travaux, on peut citer Dobson [25] qui a de´montre´ la convergence d’une
me´thode de ce type mais sans examiner la fiabilite´ de la reconstruction et
Lin et Jones [50] qui ont fait des expe´riences pratiques et nume´riques en
minimisant la distance entre les potentiels mesure´s et calcule´s.
Pour le proble`me non line´aire on a :
– des me´thodes utilisant la minimisation d’une fonctionnelle : l’erreur en loi de
comportement. Ici on peut citer les travaux the´oriques de Kohn et Vogelius
[43], ainsi que les travaux contenant des applications nume´riques dues a`
Kohn et al. [39, 40]
– une e´tude the´orique proposant la minimisation directe d’une distance au
sens des moindres carre´es en utilisant la me´thode de l’e´tat adjoint [11]
Pour l’identification des fissures des techniques spe´ciales ont e´te´ de´veloppe´es
par Vogelius et al. [9, 63]. Elles reposent essentiellement sur la de´rivation
d’une distance entre les flux mesure´s et calcule´s par rapport aux parame`tres
ge´ome´triques de la fissure. Un aspect inte´ressant de ce travail est le calcul du
flux optimal pour identifier une fissure donne´e qui permet de re´pondre a` la
question suivante.
Questions importantes et re´sultats existants 14
En e´tudiant le proble`me d’identification des fissures par des mesures ther-
miques Andrieux et Ben Abda [3] ont continue´ les travaux pre´ce´dents et
ont de´fini un proce´de´ d’identification du plan des fissures dans des proble`mes
tridimensionnels [3].
– Quelle sont les meilleures mesures pour distinguer deux distributions γ1 et γ2 ?
On a remarque´ pre´ce´demment que cette question a de´ja` e´te´ pose´e pour l’iden-
tification d’une famille finie de fissures [9, 63]. Une re´ponse ge´ne´rale a` cette
question a e´te´ formule´e par Isaakson et al. [33, 34, 35]. Leurs travaux ont
montre´ que les meilleurs chargements pour distinguer entre distributions sont
les fonctions propres associe´es a` un ope´rateur pseudo-diffe´rentiel. L’ope´rateur
e´tant exactement la diffe´rence des applications Dirichlet-Neumann inverses des
deux distributions, Λ−1γ1 − Λ−1γ2 .
Dans ce travail nous sommes guide´s par les questions pose´es et les re´sultats
de´montre´s dans le cas du proble`me e´lectrique. On va reprendre maintenant les meˆmes
questions en indiquant les travaux existants pour le proble`me e´lastique, en indiquant
a` chaque moment quelles sont les re´sultats connus et les contributions apporte´es dans
ce travail.
– Est-ce que ΛC de´termine C de fac¸on unique ?
Les seuls re´sultats d’unicite´ connus en e´lasticite´ , a` notre connaissance,
concernent le cas isotrope, ou` l’identification porte sur les modules de Lame´.
Ikehata a de´montre´ [31],en utilisant la technique de Calderon [16], que les
mesures sur la frontie`re de´terminent comple`tement les perturbations des mo-
du-les e´lastiques, ce qui e´quivaut a` l’unicite´ du proble`me line´arise´. Un re´sultat
similaire a e´te´ obtenu par Nakamura et Uhlmann [58].
L’unicite´ du proble`me line´arise´ dans le cas des plaques Love-Kirchhoff vient
d’eˆtre de´montre´e par Ikehata [32].
Dans le cas de l’e´lasticite´ anisotrope, on a construit a` partir de l’exemple
de Tartar [43], deux distributions des modules e´lastiques, relie´es par
un diffe´omorphisme, donnant les meˆmes mesures force-de´placement sur
la frontie`re (section 1.5). La conjecture naturelle d’unicite´ est que ces
diffe´omorphismes sont les seules restrictions a` l’unicite´. Utilisant l’informa-
tion obtenue par la me´thode nume´rique propose´e dans ce travail on a formule´
une conjecture d’unicite´ plus forte (section 1.5) qui affirme que seulement une
partie des modules e´lastiques (les modules propres) peut eˆtre de´termine´ par
des mesures en surface.
– Si oui, est-ce que la de´pendance est continue ?
Le caracte`re faible de la continuite´, qui e´quivaut au fait que le proble`me est
mal pose´ a seulement e´te´ mis en e´vidence en formulant le proble`me d’identifi-
cation comme e´quation de Fredholm de premie`re espe`ce et par des exemples
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nume´riques dans un travail re´alise´ avec Bonnet [12] (section 1.6).
– Comment peut-on caracte´riser ΛC ?
Dans le cas e´lastique on peut relier l’application DN, comme dans le cas
e´lectrique [41, 42, 33], avec la fonctionnelle e´nergie et avec les fonctions de
Green. Les relations correspondantes sont explicites dans les sections suivantes
de ce chapitre.
– Est qu’il existe des algorithmes nume´riques effectifs pour la reconstruction de
C ?
A notre connaissance deux approches ont e´te´ propose´es pour la reconstruction
nume´rique de la distribution des modules e´lastiques a` partir des mesures sur
la frontie`re.
– Une me´thode minimisant l’erreur en loi de comportement, ge´ne´ralisant l’ap-
proche utilise´e en e´lectricite´ (cas des conductivite´s isotropes) de Kohn et Vo-
gelius [43, 39] en e´lasticite´ isotrope [18] et anisotrope [19]. Cette me´thode
est pre´sente´e dans le chapitre 2 et les re´sultats nume´riques des reconstruc-
tions pour les cas isotrope et a` syme´trie cubique sont pre´sente´es dans le
chapitre 3.
– Un sche´ma de reconstruction propose´ re´cemment par Kubo et al. [44], qui
de´termine la distribution des modules e´lastiques a` partir d’une estimation
de la matrice de rigidite´.
– Quelle sont les meilleures mesures pour distinguer entre deux distributions
C1 et C2 ?
Une premie`re approche essayant de donner une re´ponse a cette question est
pre´sente´e dans le paragraphe 1.7. En restant dans l’esprit des travaux effectue´s
dans le cas e´lectrique [33, 34, 35] on a montre´ que les meilleurs charge-
ments pour distinguer deux distributions sont les fonctions propres associe´es a`
l’ope´rateur pseudo-diffe´rentiel Λ−1
C1
−Λ−1
C2
, comme dans le proble`me e´lectrique.
1.3 Caracte´risations de l’application DN
Examinons maintenant quelques relations entre les champs de de´placements et
de forces sur la frontie`re et les champs de´finis a` l’inte´rieur du domaine. Les relations
sont obtenues en appliquant le the´ore`me de l’e´nergie, ou le principe des puissances
virtuelles selon les cas.
On de´finit la fonctionnelle d’e´nergie d’un corps e´lastique Ω de tenseur e´lastique
C comme l’application qui fournit pour chaque champ de de´placements u sur Ω
Caracte´risations de l’application DN 16
l’e´nergie de de´formation correspondante :
QC(u) =
1
2
∫
Ω
∇uC∇u dx
A l’aide du the´ore`me de l’ e´nergie on va montrer dans ce qui suit, que la connaissance
de la fonctionnelle de l’e´nergie est e´quivalente a` la connaissance de l’application
Dirichlet-Neumann (paragraphe 1.3.1).
Puis, en utilisant le meˆme the´ore`me on va discuter des proprie´te´s de monotonie
des applications C→ QC et C→ ΛC (paragraphe 1.3.3).
1.3.1 Les applications Energie et DN
On va commencer par montrer que la connaissance de l’application de Dirichlet-
Neumann ΛC implique la connaissance de l’application e´nergie. Supposons qu’on
veut de´terminer l’e´nergie de de´formation QC(u) correspondant au champ des
de´placements u, celle-ci s’e´crit :
QC(u) =
1
2
∫
Ω
∇uC∇u dx .
Le membre droite de cette expression et facile a` exprimer a` partir des valeurs sur la
frontie`re en utilisant le Principe des puissances virtuelles :
1
2
∫
Ω
∇uC∇u dx = 1
2
∫
∂Ω
uσ(u)n ds .
Ou` σ(u) = C ǫ(u) est la contrainte correspondant au champ des de´placements u.
La force sur la frontie`re est σ(u)n = ΛC(u), donc :
QC(u) =
1
2
∫
∂Ω
uΛC(u) ds (1.5)
La de´monstration re´ciproque, quand on veut exprimer l’application de Dirichlet-
Neumann en partant de l’application e´nergie, parait plus difficile car il faut exprimer
”la connaissance de ΛC” explicitement. On va supposer que ΛC est connue quand
on connaˆıt les valeurs de : ∫
∂Ω
vΛC(u) ds (1.6)
pour tous les champs de de´placement u et v. Ceci repre´sente en effet une
de´composition de ΛC sur une base de fonctions sur ∂Ω. On part donc de l’expres-
sion (1.6) avec deux champs de de´placements u et v et on transforme l’inte´grale de
surface en une inte´grale de volume a` l’aide du principe des puissances virtuelles :∫
∂Ω
vΛC(u) ds =
∫
Ω
∇vC∇u dx . (1.7)
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Pour faire intervenir dans la partie droite de cette expression l’application QC, on
utilise l’identite´ de polarisation qui s’exprime de manie`re suivante :
4
∫
Ω
∇vC∇udx =
∫
Ω
(∇u+∇v)C (∇u+∇v) dx
−
∫
Ω
(∇u−∇v)C (∇u−∇v) dx
En regroupant les relations on obtient :
4
∫
∂Ω
vΛC(u) ds = QC(u+ v)−QC(u− v) (1.8)
1.3.2 Formules de re´ciprocite´
On va reprendre maintenant les relations obtenues dans le paragraphe pre´ce´dent
en conside´rant C = C0 + δC, avec C0 une partie suppose´e connue et δC une per-
turbation qui reste a` identifier.
En utilisant la partition mentionne´e avant on de´compose le proble`me physique
(perturbe´) :
div ((C0 + δC)∇u) = 0 (1.9)
en un proble`me non perturbe´ associe´ :
div (C0∇u0) = 0 (1.10)
et un proble`me relatif a` la perturbation δu de la solution :
div (C0∇δu) = −div (δC∇u)
δu|∂Ω = 0 (1.11)
ou` la solution du proble`me physique s’e´crit e´videmment :
u = u0 + δu
Dans le meˆme esprit on peut de´velopper les applications C −→ QC et C −→ ΛC,
au premier ordre au point C = C0 + δC. Le de´veloppement pour ΛC est :
ΛC = ΛC0+δC = ΛC0 + dΛC0[δC]
ou` dΛC est la diffe´rentielle de Fre´chet de ΛC calcule´e au point C. Pour l’application
QC on obtient une formule similaire :
QC = QC0+δC
= QC0 + dQC0 [δC] = QC0 +QδC
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ou dQC est la diffe´rentielle de Fre´chet de QC calcule´e au point C avec : dQC0[δC] =
QδC, assure´e par la line´arite´ de l’application C −→ QC.
En conside´rant seulement les termes du premier ordre dans le de´veloppement de
(1.5) on obtient pour QδC(u0) l’expression suivante :
1
2
∫
Ω
∇u0 δC∇u0 dx = 1
2
∫
∂Ω
u0 dΛC0[δC](u0) ds (1.12)
L’importance de cette formule vient du fait qu’elle relie l’inconnue δC avec des
valeurs mesurables a` la frontie`re (u0,dΛC0[δC](u0)) par l’interme´diaire de u0 qui
est la solution du proble`me non perturbe´ et alors aussi connue. En utilisant la formule
de polarisation on obtient le principe des puissances virtuelles applique´ a` la relation
pre´ce´dente sous la forme suivante :∫
Ω
∇u0 δC∇v0 dx =
∫
∂Ω
u0 ΛC0 [δC](v0) ds (1.13)
Une autre manie`re d’obtenir cette formule est d’appliquer la formule de re´ciprocite´
de Maxwell-Betti au champ des de´placements u solution du proble`me perturbe´ et
au champ v0 solution du proble`me non perturbe´ :∫
Ω
[∇u (C0 + δC)∇v0 dx−∇v0C0∇u] dx =
= −
∫
∂Ω
[uΛC0(v0) ds − v0ΛC(u)] ds (1.14)
ou plus simplement :∫
Ω
∇u δC∇v0 dx = −
∫
∂Ω
[uΛC0(v0) ds − v0 ΛC(u)] ds (1.15)
Si on garde seulement les termes au premier ordre et qu’on de´compose u = u0 +
δu on obtient de nouveau (1.13). Le passage est trivial quand on tient compte du
de´veloppement de ΛC et de la syme´trie :∫
∂Ω
u0ΛC0(v0) ds =
∫
∂Ω
v0ΛC0(u0) ds
Les e´quations (1.13) et (1.15) sont connues comme relations de re´ciprocite´. Il est
e´vident que (1.13) est la line´arisation de (1.15). Elles sont importantes car elles
relient des variables observables : les de´placements et forces sur la frontie`re, aux
variables inconnues : la perturbation des modules e´lastiques.
L’inte´reˆt des e´quations (1.13) et (1.15) ne se limite pas toutefois au constat
ci-dessus : des e´quations de re´ciprocite´, obtenues suivant le meˆme principe mais
dans d’autres contextes, ont e´te´ applique´es avec succe`s (identification de facteurs
d’intensite´ de contraintes dynamiques [14], identification de fissures par mesures
e´lectrostatiques [3]). La de´marche du dernier travail cite´ est d’ailleurs susceptible
d’extensions a` des proble`mes d’identification de fissures en e´lasticite´ (voir A.3).
Une application directe de ces e´quations est la de´monstration de l’unicite´ de la
solution du proble`me d’identification [31, 58].
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1.3.3 Proprie´te´s de monotonie
C’est un fait bien connu que des corps ”plus durs” se de´forment moins quand ils
sont charge´s avec le meˆme syste`me des forces. Compte tenu de ce qu’on a vu aupa-
ravant cette proprie´te´ se traduit par la de´croissance de C −→ QC et la croissance
de C −→ ΛC.
On va examiner ces re´sultats suivant l’approche pre´sente´e par Bui [13] en
e´lasticite´ et celle d’Isaakson [33] pour le proble`me e´lectrique e´quivalent.
Pour de´finir une relation d’ordre entre les tenseurs d’e´lasticite´, les applications
QC et ΛC, on de´finit :
– C ≤ L si et seulement si ǫCǫ ≤ ǫLǫ pour tout champ de de´formations ǫ donne´
sur Ω,
– ΛC ≤ ΛL si
∫
∂Ω
ξΛC(ξ) ds ≤
∫
∂Ω
ξΛL(ξ) ds pour tout champ de de´placements
ξ donne´ sur ∂Ω,
– QC ≤ QL si
∫
∂Ω
∇uC∇u ds ≤
∫
∂Ω
∇uL∇u ds pour tout champ de
de´placements u donne´ sur Ω.
Les proprie´te´s de monotonie s’expriment alors mathe´matiquement sous la forme :
C ≤ L⇔ ΛC ≥ ΛL (1.16)
et :
C ≤ L⇔ QC ≤ QL (1.17)
La croissance de l’application e´nergie est e´vidente compte tenu de l’expression de
QC comme forme quadratique des de´formations.
On va montrer maintenant la de´croissance de l’application : C −→ ΛC.
Dans la suite on va utiliser l’e´nergie potentielle, qu’on de´finit par la relation :
PC(u) =
1
2
∫
Ω
∇uC∇udx−
∫
∂Ω
uΛC(u) ds (1.18)
Si u est solution de l’e´quation d’e´lasticite´ :
div (C∇u) = 0 (1.19)
et v est un de´placement virtuel, nul sur la frontie`re, alors suite au the´ore`me de
l’e´nergie et au principe des puissances virtuelles on a :
PC(u+ v) = PC(u) +
1
2
∫
Ω
∇vC∇v dx
≥ PC(u) (1.20)
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Fig. 1.1 – Mesures d’enfoncement d’un poinc¸on cylindrique sur l’arreˆte d’une plaque
d’e´poxy
Soit ξ un champ de de´placements donne´ sur ∂Ω, et uC et uL les solutions des
proble`mes suivants :
div (C∇uC) = 0
uC|∂Ω = ξ (1.21)
et :
div (L∇uL) = 0
uL|∂Ω = ξ (1.22)
Compte tenu de la croissance de l’application C −→ QC et de l’hypothe`se initiale
C ≤ L on obtient d’un part pour tout champ v :
PC(v) ≥ PL(v) (1.23)
et d’autre part, suite a` l’ine´galite´ (1.20), on a :
PL(v) ≥ PL(uL) (1.24)
En prenant v = uC dans les deux ine´galite´s pre´ce´dentes on obtient :
PC(uC) ≥ PL(uL) (1.25)
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Fig. 1.2 – Forme de la plaque d’e´poxy
Puis en utilisant maintenant les the´ore`mes de l’e´nergie pour ces deux proble`mes :∫
∂Ω
ξΛC(ξ) ds +
∫
Ω
∇uCC∇uC dx =
=
∫
∂Ω
ξΛL(ξ) ds +
∫
Ω
∇uL L∇uL dx (1.26)
on obtient l’ine´galite´ souhaite´e :
−1
2
∫
∂Ω
ξΛC(ξ) ds ≤ −1
2
∫
∂Ω
ξΛL(ξ) ds (1.27)
qui implique apre`s un changement de signe la de´croissance de l’application C −→
ΛC.
Mis a` part l’inte´reˆt the´orique de la proposition de´montre´e, elle pourrait eˆtre
utilise´e pour de´terminer parame´triquement la localisation d’une inclusion ainsi que
sa durete´ par rapport a` la matrice. Dans la suite on pre´sente brie`vement quelques
mesures effectue´es sur une plaque d’e´poxy, ou les diffe´rences entre les e´nergies de
de´formation sont traduites par des de´placements diffe´rents pour un meˆme charge-
ment applique´ a` des endroits diffe´rents.
Des mesures d’enfoncement d’un poinc¸on cylindrique effectue´es a` charge cons-
tante en diffe´rents points de l’arreˆte supe´rieure d’une plaque d’e´poxy (voir fig. 1.2)
sont pre´sente´es sur la figure 1.1. On remarque d’une part l’influence du trou, qui
conduit pour une meˆme force applique´e a` des de´placements diffe´rents, et d’autre part
l’influence du bord, qui conduit aussi a` une augmentation du de´placement mesure´.
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1.4 Application de DN et vibrations libres
Dans les sections pre´ce´dentes on a conside´re´ diffe´rentes relations inte´grales four-
nissant des informations sur les champs inte´rieurs par le biais d’informations ob-
tenues sur la frontie`re du corps. Ces relations caracte´risent l’application DN d’une
manie`re globale sans nous fournir une repre´sentation directe. Utilisant les fonctions
de Green pour un domaine borne´ (voir annexe A.2, [45]) on peut donner une formule
inte´grale qui repre´sente le de´placement sur cette frontie`re par une convolution entre
une fonction de Green et la force correspondante sur la frontie`re. Dans la suite on va
s’inte´resser a` cette relation, qui correspond en effet a` une repre´sentation de l’inverse
de l’application DN, et qui relie le proble`me d’identification conside´re´ au proble`me
spectral inverse, pour des corps a` densite´ de masse homoge`ne.
On va d’abord se poser la question de l’existence de l’inverse de l’application
DN, car deux de´placements diffe´rents par un mouvement rigide de´forment le corps
de telle sorte que la distribution des forces a` la frontie`re reste la meˆme.
Il est alors ne´cessaire de de´terminer l’inverse de la restriction de l’application
DN, note´ par abus de langage Λ−1
C
. Pour ϕ un champs des forces sur ∂Ω, on de´finit
Λ−1
C
(ϕ) = ξ = u|∂Ω (1.28)
ou` u est l’unique champs des de´placements solution du proble`me aux limites suivant :
Lx[u] = 0 (1.29)
σ(u)n|∂Ω = ϕ (1.30)
ve´rifiant les conditions :∫
Ω
u(x)wk(x) dx = 0 k = 1, 6 (1.31)
ou` Lx[·] = − div (C ·) est l’ope´rateur de Lame´ et (wk)6k=1 est une base orthonorme´e
dans le sous-espace des de´placements rigides. Si le corps est a` densite´ de masse
homoge`ne on peut conside´rer que ces de´placements sont les 6 premiers e´le´ments de
la base des modes propres de vibrations (wk)∞k=0 (voir annexe A.2). On rappelle
qu’ils correspondent a` la premie`re fre´quence propre ω0 = 0.
Il est e´vident que :
ΛC(ξ) = ϕ (1.32)
D’autre part avec la de´finition de Λ−1
C
on peut re´e´crire la relation (A.18) sous la
forme suivante :
ξ = Λ−1
C
(ϕ) =
∫
∂Ω
G(x,y)ϕ(x) dx (1.33)
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avec G la solution fondamentale de Green pour le domaine borne´ du tenseur
d’e´lasticite´ C.
Utilisant cette relation on va conside´rer le spectre de l’ope´rateur Λ−1
C
. On note
par ϕm les fonctions propres et par λm les valeurs propres de l’application Λ
−1
C
,
de´fini par :
Λ−1
C
[ϕm] = λmϕm (1.34)
La de´finition de la fonction de Green utilisant les modes propres permet l’e´criture
des relations suivantes entre les valeurs propres de l’application DN et les fre´quences
propres :
λkϕm(y) = Λ
−1
C
[ϕm](y)
=
∞∑
k=7
1
ωk
[∫
∂Ω
wk(x)⊗ϕm(x) dx
]
wk(y) (1.35)
On a mis ainsi en e´vidence une relation entre entre les modes propres des vibrations
du corps et l’application Λ−1
C
. Si on de´finit le proble`me spectrale inverse comme :
De´terminer C connaissant le spectre SC = (ω
k,wk)∞k=0
les relations pre´ce´dentes permettent de de´duire que :
Λ−1
C1
6= Λ−1
C1
⇒ SC1 6= SC1 (1.36)
Ceci signifie que les re´sultats d’unicite´ de la solution du proble`me d’identification
e´lasto-statique sont aussi des re´sultats d’unicite´ du proble`me spectral inverse si
on conside`re le corps a` densite´ de masse constante. On remarque que dans le cas
plus ge´ne´ral des corps a` densite´ de masse inhomoge`ne, le proble`me spectral in-
verse se propose de de´termine aussi la densite´ de masse. Ce proble`me est discute´
dans [8, 48]. Dans ce cas le re´sultat pre´cedent donne seulement une relation entre le
proble`me d’identification e´lasto-statique et le proble`me spectral inverse correspon-
dant a` l’ope´rateur de Lame´.
1.5 Re´sultats d’unicite´ et de stabilite´
1.5.1 Perte d’unicite´ dans l’e´lasticite´ anisotrope
Dans ce paragraphe on montre que le proble`me d’identification pose´
pre´ce´demment n’admet pas une solution unique dans le cas ge´ne´ral de l’e´lasticite´
anisotrope.
On va construire deux tenseurs d’e´lasticite´ C et L de´finis en Ω, avec les proprie´te´s
suivantes :
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C L
Fig. 1.3 – Le diffe´omorphisme Ψ et les deux corps ΩC et ΩL
– les tenseurs sont diffe´rents dans les points inte´rieurs :
C(x) 6= L(x)
– les applications de DN sont e´gales :
ΛC = ΛL
Ceci signifie que pour chaque chargement donne´, on va mesurer le meˆme champ de
de´placements a` la frontie`re des deux corps, qui ont des tenseurs d’e´lasticite´ diffe´rents.
Prenons deux tenseurs d’e´lasticite´ C et L, et un diffe´omorphisme Ψ : Ω −→ Ω et
e´gal a` l’identite´ sur la frontie`re (Ψ(x) = x,x ∈ ∂Ω), relie´es par la relation suivante :
Lijkl(Ψ(x)) = |det∇Ψ|−1
∑
n,m
Cinkm(x)Ψn,j(x)Ψm,l(x) (1.37)
La formule pre´ce´dente ressemble a` un changement des variables, mais on remarque
que les valeurs des deux tenseurs C et L sont re´ellement de´place´es, ce qui fait que
les deux corps vont eˆtre diffe´rents.
Avant de passer effectivement a` la de´monstration du re´sultat regardons de plus
pre`s la question de l’existence de champs relie´es par (1.37). La fac¸on la plus simple
d’obtenir de tels champs est de construire L utilisant (1.37) a` partir d’un tenseur
d’e´lasticite´ C et un diffe´omorphisme Ψ. Si on proce`de de cette manie`re on remarque
que le tenseur L ne respecte ge´ne´ralement pas toutes les syme´tries impose´es a` un
tenseur d’e´lasticite´. On a e´videment :
Lijkl = Lklij
mais ge´ne´ralement les e´galite´s :
Lijkl = Ljikl = Lijlk (1.38)
ne sont pas ve´rifie´es.
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Pour un Ψ fixe´ on va construire un C, tel que les relations (1.38) sont ve´rifie´es.
Ceci est possible, car en utilisant la relation (1.37), on transforme les conditions
(1.38) en syste`me line´aire pour les modules Cijkl du tenseur C :∑
n,m
CinkmΨn,jΨm,l −
∑
n,m
CjnkmΨn,iΨm,l = 0 (1.39)
D’un part si on compte les e´quations inde´pendantes pour toutes les valeurs des
indices on de´couvre que le syste`me a 15 e´quations. D’autre part on sait que le
nombre maximal de modules Cijkl pour un corps anisotrope est 21. On a donc un
syste`me line´aire homoge`ne a` 24 e´quations et 21 inconnues, qui admet toujours une
solution. En conse´quence utilisant le C solution du syste`me pour un Ψ donne´ on
obtient un tenseur d’e´lasticite´ L avec les proprie´te´s de´sire´es. Avec ces champs on
peut revenir a` la de´monstration.
Ecrivons la formule de changement de variable correspondant au diffe´omorphisme
Ψ, y = Ψ(x), pour deux champs de de´placements u et v sur Ω en utilisant la relation
(1.37) :∫
Ω
(∇xu)C(x) (∇xv) dx =
∫
Ψ(Ω)
(∇y(u ◦Ψ−1))L(y) (∇y(v ◦Ψ−1)) dy (1.40)
Avec les notations : σC(u) = C(x)∇xu, et σL(u) = L(x)∇xu, on peut e´crire la
dernie`re relation apre`s une inte´gration par parties sous la forme suivante :∫
Ω
v divx σC(u) dx−
∫
∂Ω
v σC(u)n ds =
=
∫
Ω
(v ◦Ψ−1) divy σL(u ◦Ψ−1) dy −
∫
∂Ω
(v ◦Ψ−1)σL(u ◦Ψ−1)n ds
Utilisant le fait que Ψ est l’identite´ sur la frontie`re et en prenant u solution d’un
proble`me e´lastique avec tenseur d’e´lasticite´ C et v un de´placement virtuel la relation
pre´ce´dente devient : ∫
Ω
(v ◦Ψ−1) divyσL(u ◦Ψ−1) dx = 0
Alors, u◦Ψ−1 est solution d’un proble`me e´lastique avec tenseur d’e´lasticite´ L, parce
que v ◦ Ψ−1 reste un de´placement virtuel pour tout de´placement virtuel v et tout
diffe´omorphisme Ψ. En conse´quence on a obtenu une bijection entre les solutions
des proble`mes e´lastiques correspondantes a` C et L. Plus que c¸a, les solution corres-
pondantes vont avoir, conforme´ment a` l’e´quation de changement de variables (1.40)
la meˆme e´nergie de de´formation :
QC(u) = QL(u ◦Ψ−1)
ou` u est une solution d’un proble`me ayant comme tenseur d’e´lasticite´ C.
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Ensuite par le biais de l’e´quivalence de la connaissance de l’application e´nergie
et celle de l’application DN on obtient aussi :
ΛC = ΛL
En conclusion les deux corps de tenseurs d’e´lasticite´ diffe´rents vont fournir les meˆmes
mesures sur leurs frontie`res.
Dans ce qui a pre´ce´de´ on a suivi les ide´es de Kohn et Vogelius [43], qui ont
construit un exemple similaire pour l’identification des coefficients de conducti-
vite´ en e´lectricite´. La diffe´rence essentielle e´tant que dans le cas e´lectrique on a
moins de syme´tries pour les conductivite´s. La conse´quence est que pour chaque
diffe´omorphisme et chaque conductivite´ donne´e on trouve la deuxie`me conductivite´,
diffe´rente de la premie`re, qui donne la meˆme re´ponse sur la frontie`re. On vient de
voir que ceci n’est pas valable pour l’e´lasticite´.
1.5.2 Discussion des re´sultats d’unicite´
L’exemple de la section pre´ce´dente montre que l’application DN ou ΛC, ne
de´termine pas uniquement les tenseurs d’e´lasticite´ C. Il existe une classe de ten-
seurs e´lastiques, diffe´rent par un diffe´omorphisme, qui ge´ne`rent la meˆme application
DN. La conjecture naturelle est que ceci est la seule obstruction pour l’unicite´.
Un re´sultat de ce type a e´te´ obtenue dans le proble`me d’identification e´lectrique
par Sun et Uhlmann [69], mais pas encore pour le proble`me e´lastique.
Pour le proble`me d’identification e´lastique on connaˆıt actuellement deux re´sultats
d’unicite´, les deux e´tant obtenus dans le cas particulier de l’e´lasticite´ isotrope.
Le premier re´sultat, due a` Ikehata [31], montre que :
dΛC0 [δC1] = dΛC0[δC2] =⇒ δC1 = δC2 (1.41)
pour C0 un tenseur e´lastique isotrope constant a` l’inte´rieur du corps, et δC1 et δC2
deux perturbations isotropes de ce tenseur. Ce re´sultat ne donne pas l’unicite´ com-
plet mais assure que les perturbations δC du tenseur C e´lastique sont uniquement
de´termine´es par l’approximation au premier ordre de ΛC+δC au point C.
Le deuxie`me re´sultat, due a` Sun et Uhlmann [69], montre pour l’e´lasticite´ iso-
trope bidimensionnelle que :
ΛC0+δC1 = ΛC0+δC2 =⇒ δC1 = δC2 (1.42)
avec les notations utilise´es pre´ce´demment.
On va e´noncer brie`vement le re´sultat exact de Ikehata. Ainsi on arrivera a`
une meilleure compre´hension de la technique utilise´e dans les de´monstrations des
re´sultats d’unicite´.
On se situe dans le cas isotrope, le tenseur d’e´lasticite´ C est repre´sente´ par les
modules de Lame´ C = (λ, µ). On conside`re (λ0, µ0) constants a` l’inte´rieur du corps
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et (δλ, δµ) deux perturbations variables a` l’inte´rieur du corps. Ikehata de´montre que
l’application DN est diffe´rentiable deux fois dans le sens de Fre´chet et calcule les
de´rive´es pour deux familles des solutions. A partir des deux vecteurs m,m⊥ ∈ R3,
satisfaisant :
m ·m⊥ = 0 et |m| = |m⊥|
on de´finit :
p1 =
m+
√−1m⊥
2
et p2 = −p1 (1.43)
Avec ces notations, on a une premie`re famille des champs de de´placements solu-
tions du proble`me non perturbe´ :
ui = ∇(exp(−x ·m)) i = 1, 2 (1.44)
En conside´rant les valeurs de ces champs sur la frontie`re, ξi = vi|∂Ω on obtient :∫
∂Ω
ξ1 dΛ(λ0,µ0)[(δλ, δµ)](ξ2) ds =
|m|4
4
∫
Ω
2 δµ exp(−√−1x ·m) dx (1.45)
La deuxie`me famille des solutions est obtenue pour i, j = 1, 2 par la formule :
uij = (λ0 + 2µ0)△ gij − (λ0 + µ0)∇(divgij) (1.46)
ou gij est la fonction biharmonique :
gij = −1
2
|p|−2(x · pi)pj (1.47)
On conside´rant les valeurs des derniers de´placements sur la frontie`re : ξ3 = u12|∂Ω
et ξ4 = u21|∂Ω on a :∫
∂Ω
ξ3Λ(λ0,µ0)[(δλ, δµ)](ξ4) ds = µ
2
0
|m|4
4
∫
Ω
2 δλ exp(−√−1x ·m) dx
+µ20
|m|4
4
∫
Ω
2 δµ exp(−√−1x ·m) dx
+(λ0 + µ0)
2 |m|4
8
pT1 p2
∫
Ω
2xTx δλ exp(−√−1x ·m) dx (1.48)
Pour m ∈ R3, les inte´grales des formules (1.45) (1.48) donnent la transforme´e de
Fourier spatiale des modules e´lastiques inconnus a` partir des valeurs connues sur la
frontie`re.
Si pour chaque m ∈ R3 :∫
∂Ω
ξ1 dΛ(λ0,µ0)[(δλ, δµ)](ξ2) ds = 0∫
∂Ω
ξ3 dΛ(λ0,µ0)[(δλ, δµ)](ξ4) ds = 0 (1.49)
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on obtient e´videment :
δλ = 0 et δµ = 0 (1.50)
ce qui assure que dans le cas de l’e´lasticite´ isotrope les perturbations des mesures
au premier ordre dΛC[δC] de´terminent les perturbations du tenseur e´lastique δC.
Les formules (1.45) et (1.48) permettent d’obtenir les perturbations du tenseur
e´lasticite´ par transformation de Fourier inverse directement des perturbations des
mesures. Toutefois, il est e´galement bien connu [71] qu’en raison du caracte`re borne´
du domaine Ω, cette inversion est nume´riquement instable et est en particulier tre`s
sensible aux effets d’e´chantillonnage et de troncature.
Le re´sultat d’unicite´ de Nakamura et Uhlmann [58] est base´e sur une technique
similaire. Ils utilisent des solutions non perturbe´es dans la formule de re´ciprocite´
pour construire des transforme´es de Fourier spatiales des coefficients inconnues,
l’unicite´ est obtenue ensuite a` l’aide d’estimations des transforme´es a` haute et basse
fre´quence.
Il est important de remarquer, que la connaissance a priori de la syme´trie
mate´rielle (e´lasticite´ isotrope) a e´limine´ comple`tement la non-identification men-
tionne´e dans l’exemple de la section pre´ce´dente et que l’identification se fait par une
information porte´e par l’e´nergie de de´formation du corps.
A partir de ces remarques concernant l’e´lasticite´ isotrope et de la technique uti-
lise´e pour la reconstruction nume´rique des modules e´lastiques dans le cas isotrope
[18] et anisotrope [19] on va formuler, sans de´monstration, une conjecture d’identi-
fiabilite´ pour e´lasticite´ anisotrope.
Avant d’e´noncer la conjecture on va anticiper la technique nume´rique de recons-
truction, qui va eˆtre pre´sente´e dans le chapitre suivant. La me´thode de re´solution
est base´e sur la minimisation de la distance en loi de comportement, une fonc-
tionnelle de´pendant des modules e´lastiques, de´formations et contraintes qui a` la
dimension physique de l’e´nergie. Dans la minimisation de cette fonctionnelle on
s’est rendu compte, que le roˆle essentiel n’est pas joue´ par les coefficients Cijkl du
tenseur e´lastique mais par les modules e´lastiques propres (ou modules de Kelvin).
Les modules propres c(k), k = 1, 6 sont les valeurs propres du tenseur d’e´lasticite´
C conside´re´ comme application line´aire sur un espace vectoriel 6-dimensionnel (voir
l’annexe A.1). Les tenseurs propres vont correspondre aux vecteurs propres. Dans
le cas de l’e´lasticite´ isotrope les modules propres sont le module de de´formation
volumique et le module de cisaillement et les tenseurs propres correspondent a` la
direction sphe´rique respectivement de´viatorique de l’espace tensoriel. En utilisant
les modules propres c(k) et les tenseurs propres N
(k) (tenseurs syme´triques d’ordre
2, avec N (k) ·N (k) = 1) le tenseur d’e´lasticite´ s’e´crit sous la forme :
C =
6∑
k=1
c(k)N
(k) ⊗N (k)
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S, le nombre minimum des modules e´lastiques caracte´risant un mate´riau anisotrope
s’e´crit alors S = K +M + C (S ≤ 21), ou` K (K ≤ 6) est le nombre des modules
propres distinctes, M (K ≤ 12) est le nombre des distributeurs e´lastiques et C
(C ≤ 3) est le nombre de parame`tres d’orientation (voir [23] et l’annexe A.1). Les
distributeurs e´lastiques sont des rapports des extensions relatives dans certaines di-
rections et peuvent eˆtre conside´re´s comme des ge´ne´ralisations du coefficient de Pois-
son. Ils sont comple`tement de´termine´es par : trN (k) et trN (k)N (k)N (k), k = 1, 6.
Les parame`tres d’orientation sont directement associe´s avec un syste`me de coor-
donne´es.
Si on utilise les modules et les tenseurs propres pour exprimer l’e´nergie (ou
la distance en loi de comportement), on obtient une expression dans laquelle les
modules propres apparaissent explicitement, tandis que les distributeurs e´lastiques
et les parame`tres d’orientation restent cache´s dans les tenseurs propres.
Tenant compte du roˆle joue par l’e´nergie dans les re´sultats d’unicite´, ainsi des
conside´rations pre´ce´dentes sur les modules e´lastiques propres, on peut formuler la
conjecture de manie`re suivante :
Si on connaˆıt la syme´trie mate´rielle et les tenseurs propres (ou les distribu-
teurs e´lastiques et les parame`tres d’orientation) d’un corps e´lastique anisotrope, la
distribution inte´rieure des modules propres ck est comple`tement de´termine´e par l’ap-
plication DN ou ΛC
La de´monstration d’une telle affirmation ne´cessite probablement des tech-
niques mathe´matiques pousse´es (relaxation, convergence G), comme le montrent
les re´sultats analogues [69, 43] dans le proble`me d’identification e´lectrique.
On rappelle maintenant que les re´sultats d’unicite´ discute´s dans cette section
s’appliquent aussi pour le proble`me spectral inverse, dans les conditions pre´cises
dans la section 1.4. C¸a veut dire que dans le cas isotrope le spectre de vibrations
propres du corps de´termine comple`tement tous les modules e´lastiques, tandis que
dans le cas anisotrope on postule seulement la de´termination des modules e´lastiques
propres a` partir du spectre des vibrations propres.
1.6 Re´sultats de stabilite´
Le proble`me d’identification se propose de reconstruire la distribution des mo-
dules e´lastiques C a` partir de l’application DN, ΛC. Mieux, du point de vue pratique
on demande que les modules reconstruits donnent une ”bonne” approximation des
modules re´els dans les proble`mes e´lastiques directs associe´s. Re´pondre a` cette ques-
tion e´quivaut a` rechercher la stabilite´ (continuite´) de l’application ΛC −→ C. On
va voir a` l’aide des exemples que cette continuite´ est faible, donc que des petites
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perturbations de ΛC donnent des grandes perturbations pour C. Autrement dit les
erreurs des mesures peuvent eˆtre amplifie´es par des erreurs nume´riques. Ceci est
provoque´ par les proprie´te´s de lissage des ope´rateurs elliptiques, qui assurent que
des oscillations rapides dans les parame`tres (les modules e´lastiques dans notre cas)
sont atte´nue´es dans les solutions directes [1, 40, 57].
Cette faible continuite´ (ou instabilite´) de la solution du proble`me inverse le situe
parmi les proble`mes mal pose´s au sens de Hadamard [71]. Le caracte`re mal pose´ du
proble`me d’identification va eˆtre mis en e´vidence en formulant le proble`me a` l’aide
de la relation de re´ciprocite´ comme e´quation de Fredholm de premie`re espe`ce. Il est
connu [73, 71] que les e´quations inte´grales de Fredholm de premie`re espe`ce ont un
caracte`re mal pose´.
1.6.1 Exemples 1D
Un exemple unidimensionnel [40] peut illustrer le phe´nome`ne de proble`me mal
pose´. Soit l’e´quation elliptique :
div a∇u = 1 (1.51)
sur l’intervalle [0, π]. Une solution ’non perturbe´e’ est e´videment :
a(x) =
1
2
u(x) = x2 (1.52)
Conside´rons maintenant la suite des solutions ’perturbe´es’ :
aN (x) =
1
2 + cosNx
uN (x) = x
2 +
x
N
sinNx+
1
N2
cosNx N ∈N ∗(1.53)
Pour chaqueN ∈N ∗ on peut ve´rifier que les conditions aux limites de type Neumann
co¨ıncident :
(au′)(0) = (aNu
′
N )(0) = 0 (au
′)(π) = (aNu
′
N )(π) = π (1.54)
Pour les conditions aux limites de type Dirichlet, on a les convergences suivantes,
quand N −→∞ :
uN (0) =
1
N2
−→ u(0) = 0 uN (0) = π2 + 1
N2
−→ uN (π) = π2 (1.55)
De plus pour chaque x ∈ [0, π] on a (voir fig. 1.6.1) :
uN (x) −→ u(x) si N −→∞ (1.56)
Mais aN ne converge pas vers a, ni ponctuellement, ni en L
2 (voir fig. 1.6.1).
Re´sultats de stabilite´ 31
0 0.5 1 1.5 2 2.5 3
x
0
2
4
6
8
10
u
(x
)
Solutions u et u_N pour N = 2,6
Fig. 1.4 – Equation div a∇u = 1 : Convergence des solutions uN (lignes continues
N = 2, 6) vers la solution u (en tirets)
Cet exemple peut eˆtre traduit en e´lasticite´. Conside´rons pour cela une sphe`re
creuse de rayon inte´rieur r1 et exte´rieur r2. On suppose qu’elle est e´lastique isotrope
de modules de Lame´ λ et µ.
Pour des chargements a` syme´trie sphe´rique l’e´quation d’e´quilibre se re´duit a`
l’e´quation suivante pour le de´placement ur :
∂
∂r
(
λ+ 2µ
r2
∂
∂r
(r2ur))− µ
′
r
ur = 0 (1.57)
On conside`re que toutes les fonctions sont fonctions du rayon r.
Une solution ’non perturbe´e’ est :
ur(r) = 1 µ(r) = µ0 + r
2 λ(r) =
1
2
− 2µ(r) (1.58)
La suite des solutions ’perturbe´es’ devient dans ce cas pour chaque N ∈N ∗ :
uNr (r) = 1 +
1
Nr
sinNr +
1
N2r2
cosNr
µN (r) = µ0 +
∫ r2
r1
r dr
1 + 1NrsinNr +
1
N2r2
cosNr
λN (r) =
1
2 + cosNr
− 2µN (r) (1.59)
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Fig. 1.5 – Equation diva∇u = 1 : Non-convergence des parame`tres aN (lignes
continues N = 2, 6) vers le parame`tre a (en tirets)
On observe que pour N −→ ∞ on a les convergences ponctuelles suivantes (voir
fig. 1.6.1, 1.6.1) :
uNr (r) −→ ur(r)
µN (r) −→ µ(r)
(1.60)
Ceci implique aussi la convergence des valeurs conditions aux limites perturbe´es vers
les valeurs de conditions aux limites non perturbe´es. Mais par contre la suite des
coefficients perturbe´s λN ne converge pas vers le coefficient non perturbe´ λ (voir
fig. 1.6.1).
Cet exemple n’est pas re´aliste du point de vue me´canique, mais il s’agit seulement
de mettre en e´vidence le caracte`re mal pose´ du proble`me d’identification des modules
e´lastiques.
On a vu sur ces exemples unidimensionnels que pour des e´quations elliptiques
on peut perturber une solution et le coefficient correspondant, en gardant les solu-
tions perturbe´es et non perturbe´es proches, mais en perturbant comple`tement les
coefficients des e´quations.
On se rend bien compte des difficulte´s qui apparaissent quand on se propose de
reconstruire le coefficient d’une e´quation elliptique a` partir des valeurs aux limites,
ce qui est en effet le proble`me d’identification qu’on s’est propose´ de re´soudre.
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Fig. 1.6 – Elasticite´ sphe`re creuse : Convergence des de´placements uNr (lignes conti-
nues N = 6, 10) vers la solution ur (en tirets)
1.6.2 Equation de Fredholm
Regardons une seconde fois les e´quations de re´ciprocite´ (1.13) et (1.15) :∫
Ω
∇u0 δC∇v0 dx =
∫
∂Ω
u0 ΛC0 [δC](v0) ds (1.61)∫
Ω
∇u δC∇v0 dx = −
∫
∂Ω
[uΛC0(v0)− v0ΛC(u)] ds (1.62)
Si on prend par exemple comme de´placement auxiliaire v0(x) = U
k(x,y) la solution
e´le´mentaire de Kelvin : re´ponse en x de l’espace infini de tenseur d’e´lasticite´ non
perturbe´e C0 a` une force ponctuelle unitaire exerce´e en y et de direction k ; cela
conduit a` : ∫
Ω
∇u0(x) δC∇xUk(x,y) dx = H(y) (1.63)
pour l’e´quation de re´ciprocite´ line´arise´e, et pour l’e´quation non line´arise´e a` :∫
Ω
δC∇u0(x)∇xU k(x,y) dx = H(y) (1.64)
Avec :
H(x) = −
∫
∂Ω
[(u(x− u(y)) (Σk(x,y)n(x)− Uk(x,y)ΛC(u)(x)] ds(x) (1.65)
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Contrainte sigma et sigma_N pour N = 6,10
Fig. 1.7 – Elasticite´ sphe`re creuse : Convergence des contraintes σNrr (lignes continues
N = 6, 10) vers la contrainte σrr (en tirets)
On a obtenu donc deux e´quations inte´grales sur l’inconnue δC. Le terme H(y) est
entie`rement connu puisque sur la frontie`re u = ξ est le de´placement mesure´ et
ΛC(u) = ϕ est la force mesure´e (la pre´sence du terme u(x − u(y)) provient d’un
traitement de la singularite´ en ||y−x||−2, donc non inte´grable sur ∂Ω, du tenseur des
contraintes Σk(x,y) = C0∇xUk(x,y)). On remarque que (1.64) est non line´aire,
parce que le de´placement u, solution du proble`me perturbe´, de´pend de la fonction
inconnue δC. Par contre (1.63) est line´aire (exactement la line´arisation de (1.64)),
elle fait intervenir le de´placement u0, solution du proble`me non perturbe´, qui ne
de´pend pas de δC.
Les e´quations (1.63) et (1.64), parfois qualifie´es d’e´quations d’observation, ont la
structure d’e´quations inte´grales de Fredholm de premie`re espe`ce, respectivement
line´aire et non line´aire en l’inconnue δC. Ce type d’e´quation apparaˆıt dans la
mode´lisation de tre`s nombreux proble`mes inverses. Il est bien connu que les e´quations
inte´grales de premie`re espe`ce sont mal pose´es. Inde´pendamment des questions d’exis-
tence et d’unicite´ de leur solution δC, elles pre´sentent une tre`s grande sensibilite´
aux donne´es : une petite perturbation des valeurs mesure´es de (ξ,ϕ) induit une
de´te´rioration conside´rable du δC reconstruit, et ce phe´nome`ne s’aggrave avec la
finesse de la discre´tisation employe´e [71, 73]. Cette pathologie affecte l’e´quation
line´arise´ (1.63) et ne peut qu’eˆtre aggrave´e si on conside`re l’e´quation non line´aire
(1.64), qu’on serait amene´ a` re´soudre par line´arisations successives [72].
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Fig. 1.8 – Elasticite´ sphe`re creuse : Convergence du coefficient µN (lignes continues
N = 6, 10) vers le coefficient µ (en tirets)
1.7 Se´lection des charges a` appliquer
Dans un certain sens on se pose la question : quels chargements faut-il appliquer
sur la frontie`re d’un solide pour distinguer entre deux distributions des modules
e´lastiques. La question qui suit est de savoir si un tel chargement existe. Dans la
suite on se propose seulement d’indiquer un chemin the´orique possible en supposant
que toutes les conditions d’existence des solutions pour les proble`mes d’identification
sont satisfaites.
Avant de re´pondre a` une telle question, il faut de´finir ce qu’on attend dumeilleur
chargement qui doit distinguer entre deux distributions de modules e´lastiques C et
L. Par chargement on va comprendre dans ce qui suit une distribution de forces de
norme unitaire sur la frontie`re, qu’on suppose auto-e´quilibre´e pour assurer l’existence
de la solution du proble`me direct. La norme du chargement ϕ est de´finie par :
||ϕ||2 =
∫
∂Ω
ϕ ·ϕ ds (1.66)
Le besoin de normaliser les chargements vient de la line´arite´ du proble`me d’e´lasticite´
direct.
On va dire que ϕ, avec ||ϕ|| = 1, est le chargement qui distingue le mieux entre
les distributions e´lastiques C et L s’il maximise, parmi tout chargement, la distance
entre les de´placements en surface lorsqu’il est applique´ a` la surface des deux solides
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Fig. 1.9 – Elasticite´ sphe`re creuse : Convergence du coefficient λN (lignes continues
N = 6, 10) vers le coefficient λ (en tirets)
de tenseur d’e´lasticite´ C et L, donc si :
||Λ−1
C
(ϕ)− Λ−1
C
(ϕ)|| = max||ϕ⋆||=1 ||Λ−1C (ϕ⋆)− Λ−1C (ϕ⋆)|| (1.67)
Comme ΛC est un ope´rateur auto-adjoint, et donc Λ
−1
C
est aussi auto-adjoint il en
re´sulte que le meilleur chargement maximise aussi l’expression e´quivalente suivante :∫
∂Ω
ϕ⋆[Λ−1
C
− Λ−1
C
]2(ϕ⋆)ds (1.68)
L’ope´rateur D = [Λ−1
C
− Λ−1
C
]2 est compact, auto-adjoint (voir [33, 34, 35]) et
posse`de un ensemble complet des fonctions propres ϕ1, ϕ2, ϕ3, . . ., et valeurs propres
d21 ≥ d22 ≥ d23 ≥ . . . ≥ 0. Ces fonctions et valeurs propres sont donc des solutions des
e´quations :
Dϕ = dϕ (1.69)
et respectivement :
D2ϕ = d2ϕ (1.70)
Utilisant le principe de min-max (voir [21]), il en re´sulte que les meilleures forces
pour distinguer entre les distributions de tenseurs d’e´lasticite´ C et L sont les fonc-
tions propres de D2 correspondantes a` la plus grande valeur propre d21.
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On conside`re maintenant que pouvoir faire des mesures de pre´cision ǫ pour une
distribution de forces ϕ de norme unitaire donne´e, e´quivaut a` pouvoir mesurer des
diffe´rences plus grandes que ǫ entre les de´placements correspondants, lorsque la force
est applique´e sur les deux structures. Cela revient a` e´crire l’ine´galite´ :
δ(ϕ) = ||[Λ−1
C
− Λ−1
C
](ϕ⋆)ds|| > ǫ (1.71)
Pour une fonction propre de D, ϕj ,on a :
δ(ϕj) = |dj | (1.72)
Si toutes les valeurs propres sont plus petites que la pre´cision des mesures :
ǫ > d21 ≥ d22 ≥ d23 ≥ . . . ≥ 0 (1.73)
il est e´vident qu’on n’est pas capable de ’sentir’ les diffe´rences entre les deux dis-
tributions. Donc seules les premie`res fonctions propres correspondantes aux valeurs
propres plus grandes que ǫ :
d1 ≥ d2 ≥ . . . ≥ dk ≥ ǫ ≥ dk+1 . . . ≥ 0
peuvent nous fournir du point de vue pratique une certaine information.
Calculer la meilleure force qui distingue entre deux distributions de tenseurs
d’e´lasticite´ donne´s se re´duit donc a` un proble`me des valeurs propres pour la diffe´rence
des inverses des applications DN correspondantes aux deux tenseurs d’e´lasticite´.
Si on re´sout ce proble`me dans une formulation e´le´ments finis, ceci revient a`
calculer la matrice de rigidite´ des applications DN (qui en langage e´le´ments finis
sont les rigidite´s du corps conside´re´ comme super-e´le´ment), et a` calculer apre`s les
vecteurs et les valeurs propres d’une matrice.
Un autre moyen de re´solution sera une proce´dure ite´rative utilisant la proprie´te´
de compacite´ de D. Pour le proble`me e´lectrique e´quivalent, un algorithme de ce type
est de´crit en [34].
1.8 Conclusion
Il apparaˆıt que dans le proble`me d’identification de la distribution interne des mo-
dules e´lastiques les applications Dirichlet-Neumann et de l’e´nergie jouent un roˆle es-
sentiel. La comparaison avec le proble`me d’identification e´lectrique a mis en e´vidence
des similitudes (i.e. e´quations elliptiques) et des diffe´rences (i.e. caracte`re vectoriel
des e´quations et tensoriel des inconnues) entre les deux proble`mes.
La reconstruction pratique des modules e´lastiques directement a` partir des appli-
cations de Dirichlet-Neumann ou d’e´nergie semble difficile ou impossible. L’absence
de solutions explicites en e´lasticite´ pour des domaines finis nous ame`ne a` e´tudier
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l’approche variationnelle de Kohn et Vogelius [43, 39] et de la transposer dans le
cas e´lastique. L’originalite´ de la de´marche que nous pre´sentons dans le chapitre sui-
vant est de mettre directement en e´vidence les modules e´lastiques dans l’approche
variationnelle (erreur en loi de comportement) par le biais des modules e´lastiques
propres, ceci permettant d’e´tudier l’identification pour l’e´lasticite´ isotrope ainsi que
pour le cas anisotrope.
Chapitre 2
La Me´thode de re´solution
Dans ce chapitre nous pre´sentons en de´tail une approche originale pour re´soudre
le proble`me d’identification des modules e´lastiques a` partir d’un nombre fini de me-
sures simultane´es force-de´placement sur la frontie`re (section 2.1). Notre approche
est fonde´e sur la minimisation de l’erreur en loi de comportement (section 2.2)
et utilise la de´composition des champs intervenant sur des bases lie´es aux mo-
dules e´lastiques propres (les valeurs propres du tenseur de l’e´lasticite´). Ensuite (sec-
tion 2.3), nous proposons deux algorithmes de minimisation et de´montrons rigou-
reusement la convergence de notre approche pour un proble`me simplifie´ (section
2.4).
2.1 Le proble`me pratique de minimisation
Dans le premier chapitre, on a vu que pour identifier les modules e´lastiques C
on a besoin d’informations sur l’anisotropie et on est suppose´ connaˆıtre parfaite-
ment l’application Dirichlet-Neumann ΛC. La connaissance de l’application DN est
e´quivalente a` la connaissance sur la frontie`re de toutes les paires de´placement-force
possibles.
D’un point de vue pratique on peut seulement espe´rer connaˆıtre un nombre fini de
mesures de´placement-force pour un nombre fini de points de mesure sur la frontie`re
du solide. Pour la simplicite´ de l’approche variationnelle, on va supposer qu’on est
capable d’interpoler les champs entre les points de mesure, et qu’on connaˆıt au
de´part N couples de champs de´placements-force, (ξi,ϕi)i=1,N sur toute la frontie`re
∂Ω.
Le proble`me pratique peut eˆtre formule´ de la manie`re suivante :
Pour N mesures donne´es (autrement dit, des paires de champs de´placement-force
(ξi,ϕi)
N
i=1 , tels que ϕi = ΛC(ξi), on recherche une solution :
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(C,u1, ...,uN ,σ1, ...,σN )
du syste`me d’e´quations :
ǫi =
1
2
(∇ui +∇Tui), (2.1)
σi = Cǫi, (2.2)
div σi = 0 i = 1, N (2.3)
avec les conditions aux limites :
ui|∂Ω = ξi, i = 1, N (2.4)
σin|∂Ω = ϕi i = 1, N (2.5)
Examinons maintenant la structure du syste`me ci-dessous en se´parant les aspects
dynamiques et cine´matiques, qui sont des concepts universels, de ce qui ressort de
la physique particulie`re du mate´riau : l’e´quation constitutive. Pour les e´quations
de l’e´lasto-statique, celle-ci est explicite´e par le diagramme de Tonti [13] (repro-
duite dans la figure 2.1). Dans ce diagramme on note a` gauche les grandeurs
relatives a` la dynamique (i.e. le champ des contraintes σ de´rivant du tenseur de
Beltrami afin de satisfaire aux e´quations d’e´quilibre), et a` droite celles relatives a`
la cine´matique (i.e. le champ des de´placements u de´rivant des potentiels de Helm-
holtz (φ,H) afin de satisfaire aux relations de compatibilite´). On remarque aussi
que les parties cine´matique et dynamique sont re´gies par des ope´rateurs diffe´rentiels
adjoints −div et 12(∇+∇T ). Le produit du rotationnel a` droite avec celui a` gauche
rot rot⋆ e´tant autoadjoint. Les deux parties adjointes e´tant relie´es par l’e´quation
constitutive.
(φ,H)
↓
−div σ = 0 u = ∇φ+ rotH
↑ ↓
σ = rot rot⋆B −− σ = Cǫ −− ǫ = 12(∇ +∇T )u
↑ ↓
B rot rot⋆ǫ = 0
Fig. 2.1 – Diagramme de Tonti en e´lasto-statique
Dans le cas du proble`me pratique on applique les meˆmes concepts. Les e´quations
et les conditions au limites se se´parent en une partie cine´matique (qui caracte´rise les
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champs cine´matiquement admissibles) :
ǫi =
1
2
(∇ui +∇σui), ui|∂Ω = ξi, i = 1, N
une partie dynamique (qui caracte´rise les champs statiquement admissibles) :
div σi = 0 , σin|∂Ω = ϕi i = 1, N
et en une partie contenant les e´quations constitutives :
σi = Cǫi, i = 1, N
Si on de´finit l’ensemble des champs cine´matiquement admissibles pour un
de´placement ξ donne´e sur ∂Ω par :
CA(ξ) = {ǫ|∃u, ǫ = 12(∇u+∇Tu) on Ω and u|∂Ω = ξ on ∂Ω}
et l’ensemble des champs statiquement admissibles pour une force ϕ donne´ sur ∂Ω
par :
SA(ϕ) = {σ|div σ = 0 on Ω and σn|∂Ω = ϕ on ∂Ω}
Le proble`me pratique d’identification peut eˆtre reformule´ de manie`re suivante :
Trouver la distribution inte´rieure des modules e´lastiques C(x) et N triplets de
champs de de´placements, de´formations, et contraintes, (ui(x), ǫi(x),σi(x))i=1,N ,
satisfaisant l’e´quation constitutive sur Ω :
σi = Cǫi i = 1, N (2.6)
avec :
ǫi ∈ CA(ξi) σi ∈ SA(ϕi) i = 1, N (2.7)
Cette formulation sugge`re de chercher la solution parmi les tenseurs d’e´lasticite´
admissibles (de´finis positifs et ayant les syme´tries de´sire´es) et des champs
cine´matiquement et statiquement admissibles minimisant une erreur (de´finie
ulte´rieurement) sur l’e´quation constitutive.
2.2 L’erreur en loi de comportement
Suite aux conside´rations de la section pre´ce´dente on va de´finir une erreur sur
l’e´quation constitutive, l’erreur en loi de comportement (ELC) :
I(C, ǫ1, ..., ǫN ,σ1, ...,σN ) =
N∑
i=1
1
2
∫
Ω
|C− 12σi −C
1
2 ǫi|2 dx (2.8)
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qui va eˆtre minimise´ dans la suite avec les impe´ratives suivantes :
ǫi ∈ CA(ξi) et σi ∈ SA(ϕi) i = 1, N
L’inte´grant 1 a e´te´ choisi de la forme :
|C−
1
2
γ σ −C
1
2
γ ǫ|2
plutoˆt que de la forme :
|C−1γ σ − ǫ|2 ou |σ −Cγǫ|2
a` cause de sa dimension physique d’e´nergie. En outre il respecte la dualite´ entre les
champs cine´matiquement et statiquement admissibles, conservant la syme´trie entre
la de´formation et la contrainte.
En e´lasticite´, cette fonctionnelle a e´te´ introduite avec un inte´grant sous la forme
e´quivalente :
(σ −Cǫ)C−1(σ −Cǫ)
par Ladeve`ze and Leguillon [47] pour l’e´tude des erreurs en e´le´ments finis, une des
proprie´te´s de l’ELC e´tant la localisation spatiale de l’erreur en calcul e´le´ments finis.
On va illustrer cet aspect par calcul en e´le´ments finis de torsion d’un cylindre
d’aluminium contenant en peau une inclusion de cuivre (voir fig. 2.2). Les calculs
ont e´te´ effectue´s dans l’ordre suivant : a` partir d’un angle de rotation donne´ on a
calcule´ : le de´placement en surface et la force correspondante en surface du cylindre,
ensuite utilisant les donne´es aux limites, (de´placements et forces sur la frontie`re du
cylindre) obtenus auparavant, on a calcule´ avec un tenseur d’e´lasticite´ C homoge`ne
(constant dans le cylindre) un champ de de´formations ǫ et un champ de contraintes
σ.
A partir de ces champs, on a repre´sente´ dans la figure 2.3 la distribution de
l’ELC :
|C− 12σ −C 12 ǫ|2
et dans la figure 2.4 le rapport de la distribution de l’ELC sur la distribution d’e´nergie
de de´formation :
|C− 12σ −C 12 ǫ|2
σ · ǫ
On remarque d’une part une bonne localisation de l’inclusion de cuivre par l’ELC, et
d’autre part l’influence de la distribution d’e´nergie de de´formation des champs avec
lesquelles on calcule l’ELC. Pour le calcul de torsion l’e´nergie est essentiellement
concentre´e vers la peau du cylindre et les calculs ont montre´ qu’une inclusion de
1
C est syme´trique et de´fini positive, donc C
1
2 et C−
1
2 sont bien de´finis. Une de´monstration
rigoureuse est obtenue par passage de C en tenseur d’ordre deux, six dimensionnel (notation de
Voigt, voir annexe A.1, pour lesquels la fonction racine carre´ est bien de´fini.
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meˆme volume situe´ sur l’axe du cylindre n’est pas identifiable par le meˆme calcul
(faible variation de l’ELC suite a` une faible distribution d’e´nergie). On va revenir
brie`vement sur cet aspect lors la discussion des re´sultats nume´riques.
La proprie´te´ de localisation a ensuite e´te´ utilise´e par Lade`veze et al. [48] comme
un crite`re de recalage des mode`les d’e´le´ment finis a` partir de mesures vibratoires.
Une fonctionnelle similaire a e´te´ utilise´e en e´lectrostatique pour la de´termination
de la distribution inte´rieure de la conductivite´ e´lectrique a` partir des mesures de
potentiel et voltage sur la frontie`re. Ce proble`me a e´te´ e´tudie´ aussi bien d’un point
de vue mathe´matique [43] que de point de vue technique [50].
En revenant a` l’e´lasticite´, on va re´e´crire l’ELC d’une manie`re plus adapte´e a` la
minimisation. Une courte discussion sur les proprie´te´s de convexite´ de l’ELC va eˆtre
faite plus loin.
Le premier pas consiste a` de´velopper l’inte´grant et a` appliquer pour le terme
ǫiσi le the´ore`me de l’e´nergie et les conditions au limites :
I(C, ǫ1, ..., ǫN ,σ1, ...,σN ) =
N∑
i=1
1
2
∫
Ω
σiC
−1σi + ǫiCǫi dx
−
N∑
i=1
1
2
∫
∂Ω
ξiϕi dx
GIBI FECIT
VAL - ISO
A  2.87E+10
B  3.21E+10
C  3.56E+10
D  3.90E+10
E  4.24E+10
F  4.59E+10
G  4.93E+10
H  5.27E+10
I  5.61E+10
J  5.96E+10
K  6.30E+10
L  6.64E+10
M  6.99E+10
N  7.33E+10
Fig. 2.2 – La distribution du module de cisaillement G pour le cylindre en torsion
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GIBI FECIT
VAL - ISO
A  3.11E+07
B  1.53E+08
C  2.74E+08
D  3.96E+08
E  5.17E+08
F  6.39E+08
G  7.60E+08
H  8.82E+08
I  1.00E+09
J  1.12E+09
K  1.25E+09
L  1.37E+09
M  1.49E+09
N  1.61E+09
Fig. 2.3 – Distribution de l’erreur en loi de comportement pour un cylindre en
torsion
Comme ξi et ϕi, sont le de´placement et la force correspondants a` la i
e`me mesure,
on remarque que la seule partie pouvant jouer un roˆle dans la minimisation de I
est :
J(C, ǫ1, ..., ǫN ,σ1, ...,σN ) =
N∑
i=1
1
2
∫
Ω
σiC
−1σi + ǫiCǫi dx
On observe que J est la somme des e´nergies de de´formation exprime´es en fonction
des de´formations ou des contraintes, ce qui permet a` C fixe´ une minimisation simple
en σi ou ǫi.
Dans le proble`me d’identification e´lectrique la conductivite´ e´lectrique [39, 43],
(i.e. l’e´quivalent de C), est un scalaire et donc la minimisation dans la direction de
la conductivite´ e´lectrique devient explicite. Dans le cas e´lastique (2.9) ceci n’est pas
e´vident car C est une variable tensorielle.
Dans la suite, on va utiliser une technique fonde´e sur la de´composition des ten-
seurs sur la base des tenseurs propres afin de s’affranchir de cette difficulte´. Le cas
de l’e´lasticite´ isotrope va eˆtre discute´ en premier, suivi par le cas de l’e´lasticite´
anisotrope.
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GIBI FECIT
VAL - ISO
A  2.11E-02
B  7.39E-02
C   .13
D   .18
E   .23
F   .28
G   .34
H   .39
I   .44
J   .50
K   .55
L   .60
M   .65
N   .71
Fig. 2.4 – Distribution du rapport ELC sur e´nergie de de´formation pour un cylindre
en torsion
2.2.1 Elasticite´ isotrope
En e´lasticite´ isotrope, le tenseur d’e´lasticite´ s’e´crit ge´ne´ralement sous la forme :
Cijkl = λδijδkl + µ(δikδjl + δilδjk)
et l’identification porte sur les modules de Lame´ λ et µ.
Dans ce qui suit, on va de´composer chaque tenseur A en partie sphe´rique
1/3(trA)I et partie de´viatorique
o
A= A − 1/3(trA)I. En meˆme temps on va
repre´senter le tenseur d’e´lasticite´ C, a` l’aide du module de de´formation volumique
η et du module de cisaillement ω :
η = 3λ+ 2µ ω = 2µ (2.9)
Avec ces notations la fonctionnelle J , a` minimiser, se transforme en :
J(η, ω, ǫ1, ..., ǫN ,σ1, ...,σN ) =
N∑
i=1
[
1
6
∫
Ω
η−1(trσi)
2 + η(trǫi)
2] dx+
N∑
i=1
[
1
2
∫
Ω
ω−1
o
σi · oσi +ω oǫi · oǫi] dx (2.10)
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Les minimisations de J par rapport a` η et ω sont alors explicites et les minima
donne´s par :
[η(x)]2 =
∑N
i=1(trσi)
2∑N
i=1(trǫi)
2
et [ω(x)]2 =
∑N
i=1
o
σi · oσi∑N
i=1
o
ǫi · oǫi
(2.11)
Deux proprie´te´s ont permis la de´composition de J :
– Les parties sphe´rique et de´viatorique sont orthogonales, au sens du produit
tensoriel doublement contracte´, qui est un produit scalaire sur l’espace vectoriel
des tenseur d’ordre 2 syme´triques.
– L’e´quation constitutive se re´duit alors a` une loi de proportionnalite´ entre les
parties sphe´riques (respectivement de´viatoriques) de la de´formation et de la
contrainte, avec le facteur η (respectivement ω) :
1
3
(trσ)I = η
1
3
(trσ)I et
o
σ= ω
o
ǫ (2.12)
2.2.2 Elasticite´ anisotrope
Dans le cas anisotrope on peut, en conside´rant les tenseurs et modules propres
relatifs a`C, retrouver ces proprie´te´s des parties sphe´rique et de´viatorique (explicite´es
en e´lasticite´ isotrope).
Le tenseur d’e´lasticite´ C, est un tenseur du quatrie`me ordre sur R3. Ces pro-
prie´te´s de syme´trie permettent aussi de le conside´rer comme un tenseur de deuxie`me
ordre sur R6. En le conside´rant comme tenseur d’ordre deux sur R6 de´fini positif
on peut calculer ses valeurs propres et ces vecteurs propres. On appellera modules
propres les valeurs propres, et tenseurs propres la projection des vecteurs propres
(de l’espace 6-dimensionnel) dans l’espace tenseurs syme´triques d’ordre deux sur
R3. Une pre´sentation e´largie de ces de´finitions est pre´sente´ dans l’annexe A.1.
Si on note par A(k), k = 1,K les projections d’un tenseur A sur la base des ten-
seurs propres, et par ck, k = 1, 6 les modules e´lastiques propres du tenseur d’e´lasticite´
C correspondants, on obtient les proprie´te´s souhaite´es, a` savoir :
– A(k) ·A(j) = 0 si k 6= j, et
– L’e´quation constitutive σ = Cǫ s’e´crit alors sous la forme de 6 e´quations
de´couple´es :
σ(k) = ckǫ
(k) k = 1, 6
Comme les modules e´lastiques propres sont les valeurs propres d’un tenseur
d’ordre deux de T 6, on a au maximum 6 valeurs propres diffe´rentes, et donc K ≤ 6.
En utilisant maintenant les tenseurs propres et les modules e´lastiques propres comme
variables pour la fonctionnelle I, repre´sentant l’ELC, on a :
I(c1, ..., c6, ǫ1, ..., ǫN ,σ1, ...,σN ) =
N∑
i=1
1
2
6∑
k=1
∫
Ω
|c−
1
2
k σ
(k)
i − c
1
2
k ǫ
(k)
i |2 dx. (2.13)
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La fonctionnelle J , analogue a` (2.10), devient :
J(c1, ..., c6, ǫ1, ..., ǫN ,σ1, ...,σN ) =
N∑
i=1
1
2
6∑
k=1
∫
Ω
[c−1k σ
(k)
i · σ(k)i + ckǫ(k)i · ǫ(k)i ] dx (2.14)
et la minimisation explicite de J dans les directions des modules e´lastiques propres
donne, conforme (2.11), une expression explicite de la distribution inte´rieure des
modules e´lastiques propres :
ck(x) =
∑N
i=1 σ
(k)
i · σ(k)i∑N
i=1 ǫ
(k)
i · ǫ(k)i
k = 1, 6 (2.15)
Pour la minimisation de l’ELC, qui se re´duit a` la minimisation de J de´fini par
(2.14), on peut maintenait appliquer des me´thodes similaires avec celles applique´es
par Kohn et McKenney [39] dans le proble`me d’identification e´lectrique. Nous allons
maintenant discuter en de´tail la me´thode implicite a` directions alterne´es (IDA) et
la me´thode de Newton modifie´e (MN).
2.2.3 Quelques remarques sur les proprie´te´s mathe´matiques de
ELC
Les conside´rations ante´rieures ont montre´ que l’ELC exprime´e par la fonction-
nelle I est convexe pour chacun des ces arguments : la de´formation ǫi, la contrainte
σi, ou le module e´lastique propre ck. Dans cette section on va montrer a` l’aide d’un
exemple que I n’est pas globalement convexe.
En suivant le raisonnement de Kohn et Vogelius [43] fait dans le cas e´lectrique,
il est inte´ressant de ne pas conside`rer l’ELC sous la forme :
I =
∫
∂Ω
ı(C, ǫ,σ)dx
mais sous la forme
E =
∫
∂Ω
e(ǫ,σ)dx
obtenue apre`s une minimisation explicite dans les directions des modules e´lastiques
propres ck. Pour simplifier les notations, on va conside´rer une seule mesure.
L’inte´grant devient alors :
e(ǫ,σ) = inf
C
|C− 12σ −C 12 ǫ|2 (2.16)
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Apre`s utilisation de l’e´quation (2.15) on obtient :
e(ǫ,σ) =
6∑
k=1
2[|σ(k)||ǫ(k)| − σ(k) · ǫ(k)]
ou` |A| est la norme du tenseur A.
Dans le cas de l’e´lasticite´ anisotrope on obtient :
e(ǫ,σ) = 2(| oσ || oǫ |− oσ · oǫ) + 2
3
(|trσ||trǫ| − (trσ)(trǫ))
Regardons maintenant e sur le segment ((1− t)ǫa, tσa) pour t ∈ [0, 1] avec :
ǫa =

 0 0 00 0 a
0 a 0

 σa =

 0 a 0a 0 0
0 0 0


Un simple calcul donne :
e((1 − t)ǫa, tσa) = 4(1− t)t a2
En de´rivant ce re´sultat deux fois par rapport a` t on a :
∂2e
∂t2
= −8a2 < 0
ce qui signifie que e est concave sur le segment de´fini pre´ce´demment.
Une premier pas dans la convexification de l’ELC sera de la mettre sous forme
relaxe´e. Dans le cas e´lectrique isotrope, Kohn et Vogelius [43] ont donne´ une
de´monstration mathe´matiquement rigoureuse montrant que la relaxation de l’ELC
est obtenue en acceptant dans l’inte´grant correspondant a` (2.16) des conductivite´s
anisotropes. De point de vue pratique les re´sultats nume´riques obtenus avec la forme
relaxe´e n’ont pas e´te´ convainquants [39].
En e´lasticite´ isotrope ceci revient a` remplacer dans la minimisation :
e(ǫ,σ) = inf
(λ,µ)
|C−
1
2
(λ,µ)σ −C
1
2
(λ,µ)ǫ|2
par
e(ǫ,σ) = inf
C
|C− 12σ −C 12 ǫ|2
ou` C de´signe un tenseur anisotrope. La relaxation permet alors de s’affranchir, pour
la minimisation de l’ELC, de la condition d’isotropie portant sur C.
Une de´monstration rigoureuse de ce re´sultat parait possible moyennant de tech-
niques mathe´matique puissantes.
Du point de vue pratique on montre dans le chapitre suivant que l’identification
d’une inclusion d’aluminium (mate´riaux isotrope) a` l’aide d’une ELC correspondante
a un mate´riaux a` syme´trie cubique, n’a pas pose´e de proble`mes particuliers.
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2.3 Algorithmes de minimisation
Dans la suite on va pre´senter deux algorithmes possibles de minimisation corres-
pondants a` une me´thode implicite a` directions alterne´es (IDA) et une me´thode de
Newton modifie´e (MN).
La me´thode implicite a` directions alterne´es (IDA) utilise le fait que la minimisa-
tion de J , de´finie dans (2.14), est explicite et simple dans chacune des directions ck,
ǫi, σi lorsque les autres variables sont fixe´es. Les modules propres qui minimisent
l’ELC pour des valeurs fixe´es des de´formations et des contraintes, sont donne´es par
(2.15), la minimisation dans les directions des de´formations ou des contraintes e´tant
e´quivalentes a` la re´solution d’un proble`me aux limites e´lastiques.
En conse´quence, on peut de´finir une ite´ration de la minimisation avec les 3 pas
suivantes :
1. avec ck fixe´e (par l’ite´ration pre´ce´dente) re´soudre N proble`mes de Dirichlet
(de´placements impose´s) :
div (C∇u) = 0 in Ω (2.17)
ui|∂Ω = ξi on ∂Ω
2. avec ck fixe´e (par l’ite´ration pre´ce´dente) re´soudre N proble`mes de Neumann
(forces impose´es) :
div (C∇u) = 0 in Ω (2.18)
C∇ui|∂Ω = ϕi on ∂Ω
3. avec (ǫi)
N
i=1 de´termine´ par 1 et (σi)
N
i=1 de´termine´ par 2, calculer ck, k = 1,K
en minimisant :
G(ck) = I(c1, ..., c6, ǫ1, ..., ǫN ,σ1, ...,σN ) (2.19)
Le dernier pas est trivial, car la minimisation se re´duit dans ce cas au calcul
explicite donne´ par la formule (2.15) .
Cette me´thode est simple et stable et a l’avantage de re´duire la valeur de I a`
chaque ite´ration.
Le deuxie`me algorithme, que nous conside´rons est une me´thode de Newton mo-
difie´e (MN). L’ELC est approxime´e a` chaque pas par une forme quadratique convexe,
que l’on minimise. Pour la simplification de l’e´criture on introduit les notations :
u = (u1, ...,uN ) ǫ = (ǫ1, ..., ǫN ) σ = (σ1, ...,σN ) (2.20)
En utilisant les notations (2.20), on calcule l’approximation quadratique I0 +
δI0 +
1
2δ
2I0 de I . Le calcul e´value I au point c(k) = c(k)0 + δc(k), ǫ = ǫ0 + δǫ,
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σ = σ0 + δσ et de´veloppe I au deuxie`me ordre. Les perturbations δu et δσ sont
assujetties a` des contraintes :
δu|∂Ω = 0, δσn|∂Ω = 0, div δσ = 0 i = 1, N. (2.21)
Les expressions de´taille´es de l’approximation de I ≈ I0 + δI0 + δ2I0 sont :
I0 =
1
2
6∑
k=1
∫
Ω
|c(k)
1
2
0 σ
(k)
0 − c(k)
− 1
2
0 ǫ
(k)
0 |2
δI0 =
1
2
6∑
k=1
∫
Ω
[(|ǫ(k)0 |2 −
1
c(k)2
|σ(k)0 |2)δc(k)
+2c(k)0ǫ
(k)
0 · δǫ(k) +
2
c(k)20
σ
(k)
0 δσ
(k)] dx
δ2I0 =
6∑
k=1
∫
Ω
[
1
c(k)30
|σ(k)0 |2δc(k)2 + c(k)0|δǫ0|2 +
1
c(k)0
|δσ|2
+2(ǫ
(k)
0 · δǫ(k) −
1
c(k)2
σ
(k)
0 δσ
(k))δc(k)] dx
En imposant comme contraintes la solution de la minimisation par rapport aux
modules e´lastiques propres :
c(k) =
|σ(k)|
|ǫ(k)| (2.22)
et en conside´rant le de´veloppement de cette relation au premier ordre en ǫ(k) et
σ(k) :
δc(k) = |ǫ(k)0 |−1|σ(k)0 |(σ(k)0 · δσ(k) − c(k)2ǫ(k)0 · δǫ(k)) +O(|δǫ(k)|2 + |δσ(k)|2)
on obtient une nouvelle approximation quadratique I0 + δI
′
0 +
1
2δ
2I ′0 de I, avec le
meˆme I0. Les autres termes s’e´crivent :
δI ′0 =
6∑
k=1
∫
Ω
[c(k)0ǫ
(k)
0 · δǫ(k) +
1
c(k)0
σ
(k)
0 · δσ(k)] dx (2.23)
δ2I ′0 =
6∑
k=1
∫
Ω
[c(k)0|ǫ
(k)
0 |2 +
1
c(k)0
|δσ(k)|2
− c(k)0
|ǫ(k)0 |2
(ǫ
(k)
0 · δǫ(k) − c(k)−20 σ
(k)
0 · δσ(k))2] dx
On remarque que le Hessian δ2I ′0 n’est pas de´fini positif. Ceci montre encore un fois
les mauvaises proprie´te´s de convexite´ de l’ELC, telles qu’elles ont e´te´ de´montre´es
dans le paragraphe 2.2.3.
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Ce terme est re´gularisable, comme dans le cas e´lectrique [39]. Avec un parame`tre
de re´gularisation 0 ≤ ǫ≪ 1 on a :
δ2I ′′0 =
6∑
k=1
∫
Ω
[c(k)0|ǫ
(k)
0 |2 +
1
c(k)
|δσ(k)|2 (2.24)
− 1
1 + ǫ
c(k)0
|ǫ(k)0 |2
(ǫ
(k)
0 · [δǫ(k) − c(k)−2δσ(k)])2] dx
Suite a` ces de´veloppements une ite´ration de l’algorithme NM devient :
1. actualisation de (c(k))k=1,6 a` partir de la dernie`re valeur calcule´e de (ǫi)
N
i=1,N ,
(σi)
N
i=1,N et des e´quations (2.22).
2. minimisation de I0+δI
′
0+
1
2δ
2I ′′0 comme fonction de δσ, δǫ avec les contraintes
(2.21).
2.3.1 Limitations de la me´thode de reconstruction
La me´thode d’identification des modules e´lastiques pre´sente´e dans les para-
graphes pre´ce´dentes est essentiellement fonde´e sur la de´composition de l’e´nergie
utilisant les modules e´lastiques propres et les tenseurs propres. Elle permet une
reconstruction directe des modules e´lastiques propres, avec comme domaine d’appli-
cation simple les mate´riaux isotropes ou a` syme´trie cubique, pour lesquels les
modules e´lastiques propres sont en bijection avec l’ensemble des modules e´lastiques.
Des exemples nume´riques d’identification pour ces deux types de mate´riaux seront
fournis dans le chapitre suivant.
Pour d’autres types de syme´tries mate´rielles , orthotropie, syme´trie tetra-
gonale, etc., pour lesquelles le nombre des modules propres est infe´rieur au nombre
total des modules e´lastiques, le proble`me reste encore ouvert. Il est clair que notre
me´thode fournit meˆme dans ces cas les modules propres, mais remonter a` l’ensemble
des modules e´lastiques est complique´ sinon impossible (voir section 2.2.3).
2.4 Mode`le analytique 1-D
Dans cette section on va appliquer la minimisation de l’erreur en loi de compor-
tement a` un mode`le unidimensionnel.
Il s’agit d’identifier les parame`tres ge´ome´triques ou e´lastiques d’une sphe`re conte-
nant une inclusion sphe´rique centre´e, la sphe`re e´tant soumise a` des pressions hydro-
statiques.
2.4.1 Solutions analytiques aux proble`mes directs
On va conside´rer le proble`me en syme´trie sphe´rique. Soit une sphe`re e´lastique
contenant une inclusion sphe´rique centre´e (fig. 2.5) en coordonne´es cylindriques
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r
r
η     ω 
η     ω 
0
1
1 1
0 0
Fig. 2.5 – Inclusion sphe´rique dans une sphe`re
(r, θ, φ). Les rayons des deux sphe`res sont r1 et r0 (r0 < r1), et les modules e´lastiques
sont η1, ω1 dans la couche exte´rieure, respectivement η0, ω0 dans l’inclusion.
La seule variable est donc r et la forme ge´ne´rale des de´placements devient :
ur(r) =


a0r r ∈ [0, r0]
a1r + b1
1
r2
r ∈ [r0, r1]
uθ et uφ e´tant identiquement nulles. Les composantes non nulles des contraintes
sont :
σrr(r) =


η0 a0 r ∈ [0, r0]
η1 a1 − 2ω1 b1 1
r3
r ∈ [r0, r1]
σθθ(r) = σφφ(r) =


η0 a0 r ∈ [0, r0]
η1 a1 + ω1 b1
1
r3
r ∈ [r0, r1]
Les coefficients ad0, a
d
1, b
d
1 de la solution en de´placements impose´s et les coefficients
af0 , a
f
1 , b
f
1 de la solution a` forces impose´es sont de´termine´s par les conditions de
continuite´ a` l’interface r = r0 :
ur(r0) : a0 r0 = a1 r0 + b1
1
r20
σrr(r0) : η0 a0 = η1 a1 − 2ω1 b1 1
r30
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et la condition aux limites en de´placements impose´s :
ur(r1) = uext
ou respectivement par la condition aux limites a` forces impose´es :
σrr(r1) = pext
La re´solution des deux syste`mes fournit les coefficients correspondants aux
de´placements :
ad0 =
(η1 + 2ω1) r
2
1 uext
−η0 r30 + η1 r30 + η0 r31 + ω1 r31
ad1 =
(η1 + 2ω1) r
2
1uext
−η0 r30 + η1 r30 + η0 r31 + ω1 r31
(2.25)
bd1 =
(η1 − η0) r30 r21 uext
−η0 r30 + η1 r30 + η0 r31 + ω1 r31
ainsi que les coefficients correspondants aux forces impose´es :
af0 =
(η1 + 2ω1) pext r
3
1
2 η0 ω1 r30 − 2 η1 ω1 r30 + η0 η1 r31 + 2 η1 ω1 r31
af1 =
(η1 + 2ω1) pext r
3
1
2 η0 ω1 r30 − 2 η1 ω1 r30 + η0 η1 r31 + 2 η1 ω1 r31
(2.26)
bf1 =
(η1 − η0) r60 r31 pext
2 η0 ω1 r
3
0 − 2 η1 ω1 r30 + η0 η1 r31 + 2 η1 ω1 r31
2.4.2 Proble`me d’identification
Le proble`me d’identification que l’on se pose est de de´terminer η0, ,η1, ω1 a` partir
de mesures (de´placement radiale - pression) sur la frontie`re. Dans la discussion on
a omis ω0, car il n’intervient pas dans les solutions ce qui le rend non-identifiable.
Pour ce proble`me on connaˆıt seulement la restriction de l’application de DN au
cas des chargements a` syme´trie sphe´rique.
La relation entre la pression impose´e pext et le de´placement radial correspondant
uext est alors :
ΛC(uext) = pext
Les solutions des proble`mes directs ont montre´ que le rapport de´placement / pression
est constant pour toutes les pressions applique´es. L’application Dirichlet-Neumann
est alors repre´sente´e dans notre proble`me par un seul parame`tre :
ℓ =
pext
uext
=
2 η0 ω1 r
3
0 − 2 η1 ω1 r30 + η0 η1 r31 + 2 η1 ω1 r31
−η0 r30 + η1 r30 + η0 r31 + ω1 r31
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L’identification de η0, ,η1, ω1, ou r0 doit donc se faire a` partir de ℓ, et en conse´quence
on peut identifier seulement un des parame`tres inconnus.
Bien suˆr, si on connaˆıt l’expression analytique de ℓ donne´e dans (2.27), l’identi-
fication se re´duit a` une e´quation d’inconnue x du type :
ℓ =
Ax+B
C x+D
laquelle est alors e´vidente.
Dans la suite on refera les algorithmes de minimisation de l’ELC en remplac¸ant
les solutions nume´riques par les expressions analytiques des solutions qui sont
connues pour ce proble`me. Ce qu’on veut tester dans la suite, est la convergence
de la me´thode dans ce cas unidimensionnel.
Par exemple, pour l’identification de η0 on va construire une suite (η
n
0 )n∈N ,
ηn+10 e´tant obtenue par la minimisation de l’ELC calcule´e a` partir des solutions en
de´placement donne´, celle en force donne´e, et ηn0 , la mesure ℓ, et les parame`tres η1,
ω1, r0 e´tant suppose´s connus.
On va de´montrer que la suite (ηn0 )n∈N converge vers la valeur ”re´elle” η0,
inde´pendemment du choix initial η00.
Avant de commencer effectivement on va remarquer qu’il est ne´cessaire de savoir
a priori que la sphe`re contient une inclusion, car pour toutes les valeurs de ℓ il en
existe un sphe`re homoge`ne de meˆme ℓ. Ce proble`me de non-identifiabilite´ ne se pose
pas ge´ne´ralement parce qu’alors on a une plus grande diversite´ de chargements a`
appliquer sur la frontie`re.
Pour simuler l’algorithme nume´rique, on suppose qu’on a calcule´ la de´formation
ǫ(uext, η
n
0 ) correspondant au de´placement impose´ uext et la contrainte σ(pext, η
n
0 )
correspondant a` la pression pext = ℓuext. La nouvelle valeur η
n+1
0 va eˆtre obtenue en
minimisant l’expression suivante de la distribution de l’ELC pour r ∈ [0, r0] :
I(η) =
1
3
[η−
1
2 (trσ(pext, η
n
0 ))
2 − η 12 (trǫ(uext, ηn0 ))2]2 (2.27)
Le minimum est atteint pour la valeur :
ηn+10 =
trσ(pext, η
n
0 )
trǫ(uext, ηn0 )
= ηn0
af0(pext, η
n
0 )
ad0(pext, η
n
0 )
En utilisant l’expression exacte des coefficients de la solution (2.26),(2.25), et (2.27)
on peut re´e´crire la formule pre´ce´dente sous la forme :
ηn+10 = η
n
0 ·
C ηn0 +D
Aηn0 +B
· Aη
0
0 +B
C η00 +D
(2.28)
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ou` A,B,C,D sont donne´s par les expressions suivantes :
A = 2ω1r
3
0 + η1r
3
1
B = 2ω1η1(r
3
1 − r30)
C = r1(r
3
1 − r30)
D = r1(η1r
3
0 + 2ω1r
3
1) (2.29)
Si on note :
f(x) =
C x+D
Ax+B
(2.30)
la formule re´cursive (2.28) devient :
ηn+10 = η
n
0 f(η
n
0 )f(η0)
−1 (2.31)
Comme f est une fonction injective, il est e´vident que η0 est la seule limite possible
de la suite. En raisonnant sur la monotonie de la suite et sur la position du choix
initial η00 par rapport a` η0 on se rend compte que la convergence η
n
0 −→ η0 de´pend
seulement des signes de f ′ et de (x f)′. Dans notre cas, des calculs e´le´mentaires
montrent que le signe de f ′ est de´termine´ par le signe de :
BC −AD = −(2ω1 + η1)2r30r41 < 0 (2.32)
et que le signe de (x f)′ est de´termine´ par le signe du polynoˆme suivant :
AC x2 + 2bC x+BD (2.33)
Le de´terminant ∆ du polynoˆme est :
∆ = 4BC(BC −AD) < 0 (2.34)
Ce qui implique que la fonction reste toujours positive.
En conclusion on a f ′ < 0 et (x f)′ > 0 ce qui assure la convergence de´sire´e.
Des calculs analogues montrent que la suite correspondante convergence vers la
solution dans le cas ou` on minimise la distribution en loi de comportement sur le
segment [r0, r1].
L’identification des autres parame`tres η1, ω1, r0 se re´duit aussi a` une formule
re´cursive de la forme (2.31). Les calculs effectue´s ont montre´ la convergences de
toutes suites vers la solution.
2.5 Conclusions
Nous avons trouve´ une me´thode nouvelle d’acce`s a` la distribution inte´rieure
des modules e´lastiques a` partir des mesures (de´placements - forces) sur la frontie`re
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du corps. Cette me´thode est inte´ressante a` deux points de vue : d’une part elle
est rigoureuse, prenant en compte le caracte`re des e´quations de l’e´lasticite´, et sa
convergence a e´te´ de´montre´e dans un cas simple, d’autre part elle fournit un premier
outil d’investigation du proble`me d’identification en e´lasticite´ anisotrope.
Le champ d’applications de la me´thode est autant mathe´matique (car beaucoup
de questions sont encore ouvertes au point de vue mathe´matique), que pratique, car
la de´composition de l’ELC peut eˆtre utilise´e dans d’autres proble`mes d’identification
(i.e. proble`me spectrale inverse) ou d’optimisation en e´lasticite´.
Chapitre 3
Exemples nume´riques
Dans ce chapitre nous pre´sentons les re´sultats des calculs nume´riques afin de
tester la me´thode IDA propose´ dans le chapitre pre´ce´dent. Il s’agit des proble`mes
bidimensionels en e´lasticite´ isotrope (paragraphe 3.2) ou a` syme´trie cubique (pa-
ragraphe 3.3), pour lesquels on a reconstruit diffe´rents distributions des modules
e´lastiques a` partir des mesures simule´es par des calculs directes.
3.1 Description des test nume´riques
Les re´sultats nume´riques ont e´te´s obtenus par des calculs e´le´ment fini en deux
e´tapes. Dans un premier temps on a simule´ les mesures par des calculs directs et
dans un deuxie`me temps on a reconstruit la distribution des modules e´lastiques a`
partir de ces mesures.
Les distributions des modules e´lastiques qu’on a essaye´ d’identifier sont donne´es
par les formules suivantes :
– distribution exponentielle (voir fig. 3.1) :
Mreal(x) =M0 + δM1 exp(−x
2
l2
)
avec l une longueur caracte´ristique.
– inclusion marche (A), carre´ (B), et coin (D) (voir fig. 3.2) :
Mreel =
{
M0 si x ∈ ∆1
M0 + δM1 si x ∈ Ω−∆1
– inclusion annulaire (C) (voir fig. 3.2) :
Mreel =


M0 si x ∈ ∆1
M0 + δM1 si x ∈ ∆2 −∆1
M0 + δM2 si x ∈ Ω−∆2
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ou M0, M1, et M2 sont des valeurs constantes et ∆1 et ∆2 sont deux domaines, qui
correspond aux inclusions tel que : ∆1 ⊂ ∆2 ⊂ Ω.
Fig. 3.1 – Distribution exponentielle re´elle et reconstruite du module de Young E
(e´lasticite´ isotrope : δE1/E0 = 0.5,ν = 0.3 = constant)
Les mesures, N paires de´placements - forces : (ξi,ϕi)i=1,N donne´es sur toute
la frontie`re ∂Ω, sont obtenues par des calculs e´le´ments finis directes a` partir de la
distribution ’re´elle’ des modules e´lastiques. Pour chaque ϕi,i = 1, N on a re´solu le
proble`me a` forces impose´es :
div (Creelǫ(ui)) = 0
Creelǫ(ui)n|∂Ω = ϕi
Les de´placements mesure´es sont obtenues de l’e´galite´ :
ξ = u|∂Ω
Ces mesures ont e´te´s bruite´es pour diffe´rents calculs avec un bruit blanc selon les
formules suivantes :
ξbruite = (1 + a rand(x))ξ
ϕbruite = (1 + a rand(x))ϕ, (3.1)
ou a est l’amplitude du bruit, rand(x) un nombre ale´atoire dans [−1, 1].
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Une autre expression de bruit, plus pe´nalisante, a e´te´ aussi utilise´e :
ξbruite = ξ + a rand(x)max(|ξ|)
ϕbruite = ϕ+ a rand(x)max(|ϕ|), (3.2)
Les re´sultats des reconstructions ont e´te´ satisfaisantes pour des amplitudes : n ≤ 10%
avec le bruit ”proportionnel” (3.1) et n ≤ 10% avec le bruit ”maximal” (3.2).
A
C
B
D
Fig. 3.2 – Formes des inclusions marche (A), carre´ (B), annulaire (C), et coin (D)
Comme forces impose´es on a pris des distributions paraboliques des forces sur
plusieurs nœuds, des forces concentre´es ou des ’moments concentre´es’ (voir fig. 3.3) ;
seul le point d’application du chargement varie d’un mesure a` une autre.
Les distributions paraboliques ont e´te´ choisies pour leur ressemblance a` la pres-
sion de contact de Hertz lors du contact entre deux corps e´lastiques. Les moments
ont e´te´s choisies comme correspondants e´lastiques des dipoles e´lectriques. Le di-
pole e´lectrique e´tant un des flux les plus utilise´es dans le proble`me d’identification
e´lectrique qui a donne´ des bons re´sultats lors des reconstructions.
Les moments ont e´te´ introduits pour comparer leur re´solution avec celles des
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FORCE PARABOLIQUE
FORCE CONCENTREE MOMENT CONCENTRE
Fig. 3.3 – Diffe´rents distributions des forces impose´es sur la frontie`re
distribution des forces paraboliques lors de la reconstruction. 1
A partir des mesures simule´es par la me´thode expose´e avant on a reconstruit la
distribution des modules e´lastiques en utilisant la me´thode IDA (voir chapitre 2).
Toutes les mesures ont eu le meˆme poids dans la reconstruction, et aucune autre
information initiale n’a pas e´te´ utilise´e.
Les distributions des modules e´lastiques au commencement de la reconstruction
ont e´te´ conside´re´s constantes, leurs valeurs n’ont pas eu une influence particulie`re
sur le re´sultat de la reconstruction.
Tous les calcul ont e´te´ programme´s dans le langage (oriente´ e´le´ments finis) ’gi-
biane’ du code CASTEM2000 (CEA, France) sur des stations de travail HP 720 et
HP/Apollo 400. Le domaine a e´te´ divise´ dans n × n e´le´ments carre´s. Le plus fin
maillage a eu 48×48 e´le´ments. On a utilise´ dans les e´le´ments des fonctions de forme
1On est conscients que de point de vue pratique c’est impossible d’imposer des moments sur la
surface d’un corps. Tenant compte de la line´arite´ du proble`me, une possibilite´ de surpasser cette
difficulte´ serait d’utiliser comme mesure la soustraction des deux mesures a` force concentre´e dans
des location voisines.
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line´aires et quadratiques. Pour les e´le´ments quadratiques on a rencontre´ un proble`me
lie´ aux zones a` fort gradient de de´formation ou des distributions des champs stric-
tement positives contenant des zones ne´gatives apre`s des transformations du champ
des points Gauss sur les nœuds du maillage.
Pour un domaine divise´ en n × n e´le´ments on a conside´re´ 4(n − k) mesures, ou`
k de´signe la largeur, en nombre d’e´le´ments du chargement (distribution de pression,
force ou moment concentre´). Le raffinage du maillage, sans l’augmentation corres-
pondante du nombre de mesures n’a pas produit un effet significatif sur le re´sultat
que dans un voisinage de la frontie`re. C’est le phe´nome`ne de ”saturation” indique´
par P.Sabatier en microgravime´trie [13].
En ce qui concerne le temps de calcul on remarque dans le cas a` syme´trie cubique
que, pour un maillage 24× 24, 96 des simulations des mesures sont exe´cute´es dans 6
minutes sur une station HP 720. Par contre pour 17 ite´rations dans de l’algorithme
de reconstruction pour le meˆme maillage, ce qui correspond a` 96×17 = 1632 calculs
directes, on pris 5 heures de calcul pour la meˆme station de travail, et non pas
6′×17 ≈ 2 heures. Le temps supple´mentaire est justifie´ par le passage entre diffe´rents
expressions du tenseur d’e´lasticite´ (modules, modules propres) et par les calculs des
invariants correspondants a` la de´formation et la contrainte ainsi que par le calcul
des diffe´rents coefficients d’erreur.
3.2 Re´sultats - Elasticite´ isotrope
Les exemples traite´s dans le cas de l’e´lasticite´ isoptrope ont essaye´ de reconstruire
la distribution inte´rieure du module de Young et /ou` du coefficient de Poisson.
Les re´sultats nume´riques obtenus nous ont amene´s a` constater que :
– Le module calcule´ apre`s 5-15 ite´rations est a` 10-20% du module re´el. L’erreur
relative de´pend de la distribution des modules e´lastiques recherche´e et du
niveau de bruit. Pour des niveaux de bruit :n > 5%, pour bruit maximal,
n > 10%, pour bruit proportionnel, on reste a` plus de 20% en erreur relative
de la distribution re´elle. Si on continue les ite´rations, la descente de l’erreur
relative devient tre`s lente ou peut meˆme croˆıtre dans diffe´rents cas. (voir fig.
3.6).
La forme de la distribution est de´termine´e pratiquement dans les premie`res
ite´rations. Avec un nombre croissant d’ite´rations on s’approche de plus en
plus des valeurs du maximum.
La localisation spatiale des inclusions est tre`s bonne. Par contre la recons-
truction ne conserve pas une forme rectangulaire pour les inclusions de cette
forme, elle reste arrondie meˆme pour les maillages les plus fins 64 × 64. (voir
fig. 3.7).
– L’erreur en loi de comportement a` un comportement similaire. Apre`s une
descente rapide dans les premiers ite´rations elle tend presque asymptotique-
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Fig. 3.4 – Reconstruction du module de Young (en haut) et du coefficient de Poisson
(en bas) pour une inclusion carre´e (B) (δE1/E0 = 0.5 ν = constant, maillage 24×24)
apre`s 4 ite´rations (a` gauche) et apre`s 40 ite´rations a` droite
ment vers une valeur limite, avec une faible de´croissance meˆme pour 100-200
ite´rations. Le bruit influence en meˆme temps la vitesse de descente des pre-
miers ite´rations et la valeur limite pour un grand nombre d’ite´rations. (voir
fig. 3.7).
On n’a pas rencontre´ des cas ou` l’erreur en loi de comportement croit.
– L’influence du bruit sur la reconstruction est concentre´e essentiellement dans
une bande a` la frontie`re du domaine (voir fig. 3.8).
– Une diffe´rence entre les diffe´rents types de forces teste´es a e´te´ observe´e pour
l’inclusion annulaire (C). Seulement les test faits avec des distributions des
moments ont identifie´ un anneau et pas une inclusion carre´e pour un nombre
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Fig. 3.5 – Reconstruction du module de Young (en haut) et du coefficient de Poisson
(en bas) pour une inclusion carre´e (B) (δE1/E0 = 0.5,ν = constant, maillage 6× 6)
apre`s 4 ite´rations (a` gauche) et apre`s 40 ite´rations a` droite
de 50 ite´rations Si on regarde l’erreur relative pour les deux calculs on remarque
que le calcul avec des forces concentre´es atteint une erreur relative minimale de
27% apre`s 25 ite´rations qui reste pratiquement constante, tandis que pour des
moments concentre´es on atteint une erreur relative de 20 % apre`s 25 ite´rations,
de 17 % apre`s 50 ite´rations, et qui continue a` descendre.
– Si la diffe´rence |E0 − E1| est grande, on observe des oscillations du module
calcule´ qui augmente avec le nombre d’ite´rations.
– L’application de la pression proche des coins du domaine a eu un effet stabi-
lisant sur la solution, en e´liminant les oscillations.
Re´sultats - Elasticite´ a` syme´trie cubique 64
3.3 Re´sultats - Elasticite´ a` syme´trie cubique
Les exemples pre´sente´s dans la suite, pour le cas de l’e´lasticite´ a` syme´trie cubique,
correspondent a` l’identification d’une inclusion de diffe´rents formes (voir fig. 3.2)
dans une matrice. Les mate´riaux utilise´es ont e´te´ aluminium et cuivre ayant les
valeurs suivantes pour les modules e´lastiques :
EAl = 66. 10
9 Pa νAl = 0.32 GAl =
EAl
2(1 + νAl)
= 25.109 Pa
ECu = 66. 10
9 Pa νCu = 0.42 GCu = 75.10
9 Pa
On remarque que le cuivre est un mate´riau a` syme´trie cubique tandis que l’alu-
minium est isotrope. Dans la reconstruction on a conside´re´ l’aluminium aussi a`
syme´trie cubique, ce qui est e´quivalent a` supposer que lors de la reconstruction les
trois modules E,ν,G sont inde´pendantes. La reconstruction a ge´ne´ralement donne´
des valeurs proches aux valeurs des modules re´elles dans les zones contenant de l’alu-
minium, ce qui montre qu’on a nume´riquement retrouve´ l’isotropie de l’aluminium,
sans hypothe`ses supple´mentaires.
Par rapport aux calculs pre´sente´s dans le cas de l’e´lasticite´ isotrope un faible
filtrage a e´te´ introduit dans la reconstruction. Pour e´liminer la divergence des mo-
dules on a force´, par coupe a` chaque ite´ration, les modules e´lastiques de rester dans
un intervalle donne´. La valeurs permises ont e´te´ 5 fois plus grandes ou plus petites
que les valeurs initiales a` la premie`re ite´ration.
Les distributions initiales des modules au commencement de la reconstruction
ont e´te´ des constantes. Les valeurs e´tant a` 0−10% diffe´rence des valeurs des modules
de cuivre et aluminium. On n’a pas observe´ une influence remarquable des valeurs
initiales sur les re´sultats de la reconstruction.
Aucune hypothe`se initiale n’a pas e´te´ faite sur la distribution des modules
e´lastiques.
Une suite comple`te des calculs a e´te´ effectue´ sur un maillage 24 × 24 pour une
matrice de aluminium contenant une inclusion de cuivre, pour des forces concentre´es
et de moments concentre´es avec des niveaux de bruit n = 0, 1, 5, 10%. Le bruit a e´te´
conside´re´ dans tous les cas comme proportionnel a` la valeur mesure´e dans chaque
point (3.1). Les valeurs des diffe´rents erreurs relatives (L2,volume ou moment par
rapport aux axes) sont pre´sente´es dans l’annexe A.4.
Une illustration partielle des re´sultats est pre´sente´e dans les figures 3.11- 3.26.
Les re´sultats nume´riques obtenus nous ont amene´s a` constater que :
– La forme, la position et des valeurs moyennes des modules e´lastiques sont
ge´ne´ralement bien reconstruites dans les premie`res 5-20 ite´rations. L’erreur
relative, en volume ou en moment par rapport aux modules re´els de´pend de la
forme de l’inclusion, de la charge applique´e et du niveau de bruit. Les erreurs
minimales obtenues varient selon les cas entre 0% 20 % pour les diffe´rents
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types d’erreurs rencontre´es. Dans des cas pathologiques, par exemple 10 % de
bruit, les erreurs peuvent meˆme croˆıtre apre`s les premie`res 10 ite´ration.
En erreur relative on arrive a` descendre en dessous 10% pour le module de
Young E et le coefficient de Poisson ν et a` 10-30% pour le module de ci-
saillement G. L’influence du bruit sur l’erreur relative est conside´rable comme
montre´e dans les tableaux de l’annexe A.4.
Les erreurs en volume et moment sont apre`s les premie`res 5 ite´rations de l’ordre
de 10% - 20% pour le module de cisaillement G et plus petites que 5% pour le
module de Young E et le coefficient de Poisson ν. En continuant les ite´rations
les erreurs descend en dessous de 10% pour le module de cisaillement G et en
dessous de 2% - 3% pour le module de Young E et le coefficient de Poisson ν.
Ces valeurs sont valables pour jusqu’a` 5% de bruit. A 5% de bruit on a une
de´te´rioration de la reconstruction a` 17 ite´rations seulement pour l’inclusion
coin (D). Par contre a` 10% de bruit toutes les formes d’inclusion teste´es se
de´te´riorent apre`s un faible nombre (≈ 10) d’ite´rations.
On observe que, les erreurs relatives sont ge´ne´ralement plus grandes que les
erreurs en volume ou en moment. Ceci s’explique par les formes ondule´es des
surfaces reconstruites et assure une meilleure reconstruction si le nombre des
valeurs a` identifier est plus petit. Donc des informations a` priori sur les formes
des inclusions vont probablement ame´liorer les re´sultats.
Du point de vue localisation spatiale, on observe comme dans le cas isotrope
que les oscillation provoque´es par le bruit sont plus significatives dans une
bande a` la frontie`re du domaine.
– Si on compare les reconstructions obtenues en appliquant des forces et des mo-
ments concentre´s, on observe que les forces donnent des modules plus proches
dans les premie`res (1 - 8) ite´rations mais que les moments devient apre`s 10
ite´rations ge´ne´ralement plus pre´cises. Un phe´nome`ne similaire a e´te´ aussi ob-
serve dans le cas de l’e´lasticite´ isotrope.
– Un effet stabilisateur sur la solution est obtenu par les mesures proches des
coins du domaine.
– On n’a pas observe´ une croissance ou une de´croissance syste´matique des erreurs
pour des maillages de plus en plus fins. Une explication possible est que pour
les maillages plus fins on a aussi eu un nombre plus grand de mesures et de
points de mesure, ce qui n’est pas le cas dans la comparaison faits dans le cas
isotrope ou` le nombre des mesures a e´te´ tenu constant.
– En comparant les reconstructions des diffe´rents modules, on a des modules
de Young et des coefficients de Poisson plus proches des distributions re´elles
(en erreurs) que les modules de cisaillement. Par contre on observe que la
reconstruction des modules de cisaillement est plus robuste au bruit.
– L’erreur en loi de comportement a une descente rapide dans les premie`res 5 -
10 ite´rations, apre`s un palier a` descente tre`s lente, pour les faibles valeurs de
bruit (0% - 5%), est atteint. Pour des valeurs 5% - 10% on perd la convergence
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et l’erreur en loi de comportement se met a` osciller irregulie`rement en intro-
duisant des oscillations de plus en plus grandes dans les modules reconstruits.
Re´sultats - Elasticite´ a` syme´trie cubique 67
Fig. 3.6 – Erreur relative du module de Young reconstruit pour une inclusion carre´e
(B) (δE1/E0 = 0.5,ν = constant, maillage 6 × 6) avec des mesures sans bruit (en
haut) et avec bruit n = 5% (en bas)
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Fig. 3.7 – Distribution du module de Young reconstruit pour une inclusion carre´e
(B) (δE1/E0 = 1,ν = constant, maillage 6 × 6) avec des mesures sans bruit (en
haut) et avec bruit n = 5% (en bas)
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Fig. 3.8 – Distribution reconstruite exponentielle du module de Young (δE1/E0 =
0.5,ν = constant, maillage 24 × 24) avec des niveaux de bruit : n = 1% (a` gauche)
et n = 5% (a` droite)
Fig. 3.9 – Module de Young re´el (en haut) et reconstruit apre`s 15 ite´rations (en
bas) pour une inclusion annulaire (C) (δE1/E0 = 1,ν = constant, maillage 24× 24)
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Fig. 3.10 – Erreur en loi de comportement pour des distributions exponentielles du
module de Young avec (en haut) et sans bruit (en bas) (δE1/E0 = 0.5)
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Fig. 3.11 – Inclusion A (marche) - distribution re´elle et reconstruite (11 ite´rations)
du module de cisaillement G
VAL - ISO
A  2.00E+10
B  3.00E+10
C  4.00E+10
D  5.00E+10
E  6.00E+10
F  7.00E+10
G  8.00E+10
Fig. 3.12 – Inclusion A (marche) - distribution reconstruite (11 ite´rations) du module
de cisaillement G
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Fig. 3.13 – Inclusion A (marche) - distribution re´elle et reconstruite (5 ite´rations)
du module de cisaillement G - 5% bruit
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VAL - ISO
A  2.00E+10
B  3.00E+10
C  4.00E+10
D  5.00E+10
E  6.00E+10
F  7.00E+10
G  8.00E+10
Fig. 3.14 – Inclusion A (marche) - distribution reconstruite (5 ite´rations) du module
de cisaillement G - 5% bruit
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Fig. 3.15 – Inclusion B (carre) - distribution re´elle et reconstruite (32 ite´rations) du
coefficient de Poisson ν - 0% bruit
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VAL - ISO
A   .29
B   .31
C   .33
D   .35
E   .37
F   .39
G   .41
Fig. 3.16 – Inclusion B (carre) - distribution reconstruite (32 ite´rations) du coeffi-
cient du Poisson ν - 0% bruit
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Fig. 3.17 – Inclusion B (carre) - distribution re´elle et reconstruite (10 ite´rations) du
coefficient de Poisson ν - 0% bruit
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VAL - ISO
A   .29
B   .31
C   .33
D   .35
E   .37
F   .39
G   .41
Fig. 3.18 – Inclusion B (carre) - distribution reconstruite (10 ite´rations) du coeffi-
cient du Poisson ν - 0% bruit
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Fig. 3.19 – Inclusion C (annulaire) - distribution re´elle et reconstruite (32 ite´rations)
du module de cisaillement G
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VAL - ISO
A  2.00E+10
B  3.00E+10
C  4.00E+10
D  5.00E+10
E  6.00E+10
F  7.00E+10
G  8.00E+10
Fig. 3.20 – Inclusion C (annulaire) - distribution reconstruite (32 ite´rations) du
module de cisaillement G
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Fig. 3.21 – Inclusion C (annulaire) - distribution re´elle et reconstruite (17 ite´rations)
du module de cisaillement G - 5% bruit
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VAL - ISO
A  2.00E+10
B  3.00E+10
C  4.00E+10
D  5.00E+10
E  6.00E+10
F  7.00E+10
G  8.00E+10
Fig. 3.22 – Inclusion C (annulaire) - distribution reconstruite (17 ite´rations) du
module de cisaillement G - 5% bruit
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Fig. 3.23 – Inclusion D (annulaire) - distribution re´elle et reconstruite (14 ite´rations)
du coefficient de Poisson ν - 0% bruit
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Fig. 3.24 – Inclusion D (e´chelle) - distribution reconstruite (14 ite´rations) du coef-
ficient du Poisson ν - 0% bruit
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Fig. 3.25 – Inclusion D (e´chelle) - distribution re´elle et reconstruite (2 ite´rations)
du coefficient de Poisson ν - 10% bruit
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Fig. 3.26 – Inclusion D (e´chelle) - distribution reconstruite (2 ite´rations) du coeffi-
cient du Poisson ν - 10% bruit
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3.4 Comparaison avec le proble`me e´lectrique
Il est inte´ressant de comparer les images obtenues pre´ce´demment, dans le cas
e´lastique, avec les images obtenues par Kohn et McKenney [39] dans le cas e´lectrique.
On rappelle que dans le cas e´lectrique, ils avaient minimise´ l’e´quivalent de l’ELC
pour une conductivite´ isotrope. Les deux calculs, e´lastique et e´lectrique, pre´sent
deux diffe´rences essentielles :
– Dans le cas e´lectrique, Kohn et Vogelius ont utilise´ pour la minimisation les
deux me´thodes IDA et MN. L’algorithme IDA a e´te´ utilise´ dans les premie´res
ite´rations pour l’obtention d’une premie`re approximation de l’image recons-
truite, ensuite ils ont continue´ avec l’algorithme MN jusqu’a` la convergence.
Dans le cas e´lastique, seulement la me´thode IDA, a e´te´ utilise´e.
– Les potentiels utilise´es en e´lectricite´ comme charges sur la frontie`re ont la
forme des fonctions harmoniques :
ϕ(x, y) = cRe[(x+ iy)k], k = 1, 5
trouve´es optimales [33, 34, 35] pour de´tecter des inhomoge´ne´ite´s dans un
domaine circulaire.
Tandis que, dans le proble`me e´lastique, les charges applique´es ont e´te´ des
distributions de pression, des forces ou des moments concentre´s.
On observe (voir fig. 3.27), que les images reconstruites en e´lasticite´ et e´lectricite´
sont de qualite´s comparables, meˆme si les me´thodes ne sont pas exactement
e´quivalentes.
Un autre point inte´ressant, qui permet une comparaison avec le cas e´lectrique,
est la forme relaxe´e de l’ELC et le passage du cas isotrope au cas anisotrope. On a
remarque´ dans la paragraphe 2.2.3, que la relaxation de l’ELC permet de s’affranchir,
lors de la minimisation, de la condition d’isotropie portant sur le tenseur d’e´lasticite´
C (respectivement sur le tenseur des conductivite´s, dans le cas e´lectrique).
Si on compare, de point de vue nume´rique, la minimisation de l’ELC sur un
maillage fin avec la minimisation de la relaxation de l’ELC sur un maillage grossier
on doit obtenir des re´sultats semblables [43]. Dans le cas e´lectrique, la minimisa-
tion de la relaxation de l’ELC a donne´ des re´sultats de´sastreux [39] : pour une
conductivite´ re´elle isotrope la conductivite´ reconstruite a e´te´ fortement anisotrope.
Ce re´sultat, en contradiction avec la the´orie mathe´matique de la relaxation, a e´te´
conside´re´ comme une conse´quence de la non-unicite´ du proble`me d’identification
dans le cas anisotrope.
Regardons maintenant, ce qui se passe en e´lasticite´. Dans le cas anisotrope, on
a utilise´ sans avoir des difficulte´s particulie`res, l’ELC correspondante a` la syme´trie
cubique (qui est une premie`re relaxation de l’ELC correspondante a` l’isotropie)
pour identifier un mate´riau isotrope. Notre re´sultat apparaˆıt donc en accord avec
la the´orie mathe´matique et en contradiction avec l’expe´rience de Kohn et McKen-
ney [39]. Dans l’interpre´tation il faut peut-eˆtre tenir compte de caracte`re spe´cial de
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Fig. 3.27 – Reconstruction d’un conductivite´ (d’apre`s Kohn et McKenney) : (a)
conductivite´ re´elle, (b) reconstruction sans bruit, (c) reconstruction 3% bruit (11
ite´rations), (d) reconstruction 3% bruit (50 ite´rations)
la relaxation lors du passage de l’isotropie a` la syme´trie cubique. Dans ce passage
on a libe´re´ en effet un seul degre´ de liberte´ de plus, qui correspond a` un module
propre. L’instabilite´ rapporte´ par Kohn et McKenney doit probablement parvenir
au moment de la libe´ration des degre´s de liberte´ correspondants aux distributeurs
e´lastiques ou aux parame`tres d’orientation.
C’est inte´ressant de remarquer que ces phe´nome`nes sont en accord avec la conjec-
ture d’unicite´ propose´e dans le paragraphe 1.5, ou on postule l’identifiabilite´ des
module propres et la non-identifiablite´ des distributeurs e´lastique et parame`tres de
coordonne´es.
3.5 Conclusion
On a montre´ que la minimisation de l’ELC donne un algorithme raisonablement
exact et stable pour re´soudre le proble`me d’identification des modules e´lastiques.
Pour les inclusions situe´es a` l’inte´rieur du domaine la reconstruction est une
image lisse´e avec une bonne repre´sentation de la position et de la forme de l’inclu-
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sion. La me´thode s’est montre´ plutoˆt stable au bruit expe´rimental. Les irre´gularite´s
observe´es peuvent eˆtre e´limine´es soit par filtrage, soit par diminution du nombre des
parame`tres en utilisant des informations a priori (i.e. forme ou position de l’inclu-
sion).
Une conclusion importante est le fait que l’ELC peut eˆtre utilise´ comme indica-
teur de convergence de la me´thode. Elle est calcule´e seulement a` partir des champs
obtenus lors de la reconstruction. 2
La finalisation de la reconstruction apre`s un faible nombre d’ite´rations a un
bon effet sur l’image des modules, 5-15 ite´rations avec la me´thode IDA donnent
ge´ne´ralement un re´sultat suffisamment bon.
La me´thode propose´e pre´sente plusieurs avantages. Chaque ite´ration est facile-
ment paralle´lisable, car on peut calculer sur des processeurs diffe´rents les champs
de de´formations et de contraintes correspondantes a` des mesures diffe´rentes. C’est
aussi important de noter qu’elle est inde´pendante du type de chargement applique´
a` la frontie`re lors des mesures, et du type de distribution des modules e´lastiques.
Les avantages provient du fait que sa formulation est variationnelle et qu’elle n’est
pas lie´e a` un proble`me line´airise´. La formulation variationnelle assure aussi que le
proble`me nume´rique converge dans le cas ide´al vers la solution.
2L’ELC est calcule´e a` l’ite´ration i par la formule :
I(Ci−1, ǫi,σi)
ou Ci est le tenseur e´lastique de´termine´ a` l’ite´ration pre´ce´dente et ǫi et σi sont les de´formations et
contraintes calcule´es avec Ci a` cette ite´ration.
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A.1 Tenseurs et modules e´lastiques propres
L’e´quation constitutive :
σ = Cǫ (A.1)
est une relation line´aire entre des tenseurs sume´triques d’ordre deux sur R3. On
s’inte´resse dans ce qui suit a` la de´termination de l’e´tat de de´formation ǫ, pour lequel
le tenseur de de´formation ǫ est paralle`le au tenseur de contrainte σ. Pour de´terminer
ces directions on va re´e´crire l’e´quation constitutive comme relation line´aire entre
deux vecteurs d’un espace vectoriel de dimension 6 :
σˆ = Cˆǫˆ
avec
σˆ =


σ11
σ22
σ33
21/2σ23
21/2σ31
21/2σ12


ǫˆ =


ǫ11
ǫ22
ǫ33
21/2ǫ23
21/2ǫ31
21/2ǫ12


Cˆ =


C1111 C1122 C1133 2
1/2C1123 2
1/2C1131 2
1/2C1112
C2211 C2222 C2233 2
1/2C2223 2
1/2C2231 2
1/2C2212
C3311 C3322 C3333 2
1/2C3323 2
1/2C3331 2
1/2C3312
21/2C2311 2
1/2C2322 2
1/2C2333 2C2323 2C2331 2C2312
21/2C3111 2
1/2C3122 2
1/2C3133 2C3123 2C3131 2C3112
21/2C1211 2
1/2C1222 2
1/2C1233 2C1223 2C1231 2C1212


L’application qui relie´e le tenseur 3-dimensionnel d’ordre deux A avec le vecteur 6-
dimensionnel corespondant Aˆ est un isomorphisme d’espaces vectoriels. Par rapport
aux autres isomorphismes existents (notation de Voigt, notation de Kelvin, voir [22])
il pre´sent deux avantages : il est le meˆme pour les de´formations est les contraintes et
il transforme le tenseur d’e´lasticite´ d’ordre quatre C dans un tenseur d’ordre deux
Cˆ (i.e. les composantes changent au changement de repe`re comme les composantes
des tenseurs).
En utilisant la de´finition de Mehrabadi et Cowin [22, 23] on va appeler cette
projection la notation en tenseur d’ordre 2, ou la notation fait re´fe´rence au modules
d’e´lasticite´ qui dans ce cas sont reprensente´es par un tenseur d’ordre 2.
Notre proble`me principal, qui cherche a de´terminer les directions paralle´les des
de´formations et contraintes se transforme dans cette formalisation en un proble`me
standard a` valeurs et vecteurs propres.
(Cˆ− c1)Vˆ = 0
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Compte tenu du fait que Cˆ est un tenseur de´fini positif dans un espace vectoriel 6 -
dimensionnel, on a K ≤ 6 valeurs propres diffe´rentes ck et vecteurs propres associe´s
ǫˆ(k), k = 1, 6.
On va de´nommer ck, lesmodules e´lastiques propres et les tenseur d’ordre deux ǫ
(k)
correspondants aux vecteurs propres ǫˆ(k), tenseurs propres du proble`me d’e´lasticite´.
En normalisant les vecteurs propres ǫˆ(k) on obtient les directions propres Nˆ
(k)
avec les proprie´te´s suivantes :
ǫˆ(k) = |ǫˆ(k)|Nˆ (k) |ǫˆ|ǫˆ(k)||2 = ǫˆ(k) · ǫˆ(k) Nˆ (k) · Nˆ (k) = 1
Ces concepts ont e´te´ introduits initialement par Kelvin (voir [23]), qui les appelait
”les types principaux de contrainte et de de´formation”.
Ge´ne´ralement on va noter par A(k) les projections d’un tenseur A sur les direc-
tions des tenseurs propres du proble`me d’e´lasticite´ :
A(k) = (A ·N (k))N (k)
Si un modul propre a l’ordre de multiplicite´ i, on va noter avec A(k,k+1,...,k+1) la
projection du tenseurA sur le sous-espace propre correspondant a` ce module propre.
Avec ces notation on e´crit l’e´quation constitutive sous les formes e´quivalentes :
σˆ =
6∑
k=1
σ(k) =
K∑
k=1
ckǫ
(k) =
6∑
k=1
ckN
(k)|ǫ(k)|
et d’une autre part on a l’expression suivante pour le tenseur d’e´lasticite´ :
Cˆ =
6∑
k=1
ckN
(k) ⊗N (k)
On appelle une direction N (k) isochorique si trN (k) = 0, et dilationnelle autrement.
C’est inte´ressant de discuter la relation entre les 6 modules e´lastiques propres
et les 21 modules caracte´risant le tenseur d’e´lasticite´ dans le cas ge´ne´ral d’anisotro-
pie, car 21 modules e´lastiques ne peuvent pas eˆtre comple`tement de´termine´s par 6
modules propres.
Pour caracte´riser comple´tement le tenseur d’e´lasticite´ a` l’aide des modules et
directions propres Cowin et Mehrabadi [23] ont introduit le concept de distributeurs
e´lastiques. Les distributeurs e´lastiques sont des rapports des modules e´lastiques Cijkl,
et peuvent eˆtre conside´re´s comme des ge´ne´ralisations du coefficient de Poisson. Ils
peuvent eˆtre calcule´s a` partir des 12 valeurs : trN (k) et trN (k)N (k)N (k), k = 1, 6,
ou` N (k) sont les directions e´lastiques (tenseurs propres orthonormaux).
On a caracte´rise´ ansi 6 + 12 = 18 modules propres, les 3 restant jusqu’a` 21
sont de´termine´s par le choix particulier du syste`me de re´fe´rence et sont appele´s
parame`tres d’orientation.
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De ce point de vue on caracte´rise les syme´tries e´lastiques en deux cate´gories,
celles qui sont comple´tement de´termine´es par les modules propres comme l’isotro-
pie et la syme´trie cubique, et celles qui demande la connaissance des distributeurs
e´lastiques ou des parame`tres d’orientation comme les syme´tries orthotropes, hexa-
gonales, te´tragonales, trigonales, . . ..
On prese´nte dans la suite l’expression comple`te des modules e´lastiques pour
l’e´lasticite´ isotrope et a` syme´trie cubique. D’autres syme´tries e´tant pre´sente´es dans
[22, 23].
La syme´trie cubique est comple`tement caracte´rise´e par 3 modules e´lastiques λ, µ
et β relie´s a` Cˆ par :
Cˆ =


λ+ 2(µ− β) λ λ 0 0 0
λ λ+ 2(µ− β) λ 0 0 0
λ λ λ+ 2(µ− β) 0 0 0
0 0 0 2µ 0 0
0 0 0 0 2µ 0
0 0 0 0 0 2µ


Le premier module e´lastique propre est c1 = 3λ+2(µ−β) et il est associe´ a` la partie
sphe´rique propre du tenseur (direction dilationnelle) ǫ :
ǫ(1) =


1
3tr(ǫ) 0 0
0 13 tr(ǫ) 0
0 0 13tr(ǫ)


Le deuxie`me tenseur propre est associe´ au module propre c2 = 2(µ−β) et repre´sente
une distortion isochorique :
ǫ(2,3) =

 ǫ11 −
1
3tr(ǫ) 0 0
0 ǫ22 − 13tr(ǫ) 0
0 0 ǫ33 − 13tr(ǫ)


Le dernier tenseur propre est un cisaillement isochorique et est il est relie´ au troisie`me
module propre c3 = 2µ :
ǫ(4,5,6) =

 0 ǫ12 ǫ13ǫ12 0 ǫ23
ǫ13 ǫ23 0


On remarque que le cas de l’e´lasticite´ isotrope peut eˆtre obtenu du cas a` syme´trie
cubique en mettant β = 0. On aura donc deux modules propres inde´pendants η =
3λ + 2µ le module de de´formation volumique et ω = 2µ le module de cisaillement.
Les tenseurs propres associe´s sont la partie sphe´rique (direction dilatationnelle) :
ǫ(1) =


1
3tr(ǫ) 0 0
0 13 tr(ǫ) 0
0 0 13tr(ǫ)


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et respectivement la partie de´viatorique du tenseur (direction isochorique) :
ǫ(2,3,4,5,6) =

 ǫ11 −
1
3tr(ǫ) ǫ12 ǫ13
ǫ12 ǫ22 − 13 tr(ǫ) ǫ23
ǫ13 ǫ23 ǫ33 − 13 tr(ǫ)


Dans le cas d’aluminium et de cuivre on a les modules e´lastiques suivants :
λAl = 47. 109 Pa µAl = 25. 109 Pa βAl = 0.
λCu = 121. 109 Pa µCu = 75. 109 Pa βCu = 51. 109 Pa
Les modules propres ont les valeurs suivantes :
cAl1 = 1.19 10
11 Pa cAl2 = c
Al
3 = 5. 10
10
cCu1 = 411. 10
9 Pa cCu2 = 47. 10
9 cCu3 = 150.10
9 Pa (A.2)
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A.2 Analyse spectrale et fonction de Green
Dans ce qui suit, on va commencer d’abord en rappelant quelques notions et
proprie´te´s d’un corps e´lastique en vibrations libres [62, 45]. Ensuite, utilisant ces
proprie´te´s on va construire une solution fondamentale (fonction de Green) pour le
corps e´lastique de dimensions finies comme somme des modes propres de vibration.
La solution fondamentale obtenue ainsi, est e´gale a` la solution fondamentale donne´e
par Kupradze [45] par une autre me´thode. Ces conside´rations vont permettre a` la
fin de donner une repre´sentation inte´grale de l’inverse de l’application de Dirichlet-
Neumann. Le raisonnement va suivre une construction similaire, qui fournit une
solution fondamentale pour le proble`me e´lectrique [33].
On de´signe par L l’ope´rateur de Lame´, de´fini pour un champ de de´placements
u par la relation :
L[u] = −divC∇u (A.3)
On va nommer solution caracte´ristique une paire fre´quence propre - mode propre
de vibration, (ω,w). Ce couple est une solution du syste`me :
L[w] = ωw (A.4)
avec les conditions aux limites sur ∂Ω = ∂Ω1
⋃
∂Ω2 (∂Ω1
⋂
∂Ω2 = 0) :
w|∂Ω1 = 0 σ(w)n|∂Ω2 = 0 (A.5)
et une condition de normalite´ pour w :∫
Ω
w ·w dx = 1 (A.6)
Il faut remarquer que les fonctions propres de l’ope´rateur de Lame´ correspond vrai-
ment aux modes propres de vibrations du corps seulement si le corps est a` densite´
de masse homoge`ne. Dans la suite on va se situer dans ce cas privilegie´. Il est bien
connu [62], que les fre´quences propres forment une suite croissante, tendant vers
+∞ :
0 ≤ ω0 ≤ ω1 ≤ . . . ≤ ωm ≤ . . . (A.7)
et les modes propres wm une base hilbertienne orthonormale dans l’espace des fonc-
tions a` de´rive´e de carre´ inte´grable H1(Ω). En ce qui concerne ω0 on rencontre deux
situations :
– ω0 > 0 si et seulement si la partie ∂Ω1 est de mesure non-nulle
– ω0 = 0 si et seulement si la partie ∂Ω1 est de mesure nulle. Dans ce cas le
corps est libre et tous les de´placements rigides normalise´s par (A.6) sont des
modes propres.
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Dans la suite on se situe dans le cas des vibrations libres, ∂Ω1 = 0. Les de´placements
rigides associe´s a` ω0 = 0, forment un sous-espace de dimension 6. Une base du sous-
espace est donne´e par trois translation et trois rotations.
On va de´montrer maintenant au sens des distributions l’e´galite´ suivante :
δ(x− y)ei =
∞∑
k=0
wk(x)wki (y) (A.8)
Soit v une fonction dans C∞(Ω). D’une part on a la de´finition de la distribution de
Dirac :
vi(y) =
∫
Ω
δ(x− y)ei · v(x) dx (A.9)
D’autre part, en utilisant le de´veloppement des composantes vi, i = 1, 3 de v sur la
base des fonctions propres (wk)∞k=1 on a les e´galite´s suivantes au sens des distribu-
tions :
vi(y) =
∞∑
k=0
vkwki (y)
=
∞∑
k=0
[∫
Ω
v(x) ·wk(x) dx
]
wki (y)
=
∫
Ω
[
∞∑
k=0
wk(x)wki (y)
]
· v(x) dx (A.10)
Ce qui de´montre l’e´galite´ (A.8).
On va de´finir la fonction suivante :
G(x,y) =
∞∑
k=7
1
ωk
wk(x)⊗wk(y) (A.11)
G est un ope´rateur Green. Un calcul simple montre que :
Gi(x,y) = G(x,y)ei (A.12)
est une solution fondamentale pour le proble`me a` force massique et frontie`re libre
suivant :
Lx[Gi(x,y)] = δ(x− y)ei −
6∑
k=1
wk(x)wki (y) (A.13)
σ(Gi(x,y))|∂Ω = 0 (A.14)
avec y un point arbitrairement fixe´. Par inte´gration on peut de´montrer que les forces
du syste`me sont auto-e´quilibre´es et que donc le syste`me admet une solution unique,
la fonction de Green Gi.
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On remarque que cette construction nous a conduit au syste`me conside´re´ par Ku-
pradze [45] dans sa construction d’une solution fondamentale (fonction de Green)
pour le domaine borne´. L’unicite´ de la solution du syste`me assure que la solu-
tion construite ici a` partir des modes propres est e´gale a` la solution de Kupradze
construite utilisant des potentiels de simple et double couche.
La solution fondamentale permet de fournir une repre´sentation inte´grale sur la
frontie`re pour les de´placements a` partir d’un champ de forces donne´. Donc une
repre´sentation inte´grale pour l’inverse de l’application de DN, Λ−1
C
.
Soit ϕ un champ de forces sur ∂Ω, on conside`re v la solution unique du proble`me
aux limites suivant :
Lx[v] = 0 (A.15)
σ(v)n|∂Ω = ϕ (A.16)
auquel on rajoute les conditions :∫
Ω
v(x)wk(x) dx = 0 k = 1, 6 (A.17)
Ce conditions enle`vent tout de´placement rigide de la solution v. En appliquant plu-
sieurs fois le principe du travail virtuel pourGi et v on obtient apre`s une inte´gration
par parties pour y ∈ ∂Ω :
v(y) =
∫
Ω
[Lx[G(x,y)]v(x)− Lx[v(x)]G(x,y)] dx
=
∫
∂Ω
G(x,y)ϕ(x) dx (A.18)
En conse´quence l’inverse de l’application de DN a la repre´sentation inte´grale, comme
integrale singulie`re en valeur principale de Cauchy [65], suivante :
Λ−1
C
(ϕ)(y) =
∫
∂Ω
G(x,y)ϕ(x) dx (A.19)
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Fig. A.1 – Le domaine fissure´ ΩF
A.3 Sur l’identification des fissures
Dans cette section on pre´sente une possible application de la formule de
re´ciprocite´. Elle traite l’identification d’une fissure et est une prolongation naturelle
des travaux de S.Andrieux et A.Benabda [3].
Les relations de re´ciprocite´ pre´sente´es dans la section 1.3 ont e´te´ obtenues dans
l’hypothe`se implicite que Ω ne contient pas des fissures. Dans ce qui suit on va
reprendre ces raisonnements sur ΩF = Ω − Γ, un corps contenant une fissure Γ. Le
proble`me e´lastique sur ΩF (avec fissure) va eˆtre conside´re´e comme une perturbation
par rapport au proble`me e´lastique sur Ω (sans fissure). Le tenseur d’e´lasticite´ C
reste le meˆme dans les points inte´rieurs des deux domaines. On remarque que pour
le proble`me e´lectrique le proble`me e´quivalent a e´te´ de´veloppe´ par [3]
Soit (ξ,ϕ) une paire des mesures sur la frontie`re ∂ΩF du corps fissure´ et u une
solution en de´placement correspondantes a ces conditions au limites sur ΩF. u est
donc solution du proble`me perturbe´e dans ΩF :
divC∇u = 0 (A.20)
avec les conditions aux limites sur ∂Ω :
u|∂Ω = ξ σ(u)n|∂Ω = ϕ (A.21)
et la condition de bord libre sur les deux le`vres de la fissure Γ+ et Γ− :
σ(u+)n+ = 0 σ(u−)n− = 0 (A.22)
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Soit aussi v une solution du proble`me non perturbe´ sur Ω :
divC∇v = 0 (A.23)
On veut montrer que :∫
∂Ω
[ϕv − ξσ(v)n] ds =
∫
Γ
[[u]]σ(u)n ds (A.24)
Le principe des puissances virtuelles pour la solution u du proble`me perturbe´e avec
le de´placement virtuel v s’e´crit :∫
Ω
C∇u∇v dx =
∫
∂Ω
vσ(u)n ds+
∫
Γ
[[Cuv]]n dx (A.25)
Le meˆme principe donne pour la solution v du proble`me non perturbe´ avec le
de´placement virtuel u :∫
Ω
C∇u∇v dx =
∫
∂Ω
uσ(v)n ds+
∫
Γ
[[Cvu]]n dx (A.26)
En additionnant les deux dernie`res e´quations et en tenant compte des conditions
aux limites et des conditions sur les le`vres de la fissure on obtient la relation de´sire´e.
Une application imme´diate de l’e´quation A.24 est l’identification de la direction
d’une fissure plane a` partir de mesures (ξ,ϕ) sur la frontie`re.
Pour une fissure plane, la normale ne de´pend pas du point, et donc le proble`me
se re´duit a` la de´termination des directions ni, i = 1, 3, de la normale n = niei.
Soit vj , j = 1, 3 trois solutions du proble`me non perturbe´, alors on a :∫
∂Ω
[ϕvj − ξσ(vj)n] ds = niei
∫
Γ
[[u]]σ(vj) ds
si on rajoute la condition :
n21 + n
2
2 + n
2
3 = 1 (A.27)
on obtient un syste`me dans les inconnues n1, n2, n3 et [[u]]Γ. Pour les solutions
non-perturbe´es avec un champ de contrainte constant dans Ω, l’inconnue [[u]]Γ est
e´limine´e et on calcule facilement les directions de la normale.
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A.4 Erreurs des calculs de reconstruction
On donne dans la suite les valeurs des erreurs relatives, en volume et en moments
entre les modules re´els et reconstruits lors des calculs d’identification pour les quatre
types d’inclusions : marche (A), carre´ (B), anneau (C), coin (D) commente´s dans la
section 3.3. Sauf mention spe´ciale il s’agit de l’identification d’une inclusion de cuivre
dans un matrice d’aluminium sur un maillage 24× 24. Les calculs correspondants a`
une inclusion d’aluminium dans une inclusion de cuivre sont note´s dans les tableaux
avec l’indice Al. De la meˆme manie`re, les calculs faits sur des maillages 12 × 12 et
36× 36 portent un indice m12, respectivement m36.
Dans les tableaux on a repre´sente´ les valeurs des trois types d’erreurs de´finis
pour un module reel Mreel et un module reconstruit a` l’ite´ration i, Mi de manie`re
suivante :
– erreur relative :
ǫM =
‖Mreel −Mi ‖
‖Mreel ‖
avec : ‖M ‖= (
∫
∂Ω
M2 dx)
1
2
– erreur en volume :
ǫ00 =
v(Mreel)− v(Mi)
v(Mreel)
avec : v(M) =
∫
∂Ω
M dx
– erreur en moments :
ǫ10 =
mx(Mreel)−mx(Mi)
mx(Mreel)
avec : mx(M) =
∫
∂Ω
xM dx
et respectivement :
ǫ01 =
my(Mreel)−my(Mi)
my(Mreel)
avec : my(M) =
∫
∂Ω
yM dx
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Inclusion A - forces
iteration 5 iteration 17
bruit ǫE ǫν ǫG ǫE ǫν ǫG
0% 0.022 0.040 0.132 0.023 0.035 0.090
1% 0.026 0.040 0.137 0.030 0.039 0.105
5% 0.065 0.048 0.163 0.515 0.473 0.705
10% 0.139 0.078 0.244 0.436 0.823 0.648
Inclusion A - moments
iteration 5 iteration 17
bruit ǫE ǫν ǫG ǫE ǫν ǫG
0% 0.106 0.067 0.198 0.079 0.040 0.141
1% 0.107 0.067 0.198 0.083 0.043 0.146
5% 0.132 0.140 0.202 0.300 0.182 0.381
10% 0.128 0.076 0.208 1.901 0.566 1.088
Inclusion B - forces
iteration 5 iteration 17
bruit ǫE ǫν ǫG ǫE ǫν ǫG
0% 0.007 0.058 0.206 0.009 0.050 0.156
1% 0.01 0.059 0.209 0.021 0.055 0.165
5% 0.051 0.069 0.229 0.376 0.301 0.575
10% 0.123 0.089 0.264 0.85 2.901 0.755
Inclusion B - moments
iteration 5 iteration 17
bruit ǫE ǫν ǫG ǫE ǫν ǫG
0% 0.021 0.046 0.195 0.013 0.037 0.156
1% 0.023 0.046 0.196 0.020 0.040 0.160
5% 0.039 0.053 0.204 0.068 0.065 0.186
10% 0.068 0.090 0.217 0.740 0.773 0.692
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Inclusion C - forces
iteration 5 iteration 17
bruit ǫE ǫν ǫG ǫE ǫν ǫG
0% 0.007 0.087 0.345 0.010 0.091 0.318
1% 0.007 0.087 0.345 0.010 0.091 0.318
5% 0.051 0.097 0.368 0.368 0.27 0.510
10% 0.121 0.115 0.403 3.568 2.308 1.313
Inclusion C - moments
iteration 5 iteration 17
bruit ǫE ǫν ǫG ǫE ǫν ǫG
0% 0.033 0.078 0.339 0.012 0.086 0.300
1% 0.062 0.932 0.351 0.033 0.079 0.227
5% 0.077 0.097 0.353 0.080 0.096 0.250
10% 0.100 0.111 0.356 0.938 3.770 0.767
Inclusion D - forces
iteration 5 iteration 17
bruit ǫE ǫν ǫG ǫE ǫν ǫG
0% 0.018 0.042 0.127 0.015 0.031 0.080
1% 0.022 0.043 0.013 0.027 0.034 0.092
5% 0.058 0.053 0.162 1.903 0.930 3.028
10% 0.182 0.501 0.208 0.996 0.888 0.860
Inclusion D - moments
iteration 5 iteration 17
bruit ǫE ǫν ǫG ǫE ǫν ǫG
0% 0.057 0.056 0.163 0.048 0.046 0.115
1% 0.059 0.057 0.165 0.054 0.048 0.118
5% 0.071 0.064 0.173 0.375 0.324 0.459
10% 0.093 0.082 0.185 0.801 0.689 0.547
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Inclusion A - force - iteration 5
E ν G
bruit ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01
0% 0.017 0.024 0.017 -0.009 -0.020 -0.009 -0.114 -0.132 -0.114
1% 0.017 0.024 0.016 -0.009 -0.020 -0.009 -0.115 -0.134 -0.115
5% 0.021 0.030 0.018 -0.013 -0.026 -0.014 -0.115 -0.139 -0.114
10% 0.015 0.017 -0.001 -0.015 -0.028 -0.010 -0.137 -0.177 -0.168
Inclusion A - force - iteration 17
E ν G
bruit ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01
0% 0.005 0.008 0.005 -0.002 -0.005 0.002 -0.004 -0.003 -0.007
1% 0.004 0.005 0.005 0.005 0.009 0.007 -0.012 -0.017 -0.005
5% -0.245 -0.310 -0.389 -0.179 -0.163 -0.170 -0.580 -0.659 -0.698
10% -0.203 -0.136 -0.254 -0.020 -0.016 -0.063 -0.611 -0.658 -0.654
Inclusion A - moments - iteration 5
E ν G
bruit ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01
0% 0.069 0.114 0.069 -0.058 -0.080 -0.058 -0.183 -0.219 -0.183
1% 0.069 0.114 0.070 -0.058 -0.080 -0.058 -0.183 -0.218 -0.184
5% 0.090 0.153 0.109 0.012 0.052 0.078 -0.178 -0.213 -0.183
10% 0.075 0.119 0.078 -0.057 -0.078 -0.058 -0.172 -0.209 -0.182
Inclusion A - moments - iteration 17
E ν G
bruit ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01
0% 0.015 0.024 0.015 -0.017 -0.023 -0.017 0.003 -0.003 0.003
1% 0.016 0.024 0.016 -0.017 -0.023 -0.016 0.005 0.000 0.002
5% -0.183 -0.233 -0.143 -0.028 -0.007 -0.067 -0.298 -0.345 -0.256
10% 1.298 2.456 1.143 -0.152 -0.110 -0.257 0.416 0.619 0.473
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Inclusion B - force - iteration 5
E ν G
bruit ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01
0% 0.003 0.002 0.004 -0.002 0.002 -0.004 -0.169 -0.130 -0.185
1% 0.003 0.002 0.003 -0.002 0.002 -0.004 -0.169 -0.130 -0.185
5% 0.003 0.003 0.002 -0.003 0.001 -0.006 -0.160 -0.124 -0.176
10% 0.012 0.012 0.008 -0.010 -0.004 -0.016 -0.137 -0.105 -0.154
0% Alm36 0.034 0.034 0.034 -0.012 -0.016 -0.010 -0.119 -0.122 -0.117
0% m36 0.002 0.002 0.003 -0.001 0.002 -0.003 -0.166 -0.127 -0.183
Inclusion B - force - iteration 17
E ν G
bruit ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01
0% 0.000 0.000 0.000 0.004 0.004 0.004 -0.056 -0.040 -0.061
1% 0.000 0.000 -0.001 0.004 0.004 0.003 -0.054 -0.039 -0.058
5% 0.130 0.179 0.211 -0.031 -0.069 -0.024 0.028 0.152 0.099
10% -0.380 -0.531 -0.348 0.235 0.347 0.735 -0.604 -0.648 -0.624
0% Alm36 0.010 0.010 0.009 0.007 0.003 0.006 -0.001 -0.002 -0.004
0% m36 -0.001 0.000 -0.001 0.005 0.004 0.005 -0.064 -0.045 -0.070
Inclusion B - moments - iteration 5
E ν G
bruit ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01
0% 0.021 0.016 0.024 -0.022 -0.015 -0.025 -0.164 -0.121 -0.183
1% 0.021 0.016 0.024 -0.021 -0.014 -0.025 -0.164 -0.121 -0.183
5% 0.022 0.017 0.026 -0.020 -0.014 -0.024 -0.163 -0.121 -0.185
10% 0.029 0.027 0.030 0.007 0.040 -0.026 -0.159 -0.118 -0.185
0% m36 0.016 0.012 0.018 -0.017 -0.012 -0.020 -0.160 -0.118 -0.179
Inclusion B - moments - iteration 17
E ν G
bruit ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01
0% 0.002 0.001 0.003 0.000 0.000 0.000 -0.036 -0.023 -0.040
1% 0.002 0.002 0.003 0.000 0.001 0.000 -0.036 -0.023 -0.041
5% 0.009 0.009 0.012 -0.006 -0.004 -0.010 -0.025 -0.014 -0.033
10% -0.615 -0.749 -0.620 -0.213 -0.130 -0.141 -0.612 -0.694 -0.610
0% m36 0.000 0.000 0.000 0.002 0.002 0.002 -0.047 -0.032 -0.052
Erreurs des calculs de reconstruction 105
Inclusion C - force - iteration 5
E ν G
bruit ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01
0% 0.005 0.005 0.005 0.000 0.000 0.000 -0.193 -0.193 -0.193
1% 0.005 0.005 0.005 0.000 0.000 0.000 -0.193 -0.193 -0.193
5% 0.006 0.006 0.004 -0.002 -0.002 -0.002 -0.183 -0.185 -0.184
10% 0.015 0.016 0.010 -0.009 -0.009 -0.012 -0.160 -0.164 -0.163
0% m12 0.004 0.004 0.004 0.000 0.000 0.000 -0.130 -0.130 -0.130
Inclusion C - force - iteration 17
E ν G
bruit ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01
0% 0.001 0.001 0.001 0.008 0.008 0.008 -0.108 -0.108 -0.108
1% 0.001 0.001 0.001 0.008 0.008 0.008 -0.108 -0.108 -0.108
5% 0.174 0.153 0.288 0.011 0.013 0.045 -0.054 -0.093 -0.005
10% 0.899 -0.021 0.885 0.351 -0.063 -0.133 0.536 0.075 0.631
0% m12 0.002 0.002 0.002 0.006 0.006 0.006 -0.053 -0.053 -0.053
Inclusion C - moments - iteration 5
E ν G
bruit ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01
0% 0.033 0.033 0.033 -0.025 -0.025 -0.025 -0.196 -0.196 -0.196
1% 0.062 0.054 0.054 -0.045 -0.040 -0.040 -0.233 -0.223 -0.223
5% 0.062 0.054 0.054 -0.045 -0.040 -0.040 -0.233 -0.223 -0.223
10% 0.067 0.058 0.060 -0.050 -0.054 -0.040 -0.228 -0.219 -0.226
0% m12 0.030 0.030 0.030 -0.024 -0.024 -0.024 -0.136 -0.136 -0.136
Inclusion C - moments - iteration 17
E ν G
bruit ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01
0% 0.006 0.006 0.006 0.005 0.005 0.005 -0.106 -0.106 -0.106
1% 0.012 0.008 0.008 -0.001 0.000 0.000 -0.048 -0.050 -0.050
5% 0.019 0.016 0.017 -0.006 -0.004 -0.007 -0.035 -0.037 -0.046
10% -0.399 -0.289 -0.529 2.943 3.754 2.082 -0.624 -0.599 -0.662
0% m12 0.010 0.010 0.010 0.000 0.000 0.000 -0.052 -0.052 -0.052
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Inclusion D - force - iteration 5
E ν G
bruit ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01
0% 0.011 0.018 0.012 -0.006 -0.016 -0.007 -0.091 -0.117 -0.095
1% 0.011 0.018 0.011 -0.006 -0.016 -0.007 -0.092 -0.119 -0.096
5% 0.013 0.021 0.012 -0.008 -0.019 -0.010 -0.093 -0.127 -0.097
10% -0.022 -0.051 -0.075 -0.408 -0.716 -0.830 -0.076 -0.118 -0.084
0% Alm24 0.026 0.021 0.025 -0.015 -0.008 -0.014 -0.141 -0.133 -0.140
0% Alm36 0.028 0.022 0.028 -0.016 -0.008 -0.015 -0.151 -0.141 -0.150
Inclusion D - force - iteration 17
E ν G
bruit ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01
0% 0.004 0.005 0.004 0.000 -0.002 0.000 -0.015 -0.020 -0.016
1% 0.004 0.005 0.003 0.000 -0.002 0.000 -0.015 -0.021 -0.016
5% 1.299 2.410 1.280 -0.131 0.197 -0.187 2.500 3.496 2.447
10% 0.000 -0.117 -0.237 0.076 0.007 0.146 -0.493 -0.632 -0.583
0% Alm24 -0.033 -0.009 -0.011 -0.012 -0.016 -0.015 -0.214 -0.128 -0.159
0% Alm36 0.002 0.000 0.002 -0.001 0.001 -0.002 -0.014 -0.017 -0.011
Inclusion D - moments - iteration 5
E ν G
bruit ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01
0% 0.041 0.078 0.042 -0.040 -0.058 -0.042 -0.139 -0.185 -0.143
1% 0.042 0.078 0.043 -0.040 -0.058 -0.041 -0.139 -0.185 -0.144
5% 0.043 0.079 0.045 -0.042 -0.062 -0.042 -0.138 -0.184 -0.146
10% 0.051 0.090 0.052 -0.025 -0.032 -0.039 -0.132 -0.179 -0.146
0% Alm24 0.108 0.076 0.107 -0.087 -0.076 -0.086 -0.226 -0.211 -0.224
0% Alm36 0.100 0.069 0.099 -0.086 -0.074 -0.086 -0.232 -0.216 -0.231
Inclusion D - moments - iteration 17
E ν G
bruit ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01 ǫ00 ǫ10 ǫ01
0% 0.015 0.024 0.015 -0.017 -0.023 -0.018 -0.001 -0.009 -0.001
1% 0.015 0.024 0.015 -0.016 -0.022 -0.017 -0.002 -0.010 -0.003
5% -0.277 -0.344 -0.211 -0.156 -0.126 -0.201 -0.240 -0.301 -0.161
10% -0.443 -0.514 -0.516 -0.157 -0.241 -0.190 -0.396 -0.389 -0.389
0% Alm24 0.023 0.018 0.024 -0.024 -0.023 -0.024 0.016 0.019 0.016
0% Alm36 0.029 0.021 0.029 -0.027 -0.024 -0.026 0.025 0.028 0.025
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Annexe B
Mesure des contraintes
re´siduelles
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B.1 Mesures non destructives
Les contraintes re´siduelles sont des contraintes existantes dans un corps en
absence d’un chargement exte´rieur. En conse´quence elles satisfont aux e´quations
d’e´quilibre et a` une condition aux limites de frontie`re libre. La forme du corps in-
fluence directement la distribution des contraintes re´siduelles par la condition de
frontie`re libre.
Les contraintes re´siduelles sont pre´sentes dans les corps, dans des configura-
tions de´charge´es comme conse´quence du processus de fabrication ou de l’histoire
de chargement. Selon la distribution locale des contraintes re´siduelles et du charge-
ment exte´rieur, le roˆle des contraintes re´siduelles peut-eˆtre ne´faste, en provoquant
la fatigue ou la rupture, ou be´ne´fique en arreˆtant la propagation des fissures. En
conse´quence l’e´tude des contraintes re´siduelles a une importance majeure pour le
comportement des structures.
Les contraintes re´siduelles sont ge´ne´ralement connues par une mode´lisation
nume´rique du processus qui les a induites en partant d’une configuration naturelle
du corps. En pratique, on se trouve devant une histoire de chargement inconnue, un
processus de fabrication inconnu ou difficilement mode´lisable, ou dans l’impossibi-
lite´ de de´finir une configuration de´charge´e du corps. Dans ces cas, les contraintes
re´siduelles peuvent eˆtre de´termine´es seulement par des mesures expe´rimentales.
Le proble`me des mesures des contraintes en ge´ne´ral, et des contraintes re´siduelles
en particulier, est l’absence des mesures directes. On mesure donc l’influence des
contraintes sur d’autres grandeurs me´caniques.
La me´thode la plus re´pandu pour la mesure des contraintes re´siduelles est la
technique des rayons X, qui relie la de´formation du re´seau cristallin (mesure´ par
diffractome´trie X) a` la contrainte re´siduelle en chaque point de la surface d’un solide.
Pour de´terminer la contrainte en un point inte´rieur du corps on est oblige´ d’enlever
de la matie`re pour arriver au point de´sire´. Ce processus rend d’une part la me´thode
destructive et induit d’autre part une redistribution des contraintes de manie`re que
la contrainte re´siduelle mesure´e diffe`re de la contrainte re´siduelle avant l’enle`vement
de matie`re. Ce proble`me est e´tudie dans l’annexe B.2.
Dans cette annexe on pre´sente une line´arisation des e´quations de l’e´lasticite´
autour d’un e´tat initial contenant une contrainte re´siduelle. A l’aide ce cette e´quation
constitutive line´aire on donne une nouvelle formulation au proble`me d’identification
non-destructive des contraintes re´siduelles et on propose une me´thode de re´solution
pour ce proble`me.
Dans ce qui suit on pre´sente une e´quation constitutive e´lastique line´aire qui tient
compte de la pre´sence des contraintes re´siduelles. Ensuite on examine brie`vement la
possibilite´ d’utiliser cette e´quation constitutive pour l’identification non destructive
des contraintes re´siduelles.
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B.1.1 Etat de contrainte re´siduelle
On va de´finir les contraintes re´siduelles comme le champ des contraintes
o
σ sup-
porte´es par un solide Ω, en absence des forces exte´rieures dans un syste`me de
re´fe´rence initial fixe´. Sans aucune hypothe`se sur le processus qui a cre´e les contraintes
re´siduelles on va mettre en e´vidence quelques proprie´te´s ge´ne´rales de ce champ.
Compte tenu de l’absence des forces exte´rieures, le champ de contrainte re´siduelle
doit satisfaire l’e´quation d’e´quilibre :
div
o
σ= 0 sur Ω (B.1)
et une condition des tractions nulles sur la frontie`re ∂Ω :
o
σ n|∂Ω = 0 (B.2)
ou` n est la normale unitaire exte´rieure a` ∂Ω. C’est aussi important de mentionner
la syme´trie du champ des contraintes re´siduelles :
o
σ=
o
σ
T
(B.3)
car dans la suite on va utiliser des contraintes comme celle de Boussinesq qui ne sont
pas syme´triques.
Une premie`re information sur les contraintes re´siduelles peut eˆtre obtenue en
calculant une moyenne volumique de ce champ :
o
σM (Ω) =
1
|Ω|
∫
Ω
o
σ dx (B.4)
avec |Ω| le volume du solide. Utilisant des the´ore`mes de type Stokes pour l’inte´gration
par parties on obtient la forme suivante pour la moyenne des contraintes re´siduelles :
o
σM (Ω) =
1
|Ω| [
∫
Ω
(p− op)⊗ ( oσ n) ds(p)−
∫
∂Ω
(p− op)⊗ (div oσ) dx(p)] (B.5)
avec
o
p un point de re´fe´rence fixe´. Tenant compte de l’e´quation d’e´quilibre ( B.1) et
des conditions aux limites ( B.2) on obtient :
o
σM (Ω) = 0 (B.6)
i.e. la contrainte re´siduelle moyenne est toujours nulle. La conclusion imme´diate de
ce fait est que dans un corps de dimensions finies les composantes carte´siennes de
o
T doivent prendre des valeurs positives et ne´gatives, donc un champ des contraintes
re´siduelles ne peut pas eˆtre uniforme.
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B.1.2 Equation e´lastique line´aire
Dans la suite on va s’inte´resser seulement aux de´formations du corps a` partir
de la configuration initiale. On va conside´rer une e´quation de l’e´lasticite´ finie, qui
s’exprime pour la contrainte de Boussinesq Θ sous la forme :
Θ = Θ˜(F ) (B.7)
ou` F est le gradient de la transformation. On va supposer que le gradient du
de´placement :
H = ∇u
est petit, de manie`re a` pouvoir ne´gliger les termes en H d’ordre supe´rieur a` 1 dans
les de´veloppements des fonctions. Dans cette hypothe`se on peut e´crire l’e´quation
constitutive B.7 au premier ordre sous la forme :
Θ = Θ˜(F ) = Θ˜(I +H)
= Θ˜(I) +DF Θ˜(I)H (B.8)
ou DF Θ˜(I) est la de´rive´e de Fre´chet de Θ˜ par rapport a` F calcule´e sur la configura-
tion initiale. On remarque que Θ˜(I) est la contrainte sur la configuration initiale est
donc e´gale a` la contrainte re´siduelle
o
σ, et que l’application line´aire DF Θ˜(I) peut
eˆtre repre´sente´e par un tenseur d’ordre quatre, qu’on va noter C[
o
σ]. Pour distinguer
C du tenseur habituel d’e´lasticite´, qui ne de´pend pas de la contrainte re´siduelle on va
le nommer pseudo-tenseur de l’e´lasticite´. Avec ces notations l’e´quation constitutive
de l’e´lasticite´ line´aire avec des contraintes re´siduelles s’e´crit sous la forme :
Θ =
o
σ +C[
o
σ]H (B.9)
Le premier a` formuler cette e´quation est Cauchy dans ses Exercices de
mathe´matiques [20]. Il a explicite´ la de´pendance du pseudo-tenseur de l’e´lasticite´
C[
o
σ] de la contrainte re´siduelle a` l’aide du principe d’objectivite´.
Dans ce travail on va se re´fe´rer a` deux approches plus re´cents, l’une due a` Man-
del [53] et l’autre due a` Hoger [28]. Pour faciliter la comparaison on va noter les
quantite´s correspondantes a` l’un ou l’autre approche par M respectivement H.
L’approche de Mandel part d’une expression de la densite´ d’e´nergie (correspon-
dante a` la contrainte de Piola-Kirchoff) de´veloppe´e jusqu’au deuxie`me ordre inclus :
π(E) =
o
σ E +
1
2
ELME (B.10)
ou` E = 12(F
TF −I) est le tenseur de de´formation de Green-Lagrange, et LM est un
tenseur d’ordre quatre syme´trique. Cette forme assure que le principe d’objectivite´
est respecte´.
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Il est important de remarquer en ce point, qu’on n’a pas supposer que LM est
inde´pendant de la contrainte re´siduelle
o
σ.
A partir de la densite´ d’e´nergie la contrainte de Boussinesq s’e´crit sous la forme :
Θ = FDEπ(E) (B.11)
Apre`s on peut remplacer la de´formation de Green-Lagrange E avec la petite
de´formation ǫ = 12(∇Tu+∇u), et on obtient :
Θ =
o
σ +H
o
σ +LMǫ
=
o
σ +ω
o
σ +ǫ
o
σ +LMǫ (B.12)
avec ω = 12(H −HT ) et ǫ = 12(H +HT ). Pour calculer la contrainte de Cauchy
utilisons la relation :
σ = J−1ΘF (B.13)
ou J = detF et J−1 peut eˆtre remplace´ par 1− trǫ dans l’approximation des petites
de´formations. En de´veloppant les produits on obtient :
σ = (1− trǫ) oσ +ω oσ − oσ oω +ǫ oσ + oσoǫ +LMǫ (B.14)
Revenons maintenant a` l’expression du pseudo-tenseur de l’e´lasticite´. La composante
d’indice ijkl du pseudo-tenseur d’e´lasticite´ a l’expression suivante :
CMijkl[
o
σ] =
o
σjl δik + L
M
ijkl (B.15)
Entre les parties syme´trique et anti-syme´trique du gradient des de´placements et
celles du CM [σ]∇u on a les relations suivantes :
– CM [
o
σ]ω = ω
o
σ, pour chaque ω anti-syme´trique ;
– asymCM [
o
σ]ǫ = 12 (ǫ
o
σ − oσ ǫ) pour chaque ǫ syme´trique ;
– symCM [
o
σ]ǫ = 12 (ǫ
o
σ +
o
σ ǫ) + LMǫ pour chaque ǫ syme´trique.
L’approche de Hoger [28, 29, 30] est diffe´rente. Elle part pratiquement de la
formule :
Θ =
o
σ +C[
o
σ]H (B.16)
en conside´rant :
C[
o
σ] ·H = DF Θ˜(I)H (B.17)
La forme particulie`re de C[
o
σ] est obtenue en utilisant le principe d’objectivite´ et la
syme´trie du tenseur de Cauchy, qui fournissent les deux proprie´te´s suivantes :
– CH [
o
σ]ω = ω
o
σ, pour chaque ω anti-syme´trique ;
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– asymCH [
o
σ]ǫ = 12(ǫ
o
σ − oσ ǫ) pour chaque ǫ syme´trique ;
Hoger de´finit directement LH a` l’aide de la partie syme´trique du pseudo-tenseur de
l’e´lasticite´, soit :
LMǫ = symCH [
o
σ]ǫ (B.18)
pour chaque ǫ syme´trique. Suite a` ces conside´rations on peut exprimer la composante
d’indice ijkl du pseudo-tenseur d’e´lasticite´ dans la forme :
CHijkl[
o
σ] =
3
4
o
σjl δik − 1
4
o
σkj δil − 1
4
o
σik δlj − 1
4
o
σil δjk + L
M
ijkl (B.19)
Ce qui conduit a` l’expression suivante pour la contrainte de Boussinesq :
Θ =
o
σ +ω
o
σ +
1
2
(ǫ
o
σ − oσ ǫ) + LHǫ (B.20)
et a` l’expression suivante :
σ =
o
σ +ω
o
σ +
o
σ ω +
1
2
(ǫ
o
σ − oσ ǫ)− (trǫ)σ + Lǫ (B.21)
pour la contrainte de Cauchy.
En comparant les re´sultats des deux approches on remarque que la seule
diffe´rence se trouve dans la partie syme´trique du pseudo-tenseur de l’e´lasticite´. On
a :
– dans l’approche de Mandel :
symCM [
o
σ]ǫ =
1
2
(ǫ
o
σ +
o
σ ǫ) + LMǫ
– dans l’approche de Hoger :
symCH [
o
σ]ǫ = LHǫ
Comme on n’a pas fait aucune hypothe`se sur la de´pendance de LM ou LH de la
contrainte re´siduelle, on a obtenue deux mode`les similaires, car on peut conside´rer :
LHǫ = LMǫ+
1
2
(ǫ
o
σ +
o
σ ǫ) (B.22)
Ne´anmoins il est important de de´terminer la partie du pseudo-tenseur de l’e´lasticite´
qui ne de´pend pas des contraintes re´siduelles car elle repre´sente les modules e´lastiques
du corps en absence des contraintes re´siduelles. Cette question reste encore ouverte.
D’un point de vue pratique la solution est de postuler par exemple que LM ou LH
sont exactement les modules e´lastiques du corps.
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Avec les notations pre´ce´dentes les e´quations fondamentales de l’e´lasticite´ line´aire
avec des contraintes re´siduelles ont, dans le cas statique, en Ω, la forme suivante :
ǫ =
1
2
(∇u+∇Tu)
ω =
1
2
(∇u−∇Tu) (B.23)
Θ =
o
σ +C[
o
σ] :H
divΘ = 0
ou` le pseudo-tenseur de l’e´lasticite´ C[
o
σ] est soit celui de Mandel soit celui de Hoger.
On rappelle que la contrainte re´siduelle doit aussi satisfaire aux e´quations ( B.1) et
( B.2). En conse´quence, les conditions aux limites en forces impose´es s’e´crivent pour
la contrainte de Boussinesq sous une forme simplifie´e. On a :
– dans l’approche Mandel :
ΘMn = (LM · ǫ)n (B.24)
– dans l’approche Hoger :
ΘHn = (−1
2
o
σ ǫ+ LHǫ)n (B.25)
Pour les conditions aux limites exprime´es a` l’aide de la contrainte de Cauchy on
obtient les meˆmes expressions, car le terme au premier ordre en H de la traction
est le meˆme pour les deux contraintes.
B.1.3 Proble`me d’identification des contraintes re´siduelles
Les e´quations du paragraphe pre´ce´dent ont mis en e´vidence l’influence des
contraintes re´siduelles sur le comportement e´lastique line´aire d’un solide. Les
e´quations ont e´te´ de´duites (voir [28, 52, 53]) apre`s une line´arisation soigne´e des
e´quations de l’e´lasticite´ finie. La contrainte re´siduelle devient ainsi une quantite´
constitutive, caracte´risant le comportement de la meˆme manie`re que les modules
e´lastiques ou la densite´. Il est important de remarquer que les modifications ap-
porte´es par la pre´sence de la contrainte re´siduelle sur les e´quations de l’e´lasticite´
line´aire sont du meˆme ordre de grandeur que le rapport
o
σ /L ≈ 10−2 − 10−4. Les
mesures supposent donc une me´trologie de haute pre´cision. Ne´anmoins, regardons
dans la suite l’importance de ces e´quations pour l’identification non destructive des
contraintes re´siduelles.
Parmi les me´thodes expe´rimentales utilise´es actuellement, seulement l’acousto-
e´lasticite´ (les me´thodes ultra-sonores, voir [60, 52]) tiennent compte d’une rela-
tion entre la contrainte re´siduelle et les modules ’e´lastiques. La relation est donne´e
par le biais de la vitesse de propagation des ondes ultra-sonores qui dans ce cas
Mesures non destructives 115
de´pend du pseudo-tenseur de l’e´lasticite´. C’est inte´ressant de remarquer que la plu-
part des expe´riences mene´es actuellement sont fonde´es sur une the´orie qui suppose
que le corps est hypere´lastique et que la contrainte mesure´e provient d’un char-
gement e´lastique a` partir d’une configuration naturelle de´charge´e du corps. Il est
e´vident que ce n’est pas le cas avec les contraintes re´siduelles qui sont produites par
des de´formations incompatibles (thermiques ou plastiques). Ce point a e´te´ mis en
e´vidence dans un travail de Man et Lu [52], qui ont de´veloppe´ ensuite une the´orie
acousto-e´lastique fonde´e sur les e´quations pre´sente´es dans le paragraphe pre´ce´dent.
Leur the´orie permet d’identifier des champs de contraintes re´siduelles homoge`nes
dans quelques cas simples, par exemple si on se place dans le repe`re des directions
principales des contraintes re´siduelles ou s’il s’agit d’une plaque mince.
La difficulte´ majeure qui reste encore non-re´solue est l’identification des
contraintes re´siduelles, inhomoge´ne´es.
Regardons dans la suite un re´sultat the´orique d’identification des contraintes
re´siduelles et inhomoge`nes des modules e´lastiques homoge`nes due a` Hoger [28]. Il
va sugge´rer une formulation du proble`me d’identification des contraintes re´siduelles
dans le cas inhomoge´ne. Une me´thode possible de re´solution pour ce proble`me va
eˆtre pre´sente´e dans le paragraphe suivant.
Conside´rons un cylindre e´lastique de rayon r0 et de hauteur z0 contenant dans
la configuration initiale un champ de contrainte re´siduelle de la forme suivante :
o
σ (r, θ) =


o
σrr (r, θ)
o
σrθ (r, θ) 0
o
σrθ (r, θ)
o
σθθ (r, θ) 0
0 0 0


ou` (r, θ, z) de´signent les coordonne´es cylindriques. Le pseudo-tenseur d’e´lasticite´ est
donne´ par l’approche de Hoger, et on va supposer que les modules e´lastiques du
corps sont λ¯ et µ¯ lie´s a` LH par :
LHǫ = λ¯tr(ǫ)I + µ¯ǫ (B.26)
A partir de deux solutions universelles 1 du syste`me B.23 dans l’approche de Hoger,
on va identifier d’un part les modules e´lastiques λ¯ et µ¯ suppose´es homoge´ne´s et
d’autre part la distribution de contrainte re´siduelle.
La solution qui permet l’identification des modules e´lastiques correspond a` une
compression axiale du cylindre entre deux blocs rigides et a la forme suivante :
u = 2ηr er + γz ez
Avec la condition de frontie`re late´rale libre des contraintes, qui s’e´crit :
2µ¯η + λ¯(2η + γ) = 0
1Une solution universelle est un champ de de´placements qui peut eˆtre maintenus dans un corps
seulement a` l’aide des tractions en surface [28].
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on obtient les modules e´lastiques suivantes :
µ¯ =
−tz
2(η − γ) λ¯ =
ηtz
(η − γ)(2η + γ)
ou` tz est la pression axialle applique. On remarque que la contrainte re´siduelle n’in-
tervient pas dans cette solution. On peut seulement conclure que l’expe´rience de
compression ne peut pas indiquer la pre´sence ou l’absence d’une contrainte re´siduelle
de la forme
o
σ (r, θ).
Pour identifier la contrainte re´siduelle Hoger a utilise´ une solution repre´sentant
une rotation entre deux massifs rigides colle´s aux extre´mite´s du cylindre, dont le
champ des de´placements est de la forme suivante :
u = αrz eθ
Si on suppose que tθ, la distribution de la composante θ du vecteur de traction
t = Θn, est connue dans chaque point de l’extre´mite´ du cylindre, alors la contrainte
re´siduelle est comple`tement de´termine´e par tθ, l’angle de torsion α et le module de
cisaillement µ, comme il est montre´ par les formules suivantes :
o
σrr (r, θ) =
4µ
r
(r − r0)− 4
αr
∫ r
r0
tθ(t, θ)
t
dt − 4
αr2
∂2
∂θ2
∫ r
r0
∫ ρ
r0
tθ(t, θ)
t
dt dρ
o
σrθ (r, θ) =
4
αr
∂
∂θ
∫ r
r0
tθ(t, θ)
t
dt− 4
αr2
∂
∂θ
∫ r
r0
∫ ρ
r0
tθ(t, θ)
t
dt dρ
o
σrθ (r, θ) = 4µ− 4
αr
tθ(t, θ)
Cet exemple montre qu’il est possible d’identifier une distribution des contraintes
re´siduelles a` partir de la mesure de de´placements (la rotation) et des forces (le vecteur
de traction) sur la frontie`re.
Comme dans l’identification des modules e´lastiques (voir chapitre 1) on peut
conside´rer l’application DN :
Λ
L,
o
σ
: u|∂Ω −→ Θn|∂Ω
qui pour un distribution de modules e´lastiques et une distribution des contraintes
re´siduelles fixe´es associe a` chaque de´placement sur la frontie`re la force impose´e cor-
respondante. Le proble`me d’identification des contraintes re´siduelles devient ainsi :
De´terminer
o
σ connaissant L et Λ
L,
o
σ
L’e´tude d’identification des modules e´lastiques conduit a` imaginer une identification
des contraintes re´siduelles faite en deux temps : de´termination du pseudo-tenseur de
l’e´lasticite´ C[
o
σ] en tout point du solide, puis identification de
o
σ a` partir de C[
o
σ].
On remarque, que l’application des me´thodes de re´solution, comme celle
pre´sente´e au chapitre 2, n’est pas directement possible. Ce fait nous a amene´ a`
proposer une autre me´thode pour la re´solution de ce proble`me qui va eˆtre pre´sente´e
dans la suite.
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B.1.4 Me´thode de l’e´tat adjoint
Soit (ξ,ϕ) une distribution des de´placements et des forces mesure´s sur la frontie`re
d’un corps contenant dans la configuration initiale une contrainte re´siduelle
o
σ. On
va supposer dans la suite que le tenseur de l’e´lasticite´ en absence des contrainte
re´siduelles L est connu.
Pour un champ des contraintes re´siduelles
o
τ fixe´ arbitrairement on conside`re
le champ des de´placements v obtenue dans le corps lorsqu’on impose´ la force ϕ
sur la frontie`re ∂Ω. v est alors solution du proble`me d’e´quilibre de la variation
de contrainte de Boussinesq entre l’e´tat initial et celui associe´ au de´placement v.
L’e´quation correspondante sur Ω est :
div(C[
o
τ ]∇v) = 0 (B.27)
a` laquelle on ajoute la condition aux limites sur ∂Ω :
(C[
o
τ ]∇v)n = ϕ (B.28)
Ce proble`me est e´quivalent a` la formulation variationelle suivante :
−
∫
Ω
∇w : {C[ oτ ]∇v}dx+
∫
∂Ω
w : {(C[ oτ ]∇v)n}ds = 0 (B.29)
pour chaque champ admissible w.
En controˆlant
o
τ on va faire correspondre le champ des de´placements calcule´es v
avec les mesures ξ sur la frontie`re ∂Ω. Ceci conduit a` rendre minimum la fonctionnelle
suivante :
I(v) =
∫
∂Ω
|ξ − v|2ds (B.30)
Il est e´vident que le de´placement associe´ a` la contrainte re´siduelle
o
σ est un minimum
de la fonctionnelle I. Le proble`me d’identification devient ainsi un proble`me de
minimisation sous contrainte :
Minimiser I(v) sous la contrainte : v solution de ( B.29).
Le parame`tre de controˆle de la minimisation e´tant la contrainte re´siduelle
o
τ , qui
intervient dans l’e´quation ( B.29).
D’un point de vue pratique il serait inte´ressant de connaˆıtre explicitement la
de´rive´e de I par rapport a` oσ. Ceci est possible si on proce`de de la manie`re suivante :
Soit L( oτ ,v,w) le lagrangien suivant :
L( oτ ,v,w) = I −
∫
Ω
∇w : {C[ oτ ]∇v}dx+
∫
∂Ω
w : {(C[ oτ ]∇v)n}ds (B.31)
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On remarque que l’e´quation ( B.29) est e´quivalente a` :
∂L
∂w
· δw = 0 (B.32)
pour tout δw.
On choisit w de fac¸on que :
∂L
∂v
· δv = 0 (B.33)
pour tout δv. Soit en explicitant le syste`me adjoint pour w devient :
div(C[
o
τ ]∇w) = 0 (B.34)
avec la condition aux limites sur ∂Ω :
(C[
o
τ ]∇w)n+ ξ − v = 0 (B.35)
Pour v solution du proble`me direct et w solution du proble`me adjoint, En calculant
δL dans un point (τ ,v,w) on obtient :
δL = ∂L
∂
o
τ
· δ oτ +∂L
∂v
· δv + ∂L
∂w
· δw
=
∂L
∂
o
τ
· δ oτ
=
∂I
∂
o
τ
· δ oτ
= −
∫
Ω
∂
∂
o
τ
{∇w : (C[ oτ ]∇v)} : δ oτ dx (B.36)
Comme les variations de L peuvent eˆtre calcule´es explicitement on peut calculer le
gradient de I par rapport a` oτ . Pour les deux mode`les conside´re´s avant on obtient :
– pour l’approche de Mandel, on a le pseudo-tenseur d’e´lasticite´ :
C[
o
τ ]∇v = ∇v oτ +LMǫ
ce qui conduit a` l’expression suivante pour le gradient :
∂I
∂
o
τ
: δ
o
τ = −
[∫
Ω
∇Tv∇w dx
]
: δ
o
τ
= −
[∫
Ω
(ǫ(v)ǫ(w)− ω(v)ω(w)) dx
]
: δ
o
τ (B.37)
– pour l’approche de Hoger, on a le pseudo-tenseur d’e´lasticite´ :
C[
o
τ ]∇v = 3
4
∇v oτ −1
4
o
τ ∇v − 1
4
∇vT oτ −1
4
o
τ ∇Tv + LHǫ
ce qui conduit a` l’expression suivante pour le gradient :
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∂I
∂
o
τ
: δ
o
τ = −
[∫
Ω
(
3
4
∇Tv∇w − 1
4
∇w∇Tv − 1
4
∇w∇v − 1
4
∇v∇w
)
dx
]
: δ
o
τ
= −
[∫
Ω
2 (ǫ(v)ǫ(w)− ǫ(w)ǫ(v)− ω(v)ω(w)) dx
]
: δ
o
τ (B.38)
Une approche similaire est possible dans le cas ou` on part d’une formulation varia-
tionnelle du proble`me correspondante a` l’e´quation d’e´quilibre pour la contrainte de
Cauchy.
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B.2 Reconstruction des mesures des contraintes par
rayons X
Dans ce paragraphe on s’inte´resse a` la mesure des contraintes re´siduelles par
des rayons X. On montre a` partir des exemples, que les mesures par rayons X sont
ne´cessairement destructives pour connaˆıtre les contraintes a` l’inte´rieur du solide et
que l’enle`vement de matie`re induit une redistribution des contraintes de telle manie`re
que la contrainte mesure´e diffe`re, en ge´ne´ral, de la contrainte initiale (paragraphe
B.2.2). On ge´ne´ralise la me´thode de reconstruction des contraintes initiales (a` par-
tir des contraintes mesure´es en surface apre`s enle`vement de matie`re) propose´e par
Moore et Evans [55], explicite dans ce travail pour une boule (paragraphe B.2.6
dans le cas du massif semi-infini (paragraphe B.2.7) en ensuite pour des corps de
ge´ome´trie arbitraire (paragraphe B.2.10).
B.2.1 Introduction
La technique de mesure de contraintes re´siduelles la plus re´pandue est la dif-
fraction des rayons X. Cette technique permet la mesure directe du tenseur des
contraintes en un point (en fait de la moyenne du tenseur sur un petit volume) de la
surface d’un solide polycrystallin (voir Maeder & al. [51]). La technique s’applique si
certaines conditions mate´rielles (i.e. grains suffisamment petits, petite de´formation
plastique, pas de texture) sont satisfaites. Les sources des erreurs expe´rimentales
sont bien maˆıtrise´es. Une pre´sentation comple`te du sujet se trouve dans Prevey [61].
Du point de vue des applications dans des proble`mes d’inge´nieur, Maeder a de´montre´
[51], que cette technique est suffisamment pre´cise.
Cette technique ne permet cependant pas la mesure directe du tenseur des
contraintes en un point inte´rieur au solide. En pratique, on retire de la matie`re de
manie`re a` pouvoir acce´der au point conside´re´. Il y a alors redistribution du champ de
contrainte et c’est la` un proble`me important de l’analyse des contraintes re´siduelles
par diffraction de rayons X : comment relier les contraintes mesure´es aux contraintes
initiales re´gnant dans le solide avant l’enle`vement de matie`re ?
L’expression exacte des contraintes initiales en fonction des contraintes mesure´es
n’a, pour l’instant, e´te´ obtenue que dans les cas suivants :
– Barre cylindrique et champ de contrainte a` syme´trie axiale uniforme le long
de la barre (expression inte´grale exacte, Moore & Evans [55]).
– Barre cylindrique et champ de contrainte uniforme le long de la barre mais
pouvant varier avec θ (expression inte´grale approche´e ne s’appliquant que pour
un champ de contrainte variant ‘peu’ avec θ, Moore & Evans [59]).
– Cylindre creux et champ de contrainte a` syme´trie axiale uniforme le long du
cylindre (expression inte´grale exacte, Moore & Evans [55]).
– Plaque infinie et champ de contrainte ne de´pendant que de la position dans
l’e´paisseur de la plaque (expression inte´grale exacte, Moore & Evans [55]).
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– Cylindre creux et champ de contrainte a` syme´trie axiale pouvant varier le long
du cylindre (expression exacte sous forme de se´ries, Nishimura [59]).
Ces e´tudes ne concernent que des ge´ome´tries pre´sentant de fortes syme´tries et des
champs de contraintes unidimensionnels (sauf dans l’article de Nishimura [59] ou` le
champ de contrainte est bidimensionnel).
Autres proble`mes similaires (proble`mes inverses lie´es a` la mesure des contraintes
re´siduelles), ont de´ja` e´te´ e´tudie´s. Cheng et Finnie [17] ont reconstruit les contraintes
re´siduelles dans une plaque a` partir des jauges de de´formation colle´es sur une face et
en enle`vent des couches de matie`re de l’autre face. Gao et Mura [27] ont reconstruit
nume´riquement des contraintes re´siduelles a` l’exte´rieure de la zone de´forme´e plasti-
quement a` partir des mesures de de´placements en surface, utilisant des formulations
inte´grales sur la frontie`re.
B.2.2 Ge´ne´ralite´s sur le proble`me - Exemples
Ω est un solide e´lastique line´aire supportant un champ de contrainte re´siduelle
σ (champ de contrainte initiale). Ω est rapporte´ a` un syste`me de coordonne´es
carte´siennes orthonorme´es. L’enle`vement de matie`re est suppose´ eˆtre un processus
de´pendant continument d’un temps fictif t, t ∈ [0, T ], et on appelle Ωt (de frontie`re
∂Ωt) le nouveau solide apre`s enle`vement de matie`re a` l’instant t (voir fig. B.1). Il est
e´vident qu’a` chaque x de Ω \ΩT , correspond un unique t(x) tel que x soit e´le´ment
de ∂Ωt(x).
Ω
Ω
t
x
Fig. B.1 – L’enle`vement de matie`re sur un corps de forme quelconque
On suppose connu le champ de contrainte mesure´e σm sur chaque surface ∂Ωt
(t ∈ [0, T ]). Le champ σm est ainsi de´fini dans le volume Ω\ΩT . De la meˆme manie`re,
n, le champ des normales aux surfaces ∂Ωt, est de´fini dans Ω \ ΩT .
L’hypothe`se fondamentale, est que :
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La relaxation des contraintes induites dans Ωt par l’enle`vement de matie`re Ω \ Ωt
est e´lastique.
Dans les paragraphes suivantes on va re´pondre, en donnant des exemples simples,
aux trois questions suivantes :
– Est-ce qu’il y a une redistribution des contraintes suite a` l’enle`vement de
matie`re ?
– Est-ce que les mesures sur une ligne descendant vers l’inte´rieur du corps sont
suffisantes pour remonter a` la contrainte initiale sur cette ligne ?
– Est-que que l’enle`vement de matie`re est ne´cessaire ?
B.2.3 Redistribution des contraintes - I
Dans cette partie on pre´sente un exemple ou` l’enle`vement de matie`re produit
une forte redistribution des contraintes.
Soit Ω un massif semi-infini e´lastique line´aire isotrope rapporte´ a` un syste`me de
coordonne´es carte´siennes orthonorme´es (x, y, z) (z est la ‘profondeur’ dans le demi-
espace). On suppose qu’on se situe en de´formations planes et que le massif contient
une inclusion plastique dans le sens d’Eshelby 2.
L’inclusion est infinie dans la direction y et de section [−0.5, 0.5] × [0, 10] dans
le plan (x, z) (voir fig. B.2). Cette inclusion contient un champ homoge`ne de
de´formation plastique ǫp de la forme :
ǫp =

 −
εp
2 0 0
0 − εp2 0
0 0 εp


L’enle`vement de matie`re se fait par ablation de plaques infinies d’e´paisseur uni-
forme de sorte que, si l’on prend l’e´paisseur h de la couche enleve´e comme temps
fictif, Ωh est e´galement un massif semi-infini. On remarque que Ωh contient encore
une inclusion de la meˆme forme. que le massif initial.
En conse´quence, on peut obtenir le champ des contraintes re´siduelles initiales
σ(x, z), ainsi que le champ des contraintes mesure´es σm(x, h) par les formules
inte´grales explicites (B.73) - ( B.75) de l’annexe.
Dans la figure B.3 on a repre´sente´ les composantes σxx(0, 0, z) des contraintes
re´siduelles ainsi que le champ des mesures σmxx(0, 0, z). Les trois graphiques corres-
pondent a` l’e´tat initial et a` deux e´paisseurs diffe´rentes de couches enle`ve´es. Les
courbes continues repre´sentent les contraintes dans le massif a` l’instant meˆme, et
les courbes en tirets repre´sentent la succesion complete de mesures. On remarque
que en surface les mesures sont e´gales aux contraintes a` l’instant meˆme, mais que
en profondeur elles sont diffe´rentes.
2Une inclusion des meˆme modules e´lastiques que le demi-espace
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z
x
E p
Fig. B.2 – Inclusion plastique rectangulaire dans un demi-espace e´lastique
Cet exemple montre que l’enle`vement de matie`re provoque une redistribution
des contraintes, qui peut eˆtre selon le cas tre`s forte.
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Fig. B.3 – Distributions des contraintes re´siduelles selon l’axe z :σxx (courbe conti-
nue), et mesure´es σmxx (courbe en tirets) pour un demi-espce e´lastique contenant une
inclusion plastique (sans enle`vement (I) et avec enle`vement de matie`re (II & III))
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B.2.4 Redistribution des contraintes - II
Dans la section pre´ce´dente on vient de montrer que l’enle`vement de matie`re
provoque une forte redistribution des contraintes. On peut penser qu’on est capable
de de´velopper une me´thode qui permet de calculer les contraintes re´siduelles initiales
(courbe continue, dans le premier graphique de la figure B.3) seulement a` partir des
contraintes mesure´es sur l’axe z (courbe en tirets, dans le premier graphique de la
figure B.3). Un exemple simple va de´montrer que cela est impossible.
Soit Ω de nouveau un massif semi-infini e´lastique line´aire isotrope comme dans
l’exemple pre´ce´dent, mais qui contient cette fois deux inclusions plastiques, de la
meˆme forme ayant les sections : [−5.5,−4.5] × [0, 10] et [4.5, 5.5] × [0, 10] dans le
plan (x, z) (voir fig. B.4).
z
x
E p E p-
y
Fig. B.4 – Deux inclusions rectangulaires dans un demi-espace e´lastique
Les de´formations plastiques ǫp1 et ǫ
p
2 correspondant aux inclusions 1 et 2 ont la
forme :
ǫ
p
1 =

 −
εp
2 0 0
0 − εp2 0
0 0 εp

 ǫp2 = −ǫp1
Les formules de (B.73) a` (B.75) de l’annexe s’appliquent de nouveau, et utilisant le
principe de superposition on peut calculer le champ des contraintes re´siduelles dans
ce cas.
Le tenseur des contraintes est nulle a` l’origine des coordonne´es, mais σxz n’est
pas nulle sur l’axe des z. En appliquant l’enle`vement de matie`re exactement comme
dans le cas pre´ce´dent, on remarque que les mesures seront sur l’axe z toujours nulles,
tandis que la distribution initiale des contraintes re´siduelles ne s’annule pas sur cette
axe.
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Cet exemple montre que l’information des mesures sur une ligne de points n’est
pas suffisante pour reconstruire la contrainte re´siduelle initiale sur cette ligne.
B.2.5 Redistribution des contraintes - III
Dans les exemples pre´ce´dentes on a regarde´ la redistribution des contraintes et
l’information, donne´ par les mesures, sur une lignes des points, lors qu’on enle`ve de
la matie`re.
La question qu’on se pose maintenant est s’il est vraiment ne´cessaire d’enlever de
la matie`re. Est-ce qu’on peut pas reconstruire les contraintes re´siduelles a` l’inte´rieur
du corps seulement a` partir de la connaissance du champ de contraintes sur toute
la surface du corps. Il est bien connu que la re´ponse est non. Quand meˆme on va
donner une de´monstration simple a` l’aide d’un exemple simple.
Soit Ω une boule e´lastique, a` frontie`re libre, de rayon r0 et ayant les constantes
de Lame´ λ et µ. On conside`re un champ des de´formation plastiques ǫp, ayant dans
un syste`me des coordonne´es (r, θ, φ) l’expression suivante :
ǫp(r) =

 −2ε
p(r) 0 0
0 εp(r) 0
0 0 εp(r)

 avec εp(r) = (r0 − r) r
r20
εp (B.39)
ou` εp est une constante. On peut ve´rifier facilement que le champ de de´placements
u, solution du proble`me, est donne´ par :
ur(r, θ, φ) =
2µεp
λ+ 2µ
(r0 − r)2 r
r20
uθ(r, θ, φ) = uφ(r, θ, φ) = 0
(B.40)
et que le champ des contraintes re´siduelles est donne´ par :
σrr(r, θ, φ) =
2µ(3λ+ 2µ)εp
λ+ 2µ
(
r0 − r
r0
)2
σθθ(r, θ, φ) = σφφ(r, θ, φ) =
2µ(3λ+ 2µ)εp
λ+ 2µ
(r0 − r)(r0 − 2r)
r20
σrθ(r, θ, φ) = σrφ(r, θ, φ) = σθφ(r, θ, φ) = 0
(B.41)
On remarque facilement que ce champ des contraintes re´siduelles s’anulle σ = 0 sur
la surface libre (r = r0), mais il reste non-nul a` l’inte´rieur de la boule. Dans ce cas
on a aussi un champ de de´placements nuls en surface.
En conse´quence, une mesure de contraintes re´siduelles par la me´thodes des rayons
X, est ne´cessairement destructive.
Autrement dit, le champ des contraintes a` la surface d’un solide ne contient pas
suffisamment d’information pour reconstruire le champ des contraintes re´siduelles a`
l’inte´rieur d’un solide.
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B.2.6 Reconstruction de la boule
Dans cette partie on va donner une me´thode de reconstruction du champ des
contraintes re´siduelles a` l’inte´rieure d’une sphe`re a` partir des mesures effectue´s en
surfaces apre`s l’enle`vement de couches sphe´riques de matie`re.
La me´thode transpose celle propose´e par Moore et Evans [55] (pour une barre a`
syme´trie cylindrique) dans le cas a` syme´trie sphe´rique. Elle est une simple application
pre´sente´e comme cas d’e´cole pour faciliter la compre´hension des cas qui suivent.
On revient a` une boule e´lastique Ω de rayon r0 contenant champ de contraintes
re´siduelles. On conside`re dans la suite un processus continue d’enle`vement des
couches sphe´riques d’e´paisseur uniforme, Ωr de´signant la boule de rayon r,(r ≤ r0).
Le temps fictif est dans ce cas le rayon de la boule r.
Le processus d’enle`vement des couches fournit, dans le cas du paragraphe
pre´ce´dent, le champ des contraintes mesure´es σ suivant :
σmθθ(r, θ, φ) = σ
m
φφ(r, θ, φ) = −
2µ(3λ+ 2µ)εp
λ+ 2µ
r(r0 − r)
r20
σmrr(r, θ, φ) = σ
m
rθ(r, θ, φ) = σ
m
rφ(r, θ, φ) = σ
m
θφ(r, θ, φ) = 0
(B.42)
L’hypothe`se fondamentale de ce calcul est que le champ de de´formation plastique
ne change pas au cours de l’enle`vement de matie`re.
Supposons maintenant qu’on connaˆıt un champ de contraintes mesure´es σm de
syme´trie sphe´rique, on va montrer dans la suite comment reconstruire le champ
des contraintes re´siduelles initiales σ (suppose´ pour la simplicite´ du raisonnement a`
syme´trie sphe´rique ).
Pour reconstruire σ, on va conside´rer les 3 proble`mes suivantes (voir figure B.5) :
– Proble`me 1 (e´quilibre de contraintes dans Ω) :
Dans la boule de rayon r0, a` surface libre, le champ de contraintes re´siduelles
initiales satisfait :
div σ = 0 dans Ω
σn = 0 sur ∂Ω
(B.43)
ou tenant compte de la syme´trie sphe´rique :
∂σrr(r)
∂r
=
2
r
(σθθ(r)− σrr(r)) et σrr(r0) = 0 (B.44)
– Proble`me 2 (e´quilibre de contraintes dans Ωr′) :
Dans la boule de rayon r′, a` surface libre, on a un champ de contraintes
re´siduelles σ′. A la surface libre, ∂Ωr′ , le champ de contraintes est e´gal au
champ des contraintes mesure´es σ′(r′) = σ(r′).
– Proble`me 3 (proble`me e´lastique auxiliaire sur Ωr′) :
La boule e´lastique de rayon r′ charge´ par σ(r′)n a` la surface ∂Ωr′ . Le champ
des contraintes, solution de cette proble`me, va eˆtre note´ par : σaux.
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Fig. B.5 – Description des trois proble`mes dans le cas de la boule
Le proble`me 3 est un proble`me purement e´lastique, alors que les proble`mes 1
et 2 font intervenir le champ de de´formation ine´lastique (suppose´ identique dans
les deux cas du fait de l’hypothe`se de relaxation e´lastique) a` l’origine du champ de
contraintes re´siduelles. Par application du principe de superposition, on a, sur r′ :
σ′(r′) = σ(r′)− σm(r′) (B.45)
On constate que la solution du proble`me auxiliaire sur chaque surface ∂Ωr′ fournit
une relation entre le champ de contraintes mesure´es σm et le champ de contraintes
initiales σ.
Le proble`me auxiliaire est e´lastique et a une solution imme´diate. La contrainte
dans une sphe`re produite par un champ de pression, σ(r′)n = σrr(r
′), est hydrosta-
tique, et alors on a :
σaux = σrr(r
′)I (B.46)
Compte tenu des remarques pre´ce´dentes on a :
σθθ(r
′) = σmθθ(r
′) + σrr(r
′) (B.47)
Les e´quations (B.44) et (B.47) conduisent au syste`me suivant :

∂σrr(r)
∂r
=
2
r
(σθθ(r)− σrr(r)) (e´quation d’e´quilibre)
σθθ(r) = σ
m
θθ(r) + σrr(r) (e´quation auxiliaire)
(B.48)
Si σm est donne´e c’est facile a` ve´rifier que le syste`me (B.48) avec la condition au
limite σrr(r0) = 0 de´termine d’une manie`re unique σ. La solution est donne´e par les
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formules :
σrr(r) =
∫ r
r0
2σmθθ(r
′)
r′
dr′
σθθ(r) = σ
m
θθ(r) +
∫ r
r0
2σmθθ(r
′)
r′
dr′
(B.49)
C’est facile a` ve´rifier que dans le cas de l’exemple du paragraphe pre´ce´dent les
contraintes mesure´es ( B.42) conduisent, par inte´gration, utilisant ( B.49), aux
contraintes re´siduelles initiales ( B.49).
Dans cet exemple on a proce´de´ exactement comme Moore et Evans, l’avantage
essentiel e´tant le proble`me unidimensionnel. Meˆme si ce proble`me est d’un faible
inte´reˆt pratique, il permet de mettre en e´vidence les points clefs de la reconstruction :
la superposition des proble`mes et la solution explicite du proble`me auxiliaire. La
difficulte´ dans le cas ge´ne´ral est la solution du proble`me auxiliaire.
B.2.7 Reconstruction dans le cas du demi-espace
Dans cette partie, Ω est un massif semi-infini e´lastique line´aire isotrope rapporte´ a`
un syste`me de coordonne´es carte´siennes orthonorme´es (x, y, z) (z est la ‘profondeur’
dans le demi-espace). L’enle`vement de matie`re se fait par ablation de plaques infinies
d’e´paisseur uniforme de sorte que, si l’on prend l’e´paisseur h de la couche enleve´e
comme temps fictif re´gissant l’enle`vement continu de matie`re, Ωh est e´galement un
massif semi-infini.
On suppose connu le champ de contrainte mesure´e σm sur chaque surface ∂Ωh.
A un instant h fixe´, le champ σm est ainsi de´fini dans le volume Ω \Ωh.
L’hypothe`se fondamentale, est que la relaxation des contraintes dans Ωh due a`
l’enle`vement de matie`re Ω \ Ωh est e´lastique.
Tn Tn
E E
Probleme 1 Probleme 2 Probleme 3
pp
Ω Ω
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Ω
h
Fig. B.6 – Les trois proble`mes dans le cas du demi-espace
On conside`re alors, a` l’instant h, les trois proble`mes suivants :
– Proble`me 1 (e´quilibre des contraintes dans Ω) :
Le champ de contrainte est σ.
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– Proble`me 2 (e´quilibre des contraintes dans Ωh) :
Le champ de contrainte sur la surface ∂Ωh est σ
m(x) (pour x ∈ ∂Ωh).
– Proble`me 3 (proble`me e´lastique auxiliaire dans Ωh) :
On conside`re un solide e´lastique de ge´ome´trie Ωh sur la frontie`re duquel on
applique les tractions σ(x)n(x) (x ∈ ∂Ωh). On de´signe par σh le champ de
contrainte qui en re´sulte dans Ωh.
Le proble`me 3 est un proble`me purement e´lastique, alors que les proble`mes 1 et 2
font intervenir le champ de de´formation ine´lastique (suppose´ identique dans les deux
cas du fait de l’hypothe`se de relaxation e´lastique) a` l’origine du champ de contraintes
re´siduelles. Par application du principe de superposition, on a, pour x sur ∂Ωh :
σh(x) = σ(x)− σm(x) (B.50)
On constate que la solution du proble`me auxiliaire sur chaque surface ∂Ωh fournit
une relation entre le champ de contraintes mesure´es σm et le champ de contraintes
initiales σ. Pour re´soudre le proble`me auxiliaire, on utilise la solution du proble`me
de Boussinesq-Cerruti (voir par exemple Johnson [36]).
B.2.8 Proble`me bidimensionnel
Nous allons pre´senter dans la suite la solution pour le proble`me bidimensionnel
(σ et σm ne de´pendent que de x et z).
Le champ de contrainte a` la surface d’un massif semi-infini soumis a` des forces
de surface de la forme f(x, z) = fxδ(x)δ(z)ex+fyδ(x)δ(z)ey+fzδ(x)δ(z)ez (ou` δ(·)
est la distribution de Dirac), est donne´ par :
σxx(x, 0) = −2fx
π
V.p.
(
1
x
)
− fzδ(x)
σxy(x, 0) = −fy
π
V.p.
(
1
x
)
σyy(x, 0) = −2νfxπ V.p.
(
1
x
)
− 2νfzδ(x)
σxz(x, 0) = −fxδ(x)
σyz(x, 0) = −fyδ(x)
σzz(x, 0) = −fzδ(x)
(B.51)
ou` V.p.
(
1
x
)
est la distribution : Valeur Principale de 1x . L’e´quation d’e´quilibre satis-
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faite par σ ainsi que l’e´quation (B.50) conduisent alors au syste`me :

∂σxx
∂x
+
∂σxz
∂z
= 0
∂σxy
∂x
+
∂σyz
∂z
= 0
∂σxz
∂x
+
∂σzz
∂z
= 0
σxx(x, z) = σ
m
xx(x, z) +
2
π
V.p.
∫ +∞
−∞
σxz(x
′, z)
x− x′ dx
′ + σzz(x, z)
σxy(x, z) = σ
m
xy(x, z) +
1
π
V.p.
∫ +∞
−∞
σyz(x
′, z)
x− x′ dx
′
σyy(x, z) = σ
m
yy(x, z) +
2ν
π
V.p.
∫ +∞
−∞
σxz(x
′, z)
x− x′ dx
′ + 2νσzz(x, z)
(B.52)
avec les conditions aux limites :
σxz(x, 0) = 0 σyz(x, 0) = 0 σzz(x, 0) = 0 (B.53)
Le syste`me (B.52) peut eˆtre re´solu par utilisation de la transformation de Fourier
au sens des distributions (voir Schwartz [65]). La solution en est :
σxx(x, z) = σ
m
xx(x, z)+
2
π
∫ z
0
∫ +∞
−∞
(x− x′)4 − 3(x− x′)2(z − z′)2
[(x− x′)2 + (z − z′)2]3
[
σmxx(x
′, z′)− σmxx(x, z′)
]
dx′dz′
σxy(x, z) = σ
m
xy(x, z)+
1
π
∫ z
0
∫ +∞
−∞
(x− x′)2 − (z − z′)2
[(x− x′)2 + (z − z′)2]2
[
σmxy(x
′, z′)− σmxy(x, z′)
]
dx′dz′
σyy(x, z) = σ
m
yy(x, z)+
2ν
π
∫ z
0
∫ +∞
−∞
(x− x′)2 − (z − z′)2
[(x− x′)2 + (z − z′)2]2
[
σmxx(x
′, z′)− σmxx(x, z′)
]
dx′dz′
(B.54)
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σxz(x, z) =
4
π
∫ z
0
∫ +∞
−∞
(x− x′)3(z − z′)− (x− x′)(z − z′)3
[(x− x′)2 + (z − z′)2]3
[
σmxx(x
′, z′)− σmxx(x, z′)
]
dx′dz′
σyz(x, z) =
2
π
∫ z
0
∫ +∞
−∞
(x− x′)(z − z′)
[(x− x′)2 + (z − z′)2]2
[
σmxy(x
′, z′)− σmxy(x, z′)
]
dx′dz′
σzz(x, z) =
2
π
∫ z
0
∫ +∞
−∞
3(x− x′)2(z − z′)2 − (z − z′)4
[(x− x′)2 + (z − z′)2]3
[
σmxx(x
′, z′)− σmxx(x, z′)
]
dx′dz′
(B.55)
ou` ν est le coefficient de Poisson. Toutes les inte´grales qui figurent dans ce re´sultat
sont des inte´grales impropres ordinaires. Il est clair que les e´quations (B.55) per-
mettent de calculer σ a` partir de σm.
Ce re´sultat a` e´te´ ve´rifie´ nume´riquement a` l’aide des champs des contraintes
re´siduelles correspondantes a` l’inclusion plastique rectangulaire dans une demi-
espace e´lastique, pour lesquelles on a des formules explicites (voir paragraphe B.2.2).
A partir du champ de contraintes mesure´es on a calcule´ les valeurs de la contrainte
re´siduelle initiale utilisant les formules pre´ce´dentes, et ensuite on a compare´ les va-
leurs obtenues nume´riquement avec la solution exacte.
On remarque que le calcul a tenu compte de toutes les mesures sur chaque surface
enle´ve´ et non seulement des valeurs mesure´es selon l’axe z.
La justesse du calcul est de´montre´e par une bonne correspondance des valeurs
mais surtout par la capacite´ de la me´thode de reconstruire la singularite´ e´pine ap-
paraissant a` la frontie`re de l’inclusion plastique.
B.2.9 Le proble`me tridimensionnel
Dans ce paragraphe le champ des contraintes re´siduelles mesure´es, σm(x, y, z),
est un champ tridimensionnel arbitraire. Pour proce´der comme pre´ce´demment, il
nous faut la solution du proble`me auxiliaire. Le champ de contrainte a` la surface
d’un massif semi-infini soumis a` des forces de surface concentre´es peut eˆtre de´duit
a` partir des expressions ge´ne´rales des solutions fondamentales du demi-espace (voir
Mindlin [54]) apre`s un passage a` la limite pris au sens des distributions. Les compo-
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Fig. B.7 – Comparaison des contraintes re´siduelles calcule´es (points) avec celles
initiales (courbe en tirets) et celles mesure´es (courbe continue) selon l’axe z
santes de la contrainte sont :
σxx(x, y, 0) = −fx
π
[
(1− 2ν) P.v.
(
x√
x2 + y2
3
)
+ 3ν P.v.
(
x3√
x2 + y2
5
)]
−fy
π
[
3ν P.v.
(
x2y√
x2 + y2
5
)]
+
fz
2π
[
(1− 2ν) P.v.
(
x2 − y2
(x2 + y2)2
)]
− 1 + 2ν
2
fzδ(x)δ(y)
σyy(x, y, 0) = −fx
π
[
3ν P.v.
(
xy2√
x2 + y2
5
)]
−fy
π
[
(1− 2ν) P.v.
(
y√
x2 + y2
3
)
+ 3ν P.v.
(
y3√
x2 + y2
5
)]
+
fz
2π
[
(1− 2ν) P.v.
(
y2 − x2
(x2 + y2)2
)]
− 1 + 2ν
2
fzδ(x)δ(y)
σzz(x, y, 0) = −fzδ(x)δ(y)
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σxy(x, y, 0) = − fx
2π
[
(1− 2ν) P.v.
(
y√
x2 + y2
3
)
+ 6ν P.v.
(
x2y√
x2 + y2
5
)]
− fy
2π
[
(1− 2ν) P.v.
(
x√
x2 + y2
3
)
+ 6ν P.v.
(
xy2√
x2 + y2
5
)]
+
fz
π
[
(1− 2ν) P.v.
(
xy
(x2 + y2)2
)]
σxz(x, y, 0) = −fxδ(x)δ(y)
σyz(x, y, 0) = −fyδ(x)δ(y)
(B.56)
De nouveau on peut de´duire a` partir d’ici un syste`me d’e´quations pour la contrainte
re´siduelle initiale σ :
∂σxx
∂x
+
∂σxy
∂y
+
∂σxz
∂z
= 0
∂σxy
∂x
+
∂σyy
∂y
+
∂σyz
∂z
= 0
∂σxz
∂x
+
∂σxz
∂x
+
∂σzz
∂z
= 0
σxx(x, y, z) = σ
m
xx(x, y, z)
+
1
π
P.v.
∫ +∞
−∞
∫ +∞
−∞
[
(1− 2ν) x− x
′√
(x− x′)2 + (y − y′)23
+3ν
(x− x′)3√
(x− x′)2 + (y − y′)25
]
σxz(x
′, y′, z)dx′dy′
+
1
π
P.v.
∫ +∞
−∞
∫ +∞
−∞
[
3ν
(x− x′)2(y − y′)√
(x− x′)2 + (y − y′)25
]
σyz(x
′, y′, z)dx′dy′
− 1
2π
P.v.
∫ +∞
−∞
∫ +∞
−∞
[
(1− 2ν) (x− x
′)2 − (y − y′)2
((x− x′)2 + (y − y′)2)2
]
σzz(x
′, y′, z)dx′dy′
+
1 + 2ν
2
σzz(x, y, z)
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σyy(x, y, z) = σ
m
yy(x, y, z)
+
1
π
P.v.
∫ +∞
−∞
∫ +∞
−∞
[
3ν
(x− x′)(y − y′)2√
(x− x′)2 + (y − y′)25
]
σxz(x
′, y′, z)dx′dy′
+
1
π
P.v.
∫ +∞
−∞
∫ +∞
−∞
[
(1− 2ν) y − y
′√
(x− x′)2 + (y − y′)23
+3ν
(y − y′)3√
(x− x′)2 + (y − y′)25
]
σyz(x
′, y′, z)dx′dy′
− 1
2π
P.v.
∫ +∞
−∞
∫ +∞
−∞
[
(1− 2ν) (y − y
′)2 − (x− x′)2
((x− x′)2 + (y − y′)2)2
]
σzz(x
′, y′, z)dx′dy′
+
1 + 2ν
2
σzz(x, y, z)
σxy(x, y, z) = σ
m
xy(x, y, z)
+
1
2π
P.v.
∫ +∞
−∞
∫ +∞
−∞
[
(1− 2ν) y − y
′√
(x− x′)2 + (y − y′)23
+6ν
(x− x′)2(y − y′)√
(x− x′)2 + (y − y′)25
]
σxz(x
′, y′, z)dx′dy′
+
1
2π
P.v.
∫ +∞
−∞
∫ +∞
−∞
[
(1− 2ν) x− x
′√
(x− x′)2 + (y − y′)23
+6ν
(x− x′)(y − y′)2√
(x− x′)2 + (y − y′)25
]
σyz(x
′, y′, z)dx′dy′
− 1
π
P.v.
∫ +∞
−∞
∫ +∞
−∞
[
(1− 2ν) (x− x
′)(y − y′)
((x− x′)2 + (y − y′)2)2
]
σzz(x
′, y′, z)dx′dy′
(B.57)
avec les conditions aux limites :
σxz(x, 0) = σxz(x, 0) = σzz(x, 0) = 0 (B.58)
La solution du syste`me (B.57) peut eˆtre obtenue utilisant la meˆme technique que
dans le proble`me bidimensionnel B.2.8. Alors on obtient :
σxx(x, y, z) = σ
m
xx(x, y, z)
+
1
2π
∫ +∞
−∞
∫ +∞
−∞
∫ z
0
{
(1− 2ν)
[
1
R3
− 3
R(R+ z − z′)2
]
+
[
15(x− x′)4
R7
− 12(x − x
′)2
R5
+
6(x− x′)2
R3(R+ z − z′)2 +
12(x− x′)2
R2(R+ z − z′)3
]
−
(
(x− x′)4 + 2ν(x− x′)2(y − y′)2
)
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[
3
R5(R+ z − z′)2 +
6
R4(R+ z − z′)3 +
6
R3(R+ z − z′)4
]}
[
σmxx(x
′, y′, z′)− σmxx(x, y, z′)
]
dx′ dy′ dz′
+
1
π
∫ +∞
−∞
∫ +∞
−∞
∫ z
0
{
(1 + 2ν)
[
3(x− x′)(y − y′)
R3(R + z − z′)2 +
6(x− x′)(y − y′)
R2(R+ z − z′)3
]
+
[
15(x− x′)3(y − y′)
R7
− 6(x− x
′)(y − y′)
R5
]
−
(
(x− x′)3(y − y′) + 2ν(x− x′)(y − y′)3
)
[
3
R5(R + z − z′)2 +
6
R4(R + z − z′)3 +
6
R3(R+ z − z′)4
]}
[
σmxy(x
′, y′, z′)− σmxy(x, y, z′)
]
dx′ dy′ dz′
+
1
2π
∫ +∞
−∞
∫ +∞
−∞
∫ z
0
{
(1− 2ν)
[
3
R(R+ z − z′)2
]
+
[
15(x− x′)2(y − y′)2
R7
+
3(z − z′)2
R5
− 3
R3
]
−
(
(x− x′)2(y − y′)2 + 2ν(y − y′)4
)
[
3
R5(R + z − z′)2 +
6
R4(R+ z − z′)3 +
6
R3(R+ z − z′)4
]
+ 2ν
[
6(y − y′)2
R3(R + z − z′)2 +
12(y − y′)2
R2(R + z − z′)3
]}
[
σmyy(x
′, y′, z′)− σmyy(x, y, z′)
]
dx′ dy′ dz′ (B.59)
σxy(x, y, z) = σ
m
xy(x, y, z)
+
1
2π
∫ +∞
−∞
∫ +∞
−∞
∫ z
0
{[
1
R3
− 3(z − z
′)2
R5
]
+4ν
[
3(x− x′)2(y − y′)2
R5(R + z − z′)2 +
6(x− x′)2(y − y′)2
R4(R+ z − z′)3
+
6(x− x′)2(y − y′)2
R3(R+ z − z′)4 +
1
R3
− 3
R(R+ z − z′)2
]}
[
σmxy(x
′, y′, z′)− σmxy(x, y, z′)
]
dx′ dy′ dz′
+
1
2π
∫ +∞
−∞
∫ +∞
−∞
∫ z
0
{[
3(x− x′)(y − y′)
R5
]
−2ν
[
3(x− x′)(y − y′)
R3(R + z − z′)2 +
6(x− x′)(y − y′)
R2(R+ z − z′)3
]}
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[(
σmxx(x
′, y′, z′)− σmxx(x, y, z′)
)
+
(
σmyy(x
′, y′, z′)− σmyy(x, y, z′)
)]
dx′ dy′ dz′
+
1
2π
∫ +∞
−∞
∫ +∞
−∞
∫ z
0
2ν
[
3(x− x′)(y − y′)
R5(R + z − z′)2 +
6(x− x′)(y − y′)
R4(R+ z − z′)3
+
6(x− x′)(y − y′)
R3(R + z − z′)4
]
[
(x− x′)2 (σmxx(x′, y′, z′)− σmxx(x, y, z′))
+(y − y′)2
(
σmyy(x
′, y′, z′)− σmyy(x, y, z′)
)]
dx′ dy′ dz′ (B.60)
σyy(x, y, z) = σxx(x, y, z) avec x et y interchange´s. (B.61)
σxz(x, y, z) =
+
1
2π
∫ +∞
−∞
∫ +∞
−∞
∫ z
0
[
15(x − x′)3(z − z′)
R7
− 6(x− x
′)(z − z′)
R5
]
[
σmxx(x
′, y′, z′)− σmxx(x, y, z′)
]
dx′ dy′ dz′
+
1
2π
∫ +∞
−∞
∫ +∞
−∞
∫ z
0
[
30(x − x′)2(y − y′)(z − z′)
R7
− 3(y − y
′)(z − z′)
R5
]
[
σmxy(x
′, y′, z′)− σmxy(x, y, z′)
]
dx′ dy′ dz′
+
1
2π
∫ +∞
−∞
∫ +∞
−∞
∫ z
0
[
15(x − x′)(y − y′)2(z − z′)
R7
− 3(x− x
′)(z − z′)
R5
]
[
σmyy(x
′, y′, z′)− σmyy(x, y, z′)
]
dx′ dy′ dz′ (B.62)
σyz(x, y, z) = σxz(x, y, z) avec x et y interchange´s (B.63)
σzz(x, y, z) =
+
1
2π
∫ +∞
−∞
∫ +∞
−∞
∫ z
0
[
15(x − x′)2(z − z′)2
R7
− 3(z − z
′)2
R5
]
[
σmxx(x
′, y′, z′)− σmxx(x, y, z′)
]
dx′ dy′ dz′
+
1
π
∫ +∞
−∞
∫ +∞
−∞
∫ z
0
[
15(x− x′)(y − y′)(z − z′)2
R7
]
[
σmxy(x
′, y′, z′)− σmxy(x, y, z′)
]
dx′ dy′ dz′
+
1
2π
∫ +∞
−∞
∫ +∞
−∞
∫ z
0
[
15(y − y′)2(z − z′)2
R7
− 3(z − z
′)2
R5
]
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[
σmyy(x
′, y′, z′)− σmyy(x, y, z′)
]
dx′ dy′ dz′ (B.64)
ou` :
R =
√
(x− x′)2 + (y − y′)2 + (z − z′)2
Les formules (B.59)-(B.64) sont des formules d’inversion explicites dans le cas de la
ge´ome´trie du demi-espace, toutes les inte´grales qui figurent dans ce re´sultat sont des
inte´grales impropres ordinaires.
A partir de ces formules on peut tirer les conclusions suivantes :
– Pour la reconstruction du champ des contraintes re´siduelles initiales σ, il est
ne´cessaire de connaˆıtre le champ complet des mesures σm sur chaque surface
interme´diaire. Ceci repre´sente un grande quantite´ de mesures mais elle ressort
de la nature mathe´matique du proble`me lui-meˆme.
– Si les contraintes mesure´es σm sont inde´pendantes de la coordonne´es y, alors
ne´cessairement (cf. (B.59)-(B.64) le champ de contrainte re´siduelle initiale ne
de´pend de y non plus. L’hypothe`se initiale du proble`me bidimensionnel (pa-
ragraphe B.2.8), a e´te´ ainsi prouve´ a posteriori.
– Si les contraintes mesure´es σm sont inde´pendantes des coordonne´es spatiales
x et y, l’enle`vement de matie`re n’induit pas de redistribution des contraintes.
B.2.10 Ge´ome´trie arbitraire
On revient dans ce qui suit a` un corps Ω, de ge´ome´trie arbitraire, tel qu’il e´tait
pre´sente´ dans le paragraphe B.2.2.
On rappelle l’hypothe`se fondamentale : :
La relaxation des contraintes induites dans Ωt par l’enle`vement de matie`re Ω \ Ωt
est e´lastique.
Dans ce cas on ne fait aucune hypothe`se sur la ge´ome´trie des couches enleve´es.
Comme dans les cas pre´ce´dents on conside`re a` l’instant t les trois proble`mes
e´lastiques suivants :
– Proble`me 1 : e´quilibre des contraintes dans Ω. Le champ de contrainte est
σ.
– Proble`me 2 : e´quilibre des contraintes dans Ωt. Le champ de contrainte sur
la surface ∂Ωt est σ
m(x) (pour x ∈ ∂Ωt).
– Proble`me 3 : proble`me e´lastique auxiliaire . On conside`re un solide e´lastique
de ge´ome´trie Ωt sur la frontie`re duquel on applique les tractions σ(x).n(x)
(x ∈ ∂Ωt).
On de´signe par σt le champ de contrainte et par ut le champ des de´placements
qui en re´sultent dans Ωt.
Par application du principe de superposition, on a, pour x sur ∂Ωt :
σt(x) = σ(x)− σm(x) (B.65)
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On constate que la solution du proble`me auxiliaire sur chaque surface ∂Ωt fournit
une relation entre le champ de contrainte mesure´e σm et le champ de contrainte
initiale σ.
Dans les cas a` ge´ome´trie simple (i.e. sphe`re et demi-espace), on a eu des solution
explicites pour le proble`me auxiliaire. C’est n’est pas le cas pour une ge´ome´trie
arbitraire. Pour re´soudre le proble`me auxiliaire, nous allons utiliser la the´orie
des e´quations inte´grales de surface, d’autres me´thodes conduisant a` des solutions
nume´riques e´tant aussi envisageables. On introduit la solution fondamentale de Kel-
vin (voir, par exemple, Kupradze [46]) et ses de´rive´es :
G0ij(x) =
3− 4ν
16πµ(1 − ν)
δij√
x21 + x
2
2 + x
2
3
+
1
16πµ(1 − ν)
xixj√
x21 + x
2
2 + x
2
3
3
G1ijk(x) =
2νµ
1− 2ν
(
∂G0mk
∂xm
)
+ µ
(
∂G0ik
∂xj
+
∂G0jk
∂xi
)
G2ijkl(x) =
2νµ
1− 2ν
(
∂G1klm
∂xm
)
+ µ
(
∂G1kli
∂xj
+
∂G1klj
∂xi
)
(B.66)
ou` l’on utilise la convention d’Einstein de sommation sur les indices re´pe´te´s. Le
champ de de´placement ut, solution du proble`me auxiliaire, satisfait (cf par exemple
Kupradze [46]) l’e´quation inte´grale singulie`re de surface :
1
2
uti(x) =
∫ ∗
∂Ωt
[
G0ki(x− y)σkl(y)nl(y)−G1kli(x− y)utk(y)nl(y)
]
dS(y) x ∈ ∂Ωt
(B.67)
ou` l’aste´risque rappelle que l’inte´grale ne converge qu’au sens des valeurs princi-
pales de Cauchy. Dans l’e´quation (B.67), σij de´signent, bien suˆr, les composantes
du tenseur des contraintes initiales σ. On peut donner une expression inte´grale
de la contrainte de surface pour le proble`me auxiliaire. En tenant compte de
l’e´quation (B.65), il vient pour x ∈ ∂Ωt :
1
2
(σij(x)−σmij (x)) =
∫ ∗
∂Ωt
[
G1ijk(x− y)σkl(y)nl(y)−G2ijkl(x− y)utk(y)nl(y)
]
dS(y)
(B.68)
Les e´quations (B.67) et (B.68) e´tant valables pour tout t e´le´ment de [0, T ], en leur
adjoignant l’e´quation d’e´quilibre de σ (divσ = 0), on obtient le syste`me inte´gro-
diffe´rentiel line´aire sur Ω \ΩT :

∂σij(x)
∂xj
= 0
σij(x) = σ
m
ij (x) + 2
∫ ∗
∂Ωt(x)
[
G1ijk(x− y)σkl(y)nl(y)−G2ijkl(x− y)utk(y)nl(y)
]
dS(y)
uti(x) = 2
∫ ∗
∂Ωt(x)
[
G0ki(x− y)σkl(y)nl(y)−G1kli(x− y)utk(y)nl(y)
]
dS(y)
(B.69)
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avec les conditions aux limites sur ∂Ω :
σij(x)nj(x) = 0 (B.70)
Le syste`me (B.69) repre´sente en effet une e´quation d’e´volution pour la contrainte
re´siduelle initiale, le parame`tre de l’e´volution e´tant le temps fictif. Ainsi, le champ
de contrainte re´siduelle initiale dans le volume balaye´ par l’enle`vement de matie`re
est de´termine´ par les mesures des contraintes en surface sur chaque surface in-
terme´diaire.
B.2.11 Bre`ve description d’un algorithme de re´solution nume´rique
On de´crit ici un algorithme permettant de calculer nume´riquement le champ σ
a` partir de σm.
Soit (r(x), s(x),n(x)) un triplet de vecteurs orthonorme´s ou` n(x) est toujours
la normale sortante sur ∂Ωt et r(x) et s(x) deux vecteurs tangents. r(x), s(x) et
n(x) sont suppose´s eˆtre des fonctions diffe´rentiables de x. On de´finit sur ∂Ωt :
N(x) = σ(x)n(x)
R(x) = σ(x)r(x)
S(x) = σ(x)s(x)
(B.71)
On discre´tise d’abord l’enle`vement de matie`re en N e´tapes, de´finissant ainsi N
surfaces interme´diaires ∂Ωi (∂Ω0 = ∂Ω).
Supposons maintenant que σ ait e´te´ calcule´ sur ∂Ωi−1. Nous allons de´crire une
me´thode nume´rique permettant de calculer σ sur ∂Ωi.
La premie`re e´quation du syste`me (B.69) (e´quation de la divergence) peut se
re´e´crit sous la forme :
∂N
∂n
= −∂R
∂r
− ∂S
∂s
+ σ(∇n)n+ σ(∇r)r + σ(∇s)s (B.72)
Le terme de droite de l’e´quation (B.72) ne fait intervenir que des de´rive´es
ge´ome´triques et des de´rive´es de σ le long de ∂Ωi−1. L’e´quation (B.72) permet donc
d’e´valuer N = σ.n sur ∂Ωi. Lorsque σn est de´termine´ sur ∂Ωi, une me´thode clas-
sique d’e´le´ments de frontie`re (voir, par exemple, Banerjee et Butterfield [6]) permet
de re´soudre nume´riquement la troisie`me e´quation du syste`me (B.69). La seconde
e´quation du syste`me (B.69), apre`s une classique re´gularisation (voir, par exemple,
Bui et al. [15]), permet d’achever le calcul du tenseur des contraintes σ sur la nou-
velle surface ∂Ωi.
Cet algorithme permet donc le calcul de σ sur ∂Ωi a` partir de σ sur ∂Ωi−1 et
de σm sur ∂Ωi. Il est imme´diat de ve´rifier qu’il est correctement initialise´ par les
conditions aux limites (B.70).
Aucune e´tude sur la stabilite´ de cet algorithme n’a encore e´te´ mene´e.
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Fig. B.8 – L’inclusion plastique dans le demi-espace.
B.2.12 Conclusion
Le but de ce travail e´tait l’e´tude de l’inversion d’un champ de contraintes
re´siduelles a` partir de mesures de contraintes en surface apre`s enle`vement de matie`re.
On a formalise´ le proble`me sur le plan mathe´matique, ce qui a permis d’obtenir des
formules d’inversion explicites pour le demi-espace. Ces formules montrent que la
reconstruction du champ de contraintes initiales ne´cessite la mesure du champ de
contraintes sur toute surface interme´diaire du processus d’enle`vement de matie`re.
Il est e´vident que dans le cas d’un solide de forme arbitraire, la de´composition en
trois proble`mes peut eˆtre reproduite. La diffe´rence essentielle avec la ge´ome´trie semi-
infinie est l’absence de solution explicite dans le cas ge´ne´ral au proble`me auxiliaire.
Ne´anmoins, on dispose d’une solution formelle du proble`me auxiliaire a` l’aide de
fonctions de Green. L’utilisation d’une telle solution formelle permet de montrer que
σn (ou` σ de´signe toujours le champ de contraintes initiales et n la normale a` une
surface interme´diaire) satisfait une e´quation d’e´volution line´aire du premier ordre
en la variable t (temps fictif re´gissant l’enle`vement continu de matie`re). La donne´e
initiale est alors clairement donne´e par les conditions aux limites sur le solide avant
enle`vement de matie`re (σn = 0). L’analyse de cette e´quation d’e´volution nous a
permis d’indiquer les bases d’un algorithme permettant la re´solution nume´rique du
proble`me dans le cas d’un solide de ge´ome´trie arbitraire.
B.2.13 Inclusion plastique dans un demi-espace
Dans cette annexe on pre´sente´ les expressions inte´grales explicites des contraintes
cre´ees par une inclusion plastique (au sens d’Eshelby) dans un demi-espace e´lastique.
Le demi-espace est conside´re´ comme e´lastique line´aire et isotrope et dans un e´tat de
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de´formation plane.
La ge´ome´trie du proble`me ainsi que les notations sont pre´sente´ dans la figure B.8.
Dans l’inclusion plastique on conside`re un champs de de´formations plastiques εp
de la forme suivante :
εp(x, z) =

 −
εp
2 0 0
0 − εp2 0
0 0 εp

χ(x, z)
ou` χ(x, z) est la fonction caracte´ristique de l’inclusion (elle s’annule a` l’exte´rieur de
l’inclusion et est 1 a` l’inte´rieur).
La fonction de Green du demi-espace (Mindlin [54]) a e´te´ inte´gre´ suivant y de −∞
a` +∞ pour obtenir une fonction bidimensionnelle de Green. Le champ de contraintes
dans le demi-espace est ensuite facilement calcule´ (voir Mura [56]) :
σxx(x, z) = µε
pχ(x, z)
+
µεp
4π(1 − ν)
[
4ν
(
arctan
(
x− a
z − h− c
)
− arctan
(
x+ a
z − h− c
)
− arctan
(
x− a
z − h+ c
)
+arctan
(
x+ a
z − h+ c
))
− 2(1− ν)
(
arctan
(
z − h− c
x− a
)
− arctan
(
z − h− c
x+ a
)
− arctan
(
z − h+ c
x− a
)
+ arctan
(
z − h+ c
x+ a
))
+ 4ν(3− 4ν)
(
arctan
(
x− a
z + h+ c
)
− arctan
(
x+ a
z + h+ c
)
− arctan
(
x− a
z + h− c
)
+ arctan
(
x+ a
z + h− c
))
−2(3 − 9ν + 8ν2)
(
arctan
(
z + h+ c
x− a
)
− arctan
(
z + h+ c
x+ a
)
− arctan
(
z + h− c
x− a
)
+arctan
(
z + h− c
x+ a
))
− 3
(
(x− a)(z − h− c)
(x− a)2 + (z − h− c)2 −
(x+ a)(z − h− c)
(x+ a)2 + (z − h− c)2
− (x− a)(z − h+ c)
(x− a)2 + (z − h+ c)2 +
(x+ a)(z − h+ c)
(x+ a)2 + (z − h+ c)2
)
−(5− 4ν)
(
(x− a)z
(x− a)2 + (z + h+ c)2 −
(x+ a)z
(x+ a)2 + (z + h+ c)2
− (x− a)z
(x− a)2 + (z + h− c)2 +
(x+ a)z
(x+ a)2 + (z + h− c)2
)
+9
(
(x− a)(h+ c)
(x− a)2 + (z + h+ c)2 −
(x+ a)(h+ c)
(x+ a)2 + (z + h+ c)2
− (x− a)(h− c)
(x− a)2 + (z + h− c)2 +
(x+ a)(h− c)
(x+ a)2 + (z + h− c)2
)
−12
(
(x− a)(h + c)(z + h+ c)z
((x− a)2 + (z + h+ c)2)2 −
(x+ a)(h+ c)(z + h+ c)z
((x+ a)2 + (z + h+ c)2)2
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−(x− a)(h − c)(z + h− c)z
((x− a)2 + (z + h− c)2)2 +
(x+ a)(h− c)(z + h− c)z
((x+ a)2 + (z + h− c)2)2
)]
(B.73)
σxz(x, z) =
µεp
4π(1 − ν)
[
−3
(
(z − h− c)2
(x− a)2 + (z − h− c)2 −
(z − h− c)2
(x+ a)2 + (z − h− c)2
− (z − h+ c)
2
(x− a)2 + (z − h+ c)2 +
(z − h+ c)2
(x+ a)2 + (z − h+ c)2
)
−(5− 4ν)
(
z2
(x− a)2 + (z + h+ c)2 −
z2
(x+ a)2 + (z + h+ c)2
− z
2
(x− a)2 + (z + h− c)2 +
z2
(x+ a)2 + (z + h− c)2
)
+4(1 + ν)
(
z(h+ c)
(x− a)2 + (z + h+ c)2 −
z(h+ c)
(x+ a)2 + (z + h+ c)2
− z(h − c)
(x− a)2 + (z + h− c)2 +
z(h− c)
(x+ a)2 + (z + h− c)2
)
+3
(
(h+ c)2
(x− a)2 + (z + h+ c)2 −
(h+ c)2
(x+ a)2 + (z + h+ c)2
− (h− c)
2
(x− a)2 + (z + h− c)2 +
(h− c)2
(x+ a)2 + (z + h− c)2
)
−12
(
(h+ c)(z + h+ c)2z
((x− a)2 + (z + h+ c)2)2 −
(h+ c)(z + h+ c)2z
((x+ a)2 + (z + h+ c)2)2
− (h− c)(z + h− c)
2z
((x− a)2 + (z + h− c)2)2 +
(h− c)(z + h− c)2z
((x+ a)2 + (z + h− c)2)2
)]
(B.74)
σzz(x, z) = −2µεpχ(x, z)
+
µεp
4π(1 − ν)
[
4(1− ν)
(
arctan
(
x− a
z − h− c
)
− arctan
(
x+ a
z − h− c
)
− arctan
(
x− a
z − h+ c
)
+ arctan
(
x+ a
z − h+ c
))
− 2ν
(
arctan
(
z − h− c
x− a
)
− arctan
(
z − h− c
x+ a
)
− arctan
(
z − h+ c
x− a
)
+ arctan
(
z − h+ c
x+ a
))
+4(1 − ν)
(
arctan
(
x− a
z + h+ c
)
− arctan
(
x+ a
z + h+ c
)
− arctan
(
x− a
z + h− c
)
+arctan
(
x+ a
z + h− c
))
− 2ν
(
arctan
(
z + h+ c
x− a
)
− arctan
(
z + h+ c
x+ a
)
− arctan
(
z + h− c
x− a
)
+ arctan
(
z + h− c
x+ a
))
+ 3
(
(x− a)(z − h− c)
(x− a)2 + (z − h− c)2
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− (x+ a)(z − h− c)
(x+ a)2 + (z − h− c)2 −
(x− a)(z − h+ c)
(x− a)2 + (z − h+ c)2 +
(x+ a)(z − h+ c)
(x+ a)2 + (z − h+ c)2
)
+3
(
(x− a)(h+ c)
(x− a)2 + (z + h+ c)2 −
(x+ a)(h+ c)
(x+ a)2 + (z + h+ c)2
− (x− a)(h − c)
(x− a)2 + (z + h− c)2
+
(x+ a)(h− c)
(x+ a)2 + (z + h− c)2
)
+(5− 4ν)
(
(x− a)z
(x− a)2 + (z + h+ c)2 −
(x+ a)z
(x+ a)2 + (z + h+ c)2
− (x− a)z
(x− a)2 + (z + h− c)2 +
(x+ a)z
(x+ a)2 + (z + h− c)2
)
+12
(
(x− a)(h + c)(z + h+ c)z
((x− a)2 + (z + h+ c)2)2 −
(x+ a)(h+ c)(z + h+ c)z
((x+ a)2 + (z + h+ c)2)2
−(x− a)(h − c)(z + h− c)z
((x− a)2 + (z + h− c)2)2 +
(x+ a)(h− c)(z + h− c)z
((x+ a)2 + (z + h− c)2)2
)]
(B.75)
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