Motivation: The past decade has seen the introduction of new technologies that significantly lowered the cost of genome sequencing. As a result, the amount of genomic data that must be stored and transmitted is increasing exponentially. To mitigate storage and transmission issues, we introduce a framework for lossless compression of quality scores. Results: This article proposes AQUa, an adaptive framework for lossless compression of quality scores. To compress these quality scores, AQUa makes use of a configurable set of coding tools, extended with a Context-Adaptive Binary Arithmetic Coding scheme. When benchmarking AQUa against generic single-pass compressors, file sizes are reduced by up to 38.49% when comparing with GNU Gzip and by up to 6.48% when comparing with 7-Zip at the Ultra Setting, while still providing support for random access. When comparing AQUa with the purpose-built, single-pass, and state-of-the-art compressor SCALCE, which does not support random access, file sizes are reduced by up to 21.14%. When comparing AQUa with the purpose-built, dual-pass, and state-of-the-art compressor QVZ, which does not support random access, file sizes are larger by 6.42-33.47%. However, for one test file, the file size is 0.38% smaller, illustrating the strength of our single-pass compression framework. This work has been spurred by the current activity on genomic information representation (MPEG-G) within the ISO/IEC SC29/WG11 technical committee.
Introduction
Modern DNA sequencing techniques generate vast amounts of genomic data. This is the result of lower costs [human-size genomes can be sequenced for around $1000 (https://www.illumina.com/systems/ hiseq-x-sequencing-system.html)] and faster sequencing [3000 GigaBases can currently be sequenced in <40 h (https://www.illu mina.com/systems/sequencing-platforms/novaseq/specifications. html)]. As a result, compression of raw genomic data has become more and more important.
The output of modern DNA sequencing machines is typically stored in the FASTQ format (Metzker, 2010) . This file format contains the following main types of data on a per-read basis:
In an earlier publication, the authors proposed the AFRESh framework for the compression of genomic data, ranging from both aligned and unaligned reads to assembled sequences (Paridaens et al., 2017) . The research results presented in the aforementioned publication demonstrate that the genomic data stored in FASTQ files show a high degree of redundancy, thus making it possible to achieve high compression ratios. Quality scores, on the other hand, are harder to compress: compared with genomic data, quality scores make use of a larger a set of possible values and they tend to be noisy (Bonfield and Mahoney, 2013) .
AQUa, the solution proposed in this article for compressing the quality scores of a FASTQ file, is based on the AFRESh framework, which supports the following major features:
• single-pass encoding;
• Context-Adaptive Binary Arithmetic Coding (CABAC);
• random access in combination with CABAC;
• flexible configuration of the coding tools used;
• flexible configuration of coding complexity and effectiveness; and • ease of extensibility with:
-additional input file formats; -additional coding tools; and -additional output file formats.
To support the compression of all valid quality scores, AQUa extends AFRESh with a quality score alphabet. In addition, to improve the compression effectiveness for these quality scores, the following contributions, as described in this article, are made:
• development and integration of four novel coding tools, designed to exploit observed redundancies among quality scores; • addition of binarization schemes and CABAC contexts for the novel coding tools; • adaptation of the parameter encoding of the single repeat predictor (SRP); and • adaptation of the binarization of three AFRESh tools, based on new statistical behavior.
This article is organized as follows. Section 2 provides an overview of related work. Section 3 discusses the AFRESh framework, upon which the AQUa quality score compression framework has been built. In Section 4, the novel coding tools that have been designed to exploit different types of redundancy within quality scores are discussed. Section 5 discusses the binarization and context modeling of the parameters and the residue values that are produced by the different coding tools. In Section 6, the impact of random access on the CABAC entropy coder is evaluated. Section 7 discusses the experimental results. Finally, conclusions and future work are presented in Section 8. We would like to make note that this paper requires the reader to have a basic awareness of arithmetic coding (Langdon, 1984) .
Related work
Quality score compressors can be divided into two categories: compressors using a lossless approach and compressors using a lossy approach. Although lossy compression is a promising technique for significantly improving the effectiveness of compression, it is still a highly sensitive topic in real-world application domains. In particular, the loss in accuracy for the quality scores is feared to influence the outcome of genomic data analysis. However, initial research on the effect of lossy compression of quality scores on variant calling (Ochoa et al., 2015) shows that lossy compression, with tools such as QVZ (Malysa et al., 2015) , RBlock and Pblock (Canovas, 2014) can maintain, and in some cases even improve, variant calling performance. Additionally, the MPEG standardization committee proposed a framework for the evaluation of the impact of lossy compressors on human genome variant calling (Alberti, 2016) , aiding researchers in estimating the effects of lossy compression algorithms on variant calling. However, given the early status of lossy quality score compression performance measurement, the authors decided to keep lossy compression out of the scope of this article. Nevertheless, the user has, as with other lossless solutions, the freedom to apply a lossy transformation to the input data before compression.
In the domain of lossless quality score compression, both generic solutions, such as GNU Gzip and 7-Zip, as well as specialized quality score compressors, such as SCALCE (Hach et al., 2012) and QVZ (QVZ also supports lossy compression) (Malysa et al., 2015) , are used. Other lossless compressors, such as CARGO (Roguski et al., 2016) , offer a hybrid solution, in which the genomic data are split into different "types" of data, followed by compression of these different types of data based on (a set of) generic compressors.
Although all state-of-the-art solutions provide a significant gain in compression effectiveness, when compared with RAW storage (e.g. in FASTQ), they all lack support for random access and/or require pre-processing. Although this is not an issue for offline storage and processing use cases, modern cloud-based networks, such as PulseNet (https://www.cdc.gov/pulsenet/), would significantly benefit from tools such as:
• random access for limiting data transmission by selecting and transmitting only these data blocks that cover the genomic regions that are of interest, and • single-pass encoding for minimizing the latency between sequencing and genomic data analysis, as compression and transmission can be performed in parallel with sequencing.
These selective access and data streaming scenarios are part of the use cases defined by the MPEG-G committee (http://mpeg.chiari glione.org/standards/mpeg-g/transport-and-storage-genomic-inform ation/use-cases-genomic-information-processing), and they are both facilitated by AQUa, the compression framework proposed in this article. Additionally, random access allows for the merging of genomic regions by merging the random access blocks in the compressed domain, i.e. without the need for a complete decompression-compression cycle.
The AFRESh framework
In this section, the most important features of AFRESh, the genomic data compression framework upon which AQUa has been built, are being discussed. For a more in-depth discussion, the reader can consult (Paridaens et al., 2017) .
Encoding steps
AFRESh compresses the input data as a continuous stream of data; it does not rely on any form of external data or data pre-processing, thus following an approach that is typically used in the area of video compression (Wien 2015; Sze et al., 2014) . The compression is done by relying on three different steps:
1. The input step-The input data are read from a given input file/ stream. The data to be compressed are extracted from this input and they are split in blocks of a fixed size, typically selected to be equal to the read length. 2. The processing step-For each block, the coding tool with the highest effectiveness is selected. The effectiveness is determined for each coding tool by performing the next step (that is, the output step), without writing the result to disk. Each coding tool can use all data in n previously encoded reads, where n is the window size. 3. The output step-Tool identifiers, parameters, and residual data are converted to a binary representation that has been optimized for CABAC. The output is then written to disk.
Context-adaptive binary arithmetic coding
CABAC is a tool for lossless entropy coding. Thanks to its high effectiveness, CABAC has been widely applied in modern standards for video compression (Marpe et al., 2003 , Sze et al., 2014 . As a result, extensive research has been performed regarding hardware implementations (Sze et al., 2008 , Zhou et al., 2014 and extensions, such as parallel processing (Peng et al., 2013) . CABAC is an arithmetic coder that works on binary values. Therefore, all coded information is first converted into a binary representation, a step known as binarization. For each bit in the binarization, a context is maintained that models the probability of that bit to be of a certain value (0 or 1). This probability is represented in one byte, the state. CABAC then converts the binarization into an output bitstream, based on the contexts.
Coding tools
This section discusses the different coding tools that were designed to compress the input quality scores. Two of these tools have been adopted from the original AFRESh framework (i.e. the Normal and Hierarchical Normal Search Predictors [NSPs and HNSPs]); the other tools have been designed specifically for the compression of quality scores. The original AFRESh tools that are based on genomic features such as complements and double/codon repetitions are discarded as quality scores do not have these features. Each of the quality scorespecific tools focuses on dealing with a different type of redundancy within a set of quality scores, both between the quality scores of a specific read and between the quality scores of successive reads. All proposed tools generate a prediction for the quality scores, either per position or for all positions of a read at once. To confirm or correct the predictions, a residue is generated and stored per position.
Difference coder
The difference coder (DFC) is a prediction tool that uses the quality score at the previous position as a prediction for the current quality score. In other words, the residue is the difference between two consecutive quality scores. As a result, this predictor exploits the observation that neighboring scores are typically very close to each other. However, sequencing technologies that are prone to small error bursts, with larger differences between neighboring scores, will not benefit from this coding tool as larger differences are costly to represent. To encode the first quality score of a read, the DFC uses the first quality score of the previous read as a prediction. If there is no previous read available, the prediction is equal to the quality score represented by the ASCII character 'E'.
Average DFC
The average DFC (ADFC) generates a prediction based on the average value of all previous quality scores within the current read:
. When compared with DFC, ADFC will better handle single-score peaks as the peak will only affect one score prediction (the peak score itself) instead of two ((i) the difference between the peak score and its predecessor and (ii) the difference between the peak score and its successor). The encoding of the first quality score is equal to the encoding of the first quality score by DFC.
Convolutional predictor
The convolutional predictor (CVP) generates 32 predictions by applying a set of 32 (convolutional) filters to a combination of previously encoded quality scores at the same or neighboring positions from the three previous reads. As a result, this predictor exploits positional redundancies. The predictor will select the filter that provides the best prediction, based on the cost of the error correction (encoded in Signed Exponential Golomb notation, which is discussed in Section 5.1). Table 1 shows the matrix containing all 32 available filters. The rows indicate the quality scores to which the filter is applied, whereas the columns indicate the operator used. For those combinations that are used, the mode number is indicated in the matrix. The quality scores are indicated as Q i;j , with i being the position of the read (i is the read to be encoded) and j the position within the read (0-based). Square brackets indicate a range. For example, ½i À 3; i À 1 contains all reads between (and including) i-3 and i-1 (which relates to the previous three reads). As an example, Mode 8 will calculate the Mean value of the quality scores Q ½iÀ2;iÀ1;j , which are the scores at position j in the two previously encoded reads.
Filters that are using invalid positions j will ignore these positions. Filters that are using unavailable reads are discarded.
The filters are based on one of five operators, applying these operators to the input values in order to generate a prediction for each position in the read. These operators are:
• Mean-returns the mean value;
• Median-returns the median value, thus ignoring outliers (e.g. local uncertainties in a read); • Weighted_Mean-returns a weighted combination of the input values. These weights are adapted based on the distance to the position of which the value is to be calculated.
• Min-returns the minimal value; and • Max-returns the maximal value.
Single repeat predictor
The SRP is a tool based on the SRP tool in AFRESh, generating a prediction for the full read that consists of the repetition of one specific quality score. This predictor is especially useful for reads with stable quality scores across a read (i.e. reads that contain many identical scores, such as reads that are completely unreliable, or scores that are fluctuating closely around a certain score). In contrast with the SRP tool in AFRESh, the base quality score (i.e. the score that is used as a prediction) is stored as the difference between the first quality score of the read and the quality score that appears the most in the previous read.
Average predictor
The average predictor (AVP) generates a prediction based on the average value of the previous quality score in the same read and the co-located value in the previous read. The quality score at the beginning of the read is calculated based on the first two values of the previous read.
Normal search predictor
The NSP is based on the NSP tool in AFRESh; it selects, within a search window, the contingent chunk of quality scores of length read_size that has the lowest cost of signaling the prediction errors when used as a prediction for the current chunk. This chunk of quality scores can start at any position (not only at read borders). The currently encoded read is assumed to be appended to the search window; it can, as such, be used as a prediction, as long as at least one quality score is predicted from the search window.
Hierarchical NSP
The HNSP is based on the NSP tool in AFRESh; it applies the NSP prediction tool to the first half and the second half of the read. Splitting the reads increases the likeliness of finding a better prediction, at the cost of having to signal an additional pointer.
Binarization and context modeling
This section discusses the different binarizations that were designed and used to represent the parameters and the residues of the different coding tools. When compared with AFRESh, binarization and context modeling of residual data have been adapted to support the full range of quality score values. Furthermore, binarization and context modeling of the parameters of the reused coding tools have been adapted, as well as binarization and context modeling of the coding tool identification parameter. Finally, binarization and context modeling of the parameters of the novel coding tools, as presented in this paper, have been added. The binarizations and the contexts have been created by analyzing the test files from Table 4 . This test set consists of both low-and high-coverage files with a fixed-length read size, generated with Illumina HiSeq and MiSeq sequencers and, in case of file 23, an artificially mixed file. All binarizations were selected based on the distribution of the values of the syntax elements to be encoded. When a syntax element comes with varying distributions across different files, binarizations are selected that help CABAC to adapt to the specific characteristics of the different files.
Value representations
Five different representations are used for the parameters and the residual values:
• binary representation;
• truncated unary representation;
• unsigned exponential Golomb representation (Marpe et al., 2003) ;
• signed exponential Golomb representation (Marpe et al., 2003) ; and • unary exponential Golomb (UEG) representation (Marpe et al., 2003) .
The binary representation corresponds to a base-2 representation, with a length dð log 2 ðxÞe) for value x.
The truncated unary representation of value x consists of x 1-bits, followed by a 0-bit. When x is equal to the maximum value (in our case 10), the trailing 0-bit is discarded. The first column of Table 2 shows a number of example truncated unary representations.
The unsigned exponential Golomb representation of value x consists of a suffix based on the binary representation of x þ 1 and a prefix of 0-bits of length ¼ lengthðsuffixÞ À 1. The second column of Table 2 shows a number of example unsigned exponential Golomb representations.
The signed exponential Golomb representation is an extension of the unsigned exponential Golomb representation, adding support for negative values by mapping a value x 0 onto the value À2 Ã x and a value x > 0 onto the value 2 Ã x À 1. Table 3 provides a number of example representations.
The UEG encoding consists of three parts:
• a truncated unary representation;
• an unsigned exponential Golomb representation; and • a one-bit binary representation.
The truncated unary representation is used to represent all values x where x y, with y a fixed value. The unsigned exponential Golomb representation is used to represent the value of jxj À y, provided that jxj ! y. The binary representation is used to signal the sign of x.
Binarization and context modeling of the residue
Given that a coding tool is selected based on its effectiveness, we can assume that the prediction of that coding tool is highly accurate. As a result, the prediction errors are typically small and centered around zero, with zero being highly likely. Therefore, in a first step, a residual mask with length block_size is generated, which indicates for each position whether the value is correct (zero) or not (one). For each of the positions where the residual mask is one, the correction is stored. Corrections are not stored as the binary representation of the correct quality score (which would cost a fixed dð log 2 ðxÞe) bits, with x being the size of the quality score alphabet), but as a difference value prediction À actual quality score. This difference value is encoded by means of a signed exponential Golomb binary representation, where all residual values x > 0 are replaced by x À 1, given that the residual value zero does not occur (by definition of the residual mask). This binarization is used for all coding tools, with the exception of DFC.
The context modeling of the residual mask uses three contexts per coding tool, so to be able to handle the possible difference in prediction accuracy of each of these tools. One of the three contexts (ctx0, ctx1 and ctx2) is selected per quality score, based on the prediction accuracy of the coding tool for the previously encoded quality scores in the read. A correct prediction will select a prior context; an incorrect prediction will select the next context. For example, when a correct prediction was making use of ctx1, ctx0 will be selected for the following quality score; in case of an incorrect prediction, ctx2 will be selected. The contexts are initialized with decreasing probability values (states).
For context modeling of the residual corrections, a context is provided for each bit position of the signed exponential Golomb representation. To further improve the context modeling, this set of contexts per bit position is provided per possible quality score. As a result, the arithmetic coder can adapt to the different distributions that can be expected based on the predicted quality score. At startup, contexts are initialized to a fixed set of states, based upon the expected relative frequencies of residual corrections for each of the given predicted quality scores.
The residue of the DFC coding tool shows a significantly different distribution, compared with the residue of the other coding tools, and as such, requires a slightly different approach for binarization. Figure 1 shows the minimum, average, and maximum occurrence of the residue values across the different test files for the DFC coding tool. It can be seen that, while there is a clear Laplacian distribution around the center (zero, or perfect prediction), there are smaller spikes around other position values within the range of ½À10; þ10. The positions of these spikes differ between test files. Therefore, the residual values should be encoded differently. To effectively encode the DFC residual values, UEG encoding is used, with y ¼ 10. This representation is also used for the encoding of motion vectors by the H.264/AVC video coding standard.
For context modeling of the residual values produced by the DFC coding tool, a context is provided for each bit position of the representation. As with the context modeling of the residual corrections of the other tools, this set of contexts per bit position is provided per possible quality score. Each of the contexts is initialized with the equi-probable state.
Binarization and context modeling of additional parameters
Some of the coding tools presented need additional parameters for decoding.
The CVP tool needs to signal which filter was used during encoding. Figure 2 shows, for each mode, the minimum, maximum, and median usage across the test files for these blocks for which the most effective tool was CVP, sorted by decreasing usage. Given the geometric distribution, the selected filter is signaled using the exponential Golomb representation.
For context modeling of the signaling of the selected filter, a context is provided per bit position in the exponential Golomb representation. Each of the contexts is initialized with the equi-probable state.
The NSP and HNSP tools need to signal the pointer to the best prediction within a search window. As these pointer values are equally distributed, a standard binary representation of length d log 2 ðminðwindow size; actual window sizeÞÞe is being used, with actual_window_size being the size of the window at encoding time.
As an example, in case of encoding read 3, only reads 1 and 2 are The binarization of the pointer is processed by the bypass arithmetic coding engine, assuming an equi-probable distribution.
Binarization and context modeling of coding tool identification
Figures 3-6 show the usage of the different coding tools for a number of test files, across a set of window_sizes. As can be seen in the aforementioned figures, the usage of the different coding tools can significantly differ amongst different files and settings: e.g. the DFC encoding tool is used in the majority of the cases for file 02, but less so for the other files, and is even not used for file 05. Furthermore, the NSP tool is used in the majority of the cases for file 05 at larger window sizes, but is hardly used for lower window sizes. To be able to adapt to these different usage statistics, the coding tools are identified by a truncated unary representation for their identification number.
For context modeling, a context is provided for each bit position of the truncated unary representation. Each of the contexts is initialized with the equi-probable state. Given the adaptivity of CABAC, the contexts will adapt to the actual coding tool usage for each specific file.
Random access
This section discusses the impact of random access on the effectiveness of CABAC.
As CABAC is an arithmetic coder, it is impossible to discern individual symbols in the CABAC-encoded bit stream. Based on this observation, the only point of access to the compressed bit stream is at the beginning of the bit stream.
To allow for random access, additional entry points are created (i.e. points where decompression can start), by resetting the complete status of the encoder (CABAC contexts, search window, . . .) to its initial state every m blocks. Each group of blocks can then be decoded separately, thus providing a random access point. For ease of use, random access blocks are byte-aligned. The byte addresses of the random access points are stored in a separate XML file, to allow for easy retrieval. For our tests, we set the reset frequencies to the powers of 2 within the range [32 768-1 048 576]. The total coverage of a random access block can be calculated by random_access_-block_size * block_size. For example, for test file 10, given a read length of 76 and given the tested range of [32 768-1 048 576], the reset frequency results in a random access block size of 2.49-79.69 megascores (million scores). For test file 16, with a read length of 150, random access block sizes range from 4.92 to 157.29 megascores, with the same test range. Figure 7 shows the loss in compression effectiveness for a set of random access block sizes, compared with the largest random access block size of 1 048 576, for each of the test files and for a window size of 16 reads. From these results, we can conclude that the choice of the CABAC reset window (and as such, the random access block size) has a minor effect on the compression effectiveness. For most test files, the overhead is lower than 0.5%, even at random access blocks of <32 k reads. For files 10, 06 and 23 the overhead is, despite the small random access block size, limited to respectively 3.42, 3.02 and 1.96%.
Experimental results
This section discusses the experimental setup and the effectiveness of the proposed framework when encoding reads and assembled sequences.
Experimental setup
To analyze the compression effectiveness for the lossless compression of quality scores, a diverse set of eight test files has been selected from the benchmark set used by MPEG for the analysis of quality score compression (http://mpeg.chiariglione.org/standards/ exploration/genome-compression/updated-database-evaluation-gen omic-information-compression). The subset only contains fixedlength reads (as variable-length reads are currently not supported) and files that are larger than 1 GB. Table 4 gives a more detailed overview of the test files selected. The BAM input files have first been converted to the FASTQ file format. These files were then used for testing the different approaches towards quality score compression. In case of the generic compression tools, we made use of a filtered version of the aforementioned FASTQ files, only containing the quality scores. To improve the processing speed of the whole benchmark set with the AQUa compression framework (especially the larger test files, combined with larger window sizes), the files were split into smaller files of 2, 621, 440 reads, a multiple of all tested CABAC random access windows. This results in a slightly larger output size due to the extra headers and footers, but this overhead is negligible ( 21 bytes per output file). The compression tests were performed in parallel on a set of five servers, each equipped with 2 Intel Xeon E5-2650 v3 CPUs (10 cores þ 10HT cores each) and 128GB of RAM. Each computing core was dedicated to the encoding of one small test file of 2, 621, 440 reads, using one encoder configuration (block_size, window_size, random_access_block_size) at a time. Speed tests were performed sequentially on a workstation, equipped with an Intel i7 4790 K processor and 16 GB of RAM.
Window size
This section discusses the effect of the window size on the compression effectiveness and compression speed. Figure 8 shows the relative compressed size of the different test files for different window sizes, compared with a window size of one read. It can be seen that, for some files, increasing the window sizes offers gains in compression effectiveness (e.g. >7.5% for test file 05), while others gain <1%, even for window sizes of 1024 reads. This indicates that redundancy between the quality scores of different reads is higher for some test files (e.g. 05) than others (e.g. 10). This is confirmed by the evolution of the total usage of the NSP and HNSP coding tools for the different test files. As shown in Figure 4 , the total usage of the NSP and HNSP coding tools for test file 05 increases significantly with larger window sizes (to up to 92.45% at window size 1024). For test file 10, the total usage of these coding tools increases significantly slower, with a total usage of 23.3% at window size 1024. Finally, the artificially generated test file 23 shows a gain in compression effectiveness between window sizes 2 and 16, followed by losses in compression effectiveness for larger window sizes (within a range of <1%).
The compression speed for window sizes 1-512 ranges from 5 KB/s for window size 1024 to 488 KB/s for window size 1 (7-Zip processes around 748 KB/s on the test equipment, using 2 threads). Although the compression speed does not drop linearly (a 60Â speed drop with a 512Â larger window), it is still clear that window sizes should be selected carefully for an optimal trade-off between compression effectiveness and compression speed.
Finally, during the development of AQUa, it needs to be emphasized that our focus was on extensibility, adaptability and readability, and not on compression speed.
Compression results
In this section, the compression effectiveness of AQUa is compared with the compression effectiveness of the commonly used single-pass (generic) algorithms GNU Gzip and 7-zip, the state-of-the-art singlepass algorithm SCALCE, and finally, the state-of-the-art dual-pass algorithm QVZ.
The configuration of our framework was as follows:
• the random access block size was set at 1, 048, 576 blocks;
• the block size was selected in such a way that it matches the length of the reads in the different test files; and • the window size was set to 1, 3, 16, 32, 64, 128, 256, 512 and 1024. Window size 1 is the minimal window size, whereas window size 3 is the minimal size that enables all modes of the CVP tool.
The compression results for AQUa, together with the results obtained for the other single-pass algorithms, are shown in Table 5 . The results are expressed in bits per score, with score being one quality score value.
Comparing the best compression results of AQUa for each of the test files with the commonly used GNU Gzip tool, we can see a better compression rate for all of the test files, with file sizes being 21.67-38.49% smaller than GNU Gzip at the fastest setting, and being 13.69-22.46% smaller than GNU Gzip at the best setting, while additionally offering random access. Comparing the results of AQUa with the more advanced 7-zip compressor at the Ultra settings (with 4 GB random access blocks), we can see mixed results, ranging from 3.41% larger files to 6.48% smaller files, while additionally offering random access.
As explained in Section 7.3 and shown in Figure 8 , the compression efficiency of AQUa can be improved significantly by increasing the window size in case of files with higher redundancy between reads, such as file 05. It is for these test files that 7-zip is performing better than AQUa. Comparing the results of AQUa with the purpose-built single-pass algorithm SCALCE, we can see a better compression rate for all of the test files, with file sizes being 13.26- 21.14% smaller than SCALCE, while additionally offering random access. Table 6 shows the compression results for AQUa, compared with the two-pass QVZ algorithm. As can be expected, the analysis step (and the lack of random access support) allows the QVZ algorithm to offer higher compression effectiveness. However, for test file 23, AQUa offers a better compression rate. These results show that a dual-pass solution can offer (but does not guarantee) a higher compression effectiveness. It should be noted that, while AQUa does not support dual-pass compression, input data can be pre-processed before it is processed by the AQUa compressor, effectively processing input files in two passes. The latter observation holds particularly true for file 05: the compression gain when enlarging the search window (see Fig. 8 ) shows that a simple reshuffle of the input data can provide high efficiency gains.
Conclusions and future work
This paper presents AQUa, a novel framework for adaptive compression of quality scores, built on top of AFRESh, a state-of-the-art framework for compression of genomic data. The quality scores are processed in a single pass, allowing for compression during data generation, thus making it possible to lower the transmission latency between sequencing machines and, e.g. cloud-based processing networks like PulseNet. Additionally, the use of a single-pass approach removes the need for disk space and/or memory for storing intermediate results. Furthermore, besides compression effectiveness and single-pass encoding, AQUa offers support for random access, allowing for partial transmissions of data.
The proposed framework first splits the quality score data stream in blocks with a size equal to the read lengths. In a next step, it selects the most effective coding tool on a per-block basis. This set of tools has been designed in such a way that it exploits the different types of redundancy that can be found in quality scores, both within a read, as well as between a read and previously encoded reads. The resulting data stream is then transformed into binary representations that are ready to be fed to a Context-Adaptive Binary Arithmetic Coder (CABAC). Besides compression effectiveness and single-pass encoding, the framework offers support for random access, allowing for partial transmissions of data.
The proposed framework outperforms the commonly used single-pass compression format GNU Gzip and the purpose-built compression format SCALCE by producing output files that are 13.69-38.49% and 13.26-21.14% smaller, respectively, while still supporting random access. When compared with the state-of-the-art generic compressor 7-zip at Ultra settings, the proposed framework produces files that are either larger (up to 3.41%) or smaller (up to 6.48%), while still offering random access. When compared with the dual-pass state-of-the-art QVZ compression tool, the proposed framework produces files that are 6.42-33.47% larger, except for one file where the proposed framework outperforms QVZ by a small margin of 0.38%, showing that a dual-pass solution may offer a higher compression effectiveness, although such behavior is not guaranteed.
To improve the proposed framework in terms of functionality, efficiency, and effectiveness, future work will focus on:
• Minimizing the number of contexts by reusing contexts and extending the use of the bypass engine; • Exploring additional binarizations;
• Adding support for variable-length coding. Coding tools such as DFC, ADFC and SRP will only require an additional length parameter. Other tools, such as CVP and AVP, which use the quality scores at the same or neighboring positions in previous reads, will need extensions to handle missing scores (due to different lengths); • Support for lossy storage of the residual data, thus offering lossy compression. As an extension to lossy compression, an additional lossless enhancement layer could be added; • Improving compression effectiveness by adapting the DFC and ADFC coding tools to further exploit the redundancies within quality score data. For example, paired reads in Illumina data show degradation of quality scores from left to right in one read of a pair and degradation of quality scores from right to left in the other read. Extending the DFC and ADFC coding tools with a slope degradation) parameter and/or a pair indicator could improve their prediction accuracy for this type of redundancy.
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