Abstract: Data from a variability study of loblolly pine (Pinus taeda L.) based on weighted core specific gravity (WCSG) were examined to show how costs and variance estimates are used in designing efficient sampling strategies. Increment cores for the determination of WCSG were taken from 3957 trees across six distinct physiographic regions in the southeastern United States. More variability was found to exist among stands than within stands. This indicates that reducing the variation of the mean of WCSG can be accomplished by sampling more stands and fewer trees in the region of interest. The number of stands and trees to sample is dictated by the maximum allowable cost and the precision required of the sample mean, and formulas are given for such calculations. The estimate of among-stand variability was found to be similar among the regions of interest, whereas larger within-stand variation was found to exist in the South Atlantic and Hilly regions. The standard error of the mean was found to increase with an increase in the age at which the stand was sampled. When sampling across multiple stands (at any age), little if any gain in the precision of the standard error of the mean is gained by sampling more than 15 trees. In the general case where one is interested only in the value of WCSG in one stand and precision or cost-time factors are not of consideration, it would suffice to sample between 45 and 55 trees at any age.
Introduction
The southeastern United States produces 58% of the marketed timber in the United States and 16% of all marketed timber in the world (Wear and Greis 2002) . Loblolly pine (Pinus taeda L.) is the most important commercial softwood species in this region and accounts for the majority of timber utilized. Loblolly pine is a desired wood resource for the structural lumber, plywood, and pulping industries. Megraw (1985) states: ''Of all the parameters practical to measure, specific gravity is recognized as the most useful index to predict the physical behavior of wood.'' Because it is closely related to the strength and stiffness of wood, specific gravity (SG) is used as a primary factor in the segregation of high-strength lumber, poles, and pilings and largely determines pulp yield (Koch 1972; Zobel and Van Buijtenen 1989) . Therefore, SG is important in determining the value and utility of wood, surpassing the importance of many other wood properties.
Variations in SG of any tree species can be attributed to variation within a tree, among trees in a particular stand, among different growing sites, and among different silvicultural regimes (Addis et al. 1995) . Within an individual tree, SG varies across each annual ring, among adjacent rings, with radial position in the stem, and with height aboveground (Koch 1972) . SG generally decreases with increasing height and increases with an increase in ring number from pith. SG has been found to increase sharply with radial distance from pith until an annual age ranging from 5 to 10 years is reached, at which point SG continues to increase slowly until ring 30 (Koch 1972) . In forestry sampling applications, it is customary to measure all trees in a plot to determine the variable of interest. However, when sampling for properties that are expensive and time consuming to measure, it is uneconomical to measure all trees. It is then essential to develop a sampling design that will minimize the cost of obtaining the sample estimate if the desired degree of precision is fixed, or conversely, to maximize the precision of the estimate obtained from a given expenditure of personnel, time, and equipment (Marcuse 1949) . One way to minimize the cost or time variance product is to subsample. In two-stage sampling, the population is subdivided into n primary sampling units (stands, plots, and trees), from which a sample of m secondary sampling units (plots within stands, trees within plots, and disks within trees) are chosen, where n and m represent the sample sizes, respectively.
Within the southeastern United States, traditionally 30 trees per stand have been selected for weighted core SG (WCSG) analysis (Clark and Ike 1970) . This sample size has also historically been employed in New Zealand for radiata pine (Pinus radiata D. Don) (Raymond 2006) . In a study of spruce pine (Pinus glabra Walt.) from 35 locations, Clark and Ike (1970) , using a nested analysis of variance, found that the optimum number of trees to sample for WCSG was between 10 and 20 trees, a reduction from the 33 trees that were originally sampled in their study. Clark and Ike emphasize that sampling more locations is more important in reducing the mean variance than is the number of trees sampled per location. Recently, Raymond (2006) suggested that the number of sample cores selected for SG analysis in radiata pine can be reduced from 30 to 10. Raymond (2006) examined the effect of reducing the sample size on the variability of wood density for each of 36 sites, on the basis of having randomly sampled 5, 10, 15, 20, or all 30 trees from each site. These results indicated little change in the site mean when sampling was increased to more than 10 trees per site.
The objective of this paper is to estimate the precision and cost of determining WCSG of loblolly pine in the southeastern United States and to evaluate the precision and cost differences under differing sampling intensities using a twostage sampling design.
Materials and methods
One-hundred and forty-seven planted loblolly pine stands were selected on private industry landholdings in six distinct physiographic regions (Fig. 1) . Stands selected for sampling were conventionally managed and did not receive any intensive silvicultural practices, such as chemical competition control or fertilization, except phosphorous on phosphorousdeficient sites. At the time of sampling, stocking ranged from 494 to 1482 trees/ha, but stocking at time of planting was generally unknown. A sample of 15-30 trees was randomly selected in proportion to the diameter distribution of the trees in the stand. Increment cores, 12 mm in diameter, were extracted bark to bark through the pith from those trees selected for sampling at 1.37 m from the ground.
Immediately after removal from the tree, the increment cores were stored in ice and subsequently shipped in a green condition to the USDA Forest Service Southern Research Station in Athens, Georgia, for analysis. The cores were divided into two radii then dried at 50 8C, and one radius was glued to core holders and sawn into 1.6 mm thick radial strips. The radial strips were conditioned to 8% equilibrium moisture content and then read on a Quintek Measurement Systems TM scanning X-ray densitometer (Quintek Measurement Systems, Knoxville, Tenn.) at a resolution of 0.06 mm to determine radial growth of earlywood and latewood and SG of earlywood and latewood of each annual ring. The SG data were collected on the longitudinal surface. SG values were based on a green volume and oven dry mass basis, with a value of 0.48 used to distinguish between earlywood and latewood SG. Mean annual ring SG was weighted by ring basal area to obtain WCSG. Regional attributes are summarized in Table 1 .
Statistical analysis
The statistical analysis performed in this paper was based on a two-stage design. It was assumed that n, the number of primary sampling units (stands) selected for sampling in each region, was from an infinite population. It was also assumed that m, the number of secondary sampling units (trees) selected for sampling in each stand, was from an infinite population. This is justified as the ratio of n/N, where N is the total stands in the region of interest, and m/M, where M is the total number of trees per stand, is negligible as is the case for the WCSG data, where the number of stands and trees sampled is small in comparison to the total number of stands and trees in the regions. A derivation based on the infinite population theory is often employed (Marcuse 1949; Brooks 1955; Zarnoch et al. 1993 Zarnoch et al. , 2004 and is more familiar to those acquainted with the analysis of variance (ANOVA). It is also assumed that any optimum solution found is relative only to homogeneous stands of the nature described in the Materials and methods section. Let y ijk equal the WCSG value of the kth tree in the jth stand of the ith region (i = 1, 2, ..., R; j = 1, 2, ..., n i ; k = 1, 2, ..., m ij ); R equal the number of regions (6); n i equal the total number of stands selected for sampling in the ith region of interest; and m ij equal the number of trees selected for sampling in the jth stand of the ith region. An appropriate linear model can be written as
where i equals the mean value of WCSG in the ith region; S j(i) equals the effect of the jth randomly selected stand in the ith region, with S jðiÞ $ Nð0;
Þ; e ijk is residual error, with e ijk $ Nð0; 2 e i Þ, where
and 2 e i represent among-and within-stand components of variance, respectively, which we index by i, to denote that these parameters are allowed to differ across regions.
An estimator of the mean for the ith region is
with estimated variance
When the number of trees sampled per stand is not constant, an estimate of the mean number of trees per stand m Ã ij is used for m ij and is defined as
As stated by Zarnoch et al. (2004) , eq. 3 gives the sample variance under any alternative combination of stands and trees per stand. Thus, the standard error of i for any n i and m ij combination can be found as ffiffiffiffiffiffiffiffiffiffiffiffif 2 ð i Þ p and confidence intervals at the 1-level are
where t ð1ÀÞðn i À1Þ is the two-tailed 1 -value from the t distribution with (n i -1) degrees of freedom.
We can consider eq. 1 to be a fully saturated model, fitting separate variance components (VCs)
and 2 e i for each region. However, in some cases a more parsimonious model may be utilized, fitting a common is equivalent to fitting eq. 1 with 2 S or a pooled VC. This is a test of
(six regions) and can be accomplished via a likelihood ratio test that is asymptotically distributed as 
Optimum allocation
Optimum allocation can be expressed as a function of the variance of the sample mean and the total cost (or time) expenditure for determining it. Considering the case of two levels, let C (n, m) be the cost function and V (n, m) the variance function, where the variables n and m represent the sample sizes, respectively. The cost function is assumed to be an additive function of the costs at the two levels, that is, the cost of n primary units and nm secondary units, with 
The primary unit cost (c 1 n) is proportional to the number of primary units (stands) in the sample and the secondary unit cost (c 2 nm) being proportional to the total number of secondary units (trees). The goal of optimum allocation is to minimize C (n, m) given a prespecified fixed variance, V f , or to minimize V (n, m) subject to the constraint of a total fixed cost, C f . The optimum number of primary and secondary units for fixed variance and cost is given by Waters and Chester (1987) and Cohen (1998) , respectively:
As stated by Marcuse (1949) , the optimum number of secondary units is independent of the degree of precision or the fixed cost under the infinite population assumption. This implies that, when planning an experiment, one needs only be concerned with the fixed cost or precision in selecting the number of primary sampling units. From this, an increase in funds is best allocated to sampling more primary units. The number of trees per stand to sample must be an integer, but the estimate ofm opt will usually be a fractional value. Following Cameron (1951) , let the nearest integer belowm opt be m and let that above it be m + 1. From eqs. 3 and 8, the most information for least cost will be given using m + 1 trees when ðc 1 =c 2 Þð e , different combinations of n and m yield the same variance, signifying a trade-off between n and m in the attainment of equal variance (Waters and Chester 1987 ). An increase in either n or m reduces variance but increases sampling costs, whereas decreasing n or m increases variance and decreases sampling costs. Optimal allocation depends on (i) 2 S = 2 e , the relative variability between and within primary units; (ii) the ratio of c 1 =c 2 ; and (iii) the desired precision V f , for. The optimal sample design calls for a larger number of primary units when 2 S is large and, a greater number of subsamples when 2 e is large.
Results and discussion
The estimates of the VC as described above were obtained for the full model (eq. 1) ( Table 2 ). The estimates of 2 S i indicate that, generally, the among-stand VCs are relatively homogeneous, with the possible exception of the Upper Coastal and Piedmont regions. We then tested the hypothesis
or a common among-stand VC. The value of the test statistic, or the differences of twice the negative log-likelihoods (-2LL), between the full and reduced models was found to be ðÀ14911:7 þ 14915:5Þ ¼ 3:8 $ . The resulting -2LL value was ðÀ14909:9 þ 14911:7Þ ¼ 1:8 $ The estimates of the VCs above permit the solution of eq. 3, the estimated variance, and corresponding standard error. By solving eq. 3 for differing values of n and m allows generation of Table 3 . As seen in Table 3 , the standard errors are slightly higher for the SH regions as compared with the NPUG regions. This is because the primary variance components are the same; although the secondary variance components differ, that stage of sampling adds little to the variation. This substantiates the claim made earlier that the primary sampling units are the most vital in determining variability. It can also be seen from Table 3 that increasing n results in a much larger decrease in the standard error than does increasing m. A more detailed table could be generated by an analyst and would allow for one to pick the sample sizes required to attain a desired standard error. A more informative example of how the estimated standard error is affected by differing n and m is presented in Figs. 2 and 3 . Figure 2 plots the estimated standard error versus n for dif- fering values of m. It can be seen that the estimated standard error decreases rapidly from 5 to 30 stands. It can also be seen in Fig. 2 that the estimated standard error decreases when selecting m = 15 or 30 compared with m = 5. This can be seen more clearly in Fig. 3 , which plots the estimated standard error versus m for differing values of n. From  Fig. 3 , it can be seen that the estimated standard error decreases rapidly from 2 to 15 trees, after which little if any gain in the precision of the estimated standard error is gained.
As shown above, a reduction in the estimated standard error of the mean for WCSG is more influenced by the number of stands in the sample than the number of trees. However, as stated by Waters and Chester (1987) , different combinations of n and m yield the same variance. For example, over a range of n = 5, 6, ..., 125 and m = 2, 3, ..., 30 and a desired standard error of 0.0045 in the SH regions, eq. 3 yields 33 combinations of n and m that achieve the desired precision, with values of nm ranging from 108 to 690 samples, thus leaving a researcher to wonder which sampling scheme is most efficient. It is now relevant to analyze the optimal allocation of sampling effort based on either precision or monetary constraints. Figure 4 utilizes eq. 7 or 8 and generates values ofm opt for varying cost ratios (c 1 /c 2 ). Even when the value of c 1 /c 2 is large (e.g., 125), only 18 and 21 trees are required for the NPUG and SH regions, respectively. It can also be seen in Fig. 4 that more trees are required in the SH regions compared with the NPUG regions. This is because the within-stand variation was found to be larger in the SH regions.
We then generated Table 4 , which displays the optimal selection ofm opt ,n opt;v (eq. 7), andn opt;c (eq. 8), with corresponding total costs under differing values of c 1 and c 2 . We fixed the precision and total cost values to be V f = 0.0045 2 and C f = $15 000, respectively. In Table 4 , the values of n opt;v are the optimal values that minimize the V f constraint. It can be seen that for fixed V f , the smaller the c 1 /c 2 ratio, the allocation of funds or time is best served by increasing the number of stands to sample. The values ofn opt;v required to obtain a precision of 0.0045 fall between 24 and 43 stands. The value ofn opt;c is usually a fractional value, and an integer value is required. Let n be the nearest integer belown opt;c and that above it be n + 1. If the relation c 1 (n + 1) + c 2 (n + 1)m $15 000 was found to be true, we select (n + 1) stands, if false we select n stands. Given a fixed cost, C f , the number of stands to be sampled (n opt;c ) range from 22 to 200. For fixed cost, a minor change in the c 1 /c 2 ratio dramatically affects the optimum number of stands to sample when the cost of c 1 is small.
As an aside, we calculated the mean WCSG values for each tree from ring 1 up to rings 5, 10, and 15, respectively. This allows us the opportunity to explore the among-stand and within-stand variation as if the stands were sampled at these ages. (We estimate that it takes *3 years for these trees to reach 1.37 m; thus the true ages of the stands with trees with ages of 5, 10, and 15 years at breast height are approximately 8, 13, and 18 years, respectively.) We then performed an ANOVA for each age class to estimate the respective VCs. For simplicity, the analysis was performed across all regions. Estimates of the among-stand VC ( 2 S ) at ages 5, 10, and 15 years were found to be 0.000 276, 0.000 534, and 0.000 682, respectively. Similarly, estimates of the within-stand VC ( 2 e ) at ages 5, 10, and 15 years were found to be 0.001 003, 0.001 073, and 0.001 135, respectively. The increase in the among-stand VC with increasing age is not unexpected and is quite common in a longitudinal data setting. This increase is more than likely caused by stand conditions, environmental factors, edaphic factors, or weatherrelated factors. The differences in the VC at differing ages indicates that the standard error of the mean increases with age. Figure 5 plots the estimated standard error versus n for differing values of m and m for differing values of n at ages 5, 10, and 15 years. Figure 5 indicates sampling at younger ages reduces the estimated standard error of the mean. The most important result seen in Fig. 5 Table 4 , and the corresponding 95% confidence interval of AE 2:145ð0:0086Þ ¼ AE 0:0184 may be too wide depending on the researcher's objective. Thus, sampling a single stand does not have the benefit of variance reduction gained from combining over stands and will lead to larger variance and corresponding standard error values.
Consider a desired precision of 2 ðÞ ¼ 0:0045 2 , then the number of trees need to obtain this precision is calculated as m ¼ 2 e = 2 ðÞ = 0.001 111 / 0.0045 2 = 55. The standard error of the mean for a single stand will initially decrease rapidly given an increase in m then continue decreasing at a slower rate, at which point the addition of extra samples has little impact on the results. We constructed a table of ffiffiffiffiffiffiffiffiffiffiffif 2 ðÞ p ¼ ffiffiffiffiffiffiffiffiffi ffi 2 e =m p for both the NPUG and SH regions, under the assumption of sampling a single stand. We then evaluated the difference in the estimated standard error at m and m + 1 trees to determine the point of diminishing returns. For example, in the NPUG regions, the difference in the estimated standard error from sampling 15 and 16 trees was found to be (0.0086 -0.0083) = 0.0003, whereas the difference in the estimated standard error from sampling 55 and 56 trees was found to be (0.004 49 -0.004 45) = 0.000 04. Although subjective, plots of these differences suggested that, for a single stand, generally no more than 45 to 55 trees should be sampled to determine WCSG.
Conclusions
The most important conclusion that can be drawn from the results of this analysis is that the number of stands sampled is more important in reducing the mean variance of WCSG than is the number of trees sampled within a stand. It is highly unlikely that any survey will attempt to sample a population as large as the one discussed here. A reduction in the size of the study area would tend to decrease the interlocation travel cost (c 1 ) and would lower the c 1 /c 2 ratio, leading to a decrease in the optimum number of trees per stand to sample. This would permit a larger number of locations to be sampled, which would reduce the among-stand variation and result in a better estimate of the true sample mean of WCSG. It is also apparent that determination of an optimum sampling size is inherently dependent on the cost ratio and is sensitive to differing inputs. These results also suggest that the estimated standard error is reduced by sampling earlier in the life of the stands. When sampling across multiple stands (at any age), little if any gain in the precision of the standard error of the mean occurs by sampling more than 15 trees. In the general case where one is interested only in the value of WCSG in one stand, it would suffice to sample between 45 and 55 trees.
