In this paper, we will compare the convergence properties of three basic reduction methods, by placing them in a general framework. It covers the reduction to tridiagonal, semiseparable and semiseparable plus diagonal form. These reductions are often used as the first step in the computation of the eigenvalues and/or eigenvectors of arbitrary matrices. In this way, the calculation of the eigenvalues using, for example, the QR-algorithm reduces in complexity.
Introduction
Recently, two new reduction algorithms were proposed for reducing arbitrary symmetric matrices via orthogonal similarity transformations to semiseparable and semiseparable plus diagonal form [1, 2] . These reductions are closely related with the tridiagonalization algorithm of a symmetric matrix [3, 4] . In computational complexity, they only differ with a factor O(n 2 ) w.r.t. the latter algorithm. This O(n 2 ) factor (9n 2 and 10n 2 for the reduction to semiseparable and semiseparable plus diagonal form respectively), is due to the fact that inside the reduction algorithm, some kind of chasing is performed to chase the semiseparable structure downwards.
It is proved in [1] , that this chasing step can be interpreted as a nested QL-iteration without shift on the original matrix. This gives the advantage, that the reduction algorithm, might reveal the largest eigenvalues in the spectrum of the reduced matrix. This application, the so-called Rank Revealing property, is used for example in [5, 6] . Combined with an effective implementation for computing the eigenvalues of semiseparable matrices [7, 8, 9, 10] , one can use this reduction algorithm to compute the spectrum of an arbitrary symmetric matrix.
In [2] a method was presented for reducing a symmetric matrix into a similar semiseparable plus diagonal one. This reduction offered the possibility to freely choose the diagonal used in the reduction scheme. It was shown that the choice of the diagonal heavily determined the convergence behavior of the reduction algorithm. Also for the class of semiseparable plus diagonal matrices, several algorithms exist to compute the eigendecomposition. For example divide and conquer methods [7, 8] , and QR-algorithms [11] .
In this paper we will investigate in detail the reduction to semiseparable plus diagonal form. First we will show that the reduction to semiseparable, and the reduction to tridiagonal can be seen as special cases of the reduction to semiseparable plus diagonal form. We will prove that one can interpret the reduction to tridiagonal form as a reduction to a semiseparable plus diagonal matrix with the diagonal equal to −∞. Secondly we will investigate the convergence behavior of all three reduction algorithms. We will prove that all three algorithms have as eigenvalues in the already reduced lower right block the Lanczos-Ritz values. Moreover the reduction to semiseparable plus diagonal form, has an extra convergence behavior, which we can interpret as a nested multi-shift iteration on the original (untransformed) matrix. Having some information on the clusters of the spectrum of the matrix, the diagonal can be chosen in order to enforce the convergence to different clusters. Finally we combine both convergence behaviors, and prove that the multi-shift subspace iteration will start converging as soon as the Lanczos-Ritz values approximate well enough the dominant eigenvalues w.r.t. the multi-shift iteration.
The paper is organized as follows. In Section 2, we repeat briefly the reduction algorithm to semiseparable plus diagonal form and we show that the other two orthogonal similarity transformations are special cases of this reduction. In Section 3, we briefly prove two convergence behaviors, namely the Lanczos-Ritz value convergence and the subspace iteration. As the subspace iteration as presented in this section does not explain the convergence properties of the reduction algorithm in an appealing manner, we investigate it in more detail in Section 4. We prove that the subspace iteration can be interpreted, such that a nested multi-shift iteration is performed on the original unreduced matrix. Section 5 investigates the combined behavior between the two convergence properties. The speed of convergence of this nested multi-shift QLiteration is examined in Section 6. In the numerical experiments of Section 7, the behavior of the reduction algorithm with respect to the theorems in this paper is investigated.
The reduction algorithms
As already mentioned in the abstract and the introduction of the paper, we will consider here three types of orthogonal similarity reductions, namely the reduction to tridiagonal, semiseparable and semiseparable plus diagonal form.
In this section we will show that the reduction to semiseparable plus diagonal form is the most general one. The reduction to semiseparable and the reduction to tridiagonal form can be seen as special cases of this reduction.
First we will briefly repeat the definition of a semiseparable matrix:
Definition 1. A matrix S is called a semiseparable matrix if all submatrices which can be taken out of the lower and upper triangular part of the matrix S, including the diagonal, have rank ≤ 1.
Actually, this is the class of semiseparable matrices of semiseparability rank 1 (More information about higher order semiseparable matrices can be found for example in [12, 13] ). The inverse of a nonsingular semiseparable matrix is a tridiagonal matrix. Hence, there is a close relation between all the presented reduction algorithms. Proof. The proof is by finite induction and constructive. We illustrate it on a 5 × 5 example, as the more general case is completely similar. Let us introduce some notation. In the proof, arbitrary elements in the matrix are denoted with the × and + sign. If an element changes, symbolically we change the symbol from × to + or vice versa. The elements surrounded by denote the elements that will be annihilated by an orthogonal transformation and the elements surrounded by denote the elements which already satisfy the semiseparable structure.
Before starting the reduction procedure, to reduce the matrix A to the desired semiseparable plus diagonal form, we can always perform an initial orthogonal similarity transformation Q 0 : A (1) = Q T 0 AQ 0 . This transformation is not essential for obtaining the final semiseparable plus diagonal structure, but it does influence the convergence behavior as we will show later on.
Let us denote our matrices at the beginning of step k of the algorithm by
0 . If an orthogonal similarity transformation is performed on the matrix A (k) l the subindex l is increased with 1:
l+1 . The idea is, to add in every step of the algorithm, one more row and column to the semiseparable plus diagonal structure.
• Step 1: In this first step we will make the last two rows and columns of the matrix of semiseparable plus diagonal form. In every subsequent step we will add one more row and column to this structure.
So let us start with the matrix
0 , and let us annihilate the elements marked in the last row and column, by performing a similarity Householder transformation H (i) j . For the orthogonal similarity transformations we use the same notation, the superscript i denotes in which step of the algorithm we are, and the subscript j denotes that this is the jth orthogonal similarity transformation performed on the matrix A (i) . The Householder transformations are denoted by H, while the Givens transformations are denoted by G.
Before performing the next similarity transformation, which will make the last two rows and columns dependent, we have to extract some diagonal elements out of the matrix A (1)
1 is written now as the sum of matrix and a diagonal matrix (it is essential that both the diagonal elements are equal to d 1 ):
1 .
Determining now the Givens transformation G
2 , such that applying it on the right toÂ
1 (without application on the left) annihilates the element in position (5, 4) of the matrixÂ
2 as a similarity transformation on the matrixÂ (1) 1 gives us the following transformation (More information on this type of transformations can be found in [2, 1] ).
2 .
Applying now this similarity transformation (with G
2 ) to the matrix A
1 instead ofÂ
1 we get the following matrix G
One can see that the Givens transformations can be shifted through the diagonal matrix, as the Givens is performed on the last two rows and columns and the diagonal is a multiple of the identity in this block. We rewrite the matrix A (2) 0 now in the following form :
0 .
This completes the first step in the proof. We have now two dependent rows (in the lower triangular part) and the diagonal elements corresponding to these two rows are d 1 and d 2 . This means that the last two rows of this matrix satisfy already the semiseparable plus diagonal structure. The remainder of the proof proceeds by induction.
• Step k: Assume that the last k rows of the matrix
0 are already in semiseparable plus diagonal form and the corresponding diagonal elements are d 1 , . . . , d k . We will add now one row to this structure such that A (k+1) has k + 1 rows satisfying the structure and the corresponding diagonal elements are d 1 , . . . , d k+1 . For simplicity we assume here k = 3 in our example. Our matrix is therefore of the following form:
In a similar way as in step 1 we introduce some zeros in the structure by applying a similarity Householder transformation H
1 to the first two rows and columns. We remark that applying this transformation does not affect the diagonal matrix as the first two rows and columns of the diagonal matrix D (3) 0 equal zero. Therefore we only demonstrate this similarity transformation on the matrix A (3) 0 . (Because of the semiseparable structure, zeros are created in the complete first column.)
This transformation is applied to the matrix A (3) 0 which gives us:
1 and which is rewritten as the sum of a new semiseparable matrixÂ
The first upper left two nonzero elements of the diagonal matrix are chosen equal to each other. In this way we can shift again the next Givens transformation through this matrix. Consecutively we use the matrixÂ
1 to determine the next Givens transformation G
2 . The Givens G
2 is constructed in such a way that performing it on the right ofÂ (3) 1 annihilates the element in position (3, 2). The similarity transformation, will therefore transform the matrixÂ (3) 1 in the following way:
More information on this procedure can be found in [1, 2] . Applying this transformation to the matrix A
1 and rewriting the matrix, results into:
In a similar way transformation G (3) 3 is determined such that we have the following equations for the matrix A (3) 3 , which is rewritten such that the diagonal elements subject to the next Givens transformation are equal to each other.
3 .
Applying the last transformation G
4 gives us the desired result A
4 which completes step k in the iterative procedure.
4 .
To obtain the complete semiseparable matrix for this example one has to perform one extra chasing step.
More information concerning accuracy and the number of involved operations can be found in [2] . We will now prove the existence of the reductions to semiseparable and to tridiagonal form as being two special cases of the previous reduction. Proof. The proof can be found in [1] . We will prove it here based on the previous theorem.
Using Theorem 1, we know that we can reduce any symmetric matrix into a similar semiseparable plus diagonal one, with a free choice of the diagonal. Taking the diagonal equal to zero, states that we can reduce any symmetric matrix into a similar semiseparable one.
The orthogonal similarity transformation of a symmetric matrix to tridiagonal form is a basic tool and can be found in several books [3, 14, 4] . Proof. Considering the proof of Theorem 1, we see that after each Householder transformation in step k a chasing technique involving k Givens transformations is applied. Replacing now all these Givens transformations by a special Givens transformation, namely the identity, we see that the resulting matrix is not semiseparable but tridiagonal.
It is clear that the reduction to semiseparable plus diagonal is the most general one, while the two other transformations, are special cases. In fact we have even more, we can see the reduction to tridiagonal form as the reduction to semiseparable form with all the diagonal elements equal to −∞.
Theorem 4.
The orthogonal similarity reduction to tridiagonal form, can be seen as the orthogonal similarity reduction to semiseparable plus diagonal form, where we choose the diagonal equal to −∞.
Proof. If we prove that the performed Givens transformations in this case equal the identity matrices, we know that the resulting matrix will be of tridiagonal form.
Let us define a Givens transformation as follows:
Where c, s and r are defined as:
The c and s are respectively the cosine and sine of a specific angle.
Assume we would like to obtain a semiseparable plus diagonal matrix with diagonal −ε. This means that we have to perform the following Givens transformations, in the chasing technique, on the right to annihilate the element x, where y + ε is the diagonal element:
With the elements defined as
Taking the limit now for ε → ∞ leads to the Givens transformation equal to the identity.
We remark, that this previous theorem implies that we can construct for every tridiagonal matrix a sequence of semiseparable plus diagonal matrices converging to this tridiagonal matrix. This implies that the class of semiseparable plus diagonal matrices is not pointwise closed. We briefly illustrate this with a symmetric three by three matrix.
The sequence of matrices on the left are all semiseparable plus diagonal matrices, and their limit is tridiagonal.
The convergence properties
In this section we will investigate two types of convergence properties, related to the orthogonal similarity transformations: the Lanczos convergence behavior and the subspace iteration.
The Lanczos-Ritz values
It is well-known that the reduction to tridiagonal form has the Lanczos-Ritz values in the lower right k × k block of the tridiagonal matrix T (k) . Moreover we know by [15] , that also the intermediate semiseparable and the intermediate semiseparable plus diagonal matrices inherit this behavior. We will however briefly state the results.
Suppose, we have a matrix A (0) = A, which is transformed via an initial orthogonal similarity transformation into the matrix
Denote by Q m the product of all orthogonal transformations used at the mth step of the reduction algorithm to either tridiagonal, semiseparable or semiseparable plus diagonal form. This means:
The matrix A (m+1) is of the following form:
where R m+1 stands for that part of the matrix of dimension (m + 1) × (m + 1) which is already transformed to the appropriate form, e.g., tridiagonal, semiseparable or semiseparable plus diagonal. The matrix A m+1 is of dimension (n − m − 1) × (n − m − 1). matrices. The eigenvalues of R m+1 are called the Ritz values of A with respect to the subspace spanned by the columns of Q 0:m e n−m , . . . , e n 1 (see e.g. [4] ). Suppose we have now the Krylov subspace of order m + 1 with initial vector v:
Remark 1. For simplicity, we assume in this paper that the Krylov subspaces we are working with are not invariant, i.e. that for every m:
, where m = 1, 2, . . . , n − 1. The special case of invariant subspaces can be dealt with in a completely similar way (see [15] ).
If the columns of the matrix Q 0:m e n−m , . . . , e n form an orthonormal basis of the Krylov subspace K m+1 (A, v), then we say that the eigenvalues of R m+1 are the Lanczos-Ritz (Arnoldi in the nonsymmetric case) values of A with respect to the initial vector v.
We can now formulate the following theorem: Proof. We will not prove this statement for the tridiagonal matrices, as this is a well-known, and classical results (see e.g. [3] ). Taking a closer look at the algorithms from the proofs of Theorems 1 and 2, we see that these latter two orthogonal similarity transformations, perform always a chasing step after performing the Householder transformation. This chasing step is applied on the lower right k × k block. In fact an orthogonal similarity transformation is performed on the lower right block, and hence it does not change the eigenvalues of this block. The eigenvalues of this block are in fact essentially the same eigenvalues as the ones coming from the reduction to tridiagonal form, as all three reduction methods use exactly the same (up to the sign) Householder transformations.
A nested subspace iteration
The reduction to semiseparable and to semiseparable plus diagonal form performs more operations than the corresponding reduction to tridiagonal form. More precisely, at every step m of the reduction algorithm m extra Givens transformations are performed. These extra Givens transformations create the "nested subspace iteration" behavior. In this section we will investigate more in detail what is meant by this behavior.
The nested subspace iteration, connected to the orthogonal similarity transformation of a matrix to semiseparable form was investigated in [1] . As proved before, the reduction to semiseparable form is a special case of the reduction to semiseparable plus diagonal form, therefore its convergence behavior is also a special case of the more general convergence behavior. Hence, we will derive the nested subspace iteration, related to the transformation into semiseparable plus diagonal form and afterwards translate this to the reduction to semiseparable and the reduction to tridiagonal form.
Denote by D (m) the diagonal matrix of dimension n, with the lower right m diagonal elements equal to
When looking at the first step of the reduction algorithm, we can state that:
Multiplying both sides of the former equality to the right by e n leads to
n the last column of Q 1 . We assume that the lower-right element in the matrix Q T 1 S (1) is different from zero, otherwise d 1 would be an eigenvalue, and e n would be an eigenvector. This brings us to the case of invariant subspaces, which is in fact good news. We will however not go into these details and assume, throughout the remainder of the text, that the subspaces we work with are not invariant. The invariant case naturally splits up in blocks, and the blocks can be dealt with completely similar as in the remainder of the paper.
To complete the first step of the algorithm, the following transformation is performed:
This can be interpreted as a transformation of the basis used: when transforming a vector y in the old basis into Q T 1 y in the new basis, then A (1) will become
n = e n and hence, because of Equation (2), (A (1) − d 1 I n ) e n becomes e n . This means that the subspace e n we are working on stays the same, only the matrix we use changes.
Looking now at the mth step, m = 2, . . . , n − 1, of the reduction algorithm, we get:
Multiplying both sides of the latter equality to the right by e n−(m−1) , e n−(m−2) , . . . , e n−1 , e n leads to
This implies that
the ith column of Q m . The left-hand side can be rewritten as
Hence, the completion of each mth step (m = 2, . . . , n − 1):
can also be considered as a change of coordinate system: transform any vector y of the old system into Q T m y for the new system. Then A (m) will be transformed into A (m+1) and the subspace q
Therefore, at each step the basis remains the same but the matrix used changes. It is called a nested subspace iteration because the subspace involved increases in each step of the algorithm.
The subspace iteration involved for the semiseparable reduction is just a regular subspace iteration without the shift (see e.g. [1] ), as the chasing technique is not involved in the tridiagonal case, no subspace iteration is involved for the tridiagonal matrices. In the next section, we will investigate in more detail the resulting convergence behavior, subject to this subspace iteration.
More on the subspace iteration
In this section we will give some theoretical results which might help us to choose the diagonal in the reduction to semiseparable plus diagonal form in such a way that we can tune the convergence behavior. In the last section numerical experiments are given to illustrate these results. The results we will give here are based on the convergence properties of a generic GR-algorithm as derived in [16, 17] .
The reduction as a nested multi-shift iteration
In this section we will rewrite the subspace iteration as presented in the previous section, such that it can be interpreted as a nested multi-shift iteration.
Related to the diagonal elements d i , used in the reduction algorithm we define the following monic
Moreover we also need partial combinations of these polynomials. Define the polynomialsp j:i (λ) with ( j ≥ i) in the following way:p
Note thatp i (λ) =p i:1 (λ) and assumep 0 =p 0:0 = 1. Let us prove now the following theorem, which rewrites the subspace iteration behavior in terms of the original matrix. This theorem is an extension of Lemma 3.1 in [12] . 
Proof. We will prove the theorem by induction on m.
• Step m = 0: We will prove that for every n ≥ k ≥ n − 0 (i.e. k = n) the following holds:
This is straightforward, by choosing f (0)
n equal to the last column of Q 0:0 . We remark that Q 0:0 is an initial transformation, which in fact does not explicitly needs to be applied on the matrix A, to reduce it to semiseparable plus diagonal form. In the reduction method we proposed Q 0:0 = I and hence f (0) n = e n .
• Step m = 1: Before starting the induction procedure on m, we will demonstrate the case m = 1. We have to prove two things: for k = n:
and for k = n − 1:
We will first prove that the equation holds for k = n.
When the transformation Q 1 used at the first step, is only applied on the rows, the matrix A (1) = Q T 0:0 AQ 0:0 is transformed into:
with all the elements of the strictly upper-triangular part of the last column of L (1) zero.
Hence, combining Equation (4) with
implies that
Multiplying both sides of Equation (5) to the right by e n and using the knowledge for m = 0, leads to:
n . This completes the case k = n. Using this equation, the case k = n − 1 is straightforward. Taking f (1) n−1 = Q 0:1 e n−1 immediately leads to:
Moreover, we also have that f
n .
• Step m: We will prove now the general formulation, assuming that the case m − 1 holds for every n ≥ k ≥ n − m − 1. So we know that for every n ≥ k ≥ n − m − 1, the following equation is true (denote η = k − n + m) 2 :
To prove the case m, we will distinguish two cases, namely n ≥ k > n − m and k = n − m.
We start with the case n ≥ k > n − m, in a similar way as for m = 1. When the transformation Q m used at the mth step, is only applied on the rows, the matrix A (m) is transformed into:
with all the elements of the strictly upper-triangular part of the last m columns of L (m) zero.
Hence, combining Equation (6) implies that
Multiplying now Equation (7) on the right by e k , . . . , e n leads to:
We know by induction, that for every k, with k ≤ j ≤ n the following equation is true (denote η j = j − n + m):
So we can write:
is a suitably chosen vector such that
Using now this relation for every vector Q 0:m−1 e j in Equation (8), we get the following relations:
Proving thereby the theorem for k > n − m. The case k = n − m is again straightforward by defining f This means that at step m of the reduction algorithm we perform for every n ≥ k ≥ n − m a multi-shift iteration on the subspace f
. This is called a nested type of multi-shift iteration. Under mild assumptions we will therefore get a similar convergence behavior as in the multi-shift case. Before giving some reformulations of Theorem 6. We will give a first intuitive interpretation to this convergence behavior. Let us write down for some k, the different formulas
We will assume, for simplicity reasons, that the vectors f (m) k do not have a significant influence on the convergence behavior. This means that they do not have a small or zero component in the direction we want them to converge too. Further on in the text we will investigate in more detail the influence of these vectors f (m) k , w.r.t. the convergence speed. Under this assumption, according to Equation (9), the last vector of Q 0:m will converge (for increasing m) towards the eigenvector of the matrixp m (A) corresponding to the dominant eigenvalue ofp m (A). Combining this with Equation (10) shows us that Q 0:m e n−1 will converge to the eigenvector perpendicular to the vector Q 0:m e n and corresponding to the dominant eigenvalue for p m−1 (A). Similarly a combination of all above equations reveals that Q 0:m e n−2 converges to an eigenvector perpendicular to the above two and corresponding to the dominant eigenvalue forp m−2 (A). More details on the convergence behavior will be given in Section 6.
Below, we have rewritten Theorem 6 in different forms, to illustrate more clearly what happens, and to make different interpretations of the method possible:
• Formulation 1: The shift through form. We drag the polynomial in front of the subspace completely through the subspace.
Corollary 1. Let us use the notation as defined before. At step m of the algorithm we have for every
n ≥ k ≥ n − m: (denote η = k − n + m): Q 0:m e k , . . . , e n = p η (A) f (m) k ,p η+1 (A) f (m) k+1 , . . . ,p η+ j (A) f (m) k+ j , . . . ,p m (A) f (m) n .
This means that on every vector, a form of the shifted power method is applied and the vectors are re-orthogonalized w.r.t. each other.
• Formulation 2: The nested shift formulation. We can also reformulate the theorem such that we apply on each nested subspace an iteration with shift.
Corollary 2. Let us use the notation as defined before. At step m of the algorithm we have for every
which can be rewritten as:
So we can see, that on each nested subspace an iteration with shift is performed.
• Formulation 3: The nested QL-iteration with shift. Theorem 6 as presented above incorporates all the transformations in one orthogonal matrix Q 0:m . If we perform, however, after each step in the reduction algorithm the basis transformation, this corresponds to performing a similarity transformation, leading to a different form of the theorem. This formulation corresponds to a shifted QL-iteration on the matrix A.
We already know from the results in Section 3.2, that we can interpret the reduction method as a nested subspace iteration, as follows:
The interpretation of this type of iteration is not straightforward as we are not subtracting a shift matrix from the matrix A (m) , but a diagonal matrix. This interpretation says that at every step m a subspace iteration of the matrix (A (m) − D (m) ) is performed on the space e n−(m−1) , . . . , e n , which gives us part of the orthogonal matrix Q m . If a column of this matrix Q m is close enough to an eigenvector of the matrix A (m) , this will be visible after performing the basis transformation Q T m A (m) Q m . (For more information see [16] .) Using Theorem 6, we can reformulate this nested iteration, towards an iteration with a shift and another subspace on which one iterates.
We know that Q T 0:m−1 AQ 0:m−1 = A (m) . One can also easily prove the following relations:
1. In the tridiagonal case, there is no chasing step involved, as all the performed Givens transformations are equal to the identity. Hence the lower right already reduced part of the matrix, contains the Lanczos-Ritz values, and no subspace iteration is performed.
2. In a previous publication it was stated that on the lower right part of the semiseparable matrix always a step of non-shifted subspace iteration was performed. We get exactly this behavior if we take the shift equal to zero: Theorem 6 is therefore an extension of Lemma 3.1 in [12] .
Theorem 7.
Let us use the notation as defined before. At step m = 1, 2, . . . , n − 1 of the algorithm we have for every n ≥ k ≥ n − m, that (denote
Using Corollary 3 one can easily explain the convergence behavior as observed in [2] . In this paper, it was observed, that the reduction of a symmetric matrix into a similar semiseparable plus diagonal one, with the top left elements of the diagonal equal to eigenvalues of this matrix, revealed these eigenvalues. More precisely the transformed semiseparable plus diagonal matrix was in the upper left k × k block diagonal, where k is the number of top left diagonal elements equal to eigenvalues of the original matrix. This is natural, as after the complete reduction method on the complete matrix a step of the QL-iteration with shift d 1 is performed. If d 1 equals an eigenvalue, we have a perfect shift, and this will be revealed in the upper left position. If we continue now with the trailing (n − 1) × (n − 1) block of this matrix, we know that this matrix has as eigenvalues, the same eigenvalues as the original matrix without the eigenvalue d 1 . As on this matrix a QL-iteration with shift d 2 is performed, with d 2 and eigenvalue, the procedure, will again reveal this eigenvalue. This process continues as long as the first d 1 , . . . , d k diagonal elements are equal to the eigenvalues of the original matrix. As soon as one diagonal element does not correspond anymore to an eigenvalue, the procedure stops.
Let us investigate in more detail now the relation between the subspace iteration and the Lanczos-Ritz values.
The interaction between the subspace iteration and the LanczosRitz values
In the previous two sections, we investigated two convergence behaviors of the reduction to semiseparable plus diagonal form. In this section we will prove the following behavior:
The nested multi-shift iteration will start converging as soon as the Lanczos-Ritz values approximate well enough the dominant eigenvalues with respect to the multi-shift iteration.
Let us use the notation as defined before. At step m = 1, 2, . . . , n − 1 of the algorithm we have for every
Moreover, we also have that, due to the Lanczos-Ritz value convergence Q 0:m e n−m , . . . , e n = K m+1 (A, Q 0 e n ).
Clearly the following relation holds between the two above presented subspaces, for all k: Q 0:m e k , . . . , e n ⊂ Q 0:m e n−m , . . . , e n .
These relations do exactly explain the behavior as presented above. The multi-shift subspace iteration works on the vectors f (i) j , but they are constructed in such a way that after the subspace iteration we get a subspace which is part of the Krylov subspace K m+1 (A, Q 0 e n ). As long as this Krylov subspace is not large enough, to contain the eigenvectors corresponding to the dominant eigenvalues of the matrix polynomialŝ p j−n+m:1 (A), the subspace iteration can simply not converge to these eigenvectors.
As soon as the dominant eigenvectors, w.r.t. the multishift polynomial, will be present in the Krylov subspace, the Ritz-values will approximate the corresponding eigenvalues and this means that the multishift iteration can start converging to these eigenvalues/eigenvectors. This behavior will be illustrated in the numerical experiments.
The convergence speed of the nested multi-shift iteration
In this section we will present some theorems concerning the speed of convergence, using the nested multishift QL-iteration as presented in this paper. In a first part we present some theorems from [16, 17] , which are useful for traditional GR-algorithms. In the second part, we apply these theorems to our nested subspace formulation.
General subspace iteration theory
First we will reconsider some general results concerning the distances between subspaces. A more elaborate study can be found in [16, 3] . Given two subspaces S and T in R n and denote with P S and P T the orthonormal projector onto the subspace S and T respectively. The standard metric between subspaces (see [3] ) is defined as
The next theorem states how the distance between subspaces changes, when performing subspace iteration with shifted polynomials. 
Theorem 8 (Theorem 5.1 from [16]). Given a simple
Let S be a k-dimensional subspace of R n , satisfying
. Then there exists a constant C (depending on S ) such that for all i, d(S
In particular S i → T if r i → 0. More precisely we have that
3 A matrix is called simple if it has n linearly independent eigenvectors. 4 The spectral norm is naturally induced by the . 2 norm on vectors.
We remark, that similar theorems exist for defective matrices. Also more information concerning the conditions put on the matrices in Theorem 8, can be found in [16] . We will however not go into these details.
The following lemma relates the subspace convergence, towards the vanishing of certain subblocks in a matrix. Lemma 6.1 from [16] ). Suppose A ∈ R n×n is given, and let T be a subspace, which is invariant under A. Assume G to be a nonsingular matrix and assume S to be the subspace spanned by the last k columns of G. (The subspace S can be seen as an approximation of the subspace T .) Assume B = G −1 AG, and consider the matrix B, partitioned in the following way:
Lemma 1 (
where B 21 ∈ R k×(n−k) . Then we have:
where κ G denotes the condition number of the matrix G.
We are now ready to use these theorems, to derive an upper bound on the norm of the subblocks, while reducing a matrix to semiseparable plus diagonal form.
Application to the nested multi-shift iteration
Let us apply the above theorems to our specific case, and see how we can derive convergence results for the reduction to semiseparable plus diagonal form.
Let as assume we are working with a symmetric matrix A (which is naturally simple), with eigenvalues λ 1 , λ 2 , . . . , λ n . The associated linear independent eigenvectors are denoted by v 1 , v 2 , . . . , v n . As we proved before, in Section 5, the subspace iteration will only start working, as soon as the Lanczos-Ritz values, approximate well enough the dominant eigenvalues, w.r.t. the multi-shift polynomial. In this section however, we do not need to worry about the Lanczos convergence behavior. Our theoretical upper bound for the convergence speed, will naturally incorporate this Lanczos influence on the convergence.
Let us denote the subspace T = v l , v l+1 , . . . , v n and U = v 1 , v 2 , . . . , v l−1 . In this section we will derive an upper bound for the convergence towards the subspace T .
The outcome of step m in the reduction algorithm is the matrix A (m+1) = Q T 0:m A (0) Q 0:m , and we are interested in small subblocks of this matrix. (Assume m ≥ n − l + 1, otherwise there are not yet subspace iteration steps performed on the lower right (n − l + 1) × (n − l + 1) block.) Using Lemma 1, we know that this is related to the orthogonal transformation matrix Q 0:m . Partition the matrix A (m+1) in the following way:
is of size (n − l + 1) × (n − l + 1). Denote withŜ the space spanned by the last n − l + 1 components of Q 0:m . (HenceŜ = Q 0:m e l , . . . , e n .) Then we have by Lemma 1 that
as κ 2 = 1, because Q 0:m is an orthogonal matrix.
To determine the distance betweenŜ and T one can apply Theorem 8. As we are in step m of the reduction algorithm, we can apply Theorem 6 for k = l, this means that (with η = l − n + m):
Applying Theorem 8 gives us the following upper bound for the distance betweenŜ and T . For
where
Summarizing this deduction we get that the norm A
2 is bounded as follows:
If one is interested in the bound for the next iterate m + 1, one has to use in fact another subspaceS . But, due to the specific structure of the vectors f (m) j (see Theorem 6), the subspaces S andS span the same space. Hence, the distance remains the same, and only the polynomials in Formula 11 determine the change in norm of the subblock. This means that once the subspace iteration starts working on a specific part, one can calculate the constant C, and it will not change anymore.
In practice, the constant C, can be very large as long as the dominant eigenvectors, w.r.t. the polynomial p η , are not present in the Krylov subspace, and hence the Lanczos-Ritz values are not close enough to the dominant eigenvalues, w.r.t. the polynomial p η . This constant can create a delay in the convergence of the subspace iteration behavior. The influence of the Lanczos convergence behavior on the subspace iteration is therefore captured in the constant C.
Let us give a traditional example on the convergence speed. We will only present the results, more information can be found in [16] . The polynomial considered here, namelyp η (λ), is in fact a multiplication between several polynomials:p 
then we get that r = ρ η , and hence we get linear convergence. In the last section on the numerical experiments, we calculate some of these bounds in real experiments and we observe that this is a valuable and usefull upper bound in practice. Moreover, we will see that one can use Formula 11 to predict possible convergence behavior to eigenvalues.
Numerical experiments
In this section, numerical experiments are given, illustrating the theoretical results presented in this paper. Several types of experiments will be performed. We will investigate the delay of convergence caused by the Lanczos-Ritz values behavior, we will experimentally check the convergence speed of the subspace iteration and we will present some experiments in which the diagonal is chosen in such a way to reveal a specific part of the spectrum. All the experiments are performed in Matlab 5 . We use Matlab-style notation. With zeros(i, j), we denote a zero matrix with i rows, and i columns, with ones(i, j), we denote a matrix with all entries equal to 1 of dimension i × j, with rand(i, j) we denote a matrix of dimension i × j, with entries random chosen from a uniform distribution between 0 and 1.
Tuning the multi-shift convergence behavior
In these first experiments we construct several matrices, with specific eigenvalues, and we choose the diagonal for the reduction in such a way that it will reveal parts of the spectrum. In the following examples the eigenvalues Λ = [λ 1 , . . . , λ n ] of the matrix are given and the matrix itself is constructed as A = Q T diag(Λ)Q, where Q is the orthogonal matrix coming from the QR-factorization of a random matrix. For every example we give the eigenvalues, the diagonal and the number of Householder and Givens transformations performed before the reduction algorithm separated a block containing the desired eigenvalues. A block is separated if the norm of the off-diagonal block is relatively less than 10 (−10) . Also the maximum absolute error between the real and the computed eigenvalues is given. The examples illustrate clearly, that the convergence behavior can be tuned, by choosing different diagonal values, for reducing the matrix to semiseparable plus diagonal form.
The interaction between both convergence behaviors
In the following experiments, the interaction between the Lanczos and the multi-shift convergence behavior is shown. For each experiment two figures are given. The left figure shows the Lanczos-Ritz values behavior and the right figure shows the subspace iteration convergence.
The left figure depicts on the x-axis the iteration step of the reduction algorithm and on the y-axis the eigenvalues of the original matrix. If at step k of the reduction algorithm a Ritz-value of the lower right block approximates well-enough (closer than 10 (−5) ) an eigenvalue of the original matrix, a cross is placed on the intersection of this step (x-axis) and this eigenvalue (y-axis).
The right figure, shows for all off-diagonal blocks the norm (y-axis), w.r.t. the iteration step (x-axis). According to the theory, one should observe decreasing norms, as soon as the Ritz-values approximate well enough the dominant eigenvalues w.r.t. the multi-shift polynomial.
In the first example, we generated an example with Λ = [1; 2; 3; 10 + rand(22, 1)], and the diagonal used for the reduction d = 10 * ones(25, 1). In the left figure, we see that after six steps in the reduction algorithm, three eigenvalues are approximated up to 5 digits by the Lanczos convergence behavior. In the right figure, we see that after step 6, the norm of 1 subblock, starts to decrease. This means that the subspace iteration starts separating a block with these three eigenvalues. In the second example, a matrix with three clusters in its eigenvalues, was generated: Λ = [1; 2; 10 + rand(21, 1); 100; 101], and the diagonal used for the reduction d = 10 * ones(25, 1). As the eigenvalues are separated in three clusters and two clusters are both dominant with respect to the multi-shift polynomial, we would expect two clusters to be separated by the reduction to semiseparable plus diagonal form. This is exactly what we observe in Figure 2 . The Lanczos Ritz values approximate both clusters (see the left figure), and as soon as these clusters are well enough approximated, the subspace iteration starts converging. The subspace iteration converges to two clusters, and hence two subblocks show a decreasing norm. Step in the reduction algorithm Subspace convergence 10000, 1, 10000, 1, . . .]. This forces convergence towards the middle of the spectrum. As soon as there is convergence of the Ritz values towards the eigenvalue 100, the subspace iteration starts working. We can see that the convergence rate is not as smooth as in the other cases, this is due to the changing roots in the polynomials p i (λ). 
The multi-shift convergence speed
In this last subsection with numerical experiments we will investigate the upper bound for the convergence speed as presented in Section 6. 6 In the following experiments the figures show the norm of the submatrix, which should decrease in norm, and the upper bound for this subblock. The upperbound is dependent of the following factor:
To obtain the norm of a subblock, we need to reorder at every step of the method the eigenvalues such that |p η (λ 1 )| ≤ |p η (λ 2 )| ≤ . . .. In our computation of the upper bound, we assume however, that we know to which eigenvalues convergence will occur. Hence, we can divide the eigenvalues into two clusters, a cluster λ 1 , . . . , λ l−1 and a cluster λ l , . . . , λ n . We know that when there is convergence we have that
Hence our computed upper bound will be the correct one, in case there is convergence to the eigenvalus λ l , . . . , λ n . For every example we also give the constant C, which is a measure for the influence of the Lanczos convergence behavior on the subspace iteration. (see Section 6 .)
The first example is similar as in the previous two sections. A matrix is constructed with eigenvalues Λ = [1; 2; 3; 10 + rand(22, 1)], the diagonal d = 10 * ones(25, 1). We expect convergence to a 3 × 3 block containing the three eigenvalues [1, 2, 3] . The norm of the off-diagonal block is plotted and decreases linearly as can be seen in the left figure of Figure 5 . The size of the constant C, for calculating the convergence rate equals 1.0772 * 10 4 . In the right figure, we plotted almost the same example, but the sizes of the larger eigenvalues, are chosen smaller now. The eigenvalues were Λ = [1; 2; 3; 5 + rand(22, 1)], and d = 5 * ones(25, 1), this clearly has an effect on the slope of line representing the convergence speed, the size of the constant C equals 1.8409 * 10 3 . In both figures we see that our upper bound predicts well the convergence behavior.
Also in the case of a diagonal with varying elements, our upper bound provides an accurate estimate of the decay of the corresponding subblock. We consider the example with eigenvalues Λ = Figure 6 ), and convergence to the cluster containing the eigenvalues 100, 101. The constant C = 3.4803 * 10 3 . To obtain however the cluster 1, 2 we need to change our diagonal to e.g. d = [100; 101; 100; 101; 100; 10 * ones(21, 1)]. Also in this case our upper bound provides an accurate estimate of the decay (see the right of Figure 6 ). The constant C = 2.0396 * 10 3 . In the following experiment we illustrate, that also if convergence is slowed down, our upper convergence bound predicts a rather accurate estimate of the convergence rate. We consider here the same matrix three times, with varying values for the diagonal, used to reduce it to semiseparable plus diagonal form. The matrix has eigenvalues Λ = [1 + rand(20, 1); 100 + rand(2, 1)]. The diagonals considered for the reduction algorithm are the following ones: In the first case we expect normal convergence, in the second case a delay, and in the third one an even larger delay. This behavior is shown in Figure 7 , where the reduction with d 1 , d 2 and d 3 from left to right is shown.
In the last experiments we illustrate false convergence, and how our upper bound can deal with, or predicts, it. Suppose we have a matrix with eigenvalues Λ = [1 + rand(2, 1); 5 + rand(36, 1); 10 + rand(2, 1)], Figure 9 ) false convergence towards the small eigenvalues. We see that our upper bound goes up very fast. In reality however we see that norm of that subblock, starts decreasing again in size, so there is convergence towards a block. This block does however not contain the small eigenvalues anymore, but the largest two. This is depicted in the second figure (right of Figure 9 ), where we plotted the upper bound related to convergence of the largest eigenvalues. It is clear that the upper limit predicts that the separated block will contain the largest eigenvalues, instead of the smallest ones These last examples illustrate that the theoretical upper bound computed for this multishift subspace iteration is correct. Moreover this upper bound can also be used as a theoretical device to predict the eigenvalue convergence. 
Conclusions
In this paper we presented theoretical results explaining the convergence behavior of the reduction to semiseparable plus diagonal form. As we proved that also the reduction to semiseparable and tridiagonal form can be seen as special cases of the reduction to semiseparable plus diagonal form, we know that also the presented theorems are valid for these reduction methods. Also a theoretical bound for the convergence speed was given.
In a final section we illustrated our theoretical findings by experiments, related to the tuning of the convergence behavior, the interaction between the Lanczos convergence and the subspace convergence and the bound on the convergence rate.
