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INTERSECTION PAIRING FOR ARITHMETIC CYCLES
WITH DEGENERATE GREEN CURRENTS
ATSUSHI MORIWAKI
Introduction
As we indicated in our paper [10], the standard arithmetic Chow groups introduced by
Gillet-Soule´ [4] are rather restricted to consider arithmetic analogues of geometric problems.
In this note, we would like to propose a suitable extension of the arithmetic Chow group of
codimension one, in which the Hodge index theorem still holds as in papers [2], [8] and [15].
Let X → Spec(Z) be a regular arithmetic variety with d = dimXQ. As we defined in
[10], ĈH
p
D(X) is a group, consisting of pairs (Z, g) with cycles Z of codimension p on X and
currents g of type (p−1, p−1) onX(C), modulo arithmetical rational equivalence. It seems to
be impossible to give a natural ring structure on the graded module ĈH
∗
D(X)Q. In [10, §2.3],
we showed that ĈH
∗
D(X)Q has, however, a natural scalar product of the arithmetic Chow
ring ĈH
∗
(X)Q, namely, a module structure of ĈH
∗
D(X)Q over ĈH
∗
(X)Q as a generalization
of [4, Theorem 4.2.3]. In this note, we will introduce suitable subgroups ĈH
p
B(X) of ĈH
p
D(X)
and ĈH
q
B′(X) of ĈH
q
D(X) such that ĈH
p
B(X) and ĈH
q
B′(X) have a natural paring
ĈH
p
B(X)⊗ ĈH
q
B′(X)→ ĈH
p+q
D (X)Q.
In the following, we would like to explain how to construct ĈH
1
B(X), for example.
We denote by C∞(X(C),R) (resp. L21,loc(X(C),R)) the set of all real valued C
∞-functions
(resp. locally square integrable functions with all weak partial derivatives in L2loc) on X(C).
A key point to get ĈH
1
B(X) is to fix an abelian group B with C
∞(X(C),R) ⊆ B ⊆
L21,loc(X(C),R). This abelian group B is called a class of degeneration of Green functions.
Fixing the class B of degeneration, an arithmetic B-divisor on X is defined to be a pair
(D, g) such that D is a divisor on X , and that there are a Green function f for D(C) and
φ ∈ B with g = f + φ. We denote by Ẑ1B(X) the set of all arithmetic B-divisors on X , and
define ĈH
1
B(X) to be Ẑ
1
B(X) modulo arithmetic linear equivalence. Using the Dirichlet form
of L21,loc(X(C),R) together with the usual star product, if (D1, g1), (D2, g2) ∈ Ẑ1B(X), and
D1 and D2 have no common component, then we can define the star product g1 ∗ g2 as well
as the usual one (cf. §2.1). In this way, we have a homomorphism
ĈH
1
B(X)⊗ ĈH
1
B(X)→ ĈH
2
D(X).
as desired.
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Assuming X is projective over Z, let (H, k) be an arithmetically ample Hermitian line
bundle on X , namely, (1) H is ample, (2) the Chern form c1(H, k) is positive definite on the
infinite fiber X(C), and (3) there is a positive integer m0 such that, for any integer m ≥ m0,
H0(X,Hm) is generated by the set {s ∈ H0(X,Hm) | ‖s‖sup < 1}. Then, the following is
one of main results of this note, which is a generalization of [2], [8] and [15].
Theorem A (cf. Corollary 4.3). Let us consider a homomorphism
L : ĈH
p
D(X)Q → ĈH
p+1
D (X)Q
given by L(x) = ĉ1(H) · x. Then, we have the following.
(1) Ld−1 : ĈH
1
D(X)Q → ĈH
d
D(X)Q is injective.
(2) If x ∈ ĈH1B(X)Q, x 6= 0, and Ld(x) = 0, then d̂eg(Ld−1(x) · x) < 0.
On an arithmetic surface, Bost [1] also constructed the same intersection pairing inde-
pendently for an arithmetic analogue of the Lefschetz theorem. Our motivation is, however,
different. In this note, we introduce the special class Br, which is called the birational class
of degeneration, arising from birational geometry. Namely, a locally integrable function φ
on X(C) belongs to the class Br if and only if there are a proper birational morphism
µ : Y → X(C) of smooth algebraic schemes over C, a divisor D′ on Y , and a Green function
g for D′ such that µ∗(D′) = 0 and µ∗(g) = φ (a. e.). In §1, we will check that the birational
class Br is a class of degeneration (cf. Proposition 1.2). Note that if dimX = 2, then Br is
nothing more than C∞(X(C),R).
The reason why we need to introduce the birational class comes from the following obser-
vation. Let (E, h) be a Hermitian vector bundle of rank 2 on X , and L a rank 1 saturated
subsheaf of E. Then, LC is not necessarily line subbundle of EC if dimXQ ≥ 2, so that the
metric hL of L induced by h is not necessarily C
∞ over X(C). We can however see that
ĉ1(L, hL) gives rise to an element of ĈH
1
Br
(X). Thus, we may consider
d̂eg
(
ĉ1(H, k)
d−1 · ĉ1(L, hL) · (ĉ1(E, h)− ĉ1(L, hL))
)
.
We would like to compare the above with d̂eg
(
ĉ1(H, k)
d−1 · ĉ2(E, h)
)
. If we take the geo-
metric case into account, one can guess
d̂eg
(
ĉ1(H, k)
d−1 · ĉ2(E, h)
) ≥ d̂eg (ĉ1(H, k)d−1 · ĉ1(L, hL) · (ĉ1(E, h)− ĉ1(L, hL))) .
Actually, we will prove the above inequality in §5. Using this together with the result of
[14], we have the following Bogomolov’s instability theorem for rank 2 vector bundles in the
arithmetic case.
Theorem B (cf. Theorem 6.2). If d̂eg
(
ĉ1(H, k)
d−1 · (4ĉ2(E, h)− ĉ1(E, h)2)
)
< 0, then there
is a rank 1 saturated subsheaf L of E such that L⊗2 ⊗ det(E)−1 has positive degree on each
connected component of X(C) with respect to HC, and that
d̂eg
(
ĉ1(H, k)
d−1 · (2ĉ1(L, hL)− ĉ1(E, h))2
)
> 0.
Finally, we would like to thank Prof. Bost who kindly sent his paper [1] after writing the
first version of this note. Inspired with his paper, we could simplify the description of this
note.
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1. Class of degeneration of Green currents
Let X be a complex manifold. We denote by C∞(X) (resp. C∞(X,R)) the set of all
complex (resp. real) valued C∞ functions. For a non-negative integer k and a real number
r with 1 ≤ r < ∞, we denote by Lrk,loc(X) (resp. Lrk,loc(X,R)) the set of all complex (resp.
real) valued functions on X which locally have all weak partial derivatives up to order k in
Lr. Let α be a form of type (p, q) on X . We say α is a locally Lrk-form if all coefficients of
α in terms of local coordinates belong to Lrk,loc. We denote the set of all (resp. real) locally
Lrk-forms of type (p, q) on X by L
r
k,loc(Ω
p,q
X ) (resp. L
r
k,loc(Ω
p,q
X ,R)). Let us begin with the
following lemma.
Lemma 1.1. (i) If φ ∈ Lr1,loc(Ωp,pX ) and ψ ∈ C∞(Ωq,qX ), then
[
φ ∧ ∂∂¯(ψ)]+[∂(φ) ∧ ∂¯(ψ)] ∈
Im(∂) and
[
φ ∧ ∂∂¯(ψ)]+ [∂(ψ) ∧ ∂¯(φ)] ∈ Im(∂¯) as currents.
(ii) Let r and r′ be real numbers with 1 ≤ r, r′ <∞ and 1/r + 1/r′ = 1. If φ ∈ Lr1,loc(Ωp,pX )
and ψ ∈ Lr′1,loc(Ωq,qX ), then [∂(φ) ∧ ∂¯(ψ)] = [∂(ψ) ∧ ∂¯(φ)] modulo Im(∂) + Im(∂¯).
(iii) If X is an n-dimensional connected compact complex manifold with a fundamental form
Φ, then
√−1
∫
X
∂(φ) ∧ ∂¯(φ) ∧ Φd−1 ≥ 0
for all φ ∈ L21(X,R). Moreover, the equality holds if and only if φ is a constant almost
everywhere.
Proof. (i) First of all, φ ∧ ∂¯(ψ) ∈ Lr1,loc(Ωp+q,p+q+1X ). Thus,
∂(φ ∧ ∂¯(ψ)) = φ ∧ ∂∂¯(ψ) + ∂(φ) ∧ ∂¯(ψ).
Hence, we get the first assertion. In the same way,
∂¯(φ ∧ ∂(ψ)) = φ ∧ ∂¯∂(ψ) + ∂¯(φ) ∧ ∂(ψ),
which shows us the second assertion.
(ii) It is sufficient to see that
∂[φ ∧ ∂¯(ψ)] + ∂¯[φ ∧ ∂(ψ)] = [∂(φ) ∧ ∂¯(ψ)]− [∂(ψ) ∧ ∂¯(φ)]
as currents. This is a local question, so that we may assume that φ and ψ can be written in
terms of a local coordinate and that all coefficients of φ and ψ belong to Lr1(X) and L
r′
1 (X)
respectively. Since C∞(X)∩Lr′1 (X) is dense in Lr′1 (X), there is a sequence {ψn} in C∞(Ωq,qX )
such that all coefficients of ψn belong to L
r′
1 (X) and they converge to the coefficients of ψ
in Lr
′
1 (X). Then, 
limn→∞[φ∂(ψn)] = [φ∂(ψ)],
limn→∞[φ∂¯(ψn)] = [φ∂¯(ψ)],
limn→∞[∂(φ) ∧ ∂¯(ψn)] = [∂(φ) ∧ ∂¯(ψ)],
limn→∞[∂(ψn) ∧ ∂¯(φ)] = [∂(ψ) ∧ ∂¯(φ)]
as currents. Here note that if T is a current, {Tn} is a sequence of currents, and limn→∞ Tn =
T as currents, then limn→∞ ∂(Tn) = ∂(T ) and limn→∞ ∂¯(Tn) = ∂¯(T ) as currents. On the
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other hand, by virtue of the proof of (i),
∂(φ ∧ ∂¯(ψn)) + ∂¯(φ ∧ ∂(ψn)) = (∂(φ) ∧ ∂¯(ψn))− (∂(ψn) ∧ ∂¯(φ))
for all n. Thus, we get (ii).
(iii) Let x be an arbitrary point of X , and θ1, . . . , θn a local orthogonal frame of the
holomorphic cotangent bundle Ω1X around x with respect to Φ such that Φ =
√−1∑i θi∧θi.
If we set ∂(φ) =
∑
i aiθi around x, then ∂¯(φ) =
∑
i a¯iθ¯i. Thus,
√−1∂(φ) ∧ ∂¯(φ) ∧ Φn−1 =
n∑
i=1
|ai|2Φn
around x. This means that √−1∂(φ) ∧ ∂¯(φ) ∧ Φn−1
is non-negative on X . Therefore, we get the first assertion.
Next we assume the equality. Then, by the proof of the inequality, we can see that
∂(φ) = ∂¯(φ) = 0 (a. e.), i.e., d(φ) = 0 (a. e.). Thus, φ is a constant almost everywhere. ✷
An abelian group B is called a class of degeneration of Green currents for codimension p
cycles in Lr (or simply a class of degeneration) if C∞(Ωp−1,p−1X ,R) ⊆ B ⊆ Lr1,loc(Ωp−1,p−1X ,R).
For example, C∞(Ωp−1,p−1X ,R) and L
r
k,loc(Ω
p−1,p−1
X ,R) (k ≥ 1) are classes of degeneration in
Lr.
Let us consider a non-trivial example of class of degeneration of Green functions. Let
µ : Y → X be a proper bimeromorphic morphism of complex manifolds, U the maximal
open set of X with µ−1(U) ∼−→ U , and ω a form on Y . We define the form µ∗(ω) on X to
be
µ∗(ω)(x) =
{
ω(µ−1(x)) if x ∈ U
0 if x 6∈ U.
Note that if ω is locally integrable, then µ∗(ω) is also locally integrable and µ∗([ω]) = [µ∗(ω)]
as currents. It is easy to see that µ∗(ω1 ∧ ω2) = µ∗(ω1) ∧ µ∗(ω2).
Let D be a divisor on X . A locally integrable function g on X is called a Green function
for D if g is C∞ over X \ Supp(D) and ddc([g]) + δD is represented by a C∞-form. It is easy
to see that if g is a Green function for some divisor, then for any points x ∈ X , there are a
meromorphic function f around x and a C∞-function ψ around x with g = log |f |+ ψ.
Here we consider the following space Br(X). A locally integrable function φ on X belongs
to Br(X) if and only if there are a proper bimeromorphic morphism µ : Y → X of complex
manifolds, a divisor D on Y , and a Green function g for D such that µ∗(D) = 0 and
φ = µ∗(g) (a. e.).
Proposition 1.2. The space Br(X) is a class of degeneration of Green functions in L2.
Moreover, the following properties are satisfied.
(1) For all φ ∈ Br(X), the differentials ∂∂¯([φ]) in the sense of currents are represented by
locally integrable forms. (By abuse of notation, representatives of ∂∂¯([φ]) are denoted
by ∂∂¯(φ).)
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(2) φ∧∂∂¯(ψ) is locally integrable forms for any φ, ψ ∈ Br(X), and, as currents, [φ ∧ ∂∂¯(ψ)]+[
∂(φ) ∧ ∂¯(ψ)] ∈ Im(∂).
Proof. Obviously, C∞(X,R) ⊆ Br(X) ⊆ L2loc(X,R) because a C∞-function is a Green
function for the zero divisor, and a Green function is locally square integrable. First, let us
check that Br(X) is an abelian group. Choose arbitrary elements φ1, φ2 ∈ Br(X). Then, we
can easily find a proper bimeromorphic morphism µ : Y → X of complex manifolds, divisors
D1, D2 on Y , and Green functions g1 for D1 and g2 for D2 such that µ∗(D1) = µ∗(D2) = 0,
φ1 = µ∗(g1) (a. e.), and φ2 = µ∗(g2) (a. e.). Thus, g1 − g2 is a Green function for D1 −D2,
and µ∗(g1− g2) = φ1 − φ2 (a. e.). Hence, φ1 − φ2 ∈ Br(X). This shows us that Br(X) is an
abelian group.
In order to check another properties, we need to prepare two lemmas.
Lemma 1.3. Let X be an n-dimensional complex manifold, D a divisor on X, and g a
Green function for D. Then, ∫
X
gd(ω) = −
∫
X
d(g) ∧ ω
for all ω ∈ C∞c (X,Ω2n−1), i.e., ω is a compactly supported (2n − 1)-form on X. In other
words, d([g]) = [d(g)]. Note that d(g) is a logarithmic form on X, so that d(g) is locally
integrable.
Proof. Let µ : Y → X be a proper bimeromorphic morphism such that µ−1(Supp(D)) is
a normal crossing divisor. Then,∫
X
gd(ω) =
∫
Y
µ∗(g)d(µ∗(ω)) and
∫
X
d(g) ∧ ω =
∫
Y
d(µ∗(g)) ∧ µ∗(ω).
Thus, we may assume that Supp(D) is a normal crossing divisor.
Let {Uα}α∈A be a locally finite open covering of X such that each Uα is isomorphic to a
bounded open set of Cn. Let
∑
α∈A φα = 1 be a partition of unity subordinate to {Uα}α∈A.
If ∫
X
gd(φαω) = −
∫
X
d(g) ∧ φαω
for all α ∈ A, then
−
∫
X
d(g) ∧ ω =
∑
α∈A
−
∫
X
d(g) ∧ φαω
=
∑
α∈A
∫
X
gd(φαω)
=
∑
α∈A
∫
X
g (d(φα)ω + φαd(ω))
=
∫
X
g
(
d
(∑
α∈A
φα
)
ω +
∑
α∈A
φαd(ω)
)
=
∫
X
gd(ω).
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Thus, in order to complete our lemma, it is sufficient to show the following sublemma. ✷
Sublemma 1.3.1. Let (z1, . . . , zn) be a coordinate of C
n, and a1, . . . , an real numbers.
Then, for any ω ∈ C∞c (Cn,Ω2n−1),∫
Cn
log (|z1|a1 · · · |zn|an) d(ω) = −
∫
Cn
d (log (|z1|a1 · · · |zn|an)) ∧ ω.
Note that
d (log (|z1|a1 · · · |zn|an)) =
n∑
i=1
ai
2
(
dzi
zi
+
dz¯i
z¯i
)
and it is a L1-form.
Proof. Since log (|z1|a1 · · · |zn|an) = a1 log |z1|+ · · ·+ an log |zn|, it is sufficient to see that∫
Cn
log |z1|d(ω) = −
∫
Cn
d (log |z1|) ∧ ω.
For ǫ > 0, we set
Uǫ = {(z1, . . . , zn) | |z1| ≥ ǫ} and Dǫ = {(z1, . . . , zn) | |z1| = ǫ}.
Then, since d(log |z1|ω) = d(log |z1|)ω + log |z1|d(ω) over Uǫ, by Stokes’ formula,
−
∫
Dǫ
log |z1|ω =
∫
Uǫ
d(log |z1|) ∧ ω +
∫
Uǫ
log |z1|d(ω).
Moreover,
lim
ǫ↓0
∫
Uǫ
d(log |z1|) ∧ ω =
∫
Cn
d(log |z1|) ∧ ω and lim
ǫ↓0
∫
Uǫ
log |z1|d(ω) =
∫
Cn
log |z1|d(ω).
Thus, it is sufficient to show that
lim
ǫ↓0
∫
Dǫ
log |z1|ω = 0.
Let us choose a sufficiently large number M such that supp(ω) ⊂ ∆nM , where ∆M = {z ∈
C | |z| ≤M}. Then, if we set S1ǫ = {z ∈ C | |z| = ǫ}, we have∫
Dǫ
log |z1|ω =
∫
S1ǫ×∆n−1M
log |z1|ω.
Here we set
ω =
n∑
i=1
{
αi(dx1 ∧ dy1) ∧ · · · ∧ (d̂xi ∧ dyi) ∧ · · · ∧ (dxn ∧ dyn)
+βi(dx1 ∧ dy1) ∧ · · · ∧ (dxi ∧ d̂yi) ∧ · · · ∧ (dxn ∧ dyn)
}
,
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where zi = xi +
√−1yi. Then, since dx1 ∧ dy1 = 0 on S1ǫ ,∫
S1ǫ×∆n−1M
log |z1|ω = log(ǫ)
∫
S1ǫ×∆n−1M
(α1dy1 + β1dx1) ∧ (dx2 ∧ dy2) ∧ · · · ∧ (dxn ∧ dyn)
= ǫ log(ǫ)
∫ 2π
0
∫
∆n−1
M
(αǫ1 cos(θ)− βǫ1 sin(θ))dθdx2dy2 · · · dxndyn,
where αǫ1(θ, z2, · · · , zn) = α1(ǫeiθ, z2, · · · , zn) and βǫ1(θ, z2, · · · , zn) = β1(ǫeiθ, z2, · · · , zn).
Thus, we get our lemma because
lim
ǫ↓0
ǫ log(ǫ) = 0 and |αǫ1 cos(θ)− βǫ1 sin(θ)| ≤ ‖α1‖sup + ‖β1‖sup.
✷
Next, let us consider the following lemma.
Lemma 1.4. Let X be an n-dimensional complex manifold, and
Y = XN
πN−1−→ XN−1 πN−2−→ · · · π0−→ X0 = X
a succession of blowing-ups along smooth and irreducible subvarieties of codimension at least
2, i.e., for each 0 ≤ α < N , there is a smooth and irreducible subvariety Cα on Xα such that
codimCα ≥ 2 and πα : Xα+1 → Xα is the blowing-up along Cα. Let Σ be the exceptional set
of π = π0 · · ·πN−1 : Y → X. Let D be a divisor on Y with Supp(D) ⊆ Σ, and g a Green
function for D. If Σ is a normal crossing divisor, then d(g) ∧ π∗(ω) is a C∞ form for any
ω ∈ C∞(X,Ωn−1,n−1).
Proof. Let y be an arbitrary point of Y , and (z1, . . . , zn) a local coordinate of Y at y
such that z1(y) = · · · = zn(y) = 0 and Σ is given by {z1 · · · za = 0} around y. Then, g can
be written by a form
g = e1 log |z1|2 + · · ·+ ea log |za|2 + (C∞ function).
Then,
d(g) =
a∑
i=1
ei
(
dzi
zi
+
dz¯i
z¯i
)
+ (C∞ form).
Thus, it is sufficient to show that
dzi
zi
∧ π∗(ω) and dz¯i
z¯i
∧ π∗(ω)
are C∞ forms around y for every 1 ≤ i ≤ a.
We choose 0 ≤ α < N such that {zi = 0} is an irreducible component of µ−1α (Cα), where
µα = πα · · ·πN−1 : Y → Xα. Moreover, we choose a local coordinate (w1, . . . , wn) of Xα at
µα(y) such that w1(µα(y)) = · · · = wn(µα(y)) = 0 and Cα is given by an equation w1 = · · · =
wb = 0. Then, b ≥ 2 because codimCα ≥ 2. We set φi = µ∗α(wi) for i = 1, . . . , n. By our
choice of xi’s and wj ’s, the ideal generated by φ1, . . . , φb is contained in the ideal generated by
zi. Thus, there are holomorphic functions f1, . . . , fb around y with φ1 = zif1, . . . , φb = zifb.
Here we set
(π0 · · ·πα−1)∗(ω) =
∑
s,t
ωst
(
dw1 ∧ · · · ∧ d̂ws ∧ · · · ∧ dwn
)
∧
(
dw¯1 ∧ · · · ∧ d̂w¯t ∧ · · · ∧ dw¯n
)
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around µα(y). Then,
π∗(ω) =
∑
s,t
µ∗α(ωst)
(
dφ1 ∧ · · · ∧ d̂φs ∧ · · · ∧ dφn
)
∧
(
dφ¯1 ∧ · · · ∧ d̂φ¯t ∧ · · · ∧ dφ¯n
)
Since b ≥ 2, for each s, there is s′ with 1 ≤ s′ ≤ b and s′ 6= s. Then,
dzi
zi
∧ dφs′ = dzi
zi
∧ ((dzi)fs′ + zidfs′) = dzi ∧ dfs′,
which shows us that
dzi
zi
∧ dφ1 ∧ · · · ∧ d̂φs ∧ · · · ∧ dφn
is a holomorphic form for all s. In the same way, we can see that
dz¯i
z¯i
∧ dφ¯1 ∧ · · · ∧ d̂φ¯t ∧ · · · ∧ dφ¯n
is an anti-holomorphic form for each t. Thus, we get our lemma. ✷
Let us go back to the proof of Proposition 1.2. Let us pick up arbitrary φ, ψ ∈ Br(X).
Choose a proper bimeromorphic morphism µ : Y → X of complex manifolds, divisors D
and E on Y , and Green functions g for D and f for E such that µ∗(D) = µ∗(E) = 0,
φ = µ∗(g) (a. e.), and ψ = µ∗(f) (a. e.). Changing a model, if necessarily, we may assume
that µ : Y → X can be obtained by a succession of blowing-ups along smooth and irreducible
subvarieties of codimension at least 2, and that the exceptional set is a divisor with only
normal crossings. Let ω be a C∞-form on Y with
ddc([f ]) + δE =
−1
2π
√−1∂∂¯([f ]) + δE = [ω].
Claim 1.5. d([φ]) = [µ∗(d(g))] and ∂∂¯([ψ]) = −2π
√−1[µ∗(ω)]. In particular, d([φ]) and
∂∂¯([ψ]) are represented by locally integrable forms.
By virtue of Lemma 1.3, d([g]) = [d(g)]. Thus,
d([φ]) = d(µ∗[g]) = µ∗d([g]) = µ∗[d(g)] = [µ∗(d(g))].
Further, µ∗∂∂¯([f ]) = −2π
√−1µ∗[ω] because µ∗(δE) = 0. Thus,
∂∂¯([ψ]) = ∂∂¯(µ∗[f ]) = µ∗∂∂¯([f ]) = −2π
√−1µ∗[ω] = −2π
√−1[µ∗(ω)].
Claim 1.6. φ∂∂¯(ψ), ∂(φ) ∧ ∂¯(ψ), and φ∂¯(ψ) are locally integrable. Note that the local
integrability of ∂(φ) ∧ ∂¯(φ) implies that φ ∈ L21,loc(X,R).
Using the equation ∂∂¯(ψ) = −2π√−1µ∗(ω), we have
φ∂∂¯(ψ) = −2π√−1µ∗(g)µ∗(ω) = −2π
√−1µ∗(gω).
Here, since gω is locally integrable, so is µ∗(gω). In order to see that ∂(φ) ∧ ∂¯(ψ) is locally
integrable, it is sufficient to see that ∂(φ) ∧ ∂¯(ψ) ∧ λ is integrable for all λ ∈ C∞c (Ωn−1,n−1X ).
Since ∫
X
∂(φ) ∧ ∂¯(ψ) ∧ λ =
∫
Y
∂(g) ∧ ∂¯(f) ∧ µ∗(λ)
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and ∂¯(f)∧ µ∗(λ) is a C∞-form by Lemma 1.4, we can see that ∂(φ)∧ ∂¯(ψ)∧ λ is integrable.
In the same way as above, using Lemma 1.4, we can check that φ∂¯(ψ) are locally integrable.
Claim 1.7.
[
φ∂∂¯(ψ)
]
+
[
∂(φ) ∧ ∂¯(ψ)] = ∂[φ∂¯(ψ)].
The above equation means that∫
X
φ∂∂¯(ψ) ∧ λ+
∫
X
∂(φ) ∧ ∂¯(ψ) ∧ λ =
∫
X
φ∂¯(ψ) ∧ ∂(λ)
for all λ ∈ C∞c (Ωn−1,n−1X ). This is equivalent to say that
−2π√−1
∫
Y
gω ∧ µ∗(λ) +
∫
X
∂(g) ∧ ∂¯(f) ∧ µ∗(λ) =
∫
X
g∂¯(f) ∧ ∂(µ∗(λ))
for all λ ∈ C∞c (Ωn−1,n−1X ). We set η = ∂¯(f) ∧ µ∗(λ). Then, η is C∞ by Lemma 1.4 and
d(η) = −2π√−1ω ∧ µ∗(λ)− ∂¯(f) ∧ µ∗(∂(λ)).
Thus, using Lemma 1.3,∫
Y
∂(g) ∧ η =
∫
Y
d(g) ∧ η = −
∫
Y
g ∧ d(η) = 2π√−1
∫
Y
gω ∧ µ∗(λ) +
∫
Y
g∂¯(f) ∧ µ∗(∂(λ)).
Hence we get our claim.
Gathering Claim 1.5, Claim 1.6 and Claim 1.7, we can complete the proof of Proposi-
tion 1.2. ✷
2. Degenerate Green currents
2.1. B-Green currents and their star product. Let X be a complex manifold, and B
a class of degeneration of Green currents for codimension p cycles. Let Z be a cycle of
codimension p on X . A current (resp. locally integrable form) g of type (p− 1, p− 1) on X
is called a B-Green current for Z (resp. B-Green form for Z) if there are a Green current
(resp. Green form) f for Z and φ ∈ B with g = f + [φ] (resp. g = f + φ (a. e.)). We
denote ddc(g) + δZ by ω(g). For example, if B = C
∞(Ωp−1,p−1X ,R), then a B-Green current
is nothing more than an usual Green current.
We also fix a class B′ of degeneration of Green currents for codimension q cycles. We
assume that B ⊆ Lr1,loc(Ωp−1,p−1X ,R), B′ ⊆ Lr
′
1,loc(Ω
q−1,q−1
X ,R), and 1/r + 1/r
′ = 1. Let Z1 be
a cycle of codimension p on X , and Z2 a cycle of codimension q on X . Let g1 be a B-Green
current for Z1, and g2 a B
′-Green current for Z2. Let us choose a Green current f1 for Z1, a
Green current f2 for Z2, φ1 ∈ B, and φ2 ∈ B′ such that g1 = f1 + φ1 and g2 = f2 + φ2. We
suppose that Z1 and Z2 intersect properly. We would like to define the star product g1 ∗ g2
of g1 and g2 to be
g1 ∗ g2 = f1 ∗ f2 + [ω(f1) ∧ φ2] + [φ1 ∧ ω(f2)]−
√−1
2π
[∂(φ1) ∧ ∂¯(φ2)]
as an element of D1,1(X)/(Im(∂)+Im(∂¯)). The following proposition says us that the above
product is well defined and it is commutative modulo Im(∂) + Im(∂¯).
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Proposition 2.1.1. (1) g1 ∗ g2 modulo Im(∂) + Im(∂¯) is well defined, namely, f1 ∗ f2 +
[ω(f1) ∧ φ2] + [φ1 ∧ ω(f2)]−
√−1
2π
[∂(φ1) ∧ ∂¯(φ2)] modulo Im(∂) + Im(∂¯) does not depend
on the choices of f1, f2, φ1 and φ2.
(2) g1 ∗ g2 = g2 ∗ g1 modulo Im(∂) + Im(∂¯).
Proof. (1) Let g1 = f
′
1 + φ
′
1 and g2 = f
′
2 + φ
′
2 be another expressions of g1 and g2, where
f ′1 is a Green current for Z1, f
′
2 is a Green current for Z2, φ
′
1 ∈ B and φ′2 ∈ B′. Then, there
are smooth forms η1 and η2, and currents S1, T1, S2 and T2 such that
f ′1 = f1 + η1 + ∂(S1) + ∂¯(T1) and f
′
2 = f2 + η2 + ∂(S2) + ∂¯(T2).
Thus, we have
φ′1 = φ1 − η1 − ∂(S1)− ∂¯(T1) and φ′2 = φ2 − η2 − ∂(S2)− ∂¯(T2).
First of all, it is well known that
f ′1 ∗ f ′2 = (f1 + η1) ∗ (f2 + η2) modulo Im(∂) + Im(∂¯).(2.1.1.1)
Moreover, since ω(f ′1) = ω(f1 + η1) and ω(f
′
1) is ∂ and ∂¯-closed, we can see that
ω(f ′1) ∧ φ′2 = ω(f1 + η1) ∧ (φ2 − η2)− ∂(ω(f1 + η1) ∧ S2)− ∂¯(ω(f1 + η1) ∧ T2),
which shows us that
ω(f ′1) ∧ φ′2 = ω(f1 + η1) ∧ (φ2 − η2) modulo Im(∂) + Im(∂¯).(2.1.1.2)
In the same way,
φ′1 ∧ ω(f ′2) = (φ1 − η1) ∧ ω(f2 + η2) modulo Im(∂) + Im(∂¯).(2.1.1.3)
Further, since
∂(φ′1) = ∂(φ1 − η1)− ∂∂¯(T1) and ∂¯(φ′2) = ∂¯(φ2 − η2)− ∂¯∂(S2),
∂∂¯(T1) (resp. ∂¯∂(S2)) is a ∂ and ∂¯-closed locally L
r
0-form (resp. L
r′
0 -form). Thus, we can see
that
∂(φ′1) ∧ ∂¯(φ′2) = ∂(φ1 − η1) ∧ ∂¯(φ2 − η2) + ∂¯(∂∂¯(T1) ∧ (φ2 − η2)) + ∂(φ′1 ∧ ∂∂¯(S2)),
which says us that
∂(φ′1) ∧ ∂¯(φ′2) = ∂(φ1 − η1) ∧ ∂¯(φ2 − η2) modulo Im(∂) + Im(∂¯).(2.1.1.4)
Thus, gathering (2.1.1.1), (2.1.1.2), (2.1.1.3), and (2.1.1.4), we obtain that
f ′1 ∗ f ′2 + [ω(f ′1) ∧ φ′2] + [φ′1 ∧ ω(f ′2)]−
√−1
2π
[∂(φ′1) ∧ ∂¯(φ′2)]
is equal to
∆ = (f1 + η1) ∗ (f2 + η2) + [ω(f1 + η1) ∧ (φ2 − η2)] +
[(φ1 − η1) ∧ ω(f2 + η2)]−
√−1
2π
[∂(φ1 − η1) ∧ ∂¯(φ2 − η2)]
modulo Im(∂) + Im(∂¯). Moreover, by easy calculations, we can see that
∆−
(
f1 ∗ f2 + [ω(f1) ∧ φ2] + [φ1 ∧ ω(f2)]−
√−1
2π
[∂(φ1) ∧ ∂¯(φ2)]
)
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is equal to
√−1
2π
(
[φ1 ∧ ∂∂¯(η2)] + [∂(φ1) ∧ ∂¯(η2)]
)
+ (η1 ∗ f2 − f2 ∗ η1) +
√−1
2π
(
[∂∂¯(η1) ∧ φ2] + [∂(η1) ∧ ∂¯(φ2)]
)− √−1
2π
(
[∂(η1) ∧ ∂¯(η2)] + [η1 ∧ ∂∂¯η2]
)
,
which is elements of Im(∂) + Im(∂¯) by (i) of Lemma 1.1 and [4, Corollary 2.2.9]. Thus, we
get (1).
(2) It is well known that f1 ∗ f2 = f2 ∗ f1 modulo Im(∂) + Im(∂¯) (cf. [4, Corollary 2.2.9]).
Moreover, by (ii) of Lemma 1.1, [∂(φ1) ∧ ∂¯(φ2)] = [∂(φ2) ∧ ∂¯(φ1)] modulo Im(∂) + Im(∂¯).
Thus, we have (2). ✷
2.2. Birational Green function. Let X be a complex manifold, and D a divisor on X .
Let Br(X) be the class introduced in §1. A Br(X)-Green function for a divisor D is specially
called a birational Green function for D. It is easy to see that g is a birational Green function
for D if and only if there are a proper bimeromorphic morphism µ : Y → X of complex
manifolds, a divisor D′ on Y , and a Green function g′ for D′ such that µ∗(D′) = D and
µ∗(g′) = g. A point at which ω(g) is not C∞ is called a singular point of g. In this sense,
the pair (D′, g′) is called a resolution of singularities of (D, g) by µ.
An idea of the birational Green functions arises from the following observation. Let (E, h)
a Hermitian vector bundle on X , L a rank-1 saturated subsheaf of E, and s a rational section
of L. If dimX ≥ 2, then g = − log h(s, s) is not necessarily a Green function for D = div(s)
because E/L is not locally free in general. However, we can see that g is a birational Green
function for D. For, there are a proper bimeromorphic morphism µ : Y → X of complex
manifolds, and a rank-1 saturated subsheaf L′ of µ∗(E) such that µ∗(E)/L′ is locally free
and µ∗(L′) = L. Since L′ is a sub-line bundle of µ∗(E), L′ possesses a Hermitian metric h′
induced from µ∗(h). Let s′ be the rational section of L′ corresponding with s. Then, by
virtue of Poincare´-Lelong formula, g′ = − log h′(s′, s′) is a Green function for D′ = div(s′).
Further, D = µ∗(D′) and g = µ∗(g′) by our construction.
By the above observation, we have the following definition. Let X be a complex manifold,
and E a torsion free sheaf on X . We say h is a birationally Hermitian metric of E if there
is a proper bimeromorphic morphism µ : Y → X of complex manifolds, a Hermitian vector
bundle (E ′, h′) on Y , and a Zariski open set U ofX such that codim(X\U) ≥ 2, µ−1(U) ≃ U ,
(E, h) is a Hermitian vector bundle on U , and (E ′, h′)|µ−1(U) ≃ (E, h)|U . We say (E ′, h′) is
a resolution of singularities of (E, h) by µ. Then, we have the following proposition.
Proposition 2.2.1. Let L be a line bundle on X and h a generalized metric of L over X.
Let s be a non-zero rational section of L. Then, h is a birationally Hermitian metric if and
only if − log h(s, s) is a birational Green function for div(s).
Proof. First, we assume that h is a birationally Hermitian metric. Let (L′, h′) be a
resolution of singularities of (L, h) by µ : Y → X . Let U be a Zariski open set of X as the
above. Here, we can find a rational section s′ of L′ corresponding with s via isomorphism
(L′, h′)|µ−1(U) ≃ (L, h)|U . Then, µ∗(div(s′)) = div(s), and − log h′(s′, s′) is a Green function
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for div(s′). Thus, − log h(s, s) is a birational Green function for div(s) because − log h(s, s) =
µ∗(− log h′(s′, s′)).
Next, we assume that g = − log h(s, s) is a birational Green function for D = div(s). Let
(D′, g′) be a resolution of singularities of (D, g) by µ : Y → X . Let s′ be a non-zero rational
section of OY (D′) with D′ = div(s′). Let U be a non-empty Zariski open set of X with
µ−1(U) ≃ U . Since D′|µ−1(U) = D|U , there is u ∈ H0(U,OU)× with s′ = us. Thus, there is
an isomorphism ι : OY (D′)|µ−1(U) ∼−→ OX(D)|U with ι(s′) = s. Since g′ is a Green function
for D′, there is a C∞ Hermitian metric h′ of OY (D′) with g′ = − log h′(s′, s′). Then, we have
h′(s′, s′) = h(s, s) over U = µ−1(U) because g = µ∗(g′). Thus, ι gives rise to an isometry
(OY (D′), h′)|µ−1(U) ∼−→ (OX(D), h)|U . ✷
Corollary 2.2.2. Let g be a birational Green function for a divisor D. Then, there is a
birationally Hermitian metric h of OX(D) such that g = − log h(s, s), where s is a non-zero
rational section of OX(D) with div(s) = D.
Proof. Since g is a locally integrable function, there is a generalized metric h of OX(D)
with g = − log h(s, s). Hence, by Proposition 2.2.1, h must be a birationally Hermitian
metric. ✷
3. Arithmetic B-cycles and their pairing
3.1. Arithmetic B-cycles. Let X be an arithmetic variety, i.e., a quasi-projective integral
scheme over Z with the smooth generic fiber over Z. For each p, let R̂p(X) be the subgroup
of Ẑp(X) generated by the following elements:
(a) ((f),−[log |f |2]), where f is a rational function on some subvariety Y of codimension
p− 1 and [log |f |2] is the current defined by
[log |f |2](γ) =
∫
Y (C)
(log |f |2)γ.
(b) (0, ∂(α) + ∂¯(β)), where α ∈ Dp−2,p−1(X(C)), β ∈ Dp−1,p−2(X(C)).
A pair (Z, g) is called an arithmetic D-cycle on X of codimension p if Z is a cycle of
codimension p on X and g ∈ Dp−1,p−1(X(C)). We denote the set of all arithmetic D-cycles
of codimension p on X by ẐpD(X). Moreover, ĈH
p
D(X) is defined by Ẑ
p
D(X)/R̂
p(X).
Let B be a class of degeneration of Green currents for codimension p cycles on X(C).
A pair (Z, g) is called an arithmetic B-cycle of codimension p on X if Z ∈ Zp(X) and g
is a B-Green current for Z(C) on X(C). We denote the set of all arithmetic B-cycles of
codimension p on X by ẐpB(X), and define
ĈH
p
B(X) = Ẑ
p
B(X)/R̂
p(X).
If B = Lrk,loc(Ω
p−1,p−1
X(C) ,R), then Ẑ
p
B(X) and ĈH
p
B(X) are denoted by Ẑ
p
Lr
k
(X) and ĈH
p
Lr
k
(X)
respectively. Note that for x ∈ ĈHpB(X), there are x0 ∈ ĈH
p
(X) and φ ∈ B with x =
x0 + a(φ).
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From now, we assume that X is regular. We would like to construct a pairing
ĈH
p
Lr
1
(X)⊗ ĈHqLr′
1
(X)→ ĈHp+qD (X)Q,(3.1.1)
where 1/r + 1/r′ = 1. Roughly speaking, for (Z1, g1) ∈ ẐpLr
1
(X) and (Z2, g2) ∈ Ẑq
Lr
′
1
(X),
(Z1, g1) · (Z2, g2) is defined by (Z1 · Z2, g1 ∗ g2) if Z1 and Z2 intersect properly.
To define it exactly, for x ∈ ĈHpLr
1
(X) and y ∈ ĈHqLr′
1
(X), we choose x0 ∈ ĈH
p
(X),
y0 ∈ ĈH
q
(Y ), φ ∈ Lrk,loc(Ωp−1,p−1X(C) ,R), and ψ ∈ Lr
′
k,loc(Ω
q−1,q−1
X(C) ,R) with x = x0 + a(φ) and
y = y0 + a(ψ). Then, we define x · y to be
x · y = x0 · y0 + a
(
[ω(x0) ∧ ψ] + [φ ∧ ω(y0)]−
√−1
2π
[∂(φ) ∧ ∂¯(ψ)]
)
,
where x0 · y0 is the usual arithmetic intersection. In the same way as in the proof of Propo-
sition 2.1.1, we can see that the above definition does not depend on the choices of x0, y0, φ
and ψ. Moreover, the pairing is commutative by virtue of (ii) of Lemma 1.1.
Here we recall the scalar product
ĈH
p
(X)⊗ ĈHqD(X)→ ĈH
p+q
D (X)Q(3.1.2)
introduced in [10, §2.3]. Let x ∈ ĈHp(X) and y ∈ ĈHqD(X). We choose y0 ∈ ĈH
q
(X) and
T ∈ Dp−1,p−1(X(C)) with y = y0 + a(T ). Then, x · y is defined by
x · y = x · y0 + a(ω(x) ∧ T ).
If y ∈ ĈHqLr
k
(X), then T can be represented by φ ∈ Lrk,loc(Ωq−1,q−1X(C) ,R). Thus, ω(x) ∧ T ∈
Lrk,loc(Ω
p+q−1,p+q−1
X(C) ,R). This observation shows us that (3.1.2) induces
ĈH
p
(X)⊗ ĈHqLr
k
(X)→ ĈHp+qLr
k
(X)Q(3.1.3)
Then, we have the following proposition.
Proposition 3.1.4. Let r and r′ be real numbers with 1 ≤ r, r′ < ∞ and 1/r + 1/r′ = 1.
For x ∈ ĈHp(X), y ∈ ĈHqLr
1
(X), and z ∈ ĈHsLr′
1
(X), x · (y · z) = (x · y) · z.
Proof. We set y = y0 + a(φ) and z = z0 + a(ψ), where y0 ∈ ĈH
q
(X), z0 ∈ ĈH
s
(Y ),
φ ∈ Lrk,loc(Ωq−1,q−1X(C) ,R), and ψ ∈ Lr
′
k,loc(Ω
s−1,s−1
X(C) ,R). Then,
x · (y · z) = x ·
(
y0 · z0 + a
(
[ω(y0) ∧ ψ] + [φ ∧ ω(z0)]−
√−1
2π
[∂(φ) ∧ ∂¯(ψ)]
))
= x · (y0 · z0) + a
(
ω(x) ∧
(
[ω(y0) ∧ ψ] + [φ ∧ ω(z0)]−
√−1
2π
[∂(φ) ∧ ∂¯(ψ)]
))
.
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On the other hand,
(x · y) · z = (x · y0 + a(ω(x) ∧ φ)) · z
= (x · y0) · z0 +
a
(
[ω(x · y0) ∧ ψ] + [ω(x) ∧ φ ∧ ω(z0)]−
√−1
2π
[∂(ω(x) ∧ φ) ∧ ∂¯(ψ)]
)
.
Here ω(x · y0) = ω(x)∧ω(y0) and ∂(ω(x)∧φ) = ω(x)∧∂(φ). Thus, we have our proposition.
✷
3.2. Intersection on singular varieties. Let X be an arithmetic variety. Let E = (E, h)
be a Hermitian vector bundle on X . In [5, Theorem 4], the operator
ĉh(E) : ĈH
∗
(X)→ ĈH∗(X)Q(3.2.1)
is defined. Here we would like to extend the above operator in two ways.
The first one is
ĉh(E) : ĈH
∗
D(X)→ ĈH
∗
D(X)Q.(3.2.2)
This is defined by
ĉh(E) · (x0 + a(T )) = ĉh(E) · x0 + a(ch(E) ∧ T ),
where x0 ∈ ĈH
∗
(X) and T ∈⊕p≥1Dp−1,p−1(X(C)).
To give the second one, let us fix an element φ of
⊕
p≥1L
r
1,loc(Ω
p−1,p−1
X(C) ,R). We define
ĉh(E) + a(φ) : ĈH
∗
Lr
′
1
(X)→ ĈH∗D(X)Q(3.2.3)
as follows, where 1/r + 1/r′ = 1. Let x ∈ ĈH∗Lr′
1
(X). We choose x0 ∈ ĈH
∗
(X) and
ψ ∈⊕p≥1 Lr′1,loc(Ωp−1,p−1X(C) ,R) with x = x0 + a(ψ). Then,
(ĉh(E) + a(φ)) · x = ĉh(E) · x0 + a
(
[ch(E) ∧ ψ] + [φ ∧ ω(x0)]−
√−1
2π
[∂(φ) ∧ ∂¯(ψ)]
)
.
In the same way as in Proposition 3.1.4, using [5, 4 of Theorem 4], we have the following.
Proposition 3.2.4. Let E and F be Hermitian vector bundles on X. Then, we have the
following.
(1) ĉh(E) · (ĉh(F ) · x) = ĉh(E ⊗ F ) · x for x ∈ ĈH∗D(X).
(2) Let r and r′ be real numbers with 1 ≤ r, r′ < ∞ and 1/r + 1/r′ = 1. Then, for any
φ ∈⊕p≥1 Lr1,loc(Ωp−1,p−1X(C) ,R) and x ∈ ĈH∗Lr′1 (X),
ĉh(E) ·
(
(ĉh(F ) + a(φ)) · x
)
=
(
ĉh(E ⊗ F ) + a(ch(E) ∧ φ)
)
· x.
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3.3. Arithmetic B-Cartier divisor. Let X be an arithmetic variety. Let RatX be the
sheaf of rational functions on X . We denote H0(X,Rat×X /O×X) by Div(X). An element of
Div(X) is called a Cartier divisor on X . For a Cartier divisor D on X , we can assign the
divisor [D] ∈ Z1(X) in the natural way. This gives rise to a homomorphism
cX : Div(X)→ Z1(X).
Note that cX is neither injective nor surjective in general. The exact sequence
1→ O×X → Rat×X → Rat×X /O×X → 1
induces to a homomorphism Div(X)→ H1(X,O×X). For a Cartier divisor D on X , the image
of D by the above homomorphism induces a line bundle on X . We denote this line bundle
by OX(D). An arithmetic Cartier divisor on X is a pair (D, g) such that D ∈ Div(X) and
g is a Green function for D(C) on X(C). The set of all arithmetic Cartier divisors on X
is denoted by D̂iv(X), and P̂ic(X) is defined by D̂iv(X)/cˆ−1X (R̂
1(X)), where cˆX is a natural
homomorphism D̂iv(X)→ Ẑ1(X).
Let us fix a class B of degeneration of Green functions on X(C), namely, an abelian group
with C∞(X,R) ⊆ B ⊆ Lr1,loc(X,R). A pair (D, g) is called an arithmetic B-Cartier divisor
on X if D ∈ Div(X) and g is a B-Green function for D(C) on X(C). We denote the set of
all arithmetic B-Cartier divisors on X by D̂ivB(X), and define
P̂icB(X) = D̂ivB(X)/cˆ
−1
X (R̂
1(X)).
Note that if X is regular, then D̂ivB(X) = Ẑ
1
B(X) and P̂icB(X) = ĈH
1
B(X).
If B = Lrk,loc(Ω
p−1,p−1
X(C) ,R), then D̂ivB(X) and P̂icB(X) are denoted by D̂ivLrk(X) and
P̂icLr
k
(X). Moreover, If B = Br(X(C)), then Ẑ1B(X), D̂ivB(X), ĈH
1
B(X), and P̂icB(X)
are denoted by Ẑ1
Br
(X), D̂ivBr(X), ĈH
1
Br
(X), and P̂icBr(X). An element of Ẑ
1
Br
(X) (resp.
D̂ivBr(X)) is called a birational arithmetic divisor (resp. a birational arithmetic Cartier
divisor).
We can easily to see that (3.2.2) and (3.2.3) induce
P̂ic(X)⊗ ĈHpD(X)→ ĈH
p+1
D (X).(3.3.1)
and
P̂icLr
1
(X)⊗ ĈHpLr′
1
(X)→ ĈHp+1D (X)(3.3.2)
respectively, where 1/r + 1/r′ = 1. Note that if D and Z intersect properly, then (3.3.2)
is given by (D, gD) · (Z, gZ) = (D · Z, gD ∗ gZ), where D · Z is defined as follows. Let s be
a rational section of OX(D) with div(s) = D, and Z = a1Z1 + · · · + anZn the irreducible
decomposition as cycles. Then, s|Zi gives rise to a rational section of OZi(D), so that we
define D · Z to be
a1 div(s|Z1) + · · ·+ an div(s|Zn).
In particular, if B ⊆ L21,loc(X,R), then we have a commutative pairing:
P̂icB(X)⊗ P̂icB(X)→ ĈH
2
D(X).(3.3.3)
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Remark 3.3.4. Let x0 ∈ P̂ic(X), y0 ∈ P̂ic(X), φ ∈ Br(X(C)), and ψ ∈ Br(X(C)). Then,
(x0 + a(φ)) · (y0 + a(ψ)) = x0 · y0 + a(ω(x0)ψ + φω(y0) + ddc(φ)ψ).
Indeed, by Proposition 1.2 and (ii) of Lemma 1.1, we have
[∂∂¯(φ)ψ] = −[∂(φ) ∧ ∂¯(ψ)] = −[∂(φ) ∧ ∂¯(ψ)]
modulo Im(∂) + Im(∂¯).
4. Hodge index theorem
Let K be a number field, and OK the ring of integers of K. Let f : X → Spec(OK) be
a projective arithmetic variety with the geometrically irreducible generic fiber. Let H =
(H, k) be an arithmetically ample Hermitian line bundle on X , i.e., (1) H is f -ample, (2)
the Chern form c1(H, k) is positive definite on the infinite fiber X(C), and (3) there is a
positive integer m0 such that, for any integer m ≥ m0, H0(X,Hm) is generated by the set
{s ∈ H0(X,Hm) | ‖s‖sup < 1}. Let us consider the pairing
( · )H : P̂icL21(X)Q × P̂icL21(X)Q → R
given by (x · y)H = d̂eg
(
ĉ1(H, k)
d−1 · (x · y)), where d = dimXK . Further, we have the
homomorphism
degK : P̂icL2
1
(X)Q → Q
given by degK((D, g)) = (DK · c1(HK)d−1).
Theorem 4.1. If x ∈ P̂icL2
1
(X)Q and degK(x) = 0, then (x·x)H ≤ 0. Moreover, the equality
holds if and only if there is y ∈ ĈH1(Spec(OK))Q with x = f ∗(y) in ĈH
1
(X)Q.
Proof. Clearly, we may assume that x ∈ P̂icL2
1
(X). There is x0 ∈ P̂ic(X) such that z(x) =
z(x0) and ω(x0) is harmonic with respect to c1(H, k). Consequently, ω(x0)∧ c1(H, k)d−1 = 0
because degK(x) = 0. Then, we can find φ ∈ L21,loc(X,R) with x = x0 + a(φ). Thus, since
x0 · a(φ) = a(φω(x0)) and a(φ) · a(φ) = a
(
−√−1
2π
∂(φ) ∧ ∂¯(φ)
)
, we have
(x · x)H = (x0 · x0)H + 2(x0 · a(φ))H + (a(φ) · a(φ))H
= (x0 · x0)H −
√−1
4π
∫
X(C)
∂(φ) ∧ ∂¯(φ) ∧ c1(H, k)d−1.
On the other hand, by (ii) of Lemma 1.1,
√−1
∫
X(C)
∂(φ) ∧ ∂¯(φ) ∧ c1(H, k)d−1 ≥ 0.
Thus, (x · x)H ≤ (x0 · x0)H . Moreover, by [15, Theorem 1.1], (x0 · x0)H ≤ 0. Therefore, we
get the first assertion.
Next we assume that the equality holds. Then,
√−1
∫
X(C)
∂(φ) ∧ ∂¯(φ) ∧ c1(H, k)d−1 = 0.
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Thus, by the equality condition of (ii) of Lemma 1.1, there is a function c on X(C) such that
φ = c (a. e.) and c is constant on each connected component of X(C). Therefore,
x = x0 + a(c) ∈ P̂ic(X).
Hence, by [15, Theorem 1.1], then there are (D, g) ∈ D̂iv(X) and a positive integer n such
that nx ∼ (D, g), D is vertical with respect to X → Spec(OK) and g is constant on each
connected component of X(C). Then,
d̂eg
(
ĉ1(H, k)
d−1 · (D, g)2) = ∑
P∈Spec(OK)\{0}
deg(Hd−1P ·D2P ).
Thus, by Zariski’s lemma for integral scheme (cf. Lemma B.1), there is a Q-divisor T on
Spec(OK) with f
∗(T ) = D in Z1(X)Q. Let K(C) be the set of all embeddings of K into
C, and, for each σ ∈ K(C), let Xσ = X ⊗σK C be the base extension in terms of σ. Then,
X(C) =
∐
σXσ is nothing more than the decomposition into connected component. Let
gσ be the value of g on Xσ. Then, (D, g) = f
∗(T, {gσ}σ) in Ẑ1(X)Q. Thus, if we set
y = (1/n)(T, {gσ}σ), then x = f ∗(y) in ĈH
1
(X)Q.
Finally, we assume that there is y ∈ ĈH1(Spec(OK))Q with x = f ∗(y) in ĈH
1
(X)Q. Then,
since P̂ic(X)Q ⊗ P̂ic(X)Q → ĈH
2
(X)Q passes through P̂ic(X)Q ⊗ ĈH
1
(X)Q → ĈH
2
(X)Q,
and the pairing
P̂ic(X)Q ⊗ · · · ⊗ P̂ic(X)Q → ĈH
1
(Spec(OK))Q
is symmetric, we can see
d̂eg
(
ĉ1(H)
d−1 · x2) = d̂eg (ĉ1(H)d−1 · (x · f ∗(y)))
= d̂eg
(
ĉ1(H)
d−1 · (f ∗(y) · x))
= d̂eg
(
ĉ1(H)
d−1 · (f ∗(y) · f ∗(y))) = 0.
Thus, we get all assertions of Theorem 4.1. ✷
Corollary 4.2. Let h ∈ P̂icL2
1
(X)Q with degK(h) > 0 and (h · h)H > 0. If x ∈ P̂icL21(X)Q
and (h ·x)H = 0, then (x ·x)H ≤ 0. Moreover, if (x ·x)H = 0 and f∗(ĉ1(H, k)d−1 · (h ·x)) = 0,
then x = 0 in ĈH
1
(X)Q.
Proof. Let us choose a rational number t with degK(x+ th) = 0. Then, by Theorem 4.1,
0 ≥ (x+ th · x+ th)H = (x · x)H + t2(h · h)H .
Thus, (x · x)H ≤ 0.
Next we assume that (x · x)H = 0 and f∗(ĉ1(H, k)d−1 · (h · x)) = 0. Then, in the above
inequality, we can see that t = 0. Thus, degK(x) = 0 and (x · x)H = 0. Therefore, by
Theorem 4.1, there is y ∈ ĈH1(Spec(OK))Q with x = f ∗(y) in ĈH
1
(X)Q. Then, by virtue of
Proposition A.1,
f∗
(
f ∗(y) · (ĉ1(H, k)d · h)
)
= y · f∗(ĉ1(H, k)d · h) = degK(h)y.
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Thus, using (1) of Proposition 3.2.4, we have
degK(h)y = f∗
(
f ∗(y) · (ĉ1(H, k)d · h)
)
= f∗
(
ĉ1(H, k)
d · (f ∗(y) · h))
= f∗
(
ĉ1(H, k)
d · (h · f ∗(y))) = 0.
Therefore, y = 0. Hence, x = 0 in ĈH
1
(X)Q. ✷
Further, we can give a generalization of [15, Theorem A].
Corollary 4.3. Let us consider a homomorphism
L : ĈH
p
D(X)Q → ĈH
p+1
D (X)Q
given by L(x) = ĉ1(H) · x. By abuse of notation, the composition of homomorphisms
P̂icD(X)Q −→ ĈH
1
D(X)Q
Ld−1−→ ĈHdD(X)Q
is also denoted by Ld−1. Then, we have the following.
(1) Ker
(
Ld−1 : P̂icD(X)Q → ĈH
d
D(X)Q
)
= Ker
(
P̂ic(X)Q → ĈH
1
(X)Q
)
. In particular, if
X is regular, then Ld−1 : ĈH
1
D(X)Q → ĈH
d
D(X)Q is injective.
(2) If x ∈ P̂icL2
1
(X)Q, x 6= 0 in ĈH
1
L2
1
(X)Q, and L
d(x) = 0, then d̂eg(Ld−1(x) · x) < 0.
Proof. First, let us see (2). By virtue of (2) of Proposition 3.2.4,
Ld−1(x) · x = (ĉ1(H)d−1 · x) · x = ĉ1(H)d−1 · x2.
Thus, applying Corollary 4.2 to the case where h = ĉ1(H), we have (2).
Next, let us see (1). It is sufficient to show that if x ∈ P̂icD(X)Q and Ld−1(x) = 0, then
x ∈ P̂ic(X)Q and x = 0 in ĈH
1
(X)Q. Let us choose x0 ∈ P̂ic(X)Q such that z(x) = z(x0)
and ω(x0) is harmonic with respect to c1(H). Then, there is a distribution T on X(C) with
x = x0 + a(T ). Here, z(x) · c1(H)d−1 = z(Ld−1(x)) = 0. Thus, ω(x0) ∧ c1(H)d−1 = 0.
Therefore,
ĉ1(H)
d−1 · x20 = ĉ1(H)d−1 · x20 + a(ω(x0) ∧ c1(H)d−1T )
= ĉ1(H)
d−1 · x0 · x = x0 · Ld−1(x) = 0.
Thus, by virtue of Theorem 4.1, there is y ∈ ĈH1(Spec(OK))Q with x0 = f ∗(y) in ĈH
1
(X)Q.
In particular, ω(x0) = 0. Therefore,
c1(H)
d−1 ∧ ddc(T ) = ω(ĉ1(H)d−1) ∧ ω(x0) + c1(H)d−1 ∧ ddc(T )
= ω(Ld−1(x0) + a(c1(H)d−1T )) = ω(Ld−1(x)) = 0.
This implies that ∆(T ) = 0, where ∆ is the Laplacian with respect to c1(H). Hence, using
the regularity of solutions of the elliptic operator ∆, T is represented by the C∞-function
c which is constant on each connected component of X(C). In particular, x ∈ P̂ic1(X)Q.
Thus, by virtue of (2), we have x = 0 in ĈH
1
(X)Q. ✷
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5. Comparison of intersection numbers via birational morphism
Let µ : Y → X be a birational morphism of projective arithmetic varieties with d =
dimXQ = dimYQ. We assume that X is normal. We set
Picµ(Y )Q = {x ∈ Pic(Y )Q | µ∗(x) ∈ Pic(X)Q}
and
P̂icµ(Y )Q = {x ∈ P̂ic(Y )Q | z(x) ∈ Picµ(Y )Q},
where z : P̂ic(Y )Q → Pic(Y )Q is the homomorphism forgetting Green functions. Then, the
push-forward µ∗ induces the homomorphism
µ∗ : P̂icµ(Y )Q → P̂icBr(X)Q.
Let us fix an arithmetically ample Hermitian line bundle H = (H, k) on X . Here we define
the symmetric bi-linear map
∆µ : P̂icµ(Y )Q × P̂icµ(Y )Q → R
to be
∆µ(x, y) = d̂eg
(
ĉ1(µ
∗(H))d−1 · x · y)− d̂eg (ĉ1(H)d−1 · µ∗(x) · µ∗(y)) .
In this section, we will investigate basic properties of ∆µ (cf. Proposition 5.1 and 5.2) and
give its application (cf. Corollary 5.5).
Here let us introduce the homomorphism δµ : Picµ(Y )Q → Picµ(Y )Q given by
δµ(x) = x− µ∗(µ∗(x)).
By abuse of notation, the composition
δµ · z : P̂icµ(Y )Q z−→ Picµ(Y )Q δµ−→ Picµ(Y )Q
is also denoted by δµ. First, let us consider the following proposition.
Proposition 5.1. If δµ(x) = δµ(x
′) and δµ(y) = δµ(y′) for x, x′, y, y′ ∈ P̂icµ(Y )Q, then
∆µ(x, y) = ∆µ(x
′, y′).
Proof. First, let us see that if z(x) = z(x′) and z(y) = z(y′) for x, x′, y, y′ ∈ P̂icµ(Y )Q,
then ∆µ(x, y) = ∆µ(x
′, y′). For this purpose, it is sufficient to see that ∆µ(x, a(φ)) = 0 for
all C∞-functions φ on Y (C). First of all,
d̂eg
(
ĉ1(µ
∗(H))d−1 · x · a(φ)) = 1
2
∫
Y
φω(x) ∧ µ∗(Ωd−1).
On the other hand, we set x = (D, g). Let g′ be a Green function for µ∗(D). If we set
ψ = µ∗(g)−g′, then ψ ∈ Br(X(C)). By the definition of the star product and Remark 3.3.4,
(µ∗(D), µ∗(g)) · (0, µ∗(φ)) = (0, ω(g′)µ∗(φ) + ddc(ψ)µ∗(φ))
= (0, ω(µ∗(g))µ∗(φ)) = (0, µ∗(ω(g)φ)).
Thus, we have
d̂eg
(
ĉ1(H)
d−1 · µ∗(x) · µ∗(a(φ))
)
=
1
2
∫
Y
φω(x) ∧ µ∗(Ωd−1).
20 ATSUSHI MORIWAKI
Hence, ∆µ(x, a(φ)) = 0.
Let us pick up x, y ∈ P̂icµ(Y )Q. In order to see that ∆µ(x, y) depends only on δµ(x) and
δµ(y), by replacing x and y by nx and ny for some positive integer n, we may assume that
x, y ∈ P̂icµ(Y ) and µ∗(x), µ∗(y) ∈ P̂icBr(X). Let (L, hL) and (Q, hQ) be Hermitian line
bundles on Y with ĉ1(L, hL) = x and ĉ1(Q, hQ) = y, and let L
′ and Q′ be line bundles on X
with c1(L
′) = µ∗(z(x)) and c1(Q′) = µ∗(z(y)). Here we can find Cartier divisors Σ1 and Σ2
on Y such that µ∗(L′) ⊗ OY (Σ1) = L, µ∗(Q′) ⊗ OY (Σ2) = Q, and µ∗(Σ1) = µ∗(Σ2) = 0 in
Div(X). Then, δµ(x) = Σ1 and δµ(y) = Σ2. Let hL′ and hQ′ be C
∞-Hermitian metrics of L′
and Q′ respectively. Then, there are C∞-Hermitian metrics e1 and e2 of OY (Σ1) and OY (Σ2)
respectively such that µ∗(L′, hL′)⊗ (OY (Σ1), e1) = (L, hL) and µ∗(Q′, hQ′)⊗ (OY (Σ2), e2) =
(Q, hQ). Therefore, since{
µ∗(x) = ĉ1(L′, hL′) + µ∗(ĉ1(OY (Σ1), e1))
µ∗(y) = ĉ1(Q′, hQ′) + µ∗(ĉ1(OY (Σ2), e2)),
using projection formula (cf. Proposition A.1), we can easily see that
∆µ(x, y) = ∆µ(ĉ1(OY (Σ1), e1), ĉ1(OY (Σ2), e2)).
Thus, combining the first assertion, we have our proposition. ✷
Before starting the next property, we would like to fix a terminology. Let L be a line
bundle on Y , and let Γ be a prime divisor on Y with µ∗(Γ) = 0. We define degµ(L|Γ) to be
degµ(L|Γ) =
{
the degree of L on the generic fiber of Γ→ µ(Γ) if dimΓ− dim µ(Γ) = 1
0 otherwise
Let D1, . . . , Dn be effective Cartier divisors on Y with the following properties.
(1) µ∗(Di) = 0 for all i.
(2) Di and Dj have no common component for all i 6= j.
(3) There are positive integers a1, . . . , an such that if we set D = −
∑n
i=1 aiDi, then
degµ(OY (−D)|Γ) ≥ 0 for all prime divisors Γ in Supp(D).
Note that if −D is µ-nef, then (3) is satisfied.
Here we define the subspace V of D̂iv(X)Q to be
V =
{
(D, g) ∈ D̂iv(X)Q | D =
n∑
i=1
xiDi for some x1, . . . , xn ∈ Q
}
.
Then, we have the following proposition.
Proposition 5.2. ∆µ(x, x
′) ≤ 0 for any x, x′ ∈ V with z(x) = z(x′). In particular, ∆µ is
negative semi-definite on V .
Proof. First of all, note that
d̂eg
(
ĉ1(H)
d−1 · µ∗(D, g) · µ∗(D′, g′)
)
=
1
2
∫
Y
g′ω(D, g)µ∗(Ωd−1)(5.2.1)
because µ∗(D, g) = (0, µ∗(g)), µ∗(D′, g′) = (0, µ∗(g′)) and Remark 3.3.4. Further, in order
to prove our proposition, we may assume a1 = · · · = an = 1 by replacing Di by aiDi.
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Let us choose a Green function gi for each Di. We set ei = (Di, gi) for i = 1, . . . , n, and
V ′ = Qe1 + · · · + Qen. By virtue of Proposition 5.1, if ∆µ(x, x) ≤ 0 for all x ∈ V ′, then
the assertion of our proposition holds. Here let us consider the following claim, which is the
crucial part of the proof of our proposition.
Claim 5.2.2. (i) ∆µ(ei, ej) ≥ 0 for all i 6= j.
(ii) ∆µ(e, ej) ≤ 0 for all j, where e = e1 + · · ·+ en.
To prove the above claim, we need the following lemma.
Lemma 5.3. Let L be a Hermitian line bundle on Y , and Γ a prime divisor on Y with
µ∗(Γ) = 0. Let ν : Γ′ → Γ be a birational morphism of projective integral schemes. We
assume that if Γ is horizontal with respect to Y → Spec(Z), then ν is a generic resolution of
singularities of Γ; otherwise, ν = idΓ. If degµ(L|Γ) ≥ 0, then
d̂eg
(
ĉ1(ν
∗(L)) · ĉ1(ν∗µ∗(H))d−1
) ≥ 0.
(For the definition of generic resolution of singularities, see Appendix A.)
Proof. We set Σ = f(Γ). Let π : Σ′ → Σ be a proper birational morphism of projective
integral schemes. We assume that if Σ is horizontal, then π is a generic resolution of sin-
gularities of Σ; otherwise, π = idΣ. Changing a model of Γ
′, if necessarily, we may assume
that there is a morphism f : Γ′ → Σ′ with π · f = µ · ν.
Γ′
ν−−−→ Y
f
y yµ
Σ′
π−−−→ X
Thus, using projection formula,
d̂eg
(
ĉ1(ν
∗(L)) · ĉ1(ν∗µ∗(H))d−1
)
= d̂eg
(
ĉ1(ν
∗(L)) · ĉ1(f ∗π∗(H))d−1
)
= d̂eg
(
f∗(ĉ1(ν∗(L))) · ĉ1(π∗(H))d−1
)
= degµ(L|Γ)d̂eg
(
ĉ1(π
∗(H))d−1
) ≥ 0.
✷
Let us go back to the proof of Claim 5.2.2. Let Dj = b1Γ1 + · · ·+ bsΓs be the irreducible
decomposition as cycles. For each k, let νk : Γ
′
k → Γk be a proper birational morphism of
projective integral schemes. We assume that if Γk is horizontal with respect to Y → Spec(Z),
then νk is a generic resolution of singularities of Γk. Then, by Lemma A.3,
d̂eg
(
ĉ1(µ
∗H)d−1 · (Di, gi) · (Dj , gj)
)
=
s∑
k=1
bkd̂eg
(
ĉ1(ν
∗
kµ
∗H)d−1 · ν∗k(Di, gi)
)
+
1
2
∫
Y (C)
gjω(gi)µ
∗(Ωd−1),
where Ω = c1(H, k). Thus, combining the above with (5.2.1), we can see that
∆µ(ei, ej) =
s∑
k=1
bkd̂eg
(
ĉ1(ν
∗
kµ
∗H)d−1 · ν∗k(Di, gi)
)
.
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Here, since Γk is not a component of Di, degµ(OY (Di)|Γk) ≥ 0 for every k. Therefore, by
Lemma 5.3, we get ∆µ(ei, ej) ≥ 0.
Let h be a Hermitian metric of OY (D) with e = ĉ1(OY (D), h). In the same way as above,
by using Lemma A.3, we can see that
∆µ(e, ej) =
s∑
k=1
bkd̂eg
(
ĉ1(ν
∗
kµ
∗H)d−1 · ĉ1(ν∗k(OY (D), h))
)
.
Here, by our assumption, degµ(OY (−D)|Γk) ≥ 0 for all k. Thus, by Lemma 5.3, ∆µ(e, ej) ≤
0.
Finally, let us see that ∆µ(x, x) ≤ 0 for all x ∈ V ′. We set x = x1e1 + · · · + xnen. It is
easy to see that
∆µ(x, x) =
∑
i
x2i∆µ(ei, e)−
∑
i<j
(xi − xj)2∆µ(ei, ej).
Thus, Claim 5.2.2 implies ∆µ(x, x) ≤ 0. ✷
Corollary 5.4. We assume that X and Y are Q-factorial, i.e., the natural homomorphisms
Div(X)Q → Z1(X)Q and Div(Y )Q → Z1(Y )Q are isomorphisms. Then, ∆µ(x, y) ≤ 0 for any
x, y ∈ ĈH1(Y )Q with δµ(x) = δµ(y). In particular, ∆µ is negative semi-definite on ĈH
1
(Y )Q.
Proof. Let Γ1, . . . ,Γn be all prime divisors on Y contracted by µ. By virtue of Proposi-
tion 5.1 and 5.2, it is sufficient to show that there are positive rational numbers a1, . . . , an
such that −∑ni=1 aiΓi is µ-ample.
Let A be an ample line bundle on Y . Then, there are a positive integerm and a section s of
H0(Y,A⊗m) such that Γi is not a component of div(s) for every i. We setD = µ∗(µ∗(div(s))−
div(s). (Note that µ∗(div(s)) ∈ Div(X)Q.) Then, by our choice of s, D is effective, −D is µ-
ample, and D is contracted by µ. Thus, there are non-negative rational numbers a1, . . . , an
with D =
∑n
i=1 aiΓi. Here we suppose ai = 0 for some i. Let F be the generic fiber of
Γi → µ(Γi). Then, dimF ≥ 1, D|F is effective, and − D|F is ample. This is a contradiction.
Thus, ai > 0 for all i. ✷
Let M be a d-dimensional smooth projective variety over an algebraically closed field, E
a vector bundle bundle of rank 2 on M , and H an ample line bundle on M . It is well known
that if L is a rank 1 saturated subsheaf of E, then
deg(c2(E) · c1(H)d−2) ≥ deg(c1(L) · c1(E/L) · c1(H)d−2).
This is very useful formula to estimate the degree of c2(E). The following is an arithmetic
analogue of the above formula.
Corollary 5.5. Let X be a regular projective arithmetic variety with d = dimXQ, (E, h) a
Hermitian vector bundle of rank 2 on X, and H = (H, k) an arithmetically ample Hermitian
line bundle on X. Let L be a saturated subsheaf of E with rkL = 1, and let Q = (E/L)∗∗. Let
hL and hQ be metrics of L and Q induced by h. Then, hL and hQ are birationally Hermitian
metrics, and
d̂eg
(
ĉ1(H)
d−1 · ĉ2(E, h)
) ≥ d̂eg (ĉ1(H)d−1 · ĉ1(L, hL) · ĉ1(Q, hQ)) .
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Proof. First of all, there is an ideal sheaf I on X such that the image of E → Q is Q⊗ I.
Then, codimSpec(OX/I) ≥ 2. Let pI : XI → X be the blowing-up by the ideal sheaf I, and
ν : Y → XI a generic resolution of singularities of XI . Then, by our construction, there is
an effective Cartier divisor Σ on Y with IOY = OY (−Σ). Then, µ∗(E)→ µ∗(Q)⊗OY (−Σ)
is surjective and its kernel is µ∗(L) ⊗ OY (Σ), where µ = pI · ν : Y → X . Thus, we get an
exact sequence
0→ µ∗(L)⊗OY (Σ)→ µ∗(E)→ µ∗(Q)⊗OY (−Σ)→ 0.
Let h′L and h
′
Q be Hermitian metrics of µ
∗(L) ⊗ OY (Σ) and µ∗(Q) ⊗ OY (−Σ) induced by
µ∗(h) of µ∗(E). Let A = (A, e) be an arithmetically ample Hermitian line bundle on Y .
Then, by [12, Proposition 7.3], for all n > 0,
d̂eg
(
ĉ1(µ
∗(H
⊗n
)⊗A)d−1 · ĉ2(µ∗(E), µ∗(h))
)
≥
d̂eg
(
ĉ1(µ
∗(H
⊗n
)⊗A)d−1 · ĉ1(µ∗(L)⊗OY (Σ), h′L) · ĉ1(µ∗(Q)⊗OY (−Σ), h′Q)
)
.
Taking n→∞ of the above inequality, we have
d̂eg
(
ĉ1(µ
∗(H))d−1 · ĉ2(µ∗(E), µ∗(h))
) ≥
d̂eg
(
ĉ1(µ
∗(H))d−1 · ĉ1(µ∗(L)⊗OY (Σ), h′L) · ĉ1(µ∗(Q)⊗OY (−Σ), h′Q)
)
.
Here, by the projection formula (cf. Proposition A.1),
d̂eg
(
ĉ1(µ
∗(H))d−1 · ĉ2(µ∗(E), µ∗(h))
)
= d̂eg
(
ĉ1(H)
d−1 · ĉ2(E, h)
)
.
Thus, it is sufficient to show that
d̂eg
(
ĉ1(µ
∗(H))d−1 · ĉ1(µ∗(L)⊗OY (Σ), h′L) · ĉ1(µ∗(Q)⊗OY (−Σ), h′Q)
) ≥
d̂eg
(
ĉ1(H)
d−1 · ĉ1(L, hL) · ĉ1(Q, hQ)
)
.
Namely,
∆µ(ĉ1(µ
∗(L)⊗OY (Σ), h′L), ĉ1(µ∗(Q)⊗OY (−Σ), h′Q)) ≥ 0.
Let e be a Hermitian metric of OY (Σ). Then, by Proposition 5.1,
∆µ(ĉ1(µ
∗(L)⊗OY (Σ), h′L), ĉ1(µ∗(Q)⊗OY (−Σ), h′Q)) =
−∆µ(ĉ1(OY (Σ), e), ĉ1(OY (Σ), e)).
Therefore, by Proposition 5.2, it suffices to show that −Σ is µ-nef. This is obvious because
IOXI is µI-ample and OY (−Σ) = ν∗(IOXI ). ✷
6. Bogomolov’s instability for rank 2 bundles
Let K be a number field, and OK the ring of integers of K. Let f : X → Spec(OK) be
a regular projective arithmetic variety with the geometrically irreducible generic fiber and
d = dimXK . Let H = (H, k) be an arithmetically ample Hermitian line bundle on X . Let
( · )H : ĈH
1
Br
(X)Q × ĈH
1
Br
(X)Q → R and degK : ĈH
1
Br
(X)Q → Q
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be homomorphisms given in §4. Here, we set
Ĉ++(X ;H) = {x ∈ ĈH
1
Br
(X)Q | (x · x)H > 0 and degK(x) > 0}
and
Ĉ+(X ;H) = {x ∈ ĈH
1
Br
(X)Q | (x · y)H > 0 for all y ∈ Ĉ++(X ;H)}.
By virtue of the Hodge index theorem (cf. Theorem 4.1), we have the following in the same
way as [13, §1].
Proposition 6.1. Ĉ++(X ;H) ⊂ Ĉ+(X ;H).
Let E = (E, h) be a Hermitian vector bundle of rank 2 on X . Let L be a saturated
subsheaf of E with rkL = 1. Since X is regular and L is reflexive, L is an invertible sheaf.
Let hL be the metric induced by h of E. Then, hL is a birationally Hermitian metric. In
this notation, we have the following theorem.
Theorem 6.2. If d̂eg
(
ĉ1(H)
d−1 · (4ĉ2(E)− ĉ1(E)2)) < 0, there is a saturated rank 1 sub-
sheaf L of E with
2ĉ1(L, hL)− ĉ1(E, h) ∈ Ĉ++(X ;H).
Proof. First of all, by virtue of [14], EK is not µ-semistable with respect to HK . Thus,
there is the destabilizing subsheaf L′ of EK . Using the uniqueness of L
′, in the same way as
[13, Claim 3.2], we can see that L′ is defined over K. Hence, we can find a saturated subsheaf
L of E with LK = L
′. Let Q = (E/L)∗∗, and let hL and hQ be birationally Hermitian metrics
of L and Q induced by h. Then, by Corollary 5.5,
d̂eg
(
ĉ1(H)
d−1 · ĉ2(E, h)
) ≥ d̂eg (ĉ1(H)d−1 · ĉ1(L, hL) · ĉ1(Q, hQ)) .
Therefore, since ĉ1(E, h) = ĉ1(L, hL) + ĉ1(Q, hQ),(
(2ĉ1(L, hL)− ĉ1(E, h))2
)
H
= (ĉ1(E, h)
2)H − 4(ĉ1(L, hL) · ĉ1(Q, hQ))H
≥ d̂eg (ĉ1(H)d−1 · (ĉ1(E)2 − 4ĉ2(E))) > 0.
Thus, we get our theorem. ✷
Let us fix λ ∈ Ĉ+(X ;H). Let E = (E, h) be a Hermitian vector bundle on X of rank
2. E is said to be arithmetically semistable with respect to λ if, for any saturated rank 1
subsheaves L of E,
(ĉ1(L, hL) · λ)H ≤
(ĉ1(E, h) · λ)H
2
.
With notation as above, we have the following corollary.
Corollary 6.3. If E is arithmetically semistable with respect to λ, then,
d̂eg
(
ĉ1(H)
d−1 · (4ĉ2(E)− ĉ1(E)2)) ≥ 0.
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Proof. If d̂eg
(
ĉ1(H)
d−1 · (4ĉ2(E)− ĉ1(E)2)) < 0, then, by Theorem 6.2, there is a satu-
rated subsheaf L of E with
2ĉ1(L, hL)− ĉ1(E, h) ∈ Ĉ++(X ;H).
Thus,
(2ĉ1(L, hL)− ĉ1(E, h) · λ)H > 0.
which contradicts to the semistability of E. ✷
Appendix A. Projection formula for the arithmetic Chern Character
In this section, we will show the following projection formula in a general context.
Proposition A.1. Let X → Y be a proper morphism of arithmetic varieties, E = (E, h) a
Hermitian vector bundle on Y , and z an arithmetic D-cycle on X. Then,
f∗(ĉh(f ∗E) · z) = ĉh(E) · f∗z.
Proof. For the proof of the projection formula above, we need the following two lemmas.
The proof of these lemmas can be found in [10, Proposition 2.4.1 and Proposition 2.4.2].
Here we fix notation. Let Z be a quasi-projective integral scheme over Z. Then, by virtue of
Hironaka’s resolution of singularities [7], there is a proper birational morphism µ : Z ′ → Z of
quasi-projective integral schemes over Z such that Z ′Q is non-singular. The above µ : Z
′ → Z
is called a generic resolution of singularities of Z.
Lemma A.2. Let f : X → Y be a proper morphism of arithmetic varieties. Let (L, h) be a
Hermitian line bundle on Y , and z ∈ ĈHpD(X). Then
f∗(ĉ1(f ∗L, f ∗h) · z) = ĉ1(L, h) · f∗(z).
Lemma A.3. Let X be a arithmetic variety, and L1 = (L1, h1), . . . , Ln = (Ln, hn) be Her-
mitian line bundles on X. Let (Z, g) be an arithmetic D-cycle on X, and Z = a1Z1 +
· · · + arZr the irreducible decomposition as cycles. For each i, let τi : Z ′i → Zi be a proper
birational morphism of quasi-projective integral schemes. We assume that if Zi is horizontal
with respect to X → Spec(Z), then τi is a generic resolution of singularities of Zi. Then, we
have
ĉ1(L1) · · · ĉ1(Ln) · (Z, g) =
r∑
i=1
aiµi∗
(
ĉ1(µ
∗
iL1) · · · ĉ1(µ∗iLn)
)
+ a(c1(L1) ∧ · · · ∧ c1(Ln) ∧ g)
in ĈH
∗
D(X)Q, where µi is the composition of Z
′
i
τi−→ Zi →֒ X for each i.
Let us start the proof of Proposition A.1. We will prove this proposition by induction on
r = rkE. If r = 1, then
ĉh(f ∗E) =
∑
n≥0
1
n!
ĉ1(f
∗E)n and ĉh(E) =
∑
n≥0
1
n!
ĉ1(E)
n.
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Thus, our proposition is a consequence of Lemma A.2. Thus, we may assume that r > 1.
Moreover, if z = (0, T ), then
f∗(ĉh(f ∗E) · z) = f∗(0, ch(f ∗E) ∧ T ) = (0, f∗(f ∗ ch(E) ∧ T ))
= (0, ch(E) ∧ f∗T ) = ĉh(E) · f∗z.
Hence, we may further assume that z is an usual arithmetic cycle, i.e., z ∈ ĈHp(X) for some
p.
Let π : P = Proj(⊕n≥0 Symn(E)) → Y and ν : Q = Proj(⊕n≥0 Symn(f ∗E)) → X be the
projective bundles of E and f ∗E, and let OP (1) and OQ(1) be the tautological line bundles
of P and Q respectively. We set the induced morphisms as following diagram.
X
ν←−−− Q
f
y yg
Y ←−−−
π
P
We give OQ(1) the Hermitian metric induced from ν∗f ∗E. Since ν : Q → X is smooth, we
can consider the pull-back ν∗(z) of z. Here we claim the following.
Claim A.3.2. ν∗(ĉ1(OQ(1))r−1 · ν∗(z)) = z.
Proof. Let (Z, g) be a representative of z. Clearly, we may assume that Z is integral. If Z
is vertical, then our assertion is trivial. So we may assume that Z is horizontal. Let µ : Z ′ →
Z be a generic resolution of singularities of Z. Let ν ′ : T = Proj(⊕n≥0 Symn(µ∗f ∗(E)))→ Z ′
be the projective bundle of µ∗f ∗(E), and OT (1) the tautological line bundle on T . We set
the induced morphism as follows.
T
µ′−−−→ Q
ν′
y yν
Z ′ −−−→
µ
X
Then, µ′ gives rise to a generic resolution of singularities of ν∗(Z). Thus, by virtue of
Lemma A.3,
ĉ1(OQ(1))r−1 · ν∗(z) = µ′∗(ĉ1(OT (1))r−1) + a(c1(OQ(1))r−1 ∧ ν∗(g)).
Here since
ν∗µ′∗(ĉ1(OT (1))r−1) = µ∗ν ′∗(ĉ1(OT (1))r−1) = µ∗([Z ′]) = (Z, 0)
and ν∗(c1(OQ(1))r−1 ∧ ν∗(g)) = g, we can see that
ν∗(ĉ1(OQ(1))r−1 · ν∗(z)) = (Z, 0) + a(g) = (Z, g).
Hence, we get our claim. ✷
Let us go back to the proof of Proposition A.1. We set β = ĉ1(OQ(1))r−1 · ν∗(z). Then,
by the above claim, ν∗(β) = z. Thus, since ν is smooth, using [5, 6 of Theorem 4],
f∗ν∗(ĉh(ν
∗f ∗E) · β) = f∗(ĉh(f ∗E) · z).
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On the other hand, let FP be the kernel of the natural homomorphism π
∗(E)→ OP (1). We
give FP and OP (1) the metrics induced from the metric of π∗E, so that we get an exact
sequence of Hermitian vector bundles:
EQ : 0→ FP → π∗E → OP (1)→ 0.
Then,
ĉh(π∗E) = ĉh(FP ) + ĉh(OP (1))− a(c˜h(EP )),
which implies
ĉh(ν∗f ∗E) = ĉh(g∗π∗E) = ĉh(g∗FP ) + ĉh(g∗OP (1))− a(g∗c˜h(EP )).
Thus, since the rank of FP is less than r and π is smooth, using hypothesis of induction and
[5, 6 of Theorem 4], we have
f∗ν∗(ĉh(ν∗f ∗E) · β) = π∗g∗
(
(ĉh(g∗FP ) + ĉh(g∗OP (1))− a(g∗c˜h(EP ))) · β
)
= π∗
(
(ĉh(FP ) + ĉh(OP (1))− a(c˜h(EP ))) · g∗β
)
= π∗(ĉh(π∗E) · g∗β) = ĉh(E) · π∗g∗β.
Therefore,
f∗(ĉh(f ∗E) · z) = f∗ν∗(ĉh(ν∗f ∗E) · β) = ĉh(E) · f∗z
because π∗g∗β = f∗ν∗β = f∗z. ✷
Appendix B. Zariski’s lemma for integral scheme
Let R be a discrete valuation ring, and f : Y → Spec(R) a flat and projective integral
scheme over R. Let η be the generic point of Spec(R) and o the special point of Spec(R).
We assume that the genetic fiber Yη of f is geometrically reduced and irreducible. Let Yo be
the special fiber of f , i.e., Yo = f
∗(o). Let us consider a paring
Pic(Y )⊗ CHp(Yo)→ CHp+1(Yo)
given by the composition of homomorphisms
Pic(Y )⊗ CHp(Yo)→ Pic(Yo)⊗ CHp(Yo)→ CHp+1(Yo).
We denote by x · z the image of x ⊗ z by the above homomorphism. Let D be a Cartier
divisor on Y , and Z a cycle of codimension p on Yo, i.e., Z ∈ Zp(Yo). We assume that D
and Z intersect properly. Let s be a rational section of OY (D) with div(s) = D, and let
Z = a1Z1 + · · · + arZr be the irreducible decomposition as cycles. Then, since s|Zi is a
rational section of OZi(D), we define D ⊓ Z ∈ Zp+1(Yo) to be
D ⊓ Z = a1 div(s|Zi) + · · ·+ ar div(s|Zr).
Then, the class of D⊓Z is equal to OY (D) · (the class of Z). Moreover, for a Cartier divisor
D on Y , the associated cycle of D is denoted by [D], which is an element of Z1(Y ). Let us
consider the following subgroup Fc(Y ) of Z
0(Yo):
Fc(Y ) = {x ∈ Z0(Yo) | x = [D] for some Cartier divisor D on Y }.
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For a Cartier divisor D on Y with [D] ∈ Fc(Y ), and y ∈ Fc(Y ), D · y depend only on [D].
For, if D′ is a Cartier divisor on Y with [D′] = [D], and E is a Cartier divisor on Y with
y = [E], then, by [3, Theorem 2.4],
D · y = E · [D] = E · [D′] = D′ · y.
Thus, we can define a bi-linear map
q : Fc(Y )× Fc(Y )→ CH1(Yo)
by q([D], y) = D · y. Moreover, [3, Theorem 2.4] says us that q is symmetric, i.e., q(x, y) =
q(y, x) for all x, y ∈ Fc(Y ). Let H be an ample line bundle on Y . Using q and H , we have
a quadratic form QH on Fc(Y ) given by
QH(x, y) = deg(H
d−1 · q(x, y)),
where d = dimYη. Then, we have the following Zariski’s lemma on integral schemes, which
is well known if X is regular.
Lemma B.1 (Zariski’s lemma for integral scheme). (1) QH([Yo], x) = 0 for all x ∈ Fc(Y )Q.
(2) QH(x, x) ≤ 0 for any x ∈ Fc(Y )Q.
(3) QH(x, x) = 0 if and only if x ∈ Q · [Yo].
Proof. (1): This is obvious because OY (Yo) ≃ OY .
(2) and (3): If x ∈ Q · [Yo], then by (1), QH(x, x) = 0. Thus, it is sufficient to prove that
(a) QH(x, x) ≤ 0 for any x ∈ Fc(Y )Q, and that (b) if QH(x, x) = 0, then x ∈ Q · [Yo]. For
this purpose, we may assume that x ∈ Fc(Y ), i.e., x = [D] for some Cartier divisor D on Y .
We prove (a) and (b) by induction on d. If d = 1 and Y is regular, the lemma follows from
the following sublemma.
Sublemma B.1.1. Let V be a finite dimensional vector space over R, and Q a quadratic
form on V . We assume that there are e ∈ V and a basis {e1, . . . , en} with the following
properties:
(i) If we set e = a1e1 + · · ·+ anen, then ai > 0 for all i.
(ii) Q(x, e) ≤ 0 for all x ∈ V .
(iii) Q(ei, ej) ≥ 0 for all i 6= j.
(iv) If we set S = {(i, j) | i 6= j and Q(ei, ej) > 0}, then, for any i 6= j, there is a sequence
i1, . . . , il such that i1 = i, il = j, and (it, it+1) ∈ S for all 1 ≤ t < l.
Then, Q(x, x) ≤ 0 for all x ∈ V . Moreover, if Q(x, x) = 0 for some x 6= 0, then x ∈ Re and
Q(y, e) = 0 for all y ∈ V .
Proof. Replacing ei by aiei, we may assume that a1 = · · · = an = 1. If we set x =
x1e1 + · · ·+ xnen, then, by an easy calculation, we can show
Q(x, x) =
∑
i
x2iQ(ei, e)−
∑
i<j
(xi − xj)2Q(ei, ej).
Thus, we can easily see our assertions. ✷
Let us go back to the proof of Lemma B.1. Let µ : Y ′ → Y be a proper birational morphism
of projective integral schemes over R. We assume that if d ≥ 2, then µ is finite. Here we
INTERSECTION PAIRING FOR ARITHMETIC CYCLES 29
claim that if (a) and (b) hold for Y ′, then they hold for Y . Note that if d = 1, then the
lemma does not involve H . By virtue of projection formula (cf. [3, (c) of Proposition 2.4]),
deg(µ∗(H)d−1 · OY ′(µ∗(D)) · [µ∗(D)]) = deg(Hd−1 · OY (D) · [D]).
Thus, if QH([µ
∗(D)], [µ∗(H)]) ≤ 0, then QH([D], [D]) ≤ 0. Moreover, if there is a rational
number α such that [µ∗(D)] = α[Y ′o ], then [µ
∗(D)] = α[µ∗(Yo)]. Thus, taking the push-
forward µ∗, we can see that [D] = α[Yo] in Z1(Y )Q. Hence, we get our claim.
By the above claim, considering the normalization of Y , we may assume that Y is normal.
Moreover, if d = 1, there is a resolution of singularities µ : Y ′ → Y of Y (cf. [11]). Thus it
holds for d = 1. Hence we may assume d ≥ 2.
Let (Yo)red = Γ1 ∪ · · · ∪ Γl be the irreducible decomposition of (Yo)red and I the defining
ideal of (Yo)red. Since H is ample, there is a positive integer m such that H
⊗m is very
ample and H1(Y,H⊗m⊗ I) = 0. Thus, H0(Y,H⊗m)→ H0((Yo)red, H⊗m|(Yo)red) is surjective.
Here note that codim(Y \ Sing(Y )) ≥ 2 because Y is normal. Hence, there is a section
s0 of H
0(X,H⊗m) such that s0|Γi 6= 0 for every i, and that div(s0|(Yo)red) intersects with
(Γi ∩ Sing(Y ))red and (Γi ∩ Γj)red properly for all i 6= j. Let t be a element of R such that
t is a generator of the maximal ideal of R. Since H0(Y,H⊗m) is a free R-module, there
is a basis {e1, . . . , en} of H0(Y,H⊗m) as R-module. Then, there are c1, . . . , cn ∈ R with
s0 = c1e1 + · · · + cnen. For each a1, . . . , ar of R, let us consider the following element s of
H0(Y,H⊗m);
s = s0 + t(a1e1 + · · ·+ anen) = (c1 + ta1)e1 + · · ·+ (cn + tan)en.
Since #(R) =∞, it is easy to see that the set
{(c1 + ta1, . . . , cn + tan) | a1, . . . , an ∈ R}
is Zariski dense in An(K), where K is the quotient field of R. Thus, we can find a1, . . . , an ∈
R such that div(sη) is geometrically reduced and irreducible divisor on Xη (cf. [9, Theo-
rem 6.10]). Let [div(s)] = S+T be the decomposition as cycles such that S is horizontal and
T is vertical with respect to f . Then, by our choice of s, s|Γi = s0|Γi for all i. Thus, T = 0
and S is integral. Hence, by the proof of [3, Theorem 2.4], we can see that div(s)⊓[D] = D⊓S
in Z2(Y ). Therefore, if we set HS = H|S and DS = D|S, then
deg(Hd−2S · OS(DS) · [DS]) = deg(Hd−2 · OY (D) · (D ⊓ S))
= deg(Hd−2 · OY (D) · (div(s) ⊓ [D]))
= deg(Hd−2 · OY (D) ·H⊗m · [D]))
= m deg(Hd−1 · OY (D) · [D])).
Thus, by hypothesis of induction, QH([D], [D]) ≤ 0.
Further, we assume that QH([D], [D]) = 0. Then, deg(H
d−2
S · OS(DS) · [DS]) = 0. Thus,
by hypothesis of induction, there is a rational number α with D ⊓S = α(Yo ⊓S) in Z2(Y )Q.
We set [D] =
∑
i αiΓi and [Yo] =
∑
i βiΓi as cycles. Moreover, we set
Y 0 = Y \
(
Sing(Y ) ∪
⋃
i 6=j
(Γi ∩ Γj)
)
,
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D0 = D ∩ Y 0, Y 0o = Yo ∩ Y 0, S0 = S ∩ Y 0, and Γ0i = Γi ∩ Y 0 for each i. Then,
D0 ⊓ S0 =
∑
i
αi(Γ
0
i ⊓ S0) and Y 0o ⊓ S0 =
∑
i
βi(Γ
0
i ⊓ S0)
in Z2(Y 0). Thus, ∑
i
αi(Γ
0
i ⊓ S0) =
∑
i
αβi(Γ
0
i ⊓ S0)
in Z2(Y 0)Q. Here H
⊗m is very ample and div(s0|(Yo)red) intersects with (Γi ∩ Sing(Y ))red
and (Γi ∩ Γj)red properly for all i 6= j. Therefore, Γ0i ⊓ S0 6= 0 for all i, and Γ0i ⊓ S0 and
Γ0j ⊓ S0 have no common component for all i 6= j. Thus, we have αi = αβi for all i. Hence
[D] = α[Yo] in Z
1(Y )Q. ✷
References
[1] J.-B. Bost, Potential Theory and Lefschetz Theorems for Arithmetic Surfaces, preprint.
[2] G. Faltings, Calculus on arithmetic surfaces, Ann. of Math., 119 (1984), 387–424.
[3] W. Fulton, Intersection Theory, Ergebnisse der Mathematik und ihrer Grenzgebiete, 3. Folge, Band 2,
(1984), Springer-Verlag.
[4] H. Gillet and C. Soule´, Arithmetic Intersection Theory, Publ. Math. (IHES), 72 (1990), 93–174.
[5] H. Gillet and C. Soule´, An arithmetic Riemann-Roch theorem, Invent. Math., 110 (1992), 473–543.
[6] H. Gillet and C. Soule´, Arithmetic analogs of the standard conjectures, Proceedings of Symposia in
Pure Mathematics, 55-I (1994), 129–140.
[7] H. Hironaka, Resolution of singularities of an algebraic variety over a field of characteristic zero, Ann.
of Math. 79 (1964), 109–326.
[8] P. Hriljac, Heights and Arakelov’s intersection theory, Amer. J. Math., 107 (1985), 23–38.
[9] J.-P. Jouanolou, The´ore`mes de Bertini et Applications, Birkha¨user (1983).
[10] S. Kawaguchi and A. Moriwaki, Inequalities for semistable families of arithmetic varieties, preprint
(alg-geom/9710007).
[11] J. Lipman, Desingularization of two dimensional schemes, Ann. Math., 107 (1978), 151–207.
[12] A. Moriwaki, Inequality of Bogomolov-Gieseker type on arithmetic surfaces, Duke Math. J., 74 (1994),
713–761.
[13] A. Moriwaki, Bogomolov unstability on arithmetic surfaces, Math. Research Letters, 1 (1994), 601–611.
[14] A. Moriwaki, Arithmetic Bogomolov-Gieseker’s inequality, Amer. J. of Math., 117 (1995), 1325–1347.
[15] A. Moriwaki, Hodge index theorem for arithmetic cycles of codimension one, Mathematical Research
Letter, 3 (1996), 173–183.
Department of Mathematics, Faculty of Science, Kyoto University, Kyoto, 606-01, Japan
E-mail address, Atsushi Moriwaki: moriwaki@kusm.kyoto-u.ac.jp
