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COMPACT HERMITIAN SYMMETRIC SPACES, COADJOINT ORBITS,
AND THE DYNAMICAL STABILITY OF THE RICCI FLOW
STUART JAMES HALL, THOMAS MURPHY, AND JAMES WALDRON
Abstract. Using a stability criterion due to Kro¨ncke, we show, providing n 6= 2k, the
Ka¨hler–Einstein metric on the Grassmannian Grk(C
n) of complex k-planes in an n-
dimensional complex vector space is dynamically unstable as a fixed point of the Ricci
flow. This generalises the recent results of Kro¨ncke and Knopf–Sesum on the instability
of the Fubini–Study metric on CPn for n > 1. The key to the proof is using the descrip-
tion of Grassmannians as certain coadjoint orbits of SU(n). We are also able to prove
that Kro¨ncke’s method will not work on any of the other compact, irreducible, Hermitian
symmetric spaces.
1. Introduction
In 2013 Kro¨ncke proved the surprising result that the Fubini–Study Ka¨hler–Einstein metric
on CPn, n > 1, is unstable as a fixed point of the Ricci flow [21]. More precisely he showed
that there are certain conformal (and hence non-Ka¨hler) deformations of the Fubini–Study
metric from which the Ricci flow never returns. This is in stark contrast to the behaviour
of the Ka¨hler–Ricci flow where Tian and Zhu [30] have shown that Ka¨hler–Einstein metrics
are essentially global attractors within their Ka¨hler class. In [20] Knopf and Sesum give an
independent verification of Kro¨ncke’s result.
The behaviour of Ricci flow on manifolds admitting Ka¨hler metrics is a topic of current
interest (for example [14], [15], [18], and [23]). What Kro¨ncke’s result suggests is that
behaviour of the Ricci flow near the space of Ka¨hler metrics is more complicated than
was initially believed. If a Fano manifold M with Hodge number h1,1(M) > 1 admits a
Ka¨hler–Einstein metric then it can be destabilised by a harmonic perturbation within the
Ka¨hler cone. This method can be used to show many known examples of Ka¨hler–Einstein
metrics are unstable. However, as the complex dimension of the Fano manifold grows, there
are numerous examples of Ka¨hler–Einstein manifolds with h1,1(M) = 1. One such class
of Ka¨hler–Einstein manifolds are the compact, irreducible, Hermitian symmetric spaces.
These manifolds were completely classified by E. Cartan into six types; there are four in-
finite families and two exceptional spaces. Each of these spaces admits a Ka¨hler–Einstein
metric unique up to automorphisms of the complex structure; this metric is the symmetric
metric on each manifold. We will henceforth not distinguish between the symmetric space
and its Ka¨hler–Einstein metric.
The main result that we prove in this paper is a generalisation of the CPn result to al-
most all the members of one of the infinite families of Hermitian symmetric space, the
Grassmannians of complex k-planes in an n-dimensional complex vector space which we
denote Grk(C
n).
Theorem A. If k, n ∈ N with 1 < k < n and n 6= 2k, then Grk(Cn) is dynamically
unstable as a fixed point of the Ricci flow.
We cannot say anything about the stability of the spaces Grk(C
2k) apart from the case
when k = 1 as then Gr1(C
2) ∼= CP1 ∼= S2. In this case, the Ka¨hler–Einstein metric is the
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round metric and this is known to be dynamically stable by a result of Hamilton [16] (Chow
later proved that the round metric on S2 is a global attractor for the normalised Ricci flow
starting at any initial metric [7]).
The stability criterion proved by Kro¨ncke is very simple to state (c.f. Theorem 2.6); if
an Einstein metric with Einstein constant 12τ > 0 admits an eigenfunction of the Laplacian,
f say, with eigenvalue − 1τ and the integral over the manifold of f3 does not vanish, then the
metric is dynamically unstable. It is a classical result of Matsushima [22] that, on a Fano
Ka¨hler–Einstein manifold, there is a bijection between Killing fields and the eigenspace
corresponding to − 1τ . Hence Ka¨hler–Einstein manifolds with large symmetry groups are
ideal candidates on which to attempt to use Kro¨ncke’s result to investigate stability.
The methods used in [20] and [21] to show a destabilising eigenfunction exists on CPn use
the generalised Hopf fibration to lift the problem to finding certain U(1)-invariant func-
tions on the sphere S2n+1 ⊂ Cn+1. This paper takes a totally different approach by viewing
the Grassmannians as adjoint orbits of SU(n) and using techniques coming from sym-
plectic geometry (such as the Duistermaat–Heckman formula) to construct eigenfunctions
and make calculations of the relevant integrals. The benefit of this viewpoint is that it is
immediate how to generalise to other manifolds that occur as coadjoint orbits of Lie groups.
We investigate the stability criterion on compact irreducible, Hermitian, symmetric spaces
other than Grassmannians (we give an explicit list of these spaces in Section 2). By an
application of the Chevalley–Shepherd–Todd theorem we are able to prove the following
theorem which effectively means Kro¨ncke’s method will not apply to any other Hermitian
symmetric space.
Theorem B. Let (M,g) be a compact, irreducible, Hermitian symmetric space other than
a Grassmannian Grk(C
n) with n 6= 2k and let g be the canonical Ka¨hler–Einstein metric
normalised to have Einstein constant 12τ . Then any (−
1
τ
)-eigenfunction of the Laplacian,
f , satisfies ∫
M
f3 dVg = 0.
Theorem B shows that new techniques will be needed to investigate the dynamical stability
of most of the compact, irreducible, Hermitian, symmetric spaces. Given the result in
Theorem A, it might still be reasonable to expect the Ka¨hler–Einstein metrics to be unstable
as fixed points of the Ricci flow but as critical points of the ν functional they have a very
high degree of degeneracy.
2. Background
2.1. Stability. Einstein metrics g satisfying Ric(g) = 12τ g for τ ∈ R, evolve via homothetic
scaling under the Ricci flow
∂g
∂t
= −2Ric(g).
It is therefore useful to view Einstein metrics as fixed points of the Ricci flow up to a nor-
malisation of the volume of the metric by homothetic scaling. A natural question is whether
a given Einstein metric is stable as a fixed point in the sense that the Ricci flow starting at
a small perturbation of the metric will return to the original Einstein metric. Perelman [26]
introduced a functional ν(g) which is stationary at shrinking gradient Ricci solitons (every
Einstein metric with τ > 0 is such a soliton) and which is otherwise strictly increasing along
2
the Ricci flow. This allows the stability of an Einstein metric to be investigated by calcu-
lation of the second variation of the ν functional along potentially destabilising directions.
If the entropy increases along a particular direction then the corresponding perturbation
of the Einstein metric will never return under the flow. This process was first carried out
for Einstein metrics by Cao, Hamilton, and Ilmanen [4] and later generalised by Cao and
Zhu [6].
Theorem 2.1 (Cao–Hamilton–Ilmanen [4]). Let (M,g) be an Einstein metric with Einstein
constant 12τ > 0. Let h ∈ s2(TM∗). Then
d2
ds2
ν(g + sh)|s=0 = τ
Vol(M,g)
∫
M
〈N(h), h〉dVg ,
where
N(h) =
1
2
∆h+Rm(h, ·) + div∗div(h) + 1
2
∇2vh − g
2nτVol(M,g)
∫
M
tr(h)dVg , (2.1)
and vh is the unique solution to
∆vh +
vh
2τ
= div(div(h)).
The diffeomorphism and scale invariance of ν(g) means that to check linear stability one
only needs to consider perturbations h ∈ s2(TM∗) satisfying
div(h) = 0 and 〈h, g〉L2 =
∫
M
tr(h)dVg = 0.
In this case, the stability operator N in Equation (2.1) reduces to
N(h) =
1
2
∆h+Rm(h, ·) = 1
2
(∆L +
1
τ
)h,
where ∆L is the Lichnerowicz Laplacian
∆Lh := ∆h+ 2Rm(h, ·) − Ric · h− h ·Ric.
We thus have the following definitions:
Definition 2.2 (Linear stability of Einstein metrics). Let (M,g) be a compact Einstein
manifold satisfying Ric(g) =
1
2τ
g and let −κ be the largest eigenvalue of the Lichnerowicz
Laplacian restricted to the space of divergence-free, g-orthogonal tensors.
(1) If κ >
1
τ
, g is called linearly stable.
(2) If κ =
1
τ
, g is called neutrally linearly stable.
(3) If κ <
1
τ
, g is called linearly unstable.
Definition 2.3 (Dynamical stability of Einstein metrics). Let (Mn, gE) be a compact
Einstein manifold. The metric gE is said to be dynamically stable for the Ricci flow if for
any m ≥ 3 and any Cm-neighbourhood U of gE in the space of sections Γ(s2(TM∗)), there
exists a Cm+2 neighbourhood of gE , V ⊂ U , such that:
(1) for any g0 ∈ V , the volume normalised Ricci flow
∂g
∂t
= −2Ric(g) + 2
n
(∫
M
scal(g)dVg
)
g,
with g(0) = g0 exists for all time,
(2) the metrics g(t) converge modulo diffeomorphism to an Einstein metric in U .
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If the metric gE is not dynamically stable then it is said to be dynamically unstable.
If a metric is linearly unstable, then Sesum [28] showed that it is dynamically unstable.
Similarly (though much more technically difficult to prove), under a mild assumption on
the metric, Sesum proved that linear stability implies dynamical stability. In the case that
the metric is neutrally linearly stable, nothing can be inferred about the dynamical stability.
In general, it is very difficult to analyse the spectrum of the Lichnerowicz Laplacian for an
arbitrary Einstein metric. If the metric has some extra structure then more can be said.
In the case the Einstein metric is Ka¨hler–Einstein then there is the following topological
condition (originally stated in [4] and proved for the more general class of Ka¨hler–Ricci
solitons in [13])
Proposition 2.4 (Cao–Hamilton–Ilmanen). Let (M,J, g) be a Ka¨hler–Einstein metric. If
the Hodge number h1,1(M) > 1 then g is linearly unstable.
This proposition can be seen as generalising the fact that any product of Einstein metrics
with fixed Einstein constant 12τ is unstable under the Ricci flow. The product of any two
Ka¨hler–Einstein metrics always has h1,1(M) > 1.
In [5], Cao and He made a complete study of the stability of the simply-connected, com-
pact, irreducible, symmetric spaces. The spaces where the metric is Ka¨hler–Einstein can
be written in the form M = G/H where G is a connected compact simple Lie group and
H is the isotropy subgroup. We note that the identity component of the isometry group
Iso0 = G and so the Lie algebra of Killing fields k = Lie(Iso0) is isomorphic to the Lie
algebra g. All the manifolds in the following theorem have h1,1(M) = 1.
Theorem 2.5 (Cao–He, c.f. Theorem 4.3 in [5]). The linear stability of the irreducible
compact Hermitian symmetric spaces M = G/H is as follows:
(1) M is linearly unstable if:
• M is the space of compatible complex structures on Hn,
M = Sp(n)/U(n),
for n > 1.
(2) M is neutrally linearly stable if:
• M is a complex Grassmannian Grk(Cn),
M = SU(n)/S(U(k) × U(n− k)),
where n > 2 and 0 < k < n,
• M is a complex hyperquadric Qn,
M = SO(n+ 2)/(SO(n)× SO(2)),
where n ≥ 4,
• M is a space of orthogonal almost complex structures on R2n,
M = SO(2n)/U(n),
for n > 2,
• M is one of the exceptional spaces,
M = E6/(SO(10) × SO(2)),
or
M = E7/(E6 × SO(2)).
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(3) If M is the sphere S2 ∼= Gr1(C2) ∼= SO(4)
U(2)
then M is dynamically stable and so
linearly stable.
Missing from this list (as it is not irreducible) is the hyperquadric
Q2 =
SO(4)
SO(2) × SO(2)
∼= CP1 ×CP1.
It is unstable as it is a product. The hyperquadric Q3 ∼= Sp(2)
U(2)
has h1,1 = 1 but is never-
theless linearly unstable by a result of Gasqui and Goldschmidt [11].
What the Cao–He result shows is that most of the Hermitian symmetric spaces are neu-
trally linearly stable. In particular, the complex projective spaces CPn = Gr1(C
n+1) with
n > 1 are all neutrally linearly stable.
On any Einstein manifold (M,g) with Einstein constant 12τ , if there is an eigenfunction
f satisfying ∆f = − 1τ f then we define the tensor
hf := (∆f)g −Hess(f) + f
2τ
g.
It can be shown ([4], [5]) that hf is divergence free, L
2-orthogonal to g and satisfies
∆Lhf = −1
τ
hf .
In 2013 Kro¨ncke proved the following stability criterion by computing the third variation
of the ν functional.
Theorem 2.6 (Kro¨ncke, Theorem 1.7 in [21]). Let (M,g) be an Einstein metric with
Einstein constant 12τ and let f be an eigenfunction of the Laplacian with eigenvalue − 1τ . If
the integral ∫
M
f3dVg 6= 0, (2.2)
then g is dynamically unstable as a fixed point of the Ricci flow and is destabilised by the
tensor hf .
Kro¨ncke then constructed a eigenfunction satisfying the condition (2.2) for the spaces CPn
with n > 1 and proved:
Corollary 2.7. The Fubini–Study metrics on CPn, n > 1 are dynamically unstable as fixed
points of the Ricci flow.
This result was somewhat unexpected as a long-standing conjecture in the field had included
CP2 on the list of stable, four-dimensional geometries for the Ricci flow. Theorem A can
be seen as a generalisation of the CPn results of Kro¨ncke and Knopf–Sesum; however, as
mentioned in the introduction, our construction of eigenfunctions and method of evaluating
the integral is totally different to the methods used in [20] and [21].
2.2. Geometry of coadjoint orbits. In this section G is a compact, semisimple Lie
group. Hence the Killing form 〈·, ·〉 is non-degenerate and so the adjoint representation of
G is Euclidean. We can also use the Killing form (or any AdG -invariant inner product) to
identify g and g∗. The coadjoint action of G on g∗ is defined by
Ad∗g(ξ)(X) := ξ(Adg−1(X))
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for g ∈ G, ξ ∈ g∗ and X ∈ g. If ξ(·) = 〈·, x〉 then Ad∗g(ξ)(·) = 〈·,Adg(x)〉 and we have a
straightforward identification of coadjoint and adjoint orbits via the Killing form.
For ξ ∈ g we consider the orbit Oξ of ξ under the adjoint action of G. Denote by H
stabiliser of ξ and let h ⊂ g be its Lie algebra. Then g = h⊕ m where m can be identified
with the tangent space to Oξ at ξ. The subalgebra h is the kernel of the map ad(ξ) : g→ g
and thus m is the image.
We let T be a maximal torus of G and take t = Lie(T ) to be its Lie algebra. The Weyl
group W = NG(T )/T where NG(T ) is the normaliser of T in G. A classical theorem (see
for example Bott [3]) yields:
(1) Oξ ∩ t 6= ∅,
(2) Oξ ∩ t is a W -orbit.
This means we lose nothing by taking the element representing the orbit ξ ∈ t.
The orbits have the structure of a complex manifold. Decomposing the complexified Lie
algebra g⊗ C we get
g⊗ C = tC ⊕
⊕
α: 〈α,ξ〉=0
Rα ⊕A⊕ A¯
where α ∈ tC are the roots of G, Rα is the root space of α, and A is the span of the root
spaces satisfying
[ξ, rα] = i〈α, ξ〉rα, with 〈α, ξ〉 > 0 for all rα ∈ Rα.
One can identify mC ∼= A ⊕ A¯ and show that A and tC ⊕ A are Lie subalgebras of g ⊗ C.
By defining m(1,0) = A we get a G-invariant complex structure on Oξ.
The Kirillov–Kostant–Souriau symplectic form is defined as
ωξ(x, y) = −〈ξ, [x, y]〉,
for x, y ∈ m. This is extended over Oξ using the adjoint action. This form is compatible
with the complex structure and gives the orbit the structure of a Ka¨hler manifold. In the
case when the center of H has dimension 1 (which will be the cases that we wish to consider
in this article), the induced metric is Ka¨hler–Einstein (c.f.[2] Proposition 8.85).
2.3. Properties of the eigenfunctions. We will now show how to construct eigenfunc-
tions for the Laplacian of the Ka¨hler–Einstein metric on Oξ . We begin by recalling a the-
orem of Matsushima [22] which says that for any Fano Ka¨hler–Einstein manifold (M,g, J)
there is an isomorphism between the (−1/τ)-eigenspace, E(−1/τ), and the Lie algebra of
Killing vector fields k given by
φ→ −J∇φ,
where J is the complex structure.
All compact Riemannian symmetric spaces can be constructed in the form M = Iso/Isop
where Iso is the isometry group of (M,g) and Isop is the isotropy group of isometries fixing
a point. For the spaces G/H in Theorem 2.5 we have
g ∼= Lie(Iso) ∼= k.
This map can be realised by the assignment
η → d
dt
∣∣∣∣
t=0
Adexp(tη)(Z) = [η, Z],
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for η ∈ g and Z ∈ Oξ.
Another isomorphism between the Lie algebra g and E(−1/τ) is given by the following
map ̺ : g→ E(−1/τ)
̺(η) = fη(Z) := 〈η, Z〉 − 1
Vol(Oξ)
∫
Oξ
〈η, p〉 ωn(p), (2.3)
where η ∈ g. The following lemma is standard but we include a short proof as it does not
appear in the literature in this form.
Lemma 2.8. If the Ka¨hler–Einstein metric on Oξ has Einstein constant 12τ , then the
functions fη defined in Equation (2.3), satisfy
∆fη = −1
τ
fη.
Proof. Let X ∈ m and consider
F (t) = fη(Adexp(tX)ξ) = 〈η,Adexp(tX)ξ〉 = 〈Adexp(−tX)η, ξ〉.
Taking derivatives we see
dF
dt
∣∣∣
t=0
= −〈ξ, [X, η]〉 = −ω(X, η) = g(X,Jη).
Hence ∇fη = Jη (here we identify η with the Killing field it generates on Oξ). As η is a
holomorphic Killing field we invoke Matsushima’s theorem which says the map
φ→ ∇φ,
is an isomorphism between the eigenspace E−1/τ and Jk where k is the space of Killing
fields. Hence, as fη has mean value zero by construction, we see fη is an eigenfunction of
the Laplacian with eigenfunction − 1τ . 
An element X ∈ g is said to be regular if its centraliser in g is of smallest possible dimension.
The regular elements of t we will denote by treg. The following lemma will be vital in our
analysis.
Lemma 2.9 (Bott [3]). Let D ∈ t be regular. Then the function fD defined by Equation
(2.3) satisfy:
(1) The critical points of fD are non-degenerate and of even index.
(2) The critical points arise as the orbit of ξ ∈ t under the action of Weyl group W .
We remark that fD is a Hamiltonian function for the action on Oξ generated by D. If Λ ⊂ t
is the weight lattice, then choosing D ∈ Λ⊗Z Q will generate an S1-action. We denote the
set of elements in t that generate closed orbits by tc. The set treg ∩ tc is dense in t (with
respect to the Euclidean topology). It turns out that the eigenfunctions fD generated by
D ∈ treg ∩ tc are the only ones that one needs to check the stability condition (2.2) on.
Proposition 2.10. Let G/H = Oξ be one of the symmetric spaces in Theorem 2.5 and let
T be a maximal torus in G with Lie algebra t. Suppose that there exists f ∈ E−(1/τ) such
that ∫
Oξ
f3ωn 6= 0,
then there exists D ∈ treg ∩ tc such that∫
Oξ
f3D ω
n 6= 0.
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Proof. As the map ̺ : g→ E−1/τ given by ̺(X) = fX is an isomorphism, there must exist
η ∈ g such that f = fη. As remarked in Section 2.2, given a fixed maximal torus T with Lie
algebra t, any element of g is in the adjoint orbit of some element in t. If D = Adg(η) ∈ t
for some g ∈ G then, by the Ad-invariance of the inner product,
fη(Z) = 〈η, Z〉 = 〈Adg−1(D), Z〉 = 〈D,Adg(Z)〉 = fD(Adg(Z)).
In other words, fη = Ad
∗
gfD. Note as Adg : Oξ → Oξ is an orientation-preserving diffeo-
morphism ∫
Oξ
f3ηω
n =
∫
Oξ
(Ad∗gfD)
3 ωn =
∫
Oξ
(Ad∗gfD)
3(Ad∗gω)
n =
∫
Oξ
f3D ω
n,
where the penultimate equality holds because Ad∗gω = ω as Adg is an isometry. Finally we
see we can take D ∈ treg ∩ tc as this set is dense in t. 
2.4. Computing integrals. We will need to be able to compute integrals of powers of f
over the orbit. This is achieved by the famous Duistermaat–Heckman formula [9] (see [24]
for the form we are using). On a symplectic manifold (M2n, ω) with a Hamiltonian circle
action that has an associated Hamiltonian function ϕ with non-degenerate critical points,
the Duistermaat–Heckman formula is∫
M
e−tϕ(p)ωn(p) =
n!
tn
∑
q critical
e−tϕ(q)
̟(q)
,
where the ̟(q) is the product of the weights of the circle action that is induced on the
tangent space at each fixed point q.
The holomorphic tangent space at a critical point q is identified with the span of the
root spaces Rα satisfying 〈q, α〉 > 0, we will denote this set P (q). The derivative of
rα → adexp(tD)rα at t = 0 is 〈α,D〉rα. Hence the weight at each fixed point q ∈ t is
given by
̟(q) =
∏
α∈P (q)
〈α,D〉.
Proposition 2.11. Let D ∈ treg ∩ tc and let fD(Z) = 〈Z,D〉. Then∫
Oξ
e−tf(p)ωn(p) =
n!
tn
∑
w∈W/stab(ξ)
e−tf(w·ξ)∏
α∈P (w·ξ)〈α,D〉
, (2.4)
where n is the complex dimension of the orbit Oξ.
Proof. We simply apply the Duistermaat–Heckman formula to the function fD which is
the Hamiltonian for the circle action generated by D ∈ treg ∩ tc. As the element D is
regular, Lemma 2.9, says the critical points are non-degenerate precisely the orbit of ξ
under the action of the Weyl group W . The value of the weights follows from the previous
discussion. 
Formulae similar to (2.4) occur in the theory of the orbit method developed by Kirillov
[19]. In this theory integrals over certain coadjoint orbits correspond to the characters of
the representation corresponding to the orbit. Similar expressions also appear elsewhere
in the literature, for example in the papers of Berline and Vergne [1], Paradan [25], and
Rossman [27].
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3. The proof of Theorem B
The proof of Theorem B is based on the classification of certain invariant polynomial
algebras. If we let G be one of the compact simple Lie groups appearing as the larger group
in Theorem 2.5, then we denote by R[g]G the graded algebra of G-invariant polynomials
functions on g. If T is a maximal torus of G with Lie algebra t and Weyl groupW , then the
Chevalley restriction theorem (see for example Section 23 in [17]) yields an isomorphism
r : R[g]G → R[t]W where r(P ) is simply restriction of a polynomial P ∈ R[g]G to t. By
the Chevalley–Shephard–Todd theorem and the Shephard–Todd classification of complex
reflection groups, see [8] and [29], the algebra R[t]W is a polynomial algebra, with generators
of well defined degrees. We list them in the following table with the groups in brackets
having Lie algebra with the corresponding root system:
Root system Degree of generators in R[t]W
An (SU(n + 1)) 2, 3, . . . , n+ 1
Bn (SO(2n + 1)) 2, 4, . . . , 2n
Cn (Sp(n)) 2, 4, . . . , 2n
Dn (SO(2n)) 2, 4, . . . , 2(n − 1);n
E6 2, 5, 6, 8, 9, 12
E7 2, 6, 8, 10, 12, 14, 18
The following lemma shows that the stability integral (2.2) can be thought of as an element
of R[g]G.
Lemma 3.1. Let Ik : g→ R be defined by
Ik(η) =
∫
Oξ
fkη (p)ω
n(p).
Then Ik is a (possibly trivial) AdG-invariant, homogenous, degree−k polynomial.
Proof. The AdG-invariance comes from the AdG-invariance of the Ka¨hler form ω. The
proof that the function is a homogenous, degree-k polynomial is straightforward if one
picks a basis of g and then calculates in coordinates. 
We now give the proof of Theorem B for all the cases other than the Grassmannians
Grk(C
2k). The fact that the integral 2.2 vanishes on these spaces is a consequence of the
calculation in section 5, specifically Equation (5.2).
Proof. We note by Proposition 2.10, we might as well assume that a destabilising eigen-
function is of the form fD for D ∈ treg ∩ tc. If the symmetric space is not a Grassmanian
then it is of the form G/H with G being one of the groups Bn,Dn, E6 or E7. Lemma 3.1
shows that I3 is a degree 3, homogenous G-invariant polynomial and so by the Chevalley
restriction theorem yields a degree 3 element of R[t]W . However, the above table shows this
function must vanish unlessG = D3 = SO(6) = A3. One can show that SO(6)/U(3) ∼= CP3
and Q4 ∼= Gr(2, 4) and so the stability of these spaces follows from the type An considera-
tion 
We also note that this method of proof also shows that the functions defined by 〈η, Z〉 for
η ∈ g and Z ∈ Oξ are automatically eigenfunctions; there is no need for the projection to
the set of functions with mean value 0. This follows as there are no non-zero homogeneous,
degree 1 polynomials that are invariant under the Weyl groups of the compact connected
Lie groups we are considering in this article.
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4. Combinatorial properties of certain determinants
In order to prove Theorem A we first need to collect some results on the power series of
certain matrices that will appear after the manipulation of the righthand side of Equation
(2.4). For m1,m2, . . . ,mn ∈ R and 0 < k ≤ [n/2] we consider the matrix valued function
M : R→ Matn×nR given by
M(t) =


e−m1t e−m2t . . . e−mnt
e−m1tm1 e
−m2tm2 . . . e
−mntmn
...
...
...
...
e−m1tmk−11 e
−m2tmk−12 . . . e
−mntmk−1n
1 1 . . . 1
m1 m2 . . . mn
...
...
...
...
mn−k−11 m
n−k−1
2 . . . m
n−k−1
n


. (4.1)
We will be interested in computing the derivatives of det(M(t)) when t = 0; it is therefore
useful to think of det(M(t)) as the sum of various products of k functions. To compute
the pth derivative we can use the formula
dp
dtp
det(M(t)) =
∑
d1+d2+···+dk=p
(
p!
d1!d2! . . . dk!
)
det(M(R(d1)1 , R(d2)2 , . . . , R(dk)k )),
where di ∈ N∪{0} andM(R(d1)1 , R(d2)2 , . . . , R(dk)k ) is the matrix formed by taking di deriva-
tives of the ith row.
It is clear that, evaluating at t = 0, this formula is going to require the calculation of
determinants of matrices of the form
A =


me11 m
e1
2 . . . m
e1
n
me21 m
e2
2 . . . m
e2
n
...
...
...
...
mek1 m
ek
2 . . . m
ek
n
mn−k−11 m
n−k−1
2 . . . m
n−k−1
n
mn−k−21 m
n−k−2
2 . . . m
n−k−2
n
...
...
...
...
m1 m2 . . . mn
1 1 . . . 1


,
for exponents e1, e2, . . . , ek ∈ N. In fact, a matrix of the form A that gives a non-zero
determinant can be written (after possibly reordering rows) in the form
Aij = m
λi+n−i
j , (4.2)
for some vector λ = (λ1, λ2, . . . , λn) ∈ Zn≥0 with λi ≥ λi+1. Such determinants are all
multiples of the Vandermonde determinant V given by
V = |mn−ij | =
∏
1≤i<j≤n
(mi −mj),
which is the determinant of the λ = (0, 0, . . . , 0) case of Equation (4.2). This leads to the
definition of the Schur polynomials.
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Definition 4.1 (Schur polynomial). Given λ = (λ1, λ2, . . . , λn) ∈ Zn≥0 with λi ≥ λi+1 the
Schur polynomial Sλ is given by
Sλ(m1,m2, . . . ,mn) =
|mλi+n−ij |
V
.
The Schur polynomial Sλ is a homogeneous, Symn-invariant multinomial of degree
∑i=n
i=1 λi.
It is straightforward to write a short list of these in degrees 0 to 3:
S(0,0,...,0) = 1,
S(1,0,...,0) = m1 +m2 + · · · +mn,
S(2,0,...,0) =
i=n∑
i=1
m2i +
∑
1≤i<j≤n
mimj,
S(1,1,0,...,0) =
∑
1≤i<j≤n
mimj,
S(3,0,0,...,0) =
i=n∑
i=1
m3i +
∑
1≤i 6=j≤n
mim
2
j +
∑
1≤i<j<l≤n
mimjml,
S(2,1,0,...,0) =
∑
1≤i 6=j≤n
mim
2
j + 2
∑
1≤i<j<l≤n
mimjml,
S(1,1,1,0,...,0) =
∑
1≤i<j<l≤n
mimjml.
In order to keep track of signs we introduce the following function σ : Z → {0, 1} defined
by
σ(N) =
{
0 if N ≡ 0, 1 (mod 4),
1 if N ≡ 2, 3 (mod 4).
Lemma 4.2. Let k, n, and M(t) be as in Equation (4.1) and let V be the Vandemonde
determinant. Then the power series expansion about 0 of det(M(t)) begins
det(M(t)) = εk,nV
(k(n− k))!c0t
k(n−k) + . . . ,
where
εk,n = (−1)k(n−k)+σ(k)+σ(n−k),
and
c0 = (k(n − k))!
i=k∏
i=1
(i− 1)!
(n− k + i− 1)! . (4.3)
Proof. In order to get a non-zero determinant when t = 0, we need the first k rows to yield
the powers mn−kj ,m
n−k+1
j , . . . ,m
n−1
j . Given that there are existing powers m
0
i ,m
1
i , . . . m
k−1
i
we require
j=n−1∑
j=n−k
j −
j=k−1∑
j=0
=
k(2n− k − 1)
2
− k(k − 1)
2
= k(n− k),
derivatives. The (k(n− k))th derivative of det(M(t)) evaluated at t = 0 is then some mul-
tiple of the Vandemonde determinant V .
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For 1 ≤ i ≤ k let li = (n− k) + k − i = n− i. For each σ ∈ Symk, let the number of
derivatives of the σ(i)th line be given by
(li − σ(i) + 1).
(Hence the power of m contributed by the σ(i)th row is li). Using the multinomial version
of the Leibniz rule and weighting the resulting matrix by the sign of the permutation
σ (needed to reorder the rows so the powers of mi run from 1 to n − 1) we obtain the
(k(n − k))th derivative of det(M(t)) at t = 0 is given by
εk,nV

 ∑
σ∈Symk
sgn(σ)
[k(n− k)]!
(l1 − σ(1) + 1)!(l2 − σ(2) + 1)! . . . (lk − σ(k) + 1)!

 .
The result now follows from the discussion in [10] where the quantity inside the brackets
is shown to compute the number of standard Young tableau of row structure
(n − k, n − k, . . . , n− k) ∈ Nk.
The formula for c0 can be computed by the famous Hook Length formula (see Section 4.1
in [10]). This gives the result. 
The formula for c0 (up to factors of π) recovers the volume of Grk(C
n) as first computed
by Schubert [12]. We will see that c0 is essentially the first term in the expansion of the
Duistermaat–Heckman integral (2.4) which indeed should be the volume of the manifold
computed with respect to the symplectic form.
In order to compute the stability integral (2.2), we will require the coefficient of tk(n−k)+3
in the power series expansion about 0 of det(M(t)). After factoring out V , this coefficient
will be a combination of the Schur polynomials S(3,0,...,0), S(2,1,0...,0), and S(1,1,1,0...,0). The
coefficient of each polynomial can be computed in terms constant c0 given by Equation
(4.3).
Lemma 4.3. Let
c3
(k(n − k) + 3)! be the coefficient of t
k(n−k)+3 in the power series expan-
sion about 0 of det(M(t)) and let εk,n be as in Lemma 4.2. Then
c3 = εk,nV (c(3,0,0)S(3,0,...,0) + c(2,1,0)S(2,1,0...,0) + c(1,1,1)S(1,1,1,0...,0)),
where
c(3,0,0) =
[k(n − k) + 1][k(n − k) + 2][k(n − k) + 3]
6
k(k + 1)(k + 2)
n(n+ 1)(n + 2)
c0, (4.4)
c(2,1,0) =
[k(n − k) + 1][k(n − k) + 2][k(n − k) + 3]
3
(k − 1)k(k + 1)
(n− 1)n(n+ 1)c0, (4.5)
c(1,1,1) =
[k(n − k) + 1][k(n − k) + 2][k(n − k) + 3]
6
(k − 2)(k − 1)k
(n − 2)(n − 1)nc0. (4.6)
Proof. Let χ1 = (3, 0, . . . , 0), χ2 = (2, 1, 0, . . . , 0), and χ3 = (1, 1, 1, 0, . . . , 0) ∈ Zk. For i = 1, 2
or 3, let υ = (n− k, n− k, . . . , n− k) + χi. Furthermore, for j = 1, 2, . . . , k let
lj = (υj + k − j).
Let row σ(j) have (lj − σ(j) + 1) derivatives so, as in the proof of Lemma 4.3, the power
of the ms in row σ(j) is lj . For a fixed element σ ∈ Symk, computing the derivative of
det(M(t)) at 0 and after dividing through by V , the distribution of the powers shows we
get (abusing notation slightly) the Schur polynomial Sχi .
Using the multinomial version of the Leibniz rule where we sum only over the distribution
12
of derivatives that yield powers of m running 1, 2, . . . , n+ 2 and weighting the resulting
matrix by the sign of the permutation σ we obtain that this part of the (k(n − k) + 3)rd
derivative of det(M(t))/V at t = 0 (and hence the coefficient of Sχi) is given by
εk,nV

 ∑
σ∈Symk
sgn(σ)
[k(n − k) + 3]!
(l1 − σ(1) + 1)!(l2 − σ(2) + 1)! . . . (lk − σ(k) + 1)!

 .
Again, the discussion in [10] shows that the quantity inside the brackets computes the
number of standard Young tableau of row structure (n − k, n − k, . . . , n − k) + χi. The
result follows from the Hook Length formula. 
5. Proof of Theorem A
The Lie algebra of SU(n), su(n), is identified with trace-free n×n skew-Hermitian matrices.
The rank of SU(n) is n−1 with a maximal torus T being given by diagonal matrices. Hence
the Lie algebra of T , t, can be identified with
Diag(
√−1µ1,
√−1µ2, . . . ,
√−1µn) with
∑
i
µi = 0.
The roots can identified with ej−el for j 6= l where ej is the diagonal matrix with the entry√−1 in the jth coefficient and we are using the inner product 〈X,Y 〉 = tr(X∗Y ) to identify
su(n) and su∗(n). The Weyl group W ∼= Symn acts on T by permuting the elements of the
diagonal and W acts on t permuting the
√−1µi.
The adjoint orbits we consider can be represented by an element ξ ∈ t. We let
ξ = Diag(
√−1µ1, . . . ,
√−1µ1︸ ︷︷ ︸
k entries
,
√−1µ2,
√−1µ2, . . . ,
√−1µ2︸ ︷︷ ︸
n−k entries
)
where µ1 > 0 and kµ1 + (n− k)µ2 = 0. In fact, it will be useful to fix
µ1 =
n− k
n
and µ2 = −k
n
,
so that µ1−µ2 = 1.We get an identification of Oξ with Grk(Cn) by considering the k-plane
generated by the span of the
√−1µ1 eigenspace at each point in the orbit.
The vectorD ∈ t given byD = Diag(2π√−1m1, 2π
√−1m2, . . . , 2π
√−1mn), wheremj ∈ Z,
mj 6= ml for j 6= l, and
∑
jmj = 0, generates a circle action on Oξ. Recall the function
fD : Oξ → R defined by Equation (2.3). By Lemma 2.8, fD is an eigenfunction of the
Laplacian and by Lemma 2.9, the fixed points of the circle action (or equivalently the
critical points of fD) are the orbit of ξ under the Weyl group Symn which are the vectors
consisting of to the nCk possible placements of the µ1s. If we index a fixed point of the
circle action by the k-element set J ⊂ {1, 2, . . . , n} corresponding to this placement and
denoting such a fixed point qJ , then the value of the function fD at this point is
fD(qJ) = 2π

µ1∑
j∈J
mj + µ2
∑
j∈Jc
mj

 .
The set of roots α ∈ ΛR such that 〈α, qJ 〉 > 0 are ej1−ej2 where j1 ∈ J and j2 ∈ Jc. Hence
the weight of the induced action on the holomorphic tangent space at qJ is
̟(qJ) =
∏
j∈J, l∈Jc
(mj −ml).
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The Duistermaat–Heckman formula yields∫
Oξ
e−tfD(p)ωn(n−k)(p) =
[k(n− k)]!
tn(n−k)
∑
J⊂{1,2,...,n} : |J |=k
e−(µ1
∑
j∈J mj+µ2
∑
j∈Jc mj)2pit∏
j∈J, l∈Jc(mj −ml)
.
We manipulate this expression by pulling out the Vandemonde factor
V =
∏
1≤j<l≤n
(mj −ml),
yielding
[k(n − k)]!
V tk(n−k)
∑
J⊂{1,2,...,n}: |J |=k
εJe
−(µ1
∑
j∈J mj+µ2
∑
j∈Jc mj)2pit
∏
j<l∈J
(mj −ml)
∏
j<l∈Jc
(mj −ml),
where εJ is the sign of the permutation sending 1, . . . , k to the sequence j1 < j2 < · · · < jk ∈ J
and k + 1, k + 2, . . . n to the elements of Jc.
The sum is the (Laplace) expansion of the determinant of the following matrix
M(t) =


e−µ1m1t e−µ1m2t . . . e−µ1mnt
e−µ1m1tm1 e
−µ1m2tm2 . . . e
−µ1mntmn
...
...
...
...
e−µ1m1tmk−11 e
−µ1m2tmk−12 . . . e
−µ1mntmk−1n
e−µ2m1t e−µ2m2t . . . e−µ2mnt
e−µ2m1tm1 e
−µ2m2tm2 . . . e
−µ2mntmn
...
...
...
...
e−µ2m1tmn−k−11 e
−µ2m2tmn−k−12 . . . e
−µ2mntmn−k−1n


.
Hence, we have∫
Oξ
e−tfD(p)ωk(n−k)(p) =
[k(n− k)]!
V tk(n−k)
det(M(2πt)) = εk,n
[k(n − k)]!
V tk(n−k)
det(M(2πt)), (5.1)
where M(t) is the matrix (4.1) and εk,n is the signed quantity from Lemma 4.2. The final
equality in Equation 5.1 follows as
∑
jmj = 0 and µ1 − µ2 = 1.
We remark again, in order to be able to apply Kro¨ncke’s test we need fD to be a gen-
uine eigenfunction of the Laplacian. This means we must normalise fD so that it has mean
value zero or, equivalently, so that the first derivative of∫
Oξ
e−tfD(p)ωk(n−k)(p)
vanishes when t = 0. The tk(n−k)+1 coefficient of the power series expansion of M(t) is
a multiple of S(1,0,...,0) =
∑
jmj which vanishes and hence fD is an eigenfunction. As
mentioned after the proof of Theorem B in Section 3, the function fD does not really need
normalising as there are no homogenous, degree 1, Symn-invariant polynomials by consid-
ering the An part of the Chevalley–Shephard–Todd theorem.
To prove the theorem we need to show that the third derivative of the integral expan-
sion does not vanish. By Lemma 4.3, the third derivative of the expansion at 0 will be a
combination of the Schur polynomials S(3,0,...,0), S(2,1,0,...,0), and S(1,1,1,0,...,0). This yields
a symmetric, homogeneous degree 3 multinomial in the variables m1,m2, . . . ,mn which
we denote P3(m1, . . . mn). The fact that the c(3,0,0) coefficient in Lemma 4.3 is non-zero
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means that the coefficient of the m3i in P3 (which is c(3,0,0)) is non-zero. Hence the stability
integral (2.2) will not be identically zero if we can show that P3 is not a multiple of S(1,0,...,0).
Using the notation of Lemma 4.3, suppose that
c3 = S(1,0,...,0)(αS(2,0,...,0) + βS(1,1,...,0)),
for some α, β ∈ R. Then by equating coefficients of m3i ,m2imj , and mimjml we obtain
c(3,0,0) = α,
c(3,0,0) + c(2,1,0) = 2α+ β,
c(3,0,0) + 2c(2,1,0) + c(1,1,1) = 3(α + β).
This system is consistent if
c(3,0,0) − c(2,1,0) + c(1,1,1) = 0.
Evaluating using Lemma 4.3 this yields
k(n− k)(2k − n) = 0. (5.2)
Hence we see that the third derivative vanishes identically if and only if n = 2k. The if
part is easy to see in fact as, in the case 2k = n, µ1 = −µ2 and so the determinant of the
matrix M(t) is clearly an even function of t if k is even and an odd function if k is odd.
This finishes the proof of Theorem A and the Grk(C
2k) case of Theorem B.
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