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Resumen: Este art´ıculo presenta un sistema de Bu´squeda de Respuestas basado en
ontolog´ıas, implicacio´n textual y requerimientos de usuario. Se propone una metodo-
log´ıa para la construccio´n de una base de conocimiento de usuario que nos permite
asociar preguntas en lenguaje natural con una representacio´n formal de datos. El
nu´cleo de nuestra estrategia se basa en la implicacio´n textual, la cual permite de-
tectar implicaciones entre preguntas y la base de conocimiento. El sistema ha sido
desarrollado para el espan˜ol y sobre el dominio de cine obteniendo unos resultados
prometedores para su utilizacio´n en entornos reales.
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Abstract: This paper presents an user–centred ontology– and entailment–based
Question Answering system. A methodology is proposed in order to carry out the
construction of the user knowledge database. This knowledge database allows us
to fill the gap between natural language expressions and formal expressions such
as database queries. The core of the system relies on an entailment engine capable
of deducting inferences between queries and the knowledge database. The system
has been developed for Spanish, covering the cinema domain and obtaining very
promising results within real environments.
Keywords: Question Answering, Textual Entailment, Natural Language Interfaces,
Ontology Modelling
1. Introduccio´n
La Bu´squeda de Respuestas (BR) surge
ante la necesidad de recuperar informacio´n
concreta solicitada por usuarios a partir de
preguntas en lenguaje natural. En el caso de
sistemas de BR basados en ontolog´ıas, los da-
tos donde las respuestas deben ser localizadas
poseen una estructura definida en una onto-
log´ıa. Una ontolog´ıa determina una represen-
tacio´n de conceptos y sus relaciones en un
dominio espec´ıfico. Las ontolog´ıas juegan un
papel esencial en la llamada web sema´ntica1,
∗ Esta investigacio´n ha sido parcialmente financiada
bajo los proyectos QALL-ME, dentro del Sexto Pro-
grama Marco de Investigacio´n de la Unio´n Europea
con referencia FP6-IST-033860, y el Gobierno de Es-
pan˜a proyecto CICyT nu´mero TIN2006-15265-C06-
01.
1La Web Sema´ntica es una Web extendida y do-
tada de mayor significado, apoyada en lenguajes uni-
versales, que van a permitir que los usuarios puedan
encontrar respuestas a sus preguntas de forma ma´s
posibilitando el intercambio de conocimiento.
Sin embargo, para la correcta explotacio´n del
conocimiento, se necesitan herramientas que
comuniquen el lenguaje natural utilizado por
los usuarios con la representacio´n lo´gica de
las ontolog´ıas.
Con el objetivo de solucionar esta tarea,
en este art´ıculo presentamos un sistema de
BR basado en ontolog´ıas (el cual denomina-
mos QACID) que se compone de dos nu´cleos
principales: una base de conocimiento genera-
da a partir de pruebas realizadas con usuarios
reales; y un mo´dulo de implicacio´n textual.
Para crear la base de conocimiento, el siste-
ma recoge preguntas de usuarios realizadas
sobre un dominio espec´ıfico. Dichas pregun-
tas son analizadas y agrupadas en funcio´n de
la informacio´n que soliciten. A cada agrupa-
cio´n se le asocia manualmente una sentencia
ra´pida y sencilla gracias a una informacio´n mejor de-
finida.
Procesamiento del lenguaje Natural, nº 41 (2008), pp.  47-54 recibido 7-05-2008; aceptado 16-06-2008
ISSN: 1135-5948 © 2008 Sociedad Española para el procesamiento del Lenguaje Natural
SPARQL2 la cual permite el acceso a la in-
formacio´n requerida por el usuario. Esta base
de conocimiento modela la interaccio´n de los
usuarios con el sistema.
Una vez desarrollado el mo´dulo de im-
plicacio´n textual, las preguntas realizadas al
sistema en lenguaje natural son procesadas
por este mo´dulo, el cual infiere deducciones
sema´nticas entre dichas preguntas y las pre-
guntas agrupadas anteriormente con el obje-
tivo de asociar a una nueva pregunta su sen-
tencia SPARQL correspondiente.
El resto del art´ıculo esta´ estructurado de
la siguiente manera: la seccio´n 2 presenta el
estado de la cuestio´n. La seccio´n 3 muestra
una descripcio´n detallada del sistema. La sec-
cio´n 4 describe la creacio´n de la base de cono-
cimiento del sistema generada a partir de la
interaccio´n con usuarios. A continuacio´n, se
presenta el mo´dulo de implicacio´n textual y la
seccio´n 6 describe la evaluacio´n y resultados
obtenidos. Finalmente, la seccio´n 7 presenta
las conclusiones y trabajos futuros.
2. Estado de la Cuestio´n
Las interfaces en lenguaje natural sobre
bases de datos han sido extensamente es-
tudiadas (Androutsopoulos, 1996; Copesta-
ke y Jones, 1990; Chan y Lim, 2003; Popes-
cu, Etzioni, y Kautz, 2003; Filipe y Mame-
de, 2000; Minock, 2005). Este tipo de herra-
mientas permite a los usuarios formular sus
peticiones sobre bases de conocimiento me-
diante consultas en lenguaje natural. Existen
dos tipos de interfaces en lenguaje natural en
funcio´n de la capacidad de procesar consultas
informales de usuarios:
1. Interfaces en lenguaje natural comple-
tas: son sistemas que procesan pregun-
tas en lenguaje natural sin restricciones.
Nuestra aproximacio´n se enmarca dentro
de esta categor´ıa.
2. Interfaces en lenguaje natural restrin-
gidas: comprenden sistemas que proce-
san preguntas formuladas en un lenguaje
controlado. Los usuarios deben aprender
previamente dicho lenguaje para poder
interrogar la base de conocimiento.
Podemos encontrar un ejemplo t´ıpico
en (Androutsopoulos, Ritchie, y Thanisch,
2SPARQL es un lenguaje esta´ndar de consulta pa-
ra la recuperacio´n de informacio´n desde datos RDF,
(www.w3.org/TR/rdf-sparql-query).
1993), el cual procesa la pregunta en lengua-
je natural, para transformarla en una forma
lo´gica intermedia, que sera´ ma´s tarde trans-
formada en SQL. Otras aproximaciones (Ze-
lle y Mooney, 1996; Thompson y Mooney,
1999; Zhang y Yu, 2001) hacen uso de me´to-
dos de aprendizaje automa´ticos para trans-
formar preguntas informales en representa-
ciones lo´gicas estructuradas. Estos sistemas
son entrenados usando datos de dominios es-
pec´ıficos, proporcionados por Money3, y ob-
tienen unos resultados cercanos al 90%, pe-
ro necesitan una gran cantidad de datos pa-
ra realizar un entrenamiento eficiente. Otros
trabajos (Rodrigo et al., 2005; Kang et al.,
2004) intentan dividir la pregunta en pala-
bras clave y componer una consulta formal
a partir de estas palabras. Finalmente, re-
saltamos dos sistemas (Popescu, Etzioni, y
Kautz, 2003; Wang et al., 2007), los cuales
transforman las preguntas en lenguaje natu-
ral en consultas estructuradas en SPARQL.
El procesamiento de preguntas en lengua-
je natural es normalmente complejo y ambi-
guo. Por esta razo´n, muchos sistemas traba-
jan u´nicamente sobre preguntas formuladas
usando un lenguaje limitado, con restriccio-
nes le´xicas y gramaticales. Sin embargo, ha-
cer uso de estos sistemas conlleva que el usua-
rio aprenda estos lenguajes restringidos y su
sintaxis. El sistema presentado en (Bernstein
et al., 2005) hace uso del “Attempto Con-
trolled English” para formular consultas. Si-
guiendo en esta l´ınea, (Popescu, Etzioni, y
Kautz, 2003) define la nocio´n de consultas
sema´nticamente tratables, intentando saber a
priori los requerimientos de la pregunta para
generar la consulta SQL. Sin embargo, en es-
ta aproximacio´n las preguntas que contienen
palabras desconocidas no son sema´nticamen-
te tratables y no pueden ser procesadas.
Los me´todos basados en patrones son tam-
bie´n usados para resolver tareas relacionadas
con interfaces en lenguaje natural. El siste-
ma (Lopez et al., 2007) procesa las preguntas
y las clasifica en 23 categor´ıas. Si se consi-
gue clasificar la pregunta de entrada en una
de estas 23 categor´ıas, el sistema sera´ capaz
de procesarla correctamente. Sin embargo, la
limitada cobertura de los patrones conlleva
que muchas preguntas no puedan resolverse.
Por contra, aunque QACID esta´ basado tam-
bie´n en el uso de patrones, evita este proble-
3www.cs.utexas.edu/users/ml/nldata.html.
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ma usando un mo´dulo de implicacio´n textual,
que permite obtener relaciones entre patro´n
y pregunta en la mayor´ıa de los casos. Para
finalizar, el sistema (Bernstein y Kaufmann,
2006) ayuda al usuario a construir la consul-
ta evitando la ambigu¨edad por medio de un
motor de bu´squeda en lenguaje natural. Sin
embargo, de nuevo la capacidad de este sis-
tema esta´ limitada por las restricciones del
lenguaje ofrecido.
3. Descripcio´n General
Esta seccio´n presenta nuestro sistema de
BR basado en ontolog´ıas y en la experien-
cia con usuarios reales: QACID (acro´nimo en
ingle´s, Question Answering on CInema Do-
main). La estructura de QACID se sostiene
bajo cuatro componentes principales: la on-
tolog´ıa, los datos estructurados, la base de
conocimiento de usuario y el mo´dulo de im-
plicacio´n textual.
La ontolog´ıa
Un sistema de BR basado en ontolog´ıas
procesa informacio´n formalmente estructura-
da sobre un dominio espec´ıfico determinado
por la ontolog´ıa. En nuestro caso, hemos usa-
do OWL4 para disen˜ar una ontolog´ıa sobre el
dominio tur´ıstico (trabajo realizado bajo el
proyecto de investigacio´n QALL–ME5), sien-
do las clases y relaciones referentes al sub–
dominio Cinema las utilizadas en QACID.
Los datos
La ontolog´ıa ha sido poblada con informa-
cio´n sobre el dominio de cine provista por la
empresa LaNetro6, almacenando los datos en
formato RDF7. Los datos RDF son usados
como base de datos donde las respuestas son
extra´ıdas por medio de consultas SPARQL.
Base de Conocimiento de Usuario
Con el objetivo de conocer las diferentes y
mu´ltiples maneras con las que se pueden so-
licitar informacio´n sobre el dominio Cinema,
decidimos adquirir dicho conocimiento a par-
tir de pruebas realizadas con usuarios reales.
Para esto, se solicito´ a un grupo de perso-
nas que demandaran datos sobre el dominio
4OWL (del ingle´s, Ontology Web Language) es un
lenguaje de marcado para publicar y compartir datos
usando ontolog´ıas, www.w3.org/TR/owl-features/.
5Descrito en qallme.itc.it/ .
6www.lanetro.com.
7RDF (del ingle´s, Resource Description Fra-
mework) es un modelo de metadatos que propone
un me´todo general para el modelado de informacio´n,
/www.w3.org/RDF.
Cinema, generando as´ı un conjunto de pre-
guntas representativas del dominio.
Seguidamente, las preguntas fueron anali-
zadas y agrupadas automa´ticamente en fun-
cio´n de la informacio´n que solicitan, consti-
tuyendo de esta forma agrupaciones de pre-
guntas. A cada agrupacio´n se le asocio´ ma-
nualmente una sentencia SPARQL, la cual
permite el acceso a la informacio´n requerida
por el usuario. Como resultado final se ob-
tuvo un conjunto de pares pregunta–consulta
SPARQL, que forma la base de conocimiento
de usuario del sistema QACID.
Mo´dulo de Implicacio´n Textual
El mo´dulo de implicacio´n textual cons-
tituye el eje principal de nuestra estrategia
de BR. Este mo´dulo implementa te´cnicas de
implicacio´n textual con el objetivo de infe-
rir deducciones sema´nticas entre preguntas
de entrada y las agrupaciones de la base de
conocimiento de usuario previamente obteni-
das. Este proceso permite asociar consultas
SPARQL a las preguntas de entrada y as´ı re-
cuperar las respuestas desde los datos RDF.
En la figura 1 se muestra la arquitectu-
ra general de QACID. Las siguientes subsec-
ciones detallan el proceso completo de BR el
cual se compone de dos fases principales.
P r o c e s a m i e n t o  d e  d a t o s
O n t o l o g í a
   P r o v e e d o r  d e  
         Datos
D a t o s  R D F
           Lex icón  de  
c o n c e p t o s  o n t o l ó g i c o s
A n á l i s i s  d e  l a  P r e g u n t a
E t i q u e t a d o r  d e  E n t i d a d e s
    Aná l i s is
  M o r f o l ó g i c o G e n e r a d o r  d e  P a t r o n e s
E x t r a c c i ó n  d e  l a  
R e s p u e s t a
M o t o r  I m p l i c a c i ó n  T e x t u a l
    P r o c e s a m i e n t o  S P A R Q L
B a s e  d e  C o n o c i m i e n t o  
d e  U s u a r i o
P a t r o n e s  -  S P A R Q L  
Figura 1: Arquitectura del sistema QACID.
3.1. Ana´lisis de la Pregunta
Este mo´dulo se encarga de procesar la pre-
gunta de entrada con el objetivo de obtener
una representacio´n formal de la misma (si-
guiendo el formato de los patrones de la base
de conocimiento de usuario).
Un sistema de búsqueda de respuestas basado en ontologías, implicación textual y entornos reales
49
Las preguntas se analizan morfolo´gica-
mente8 y se detectan y etiquetan las entida-
des de la pregunta. Para realizar su etiqueta-
do, QACID aplica te´cnicas de emparejamien-
to difuso9 entre las palabras que contiene la
pregunta y un lexico´n generado a partir de
los datos almacenados en la ontolog´ıa. Dicho
lexico´n se obtiene automa´ticamente e incluye
las instancias de la ontolog´ıa con sus respecti-
vas clases ontolo´gicas (por ejemplo, “Casino
Royale” ⇔ [MOVIE]; “Alicante” ⇔ [DES-
TINATION]; “Cinesa Panoramis”⇔ [CINE-
MA]).
La salida de este mo´dulo es una pregunta
en lenguaje natural etiquetada con informa-
cio´n morfolo´gica y con conceptos de la onto-
log´ıa (ver tercera fila del cuadro 1).
3.2. Extraccio´n de la Respuesta
La pregunta es procesada por el mo´dulo
de implicacio´n textual con el objetivo de de-
terminar las implicaciones sema´nticas entre
la misma y el conjunto de patrones que con-
tiene la base de conocimiento de usuario. Si
este proceso se realiza con e´xito, se obtiene
una sentencia SPARQL gene´rica (ver la fila
cuarta del cuadro 1) que permite obtener la
respuesta a la pregunta. Seguidamente, antes
de realizar la consulta a los datos RDF, la
sentencia SPARQL se instancia con los datos
originales de la pregunta del usuario. En el
cuadro 1 se muestra un ejemplo del proceso
completo.
Pregunta de entrada
¿Do´nde puedo ver Casino Royale?
Ana´lisis morfolo´gico
¿ [Fia] Do´nde [do´nde PT000000] puedo [poder
VMIP1S0] ver [ver VMN0000] Casino Royale [casino
royale NP00000] ? [Fit]
Etiquetado de conceptos de la ontolog´ıa
¿Do´nde puedo ver [MOVIE]?
SPARQL por Implicacio´n Textual
SELECT DISTINCT ?nameCinema WHERE { ?mo-
vie name [MOVIE]. ?event hasEvent ?movie. ?event
isInSite ?cinema. ?cinema name ?nameCinema }
SPARQL final
SELECT DISTINCT ?nameCinemaWHERE {?movie
name “Casino Royale”.?event hasEvent ?mo-
vie.?event isInSite ?cinema.?cinema name ?nameCine-
ma }
Cuadro 1: Ejemplo de proceso de BR.
Las secciones siguientes explican en deta-
8Para esta tarea utilizamos Freeling toolkit, dispo-
nible en garraf.epsevg.upc.es/freeling/.
9Concretamente secondStrings library, disponible
en secondstring.sourceforge.net.
lle la creacio´n de la base de conocimiento de
usuario y el mo´dulo de implicacio´n textual.
4. Base de Conocimiento de
Usuario
El principal objetivo de la base de conoci-
miento es tener una muestra representativa
de preguntas que reflejen los intereses y
necesidades de los usuarios sobre el dominio.
El proceso de construccio´n de dicha base de
conocimiento incluye tres pasos:
1. Generar un conjunto de preguntas signifi-
cativas de acuerdo al dominio de la ontolog´ıa.
Para esto se seleccionan 50 usuarios de di-
ferente edad, ge´nero y nacionalidad. Se les
muestra la ontolog´ıa junto a una lista de
entidades reales extra´ıdas de nuestros datos
para que generen preguntas sobre cualquier
dato de intere´s. Mediante este proceso se
generaron un total de 500 preguntas.
2. Detectar y etiquetar las entidades que
aparecen en el conjunto de preguntas. Para
esto, se aplica el Anotador de Entidades a las
500 preguntas, reemplazando las entidades
detectadas por su concepto correspondiente
en la ontolog´ıa. Por ejemplo, la pregunta
“¿Do´nde puedo ver Saw 3?” se transforma en
“¿Do´nde puedo ver [MOVIE]?”. Como se ha
mencionado anteriormente, el Anotador de
Entidades esta´ implementado con una te´cni-
ca de emparejamiento difuso de cadenas, de
modo que se intenta emparejar subcadenas
en lenguaje natural libre con entidades en
nuestro lexico´n. Una vez que se completa
el proceso, se eliminan aquellas preguntas
repetidas y obtenemos un conjunto de 348
preguntas diferentes.
3. Las preguntas anotadas se agrupan ma-
nualmente de acuerdo a su equivalencia
sema´ntica. Dos preguntas son sema´nticamen-
te equivalentes cuando ambas solicitan la
misma informacio´n, y ambas contienen los
mismo conceptos ontolo´gicos. Por ejemplo,
las preguntas:
“¿Cua´l es el nu´mero de tele´fono del cine
[CINEMA]?”
“¿Cua´l es el tele´fono de contacto del cine
[CINEMA]?”
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pertenecen al mismo cluster sema´ntico. Se
crean un total de 54 agrupaciones sema´ntica-
mente distintas. Una vez creadas estas agru-
paciones, se asocia una consulta SPARQL a
cada uno, la cual permitira´ obtener la res-
puesta para cualquiera de las preguntas de la
agrupacio´n.
Considerando una agrupacio´n concreta,
disponemos de varias preguntas solicitando la
misma informacio´n, y es muy sencillo extraer
conocimiento sobre la forma de requerir esta
informacio´n. Teniendo en cuenta esto, desa-
rrollamos un recurso llamado caracterizacio´n
de atributos de la ontolog´ıa. Esta caracteri-
zacio´n consiste en saber los diferentes mo-
dos en que los usuarios preguntan sobre un
atributo concreto. Por ejemplo, considerando
las preguntas pertenecientes a la agrupacio´n
que solicita informacio´n sobre el nu´mero de
tele´fono de un cine, encontramos tres modos
distintos que los usuarios han utilizado pa-
ra preguntar sobre este atributo: nu´mero de
tele´fono, nu´mero de contacto y nu´mero te-
lefo´nico. Este conocimiento es muy u´til para
que el modulo de implicacio´n textual detecte
para´frasis entre los atributos que aparecen en
las preguntas.
En resumen, la base de conocimiento
esta´ compuesta por 54 agrupaciones. Cada
una contiene una media de 6.44 preguntas
equivalentes, la consulta SPARQL correspon-
diente y la informacio´n sobre la caracteriza-
cio´n de los atributos de la ontolog´ıa.
A pesar de que la generacio´n de la ba-
se de conocimiento se ha construido a partir
de preguntas realizadas esponta´neamente por
los usuarios, la mayor´ıa de atributos y rela-
ciones de la ontolog´ıa (88%) quedan cubier-
tos por el conjunto final de agrupaciones (por
ejemplo, no hay preguntas sobre el e–mail,
fax o coordenadas GPS de un cine). Esta al-
ta cobertura demuestra que la metodolog´ıa
de construccio´n de la base de conocimiento
es robusta y apropiada, y que aquellos atri-
butos que quedan fuera son con mucha pro-
babilidad de poco intere´s para los usuarios.
5. Mo´dulo de Implicacio´n Textual
El sistema de implicacio´n textual esta-
blece inferencias le´xico–sema´nticas entre una
pregunta y el conjunto de patrones predefi-
nidos en la base de conocimiento (ver sec-
cio´n 4). Se consideran relaciones unidireccio-
nales entre dos preguntas, siguiendo la meto-
dolog´ıa propuesta en (Glickman, 2005) para
relaciones de implicacio´n textual. El sistema
utilizado es una extensio´n del presentado en
(Ferra´ndez et al., 2007) adaptando e incor-
porando nuevas inferencias relevantes para el
nuevo paradigma en el que se enfoca.
5.1. Inferencias Le´xicas
Se componen de un conjunto de medidas10
le´xicas, basadas en las coocurrencias de las
palabras y el contexto en que aparecen. Para
su ca´lculo, las preguntas son tratadas como
bolsas de palabras (del ingle´s, bag–of–words),
lo cual es simple a la vez que preciso, es
ma´s ra´pido computacionalmente y consigue
resultados competitivos comparados con
otras aproximaciones (ver (Giampiccolo et
al., 2007)). Las medidas son:
– Algoritmo Smith–Waterman
– Emparejamiento entre subcadenas consecu-
tivas
– Distancia de Jaro
– Distancia Eucl´ıdea
– Coeficiente de similitud de Jaccard
– Emparejamiento entre te´rminos interroga-
tivos
5.2. Inferencias basadas en la
Ontolog´ıa
Corresponden con conocimiento directa-
mente derivado de la ontolog´ıa.
Restriccio´n sobre los conceptos: tanto
las preguntas como los patrones son etique-
tados con conceptos de la ontolog´ıa. Conse-
cuentemente, se establece una restriccio´n por
la que todos los pares de preguntas de las que
se puede deducir una relacio´n de implicacio´n
deben contener los mismos conceptos, tanto
en nu´mero como en tipo.
Inferencia basada en atributos on-
tolo´gicos: apoya´ndose en el conocimiento
adquirido sobre las diferentes formas que los
usuarios han utilizado para referirse a los
atributos de la ontolog´ıa (i.e. la caracteriza-
cio´n de los atributos de la ontolog´ıa, ver sec-
cio´n 4), el sistema implementa una inferencia
sobre el atributo o atributos ontolo´gicos que
solicitan las preguntas que se realizan al sis-
tema. El procedimiento utiliza la caracteriza-
cio´n de los atributos de la ontolog´ıa para de-
tectar la presencia de atributos (normalmen-
10Para algunas de ellas se ha usado
su implementacio´n de SimMetrics library
http://www.dcs.shef.ac.uk/∼sam/simmetrics.html.
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te e´stos son la informacio´n requerida). Aque-
llos patrones que contengan atributos equiva-
lentes a atributos de la pregunta de entrada
sera´n puntuados positivamente en la detec-
cio´n de implicacio´n textual. Dos atributos son
equivalentes si esta´n expresados de la misma
manera o usando alguna de sus para´frasis al-
macenadas en la caracterizacio´n de los atri-







donde Pg y Pt contienen los atributos de la
pregunta de entrada y el patro´n que se esta
procesando, y Eql(ai, aj) toma el valor:
Eql(ai, aj) =
{
1 ai = aj o parafrasis,
0 otro caso.
(2)
Por lo tanto, dos o ma´s atributos pertene-
cientes a la misma pregunta tienen la misma
importancia, a la vez que patrones que no
contengan atributos equivalentes sera´n con-
siderados menos relevantes durante la impli-
cacio´n textual.
Por u´ltimo, cada inferencia obtiene un fac-
tor de similitud entre cero y uno, por lo tanto
el coeficiente de implicacio´n final es la suma
de todos los factores entre el nu´mero de in-
ferencias consideradas. Para decidir las im-
plicaciones, se establece un umbral emp´ırico
sobre un conjunto de preguntas de entrena-
miento, por lo que preguntas nuevas que ob-
tengan un coeficiente de implicacio´n superior
al umbral sera´n consideradas como deduc-
ciones de implicacio´n textual correctas. La
siguiente seccio´n detalla la fase de entrena-
miento del sistema as´ı como los resultados
obtenidos durante la evaluacio´n del mismo.
6. Evaluacio´n y resultados
Para comprobar la efectividad de QACID,
hemos desarrollado un marco de evaluacio´n
sobre el dominio de cine. Debido a que los
resultados del sistema esta´n influenciados di-
rectamente por el modulo de implicacio´n tex-
tual, nos hemos centrado en evaluar la ca-
pacidad de e´ste en la deteccio´n correcta de
implicaciones entre preguntas.
6.1. Marco de Evaluacio´n
Esta evaluacio´n verificara´ co´mo de repre-
sentativa y u´til es nuestra base de conoci-
miento a la hora de realizar deducciones, y
co´mo de preciso es el mo´dulo de implicacio´n
textual. Para ello, 10 nuevos usuarios son re-
queridos para generar una nueva pregunta
para cada cluster usando las entidades alma-
cenadas en nuestro lexico´n. En total 450 nue-
vas preguntas que son divididas en dos gru-
pos: el conjunto de entrenamiento y el con-
junto de test. El primero grupo se usa para
ajustar el umbral de decisio´n del mo´dulo de
implicacio´n textual, de modo que cuando el
valor de similitud devuelto por dicho mo´dulo
es menor que el umbral establecido, conside-
ramos la pregunta como incierta11. El con-
junto de test se usa como un conjunto cie-
go para la evaluacio´n final del sistema. Es-
tos conjuntos comprenden 378 preguntas (7
usuarios) y 162 (3 usuarios) respectivamente.
Destacar tambie´n que no se eliminan las pre-
guntas repetidas de estos conjuntos, y todas
las preguntas pertenecen al dominio de cine
(esta evaluacio´n no tiene en cuenta preguntas
fuera de dominio).
6.2. Ana´lisis de Resultados
La figura 2 muestra la evolucio´n de la pre-
cisio´n, cobertura y medida F dependiendo del
umbral de decisio´n establecido. Cada gra´fico
corresponde a los experimentos llevados a ca-
bo teniendo en cuenta las inferencias descri-
tas en los apartados 5.1 y 5.2:
Baseline Le´xico (BL): implementa todas
las inferencias le´xicas (ver seccio´n 5.1) y
establece nuestro sistema base para me-
dir la mejora introducida con las inferen-
cias basadas en la ontolog´ıa.
BL+Restriccio´n de Conceptos
(BL+RC): an˜ade al baseline le´xico
la restriccio´n referente a la correspon-
dencia entre conceptos de la ontolog´ıa.
BL+RC+Inferencia basada en Atribu-
tos (BL+RC+IbA): implementa todas
las inferencias le´xicas y ontolo´gicas, in-
cluyendo aquella basada en la para´frasis
de atributos de la ontolog´ıa.
11Aunque en el ca´lculo de precisio´n, cobertura y F,
las preguntas inciertas son tratadas como erro´neas,
cabe destacar que el ana´lisis de las mismas nos ayu-
dara´ a orientar correctamente el enriquecimiento de
conocimiento en el mo´dulo de implicacio´n textual.
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(c) BL+RC+Inferencia basada en
Atributos (BL+RC+IbA).
Figura 2: Precisio´n, cobertura y F–medida para cada inferencia sobre el entrenamiento.
Como se puede observar, el sistema ob-
tiene buenos resultados para todos los um-
brales debido al hecho de que casi todas las
nuevas preguntas poseen un patro´n correcto
asociado en la base de datos. Esto demues-
tra la eficiencia en la construccio´n de la base
de conocimiento. Teniendo en cuenta el con-
junto de preguntas de entrenamiento, el um-
bral de decisio´n que obtiene mejor precisio´n
sin comprometer la cobertura es 0.6 para los
experimentos BL y BL+RC, y 0.5 para el ex-
perimento BL+RC+IbA.
El cuadro 2 muestra los resultados sobre el
conjunto de test. Aunque los valores de pre-
cisio´n, cobertura y medida F son ligeramente
menores que en el caso del conjunto de entre-
namiento el comportamiento del sistema es
similar en ambos casos.
Exp. Test
umbral Prec. Cob. F
BL 0.6 57.61 93.21 71.21
BL+RC 0.6 76.64 84.57 80.41
BL+RC+IbA 0.5 89.24 97.53 93.2
Cuadro 2: Resultados sobre el test.
Como era de esperar, el experimento BL
obtiene los resultados ma´s bajos, pero se me-
joran sustancialmente incluyendo el conoci-
miento basado en la ontolog´ıa. La restriccio´n
basada en la correspondencia de conceptos
(BL+RC) mejora la medida F en 12.91%,
mientras que la restriccio´n de alineamiento
entre atributos (BL+RC+IbA) produce una
mejora de 30.88%.
De esta forma se demuestra la correcta
aplicacio´n de: (1) las medidas le´xicas sin ha-
cer uso de informacio´n ontolo´gica, y (2) el
conocimiento sema´ntico adicional extra´ıdo de
la ontolog´ıa.
7. Conclusio´n y trabajos futuros
La principal aportacio´n de este art´ıculo es
el desarrollo de una metodolog´ıa para la crea-
cio´n de un sistema de BR sobre dominios res-
tringidos. Dicha metodolog´ıa hace uso de una
ontolog´ıa que modela el dominio y de una ba-
se de conocimiento creada a partir de las ne-
cesidades e intereses de los usuarios. Adema´s,
el sistema utiliza un mo´dulo de implicacio´n
textual para deducir inferencias sema´nticas
entre una nueva pregunta y el conjunto de
patrones que almacena en su base de conoci-
miento.
Los resultados obtenidos muestran una al-
ta precisio´n del sistema, y en concreto del
mo´dulo de implicacio´n textual. Adema´s, es-
tos valores han sido obtenidos sin el uso de
complejos recursos sema´nticos que pudieran
comprometer la eficiencia del sistema.
La metodolog´ıa propuesta se podr´ıa extra-
polar a otros dominios u otros idiomas, se ne-
cesitar´ıa una ontolog´ıa que modelara el nuevo
dominio y un conjunto de usuarios para crear
la base de conocimiento en el idioma requeri-
do.
Finalmente, como trabajo futuro se plan-
tea la extensio´n del sistema mediante la de-
teccio´n de expresiones temporales y espa-
ciales. Preguntas como: “¿Cua´l es el cine
ma´s cercano donde puedo ver [MOVIE]?” o
“¿Do´nde puedo ver [MOVIE] man˜ana?” en-
trar´ıan dentro de esta l´ınea. Adema´s, aunque
la deteccio´n de la respuesta esperada es en
mayor o menor medida considerada por nues-
tra caracterizacio´n de atributos, tambie´n se
plantea an˜adir un mo´dulo espec´ıfico que in-
corpore este conocimiento al mo´dulo de im-
plicacio´n textual. Por ejemplo, en la pregun-
ta “Dime do´nde fue rodada la pel´ıcula [MO-
VIE]” esta informacio´n ser´ıa de gran valor
ya que en ningu´n momento se menciona el
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atributo “estudio”. Sin embargo si se formu-
lara como “Dime en que´ estudio fue rodada la
pel´ıcula [MOVIE]”, nuestra caracterizacio´n
de atributos aportar´ıa el conocimiento sufi-
ciente para el mo´dulo de implicacio´n textual.
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