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Abstract
The spectrum of the quantum Ising chain can be found by expressing the spins in terms of
free fermions. An analogous transformation exists for clock chains with Zn symmetry, but is of
less use because the resulting parafermionic operators remain interacting. Nonetheless, Baxter
showed that a certain non-hermitian (but PT -symmetric) clock Hamiltonian is “free”, in the
sense that the entire spectrum is found in terms of independent energy levels, with the striking
feature that there are n possibilities for occupying each level. Here I show this directly explicitly
finding shift operators obeying a Zn generalization of the Clifford algebra. I also find higher
Hamiltonians that commute with Baxter’s and prove their spectrum comes from the same set
of energy levels. This thus provides an explicit notion of a “free parafermion”. A byproduct is
an elegant method for the solution of the Ising/Kitaev chain with spatially varying couplings.
1 Introduction
A fundamental concept in theoretical physics is that of a free fermion. It not only provides the
starting point for perturbative calculations throughout condensed-matter and particle physics, but
provides physical information directly via for example band theory. It also plays a fundamental
role in many areas of mathematics. For example, the algebra of free-fermionic operators, known
in the mathematical literature as a Clifford algebra, plays a fundamental role in algebraic topology
and geometry. This mathematical structure has had an important recent application to physics in
the classification of different band theories via their topological invariants [1, 2].
Free fermions also play an essential role in a number of important problems seemingly having
nothing whatsoever to do with fermions. A famous example is the two-dimensional classical Ising
model. Onsager’s exact computation of the free energy [3] is a consequence of the fact that the
transfer matrix can be written in terms of bilinears of fermionic operators [4]. In the quantum
spin chain Hamiltonian obtained by taking the anisotropic limit of the classical model, this trans-
formation is widely known as a Jordan-Wigner transformation. The transformation to fermionic
variables led to many properties being able to be computed exactly, including the spectrum of the
quantum Ising spin chain [5, 6].
This story has now moved in an interesting new direction. Kitaev showed that if fermions instead
of spins were taken as the physical degrees of freedom in the quantum Ising chain, the system
potentially could be realized experimentally in a quantum wire placed near a superconductor.
Moreover, such a system (now often called the “Kitaev chain”) has a phase with zero-energy
fermionic edge modes and topological order, robust under changes of couplings [7]. This result
has prompted a huge amount of activity, because of potential applications to topological quantum
computation [8]. There is even a 2+1-dimensional spin system that can be mapped onto free
fermions coupled to a background gauge field [9].
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Because of these spectacular successes, it is natural to look for generalizations. An infinity of
conserved charges makes exact computations possible in integrable models [10], but these methods
are quite different from the free-fermion methods, and do not yet yield results like the complete
spectrum. Systems solvable by free-fermion methods remain very special.
There are however many indications that certain models with Zn symmetry have similar struc-
ture to free-fermionic models. In these models, the Ising two-state systems are replaced by n-state
“clock” variables. The Fradkin-Kadanoff transformation to parafermionic operators [11] is the
clock-chain analog of Jordan-Wigner transformation to fermions in Ising. Derivations of the results
for the Zn-invariant system are considerably more involved than those for Ising/Kitaev chain, be-
cause parafermionic operators pick up a phase e2pii/n ≡ ω when their order is exchanged, and this
seemingly innocuous generalization makes the model interacting. Even in integrable clock Hamil-
tonians [12, 13, 14], correlators in the corresponding parafermionic conformal field theory [15, 16]
do not obey Wick’s theorem. It was even boldly stated in [17] that “there is no such thing as a
free parafermion in 1d”. Nevertheless, the integrable chiral Potts model [13, 18] has many relations
with free-fermionic models, including for “superintegrable” couplings, the same algebraic structure
as Onsager found in the Ising model [3, 19, 13, 20]. Moreover, the chiral clock chain has a phase
with robust topological order and an exact parafermionic edge zero mode [17].
The most striking connection comes from a particular (non-hermitian) clock Hamiltonian. Bax-
ter showed [14] that the spectrum is very much a Zn analog of a free-fermion spectrum. Subse-
quently, a two-dimensional classical model related to this clock chain was found, and a host of
fascinating relations with the integrable chiral Potts model were derived [22, 23]. The derivation
of this result is somewhat indirect, relying on results arising from the integrable chiral Potts model
[13, 18]. The purpose of this paper is to rederive the spectrum of Baxter’s clock Hamiltonian
directly, and so give a precise notion of what a “free parafermion” is.
To be more explicit: the basic property of a quantum free-fermionic system is that all the
energies in the spectrum are all given by
E = ±1 ± 2 ± · · · ± N . (1)
Each k is called an energy level, and all the eigenvalues of the Hamiltonian are specified by choosing
each ± independently. The key property that makes the system free is that the values of the k
are the same for all 2N states of the theory; they do not vary with the choice of the ± signs. In
the Ising/Kitaev chain on L sites, the values of the k are determined by diagonalizing a L × L
matrix, not the 2L-dimensional Hamiltonian. Despite the use of k to label the energy levels, this
result does not require translation invariance or periodic boundary conditions or spatially uniform
couplings or even short-range interactions. Changing any of these modifies entries in the matrix,
but the spectrum remains of the same form as long as the Hamiltonian is bilinear in the fermions.
A convenient way of visualizing this free-fermi spectrum is given in figure 1. Each level corre-
sponds to two states in the picture, one in the Fermi sea. Choosing a − sign corresponds to filling
a state in the Fermi sea, while choosing a + sign corresponds to filling an excited state. Thus each
energy is given by making this choice for each level, yielding all 2L energies in the spectrum. The
ground state corresponds to filling the entire Fermi sea, i.e. choosing all minus signs.
Baxter’s result for the spectrum of his non-hermitian clock Hamiltonian (given in (34) below)
on an L-site chain with free boundary conditions is very similar [14]:
E = ωp11 + ω
p22 + · · ·+ ωpLL (2)
for any choice of the pk = 0 . . . n − 1. This gives all nL eigenvalues in the spectrum, with the k
coming from the eigenvalues of a L × L matrix just as in the free-fermion case. This matrix is
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Figure 1: How levels are filled for free-fermion theories
independent of how the pk are chosen. Even more strikingly, with an appropriate parametrization
of couplings, the matrix is independent of n and so identical to that of the Ising/Kitaev chain.
Since the values of all the k are independent of the choice of pk, it is natural to call this model
“free”. The natural followup question is then “free what?”. Since the energies are complex for
n > 2, there is no notion of a ground state or quasiparticles above it. Nonetheless, it is still natural
to call the k energy levels, and to think of the spectrum (2) as coming from quasiparticles occupying
these levels. One of the many interesting features of this model though is that the notion of “filling”
requires substantial modification. Each of the L levels is occupied with one quasiparticle, but there
are n possible choices for each k, instead of just “empty” or “filled” as in the free-fermion case. This
idea is illustrated in figure 2, and provides a very nice example of what Haldane termed “exclusion
statistics” [24]. For a lack of a better name, I call these quasiparticles “free parafermions”.
E"
Figure 2: Filling levels in the Z3 free-parafermion theory
This paper provides a detailed account of where this beautiful structure comes from, and gen-
eralizes it as well. I derive both non-local conserved currents and “higher” Hamiltonians H(m) that
commute with Baxter’s and so can be diagonalized simultaneously. The higher Hamiltonians are
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analogous to those formed in the fermion case from pairs of fermions not nearest-neighbor, but
the expressions here are considerably more complicated. The energy spectrum of each of these
Hamiltonians is
E(m) = (ωp11)
m + (ωp22)
m + · · ·+ (ωpLL)m . (3)
where the k are those of Baxter’s Hamiltonian, and the pk are chosen in the same way.
The plan of this paper is as follows. In section 2 I give a very general solution of the Ising/Kitaev
chain for spatially varying couplings and open boundary conditions. The method used is a variation
of that used in [25] for the Ising transfer matrix with random couplings in one direction. Some
interesting polynomials arise in this analysis, making it possible to show that the Hamiltonian can
be written as the sum of commuting (albeit non-local) projection operators.
In section 3, I introduce Baxter’s clock Hamiltonian and show that it has both non-local and
local conserved quantities, the latter the higher Hamiltonians. The conserved quantities derived in
section 3 do not require that ω be a root of unity, but in section 4 I show how some remarkable
simplifications occur when ωn = 1. While the model is in some ways much more complicated
than the free fermion case n = 2, it has many features in common. In particular, this enables the
derivation in section 5 of “shift” operators that, when acting on an eigenstate of the Hamiltonian(s),
shift between different values of pk for a given level. In section 6 I use the higher Hamiltonians
and the shift operators to derive the spectrum (3) for all m, reproducing Baxter’s result for m = 1.
From this one infers a generalization of the Clifford algebra useful for solving models for all n.
Since the energies in (3) are not real, physical applications may seem to be limited. Nonetheless,
I believe that these results have not only formal significance but some more general potential
applications as well. These, as well as interesting formal directions to pursue, are discussed in
section 7, the conclusion. Some fairly gruesome technical results are collected in the appendices.
2 The quantum Ising chain
The quantum Ising chain is the n = 2 case of the clock models discussed in this paper. That
its exact spectrum can be computed using free fermions is a fundamental result of theoretical
physics [4]. The computation is quite simple and elegant [5], despite an undeserved reputation
to the contrary. I compute the spectrum here following a slightly different path than customary,
first deriving the raising/lowering operators. This method is technically simpler than the usual
“Bogoliubov” transformation of the Hamiltonian. It also is applicable to the case of spatially
varying couplings and/or open boundary conditions; the customary method exploits translation
invariance and so requires periodic boundary conditions and uniform couplings.
2.1 The quantum Ising chain in terms of fermions
The Hilbert space for the quantum Ising chain is (C2)⊗L, i.e. it consists of a two-state quantum
system, i.e. a “spin” 1/2 particle, at each of the L sites. The Hamiltonian is comprised of two
types of terms, those that flip a spin at a given site, and those that describe an interaction energy
between adjacent spins. Precisely, with open boundary conditions the Hamiltonian is
HIM = −
L∑
j=1
t2j−1σxj −
L−1∑
j=1
t2jσ
z
jσ
z
j+1 (4)
where the operators σaj = 1 ⊗ . . . 1 ⊗ σa ⊗ 1 · · · ⊗ 1 act non-trivially with a Pauli matrix on the
two-state system at site j. The ta are arbitrary real couplings; typically the t2j−1 are fixed to be
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one value t and the t2j are fixed to be J , with the critical point occurring at t = J . However, it
is only marginally more difficult to find the spectrum for spatially varying couplings, and so I will
do so here. This Hamiltonian has a Z2 symmetry under flipping all the spins. For reasons to be
apparent shortly, it is natural to name this spin-flip operator (−1)F , so that
(−1)F =
L∏
j=1
σxj . (5)
This operator indeed squares to 1, and it is easy to check that [(−1)F , HIM] = 0.
Anticommuting fermionic operators are defined by a non-local combination of the spin operators
known as a Jordan-Wigner transformation [5]. Precisely, for each site of the chain, there are two
“Majorana” fermion operators defined by
ψ2j−1 =
(
j−1∏
k=1
σxk
)
σzj , ψ2j = −iψ2j−1σxj = i
(
j∏
k=1
σxk
)
σzj . (6)
Each operator ψj is hermitian and squares to 1. Because of the non-local “strings” attached,
operators at different points no longer commute. Instead, they are fermionic and so anticommute:
{ψa, ψb} = 2δab . (7)
for all a, b = 1 . . . 2L. Such an algebra is known as a Clifford algebra. Clifford algebras have a
variety of fascinating properties, several of which are discussed below. The open-chain Hamiltonian
(4) rewritten in terms of these fermionic operators is
HIM = i
2L−1∑
a=1
ta ψa+1ψa . (8)
A convenient feature of the Majorana fermionic basis apparent here is that it puts the flip and
potential terms on an equal footing. The fact that HIM is a sum of fermion bilinears makes possible
the computation of the spectrum described below.
The Ising Hamiltonian can be rewritten in terms of the standard complex fermions c†j = (ψ2j−1+
iψ2j)/
√
2. It then includes “Cooper-pairing” terms involving cjcj+1 and c
†
jc
†
j+1, and so conserves
only fermion number mod 2. The corresponding symmetry generator (−1)F commutes with any
product of an even number of fermion operators, while it anticommutes with any product of an
odd number. It thus is the product of all the Majorana fermion operators: (−1)F = iL∏2La=1 ψa ,
which indeed is the spin-flip Z2 symmetry generator from (5).
2.2 Computing the spectrum from raising and lowering operators
I explain here how to construct raising and lowering operators in the quantum Ising chain. A
fermionic raising or lowering operator Ψ has the property that
[H,Ψ] = 2Ψ , (9)
so that acting with Ψ on an eigenstate of HIM either annihilates it or gives another eigenstate
with energy shifted by 2. The spectrum then is found by exploiting the fact that the raising and
lowering operators obey a Clifford algebra.
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The key to the computation is the fact that a commutator of any bilinear in fermions obeying
the Clifford algebra (7) with anything linear yields something linear:
[ψaψb, ψc] = ψbδac − ψaδbc
for any a, b and c. Let
Ψ =
∑
b
ibµbψb
be such a linear combination, with this and all sums in this section over a or b running from 1 to
2L unless labeled otherwise. Commuting this with HIM then gives
Ψ′ = [HIM,Ψ] =
∑
a
µ′aψa, with µ
′
a = 2(taµa+1 + ta−1µa−1) (10)
where t0 = t2L = µ0 = µ2L+1 ≡ 0. This can conveniently be written in matrix form as
µ′1
µ′2
...
µ′2L
 = 2

0 t1 0 . . .
t1 0 t2
0 t2 0
... t2L−1
t2L−1 0


µ1
µ2
...
µ2L

i.e.
µ′a = 2
∑
b
Fabµb with Fab = ta(δa,b+1 − δb,a+1) . (11)
The hermitian 2L× 2L matrix F thus describes the linear action of commuting HIM with anything
linear in the fermions. It has determinant (−1)L∏Lj=1 t22j−1.
The raising and lowering operators follow immediately from the eigenvectors of F . Namely, if the
µa form an eigenvector of F with eigenvalue , then the corresponding Ψ satisfies (9). Eigenvalues
of F form pairs of opposite sign, as is easily checked by sending µb → (−1)bµb. Thus defining
Ψ+k to have eigenvalue k > 0, then Ψ−k ≡ Ψ†+k has eigenvalue k. The eigenvectors are thus
conveniently labeled by index ±k with k = 1 . . . L so that
[H, Ψ±k] = ±2kΨ±k (12)
with the convention k > 0; all ta are assumed to be non-zero so that all eigenvalues of F are
non-vanishing. If boundary conditions were periodic and the couplings uniform so that the system
were translation invariant, k would also label momentum. However, it is not necessary to have
translation invariance to describe the spectrum in terms of free fermions.
The Ψ+k are raising operators; acting on an eigenstate of HIM with energy eigenvalue E each
either annihilates it or gives an eigenstate with energy E+2k. Likewise, Ψ−k is a lowering operator
that either annihilates an eigenstate or gives another with energy E − 2k. The existence of these
operators is consistent with the free-fermion energy spectrum (1)
E = ±1 ± 2 ± · · · ± L
described in the introduction. Consider a eigenstate of F with eigenvalue having some choice of
the ± signs. Then Ψ+k annihilates any eigenstate where the kth sign is positive, while if it is
negative it acts non-trivially, giving an eigenstate where the kth sign is now positive, leaving the
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others unchanged. The lowering operators do the opposite. Because {(−1)F ,Ψ±k} = 0, any Ψ±k
necessarily maps between sectors with even and odd eigenvalues of (−1)F .
For the quantum Ising chain with L sites, there are 2L states, and so 2L eigenvalues of HIM. It
is thus natural to expect that each of the energies in (1) occurs exactly once in the spectrum and
that all the eigenstates can be found by acting with the raising operators on the ground state, that
with eigenvalue (1) with all minus signs. The simplest way to prove that the spectrum is indeed is
free-fermion is to find the algebra obeyed by the raising and lowering operators. First of all, note
that each squares to zero. Letting µb form an eigenvector of F gives
Ψ2 =
∑
a,b
ia+bµaµbψaψb =
∑
b
(−1)bµ2b = 0 ;
terms with a 6= b in the sum cancel because then ψa and ψb anticommute, while as noted above µb
and (−1)bµb correspond to eigenvectors of F with opposite eigenvalue and so have vanishing inner
product. This means e.g. that acting with Ψ+k twice cannot give an eigenvector with eigenvalue
shifted by 4k, a necessary condition for (1) to apply. More generally, consider the anticommutator
of two operators Ψ and χ built from eigenvectors µa and νb:
{Ψ, χ} =
∑
a,b
ia+bµaνb{ψa, ψb} = 2
∑
a
(−1)aµaνa .
By orthonormality of eigenvectors, this vanishes unless νa = (−1)aµa, i.e. the anticommutator is
between Ψ+k and Ψ−k. These anticommutation relations are therefore
{Ψ±k,Ψ±k′} = 0 , {Ψ±k,Ψ∓k′} = Nkδkk′ , (13)
where Nk = 2
∑
a |µa|2 for the eigenvectors with eigenvalue ±2k. It follows that
(Ψ+k ±Ψ−k)2 = ±Nk (14)
with Nk > 0. This means the operators
1√
Nk
(Ψ+k + Ψ−k) and
i√
Nk
(Ψ+k −Ψ−k)
satisfy the same Clifford algebra (7) that the ψa do.
These anticommutation relations are enough to prove that the spectrum of HIM must be (1).
Namely, the relation (14) shows that (Ψ+k + Ψ−k)2 is a non-zero constant, so that no state in the
Hilbert space can be annihilated by both Ψ+k and Ψ−k. Thus given any eigenstate of HIM, there
must be another one with energy either E + 2k or E − 2k for all values of k = 1 . . . L. The only
way this can be true for all 2L eigenstates of HIM is if the spectrum is of the form (1) up to a
constant shift. It is easy to see that there is a charge conjugation symmetry showing the spectrum
of HIM is invariant under E → −E, so this constant shift must vanish. Moreover, the spectrum can
be described in terms of independent energy levels as illustrated in figure 1. Because Ψ±k and Ψ±k′
anticommute for k 6= k′, raising or lowering the state in a given level k does not affect any other
levels. Thus one can imagine the ground state as a sea of fermions with all the negative-energy
levels filled. The operator Ψk acting on it then creates a “free” fermion excitation of energy 2k.
It is not difficult to generalize the above analysis to the case of periodic boundary conditions.
This merely requires that the “round-the-world” interaction between spins at sites L and 1 be
bilinear when rewritten in terms of the fermions. This results in other non-zero entries to the
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matrix F , but otherwise the preceding analysis is unchanged. In fact, any bilinear in the fermions
can be included in the Hamiltonian; this merely results in still more non-zero entries in F .
These free-fermionic operators thus reduce the computation of the 2L values in the spectrum
of HIM to finding the eigenvalues of a 2L × 2L matrix F . For all ta = t, these eigenvalues are
±2k = ±4t cos(pik/(2L + 1)), so that the spectrum is gapless over the ground state; this is the
critical point of the Ising chain. There of course is not a closed-form expression for the eigenvalues
of F for arbitrary couplings. However, defining
Q2L(u) = det(u
1/2 −F) . (15)
gives a polynomial in u of order L. Letting uk be the roots of this polynomial, then k =
√
uk.
An explicit expression for Q2L follows can be found using a recursion relation for this determi-
nant. To find this, it is convenient to define Q2L−1 = det(u1/2 − F ′), where F ′ is F with the last
row and last column deleted. Physically, F ′ arises from a chain with free boundary conditions at
j = 1 as before, but fixed at j = L, i.e. setting t2L−1 = 0. Then the usual cofactor relation for
determinants gives for a ≥ 1
Qa+1(u) = u
1/2Qa(u)− γaQa−1(u) (16)
where γa ≡ t2a, and Q0(u) = 1 and Q1(u) = u1/2. Explicitly,
Q2 = u− γ1 ,
Q3 = u
3/2 − (γ1 + γ2)u1/2 ,
Q4 = u
2 − (γ1 + γ2 + γ3)u+ γ1γ3 ,
Q5 = u
5/2 − (γ1 + γ2 + γ3 + γ4)u3/2 + (γ1γ3 + γ1γ4 + γ2γ4)u1/2 ,
Q6 = u
3 − (γ1 + γ2 + γ3 + γ4 + γ5)u2 + (γ1γ3 + γ1γ4 + γ1γ5 + γ2γ4 + γ2γ5 + γ3γ5)u− γ1γ3γ5.
The roots of the Qa are guaranteed to be real since F is hermitian. Looking at the explicit
expressions for the Qa shows there is an “exclusion rule” in the polynomial: the products γaγa+1
and γ2a never occur in the coefficients. This suggests the general expression
Qa(u) = u
a/2
[a/2]∑
l=0
(−u)−l
a−(2l−1)∑
b1=1
a−(2l−3)∑
b2=b1+2
· · ·
a−1∑
bl=bl−1+2
l∏
j=1
γbj , (17)
where [r] is the integer part of r. This explicit expression is easily proved by showing that it satisfies
the recursion relation (16).
It is worth noting that since Q1 = u
1/2, the recursion relation (16) resembles the tensor product
(or “fusion”) of the representations of SU(2) when all the ta = 1, while the truncation Q2L(uk) = 0
is reminiscent of what happens for the quantum-group deformation Uq(sl2) when q is a root of
unity. Intriguingly, the more general recursion relation for γa 6= 1 and polynomials also arose in
[26] for counting certain types of closely packed loop configurations on two-dimensional lattices.
2.3 The Hamiltonian in terms of raising/lowering operators
It is illuminating to rewrite the Hamiltonian in terms of the Ψ±k. The simplest way of doing this
is to note that the operators
P±k =
1
Nk
Ψ±kΨ∓k (18)
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are projection operators, i.e. they satisfy (P±k)2 = P±k, as is easily verified by using the algebra
(13). It also follows that
P+k + P−k = 1 , P±kΨ∓k = Ψ±kP±k = 0 , [P±k, P±k′ ] = [P±k, P∓k′ ] = 0
for k 6= k′. Thus P+k annihilates all eigenstates of HIM that do not have the +k contribution to
their eigenvalue, and likewise P−k annihilates all eigenstates with the −k contribution. Therefore
the eigenstate of HIM with energy E =
∑
k αkk is
Pα1k1Pα2k2 · · ·PαLkL |R〉
for any choice of αa = ±1 and any reference state |R〉 (say all spins up) not annihilated by any of
the P±k. Therefore the Hamiltonian must be
HIM =
L∑
k=1
k(P+k − P−k) . (19)
A similar rewriting will provide the direct solution of Baxter’s clock Hamiltonian. However,
there it is not obvious how to work out the analog of the algebra (13) directly in general. Thus I give
an alternate derivation of (19), by a generalization of the brute force “Bogoliubov transformation”.
This involves rewriting ψa in terms of the Ψ±k, plugging it into HIM, and then manipulating the
resulting expression using (13). With translation invariance, the rewriting of ψa is simply an inverse
Fourier transformation. Here the situation is only slightly more complicated, but it is not really:
since the Ψ±k are built from the eigenvectors of a hermitian matrix, the rewriting simply amounts
to a unitary change of basis of the Hilbert space.
The raising and lowering operators in terms of the ψa are
Ψ±k =
1
2
2L∑
a=1
(±i)a Q˜a−1(2k)ψa , (20)
because the eigenvectors of the matrix F with eigenvalues ±k are
µa = (±1)a Q˜a−1(2k) , (21)
where Q˜a is a rescaled version of Qa defined by
Q˜a(u) = Qa(u)
2L−1∏
b=a+1
tb .
This can be inverted to write ψa in terms of the Ψ±k by using orthonormality relations for the Q˜a.
Namely, the orthogonality of the eigenvectors with different eigenvalues requires
L−1∑
j=0
Q˜2j(uk)Q˜2j(uk′) =
L−1∑
j=0
Q˜2j+1(uk)Q˜2j+1(uk′) = Nk δk,k′ . (22)
The normalizations are such that (20) indeed satisfies (13) with the same Nk. A real symmetric ma-
trix F is diagonalized taking UFUT , where U is an orthogonal matrix formed from the normalized
eigenvectors. The relations (22) follow from UUT = 1, while UTU = 1 implies
L∑
k=1
1
Nk
Q˜2j(uk)Q˜2j′(uk) = δj,j′ ,
L∑
k=1
1
Nk
Q˜2j+1(uk)Q˜2j′+1(uk) = δj,j′ (23)
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Using this with (20) then gives
ψ2j = (−1)j
L∑
k=1
i
Nk
Q˜2j−1(2k) (Ψ+k + Ψ−k) , ψ2j+1 = (−1)j
L∑
k=1
1
Nk
Q˜2j(
2
k) (Ψ+k −Ψ−k) (24)
Plugging this into (8) and using the orthogonality relations (22) indeed results in (19).
2.4 Higher Hamiltonians for free fermions
As shown in section 2.3, the Hamiltonian must be written as (19) because no state can be annihilated
by both Ψ+k and Ψ−k. This makes it easy to find “higher” Hamiltonians whose eigenvalues are
given by (3). These are
H
(m)
IM =
L∑
k=1
mk (P+k + (−1)mP−k) (25)
where the projectors are defined in (18). For m even, this is trivially true because P+k + P−k = 1,
as follows from (13). Rewritten in terms of the fermions, these are
H
(m)
IM =
2L−1∑
b=1
m∑
w=1,3,...
iw ψb+w(Fm)b+w,b ψb (26)
for m odd. The upper limit on sum over w arises because (Fm)b+w,b vanishes for w > m. Hence
the higher Hamiltonians are indeed local.
To prove (26), first note that given the explicit expression (20) for the fermionic shift operators,
the projectors are
P±k =
1
Nk
Ψ±kΨ∓k =
1
2
± 1
2
2L−1∑
b=1
∑
w=1,3,5,...
iw
Nk
Q˜b+w−1(2k)Q˜b−1(
2
k)ψb+wψb (27)
by using (22) for the first piece and setting ψa = 0 for a > 2L. The “width” w of the bilinear is
always odd as a consequence of the fermionic anticommutation relation {ψa, ψb} = 2δab. Next, an
orthogonality relation involving powers of k is needed. For example, using (16) with (23) gives
L∑
k=1
k
Nk
Q˜2j−2(2k)Q˜2j′−1(
2
k) = t2j′δj,j′+1 + t2j−1δj,j′ = F2j−1,2j′ (28)
using the matrix F defined in (11). Using this with (19) and (27) for m = 1 gives indeed HIM
from (8). The orthogonality relation involving higher powers of k is easiest to find by noting
that F2 has two eigenvectors for each eigenvalue 2k and that F2 splits into blocks acting on even
and odd indices independently. Thus using (21), these eigenvectors can be taken to have entries
(1 + (−1)a)Q˜a−1(2k) and (1− (−1)a)Q˜a−1(2k) in the even and odd blocks respectively. Thus
L∑
j′=1
(F2)2j,2j′Q˜2j′−1(2k) = 2k Q˜2j−1(2k) ,
L∑
j′=1
(F2)2j−1,2j′−1Q˜2j′−2(2k) = 2k Q˜2j−2(2k) . (29)
Since (23) and (28) hold for all j independent of j′, they can be multiplied by the even and odd
blocks of F respectively. This gives the desired powers of k so that whenever (−1)m = (−1)a+a′ ,
L∑
k=1
mk
Nk
Q˜a−1(2k)Q˜a′−1(
2
k) = (Fm)a,a′ . (30)
Using this with (27) and (25) results in (26).
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3 Baxter’s clock Hamiltonian and its conserved quantities
In this section I describe Baxter’s clock Hamiltonian for Zn-invariant clock chains, and construct
both non-local conserved quantities and a sequence of commuting Hamiltonians.
3.1 Baxter’s clock Hamiltonian
A clock chain has an n-state quantum system on each site, i.e. for L sites the Hilbert space is
(Cn)⊗L. The basic operators σ and τ acting on a single site generalize the Pauli matrices σx and
σz to an n-dimensional space. Instead of anticommutation relations, the operators satisfy
σn = τn = 1 , σ† = σn−1 , τ † = τn−1 , (31)
στ = ω τσ , (32)
where ω ≡ e2pii/n. It can be useful to keep in mind an explicit representation of these operators.
Diagonalizing one (say σ) gives
σ =

1 0 0 · · · 0
0 ω 0 · · · 0
0 0 ω2 0
...
...
...
0 0 0 · · · ωn−1
 , τ =

0 0 0 · · · 0 1
1 0 0 · · · 0 0
0 1 0 · · · 0 0
...
...
...
0 0 0 · · · 1 0
 (33)
In this representation σ generalizes the Pauli matrix σz to measure the value of a clock variable,
while τ generalizes σx to shifting the value. The operators σj = 1 ⊗ · · · 1 ⊗ σ ⊗ 1 · · · and τj =
1 ⊗ · · · 1 ⊗ τ ⊗ 1 · · · then act non-trivially at site j of the chain. Each pair (σj , τj) satisfies the
algebra (31,32), while operators at different sites commute.
Baxter’s clock Hamiltonian [14] is simply
H =
L∑
j=1
t2j−1 τj +
L−1∑
j=1
t2j σ
†
jσj+1 (34)
where the ta are non-zero real couplings. It is invariant under the Zn symmetry of sending σj → ωσj
for all j, i.e. shifting each spin. The corresponding symmetry generator, generalizing (−1)F , is
ωP ≡
L∏
j=1
τj , (35)
which indeed satisfies (ωP)n = 1.
This is the simplest possible generalization of the Ising Hamiltonian (4): the one-site term
generalizes the flip term, whereas the two-site term generalizes the nearest-neighbor interaction.
For n > 2, this Hamiltonian is not hermitian – I have not accidentally omitted the h.c.! Its
eigenvalues hence need not be real. In fact, for any eigenvalue E, there must be another eigenvalue
ωE, generalizing the invariance of the Ising spectrum under E → −E. This follows from the unitary
transformation generalizing charge conjugation in the Ising case to H → CHC† = ωH here, where
C =
 L∏
j=1
σj
( L∏
k=1
τ−kk
)
. (36)
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Since H is not hermitian, there is no guarantee that it has a complete set of eigenvectors and
eigenvalues. Nonetheless, Baxter showed by an indirect method (taking limits of a two-dimensional
classical model) that it has indeed nL eigenvalues given by the remarkably simple formula (2).
With a Z2 symmetry in the couplings Baxter’s clock Hamiltonian is PT -symmetric. Spatial
parity is implemented by an operator P obeying P 2 = 1 and
PσjP = σL+1−j , P τjP = τL+1−j .
When acting on the Hilbert space Cn⊗L, P reverses the order of the n-state systems. Time-reversal
invariance is implemented by an operator T obeying T 2 = 1 obeying
TσjT = σ
†
j , T τjT = τj .
For this to be consistent with the relation σjτj = ωτjσj , T must be antiunitary (in the basis given
by 33) as well, so that σjτj = T (σ
†
jτj)T = T (ωτjσ
†
j)T = ωτjσj as needed. The Hamiltonian (34) is
obviously not invariant under these operations individually, but is invariant under PT as long as
the couplings are real and obey t2L−a = ta.
As described for a more general clock Hamiltonian in [17], H can be rewritten in terms of
parafermions, Zn generalizations of the Majorana fermions discussed above [11]. Although this
mapping is not essential to the subsequent analysis, it turns out to be quite useful intuitively. At
each site of the n-state clock chain, there are two basic parafermions
ψ2j−1 =
(
j−1∏
k=1
τk
)
σj , ψ2j = ω
(n−1)/2 ψ2j−1τj . (37)
Like σ and τ , these do not square to 1 and do not commute, but rather
(ψa)
n = 1 , ψ†a = (ψa)
n−1 , ψaψb = ω ψbψa , for a < b.
The restriction a < b is necessary for these relations to make sense; only for n = 2 is ω = ω−1.
Baxter’s clock Hamiltonian (34) can be written simply in terms of parafermions:
H = ω(n−1)/2
2L−1∑
a=1
taψa+1ψ
†
a .
3.2 Non-local conserved quantities
Here I display and discuss the non-local conserved quantities for Baxter’s clock Hamiltonian, a
result useful for the analysis of the spectrum.
It is convenient to label each term in the Hamiltonian as ha for a = 1 . . . 2L− 1, so that
H =
2L−1∑
a=1
ha , (38)
i.e. h2j−1 = t2j−1τj and h2j = t2jσ
†
jσj+1. The ha obey the algebra
haha+1 = ω ha+1ha , (ha)
n = (ta)
n ≡ γa , [ha, hb] = 0 for |a− b| > 1 . (39)
The ha therefore generate a n
2L−1-dimensional algebra similar to that of the parafermions, but here
only “adjacent” ones pick up a factor of ω on reordering. A very special and extremely important
property of this Hamiltonian is that hna = γa is proportional to the identity.
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Non-local conserved quantities are straightforward to find explicitly. Note that as a consequence
of (39), [ha, ha−1ha+1] = 0. This suggests defining
J (2) =
2L−1∑
c=b+2
2L−3∑
b=1
hc hb (40)
as the sum of all bilinears in the ha such that the two are always at least two sites apart. The
proof that [H, J (2)] = 0 is easy to do by direct computation. However, it is more illuminating and
general to prove that H commutes with an entire hierarchy of non-local conserved charges obeying
the same exclusion rule, where the ha must be at least two apart. Namely, define
J
(m)
2L =
2L−1∑
bm=bm−1+2
· · ·
2L−(2m−3)∑
b2=b1+2
2L−(2m−1)∑
b1=1
hbm · · ·hb2hb1 (41)
for m = 1 . . . L. The Hamiltonian for L sites is by definition J
(1)
2L . The “highest” charge is
J
(L)
2L = h2L−1 · · ·h3h1 = ωP
L∏
j=1
t2j−1 (42)
where ωP is the Zn conserved charge defined in (35).
A not-really coincidence to note is that the non-local charges satisfy the same exclusion rule
as the polynomials Qa in (17) whose roots give the k. They therefore satisfy similar recursion
relations, namely
J
(m)
a+1 = J
(m)
a + ha J
(m−1)
a−1 , (43)
where J
(0)
a = 1 and J
(m)
a is defined by replacing 2L with a in (41). Since (43) relates the J
(m)
a for
different a, recursion can be used to prove that J (m) commutes with H = J
(1)
2L at all system sizes.
Making the standard recursive assumption that [J
(1)
a , J
(m)
a ] = 0 for all m and for all a below some
fixed value yields
[J
(1)
a+1, J
(m)
a+1] = [J
(1)
a + ha, J
(m)
a + haJ
(m−1)
a−1 ]
= [ha, J
(m)
a ] + [J
(1)
a , haJ
(m−1)
a−1 ]
= [ha, ha−1J
(m−1)
a−2 ] + [ha−1, haJ
(m−1)
a−1 ]
= [ha, ha−1]J
(m−1)
a−2 + [ha−1, ha(J
(m−1)
a−2 + ha−2J
(m−2)
a−3 )]
= [ha−1, haha−2J
(m−2)
a−3 ]
= 0
by repeatedly using the recursion relation and the fact that [ha, J
(m)
b ] = 0 for all b ≤ a − 1. This
therefore proves by recursion that for all L
[H,J
(m)
2L ] = 0 . (44)
The same sort of recursive proof shows that all the non-local conserved charges commute:
[J (m)a , J
(m′)
a ] = 0 . (45)
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With this Hamiltonian, the Hilbert space and the operators on it can be graded in a useful
fashion. Namely, consider the operator
G =
L∏
j=1
(
ω−j(n−1)/2σjτ
−j
j
)
. (46)
This operator obeys Gn = 1, and satisfies
Gha = ω haG (47)
for all a. Thus if the Hilbert space is organized by the eigenvalues ωg of G, the operator H shifts
g → g+ 1. Since the conserved charges discussed here are built out of the ha, each of these charges
can be labelled by the amount they shift g. The non-local conserved quantity J (m) is built of m
powers of the ha, so acting with it on the Hilbert space shifts g → g + m. This superscript is a
useful piece of notation, because when multiplying operators it adds modn.
3.3 Higher Hamiltonians
Integrable models typically (always?) have local conserved quantities, where “local” means that
the range of interactions does not increase with the size of the system. Each local conserved
quantity thus can be thought of as a Hamiltonian with longer-range interactions. These “higher”
Hamiltonians commute with H and each other, and so can be diagonalized simultaneously. A
remarkable feature of the Baxter clock Hamiltonian is that the higher Hamiltonians have an elegant
explicit form. In this subsection and in appendix A I derive these higher Hamiltonians. These results
apply for arbitrary ω; in the next section 4 I describe their special properties when ωn = 1.
In a classical integrable model, the higher Hamiltonians are found from commuting transfer
matrices [10]. In an integrable two-dimensional classical model, the transfer matrix T can be written
in terms of a particular combination of couplings u so that [T (u), T (u′)] = 0. The Hamiltonian
and the higher Hamiltonians of the corresponding integrable quantum chain are then defined by
taking the logarithmic derivative and expanding the result in a power series:
− u d
du
lnT (u) =
∞∑
m=1
H(m)um = Hu+H(2)u2 +H(3)u3 + . . . (48)
Because the transfer matrices at different u commute, all the higher H must commute:
[H(m), H(m
′)] = 0 . (49)
where the Hamiltonian itself is the first one: H = H(1).
The non-local conserved quantities in this quantum integrable model can be combined into an
object very much like a commuting transfer matrix, namely
T (u) = 1− J (1)u+ J (2)u2 + · · ·+ (−1)LJ (L)uL =
L∑
m=1
(−u)mJ (m) . (50)
This sum truncates because there are no J (m) for m > L. Because all of the J (m) commute among
themselves, this results in [T (u), T (u′)] = 0. Defining H(m) via the logarithmic derivative (48) of
T (u) from (50) yields a set of commuting higher Hamiltonians. Taking the derivative and expanding
out (48) gives each H(m) in terms of lower ones:
H(m)a = (−1)m+1mJ (m)a +
m−1∑
q=1
(−1)q+1H(m−q)a J (q)a (51)
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When the subscript on H(m) is omitted, this always means H
(m)
2L .
Explicit expressions for the first few higher Hamiltonians can be worked out by brute force by
using the commutation relation (39), giving
H(1)a = H =
a−1∑
b=1
hb
H(2)a =
a−1∑
b=1
[h2b + (1 + ω)hb+1hb] (52)
H(3)a =
a−1∑
b=1
[h3b + (1 + ω + ω
2)(hb+2hb+1hb + h
2
b+1hb + hb+1h
2
b)]
where for ease of notation all hb with b > a − 1 are defined to be zero. The explicit calculation
of H(2) is given in this section, while that for H(3) is in appendix A.1. One might be tempted to
guess a general expression from these, but the answer is not so simple: for example, the coefficient
of h2b+1h
2
b in H
(4) turns out to be (1 + ω)(1 + ω + ω2).
It is plausible but not immediately apparent that the H(m) defined in this fashion are local.
However, it is simple to derive that not only are the higher Hamiltonians local, but connected as
well. This means that any time hb and hb+b′ appear in a term, all those in between (i.e. hbi with
b < bi < b + b
′) appear as well with non-vanishing power. This automatically implies locality
because there are exactly m of the hbi in each term.
Connectedness is equivalent to having D(0,m) = 0 for m > 0, where D(s,m−s) is the piece of
H
(m)
a −H(m)a−1 proportional to hsa−1, i.e.
m∑
s=0
D(s,m−s) = H(m)a −H(m)a−1 , D(s,m−s)ha = ωs haD(s,m−s) . (53)
This is proved by plugging (53) into the definition (51) of H
(m)
a , and using the recursion relation
(43) to make all dependence on ha−1 explicit. Collecting the terms with no ha−1 present gives
H
(m)
a−1 +D
(0,m) = (−1)m+1mJ (m)a−1 +
m−1∑
q=1
(−1)q+1(H(m−q)a−1 +D(0,m−q))J (q)a−1 .
Using the definition (51) for H
(m)
a−1 leaves this to be
D(0,m) =
m−1∑
q=1
(−1)q+1D(0,m−q)J (q)a−1
for all m ≥ 1. This means that D(0,1) = 0, as is easy to check from the definition. Thus all vanish:
D(0,m) = 0 . (54)
A useful fact shown in section 4 is that an even stronger definition of connectedness holds, namely
that H(m) remains connected even after simplifying using the fact that hnb = γn is a number.
There is a closed-form expression for all the H(m). It is easy to check using (51) that
D(m,0) = hma−1 . (55)
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The rest of them can be determined recursively. Trial and error and the construction of the shift
operators in section 5 suggests the recursion relation
H
(m)
a+1 = H
(m)
a + h
m
a +
m−1∑
r=1
m−r∑
s=1
βm
βm−r
hraArsD
(s,m−r−s) , (56)
for some coefficients βm and the Ars.
To check the recursion relation for m = 2, note that (51) gives
H
(2)
a+1 = (H
(1)
a + ha)(J
(1)
a + ha)− 2(J (2)a + haJ (1)a−1) .
Using (51) for H
(2)
a and J
(1)
a = H
(1)
a gives
H
(2)
a+1 = H
(2)
a + h
2
a + [Ha, ha] + 2ha(Ha −Ha−1) = H(2)a + h2a + (1 + ω)haha−1
This indeed yields the explicit expression (52). The ansatz reads
H
(2)
a+1 = H
(2)
a + h
2
a + β2haA11D
(1,0) .
Since the βm appear in ratios, they can be rescaled to set β1 = 1. Because D
(1,0) = ha−1, this gives
β2A11 = 1 + ω . (57)
By considering some special cases, all the coefficients βm and Ars can be fixed. This calculation
is done in appendix A.2. The βm are given by
βm =
1− ωm
1− ω (58)
for m ≥ 1. Each Ars is a Gaussian binomial (aka q-binomial):
Ars =
(1− ωr+1)(1− ωr+2) . . . (1− ωr+s−1)
(1− ω)(1− ω2) . . . (1− ωs−1) =
(1− ωs)(1− ωs+1) . . . (1− ωr+s−1)
(1− ω)(1− ω2) . . . (1− ωr) . (59)
The first of the two forms requires s > 1, while the second requires r > 0, so A0s = 1 follows from
the first while Ar1 = 1 follows from the second. The proof that the ansatz with these coefficients
gives the correct H(m) defined by (51) is given in appendix A.3.
This results in a closed-form expression for H(m). Each term is of the form
βm
βr1
ArW rW−1 . . . Ar3r2Ar2r1h
rW
c+W−1 . . . h
r2
c+1 . . . h
r1
c .
Because H(m) by construction contains m powers of the ha,
∑W
j=1 rj = m, while because of the
connectedness, each rj > 0. All such terms appear so
H(m)a =
a−1∑
c=1
(m)∑ βm
βr1
W∏
j=1
Arj+1rjh
rj
c+j−1 (60)
where
∑(m) is the sum over all rj ≥ 1 and W such that ∑Wj=1 rj = m. Setting rW+1 = 0, is
harmless to include ArW+1rW = A0rW = 1 in the product. This and all products of operators in
this paper are ordered so that the j = 1 term in the product is the rightmost one.
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It is straightforward to check that [H, H(m)] = 0 directly using this expression; in fact, this is
shown in appendix A.3 as a part of the proof of (60). The benefit of defining the higher Hamiltonians
using (51), rather than simply taking (60) as the definition of the H(m), is twofold. Since the
explicit expression is obviously unwieldy, the definition in terms of the conserved charges gives
a broader picture of the structure of the theory. The second reason is more practical: with the
definition (51), the higher Hamiltonians automatically commute. Proving [H(m), H(m
′)] = 0 using
the explicit expression is a combinatorial nightmare.
The explicit expression (60) does not look at all like the expression (26) for the higher Hamiltoni-
ans in the free fermion case. Even ignoring surface dissimilarities, there is a fundamental difference:
the number of terms in (60) grows exponentially with system size, where the number of fermion
blinears in (26) grows only quadratically.
4 The Hamiltonians for ωn = 1
The construction of the higher Hamiltonians in section 3.3 applies to any ω. The purpose of this
section is to derived the interesting consequences of setting ωn = 1, so that Baxter’s Hamiltonian
is for a clock variable. For example, when m is a multiple of n, βm = 0, and it seems as if higher
Hamiltonians H(sn) vanish. As I will explain in section 4.1, this is not quite so but rather they are
proportional to the identity. Even more interesting is that the constant of proportionality reveals
a deep connection to the free-fermion case. In fact, there are deep connections to the free-fermion
case for all m. In section 4.3 I show that H(m) can be written in a form resembling (26). This
rewriting will prove essential in the construction of the shift and projection operators in the next
sections. The beautiful thing about the resulting formula (74) is that virtually all of the remaining
analysis will be a variation on that for free fermions.
The key technical observation making the results of this section possible is that the coefficients
Ars from (59) in the explicit expression (60) for H
(m) have a very simple behavior when the labels
are shifted by n. Namely, consider the range 0 ≤ r < n, 1 ≤ r′ ≤ n where there are manifestly no
singularities in Arr′ in the limit ω
n → 1. Then for l and l′ any non-negative integers,
Ar+ln,r′+l′n
Arr′
=
(l + l′)!
l! l′!
≡
(
l + l′
l
)
. (61)
An important result is that this ratio is not only independent of r and r′, but of n as well.
4.1 The Hamiltonians H(sn)
An important first thing to check is that there are no singularities in the explicit expression (60)
for H(m) in the limit ωn → 1. The Ars are all finite because all zeroes of the denominator are
cancelled by zeroes in the numerator, a consequence of (61). However, because βsn = 0, the βr1
in the denominator would result in a singularity if not cancelled by a zero of one of the other
coefficients. The explicit expression (59) shows that
Ar2r1
βr1
=
Ar1r2
βr2
.
Since all Ars are finite, a singularity in (60) therefore can only occur at ω
gcf(r2,r1) = 1, where
gcf(r, r′) means the greatest common factor of r and r′. Moving the 1/βrj down the line in this
fashion means that if there is a singularity, it can only occur at ωg = 1, where g = gcf(r1, r2, . . . , rW ).
However, the overall factor βm multiplying the coefficient will cancel any such singularity because
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m =
∑W
j=1 rj is necessarily a multiple of g. Thus the limit of H
(m) in (60) as ωn → 1 is not singular,
i.e. the explicit expression can still be used if interpreted as a limit.
This presence of the βr1 in the denominator does mean that H
(sn) is not automatically zero
despite a βsn = 0 in front of (60). This is obvious because of the h
sn
b term, which always occurs
with coefficient one. This is not the only non-vanishing term in general: if g is a multiple of n,
the zero in βsn is cancelled. The only way for this to happen if all the rj are multiples of n. Since
hrnb = γ
r
n, H
(sn) is therefore proportional to the identity.
There is an elegant explicit expression for H(sn). Because A0n = 1, (61) implies that for r ≥ 0
and r′ ≥ 1,
Aln,l′n =
(l + l′ − 1)!
l! (l′ − 1)! = limω→1Al,l′ , (62)
i.e. when both coefficients are multiples of n the Gaussian binomial turns into an ordinary one.
Similarly,
lim
ωn→1
βsn
βln
=
s
l
= lim
ω→1
βs
βl
.
Since all non-vanishing terms in (60) for H(sn) have rj proportional to n, letting rj = nlj means
that the constraint
∑W
j=1 rj = m turns into
∑W
j=1 lj = s, and so
H(sn)a =
a−1∑
c=1
(sn)∑ βsn
βnl1
W∏
j=1
Anlj+1,nljh
nlj
c+j−1
= lim
ω→1
a−1∑
c=1
(s)∑ βs
βl1
W∏
j=1
Alj+1,ljγ
lj
c+j−1
= lim
ω→1
H˜(s)a ,
where H˜
(s)
a is H
(s)
a with the hc+j−1 replaced with γc+j−1. Since the H(m) are generated by the
logarithmic derivative (48) of T (u), the H˜
(s)
a can be generated in a similar fashion. Since all hb
commute with each other when ω → 1, the H(sn)a are given by (48) with the same replacements of h
with γ in T (u). Strikingly, T (u) with this replacement has already appeared above, in the solution
of the free-fermion problem in section 2! Precisely, in terms of the function Q in (17),
∞∑
s=1
H(sn)a u
s = −u ∂
∂u
ln
(
ua/2Qa
(
u−1
))
. (63)
This is why it was convenient to define Qa in terms of the γb, which for general n are related to
the couplings via γb = t
n
b .
This is the first indication how the solution of Baxter’s clock Hamiltonian is very closely related
to the free-fermion solution of the Ising chain. An even more striking relation comes from a
fundamental result in the theory of symmetric polynomials, the Newton-Girard formula (yes, that
Newton) [27]. Define the symmetric polynomials Sl and el via
Sl(u1, . . . uL) =
L∑
k=1
ulk , el(u1, . . . uL) =
∑
k1<k2<...kl≤L
uk1uk2 . . . ukl .
Then it is simple to prove recursively that
(−1)ss es +
s−1∑
l=0
(−1)lSs−l el = 0 . (64)
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Note that this is the same relation (51) relating the non-local conserved charges and the higher
Hamiltonians, so it can be generated by a logarithmic derivative as well. Using it with (63) gives
H
(sn)
a in terms of the roots of Q2L. Namely, letting these roots be uk for k = 1 . . . L gives
Q2L(u) =
L∏
k=1
(u− uk) =
L∑
l=0
uL−l(−1)lel(u1, . . . uL) .
The Newton-Girard formula (64) combined with (63) then gives
H(sn)a =
L∑
k=1
usk . (65)
For n = 2, these roots obey uk = 
2
k, where the k are precisely the energy levels of the free-fermion
problem. In section 5 I rederive Baxter’s result that for general n the energy levels are related to
these same roots with the identification uk = 
n
k . Thus
H(sn)a =
L∑
k=1
snk (66)
for all n.
4.2 A useful basis
Fermion systems are free when their Hamiltonian is a sum of fermion bilinears. Quite obviously
the terms in the higher Hamiltonians (60) for general n are not as simple as a fermion bilinear.
However, the general Hamiltonians can be rewritten so that not only are they considerably simpler,
but also emphasize how much of the structure of these models is independent of n.
The first step in doing so is to find a useful basis in which to write the operators. The higher
Hamiltonians satisfy a number of useful properties that make this possible. Namely, after “reduc-
ing” (60) by using hnc = t
n
c ≡ γn to reduce the all the exponents in (60) to less than n, two useful
properties of the resulting expression are:
• An exclusion rule: adjacent exponents must sum to at most n: i.e. rj + rj+1 ≤ n.
• Connectedness: each term remains connected.
The “exclusion” rule is a consequence of the fact that the coefficient Arr′ from (59) obeys
Ar+ln,r′+l′n = 0 when r + r
′ > n , (67)
with 0 ≤ r < n and 1 ≤ r′ ≤ n. Thus only terms where
rj modn + rj+1 modn ≤ n (68)
appear in H(m). For n = 2, this means only fermion bilinears appear in the Hamiltonians. For
n = 3, this means for example that h2b+1h
2
b never appears.
The stronger form of connectedness is a consequence of (67), the fact that
Ar+ln,l′n = 0 for r 6= 0 .
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This shows that hnb = γb to any non-zero power cannot appear in the “middle” of a term. Namely,
any term in H(m) obeys{
rj modn 6= 0 in the “middle” region b− c < j ≤ b− c+ w
rj = sjn with sj > 0 in the “outer” region j ≤ b− c or j > b− c+ w
(69)
for some 0 ≤ w ≤ W and c ≤ b < c + W . This property arises because even though Ar,l′n = 0 for
rmodn 6= 0, the exponent rW on the left end can be a multiple of n because Anl,s 6= 0. If rW is a
multiple of n, then rW−1 can be as well because Arn,rs is also non-vanishing, and so on. The same
holds starting from the other end by using βrArs = βsAsr, i.e. if r1 is a multiple of n, then r2 can
be as well. However, (67) means that if rj modn 6= 0 and rj′ modn 6= 0, then all rj′′ in between the
two (i.e. with j < j′′ < j′) also obey rj′′ 6= 0 modn. Thus once a term is reduced, it still remains
connected even ignoring any γa.
These properties and (61) mean that H(m) can be written as a linear combination of reduced,
fixed-width, operators. These operators are defined to have no γa, and are
ξ
(m)
w,b =
(m,w)∑ w∏
j=1
βm
βr1
Arj+1rjh
rj
b+j−1 , (70)
where
∑(m,w) is the sum over all 1 ≤ rj < n such that ∑wj=1 rj = m and rw+1 = 0. This differs
from
∑(m) in that there is no sum over widths and that each rj is restricted to be less than n. The
restriction means no γa appear in any of the ξ
(m)
w,b . It is convenient to define ξ
(m)
0,b = δm0 as well.
The ξ
(m)
w,b have some general characteristics. As described in section 4.1, when m a multiple of
n, βm = 0, so the Hamiltonian is proportional to the identity. Here this manifests itself by making
ξ
(sn)
w,b = 0 unless w = s = 0. Other ξ
(m)
w,b vanish as well. As a consequence of connectedness, ξ
(m)
w,b = 0
for w > m. Less obvious but important is that, as a consequence of the restriction and the exclusion
rule (68), ξ
(m)
w,b = 0 for w < 2[m/n] + 1 as well. Conversely, for a fixed value of w, the maximum
value of m allowed is n[(w + 1)/2] − 1. Since the maximum value of w is 2L − 1, this means the
maximum value of m in any ξ
(m)
w,b is nL− 1.
The Hamiltonians for any n can be written as a sum over the ξ
(w)
b . This comes from using (61)
to relate any coefficients to those with indices rj < n and h
n
a = γa to do the same to the exponents.
The fact that these ratios depend only [rj/n] means that
H(m) =
2L−1∑
b=1
2L−1∑
w=1
[m/n]∑
s=0
fs,w,b ξ
(m−sn)
w,b . (71)
While the coefficients fs,w,b in this sum in principle could depend on m and n, in fact when written
in terms of the γa they do not. This characteristic is essential to all that follows. I show this by
deriving an ugly but explicit expression for them, and use this in the next subsection 4.3 to find a
much nicer one.
Combining the expression (60) for H(m) with the definition (70) of the reduced, fixed-width
operators and defining sj = [rj/n] gives
fs,w,b =
(s)∑ ′  W∏
j=b−c+w+1
Arj+1rjγ
sj
c+j−1
 b−c+w∏
j=b−c+1
Arj+1rj
Arj+1modn, rjmodn
γ
sj
c+j−1
b−c∏
j=1
Arjrj+1γ
sj
c+j−1

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where
∑(s)′ means the sum over rj and W such that ∑Wj=1[rj/n] = s while imposing the additional
restrictions (69) on the rj . In terms of the sj , these restrictions are sj ≥ 1 in the outer region. The
reversed order of the subscripts in the last product is not a typo, but is a consequence of using
βrArs = βsAsr to turn the βr1 into a βrb to conform with the definition of ξ
(m)
w,b . Using (61) gives
fs,w,b =
(s)∑ ′ W−1∏
j=b−c+w+1
(
sj + sj+1 − 1
sj+1
) b−c+w∏
j=b−c
(
sj + sj+1
sj
) b−c−1∏
j=1
(
sj + sj+1 − 1
sj
) W∏
j=1
γ
sj
c+j−1 .
(72)
Ugly though this expression is, it does not depend in any way on m or n, but rather only on s. In
the next section I find a much simpler formula for it.
It is worth noting that even though ξ
(m)
w,b is much more complicated that a fermion bilinear,
it has parafermions at the ends. Namely, using the definition of parafermions given in (37) gives
hb ∝ ψ†a, and so
ξ
(m)
w,b ∝ ψb+wψ†b (73)
multiplied in general by additional powers of hbj with b ≤ bj ≤ b+ w. For n = 3, the exclusion rule
requires that all terms must be proportional to
ψb+w hbl . . . hb1 ψ
†
b
where b+ w ≥ bj ≥ hb and bj+1 − bj > 1, i.e. the hbj here cannot be adjacent.
4.3 The Hamiltonians rewritten
The free-fermion higher Hamiltonians were rewritten in terms of fermion bilinears in (26). Here I
prove an analogous formulae for all n, namely
H(m) =
2L−1∑
b=1
2L−1∑
w=0
[m/n]∑
s=0
(M2s+w)b+w,b ξ(m−sn)w,b , (74)
where the matrix M is a rescaling of the free-fermion matrix F :
M =

0 γ1 0 · · ·
1 0 γ2
0 1 0
... 0 γ2L−1
1 0
 , (75)
i.e. the matrix elements are (M)ab = δa,b−1 + γaδa,b+1. Given how complicated the H(m) are in
their original definition, this formula is remarkably simple. Note in particular that M does not
depend on n or m at all, but only on the couplings γa; the only dependence on m and n is via the
reduced, fixed-width operators ξ
(m)
w,b .
To give a simple example, consider H(n+1), where the only terms involving a γa have w = 1.
Using A1n/βn = An1/β1 = An1 = A11 = 1 gives
H(n+1) =
2L−1∑
b=1
(
hn+1b + h
n
b+1hb + hb+1h
n
b +
n+1∑
w=3
ξ
(n+1)
w,b
)
=
2L−1∑
b=1
(
(γb−1 + γb + γb+1)ξ
(1)
1,b +
n+1∑
w=3
ξ
(n+1)
w,b
)
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The coefficient γb−1 + γb + γb+1 is indeed (M3)b+1,b , while Mb+1,b = 1.
The proof of (74) for all n comes almost entirely by examining the free-fermion case, because
the explicit expression (72) for fs,w,b is independent of n. In the n = 2 case there are already two
very different-looking expressions for the higher Hamiltonians. The general expression (60), and its
expansion (71) in terms of the ξ
(m)
w,b still applies for n = 2, while (26) gives the higher Hamiltonians
in terms of fermion bilinears. Thus for m odd a funny equality holds
H(m)
∣∣∣
n=2
= i
2L−1∑
b=1
m∑
w=1,3...
(−1)wψb+w(Fm)b+w,b ψb =
2L−1∑
b=1
∑
w=1,3,...
f(m−w)/2,w,b ξ
(w)
w,b (76)
There is a single term s obeying m = 2s + w, because there is only non-vanishing ξ
(m)
w,b for n = 2
for each m, namely ξ
(w)
w,b . The ξ
(w)
w,b are indeed fermion bilinears:
ξ
(w)
w,b = hb+w−1 . . . hb+1hb = ψb+wψb
w∏
l=1
(itb+l) ,
since A11 = A01 = 1 and A10 = 0. Absorbing these factors of t into a rescaling of F into M from
(75) gives (for w odd)
(M2s+w)b+w,b = fs,w,b . (77)
Neither side of (77) depends in any way on n – this is nothing more nor nothing less than a
very interesting combinatorial identity. The ugly expression (72) turns out to simplify remarkably!
It is easy to check explicitly that the identity holds when w is even as well. Plugging (77) into (71)
then yields the simple expression (74) for the higher Hamiltonians.
5 Shift operators
In this section I explicitly construct the “shift” operators, the analog for Baxter’s clock Hamiltonian
of the raising and lowering operators for the Ising chain. Instead of raising or lowering the energy
like Ψ±k do in the free-fermion case, acting with a shift operator changes the energy by a complex
number. In particular, for a chain of L sites, there are nL shift operators Ψωl,k with l = 0 . . . n− 1
and k = 1 . . . L. These obey
[H, Ψωp,k] = (1− ω)ωpk Ψωp,k , (78)
where k is real. Thus Ψωl,k shifts one of the “free parafermions” in figure 2 clockwise.
In addition, I show that commuting the same shift operators with the higher Hamiltonians gives
[H(m), Ψωp,k] = 
m
k ω
pm(1− ωm) Ψωp,k (79)
Thus Ψωp,k behaves as a shift operator for all the Hamiltonians, except when m is a multiple of n,
where H(m) is proportional to the identity so that the commutator vanishes. This gives a strong
indication that all the Hamiltonians have spectrum (3).
5.1 Commuting with H and the higher Hamiltonians
The key to the construction of the rasing/lowering operators in Ising is that commuting the Hamil-
tonian with something linear in the fermions gives something linear in the fermions. It would have
been nice if the same were true of the parafermions defined in (37), but as described in detail in
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[17], this is not the case. Calculating a few commutators explicitly illustrates the problem needing
to be solved. The simplest parafermion is ψ1 ≡ σ1, and its commutator with H is also simple:
[H,ψ1] = (1− ω)h1ψ1 ∝ ψ2
using the fact that haψ1 = ω
δa1ψ1ha . However, it starts to get ugly quickly:
[H, [H, ψ1]] = (1− ω)2h2h1ψ1 + (1− ω)2h21ψ1 ,
[H, [H, [H, ψ1]]] = (1− ω)3h3h2h1ψ1 + (1− ω)3h22h1ψ1 + (1− ω)2(1− ω2)h2h21ψ1 + (1− ω3)h31ψ1 .
The key to making progress is to observe that the terms here look very similar to the higher
Hamiltonians appearing in (52). This suggests trying to write the commutators in terms of com-
mutators with H(m). Using the explicit forms from in (52) indeed gives
[H, [H,ψ1]] =
(1− ω)2
1− ω2 [H
(2), ψ1] ,
[H, [H, [H,ψ1]]] =
(1− ω)3
1− ω3 [H
(3), ψ1] .
This correspondence is true in general. In appendix B.1 I prove that when the commutator is done
m times,
[H, [H, · · · , [H, ψ1] · · · ]] = lim
ωn→1
(1− ω)m
1− ωm [H
(m), ψ1] . (80)
The reason this needs to be defined as a limit is that the denominator vanishes for m a multiple of
n. This limit makes sense as a consequence of the properties of H(sn) discussed in detail in section
4.1. All terms are either proportional to βsn or h
nl1
1 , so in the former, βsn cancels the denominator
here, while in the latter the commutator with ψ1 gives a factor of (1 − ωnl1), again canceling the
zero in the denominator. Thus even though H(sn) itself is proportional to the identity, commuting
sn times with H gives a non-trivial operator.
It is convenient to define an operator H which acts on operators:
HX ≡ 1
1− ω [H2L, X] . (81)
i.e. operating with H corresponds to commuting with H2L and dividing by 1 − ω. (In the math
literature, H would be called adH2L/(1−ω) .) Thus (80) is
Hmψ1 = lim
ω→e2pii/n
[H
(m)
2L , ψ1]
1− ωm . (82)
The matrix F in (11) is simply H for n = 2 acting in the basis given by ψ1, . . . , ψ2L. Because H
commutes with the Zn charge ωP , all Hmψ1 have Zn charge −1, i.e. ωPHmψ1ω−P = ω−1Hmψ1.
5.2 The shift operators and a Zn analog of the Majorana fermions
The shift operators obeying (78) are simply the eigenvectors of H. As shown in the previous
subsection, repeatedly acting with H (i.e. commuting with H) on ψ1 produces a tractable set of
operators with a closed-form expression. The hope is then that this sequence of commutators
effectively truncates, so that acting with H produces only some linear combination of commutators
already seen. For example, in the fermion caseH2Lψ1 gives some linear combination of the operators
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Hmψ1 with m < 2L. This means the fermion raising/lowering operators are constructed simply by
diagonalizing a 2L× 2L matrix.
Such a truncation does indeed occur for all n, i.e. Hmψ1 for m ≥ nL is given by a linear
combination of those with m < nL. The proof is straightforward given the explicit expression for
the Hamiltonians, and is given in appendix B.2. Here I define operators η(m) so that H can be
written in a matrix form analogous to (10,11). Defining η(0) ≡ ψ1, η(m) in the free-fermion case is
proportional to ψm+1, but for general n it will necessarily be more complicated.
The construction relies on the fact that when commuting with H repeatedly to generate the
η(m), one finds that lower ones appear multiplied by various γa. These then can be subtracted off
to define subsequent η(m). The first γa appears in Hnη(0):
Hnη(0) = hn1ψ1 + . . . = γ1η(0) + . . . .
So this suggests defining
η(l) = Hlη(0) for l < n (83)
but
η(n) = Hnη(0) − γ1η(0) .
In the free fermion-case n = 2 this indeed results in η(1) ∝ ψ2 and η(2) ∝ ψ3. Similarly, it follows
from the explicit expressions (e.g. (125)) that
Hη(n) = γ2ψ2 + . . .
so it is sensible to define
η(n+1) = Hη(n) − γ2Hη(0) .
Continuing in this fashion, all η(a) are defined by (83) and
η(sn) = Hη(sn−1) − γ2m−1η(sn−n) ,
η(sn+1) = Hη(sn) − γ2m η(sn−n+1) , (84)
η(sn+l+1) = Hη(sn+l)
with m ≥ 1 and l = 1, . . . n−2. When n = 2, this indeed reduces to η(m) ∝ ψm+1. Note that the γa
vanish for a > 2L− 1, so the last non-trivial subtraction occurs in η(Ln). This recursive definition
of the η(a) is very similar to that of the recursion relation (16) for the functions Qa(u) used to solve
the free-fermion problem, and in fact
η(sn) = Q2s(Hn)η(0) , η(sn+l) = H−n/2Q2s+1(Hn)η(l) for 1 ≤ l < n . (85)
This is because the recursion relations (84) imply e.g.
η(sn+n) = (Hn − γ2s+1 − γ2s)η(sn) + γ2s+1γ2s−1η(sn−n) , (86)
while from (16) it follows that
Qa+2(u) = (u− γa+1 − γa)Qa(u) + γa+1γa−1Qa−2(u) . (87)
Although Hmη(0) is non-zero for all m, η(m) is not. As proved in appendix B.2 in (134),
η(nL) = Q2L(Hn)η(0) = 0 . (88)
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It is also possible to prove this by explicitly working out the action of H on the η(m), but this is
quite tedious. One finds that η(sn) has a minimum width in the sense that if h2s is set to zero, then
η(sn) = 0. Because h2L = 0, it follows that η
(nL) = 0.
With this truncation and the definition (84), H indeed acts linearly on a finite set of the nL
operators η(m), just like for free fermions. The energy levels k therefore follow simply from the
eigenvalues of the resulting nL× nL matrix. Defining the linear combination
Ψ =
nL−1∑
a=0
µaη
(a)
means
HΨ =
nL−1∑
a=0
µ′aη
(a) where µ′a =
nL−1∑
b=0
(Mn)ab µb . (89)
The eigenvalues of H are then those of the matrix Mn. The matrix elements of Mn follow from
the definition of the η(a):
(Mn)b+1,b = 1, (Mn)sn,sn+n−1 = γ2m−1, (Mn)sn+1,sn+n = γ2m , (90)
with all others vanishing. For n = 2, this is precisely the matrixM defined in (75). For n = 3 it is
M3 =

0 0 γ1 0 0 0 0 · · ·
1 0 0 γ2 0 0 0 · · ·
0 1 0 0 0 0 0
0 0 1 0 0 γ3 0
0 0 0 1 0 0 γ4
...
...
0 0 γ2L−1
1 0 0
0 1 0

.
The eigenvalues can be easily found by noting that because of the grading, the matrix (Mn)n
breaks into n blocks of size L × L. Namely, by the definition (84), Hη(sn+q) always gives some
combination of operators η(s
′n+q+1). Thus Hn mixes only η(s′n+q) with the same value of q. Then
the resulting blocks Bq are independent of n, and are
(B0)aa′ = (M2)2a−1,2a′−1, (Bl)aa′ = (M2)2a,2a′ . (91)
with l = 1, . . . n − 1. Thus no more work is necessary to find the eigenvalues – the values nk for
general n are indeed the same as the 2k in the free-fermion case! This confirms Baxter’s result
Q2L(
n
k) = 0 . (92)
This result is rederived in a slightly different fashion in appendix B.2. In the special case where all
couplings are equal so that γa is independent of a, these eigenvalues are 
n
k = 2 cos(pik/(2L+ 1)).
An explicit expression for the shift operators in terms of the η(m) follows directly from (89) by
computing the eigenvectors of the matrixMn. The eigenvectors of Hn with eigenvalue uk = nk are
Φ
(0)
k =
1
Nk
L−1∑
m=0
Q2m(uk) η
(sn) , Φ
(l)
k =
1
Nk

n/2
k
L−1∑
m=0
Q2m+1(uk) η
(sn+l) , (93)
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for l = 1 . . . n− 1. The polynomial Qa is a rescaled version of Qa:
Qa(uk) = Qa(uk)
2L−1∏
b=a+1
γb . (94)
The action of H on the Φ(q) is simple to work out using (84); it is obvious that HΦ(l)k = Φ(l+1)k for
l = 1, . . . n− 2, while
HΦ(0)k =
1
Nk
L−1∑
m=0
Q2m(uk)
(
η(sn+1) + γ2m−1 η(sn−n+1)
)
=
1
Nk
L−1∑
m=0
(
2L−1∏
b=2m+2
γb
)
(γ2m+1Q2m(uk) +Q2m+2(uk)) η
(sn)
= Φ
(1)
k
using Q2L(uk) = 0 and the recursion relation (16). Similarly, HΦ(n−1)k = nk Φ(0)k .
The shift operators are linear combinations of the Φ
(q)
k . Since uk is the square of the eigenvalue
of a hermitian matrix F , it is real and positive, and so k = (uk)1/n can be taken real and positive
as well. Then
Ψωp,k =
n−1∑
q=0
(ωpk)
−qΦ(q)k (
n
k) . (95)
indeed satisfy
HΨωp,k = ωpkΨωp,k . (96)
The Φ
(q)
k can be written in terms of the Ψωp,k by the obvious inverse discrete Fourier transform.
Using the orthonormality relations (131), it is possible to “invert” the expressions for the shift
operators and express the η(a) in terms of them:
η(sn) =
L∑
m=0
Q2m(uk)Φ
(0)
k , η
(sn+q) = 
−n/2
k
L∑
m=0
Q2m+1(uk)Φ
(l)
k . (97)
for l = 1 . . . n− 1. This is the natural generalization of the relations (24) in the free-fermion case.
Thus here and in their commutator with H, the η(a) behave quite analogously to the fermions.
Moreover, by computer checks it appears that
(η(m))n ∝ 1 ,
just like the Majorana fermions square to the identity. However, this seems difficult to prove
directly, because the commutation relations between different terms in η(m) are not nice at all. In
section 6.3 I describe further some of the algebraic structure.
The expression (96) yields nL shift operators obeying (78) as advertised. Acting with Ψωp,k
on any eigenstate of Baxter’s clock Hamiltonian either annihilates it or or shifts it in energy by
(1 − ω)wpk. The fact that the nk for any n are given by the eigenvalues of the same matrix is
precisely Baxter’s result [14]. This is a strong implication that the entire spectrum is given by (2),
but not quite a proof. I will provide the full demonstration that this is indeed so in section 6.
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5.3 The higher Hamiltonians and the shift operators
The higher Hamiltonians provided an essential ingredient in deriving the shift operators. One might
expect then that their commutator with the shift operators is very nice, and indeed this is so:
[H(m), Φ
(0)
k ] =
1
Nk
L−1∑
j=0
Q2j(
n
k) [H
(m), η(jn)]
=
1
Nk
L−1∑
j=0
Q2j(
n
k) [H
(m), Q2j(Hn) η(0)]
= (1− ωm) 1
Nk
L−1∑
j=0
Q2j(
n
k)Q2j(Hn)Hmη(0)
= (1− ωm) 1
Nk
L−1∑
j=0
Q2j(
n
k)
1
n
2L∑
k′=1
n−1∑
p=0
Q2j(
n
k′)(k′ω
p)m Ψωp,k′
= (1− ωm)mk
1
n
n−1∑
p=0
ωpmΨωp,k
using (93), (85), the fact that [H,H(m)] = 0, (82), (136), and (22). Similarly,
[H(m),Φ
(l)
k ] = (1− ωm)
1
n
n−1∑
p=0
(kω
p)m+l Ψωp,k
for l = 1, . . . n − 1. Note that these commutators vanish for m a multiple of n, a consequence of
H(sn) being a multiple of the identity. Using these with (95) gives (79),
[H(m), Ψωp,k] = 
m
k ω
−pm(1− ωm) Ψωp,k ,
as advertised. Thus Ψωp,k behaves as a shift operator for all the Hamiltonians except when m is a
multiple of n, where H(m) is proportional to the identity and the commutator vanishes.
This gives a strong indication that all the Hamiltonians have a simple and beautiful spectrum
(3). Even though the shift operators are not useful for m a multiple of n, this formula for the
spectrum still applies; this was already shown in (66). These results are also a strong hint that
not only the commutators but the Hamiltonians themselves can be rewritten in a similar fashion
as (136). I do this in the next section 6.
6 The spectrum and the algebra
Since as shown in (78) and (79) there are nL shift operators, it is hard to imagine that the spectrum
of the Hamiltonians could be anything other than (2) and (3).
A simple check on this statement comes from the fact (42) that the non-local conserved quantity
J (L) is proportional to the Zn conserved charge ωP , and so can easily be evaluated on any state.
Using the Newton-Girard formula (64) with (2) and (3) gives
J (L) =
L∏
k=1
(ωpkk) = ω
∑
k pk(detF2)1/4 = ω
∑
k pk
L∏
k=1
t2k−1 ,
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where F is our friend from (11) whose eigenvalues are 2k. This indeed agrees with (42) as long as
Zn conserved charge for this energy eigenstate is ωP = ω
∑
k pk .
Since computing the algebra of the shift operators by brute force does not seem possible, the
preceding results do not rule out the possibility that some of the nL eigenvalues do not appear in
the spectrum and some may appear multiple times. This could occur for example if the product
Ψωp,kΨωp′ ,k′ is not proportional to Ψωp′ ,kΨωp,k when k 6= k′. Then this would amount to two differ-
ent operators resulting in the same energy shift, and so the end state could be doubly degenerate.
Similarly, if this product vanishes for k 6= k′, then this energy shift and the final state may not
occur at all.
In this section I rule out these strange possibilities and show that each eigenvalue of the nL
eigenvalues in (2) and (3) does occur exactly once. I do this by rewriting all the Hamiltonians
as a sum over commuting operators ξ
(m)
w,b . The idea is similar to that used to find the projection
operators, here using (74) to rewrite the Hamiltonian in terms of a simple expression involving the
k and reduced, fixed-width operators. The eigenvalues of the ξ
(m)
w,b are then worked out by using
their commutators with the shift operators and their behavior under charge conjugation.
6.1 The spectrum
Defining the reduced, fixed-width operators allowed the Hamiltonians to be written in a form (74)
greatly resembling the Ising expression (26) in terms of the fermion blinears. This allows the
Hamiltonians for all m to be rewritten in terms of a finite set of operators Ξ
(q)
k , with q = 0 . . . n− 1
and k = 1 . . . L. The expression is
H(m) =
L∑
k=1
u
[m/n]
k Ξ
(q)
k , (98)
where q = mmodn. Another nice feature of this expression is that the only dependence on m is
via the exponent of uk and the index q.
The proof is simple. The orthonormality relation (131) allows the matrix elements of M to be
rewritten in terms of the polynomials Qa and their rescaled versions Qa. Plugging this into (74)
gives (98) with
Ξ
(q)
k =
2L−1∑
b=1
2L−1∑
w=0
smax∑
s=0
u
−s+w/2
k
1
Nk
Qb+w−1(uk)Qb−1(uk) ξ
(ns+q)
w,b , (99)
where smax is the maximum value of s such that ξ
(sn+q)
w is non-vanishing. Its value follows from
the exclusion rule (68), and is explained following (70). What is important is that this does not
grow with m except via q. A check on (99) is that
Ξ(0) = 1 ,
as follows from the orthonormality relation (130) and the fact that ξ
(m)
0,b = δm0. Since uk = 
n
k , this
now verifies the higher Hamiltonians H(sn) indeed obey the simple form (66) for all n. Another
easily-done check is for m = 1, where smax = 0 and ξ
(1)
w,b = δw,1hb.
Since all Hamiltonians are written in terms of the (n− 1)L different Ξ(q)k , (98) can be inverted
to write the Ξ
(q)
k in terms of the H
(m) with m < nL. Letting j = [m/n] so that m = j[m/n] + q
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means (98) is for j = 0 . . . L− 1
H(jn+q) =
L∑
k=1
Xjk Ξ(q)k ,
where Xjk = ujk. Written as a matrix, this is
X =

1 1 1 . . . 1
u1 u2 u3 . . . uL
u21 u
2
2 u
2
3 . . . u
2
L
...
uL−11 u
L−1
2 u
L−1
3 . . . u
L−1
L
 ,
with the Vandermonde determinant: detX = ∏k<k′(uk′ −uk); it follows from the free-fermion case
that this does not vanish for real non-vanishing tj . Thus X can be inverted to give
Ξ
(q)
k =
L−1∑
j=0
(X−1)kjH(jn+q) . (100)
The consequences of this are enormous. Since the H(m) all commute amongst themselves (why
I did all this work in section 3.3 and the appendix), the Ξ
(q)
k do too:
[Ξ
(q)
k , Ξ
(q′)
k′ ] = 0
for all k, k′, q, q′. This means each of the higher Hamiltonians decomposes into the sum of L
commuting pieces, and each can be diagonalized individually. Moreover, the pieces have a nice
commutation relation with the shift operators:
[
Ξ
(q)
k′ , Ψωp,k
]
=
L−1∑
j=0
(X−1)k′j
[
H(jn+q), Ψωp,k
]
=
L−1∑
j=0
(X−1)kjujk(ωpk)q(1− ωq)Ψωp,k
= δkk′(ω
pk)
q(1− ωq)Ψωp,k (101)
by (79) and the definition of X .
All that is left to do is to find the eigenvalues of the Ξ
(q)
k . The fundamental theorem of algebra
requires that any square matrix, even those not hermitian, has at least one eigenvector and eigen-
value. Moreover, the Zn generalization of the charge conjugation operator C defined in (36) has the
property ChbC† = ωhb. Thus
C Ξ(q)k C† = ωqΞ(q)k
and so for every eigenvalue λk of Ξ
(q)
k , ω
qλk is also an eigenvalue. Combining this with (101) means
that the eigenvalues of Ξ
(q)
k are (kω
p)q. This holds for all k, and the fact that detM 6= 0 when
the couplings tb are non-zero means that none of the k vanish. Since all Ξ
(q)
k commute among
themselves, (98) gives for the spectrum of all the Hamiltonians:
E(m) =
L∑
k=1
(ωpkk)
m , (102)
i.e. (3). This is the central result of this paper, and reproduces Baxter’s result for the original
Hamiltonian with m = 1.
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6.2 The projection operators
The Hamiltonian can be written as the sum over projection operators Pωp,k as in (105) by defining
Pωp,k =
1
n
n−1∑
q=0
(kω
p)−q Ξ(q)k , Ξ
(q)
k =
n−1∑
p=0
(kω
p)q Pωp,k . (103)
Since all Ξ
(q)
k commute, the Pωp,k do as well:
[Pωp,k, Pωp′ ,k′ ] = 0 (104)
for all k, k′, p, p′. Plugging the second part of (103) into (98) yields
H(m) =
L∑
k=1
n−1∑
p=0
(kω
p)mPωp,k . (105)
For m a multiple of n, this already follows from (66) because
∑n−1
p=0 Pωp,k = Ξ
(0)
k = 1.
Since the spectrum is given by (102), it is natural to expect that Pωp,k projects onto states
where the kth contribution to the energy is ωpk. The simplest way of seeing this is to note that
this is the only consistent way for (105) to apply for all positive integer m for a finite number of
Pωp,k. This confirms that the shift operators behave as expected. Given (102) and the commutator
(101), the shift operator Ψωp,k takes the state with eigenvalue (ω
p+1k)
q of Ξ
(q)
k and shifts it to the
state with eigenvalue (ωpk)
q. It must annihilate all other eigenstates of Ξ
(q)
k , but because of (104)
does not affect the eigenvalues of Ξ
(q)
k′ with k
′ 6= k. More explicitly, using (103) with (101) gives
the commutators [
Pωp′ ,k′ , Ψωp,k
]
= δkk′
(
δp′p − δp′,p+1
)
Ψωp,k
Combining this with the above observation gives
Pωp′ ,k Ψωp,k = δpp′Ψωp,k , Ψωp,kPωp′ ,k = δp′,p+1Ψωp,k , (106)
so acting with Ψωp,k on some eigenstate of Pωp,k shifts its eigenvalue by +1 or annihilates it. Thus
indeed the eigenvalues of Pωp,k are zero and 1, making it a projection operator obeying
Pωp′ ,k Pωp,k = δpp′Pωp,k . (107)
Projectors with different k simply commute. This is essential to having the energy levels be inde-
pendent of how they are filled (i.e. which values of pk are chosen). Thus these considerations give a
more formal way of characterizing what it means to be a free parafermion theory: there exist shift
operators and commuting projectors obeying (106), (107) and (78).
6.3 Generalizing the Clifford algebra
The spectrum of all the Hamiltonians was computed by a rather elaborate sequence of computations.
This was necessary because it was not obvious how to derive a useful generalization of the Clifford
algebra (13) for arbitrary n. I say “useful” in the sense of “useful for computing the spectrum”.
If one could derive directly the algebra of the shift operators, then the spectrum could be found
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without the detailed analysis of sections 4 and 6. In fact, just one relation is needed, having
(Ψ+k + Ψ−k)2 ∝ 1 for the fermions generalize to( n−1∑
p=0
Ψωp,k
)n ∝ 1 . (108)
This shows no state is annihilated by all the Ψωp,k, and so the only way the commutation relation
(136) can be consistent for all nL shift operators is for the spectrum to be given by (2). Despite
the explicit expressions for the shift operators, trying compute (108) by brute force is a nightmare,
hence the necessity of the elaborate sequence of computations involving the higher Hamiltonians.
Put another way, there is no obvious way to do a Bogoliubov transformation in the same fashion as
for fermions done in section 2.3, because there is no obvious way of rewriting the individual terms
in the Hamiltonian in terms of the shift operators.
So it goes. But now that the hard work in finding (3) has been done, it is possible to infer some
of the algebra generalizing (13). Some relations among the commutators are necessary given the
spectrum. Shifting with the same operator twice would result in an energy not in (3). Thus
Ψ2ωp,k = 0 .
In fact, for the same reason, more generally
Ψωp,kΨωp′ ,k = 0 , for p
′ 6= p+ 1 . (109)
This does not vanish when p′ = p + 1; this is a sequence of clockwise shifts. In addition, shifting
the kth level and then the k′th energy levels has the same effect no matter which order the shifts
are done. One might be tempted to conclude Ψωp,k and Ψωp′ ,k′ must commute for k 6= k′, but that
is not necessary; they need only give the same state up to some constant. Thus
Ψωp,kΨωp′ ,k′ ∝ Ψωp′ ,k′Ψωp,k for k′ 6= k . (110)
Explicit computation confirms that indeed they do not commute, and also suggests both the value
of the constant and a relation valid for all k, k, p, p′:
(ωpk − ωp′−1k′)Ψωp,kΨωp′ ,k′ = (ωp
′
k′ − ωp−1k)Ψωp′ ,k′Ψωp,k . (111)
It would very interesting to prove this.
The algebra of the projection operators (103) was worked out in (104) and (107). Their algebraic
relations with the shift operators are given in (106). One additional interesting relation also holds.
Because shifting clockwise n times must give something proportional to the original state,
Pωp,k ∝ Ψωp,kΨωp+1,k . . .Ψωp+n−1,k . (112)
This indeed commutes with the Hamiltonian and annihilates any state other than that with con-
tribution ωpk to the energy. Moreover, this and (104) are consistent with the conjecture (111).
A similar argument leads to (108). Due to (109), most of the terms vanish when multiplying
out the product. The only ones remaining are those of the form (112). Since the
∑n−1
p=0 Pωp,k = 1,
this indeed yields (108), and shows that the unknown normalization in (112) is independent of p.
It is worth recalling here that as noted at the end of section 5.2, computer evidence suggests that
the (sort-of) analogs of the Majorana fermions obey
(η(m))n ∝ 1 .
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This implies (108), and the converse seems a very plausible, if not yet proven, result.
The existence of the analogs of the Majorana fermions with at least some nice algebraic proper-
ties hints that there is more algebraic structure to be uncovered. Since all the higher Hamiltonians
for n = 2 are bilinears in the fermions, it is natural to expect that there also exist analogs of the
bilinears with nice algebraic properties for general n. It indeed is possible to to rewrite the Hamil-
tonians in terms of operators arising in the same fashion as η(m) arose. Just like Hmψ1 for m ≥ nL
can be written in terms of those with m < nL, it follows from (98) that the full Hamiltonians have
a similar property. Defining the coefficients of the polynomial Q2L(u) from (17) via
Qa(u) = u
(1−(−1)a)/4
L∑
j=0
Qa,juj
so that
L∑
j=0
Q2L,jH(jn+q) =
2L∑
k=1
Q2L(uk)Ξ
(q)
k = 0
Splitting H(m) =
∑2L−1
b=1 h
(m)
b in the obvious way (e.g. h
(1)
b = hb), and then defining
χ
(m)
b =
s∑
j=0
Q2[m/n]+1−δq,0, j h(jn+q)b
in the same fashion as (85) gives analogs of fermion bilinears. Since they satisfy χ
(2L)
b = 0 for all b
there are indeed order L2 of them.
A hint that the algebra of χ
(m)
b is nice comes from a closely related model, the superintegrable
chiral Potts model. Onsager’s original (pre-fermion) solution of the Ising model [3] exploits the fact
that the pieces of the Hamiltonian obey an interesting algebra, now known as the Onsager algebra.
Rewritten in terms of the fermions, it turns out that all the elements of the algebra are fermion
bilinears (the commutator of two fermion bilinears always gives another bilinear). This fact was
mostly forgotten as a consequence of Kaufman’s solution using fermions, but remarkably, the pieces
of the Hamiltonian of the superintegrable chiral Potts model obey the same algebra [19, 13].
7 Conclusion
I have shown that certain Zn clock models naturally generalize the free-fermionic structure of the
quantum Ising chain. This has many implications, both on the physics and on the more formal
sides. An obvious future direction is to search for hermitian Hamiltonians exhibiting free-paraferm-
ionic behavior. This is easy to do with non-local terms, but not so obvious how to achieve with a
local interaction. One strategy would be to take two copies, and search for a way of coupling them
so that levels are occupied in complex-conjugate pairs.
A more straightforward first step might be to use this algebraic structure to provide more direct
derivations of exact results for the integrable chiral Potts Hamiltonians, such as the superintegrable
chain. Exact computations in many vaunted models such as the Lieb-Liniger one can be done by
starting with free particles and then adding interactions that leave the model integrable. Obviously,
the model with Hamiltonian H† is solvable by the same methods; the interesting question is what
of the algebraic structure survives when the Hamiltonian includes both H and H†. There is already
considerable evidence that much of it does; in addition to the computation of the parafermionic
zero modes in [17], shift operators and conserved charges have been found using these techniques
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[28]. At minimum this should enable a direct derivation of the Bethe equations for the integrable
chiral Potts models without using functional relations.
A related direction would be to study two-dimensional classical lattice models whose transfer
matrix has the same eigenvectors as the Hamiltonians here. The free energy then will be written
in terms of the same levels k, just as in the classical Ising model. In fact, Baxter has already
shown [21] that this analysis can be generalized to the Bazhanov-Stroganov model [22, 23], whose
transfer matrix commutes with that of the integrable chiral Potts model. Thus this should provide
a method to better understand the chiral Potts model.
The non-hermiticity results in negative or non-local Boltzmann weights in such a classical model.
This is a common characteristic of models where the degrees of freedom are geometric objects such
as self-avoiding loops. In fact, a great breakthrough in the studies of the Ising model came with the
realization that it can be written as dimer model, whose partition function is given by a Pfaffian
(the square root of a determinant of an antisymmetric matrix) [29, 30, 6]. The partition function of
a free-fermion system is given by a Pfaffian [31], and this is indeed a nice way of relating Kaufman’s
results to the dimer ones. Thus it would be very exciting if such an object generalizing the Pfaffian
gave the partition function for free parafermion models with Zn symmetry. Such a correspondence
is already hinted at by results in conformal field theory. The correlators of fermionic fields in
the two-dimensional Ising model in the continuum limit of its critical point is given by a Pfaffian
as well. Parafermionic conformal field theories describing the continuum limit of the (non-chiral)
integrable clock model are well understood [12, 15], and an explicit formula for all the parafermionic
correlators is known [16]. The general formula has some very elegant clustering properties, and so
it is reasonable to hope that there is a lattice analog of it. Analyzing correlators in these free-
parafermion chains may provide a path to understanding this.
More generally, analyzing correlators in these models might be able to answer a host of inter-
esting questions. Is there a generalization of Wick’s theorem to Zn-invariant theories? Is there an
identifiable continuum limit of these free-parafermion theories? A tantalizing speculation is that
these are somehow related to chiral parts of conformal field theories; the integrable chiral Potts
model has an interesting connection to a perturbed chiral conformal field theory [32], and so a
connection here would not be completely surprising.
Less ambitiously, it would also be nice to explore further the properties of the generalized
Clifford algebra introduced in section 6.3. In particular, it is not clear whether the form (111)
is general or particular to this model, and so it would be illuminating to understand properties
independent of this representation. As mentioned there, the connection to the Onsager algebra
[19, 20] is particularly intriguing. It would probably be useful to generalize the results here to
periodic or twisted boundary conditions, because this is where the Onsager algebra arises.
Finally, it is worth noting that even though this paper is quite formal, recent work has shown
how the physics of parafermions could potentially be realized experimentally in a variety of settings
[33, 34, 35, 36, 37, 38, 39], including possibly in 2+1 dimensions [40, 41]. Since the analysis of the
parafermionic zero modes in [17] was an important part of this story, I am hopeful that the results
contained here will be of use in this pursuit as well.
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A The explicit expression of the higher Hamiltonians
The proof that the ansatz (56) is correct in general utilizes the recursion relation (43) from section
3.2 . For ease of notation, I define
D(0,0) = 1 ,
Am0
β0
=
1
βm
, A0m = 1 . (113)
so that the ansatz is
H
(m)
a+1 = H
(m)
a−1 +
m−1∑
r=0
m−r∑
s=0
βm
βm−r
hraArsD
(s,m−r−s) . (114)
Note that the βm always appear in a ratio, so they can be rescaled to make β1 = 1. Similarly, A11
can be scaled to 1.
Plugging the recursion relation (43) and the ansatz into the definition (51) of the higher Hamil-
tonians gives an expression where all the ha are explicit:
H(m)a +
m−1∑
r=1
m−r∑
s=0
βm
βm−r
hraArsD
(s,m−r−s) = (−1)m+1m(J (m)a + haJ (m)a−1)
+
m−1∑
q=1
(−1)m−q+1
(
H(q)a +
q−1∑
r=1
q−r∑
s=0
βq
βq−r
hraArsD
(s,q−r−s)
)
(J (m−q)a + haJ
(m−q−1)
a−1 ) . (115)
Thus proving (56) can be done piece by piece for each power of ha. As a quick check, this relation
(115) holds at order hma as a consequence of having J
(0)
a−1 = 1, while order h
0
a follows from applying
(51) for H
(m)
a . All the powers of ha−1 can also be made explicit by using the rewritten ansatz (114)
and the recursion relation J
(m−q)
a = J
(m−q)
a−1 + ha−1J
(m−q−1)
a−2 .
A.1 An explicit example
To illustrate the general procedure, it is useful to first study m = 3, where
H(3)a + h
3
a +
β3
β2
ha(A11D
(1,1) +A12D
(2,0)) + β3h
2
aA21D
(1,0) = 3(J (3)a + haJ
(2)
a−1)
+
(
H
(2)
a−1 +D
(1,1) +D(2,0) + h2a + β2haA11D
(1,0)
)
(J (1)a + ha)− (H(1)a + ha)(J (2)a + haJ (1)a−1) .
Comparing terms of order h2a gives
β3A21D
(1,0) = J (1)a + ωβ2A11D
(1,0) − J (1)a−1 ,
where the factor of ω arises from commuting ha through D
(1,0). Since D(1,0) = J
(1)
a − J (1)a−1 = ha−1,
β3A21 = 1 + ωβ2A11 = 1 + ω + ω
2
by using (57). At order ha, a number of terms cancel by using (51) for H
(2)
a−1 times ha. This leaves
β3
β2
(A11D
(1,1) +A12D
(2,0)) = ωD(1,1) + ω2D(2,0) + β2A11D
(1,0)J (1)a − J (2)a − ωD(1,0)J (1)a−1 + J (2)a−1 .
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Looking at terms with h2a−1 gives
β3
β2
A12 − ω2 = β2A11 = 1 + ω
by using (55) and (57). Looking at terms with ha−1 gives(β3
β2
A11 − ω
)
D(1,1) = β2A11D
(1,0)J
(1)
a−1 − ha−1J (1)a−2 − ωD(1,0)J (1)a−1
However, D(1,1) = (1 + ω)ha−1ha−2 follows from its definition (53) and the explicit expression (52)
for H(2), so (β3
β2
A11 − ω
)
(1 + ω) = 1 .
Combining this with the above and using the convention A11 = 1 gives
A21 = 1 , A12 = 1 + ω , β2 = 1 + ω , β3 = 1 + ω + ω
2 . (116)
A.2 The coefficients
To find the coefficients, first consider terms of order hm−1a in (115) for m > 2. This gives
βmh
m−1
a Am−1,1D
(1,0) = hm−1a J
(1)
a − hm−2a haJ (1)a−1 + βm−1hm−2a Am−2,1D(1,0)haJ (0)a−1 .
Using (53) to commute the last ha to the left gives
βmAm−1,1D(1,0) = J (1)a − J (1)a−1 + ωβm−1Am−2,1D(1,0) .
By definition, D(1,0) = ha−1 = J
(1)
a − J (1)a−1. Therefore the equality holds at order hm−1a if
βmAm−1,1 = 1 + ωβm−1Am−2,1 . (117)
This relation holds for all m ≥ 2, agreeing with (57) for m = 3.
To derive a recursion relation for all the Ars, note that the power of ha−1 in each term in (115)
can also be easily extracted: in D(s,m−s) it is already labeled in the first superscript, while rewriting
J
(m)
a = J
(m)
a−1 + ha−1J
(m−1)
a−2 makes explicit any other ha−1. So considering the terms proportional
to hm−sa hsa−1 in (115) gives
βm
βs
Am−s,sD(s,0) = ωs
βm−1
βs
Am−s−1,sD(s,0)J
(0)
a−1 +
βm−1
βs−1
Am−s,s−1D(s−1,0)ha−1J
(0)
a−2 .
Using (55) and noting that this must apply for all m = r + s gives
βr+s
βs
Ar,s = ω
sβr+s−1
βs
Ar−1,s +
βr+s−1
βs−1
Ar,s−1 . (118)
This is a well-known recursion relation, whose solution is a Gaussian binomial. This gives
βr+s
βs
Ars =
(1− ωr+1) . . . (1− ωr+s)
(1− ω)(1− ω2)...(1− ωs) . (119)
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To fix the βm, consider the terms proportional to h
m−2
a ha−1 for m > 2; by connectedness these
are necessarily proportional to ha−2 as well. These give(βm
β2
Am−2,1 − ωβm−1
β2
Am−3,1
)
D(1,1) = (βm−1Am−2,1 − ωβm−2Am−3,1)ha−1J (1)a−1 − ha−1J (1)a−2
= ha−1(J
(1)
a−1 − J (1)a−2) = ha−1ha−2 ,
by using (55), (54), (113) and (117). Since D(1,1) = (1 + ω)ha−1ha−2 and β2 = (1 + ω), this yields
βmAm−2,1 − ωβm−1Am−3,1 = 1 .
It follows from (119) that
βr+2Ar1 =
βr+2
βr+1
1− ωr+1
1− ω ,
so
βm
βm−1
1− ωm−1
1− ω − ω
βm−1
βm−2
1− ωm−2
1− ω = 1 .
Given that β1 = 1 and β2 = (1 + ω), this gives (58):
βm =
1− ωm
1− ω
for m ≥ 1. The quantity β0 always cancels as a consequence of connectedness, so its value is
arbitrary. Plugging this into (119) gives (59):
Ars =
(1− ωr+1)(1− ωr+2) . . . (1− ωr+s−1)
(1− ω)(1− ω2)...(1− ωs−1) =
(1− ωs) . . . (1− ωr+s−1)
(1− ω)...(1− ωr) .
A.3 The full proof
A useful concept here and in the computation of the shift operators is the width of an operator.
Since the higher Hamiltonians and shift operators are connected, each term has a width, defined
as how many different hb appear in the operator. The maximum width for any term H
(m)
a is the
smaller of a− 1 and m. The ansatz implies that terms of all widths up to the maximum appear in
each H
(m)
a .
The results of the previous subsection already give the exact formula for any width-two terms
in H(m). These are “translation invariant” in the sense that the coefficients are independent of the
location:
H(m)a =
a−1∑
b=1
(
hmb +
m−1∑
r=1
βm
βr
Am−r,r hm−rb+1 h
r
b + larger-width terms
)
.
Thus to prove that the formula (60) gives all the higher H(m), for a width W term it sufficient to
study the higher Hamiltonians H
(m)
W+1. The strategy is then to build up the width W + 1 terms
from those with width W recursively by demanding that they commute with H.
The Hamiltonian for a = 3 contains only width-one and width-two terms:
H
(m)
3 =
m∑
s=0
βm
βs
Am−s,shm−s2 h
s
1 .
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By construction this commutes with H3 = h1 + h2:
[h1 + h2, H
(m)
3 ] =
m∑
s=0
Am−s,s
βm
βs
(
(1− ωs)hm−s+12 hs1 + (ωm−s − 1)hm−s2 hs+11
)
=
m−1∑
s=0
(
βm(1− ω)Am−s−1,s+1 + (ωm−s − 1)βm
βs
Am−s,s
)
hm−s2 h
s+1
1
= 0
because
Ar−1,s+1 =
βr
βs
Ar,s .
This of course does not commute with h3:
[h3, H
(m)
3 ] = βm
m∑
s=0
Am−s,sAs0(1− ωm−s)h3hm−s2 hs1 .
To relate this to H
(m)
4 , consider
[H4, H
(m)
4 −H(m)3 ] = [h1 + h2 + h3, H(m)4 −H(m)3 ] = −[h3, H(m)3 ]
because H4 commutes with H
(m)
4 . The right-hand-side contains a single h3, since H
(m)
3 by definition
does not. However, note that by “translation invariance” all terms in H
(m)
4 −H(m)3 must contain
h3 to some non-zero power. Thus define X
(r,m−r)
a to be the sum of all terms in H
(m)
a that include
hra−1. (In the notation used above, D(r,m−r) = X
(r,m−r)
a−1 .) This yields
[h1 + h2, X
(1,m−1)
4 ] = −[h3, H(m)3 ] . (120)
To work out explicitly what X
(1,m−1)
4 must be, expand it in a series
X
(1,m−1)
4 =
m−2∑
s=0
C1,m−s−1,sh3hm−s−12 h
s
1
for some coefficients C1,m−r,r. Note that the upper limit of the sum over s is such that the exponent
of h2 is non-zero; otherwise this would not be connected. Then (120) requires
[h1 + h2, X
(1,m−1)
4 ] =
m−1∑
s=0
C1,m−s−1,s
(
(ω − ωs)h3hm−s2 hs1 + (ωm−s−1 − 1)h3hm−s−12 hs+11
)
=
m−1∑
s=1
(
C1,m−s−1,s(ω − ωs) + C1,m−s,s−1(ωm−s − 1)
)
h3h
m−s
2 h
s
1 .
Therefore
C1,m−s−1,s(ω − ωs) + C1,m−s,s−1(ωm−s − 1) = −βm
βs
Am−s,s(1− ωm−s)
for all m and s. Because C10s = 0 by connectedness, this means that
C11s−1 =
βs+1
βs
A1s = βs+1 =
βs+1
βs
A11
(
βs
βs−1
A1,s−1
)
.
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The last rewriting may seem perverse, but the expression in parentheses is precisely the coefficient
of the h2h
s−1
1 term in the width-two part of H
(s)
3 . Thus this case agrees with the ansatz (56). The
remaining C1rs can be determined recursively by using
C1,r,s−1 = ω
βs−1
βr
C1,r−1,s +
βr+s
βs
Ars .
To express the result in a convenient form, define A˜1,r,s via
C1,r,s = A˜1,r,s
βr+s+1
βs
Ar,s .
The recursion relation for C then becomes one for A˜:
A˜1,r,s−1
βs
βs−1
= ω
βs−1
βr
A˜1,r−1,sAr−1,s +Ars .
Simplifying this using the explicit expressions gives
A˜1,r,s−1 = ωA˜1,r−1,s
βs−1
βs
+
βr+s−1
βs
Given that A˜1,0,s = 0, this gives
A˜1,r,s = βr = A1r . (121)
This is independent of s! This is necessary for the ansatz to be true.
The rest of the width-3 terms are determined in an analogous fashion. Defining
X
(q,m−q)
4 =
m−q−1∑
s=0
Cq,r,sh
q
3h
r
2h
s
1
with q + r + s = m and doing the commutators as above gives the requirement that
Cq,r−1,s(ωq − ωs) + Cq,r,s−1(ωr − 1) + Cq−1,r,s(1− ωr) = 0 . (122)
Again exploiting the fact that Cq0s = 0 by connectedness and using the explicit expression for C1,r,s
determined above allows all the Cqrs to be fixed uniquely recursively. The ansatz requires that the
coefficients be
Cq,r,s =
βr+s+q
βs
AqrArs . (123)
for all q. Plugging this into (A.3) and using the explicit expressions gives gives
(1− ωr−1)(ωq − ωs)− (1− ωs)(1− ωq+r−1) + (1− ωr+s−1)(1− ωq) = 0
as required.
Thus this requirement of commuting with H and the fact that the width-two terms are known
gives all the width-three terms. All the H
(m)
a can be worked out by repeating this procedure using
the same logic. Namely, the “translation invariance” determines most of the terms in H
(m)
a+1 of up
to width a. Connectedness means the remaining ones are fixed uniquely by the requirement that
[Ha+1, H
(m)
a ] = 0. Thus to verify the ansatz, one merely needs to check that the resulting explicit
expression (60) commutes with H.
38
This is a straightforward exercise. Consider a particular term in (60) with a given set of
exponents r1 . . . rW , all non-zero by connectedness. The result of commuting this term with H
gives terms where one of the exponents is increased rl → rl + 1, while the others stay the same.
The resulting exponents are denoted s0, s1, s2 . . . sW+1; one of the “end” exponents s0 or sW+1 may
be non-zero even though r0 = rW+1 = 0. Thus
[H,H(m)] =
(m)∑
{rj}
βm
βr1
W∏
j=1
Arj+1rj
W+1∑
l=0
(ωsl+1 − ωsl−1)
W+1∏
j′=0
h
sj′
j′
where for notation’s sake, s−1 = sW+2 = 0, and sj′ = rj′ + δj′l. The subscript on the first sum
emphasizes that this is still a sum over allowed rj , not sj . The next task is to group terms with
the same set of exponents sj′ . Using the explicit form (59) relates the coefficients through
As,s′−1As′−1,s′′
As,s′As′,s′′
=
βs′−1
βs+s′−1
βs′
βs′+s′′−1
Then grouping terms with the same sj gives
[H,H(m)] =
(m)∑
{rj}
βm
βs1
W+1∑
l=lmin
(ωsl+1 − ωsl−1) βsl−1
βsl+1+sl−1
βsl
βsl+sl−1−1
W∏
j=1
Asj+1sj
W+1∏
j′=0
h
sj′
j′
where note that As11 = 1 for all s1 so that this term need not be included when s0 = 1. Note also
that the 1/βr1 results in the l = 1 term in the sum being of this form. The value of lmin = 0 if
s0 = 1, and is lmin = 1 if s0 = 0.
The sum over l looks ugly but is not difficult to do. First consider the case where s0 = 0, and
add the l = 1 and l = 2 terms:
(ωs2 − 1) βs1
βs2+s1−1
+ (ωs3 − ωs1) βs2−1
βs3+s2−1
βs2
βs2+s1−1
= (ωs3 − 1) βs2
βs3+s2−1
.
This is independent of s1 and is the same form as the l = 1 piece with s1 → s2 and s2 → s3.
Repeating this gives for any W ′
W ′+1∑
l=1
(ωsl+1 − ωsl−1) βsl−1
βsl+1+sl−1
βsl
βsl−1+sl−1
= (ωsW ′+2 − 1)
βs
W ′+1
βsW ′+2+sW ′+1−1
(124)
Since sW+2 = 0 by definition of W , the sum for W
′ = W + 1 gives zero. The sum for s0 = 1 is
done in the same way since s−1 = 0, and so vanishes as well. Thus
[H,H(m)] = 0
as claimed, and the expression (60) holds for all higher Hamiltonians.
B Details of the computation of shift operators
B.1 Relating Hmη(0) to [H(m), η(0)]
By the explicit expression (60) for H(m), the commutator can be written explicitly as
[H(m), ψ] = (1− ωm)
(m)∑ w∏
b=1
Arb+1rbh
rb
b ψ1 , (125)
39
where as before
∑(m) means the sum over all rb ≥ 1 and w such that ∑wb=1 rb = m. Note that as a
result of this commutator, the 1/βr in (60) is cancelled, and that the only terms contributing have
h1 with a non-vanshing exponent.
A recursive proof of (80) requires evaluating the commutator [H, [H(m), ψ]]. Its computation
can be simplified by exploiting [H,H(m)] = 0:
[H, [H(m), ψ]] = [H(m), [H,ψ]] = (1− ω)[H(m), h1ψ1]
Using the explicit expression (60) gives
[H(m), h1ψ1] = βm
(m)∑( w∏
b=1
1− ωr1+r2
1− ωr1 Arb+1rbh
rb
b h1ψ1 +
w∏
b=1
Arb+1rbh
rb
b+1h1ψ1
)
,
where the second term arises from terms in H(m) that have no h1 in them (i.e. those with b = 2
in (60)). Thus the second term has only one power of h1, while since r1 ≥ 1 in the first term, the
power there is always at least 2. It follows from (59) that
1− ωr1+r2
1− ωr1 Ar2r1 = Ar2,r1+1 .
Using this and the fact that Ar21 = 1 gives
[H(m), h1ψ1] = βm
(m+1)∑ w∏
b=1
Arb+1rbh
rb
b ψ1
where here
∑
b rb = m+ 1. Up to a constant factor, this is exactly the same expression that results
from (125) for H(m+1)! Namely,
[H, [H(m), ψ]] = (1− ω) 1− ω
m
1− ωm+1 [H
(m+1), ψ]. (126)
Since (80) is obviously true for m = 1, using recursion with (126) then implies (80).
In this proof, there are factors of ωr − 1 in the denominator, but these all cancel in the end.
Thus as long as ω is treated as not a root of unity when the commutators are done, and then then
limit ωn → 1 is taken, these results remain true. It is also worth noting that this simple result
holds only if one starts with certain operators like ψ1 (or ψ2, ψ
†
2L−1, ψ
†
2L−2).
B.2 The derivation of the shift operators
Here I give an alternative construction of the shift operators. This is less intuitive than that given
in section 5.2, but has the very important advantage that the “truncation” η(Ln) = 0 needed there
is proven.
Most of the technicalities needed to show this have already been worked out in section 4. Using
the relation (82) with the simplified expression (74) for the higher Hamiltonians yields a similar
expression for Hmη(0). A key fact is that there is a maximum value of m in the reduced, fixed-
width operators: ξ
(m)
w+b,b = 0 for m ≥ nL as a consequence of the exclusion rule (68) combined with
w < 2L. Thus the higher Hamiltonians with m ≥ nL are written as a sum over the same set of
operators as the lower ones are. Moreover, the coefficients of all these Hamiltonians involve the
same matrix M.
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The first step in finding the shift operators is to define reduced, fixed-width, terms analogous
to ξ
(m)
w,b , but with non-zero Zn charge. All ξ
(m)
w,b with b 6= 1 commute with ψ1, and using [hr11 , ψ1] =
(1− ωr1)hr11 ψ1 gives
φ(m)w = lim
ωn→1
1
1− ωm [ξ
(m)
w,b , ψ1] =
(m,w)∑  w∏
j=1
Arj+1rjh
rj
j
ψ1 , (127)
with as before
∑(m,w) defined as the sum over all 1 ≤ rj < n such that ∑wj=1 rj = m. Note that as
explained in the previous subsection, φ
(sn)
w is non-trivial even though H(sn) is proportional to the
identity. Using the simplified expression (74) gives
Hmψ1 =
2L−1∑
w=0
[m/n]∑
s=0
(M2s+w)w+1,1 φ(m−ns)w , (128)
with φ
(m)
0 ≡ δm0ψ1.
The shift operators are written in terms of the eigenvectors ofM, which is simply the matrix F
used to solve the free-fermion model in a rescaled basis. Thus the eigenvectors and the corresponding
orthogonality relations follow from a rescaling of polynomials Qa defined in (17). Since M is
not symmetric like F , its right and left eigenvectors are different. Rescaling (129) gives the left
eigenvectors
µL,b = (±1)bQb−1(uk), where
2L∑
a=1
µL,aMab = ±u1/2k µL,b. (129)
For this to be an eigenvector, the uk must be roots of Q2L(u), i.e. Q2L(uk) = 0. The index
k = 1 . . . L because Q2L(u) is a polynomial of order L. The right eigenvectors of M are given by
the rescaled version of Qa from (94):
µR,a = (±1)a Qa−1(uk) .
In terms of the Qm, the orthonormality relations (22) become
L−1∑
j=0
Q2j(uk)Q2j(uk′) =
L−1∑
j=0
Q2j+1(uk)Q2j+1(uk′) = Nk δk,k′ , (130)
while (30) becomes
L∑
k=1
u
m/2
k
1
Nk
Qa−1(uk)Qa′−1(uk) = (Mm)a,a′ , (131)
applicable when (−1)m+a+a′ = 1.
This orthogonality relation (131) and the fact that Q0(u) = 1 allow (128) to be rewritten as
Hmψ1 =
L∑
k=1
2L−1∑
w=0
[m/n]∑
s=0
1
Nk
u
[m/n]−s+w/2
k Qw(uk)φ
(sn+q)
w
=
L∑
k=1
u
[m/n]
k Φ
(q)
k (132)
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where q = mmodn, s has been redefined by s→ [m/n]− s, and
Φ
(q)
k =
2L−1∑
w=0
smax∑
s=0
1
Nk
u−s+w/2Qw(uk)φ
(sn+q)
w (133)
where smax is the maximum value of s such that φ
(sn+q)
w is non-vanishing, i.e. smaxn+ q ≤ n[(w +
1)/2] + ((−1)w − 1)/2. This follows from the exclusion rule (68), and is explained following (70).
The precise expression is not particularly important; what is important is that smax does not grow
with m, so the only dependence on m on the right-hand-side of (132) is in the u
[m/n]
k , and in q.
It is easy now to show that Hmψ1 for m ≥ nL is given by a linear combination of those with
m < nL. Since Q2L(u) defined in (17) is a polynomial in u, Q2L(Hn)ψ1 is a linear combination of
commutators. This particular linear combination vanishes:
Q2L(Hn)ψ1 =
L∑
k=1
Q2L(uk) Φ
(0)
k = 0 . (134)
using (92) and (132) with the fact that Φ(0) is independent of m. Since Q2L(u) = u
L + . . . , this
indeed gives HnL in terms of lower ones.
Thus the space of operators obtained by commuting ψ1 with the H
(m) is finite-dimensional
when L is finite, whereas (132) holds for all positive integers m. Thus the only way for this to be
consistent is for the Φ(q)(u) to be eigenvectors of Hn:
HnΦ(q)k = ukΦ(q)k . (135)
This also can be (and has been) verified by explicitly working out the commutator Hξ(m)w,b . Much
easier is to exploit (134) to find a nice basis; this is done in section 5.2.
As a consistency check, note that the Hmη(0) can be written in terms of the shift operators as
Hmη(0) = 1
n
2L∑
k=1
n−1∑
p=0
(kω
p)m Ψωp,k . (136)
This can be proved directly using the η(m). The only non-trivial part is to prove the expression for
m = 0; the result for all m immediately follows because Ψωp,k is an eigenstate of H with eigenvalue
ωpk. The right-hand side of (136) for m = 0 is indeed
1
n
2L∑
k=1
n−1∑
p=0
Ψωp,k =
1
n
2L∑
k=1
n−1∑
p=0
n−1∑
q=0
(ωpk)
−q Φ(q)k =
2L∑
k=1
Φ
(0)
k =
L−1∑
m′=0
2L∑
k=1
1
Nk
Q2m′(
n
k) η
(m′n) = η(0)
by using (95), (93) and finally the orthogonality relation (131) for j = 0.
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