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Abstract
We assume that a high-dimensional datum, like
an image, is a compositional expression of a set
of properties, with a complicated non-linear re-
lationship between the datum and its properties.
This paper proposes a factorial mixture prior for
capturing latent properties, thereby adding struc-
tured compositionality to deep generative models.
The prior treats a latent vector as belonging to
Cartesian product of subspaces, each of which
is quantized separately with a Gaussian mixture
model. Some mixture components can be set to
represent properties as observed random variables
whenever labeled properties are present. Through
a combination of stochastic variational inference
and gradient descent, a method for learning how
to infer discrete properties in an unsupervised or
semi-supervised way is outlined and empirically
evaluated.
1. Introduction
An image x is often compositional in its properties or
attributes. We might generate a random portrait x by
first picking discrete properties that are simple to describe,
like whether the person should be male, whether the per-
son should be smiling, whether the person should wear
glasses, and maybe whether the person should have one
of a discrete set of hair colors. In the same vein, we
might include discrete properties that are harder to describe,
but are still present in typical portraits. These are properties
that we wish to discover in an unsupervised way from data,
and may represent background textures, skin tone, lighting,
or any property that we didn’t explicitly enumerate.
This paper proposes a factorial mixture prior for captur-
ing such properties, and presents a method for learning
how to infer discrete properties in an unsupervised or semi-
supervised way. The outlined framework adds structured
compositionality to deep generative models.
To make the example of learning to render a portrait x
concrete, let each property i = 1, .., I , be it one that we
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Figure 1. Samples from a deep generative model pθ(x|z). For the
left and right blocks of faces, we sampled z3 and z4 once, and con-
structed z as a Cartesian product z = [z1, z2, z3, z4]. The remain-
ing z1 and z2 vectors were iteratively filled in by sampling z1|k1
and z2|k2 for all (k1, k2) settings. With background, skin tone and
other properties being kept constant in the left and right blocks,
we mark a visible change in gender in the two settings of latent
variable k1. The presence or absence of glasses on a portrait x is
captured by latent variable k2. Following the discussion in Section
2.5, with semi-supervision, mixture components (k1 = 2, k2 = 2)
are responsible for rendering (male,glasses) portraits.
can describe or not, take values ki ∈ {1, ..,Ki}. Given a
sampled latent value ki, we generate a real-valued vector
zi ∈ RD from a mixture component ki in a different Ki-
component mixture model for each property i. The zi-
vectors are concatenated into a latent vector z = [z1, .., zI ],
from which x is generated according to any deep generative
model pθ(x|z) that is parameterized by θ.
The parameters of the aforementioned generative process
can be trained wholly unsupervised, and a factorial struc-
ture of clustered latent properties will naturally emerge if it
exists in the training data. However, unsupervised learning
provides no guarantee that some zi encodes and models a
labelled property of x. Some semi-supervised learning is
required to associate a named property with some zi. A few
training data points might be accompanied with sets of la-
bels, an example set being y = {female,no glasses}.
We may choose which labels in the set to map to properties
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i = 1, 2, . . ., and then when present in a training example,
use these labels in a semi-supervised way.
Continuing the illustrative example, let k1 index the
gender of portrait x and k2 whether glasses appear
in x or not, to yield two semi-supervised latent clusters with
K1 = K2 = 2 for z1 and z2. In Figure 1, we let factors
i = 3, 4 be free to capture other combinations of variation
in x. For a given unsupervised cluster pair (k3, k4) of latent
properties, Figure 1 illustrates how portraits x of males and
females with and without glasses are sampled by iterating
over k1 and k2.
Despite the naive simplicity of the generative model, infer-
ring the posterior distribution of z and the properties’ latent
cluster assignments for a given x is far from trivial. Next to
inference stands parameter learning. Section 2 is devoted
to the model, inference and learning. Section 3 traces the
influences on this model, and related work from the body of
literature on “untangled”, structured latent representations.
Empirical evaluations follow in Section 4.
2. A Structured, Factorial Mixture Model
We observe data X = {x(n)}Nn=1, and model each x(n) with
a likelihood pθ(x(n) |z(n)), a deep and flexible function with
parameters θ. A few data points might have labels, and we
denote their indices by set Ω and labels by Y = {y(n)}n∈Ω.
We will ignore the labels for the time being, and return to
them in Section 2.5 when we incorporate them as a semi-
supervised signal to aid the prior factors in corresponding
to named properties. Additionally, when clear from the
context, we will omit superscripts n.
2.1. Factorial Mixture Prior on z(n)
We present a prior that decomposes z in a discrete, struc-
tured way. With a subdivision of z into sub-vectors zi, let
each factor zi be generated by a separate Gaussian mix-
ture model with Ki components with non-negative mixing
weights pii that sum to one,
∑Ki
k=1 piik = 1. Let factor
i’s component k have a mean µik and diagonal precision
matrix diag(αik), and define ξ = {pii, {µik,αik}Kik=1}Ii=1
to denote all prior parameters as random variables, so that
p(z|ξ) = ∏i∑k piikN (zi;µik,diag(αik)−1). Each zi is
augmented with a cluster assignment vector ri ∈ RKi , a
one-hot encoding of an assignment index at k = ki, produc-
ing r = [r1, .., rI ].
Seen differently, the indices (k1, .., kI) form a discrete
product-quantized (PQ) code for z ∈ RDI . PQ codes have
been used with great success for indexing in computer vi-
sion (Jegou et al., 2011). It decomposes the vector space
RDI into a Cartesian product of low dimensional subspaces
RD, and quantizes each subspace separately, to represent a
vector by its subspace quantization indices.
I
Ki
N
piic0 r(n)i
z(n)i
x(n)
αik
µik
a0, b0
m0, s0
Figure 2. The joint density in (2), shown as a probabilistic graphi-
cal model. In the semi-supervised setting, some of the r(n)i random
variables are also observed; see Section 2.5.
We let ri be drawn from a multinomial distribution that is
parameterized by pii, to yield the joint prior distribution
p(r|ξ) p(z|r, ξ)
=
∏
i
∏
k
pirikik N (zi;µik,diag(αik)−1)rik . (1)
Our hope is that (k1, .., kI) provides a factorial representa-
tion of x, with the ability to choose and combine discrete
concepts ki, then generate zi’s from those discrete latent
variables, and finally to model x from the concatenation of
the zi’s.
2.2. Hierarchical Model
In (1), the prior is written as p(r, z|ξ), where ξ are random
variables (Johnson et al., 2016). As random variables, the
hyperprior p(ξ) is judiciously chosen from a conjugate ex-
ponential family of distributions, and the rich history of
variational Bayes from the 1990’s and 2000’s is drawn on
to additionally infer the posterior distribution of ξ (Johnson
et al., 2016). An alternative, not pursued here, would have
been to treat ξ as model parameters, writing the prior as
pξ(r, z) (Fraccaro et al., 2017).
With ξ in (1) being random variables (that are integrated
out when any marginal distributions are determined), they
are a priori modeled with a hyperprior p(ξ). In par-
ticular, each Gaussian mean and precision is indepen-
dently governed by a conjugate Normal-Gamma hyperprior,
p(µikd, αikd) = N (µikd;m0, (s0αikd)−1)G(αikd; a0, b0),
for d = 1, .., D. Our implementation uses m0 = 0, s0 = 1,
and a0 = b0 = 0.01. The choice of a conjugate hyper-
prior becomes apparent when ξ is inferred from data using
stochastic variational inference (Hoffman et al., 2013; Pa-
quet & Koenigstein, 2013). For a similar reason, each mix-
ing weights vector pii is drawn from a Dirichlet distribution
p(pii) = D(pii; c0) with pseudo-counts c0 = 1. The joint
density over the observed random variables X and hidden
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random variables Z = {z(n)}Nn=1, R = {r(n)}Nn=1 and ξ is
p(X,Z,R, ξ) =
∏
n
pθ(x(n) |z(n)) p(z(n) |r(n) , ξ) p(r(n) |ξ)
·
∏
i
p(pii)
∏
k
p(µik,αik) , (2)
and is illustrated as a probabilistic graphical model in Figure
2. Equation (2) contains local factors and global random
variables, and the posterior approximation in Section 2.3
will contain local and global factors.
The model’s prior is related to an independent component
analysis (ICA) prior on z, after which a non-linear mixing
function is applied to yield x. It is also worth noting that
I = 1 yields Johnson et al. (2016)’s Gaussian mixture
model (GMM) structured variational auto-encoder (SVAE),
and we generalise here from a single GMM to ICA-style
component-wise mixtures. When ξ is treated as parameters
(and not random variables) in pξ(r, z), and I set to one,
we obtain Jiang et al. (2017)’s variational deep embedding
(VaDE) model. Further connections to related work are
made in Section 3.
2.3. Posterior Approximation
We approximate the posterior with a fully factorized distri-
bution
p(Z,R, ξ |X) ≈∏n qφ(z(n) |x(n))︸ ︷︷ ︸
qφ(Z|X)
∏
n qγ(r
(n))︸ ︷︷ ︸
qγ(R)
·∏i qλ(pii)∏k qλ(µik,αik)︸ ︷︷ ︸
qλ(ξ)
. (3)
An “encoding network” or “inference network” qφ(z|x) =
N (z ; µφ(x), diagσ2φ(x)) amortizes inference for z, and
maps x(n) to a Gaussian distribution on z(n) ; both µφ(x)
and σ2φ(x) are deep neural networks (Kingma & Welling,
2014). We approximate qγ(R) and qλ(ξ) with a “structured
VAE” approach (Johnson et al., 2016).
There is a local approximation qγ(r
(n)
i ) =
∏
k[γ
(n)
ik ]
r
(n)
ik
for every data point, yielding a “responsibility” for block
i through
∑
k γik = 1. Furthermore, qγ(r(n)) =∏
i qγ(r
(n)
i ). Define γ = {{γ(n)i }Ii=1}Nn=1 as parameters of
q(R). Maximization for the local factor qγ(r(n)) is semi-
amortized; we’ll see in (5) that it can be obtained as an
analytic, closed form expression. In (5) it is a softmax over
cluster assignments, and could be interpreted as another
“encoding network”, this time for the one-hot discrete repre-
sentations ri.1
1 Here, there is room for splitting hairs. We opt for uncluttered
notation qγ(r(n)i ), following the traditional convention in the varia-
tional Bayes (VB) literature. According to (5), the ELBO is locally
To express qλ(ξ), we parameterize each of the factors
qλ(µik,αik) =
∏
d q(µikd, αikd)
=
∏
dN (µikd;mikd, (sikdαikd)−1)G(αikd; aikd, bikd)
as a product of Normal-Gamma distributions, in the same
form as the prior. Lastly, let qλ(pii) be a Dirichlet distribu-
tion parameterized by its pseudo-counts vector ci.
We’ve stated the factors in terms of their mean parameters
{{mik, sik,aik,bik}Kik=1, ci}Ii=1 here because we require
the mean parameters in (6). However, instead of doing gra-
dient descent in the mean parameterization, we will view
qλ(ξ) through the lens of its natural parameters λ. This pa-
rameterization has pleasing properties, as it allows gradients
to be conveniently expressed as natural gradients; a gradient
step of length one gives an update to a local minimum (for a
batch) (Paquet, 2015). This is also the framework required
for stochastic variational inference (SVI) (Hoffman et al.,
2013). Here the exponential family representation of qλ(ξ)
is minimal and there exists a one-to-one mapping between
the mean parameters and natural parameters λ (Wainwright
& Jordan, 2008); we state the mapping in Appendix B.
2.4. Inference and Learning
The posterior approximation depends on θ, φ, λ, and
γ. They will be found by maximizing a variational
lower bound to log pθ(X) ≥ Eq[log pθ(X,Z,R, ξ) −
log qφ(Z|X) qγ(R) qλ(ξ)] = L(θ,φ,λ,γ), also referred
to as the “evidence lower bound” (ELBO):
L(θ,φ,λ,γ)
=
∑
n
{
Eqφ(z(n) |x(n) ) [log pθ(x(n) |z(n))] (4a)
−
∑
i,k
E
qγ(r
(n)
i )
[r(n)ik ]︸ ︷︷ ︸
γ
(n)
ik from (5) at max
Eqλ(µik,αik)
[
· · ·
· · ·KL
(
qφ(z
(n)
i |x(n))
∥∥∥ p(z(n)i |µik,αik))] (4b)
−
∑
i
Eqλ(pii)
[
KL
(
qγ(r
(n)
i )
∥∥∥ p(r(n)i |pii))] (4c)
− 1
N
∑
i,k
KL
(
qλ(µik,αik)
∥∥∥ p(µik,αik)) (4d)
− 1
N
∑
i
KL
(
qλ(pii)
∥∥∥ p(pii))} . (4e)
The full derivation is provided in Appendix A. The contribu-
tion of the hyperpriors is equally divided over all data points
maximized at an expression for qγ(r(n)i ) that depends on φ, λ and
x(n) . One might also make the “amortized” nature of these local
factors clearer by writing the factors as qφλ(r(n)i |x(n)).
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through
∑
n
1
N in lines (4d) and (4e), so that the outer sum
is over n. This aids stochastic gradient descent, and appro-
priately weighs qλ(ξ)’s gradients as part of mini-batches
of X. The objective in (4a) to (4e) forms a structured VAE
(Johnson et al., 2016).
There are four Kullback-Leibler (KL) divergences in L. For
each data point and factor i, (4b) contains the KL diver-
gence between qφ(zi|x) and p(zi|µik,αik). This is the
familiar local KL divergence between the encoder and the
prior. Because ξ is inferred, the KL is averaged over the
(approximate) posterior uncertainty qλ(µik,αik). With the
allocation of x to clusters (k1, .., kI) also being inferred, the
smoothed KL is further weighted in a convex combination
over Eq[rik]. A second local KL cost is incurred in line (4c),
where discrete random variables r encode information about
x. Finally, lines (4d) and (4e) penalize the global posterior
approximation qλ(ξ) for moving from the prior p(ξ). The
KL divergence between two Normal-Gamma distributions
is given in Appendix C.1.
Objective L can be optimized using three different tech-
niques, spanning the last three decades of progress in vari-
ational inference. This combination has already been em-
ployed by a number of authors recently (Johnson et al., 2016;
Lin et al., 2018). Given a mini-batch B of data points n at
iteration τ , the following parameter updates are followed:
1. L is locally maximized with respect to γ(n)i with an
analytic, closed form expression. In an Expectation-
Maximization (EM) algorithm, this is the variational
Bayes E-step (Attias, 1999; Waterhouse et al., 1996).
2. Given a batch’s {γ(n)i }, a stochastic gradient descent
step updates θ and φ, for example using Kingma &
Ba (2015)’s optimizer. When line (4b) is expressed
analytically using (6), the reparameterization trick can
be readily used (Kingma & Welling, 2014).
3. After recomputing {γ(n)i } at their new local optima
using the updated θ and φ, a SVI natural gradient step
is taken on λ, using a decreasing Robbins-Monro step
size (Hoffman et al., 2013). The updates on θ, φ and
λ together form a stochastic M-step.
In practice, we initialize θ and φ by first running a number
of gradient updates, using an ELBO with a N (z;0, I) prior,
possibly with an annealed KL term. That gives an initial
encoder pφ(z|x). Parameters λ are then initialized by re-
peating steps 1 and 3, to seed a basic factorized clustering
of the encoded z’s. We consider steps 1–3 separately below:
2.4.1. LOCALLY MAXIMIZING OVER γ(n)
The local maximum of L over qγ(r(n)i ) is the softmax
γik = γ˜ik
/∑
k′ γ˜ik′ (5)
γ˜ik = exp{Eqφ(zi|x) qλ(µik,αik)[log p(zi|µik,αik)]
+ Eqλ(pii)[log piik] }
(dropping superscripts n). If the encoding network qφ(z|x)
yields a Gaussian distribution, we can determine the above
expectation required for (5) analytically:
Eqφ(zi|x) qλ(µik,αik)[logN (zi;µik,diag(αik)−1)]
=
1
2
∑
d
(
ψ(aikd)− log bikd − log(2pi)− 1
sikd
− aikd
bikd
(
(µφ(x)d′ −mikd)2 + σ2φ(x)d′
))
(6)
where index d′ = d+(i−1)D is the index into the matching
sub-vector in z, and ψ(·) indicates the digamma function.
Furthermore, Eqλ(pii)[log piik] = ψ(cik)− ψ(
∑
k cik). The
expression in (6) appears in line (4b), so that the KL diver-
gence is expressed exactly when stochastic gradients over θ
and φ are computed.
Aside from showing that the maximum of L with respect
to qγ(r
(n)
i ) is analytically tractable, (5) is a softmax classi-
fication into expected cluster allocations. Semi-supervised
labels could be used to guide qφ(zi|x)—since it appears in
analytic form in (6)—towards encodings for which the ex-
pected cluster allocations correspond to labelled properties
or attributes; we turn to this theme in (8) in Section 2.5.
2.4.2. STOCHASTIC GRADIENTS OF θ, φ
Lines (4a) and (4b) depend on θ and φ, and the “reparam-
eterization trick” can be used with a stochastic gradient
optimizer (Kingma & Ba, 2015; Kingma & Welling, 2014).
2.4.3. CONJUGATE, NATURAL GRADIENTS OF λ
We provide only an sketch of natural gradients and their
use in SVI here, and provide the derivations and detailed
expressions of the gradients in Appendices B and D.
At iteration τ , for mini-batch B of data points, L is ana-
lytically minimized with respect to λ to yield λ∗. If λ(τ)
denotes the natural parameters at iteration τ , then the natural
gradient is ∇̂λ(τ)L(λ) = λ∗ − λ(τ) (Paquet, 2015). We
update λτ+1 ← λτ + ρτ ∇̂λτL(λ), which is equivalent to
updating it to the convex combination between the currently
tracked minimizer λ(τ) and the batch’s minimizer λ∗,
λ(τ+1) ← (1− ρτ )λ(τ) + ρτλ∗ . (7)
This parameter update is a rewritten from of updating λ(τ)
with the natural gradient ∇̂λ(τ)L(λ) that is rescaled by
ρτ (Hoffman et al., 2013). The step sizes should sat-
isfy
∑∞
τ=1 ρτ = ∞ and
∑∞
τ=1 ρ
2
τ < ∞. In our results
ρτ = (τ0 + τ)
−κ was used, with forgetting rate κ ∈ ( 12 , 1]
and delay τ0 ≥ 0. The updated mean parameters of qλ(ξ)
are obtained from the updated natural parameters λ(τ+1).
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2.5. Semi-supervised Learning
For some data points n ∈ Ω, we have access to labels
y(n) . With appropriate preprocessing, we let y(n)i corre-
spond to a one-hot encoding for property i, and let i ∈ Π(n)
denote the observed properties for data point n. Where
present, we treat the labels as observed random variables
r(n)i = y
(n)
i in the probabilistic graphical model in (2) and
Figure 2. The posterior approximation in (3), which is
used in (4b) and (4c), hence includes pre-set delta func-
tions qγ(r
(n)
i ) = δ(r
(n)
i − y(n)i ). Certain marginals in the
posterior approximation are thus clamped.
Merely clamping marginals may not be sufficient for ensur-
ing that z1 encodes, for example, latent male or female
properties in Figure 1. The encoder qφ(z|x) might still
distribute these properties through all of z, and decoder
pθ(x|z) find parameters that recover x from that z. We
would like the encoder to emit two linearly separable clus-
ters for block z1 for male and female inputs, and define
the expected cluster allocation g(n)ik = γ˜
(n)
ik /
∑
k′ γ˜
(n)
ik′ like
(5). To encourage a distributed representation of male and
female primarily in z1, we incorporate a cross entropy
classification loss to L(θ,φ,λ,γ),
F(θ,φ,λ,γ) = L+ ∆
∑
n∈Ω
∑
i∈Π(n)
∑
k
y(n)ik log g
(n)
ik , (8)
with a tunable scalar knob ∆ ≥ 0.
On closer inspection, the “logits” of the g(n)ik ’s are differen-
tiable functions of the encoder, using the analytic expres-
sion in (6). For the parameters of the subset of qλ(pii) and
qλ(µik,αik) factors that influence the semi-supervised loss
term in (8), the closed-form natural gradient updates of Sec-
tion 2.4.3 are no longer possible. When ∆ > 0, the M-step
can employ first-order gradients in the mean parameteriza-
tion of those factors.
As a final thought, we are free to set ∆ = 0 once we are
satisfied that qφ(z|x) primarily represents a latent male
and female signal in z1, for instance. In that case we
are left with a probabilistic graphical model in which some
r(n)i are observed, hence still encouraging a separation of
representation of named properties.
2.6. Sampling
We wish to sample from the marginal distribution of x,
conditional on all observed data X. It is an intractable
average over the posterior p(ξ|X),
pθ(x|X) =
∑
r
∫
pθ(x, z, r, ξ|X) dz dξ
=
∑
r
∫
pθ(x|z) p(z|r, ξ) p(r|ξ) p(ξ|X) dzdξ , (9)
which we approximate by substituting p(ξ|X) with q(ξ).
Call the distribution resulting from this substitution
pQ(x) ≈ pθ(x|X). To sample from pQ(x), one-hot cluster
indices are first sampled with pii ∼ qλ(pii) and ri ∼ C(pii),
a categorical distribution with pii as its event probabili-
ties. Then, let ki be the non-zero index of ri, and sample
zi ∼ qλ(zi|ki) =
∫
p(zi|µik,αik)qλ(µik,αik) dµikαik.
Each zd′ is drawn from a heavy-tailed Student-t distribution
with 2aikd degrees of freedom
qλ(zd′ |ki) = T
(
zd′ ;mikd,
sikd + 1
sikd
bikd
aikd
, 2aikd
)
,
(10)
where d′ = d+ (i− 1)D indexes block i’s entry d. Finally,
sample x ∼ pθ(x|z).
2.7. Predictive Log Likelihood
The predictive likelihood of a new data point x is estimated
with a lower bound to pQ(x), which decomposes with two
terms containing KL divergences,
log pQ(x) ≥ Eqφ(z|x) [log pθ(x|z)]
− Eqλ(µ,α)
∑
i,k
Eq[rik] KL
(
qφ(zi|x)
∥∥∥ p(zi|µik,αik))

︸ ︷︷ ︸
KL[z]
− Eqλ(pi)
[∑
i
KL
(
qγ(ri)
∥∥∥ p(ri|pii))]︸ ︷︷ ︸
KL[r]
. (11)
The bound in (11) is first maximized over q(ri), using (5),
before being evaluated. In our results, we consider the
tradeoff between encoding in z and in r, by evaluating the
two terms KL[z] and KL[r].
3. Related Work
The factorial representation in this paper is a collection
of “Gaussian mixture model structured VAEs (SVAEs)”,
and our optimization scheme in Section 2.4 mirrors that of
Algorithm 1 in (Johnson et al., 2016). In a larger historical
context, the model has roots in variational approximations
for mixtures of factor analyzers (Ghahramani & Beal, 2000).
In our work, the prior p(z|r, ξ) is a Gaussian on z, and
so is qφ(z|x). As the product of two Gaussians yields an
unnormalized Gaussian (with closed form normalizer), the
prior structure can further be incorporated in the inference
network of a VAE (Lin et al., 2018).
When the conjugate hyperprior is ignored and ξ treated as
parameters, and a single mixture set at I = 1, we recover
the model of (Jiang et al., 2017). Alternatively, the “stick-
breaking VAE” uses a stick-breaking prior on pi for I = 1,
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and treats all other ξ as parameters (Nalisnick & Smyth,
2017; Nalisnick et al., 2016). The Gaussian mixture VAE
(Dilokthanakul et al., 2016) uses deep networks to trans-
form a sample from a unit-variance isotropic Gaussian into
a the mean and variance for each mixture component of a
Gaussian mixture model prior on z. Instead of inferring sep-
arate means and variances of the mixture components, they
are learned non-linear transformations of the same random
variable. Another variation on the mixture-theme, the “vari-
ational mixture of posteriors” prior writes the mixture prior
as a mixture of inference networks, conditioned on learn-
able pseudo-inputs (Tomczak & Welling, 2018). In (Graves
et al., 2018), the notion of a mixture prior is taken to the
extreme, storing the approximate posterior distributions of
every element in the training set as mixture components,
and using hard k-nearest neighbour lookups to determine
the cluster assignment for a new x.
The vector-quantized VAE (VQ-VAE) model (van den Oord
et al., 2017) is similar to the work presented here, with these
differences: here, there are three types random variables,
r(n) (discrete) together with z(n) and ξ, while VQ-VAE
consists only of discrete random variable (a form of r(n)).
VQ-VAE introduces a “stop-gradient”, which on the surface
resembles an E-step in an EM algorithm (see Section 2.4).
A growing body of literature exists around obtaining
“untangled” representations from unsupervised models.
These range from bootstrapping partial supervised data
(Narayanaswamy et al., 2017), changing the relative contri-
bution of the KL term(s) in the ELBO (Higgins et al., 2017)
to total correlation penalties (Chen et al., 2018b; Kim &
Mnih, 2018) to specialized domain-adverserial training on
the latent space (Lample et al., 2017). In this work, the only
additional penalties that are added to the ELBO appear in
the form of the semi-supervised loss term in (8). The sub-
division of data into a discrete and somewhat interpretable
Cartesian product of clusters is purely the result of a hierar-
chical mixture model. The model presented in this paper can
be viewed as a VAE with latent code vector z with a “KD
encoding” prior (Chen et al., 2018a), learned in a Bayesian
probabilistic way.
Instead of letting y be parent random variables of z, they
can be treated as “side information” whose prediction helps
recover an interpretable common latent variable z∗. Adel
et al. (2018)’s “interpretable lens variable model” constructs
an invertible mapping (normalizing flow) between z and
z∗, and uses it to add an interpretable layer to, for example,
pre-trained pθ(x|z)’s and qφ(z|x)’s. Like this work, |Ω|
might be much smaller than N .
4. Experimental results
We expand the example of Figure 1, by illustrate a factor-
ization of CelebA faces into a product of cluster indices
(k1, .., k5), the first three of which are interpretable. Using
the binary MNIST and Omniglot data sets, we empirically
show the trade-off between costs for representing x as dis-
crete r and continuous z latent variables in the predictive
log likelihood (11), as K varies.
4.1. Binary MNIST and Omniglot
For both the binary MNIST (Salakhutdinov & Murray,
2008) and Omniglot (Lake et al., 2015) data sets, we use a
conventional convolutional architecture for the encoder and
decoder, taken from Gulrajani et al. (2017). The encoder is a
convolutional neural network (CNN) with 8 layers of kernel
size 3, alternating strides of 1 and 2, and ReLU activations
between the layers. The number of channels is 32 in the
first 3 layers, then 64 in the last five layers. Lastly, a linear
layer transforms the CNN output to a vector of length 2DI ,
to produce the means µφ(x) and log variances logσ2φ(x)
of the posterior approximation of z. The decoder emits a
Bernoulli likelihood for every pixel independently. Training
details are provided in Appendix E.
To demonstrate the benefits of using a structured prior, we
ran experiments on MNIST and Omniglot using I = 1, with
an increasing number of mixture components K. (The data
sets did not exhibit enough variability for additional factors
I > 1 not to be pruned away (MacKay, 2001)). Figure
3 shows the resulting test ELBO, log-likelihood (negative
reconstruction error) and KL-divergences from (11).
We decompose the ELBO in (11) into a log likelihood and
two expected KL-divergences, KL[z] and KL[r]. In Figure
3 we see the ELBO increase, and then seemingly converge,
as model complexity increases. Following (11), the figure
shows that there is a trade-off in the penalty that the encoder
pays, between encoding into z, and encoding into r. As K
increases, KL[r] increases and KL[z] decreases, pushing
information about the encoding “higher up” in the repre-
sentation. Beyond a certain K, proportionally less mixture
components are used, reflected in a diminishing KL[r]. We
would expect Figure 3 to be smooth, and its variablility can
be ascribed to random seeds, sensible initialization of qλ(ξ)
and local minima in the (θ,φ,λ) landscape of L.
An ELBO of -85.77 at K = 512 on binarized MNIST repre-
sents a typical state-of-the-art result (≥ -87.4) for uncondi-
tional generative models using simple convolutional neural
networks (Gulrajani et al., 2017). On Omniglot, our best
test ELBO of -90.89 at K = 256 is comparable to some of
the leading models of the day (-89.8 for the variational lossy
auto-encoder in (Chen et al., 2017); ≥ -95.5 in (Rezende
et al., 2016); ≥ -103.4 in (Burda et al., 2016)).
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Figure 3. The ELBO of (11), averaged over respective tests sets, as a function of log2K. Generally, the costKL[z] of encoding x decreases
with K, at the expense of a higher relative entropy KL[r]. More mixture components aid the “reconstruction term” Eqφ(z|x)[log pθ(x|z)],
also shown as averaged over the respective test sets.
Figure 4. Omniglot cluster means, variances, and samples (for 6
out of K = 32 clusters).
In Figure 4 we inspect how the latent space clustering of
Omniglot is reflected in input space. The figure shows the
mean and variance of samples of six mixture components,
obtained by repeatedly drawing latent space samples, de-
coding those, and computing the mean and variance of the
resulting images. Additionally, five samples from each clus-
ter are shown.
Figure 5. The mean, standard deviation, and a pθ(x|z) sample.
4.2. CelebA
The images x(n) in the CelebA dataset are 64-by-64 pix-
els with 3 channels (RGB), with each element scaled to
[−1, 1]. For semi-supervised training, we use the annota-
tions of 40% of images, so that |Ω| = 0.4N . Hence 40%
of data points x(n) have labels y(n) , for which we use the
subset of gender, glasses and smiling labels as a
semi-supervised signal. Our primary aim is to illustrate the
factorial mixture prior capturing and encouraging composi-
tional latent representations.
For CelebA, we use a 4-layer convolutional neural network
with (128, 256, 512, 1024) channels, kernel size 3, and
stride 2. The output of each layer is clipped with rectified
linear units (ReLU), before being input to the next. As with
MNIST and Omniglot, the final layer output is transformed
with a linear layer to a vector of length 2DI , to produce
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(m,g,s) (m,g,ns) (m,ng,s) (m,ng,ns) (f,g,s) (f,g,ns) (f,ng,s) (f,ng,ns)
Figure 6. The means of pθ(x|z), with z ∼ pλ(z|k1, k2) sampled from (10) using factorial mixture prior with I = 5 properties
(samples from pθ(x|z) add position-dependent jitter to the mean; see Figure 5). Semi-supervised labels k1 ∈ {male,female},
k2 ∈ {glasses,no glasses}, and k3 ∈ {smiling,not smiling} are incorporated in learning, and the figure shows randomly
generated faces using the same set-up as that of Figure 1.
the means µφ(x) and log variances logσ2φ(x) of z. The
decoder is a deconvolutional neural network whose architec-
ture is the transpose of that of the encoder. The decoder is
different for this data set, as it needs to model 3 color chan-
nels (RGB). The last layer of the deconvolutional network
has 6 channels, which represent the mean and standard devi-
ation of pθ(x|z) for each color channel for each pixel; see
Figure 5. The standard deviations of pθ are parameterized
via a scaled sigmoid function, to be in [0.001, 0.4].
Training started with a prior initialization phase for λ of
2× 104 iterations, followed by a joint optimization phase
of 3× 105 iterations. The Adam optimizer (Kingma & Ba,
2015) with 10−4 learning rate was used for θ and φ. A
forgetting rate κ = −0.52 and τ0 = 2 × 103 was used for
λ’s gradient updates. In training, we used ∆ = 1000 in (8),
as a typical unscaled cross entropy loss in (8) is a few orders
of magnitude smaller than the reconstruction term in (4a),
which scales with the number of pixels and color channels.
Empirically, we found that initially up-weighting the KL
term in (4b) by a factor of 20 encouraged a crisper clustered
representation to be learned (Higgins et al., 2017).
Figure 6 visually illustrates a model with I = 5 factors
with D = 64, of which the first three are semi-supervised
with two mixture components each, while the remainder
are unsupervised with K4 = K5 = 64. For each row,
we sample (k4, k5) once from qλ(ξ) and sample [z4, z5]
once form (10). By iterating over (k1, k2, k3) settings and
generating random faces from the model, the change in
properties is perceptible as the latent code changes. Further
results and examples are given in Appendix F.
To formally test the interpretability of samples like that in
Figure 6, we uniformly sampled (k1, k2, k3) from {1, 2}3
Table 1. Human judgements of properties of generated x’s, sam-
pled according to Section 2.6 but with latent variables k1 to k3
clamped to intended, semi-supervised ground truth properties.
Latent property Human judgement
k1 male / female 94%
k2 glasses / no glasses 85%
k3 smiling / not smiling 81%
as the model’s “intention” to test all properties equally. It
was appended with a (k4, k5) sample from q(pi), z|ki was
sampled according to (10) and the mean pθ(x|z) rendered.
For 54 such random images, Table 1 evaluates shows the
accuracy of human evaluations compared to their latent ki-
labels. Ten people of varying race and gender evaluated
the generated images. The evaluation is subjective—the
criteria for smiling need not be consistent with that of
the creators of CelebA (Liu et al., 2015)—but gives evidence
that the ki’s capture interpretable attributes.
On the CelebA test set, the estimated cluster assignments
qφλ(ri|x) were 97% for gender, 99% for the presence
or absence of glasses, and 91% for whether the subject
is smiling or not. Note that unlike the data evaluated
for Table 1, labeled properties are not uniformly distributed
over the test set.
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A. Evidence Lower Bound
We bound the marginal likelihood of the entire data set—
assuming x(n) ’s are generated i. i. d.—with Jensen’s inequal-
ity,
log p(X) =
∑
R
∫
pθ(X|Z,R) p(R|ξ) p(ξ) dZdξ
≥
∑
R
∫
qφ(Z|X) q(R) q(ξ) · · ·
· · · log
[
pθ(X|Z,R) p(R|ξ) p(ξ)
]
dZdξ
−
∑
R
∫
qφ(Z|X) q(R) q(ξ) · · ·
· · · log
[
qφ(Z|X) q(R) q(ξ)
]
dZdξ
def
= L(θ,φ,λ,γ) .
Using the joint distribution in (2), and the approximation in
(3), we rewrite L as
L =
∑
n
{
Eqφ(z(n) |x(n) ) [log pθ(x(n) |z(n))]
+
∑
i
E
q(r
(n)
i )
[∑
k
r(n)ik Eqφ(z(n)i |x(n) ) · · ·
· · ·Eq(µik,αik) q(pii)
[
log p(z(n)i |µik,αik) + log piik
] ]
−
∑
i
E
qφ(z
(n)
i |x(n) )
[
log qφ(z
(n)
i |x(n))
]
−
∑
i
E
q(r
(n)
i )
[
log q(r(n)i )
]
+
1
N
∑
i,k
Eq(µik,αik) [log p(µik,αik)]
+
1
N
∑
i
Eq(pii) [log p(pii)]
− 1
N
∑
i,k
Eq(µik,αik)[log q(µik,αik)]
− 1
N
∑
i
Eq(pii) [log q(pii)]
}
.
Notice that we split the contribution of the priors equally
over all data points through
∑
n
1
N : this is simply so that
we can run a stochastic gradient descent algorithm and ap-
propriately weigh gradients with respect to q(µik,αik) in
mini-batch steps. Rearranging L gives the ELBO in (4a) to
(4d).
The difference between a vanilla VAE and the model in this
paper, is illustrated in Figure 7.
Figure 7. Left, standard VAE generation. Center, generation of x
using a Gaussian mixture model prior. Right, generation using a
factorized structured prior.
B. Mean and Natural Parameters
Approximation (3) contains factors
q(µikd, αikd)
= N (µikd;mikd, (sikdαikd)−1)G(αikd; aikd, bikd)
which are stated in terms of their mean parameters
{mikd, sikd, aikd, bikd}. Instead of doing gradient descent
in the mean parameterization, we will view qλ(ξ) through
the lens of its natural parameters λ. As an example of
this lens, the Normal-Gamma distribution comprises of an
inner product between natural parameter vector λikd and
sufficient statistics t(µikd, αikd),
log q(µ, α) =
[
a− 12 ,−(b+ 12sm2), sm,− 12s
]T · · ·
· · · [ logα, α, αµ, αµ2]+ const
= λTikdt(µikd, αikd) + const (12)
(dropping subscripts ikd for brevity, and grouping con-
stants). The mapping from mean to natural parameters is
therefore:
λikd,1 = aikd − 12
λikd,2 = −(bikd + 12sikdm2ikd)
λikd,3 = sikdmikd
λikd,4 = − 12sikd .
C. Kullback-Leibler Divergences
C.1. KL Divergence Between Normal-Gamma
Distributions
In (4d), we are required to compute the KL divergence
between two Normal-Gamma distributions. We first state
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the prior Normal-Gamma distribution fully, for clarity:
p(µik,αik)
=
∏
d
N (µikd;m0, (s0αikd)−1)G(αikd; a0, b0)
=
∏
d
ba00
Γ(a0)
√
s0
2pi
exp
{(
a0 − 1
2
)
logαikd
− b0αikd − 1
2
s0αikd(µikd −m0)2
}
=
∏
d
ba00
Γ(a0)
√
s0
2pi
exp
{(
a0 − 1
2
)
logαikd︸ ︷︷ ︸
∗
−
(
b0 +
1
2
s0m
2
0
)
αikd︸︷︷︸
∗
+ s0m0 αikdµikd︸ ︷︷ ︸
∗
−1
2
s0 αikdµ
2
ikd︸ ︷︷ ︸
∗
}
.
The sufficient statistics are indicated with a ∗, and their
moments are
E[logαikd] = ψ(a0)− log b0
E[αikd] =
a0
b0
E[αikdµikd] = m0
a0
b0
E[αikdµ2ikd] =
1
s0
+m20
a0
b0
,
where ψ(·) indicates the digamma function.
The KL divergence, for one dimension d—where subscript
q denotes q(µ, α)’s parameters and subscript 0 denotes the
prior parameters—is
KL(q(µ, α)‖p(µ, α))
=
1
2
(
s0
aq
bq
(mq −m0)2 + s0
sq
− (log(s0)− log(sq))− 1
)
+ a0 log
(
bq
b0
)
− (ψ(aq)− ψ(a0))
+ (aq − a0)ψ(aq)− (bq − b0)aq
bq
.
C.2. Expected KL Divergence KL[zi]
In (4b) and (11) we require
KL[zi] = Eqλ(µ,α)
[
Ki∑
k=1
Eq[rik] · · ·
· · ·KL
(
qφ(zi|x)
∥∥∥ p(zi|µik,αik))]
= Eqλ(µ,α)
[
− 1
2
Ki∑
k=1
γik
D∑
d=1
(
· · ·
logσ2φ(x)d′ + logαikd′ + 1
− αikd′
(
σ2φ(x)d′ + (µφ(x)d′ − µikd′)2
))]
= −1
2
∑
k
γik
∑
d
(
· · ·
logσ2φ(x)d′ + ψ(aikd′)− log bikd′
− aikd′
bikd′
(
σ2φ(x)d′ + (µφ(x)d′ −mikd′)2
)
− 1
sikd′
+ 1
)
.
Indices d′ = d + (i − 1)D index the correct elements of
µφ(x) and σ2φ(x).
C.3. Expected KL Divergence KL[ri]
In (4c) and (11) we require
KL[ri] = Eqλ(pii)
[
KL
(
qγ(ri)
∥∥∥ p(ri|pii))]
= Eqλ(pii)
[∑
k
γik(log γik − log piik)
]
=
∑
k
γik
(
log γik + ψ
(∑
k′
cik′
)
− ψ(cik)
)
.
D. Natural Gradients
We wish to update the mixture component parameters mik,
sik, aik and bik, and other mean parameters. We will write
the gradient step in terms of natural parameters. In partic-
ular, the stochastic ELBO for minibatch B with respect to
λik is
LB(λik) =
Eq(µik,αik)
[
N
|B|
∑
n∈B
γ(n)ik Eqφi (z(n)i |x(n) )
[
log p(z(n)i |µik,αik)
]
+ log p(µik,αik)− log q(µik,αik)
]
.
Expanding the inner terms yields
LB(λik) =∑
d
Eq(µikd,αikd)
[
N
|B|
∑
n∈B
γ(n)ik
(
1
2
logαikd︸ ︷︷ ︸
∗
−1
2
log(2pi)
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− 1
2
(
µφ(x(n))
2
d′ + σ
2
φ(x
(n))d′
)
αikd︸︷︷︸
∗
+ µφ(x(n))d′ αikdµikd︸ ︷︷ ︸
∗
−1
2
αikdµ
2
ikd︸ ︷︷ ︸
∗
)
+ log
(
ba00
Γ(a0)
√
s0
2pi
)
+
(
a0 − 1
2
)
logαikd︸ ︷︷ ︸
∗
−
(
b0 +
1
2
s0m
2
0
)
αikd︸︷︷︸
∗
+ s0m0 αikdµikd︸ ︷︷ ︸
∗
−1
2
s0 αikdµ
2
ikd︸ ︷︷ ︸
∗
]
−
∑
d
Eq(µikd,αikd)
[
log q(µikd, αikd)
]
,
where we have arranged the terms matching the natural pa-
rameters and sufficient statistics, which we indicate with a ∗,
in the same order as in (12). Indices d′ = d+(i−1)D index
the correct elements of µφ(x(n)) and σ2φ(x(n)), which we
conveniently wrote over terms matching the natural parame-
ters and sufficient statistics in (12). We regroup terms:
LB(λik) =∑
d
Eq(µikd,αikd)
[((
a0 +
1
2
N
|B|
∑
n∈B
γ(n)ik
)
− 1
2
)
logαikd︸ ︷︷ ︸
∗
−
(
b0 +
1
2
s0m
2
0 +
1
2
N
|B|
∑
n∈B
γ(n)ik · · ·
· · ·
(
µφ(x(n))
2
d′ + σ
2
φ(x
(n))d′
))
αikd︸︷︷︸
∗
+
(
s0m0 +
N
|B|
∑
n∈B
γ(n)ik µφ(x
(n))d′
)
αikdµikd︸ ︷︷ ︸
∗
− 1
2
(
s0 +
N
|B|
∑
n∈B
γ(n)ik
)
αikdµ
2
ikd︸ ︷︷ ︸
∗
]
−
∑
d
Eq(µikd,αikd)
[
log q(µikd, αikd)
]
+ const .
For mini-batch B of data points, LB(λik) is minimized with
respect at λikd, as natural parameters in the form of (12):
λ∗ikd,1 = a0 +
1
2
N
|B|
∑
n∈B
γ(n)ik −
1
2
λ∗ikd,2 = −
(
b0 +
1
2
s0m
2
0
+
1
2
N
|B|
∑
n∈B
γ(n)ik
(
µφ(x(n))
2
d′ + σ
2
φ(x
(n))d′
))
λ∗ikd,3 =
(
s0m0 +
N
|B|
∑
n∈B
γ(n)ik µφ(x
(n))d′
)
λ∗ikd,4 = −
1
2
(
s0 +
N
|B|
∑
n∈B
γ(n)ik
)
. (13)
The values of λ∗ikd in (13) constitute the natural gradients.
At iteration τ , we determine λ(τ) from iteration τ ’s mean
parameters of qλ(ξ), using the form in (12). Using λ∗ in
(13), we update λ using the convex combination
λ(τ+1) ← (1− ρτ )λ(τ) + ρτλ∗ . (14)
This parameter update is a rewritten from of updating λ(τ)
with the natural gradient ∇̂λ(τ)L(λ) that is rescaled by ρτ
(Hoffman et al., 2013; Paquet, 2015). The step sizes should
satisfy
∑∞
τ=1 ρτ = ∞ and
∑∞
τ=1 ρ
2
τ < ∞. In our results
ρτ = (τ0 + τ)
−κ was used, with forgetting rate κ ∈ ( 12 , 1]
and delay τ0 ≥ 0. The updated mean parameters of q(ξ)
are obtained from the updated natural parameters λ(τ+1).
The Dirichlet pseudo-counts of q(pii) are similarly updated
with c(τ+1)ik ← (1− ρτ )c(τ)ik + ρτ (c0 + N|B|
∑
n∈B γ
(n)
ik ).
E. Training details
All models were trained on a P100 GPU with 16 GB of
memory. Only the CelebA models required that amount of
memory; the MNIST and Omniglot models needed signifi-
cantly less on account of their lower numbers of parameters
and smaller activation vectors.
Pre-training (see Section 2.4), when used, lasted for 105
iterations in all cases, followed by 2×104 prior initialization
iterations. The batch size was constant at 64 across runs,
phases and models.
E.1. MNIST and Omniglot
The MNIST and Omniglot models all reached convergence
after 2× 105 iterations of joint optimization; the complete
runs took approximately 4 hours.
The MNIST and Omniglot models had 567,775 parameters
in θ and φ taken together, and for the prior another (latent
dimension × 3 + 1) × number of components. For a model
with 64 latent dimensions and 64 prior components, that
adds to 12,352 extra parameters, leading to a total model
size of 580,127.
E.2. CelebA
The CelebA runs took approximately 3× 105 iterations to
converge, for a total training time of about 14 hours. he
CelebA iterations took longer because they required more
computation, and more data fetching: data points are ap-
proximately 16 times larger than for MNIST and Omniglot.
A Factorial Mixture Prior for Compositional Deep Generative Models
The CelebA model had 27,857,670 parameters between
them θ and φ, and the prior approximation for the best
run an additional 49,280 parameters in λ, for a total of
27,906,050.
E.3. Optimization
All models were trained using the Adam optimizer (Kingma
& Ba, 2015), with a learning rate of 10−4 for the embedding
and generation parameters θ and φ, while a forgetting rate
κ = −0.7 and τ0 = 2 × 103 was used for λ’s gradient
updates. The initial Robbins-Monro fraction was 0.01 in all
cases.
F. CelebA
In Figure 8 we show the average of 100 conditional sam-
ples for x from pθ(x|z)pλ(z|k1, k2) where pλ(z|k1, k2) is
sampled according to (10). The model has I = 2, D = 128,
K1 = K2 = 64, and is trained in a completely unsupervised
way. There were no KL weights (like what would appear
in models based on the β-VAE set-up), and the clustering
structure is a consequence of the Bayesian hierarchical prior.
We iterate over all (k1, k2) pairs to create the grid of images,
and the figure shows a 10× 10 subset of the 64× 64 grid.
Specific visual properties of the clusters can be detected in
the rows and columns.
In the eight sub-figures in Figures 9 and 10 we illustrate the
eight settings of (k1, k2, k3) for the model in Section 4.2.
Each sub-figure shows a 9× 9 sub-grids of the 64× 64 grid,
iterating settings k4 = 1, .., 64 and k2 = 1, .., 64 across the
rows and columns. Each face is an average of 100 condi-
tional samples for x from pθ(x|z) pλ(z|k1, k2, k3, k4, k5)
for the respective ki-settings.
Figure 8. The means of samples for x, generated from
pθ(x|z) pλ(z|k1, k2) as k1 and k2 varies along the rows and
columns. The figure shows a 10×10 subset of a 64×64 grid. The
model was trained wholly unsupervised, with no KL weights (like
what would appear in models based on the β-VAE set-up), and the
clustering structure is a consequence of the Bayesian hierarchical
prior. We may discern image properties that some settings of k1
and k2 are responsible for modeling; the bottom row’s k1 captures
a “glasses” cluster, even though no supervised labels were ever
presented. Some of the mixture component approximations qλ(pii)
had pseudo-counts very close to that of the prior c0 for some index
values of ki and were effectively pruned; this explains the very
“washed” column (third left).
A Factorial Mixture Prior for Compositional Deep Generative Models
(a) (female,no glasses,smiling) (b) (male,no glasses,smiling)
(c) (female,glasses,smiling) (d) (male,glasses,smiling)
Figure 9. The means of samples for x, generated from pθ(x|z) pλ(z|k1, k2, k3, k4, k5) as k4 and k5 varies along the rows and columns.
The figure shows a 9×9 subset of a 64×64 grid. Mixture component indices (k1, k2) are set to their four settings, to which we associated
semi-supervised properties. Mixture component index k3 = 1 is set to its associated property “smiling”. Sub-figure titles show their
semi-supervised (k1, k2, k3) settings.
A Factorial Mixture Prior for Compositional Deep Generative Models
(a) (female,no glasses,not smiling) (b) (male,no glasses,not smiling)
(c) (female,glasses,not smiling) (d) (male,glasses,not smiling)
Figure 10. The means of samples for x, generated from pθ(x|z) pλ(z|k1, k2, k3, k4, k5) as k4 and k5 varies along the rows and columns.
The figure shows a 9×9 subset of a 64×64 grid. Mixture component indices (k1, k2) are set to their four settings, to which we associated
semi-supervised properties. Mixture component index k3 = 2 is set to its associated property “not smiling”. Sub-figure titles show
their semi-supervised (k1, k2, k3) settings. Compare Figure 9.
