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 要  旨 
 単純無向グラフ G と頂点部分集合 F に対し，G から F を取り除くと，残った頂点からなる誘








 また， FPT 解法，既存の焼き鈍し法，そして提案する焼き鈍し法を比較する実験を行った．
その結果，頂点数が小さい入力に対しては FPT 解法と提案手法はともに最適解を得られたが，
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論文中で用いる用語の定義を列挙する．頂点集合 V，辺集合 E からなる単純無向グラフ G を G = (V;E) と
表す．非負整数 n;m は頂点数 n = jV j，辺数 m = jEj を表す．v 2 V に対し，v の近傍を NG(v) と表し，
NG(v) = fw 2 V j vw 2 Eg と定義する．v 2 V に対し，v の次数を degG(v) と表し，degG(v) = jN(v)j と定義
する．V 0  V に対し，V 0 による G の誘導部分グラフを G[V 0] と表し，G[V 0] = (V; fvw j v; w 2 V 0; v 6= wg) と
定義する．G = (V;E)の頂点部分集合 F であって，G[V n F ]が閉路を含まない (森になる)ようなものをフィード
バック頂点集合 (Feedback Vertex Set; FVS) という．さらに，フィードバック頂点集合問題 (Feedback Vertex Set
problem; FVS問題) を次のように定義する．
フィードバック頂点集合問題 
入力 : 単純無向グラフ G = (V;E)．
出力 : V の部分集合 F．
制約 : F は Gの FVSであり，要素数が最小である． 
図 1.1に FVS問題の入出力例を示す．図中の破線で描かれた頂点と辺は削除されていることを表す．図 1.1aのグラ
フに対し，頂点 b; d; hを削除したグラフが図 1.1b，頂点 a; c; g; f を削除したグラフが図 1.1c，そして頂点 d; f を削除
したグラフが図 1.1dである．図 1.1bに示すグラフは，残った頂点からなるグラフに閉路 gef があるため，fb; d; hg
は FVSではない．一方，図 1.1cと図 1.1dに示すグラフは閉路がないため，fa; c; g; fgと fd; fgは FVSである．さ




































(d) 頂点 d; f を削除後．
図 1.1: FVS問題の入出力例．(b)は，残った頂点からなるグラフに閉路 gef があるため，fb; d; hgは FVSではない．一方，(c)















Input: G = (V;E) : 単純無向グラフ
Output: hG0; F i : 還元されたグラフと，削除された頂点からなる FVSの部分集合の組
1: function BasicReduction(G)
2: F  fg
3: G0  G
4: loop
5: if G0 に葉または孤立点 v が存在する then
6: G0 から v を削除する
7: end if
8: if G0 に次数 2の頂点 v が存在する then
9: G0 から v を削除し，v と隣接していた 2頂点間に辺を追加する
10: end if
11: if G0 に自己ループ辺 vv が存在する then
12: F  F [ fvg
13: G0 から v を削除する
14: end if
15: if 上の if文の条件が全て偽となった then





焼き鈍し法 (simulated annealing method) とは，代表的なメタヒューリスティック・アルゴリズムの 1 つであ
る [1]．組合せ最適化問題 (最小化問題) に対する焼き鈍し法の基本的な枠組みをアルゴリズム 2.3 に示す．ただし，
N(x)は xの近傍，すなわち xを部分的に変化させることで得られる可能解の集合である．f(x)は xの評価値を求
4
める関数であり，目的関数が最適値に近いほど f(x)は小さい実数を返す．Tk は k 回目の繰り返しにおける温度パラ







1: function BasicSimulatedAnnealing(   )
2: x1  適当な可能解
3: x  x1
4: for k = 1; 2; : : : do
5: y  N(xk)からランダムに選んだ可能解
6:  f(y)  f(xk)
7: r  [0; 1]上の一様ランダムな実数
8: if   0または r < exp( =Tk) then
9: xk+1  y (y を受理)
10: else
11: xk+1  xk (y を棄却)
12: end if
13: if f(x) > f(y) then
14: x  y
15: end if






る．まず，グラフ G = (V;E)に対し F  V を Gの FVSとし，S = V n F とすると，次の定理が成り立つ．
定理 1. 次の 2つは同値である．
(1) F は Gの FVSである．
(2) S には次の条件を満たす全順序 <が存在する．すなわち，任意の v 2 S に対し w 2 S \NG(v)かつ w < v で
あるものは高々 1つである．
証明. (1) ) (2) 条件を満たす全順序の構築法を示す．S は Gの部分森を誘導する．列 Lを空に初期化する．G[S]
の各連結成分に対し順番に，任意の頂点を開始点として幅優先探索を行う．その際，頂点を訪問した順に Lの末尾に
追加していく．幅優先探索木は根付き木なので，各頂点 v の親はただ一つに定まるか，存在しないかのいずれかであ
る．v の親が存在するとき，S \NG(v)の中でそれのみが Lにおいて v より手前に位置する．L上の順序によって全
順序を定めれば (2)を満たす．
(2) ) (1) 頂点 v 2 S に対し，w 2 S \NG(v)を満たす wは高々 1つである．よって wが存在する場合は wを v








b a c h g e< < < < <
図 2.1: FVSに含まれていない頂点は森を誘導する．また，頂点間の全順序の一例として，b < a < c < h < g < eが考えられ
る．
て F = V n S は FVSである．
重複のない頂点の列 Lに対し，含まれる頂点からなる集合が上の定理の (2)を満たすとき，Lは合法であると定義
する．例えば，図 2.1の上に示すグラフにおいて FVSとして選ばれていない頂点 a; b; c; e; g; hの間のある全順序と
して，b < a < c < h < g < eが考えられる．
Qinらの手法をアルゴリズム 2.3，その補助関数をアルゴリズム 2.4及びアルゴリズム 2.5に示す．Qinらのアル
ゴリズムは合法な列を焼き鈍し法の状態とし，要素数を徐々に大きくしていく (そのとき FVSは小さくなっていく)．
初期温度 T0，冷却定数 ，そして得ている最良解の更新の連続した失敗を許容する最大回数 Nmax fail は定数として
定められている．9行目で呼び出している関数 Addは，Lk (k回目の繰り返しにおける L) に uを追加する補助関数
であり，定義はアルゴリズム 2.5のとおりである．定理 1により，合法な Lに対して Addを適用しても，適用後の
Lは合法であることが保たれる．
EvalAddは，Addを実行した後に jLjが増加する量を Addを実行せずに評価する補助関数であり，アルゴリズ
ム 2.4のように定義されている．EvalAddは Evalよりも計算量が小さい．そのため，L0 = Add(G;L; v)を計算
し  = jL0j   jLjと直接的に求めるよりも，EvalAdd(G;L; v)を用いる方が，変更が棄却された場合に少ない計算
量で済む．これが EvalAddの役割である．一様ランダムに選んだ頂点 v によって Add(G;L; v)の適用を繰り返し
試み，jLjを減少させることを Nmax fail 回連続で失敗するとループを抜ける．
ある頂点集合 F が FVSであること，すなわち，取り除くと閉路を含まなくなるという性質は，グラフに関する全
域的な性質である．したがって，安直な方法では，頂点集合に対して要素を追加・除去した後にグラフが閉路を持つ
か検査することに O(n+m)時間かかる．しかし，Qinらによって提案された手法では，直接 F の要素数を最小化す
るのではなく，V n F が誘導する森の頂点数を最大化するという視点に立つことで，大域的な性質を，頂点とその近
傍のみの検査で保証しているという点で優れている．
2.1.3 厳密アルゴリズム
厳密アルゴリズムの面からも，近年 \the race of FVS"とも呼ばれるほど盛んに研究されている．特に，固定パラ
メータ・アルゴリズムの分野では，近年計算量の劇的な改善が成されている (表 2.1)．現在，決定的アルゴリズムで
理論上現在最速なのは，Kociumakaと Pilipczuk による O(3:592k) 時間*1のアルゴリズムである [3]．乱択アルゴ
*1 O(f(k)) = O(f(k) poly(n;m))．つまり，O 表記は f(k)に掛かる nやmの多項式が省略されていることを表す．
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アルゴリズム 2.3 Qinらによる FVS問題に対する焼き鈍し法．
Input: G = (V;E) : グラフ， T0; ;Nmax fail : 定数
Output: FVS問題の局所解
1: function SimulatedAnnealing(G)
2: L1  [v1]
3: L  L1
4: T1  T0
5: Nfail  0
6: for k = 1; 2; : : : do
7: u V n Lk から一様ランダムな頂点を選択
8: r  [0; 1] 上の一様ランダムな実数
9:  EvalAdd(G;Lk; u)
10: Tk    Tk 1
11: if   0または r < exp(=Tk) then
12: Lk+1  Add(G;Lk; u)
13: else
14: Lk+1  Lk
15: end if
16: if jLj < jLk+1j then
17: L  Lk+1
18: Nfail  0
19: else
20: Nfail  Nfail + 1
21: end if
22: if Nfail = Nmax fail then




アルゴリズム 2.4 森の頂点数の Addによる変化を，Addを実行せずに評価する．
Input: G : グラフ， L : Gの FVSの補集合に含まれる頂点の列, v : Lに追加する頂点の候補
Output: Add(G;L; v)を実行したときの jLjの増加量 (負になることもある)
1: function EvalAdd(G;L; v)
2: if jL \NG(v)j = 0 then
3: return 1
4: else





Input: G : グラフ， L : Gの FVSの補集合に含まれる頂点の列, v : Lに追加する頂点
Output: L0 : Lに v を追加し，余分になった頂点を削除した後の列
1: function Add(G;L; v)
2: L0  L
3: if jL0 \NG(v)j = 0 then
4: L0 の先頭に v を追加する
5: else if jL0 \NG(v)j = 1 then
6: w  L0 の唯一の近傍
7: L0 の wのすぐ後ろに v を追加する
8: else
9: w  L0 の近傍のうち，L0 での位置が最も手前のもの
10: L0 の wのすぐ後ろに v を追加する




リズムも許せば，Cyganらによる O(3k)時間である [4]．一方，実性能では，岩田・今西によるカーネル化 [5] *2と
枝刈り探索による O(4k)の手法 [6]が最速であることが，PACE challengeにおいて示された．
PACE challenge (Parameterized Algorithms and Computational Experiments challenge) [11,12]とは，NP困
難問題に対するアルゴリズムの実性能のコンペティションである．アルゴリズムのデザイン・解析と，工学的な実践
面の橋渡しや，理論面での発展を目指すこと等が目的である．FPT*3アルゴリズム研究者からなる有志の運営によっ






れており，一般的に近似アルゴリズムの設計において広く使われる local ratio techniqueと呼ばれる手法を用いてい
る．彼らの研究では各頂点に重みがあるグラフを対象としており，FVSに含まれる頂点の重みの和を最小化すること
表 2.1: FVS問題に対する FPT決定的アルゴリズムの「レース」．
著者 時間計算量 年
Kociumaka and Pilipczuk [3] O(3:59k) 2014
Cao et al. [7] O(3:83k) 2010
Chen et al. [8] O(5k) 2008
Dehne et al. [9] O(10:6k) 2007
Guo et al. [10] O(37:7k) 2006
*2 問題に対する入力を，解の要素数に依存した等価な (得られる解が変わらない) より小さい入力に変換する処理．












本研究では，アルゴリズム 2.3をアルゴリズム 3.1のように改変することを提案する．ただし，アルゴリズム 3.1




する焼き鈍し法では，5 回に 1 回の割合でランダムに重複を許して 3 つの頂点を選択し，その中で事前に計算した
重み関数 w による評価値が最も高いものを採用する (アルゴリズム 3.2の BiasedSelect)．この手法は，クイック
ソートのアルゴリズムにおいて，ピボットを選択する際に用いられる同様のヒューリスティックから着想を得た．こ
の選択方法が作る確率分布について考える．全ての頂点を，wによって得られる値の大きさによって昇順に並べると
v1 v2    vc    vn 1 vn












例えば，n = 50として横軸に c，縦軸に p(c)をとったグラフを描画すると図 3.1のようになる．これを見れば分かる
ように，w が大きい頂点は意図したとおりに高い確率で選ばれるが，w が小さい頂点は殆ど選ばれない．このままで
は局所解に陥りやすくなるため，5回に 1回は一様分布による選択も行う．

















Input: G = (V;E) : グラフ， T0; ;Nmax fail : 定数
Output: FVS問題の局所解
1: function SimulatedAnnealingModified(G)
2: L1  [v1]
3: L  L1
4: T1  T0
5: for k = 1; 2; : : : do
6: u BiasedSelect(V; Lk; w; k)
7: r  [0; 1]の一様ランダムな実数
8:  = EvalAdd(G;Lk; u)
9: Tk    Tk 1
10: if   0または r < exp(=Tk) then
11: Lk+1  Add(G;Lk; u)
12: else
13: Lk+1  Lk
14: end if
15: if jLj < jLk+1j then
16: L  Lk+1
17: Nfail  0
18: else
19: Nfail  Nfail + 1
20: end if
21: if Nfail = Nmax fail then





Input: V : 頂点集合, L : V の部分集合 w : 頂点の重み関数, k : ループカウンタ
Output: u : V n Lから偏った乱数によって選択した 1つの頂点
1: function BiasedSelect(V; L;w; k)
2: if jV n Lj  3かつ k 6 0 mod 5 then
3: u1; u2; u3  V n Lから一様ランダムな頂点を重複を許して 3つ選択
4: u u1; u2; u3 のうち w(ui)が最大のもの
5: else






重み付け関数 wについて説明する．本研究では，2種類の関数 w1; w2 の線形結合 w(v) = c1w1(v) + c2w2(v)を重








この重み付けの根拠を示す．アルゴリズム 2.1による還元を施した後の G = (V;E)に対し次の補題が成り立つ．
補題 1. F を G の任意の FVS とし，S = V n F とおく．また，EF = fuv j u; v 2 Fg, ES = fuv j u; v 2 Sg,
EF;S = fuv j u 2 F; v 2 Sg とおく．このとき，jES j < jEF;S jが成り立つ．
証明. G[S]は森なので jES j < jSjが成り立つ．また，アルゴリズム 2.1を施した後のグラフでは任意の v 2 V に対





= jEF;S j+ 2jES j
< jEF;S j+ 2jSj:
) jSj < jEF;S j:
この補題から次の定理が導かれる．
定理 2. 任意の FVS F を考える．E から一様ランダムに e 2 E を選んだときに，eのいずれかの端点が F に含まれ
る確率は 1/2以上である．
証明. e 2 E のいずれの端点も F に含まれない確率は，
jES j
jEF j+ jEF;S j+ jES j <
jES j




したがって，eのいずれかの端点が F に含まれる確率は 1=2以上である．
定理 2より，次の系が直ちに導かれる．
系 1. 任意の FVS F を考える．E から一様ランダムに e 2 E を選んだ後，eのいずれかの端点を一様ランダムに (そ
れぞれ 1/2の確率で)選ぶと，それが F に含まれる確率は 1/4以上である．













T0 = 1000;  = 0:95; Nmax fail = 2n として，アルゴリズム 2.3 (SimulatedAnnealing)を異なる乱数のシード





T = 1000のとき，ある近傍が  =  100 (100だけ状態が悪化する)であると仮定する．すると，そのような変更が
受理される確率は exp(=T ) ' 0:905となる．また  = 0:95と Nmax fail = 2nは非常に小さい値である．実際に，
T100 = T0
100 ' 5:92 となり，n = 100のときに，ある 1つの注目する頂点がNmax fail = 2n回のどの試行でも選ば










提案手法には T0; ;Nmax fail;そして c1; c2という 5つのパラメータがある．そのうちNmax failと c1はNmax fail =
109; c1 = 1 に固定する．このような Nmax fail の値は，入力されるグラフの大きさに対して十分大きな値である．ま
た，c1 と c2 はそれらの比のみが重要であるから，c1 は固定してよい．残る T0; ; c2 はグリッドサーチによって最適
な (最も要素数の小さい解を出力する)ものを求め，それによる結果を採用する．つまり，T0 は 0から 1000までの





2. もし Gに閉路が無ければ，V のランダムな順列を作成し，先頭から末尾までの頂点を順に巡りまた先頭に戻る
ような閉路ができるように，辺を追加する．
ランダムグラフは次の 2種類の方法で作成する．
■辺確率一定のランダムグラフ 頂点数が nで全ての頂点間に辺が存在する確率が一定値 pであるようなランダムグ
ラフを作成する．n = 50; 100; 150; 200，p = 0:1; 0:2; 0:3; 0:4; 0:5 から選ぶ，20通りの (n; p)の組み合わせのそれぞ
れで，8種類の異なる乱数シードを用いて作成する．
■ランダム正則グラフ 文献 [14] の手法によって，頂点数が n で次数 d のランダムな正則グラフを作成する．
n = 50; 100; 150; 200，d = 0:1n; 0:2n; 0:3n; 0:4n; 0:5n から選ぶ 20通りの (n; d)の組み合わせのそれぞれで，8種類
の異なる乱数シードを用いて作成する．この後，閉路が含まれるように辺を新たに追加するため，最終的に得られる
グラフは正則とは限らない．このようにして作成されたグラフは，アルゴリズム 2.1 (BasicReduction) によって
変化しない．
4.3 実験環境
各入力と手法の組に対して，実行時間は最大 120分 (7200秒)とする．Qinらの手法と提案手法は，C++14 (GCC
4.9.3)によって本稿の著者が実装した．岩田・今西の手法は Java8 (JDK 8u74)によって本人らが実装したもの [15]
を用いた．どちらも各言語の標準的な作法による実装である．つまり，アーキテクチャに依存した命令の使用や，プロ
グラムの可読性を犠牲にするような，極度の高速化は行わない．使用した計算機のOSは Linux (Red Hat Enterprise




実験の結果を表 5.1，表 5.2，表 5.3 に示す．また，各手法で得られた解の大きさの比較を図 5.1と図 5.2 に，出力





の欠落は，120分以内に結果が得ることができず，探索が打ち切られたことを表す．各 n; pまたは n; dの組み合わせ
で異なるシードを用いて作成した 8種類の入力を用いたが，全て時間内に探索を終了したか，全て打ち切られたかの
いずれかであった．提案手法の実行時間には w2 を求めるのにかかった時間も含まれている．提案手法と Qinらの手
法における「最終的な解を発見した時間」とは，最終的に出力する解を発見するのに要した時間でそれ以降の探索に




表 5.1: 岩田・今西の手法の実験結果．空欄は 120分以内に実行が終わらなかったことを表す．
入力 解の要素数 実行時間 (秒)
作成方法 n p=d 平均 標準偏差 平均 標準偏差
辺確率一定の
ランダムグラフ
50 0:1 17:25 2:63 0:87 1:24
50 0:2 25:88 0:78 3:09 2:41
50 0:3 31:50 0:71 4:30 2:53
50 0:4 35:38 0:86 7:63 5:54
50 0:5 38:12 0:60 5:65 5:59
100 0:1 50:25 0:97 1931:61 1221:60
100 0:2 68:00 0:71 3387:74 1070:59
100 0:3 76:50 1:00 758:93 169:32
100 0:4 82:00 0:50 213:56 56:96












50 5 20:00 0:00 5:95 7:04
50 10 29:25 0:43 12:47 2:13
50 15 34:00 0:00 13:08 5:34
50 20 37:00 0:50 10:10 5:44
50 25 39:12 0:33 6:09 4:20
100 10
100 20
100 30 79:00 0:00 2195:09 170:19
100 40 83:75 0:43 390:14 47:04



















発見した時間 (秒) 総実行時間 (秒)
作成方法 n p=d 平均 標準偏差 平均 標準偏差 平均 標準偏差 平均 標準偏差
辺確率一定の
ランダムグラフ
50 0:1 17:25 2:63 0:56 0:03 39:03 2:82 95:59 6:00
50 0:2 26:12 1:27 0:75 0:04 88:37 3:29 157:42 6:75
50 0:3 31:50 0:71 0:98 0:06 94:71 3:76 127:85 7:38
50 0:4 35:38 0:86 1:15 0:04 97:71 3:76 163:34 5:43
50 0:5 38:12 0:60 1:25 0:08 73:38 4:70 161:70 9:42
100 0:1 50:25 0:97 1:56 0:07 57:71 3:76 138:13 9:44
100 0:2 68:00 0:71 2:27 0:14 68:05 4:23 139:69 8:85
100 0:3 77:12 1:76 2:71 0:12 148:71 3:76 233:69 7:65
100 0:4 82:00 0:50 3:11 0:10 103:05 4:23 269:44 5:49
100 0:5 86:38 1:80 3:53 0:16 128:05 4:23 228:91 7:80
150 0:1 89:62 4:27 3:01 0:12 233:38 4:70 441:85 8:74
150 0:2 112:50 4:95 2:84 0:14 194:06 5:64 181:14 7:74
150 0:3 120:88 5:82 2:75 0:14 149:06 5:64 94:14 7:74
150 0:4 126:75 6:78 3:31 0:15 218:40 6:11 163:07 8:39
150 0:5 138:50 5:43 3:70 0:15 195:40 6:11 149:07 8:39
200 0:1 134:38 5:02 4:57 0:20 198:74 6:58 524:91 13:56
200 0:2 158:12 5:58 6:22 0:37 452:74 6:58 623:08 17:76
200 0:3 168:88 5:82 7:69 0:52 232:07 7:05 306:54 9:02
200 0:4 175:38 7:70 9:05 0:44 243:77 9:40 322:81 12:64
200 0:5 179:38 7:70 10:00 0:32 225:43 8:93 494:07 14:44
ランダム正則グラフ
50 5 20:00 0:00 0:55 0:03 57:71 3:76 127:19 5:34
50 10 29:25 0:43 0:80 0:04 43:05 4:23 102:69 8:55
50 15 34:00 0:00 0:98 0:06 58:38 4:70 118:91 7:73
50 20 37:00 0:50 1:10 0:08 83:38 4:70 146:69 8:40
50 25 39:12 0:33 1:26 0:08 119:06 5:64 150:46 7:82
100 10 55:38 1:11 1:64 0:06 63:38 4:70 158:22 8:71
100 20 70:88 1:83 2:35 0:13 335:72 5:17 441:10 8:59
100 30 79:00 0:00 2:80 0:14 122:38 4:70 238:02 9:35
100 40 83:75 0:43 3:17 0:16 75:72 5:17 195:35 9:10
100 50 88:00 2:18 3:67 0:22 123:72 5:17 226:08 11:50
150 15 96:25 5:02 2:80 0:12 291:06 5:64 451:78 9:06
150 30 117:62 5:34 4:11 0:21 255:74 6:58 545:52 11:27
150 45 128:00 6:50 5:15 0:30 167:74 6:58 290:09 15:10
150 60 130:00 5:52 5:77 0:32 149:74 6:58 331:88 17:98
150 75 136:75 7:61 6:53 0:24 215:74 6:58 356:12 12:93
200 20 143:25 7:17 4:41 0:17 76:08 7:05 170:91 7:58
200 40 160:38 6:38 6:17 0:29 399:07 7:05 664:87 13:49
200 60 173:12 6:85 7:75 0:48 340:07 7:05 823:02 14:34
200 80 180:88 5:67 8:60 0:46 296:11 9:87 370:37 22:71
200 100 181:50 7:86 10:19 0:70 193:11 9:87 380:51 18:10
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表 5.3: Qinらの手法の実験結果．「最終的な解を発見した時間」とは，最終的に出力する解を発見するのに要した時間でそれ以




発見した時間 (秒) 総実行時間 (秒)
作成方法 n p=d 平均 標準偏差 平均 標準偏差 平均 標準偏差
辺確率一定の
ランダムグラフ
50 0:1 18:50 2:29 39:57 3:87 89:41 7:05
50 0:2 26:00 0:71 94:50 4:51 185:31 8:23
50 0:3 31:88 0:78 99:43 5:16 180:21 9:40
50 0:4 36:00 1:50 119:43 5:16 197:21 9:40
50 0:5 38:62 0:99 64:28 6:45 174:01 11:75
100 0:1 50:88 1:83 55:43 5:16 134:21 9:40
100 0:2 68:88 1:36 71:35 5:80 163:11 10:58
100 0:3 77:38 2:91 119:43 5:16 252:21 9:40
100 0:4 82:38 1:11 128:35 5:80 243:11 10:58
100 0:5 86:75 1:71 161:35 5:80 362:11 10:58
150 0:1 91:25 5:02 339:28 6:45 449:01 11:75
150 0:2 124:62 5:34 242:48 10:66 4:08 0:22
150 0:3 137:00 6:50 291:24 12:15 5:04 0:35
150 0:4 135:00 5:52 350:50 10:24 5:85 0:37
150 0:5 141:75 7:61 409:41 9:44 6:44 0:43
200 0:1 155:25 7:17 169:99 9:03 504:62 16:45
200 0:2 176:38 6:38 448:99 9:03 615:62 16:45
200 0:3 184:12 6:85 236:92 9:67 315:52 17:63
200 0:4 188:88 5:67 193:56 12:90 352:03 23:50
200 0:5 183:50 7:86 350:63 12:25 479:13 22:33
ランダム正則グラフ
50 5 20:00 0:00 80:43 5:16 131:21 9:40
50 10 29:25 0:43 52:35 5:80 98:11 10:58
50 15 34:00 0:00 69:28 6:45 117:02 11:75
50 20 37:00 0:50 98:28 6:45 136:01 11:75
50 25 39:12 0:33 70:14 7:74 157:82 14:10
100 10 54:00 6:12 64:28 6:45 152:01 11:75
100 20 81:62 5:68 215:21 7:09 413:92 12:93
100 30 87:75 6:12 155:28 6:45 243:01 11:75
100 40 86:00 4:90 131:21 7:09 231:92 12:93
100 50 91:50 7:05 144:21 7:09 241:92 12:93
150 15 119:62 7:76 311:14 7:74 498:82 14:10
150 30 125:88 7:85 478:99 9:03 611:62 16:45
150 45 135:25 8:18 208:99 9:03 286:62 16:45
150 60 138:88 4:48 165:99 9:03 325:62 16:45
150 75 137:62 6:40 104:99 9:03 344:62 16:45
200 20 168:00 6:08 72:92 9:67 179:52 17:63
200 40 181:00 6:67 532:92 9:67 706:52 17:63
200 60 180:12 7:87 522:92 9:67 979:52 17:63
200 80 188:00 6:24 231:49 13:54 423:93 24:68
200 100 192:62 5:59 317:49 13:54 437:93 24:68
18
表 5.4: 最も良い解を出力した際のパラメータ．
入力 T0 x c2
作成方法 n p=d 平均 標準偏差 平均 標準偏差 平均 標準偏差
辺確率一定の
ランダムグラフ
50 0:1 412:50 33:07 7:45 0:34 0:49 0:26
50 0:2 412:50 59:95 7:45 0:34 0:56 0:23
50 0:3 375:00 66:14 7:70 0:39 0:56 0:23
50 0:4 387:50 78:06 7:45 0:34 0:64 0:23
50 0:5 487:50 59:95 7:60 0:40 0:94 0:23
100 0:1 412:50 33:07 7:55 0:37 0:56 0:18
100 0:2 387:50 33:07 7:35 0:35 0:60 0:21
100 0:3 375:00 43:30 7:80 0:20 0:64 0:18
100 0:4 375:00 66:14 7:50 0:33 0:94 0:23
100 0:5 462:50 48:41 7:50 0:39 0:82 0:20
150 0:1 412:50 59:95 7:65 0:31 0:45 0:21
150 0:2 400:00 50:00 7:45 0:34 0:52 0:20
150 0:3 375:00 66:14 7:60 0:35 0:52 0:20
150 0:4 375:00 66:14 7:90 0:35 0:94 0:18
150 0:5 487:50 59:95 7:75 0:34 0:82 0:13
200 0:1 525:00 43:30 7:70 0:33 0:64 0:18
200 0:2 400:00 50:00 7:45 0:34 0:75 0:15
200 0:3 512:50 78:06 7:75 0:28 0:94 0:23
200 0:4 512:50 33:07 7:65 0:37 0:90 0:26
200 0:5 550:00 50:00 7:55 0:37 0:86 0:23
ランダム正則グラフ
50 5 387:50 78:06 7:30 0:26 0:64 0:10
50 10 375:00 66:14 7:65 0:31 0:56 0:23
50 15 425:00 66:14 7:85 0:28 0:64 0:23
50 20 412:50 59:95 7:65 0:31 0:97 0:25
50 25 475:00 43:30 7:60 0:28 0:90 0:21
100 10 400:00 50:00 7:65 0:31 0:64 0:18
100 20 387:50 78:06 7:60 0:40 0:56 0:10
100 30 425:00 66:14 7:70 0:33 0:86 0:28
100 40 412:50 33:07 8:05 0:34 0:90 0:26
100 50 487:50 33:07 7:60 0:35 0:94 0:23
150 15 400:00 70:71 7:65 0:37 0:60 0:21
150 30 400:00 50:00 7:40 0:28 0:86 0:28
150 45 412:50 59:95 7:60 0:35 0:86 0:23
150 60 425:00 43:30 7:55 0:31 0:90 0:26
150 75 487:50 33:07 7:55 0:31 0:86 0:28
200 20 487:50 59:95 7:65 0:37 0:64 0:18
200 40 412:50 33:07 7:44 0:34 0:86 0:18
200 60 450:00 50:00 7:55 0:37 0:94 0:23
200 80 450:00 50:00 7:75 0:28 0:98 0:13



















































































































図 5.1: 辺確率一定のランダムグラフで得られた解の大きさ．赤色・● は岩田・今西らの手法，緑色・は提案手法，青色・▲ は





















































































































































































































図 5.3: 辺確率一定のランダムグラフで最終的な出力を発見するのにかかった時間．赤色・● は岩田・今西らの手法，緑色・




























































































図 5.4: ランダム正則グラフで最終的な出力を発見するのにかかった時間．赤色・● は岩田・今西らの手法，緑色・は提案手









また，岩田・今西の手法が制限時間内に解を発見できなかった入力に対しても，提案手法は Nfail が Nmax fail に達
した時点の暫定的な最良解を，時間内に出力することができた．しかし，その解が，大域的最適解と比較してどれほ
ど大きいものであるかは不明である．








く，さらに，重み関数 w1 の効果により次数が高い頂点が選ばれやすくなっているため，Add (アルゴリズム 2.5)の
10, 11行目の実行に必要なステップ数が増加したからであると考えられる．Add は C++でソースコード 5.1よう
に実装されている．Lは動的配列で表現されているため，一度の Addを通して，擬似コードの 10, 11行目 (ソース
コード 5.1の 21行目から 44行目) の実行には O(degG(w) + jLj)の時間がかかる*4．したがって，Qinらの手法よ
りも実行時間が長くなることがある主な要因は，Addの 10, 11行目の実行回数の増加であると考えられる．Qinら
の手法より提案手法が実行時間で最も劣っていた入力は n = 200; p = 0:4のランダムグラフであった．GNUのプロ
ファイリングツール GPROFを用いて，実際にそのような入力を与えた際に関数 addの実行が要する時間を測定し
た．その結果，プログラム全体の実行時間のうち Qinらの手法では 30%程度，提案手法では 45%程度であり，確か
に提案手法の方が大きかった．
提案手法でのみ w2 の計算を行っているが，それに要する時間は表 5.2に示す通り非常に短いため，ほとんど影響が
無い．また，試行における頂点の選択で 5回に 4回は頂点を 3つ選ぶ必要があり，それにも追加の時間を要するが，結
論から言えば，これも全体にさほど影響を及ぼさない．BiasedSelectは，ソースコード 5.2のようにコンパイル時
の最適化を意識して C++で実装されている．Qinらの手法では常に biased select<1>()が呼ばれ，提案手法
では 5回に 1回は biased select<3>()が，それ以外は biased select<1>()が呼ばれる．n = 50; p = 0:1
のように，頂点数も辺数も小さいと他の部分に要する時間が相対的に少なく，今注目している biased selectの
実行時間が占める割合が大きくなる．そのような入力を提案手法に与え，GPROF を用いて時間を計測すると，プロ
グラム全体の実行時間のうち biased select<1>()が占める割合は 1%未満，biased select<3>()は 2%程
度であった．ゆえに，この関数が主要な律速ではないと言える．




ソースコード 5.1: C++による Addの実装．
1 // 森に頂点 ‘v‘ を追加し，不変条件を満たさなくなるような頂点を削除する．




6 // |L’ \cup N_G(v)| = 0 の場合




11 // |L’ \cup N_G(v)| の場合





17 case CASE_C: {
18 // ‘forest‘ が L である．
19 bool added = false;
20 int remove_from = -1;
21 for (int i = 0; i < (int)forest.size(); ++i)
22 {
23 const int w = forest[i];
24 // ‘is_adj[v][w]‘ が真 <=> グラフ上で ‘v‘ と ‘w‘ が隣接している．
25 if (is_adj[v][w]) {
26 if (!added)
27 {
28 // ‘v‘ と隣接する頂点のうち，
29 // ‘forest‘ の中で先頭にあるもののすぐ後ろに ‘v‘ を追加する．
30 forest.insert(forest.begin() + i + 1, v);




35 // ‘v‘ と隣接する頂点のうち，‘forest‘ の中で先頭にあるもの以外は削除する．
36 forest[i] = -1;　// 削除したい頂点を -1 に上書きする．
37 if (remove_from == -1)




42 // -1 に上書きされた頂点を削除する．









ソースコード 5.2: C++による BiasedSelectの実装
1 // ‘NCAND‘ 個の頂点をランダムに選び，その中から最も良い頂点を返す．
2 template <size_t NCAND>
3 int Solver::biased_select()
4 {
5 // ‘rnd.sample(c)‘ は コンテナ ‘c‘ から一様ランダムに要素を選択する．
6 int v = rnd.sample(fvs);
7 if (NCAND >= 2)
8 {
9 // ‘NCAND‘ は定数なのでコンパイラの最適化によってアンロールされる．
10 for (int i = 1; i < (int)NCAND; ++i)
11 {
12 int t = rnd.sample(fvs);
13 if (weight[v] < weight[t])






表 5.4に示すように，入力を様々に変化させた際も，T0 は 400から 550の範囲，xは 7.0から 8.0の範囲が最適で
あり，特に何らかの値との強い相関は見られなかった．一方で，c2 は辺数が多いほど大きい方が良いという傾向が見
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