Abstract. We characterize the semigroups of composition operators that are strongly continuous on the mixed norm spaces H(p, q, α). First, we study the separable spaces H(p, q, α) with q < ∞, that behave as the Hardy and Bergman spaces. In the second part we deal with the spaces H(p, ∞, α), where polynomials are not dense. To undertake this study, we introduce the integral operators, characterize its boundedness and compactness, and use its properties to find the maximal closed linear subspace of H(p, ∞, α) in which the semigroups are strongly continuous. In particular, we obtain that this maximal space is either H(p, 0, α) or non-separable, being this result the deepest one in the paper.
Introduction
Let X be a Banach space of analytic functions on the unit disk D. A family (C t ) t≥0 of bounded operators on X forms a semigroup if C t f ∈ X for every f ∈ X and satisfies the following 1. C 0 is the identity in the space of bounded operators on X, 2. C t+s = C t C s , for all t, s ≥ 0.
Such a family of bounded operators (C t ) is called strongly continuous on a Banach space X if for every f ∈ X we have C t f ∈ X for all t ≥ 0 and with I the identity operator. A (one-parameter) semigroup of analytic functions is a family {ϕ t : t ≥ 0} of analytic self-maps of the disk that satisfies 1'. ϕ 0 is the identity in D, 2'. ϕ t+s = ϕ t • ϕ s , for all t, s ≥ 0, 3'. ϕ t → ϕ 0 as t → 0 uniformly on compact sets of D.
Associated to every semigroup of analytic functions (ϕ t ) we have a semigroup of bounded operators on X given by the composition operator C t , that is, C t f = f • ϕ t for f ∈ X and t ≥ 0. The aim is to understand operator theory properties, such as spectrum, ideals or dynamics of the semigroup of composition operators, in terms of geometric function theory. The theory of semigroups of bounded linear operators began with the works of Hille and Yosida (see [28, Chapter IX] ). On spaces of analytic functions they were first studied by Berkson and Porta in [6] on Hardy spaces, and later on by Siskakis on Bergman and Dirichlet spaces ( [24] and [25] ) (see also his excelent survey [26] ). In recent works such as [9] , [8] and [5] the authors consider semigroups of composition operators on the Bloch space, BMOA and weighted Banach spaces of analytic functions. In the present work, we study the continuity of the semigroup of composition operators (C t ) on the mixed norm spaces.
For f in the space of analytic functions on the disk H(D) and r ∈ (0, 1), let M p (r, f ) be the integral mean
for 0 < p < ∞ and M ∞ (r, f ) = max 0≤θ<2π |f (re iθ )|.
We consider the spaces H(p, q, α), 0 < p, q ≤ ∞, 0 < α < ∞, consisting of those analytic functions on D such that (1 − r) α M p (r, f ) < ∞.
We also define the "little-oh" version, H(p, 0, α), as the subspace of functions in H(p, ∞, α) such that lim r→1 −
(1 − r) α M p (r, f ) = 0.
These integral expressions first appear in Hardy and Littlewood's paper on properties of the integral mean [18] , but the mixed norm spaces were not explicitly defined until Flett's works [14] , [15] . Since then, these spaces have been studied by many authors (see [1] , [7] , [10] , [16] , [20] , [27] ). For instance, they appear naturally in the study of coefficient multipliers on Hardy and weighted spaces, and the generalized Hilbert operator on weighted Bergman spaces (see [19] , [21] , [11] , [17] and [22] ). Recently, results on pointwise growth and a characterization of the inclusions between these spaces were given in [4] . The mixed norm spaces form a family of complete spaces that contains the Hardy and Bergman spaces. In particular, one can identify the weighted Bergman space A p α , 0 < p < ∞, −1 < α < ∞, of analytic functions on the unit disk such that M p (r, f ) < ∞ with the limit case H(p, ∞, 0). The mixed norm spaces are also related to other spaces of analytic functions, such as Besov and Lipschitz spaces, via fractional derivatives (see [19, Chapter 7] ). For q < ∞, the spaces H(p, q, α) are separable and we will see (Section 4) that the semigroups of composition operators behave similarly to those on Hardy and Bergman spaces, that is, every semigroup of analytic functions induces a strongly continuous semigroup of composition operators but no non-trivial semigroup generates a uniformly continuous semigroup. Nevertheless, for q = ∞ polynomials are not dense and we need a different approach. We will see that, unlike the integral case, the strong continuity will depend on the particular semigroup. To show this dependence, we define the maximal closed linear subspace of a space X such that the semigroup (ϕ t ) generates a semigroup of operators on it,
In section 6, we show that
for every semigroup of analytic functions (ϕ t ). When the Denjoy-Wolff point of the semigroup belongs to D, we characterize when H(p, 0, α) = [ϕ t , H(p, ∞, α)] and prove that if this is not the case, then [ϕ t , H(p, ∞, α)] is a non-separable space. On the contrary, when the Denjoy-Wolff point of the semigroup does not belong to the unit disk, then [ϕ t , H(p, ∞, α)] is always non-separable. The techniques used in this section are, by far, the newest in the area of our work.
In [8] the space [ϕ t , H(p, ∞, α)] was characterized in terms of the integral operator of some function associated to the semigroup. Let us recall that given g ∈ H(D), the integral operator is defined by
Therefore, in Section 5 we characterize the boundedness and compactness of the integral operator on mixed norm spaces. Our main result in this sections states that if g belongs to the Bloch space but not to the little Bloch space, then the operator T g : H(p, ∞, α) → H(p, ∞, α) fixes a copy of ℓ ∞ . Consequently this last operator has a non separable image. We also give some applications on inclusions of exponential functions on a Banach space of analytic functions. From now on, we will understand 1/∞ as zero, the letters A, B, C, C ′ , K, M will be positive constants, and we will say that two quantities are comparable, denoted by α ≈ β, if there exist two positive constants C and C ′ such that
Background on semigroups of analytic functions and composition operators
As we stated in the introduction, a family Φ = {ϕ t : t ≥ 0} of analytic self-maps of the disk D is a (one-parameter) semigroup of analytic functions if it satisfies the following three conditions: 1. ϕ 0 is the identity in D, 2. ϕ t+s = ϕ t • ϕ s , for all t, s ≥ 0, 3. ϕ t → ϕ 0 as t → 0 uniformly on compact sets of D.
In [6] the authors prove the following basic properties of semigroups of analytic functions:
• If (ϕ t ) is a semigroup, then each map ϕ t is univalent.
• The infinitesimal generator of (ϕ t ) is the function
This convergence holds uniformly on compact subsets of D, so G ∈ H(D). The generator satisfies
∂z and characterizes the semigroup uniquely.
• The function G has a unique representation
where P ∈ H(D) with Re P ≥ 0 in D and b ∈ D is the Denjoy-Wolff point of the semigroup, that is, every self-map of the semigroup shares a common DenjoyWolff point b.
• If (ϕ t ) is non-trivial, there exists a unique univalent function h : D → C, called the Koenigs function of (ϕ t ) such that:
When the semigroup of analytic functions does not induce a strongly continuous semigroup of composition operators on X we introduce the maximal closed linear subspace of X such that the semigroup (ϕ t ) generates a strongly continuous semigroup of operators on it, denoted by [ϕ t , X], that is,
In [8] the authors prove the relation between the subspace [ϕ t , X] and the infinitesimal generator of (ϕ t ).
Theorem A. Let (ϕ t ) be a semigroup with generator G and X a Banach space of analytic functions which contains the constant functions and such that M = sup
Another useful characterization of [ϕ t , X] uses the integral operator. Given a semigroup (ϕ t ) with generator G and Denjoy-Wolff point b, we define the function γ : D → C, called the associated g-symbol of (ϕ t ), as
Proposition B. Let (ϕ t ) be a semigroup with associated g-symbol γ. Let X be a Banach space of analytic functions with the properties: (i) X contains the constant functions;
Since we can write the generator function G as G(z) = (bz − 1)(z − b)P (z), z ∈ D, with Re P ≥ 0, and by composition with an automorphism of the disk, if b ∈ D we can assume b = 0, so
If b ∈ ∂D, without loss of generality we can take b = 1, so G(z) = (1 − z) 2 P (z) and
dζ.
From now on we assume that the Denjoy-Wolff point of the semigroup is
Mixed norm spaces
Every space H(p, q, α) is complete and, for p, q ≥ 1, it is a Banach space with the given norm (for p, q < 1 they are quasi-Banach spaces). Some properties of the functions in these spaces that we will need later on are the following (see [4] ).
Moreover, for every z ∈ D the function
belongs to H(p, 0, α) (and therefore f z ∈ H(p, q, α) for 0 < q ≤ ∞), f z p,q,α ≈ 1 and
In particular, if we denote the point-evaluation functional as
We have the following results for these spaces [19, Proposition 7.1.3 .]:
A first consequence of Proposition D is that polynomials are dense in H(p, q, α), 0 < p ≤ ∞, 0 < q, α < ∞ and H(p, 0, α), 0 < p ≤ ∞, 0 < α < ∞. The closure in H(p, ∞, α) of the set of all analytic polynomials is H(p, 0, α). This result can be also written in terms of semigroups of composition operators on mixed norm spaces. Namely, if we define ϕ t (z) = e −t z, for all t ≥ 0 and z ∈ D, then (ϕ t ) induces a strongly continuous semigroup of composition operators on H(p, q, α) for q < ∞ and
For our study of semigroups of composition operators, the first thing we need to check is that those operators are bounded on the mixed norm spaces. Proposition 1. Suppose 0 < p, q ≤ ∞ and 0 < α < ∞, and let ϕ : D → D be an analytic function. Then C ϕ is bounded on H(p, q, α) and on H(p, 0, α). Moreover, it holds that
Proof. If ϕ(0) = 0, then by Littlewood's Subordination Theorem (see [13, 
, and C ϕ ≤ 1. The constant function f (z) ≡ 1 shows the equality. If ϕ(0) = 0, we get the bound arguing as in [24, Lemma 1] . Assume firstly that ||ϕ|| ∞ = 1. Fix 0 < r < 1. Applying the Schwarz-Pick Lemma, we have
To simplify the notation, let us call
then, by Harnack's inequality
Using that ψ is a decreasing function, we obtain
. Now we can use these inequalities (assuming 1/∞ = 0 so ψ(R)
Next we use the change of variables
Hence, the norm of the composition operator can be bounded as follows
And for H(p, ∞, α), just like above,
Applying the previous two cases, we conclude the result.
The proof for H(p, 0, α) is analogous.
Semigroups of composition operators on mixed norm spaces given by integrability
Our first goal is to study the semigroups of composition operators on mixed norm spaces for q < ∞. We will see that these spaces behave as the Hardy and Bergman spaces studied in [6] and [24] .
The next result will help us prove the strong continuity of semigroups of composition operators on Banach spaces of analytic functions where polynomials are dense. The ideas behind the next proposition are taken from [26] , we include its proof for the sake of completeness.
Proposition 2. Let (ϕ t ) be a semigroup of analytic functions in the unit disk and let X be a Banach space of analytic functions such that (i) Polynomials are dense in X;
(ii) There is a constant C > 0 such that if f and g belong to X and |f | ≤ |g|, then
Then the semigroup of operators (C t ) is strongly continuous on X.
Proof. We have to prove that, given f ∈ X, it is satisfied that
Let us fix n ∈ N. We have that
Hence, |ϕ
By (ii) and (iv), we deduce that
Fix ε > 0. Since polynomials are dense in X (by (i)), for every f ∈ X there exists a polynomial p such that ||p − f || X < ε and
By (iii) and (1), we get lim
It is easy to see that, for q < ∞, the mixed norm spaces H(p, q, α) satisfy the axioms of Proposition 2. Proof. a) Let (ϕ t ) be a semigroup of analytic functions in the unit disk. By Proposition 1, we have that lim sup t→0 + ||C t || < +∞. Moreover, since ϕ t tends to ϕ 0 uniformly on compact subsets of the unit disk, M p (r, ϕ t − ϕ 0 ) → 0, and by Lebesgue's Dominated Convergence Theorem, ϕ t − ϕ 0 p,q,α → 0. Thus, by Proposition 2, the semigroup (C t ) is strongly continuous on H(p, q, α).
b) Let us recall that a semigroup of operators is uniformly continuous on X if its infinitesimal generator is a bounded operator on it. On the other hand, given a semigroup (ϕ t ) with infinitesimal generator G, the infinitesimal generator of (C t ) is given by Γ(f ) = Gf ′ . So, suppose that Γ is bounded on H(p, q, α). Then
Hence, since the integral means are increasing functions of r,
Nevertheless, we can not apply the last theorem to H(p, ∞, α) since polynomials are not dense. In the following sections we will deal with this space.
integral operators
Let g be an analytic function on the unit disk and T g the integral operator induced by it, namely,
for any z ∈ D. This operator was first studied by Pommerenke on the Hardy space H 2 (see [23] ) and later on Hardy and Bergman spaces (see, for example the papers [2] , [3] by Aleman and Siskakis or the recent one [12] by the second author, Peláez, Pommerenke and Rättyä). In the case g(z) = z, the integral operator T g is the classical Volterra operator and we denote it by V throughout the paper.
The boundedness and compactness of the integral operator on the mixed norm spaces will be given in terms of two well-known spaces of analytic functions: the Bloch spaces. We say that an analytic function on the unit disk f is in the Bloch space B if and only if
and in the little Bloch space B 0 if and only if
Observe that f ∈ B (resp. f ∈ B 0 ) if and only if f ′ ∈ H(∞, ∞, 1) (resp. f ′ ∈ H(∞, 0, 1)). The following lemma, based on a theorem by Hardy and Littlewood, will allow us to relate the integral operator T g with the pointwise multiplier
A part of our results is based on the following theorem due to Aleman and Siskakis.
Theorem F. [3]
Let X a Banach space of analytic functions such that (1) the point evaluation functionals δ z are bounded for every z ∈ D, (2) for every λ ∈ T the operator U λ f (z) = f (λz) is bounded and sup λ∈T U λ X < ∞, and (3) for some s ∈ (0, 1) the composition operator C ψ f = f • ψ s with ψ s (z) = sz + 1 − s is bounded on X. Let g be an analytic function on the unit disk.
(a) If T g : X → X is bounded then g ∈ B and there is a constant C (which does not depend on g) such that g B ≤ C T g . (b) Moreover, if the multiplication operator M z f (z) = zf (z) is bounded on X and, for some fixed t ∈ (0, 1), it is satisfied that lim n→∞ (tz + 1 − t) n f (z) = 0 for all f ∈ X, then T g being compact on X implies g ∈ B 0 .
With the last two results we are ready to characterize the symbols for which the integral operator is bounded and compact on H(p, q, α) for q < ∞. For q = ∞, the spaces H(p, 0, α) and H(p, ∞, α) do not satisfy the hypothesis (b) above, so we will need a different and deeper argument. Proposition 4. Let g be an analytic function on the unit disk, T g the integral operator that induces, and 0 < p ≤ ∞, 0 < α, q < ∞.
• T g : H(p, q, α) → H(p, q, α) is bounded if and only if g ∈ B.
• T g : H(p, q, α) → H(p, q, α) is compact if and only if g ∈ B 0 .
Proof. The sufficiency in both statements is given by Theorem F. If g ∈ B then the multiplication operator M g ′ is bounded from H(p, q, α) to H(p, q, α+ 1) and (1) in Lemma E shows that V (f )(z) = z 0 f (ζ) dζ is a bounded operator from
If g ∈ B 0 , using again that T g = V •M g ′ , and that V is bounded, the result follows from the compactness of the multiplication operator M g ′ : H(p, q, α) → H(p, q, α + 1). Indeed, let (f n ) be a sequence in the unit ball of H(p, q, α) that converges to zero uniformly on compact subsets of the unit disk. We have to prove that ||M g ′ f n || p,q,α → 0 as n → ∞. Since g ∈ B 0 , for ε > 0 there exists a R < 1 such that |g ′ (z)|(1 − |z|) < ε for |z| ≥ R. Now, let N 0 ∈ N be such that |f n (z)| ≤ ε/||g|| B for n ≥ N 0 and |z| ≤ R. Then
Then g ′ f n p,q,α → 0 and therefore
Now we prove directly the boundedness on H(p, ∞, α) and H(p, 0, α).
Proposition 5. Let g be an analytic function in the unit disk. The following are equivalent:
Proof. If g ∈ B and f ∈ H(p, ∞, α), then
So, by Lemma E, (d) implies (a) and (c). The same inequalities show that if
. This means that the operator M g ′ is bounded from H(p, 0, α) into H(p, ∞, α + 1). Let us denote by M the norm of this operator. Then, by Proposition C, there exists a constant C > 0 such that, for every z ∈ D,
(1 − |z|)
From here it is clear that g ∈ B. This argument shows that (b) or (c) implies (d).
The last case, that is, the boundedness of the integral operator from the bigger space H(p, ∞, α) to the smaller space H(p, 0, α) will be very interesting for us in the study of semigroups of composition operators on H(p, ∞, α).
We will need two lemmas to continue. As usual, given an analytic function f ∈ H(D), we denote by f (k) its k'th Taylor coefficient.
Lemma 6. For every N ∈ N there exists a polynomial G N satisfying:
Proof. Let F N −1 be the (N − 1)'th Fejér Kernel, namely
It is known that
and we obtain the required polynomial. All the properties are easy to check. The last one comes from the inequality f p ≤ f
Suppose g ∈ B \ B 0 . Then there exist δ ∈ (0, π/8), an increasing sequence (r n ) n in (0, 1), and a sequence (t n ) n in [0, 2π) satisfying:
(a) For every n ∈ N and every t ∈ [−δ(1 − r n ), δ(1 − r n )] we have
(b) lim n→∞ r n = 1.
Proof. Write M = ||g|| B . Since g / ∈ B 0 we get the existence of η > 0, an increasing sequence (r n ) n in (0, 1) with lim n→∞ r n = 1, and a sequence (t n ) n in [0, 2π), such that
From the Maximum Principle we have
By Cauchy's inequality this gives
Take δ > 0 and |s − t n | < δ(1 − r n ). Then
if δ is small enough. This fact and (2) imply, for |t| ≤ δ(1 − r n ), Proof. Since g ∈ B, we have that
) the operator of multiplication by g ′ and V : H(p, ∞, α+1) → H(p, ∞, α) the Volterra operator. We know that, if we avoid the constant functions, V is an isomorphism. More concretely, if we call X the one-codimensional subspace of H(p, ∞, α) defined by
then V : H(p, ∞, α + 1) → X is an onto isomorphism whose inverse is the derivation. Therefore we only need to prove that
To do this we need to construct a bounded linear operator Φ :
Apply Lemma 7 to g and fix β > 0 big enough (this β will depend on ||g|| B , δ, α and p).
Passing to a subsequence if necessary, we can assume that r n ≥ 1/2, for all n and
Now consider a sequence (N n ) n of positive integers such that
By (4) and (5) we have, if β is big enough,
The G N 's are given in Lemma 6 and the t n 's in Lemma 7.
Observe that, for every r ∈ (0, 1) and every t ∈ [0, 2π), we have
Nn log r+(α+
This and the fact that N n ≥ 3 n−1 yield that, for every a = (a n ) n ∈ ℓ ∞ , the series ∞ n=1 a n g n (z) converges uniformly on compact subsets of D and its sum defines a function Φa holomorphic on D.
Let us see that Φa belongs to H(p, ∞, α) for all a ∈ ℓ ∞ . Since g n (k) = 0, for k ≤ N n , we have the estimate, for r ∈ (0, 1) and n ∈ N,
Consequently, for a ∈ ℓ ∞ , we have
Take r ∈ (0, 1) and, putting r 0 = 0, define l ∈ N by the condition r l−1 < r ≤ r l . Thus, in the case l ≥ 2, we have
For n ≥ l we have, using log r ≤ r − 1 and
Putting all together we have, for all r ∈ (0, 1),
Taking the supremum over r we see that Φa ∈ H(p, ∞, α) and Φ : ℓ ∞ → H(p, ∞, α) is a bounded linear operator. It remains to prove (3). We can assume a = (a n ) n ∈ ℓ ∞ and a ℓ∞ = 1. Pick l ∈ N such that |a l | ≥ 1/2. We are going to prove that, for certain η > 0 we have
This and Lemma 7(a) yield
and consequently we get (3) since
Let us prove (7) . By the definition of Φa, for every t ∈ R, we have
By (5), for t ∈ [−δ(1 − r l ), δ(1 − r l )] and k ≤ 3N l , we have |kt| ≤ 6δ ≤ π/3. and cos(kt) ≥ 1/2. Therefore
for certain κ > 0.
Using (6) we can estimate
. Thus,
if β is big enough. We use r
If β is big enough we have x −1 ≥ x 1+ν e −x for x ≥ β. Thus
if β is big enough. Finally we collect all the estimates. For t ∈ [−δ(1 − r l ), δ(1 − r l )], by (8), (9), (10) and (11),
We have proved (7) and thus the theorem follows for the space H(p, ∞, α). Since the functions g n are polynomials, a similar argument shows that if a ∈ c 0 , then Φa ∈ H(p, 0, α). This finishes the proof.
With this we are now ready to characterize the boundedness of T g : H(p, ∞, α) → H(p, 0, α) and the compactness of T g on H(p, ∞, α) and on H(p, 0, α). All of them are equivalent to g ∈ B 0 . Corollary 9. Let g be a function in the Bloch space B. The following are equivalent:
Proof. Let us assume that g ∈ B 0 . Take (f n ) a sequence in the unit ball of H(p, ∞, α) that goes to zero uniformly on compact subsets of the unit disk. Let us fix ε > 0. Then there is R < 1 such that |g ′ (z)|(1 − |z|) < ε whenever |z| ≥ R. Moreover, there is N 0 ∈ N such that if n ≥ N 0 we have that |f n (z)| ≤ ε/||g|| B for all |z| ≤ R. On the one hand, if r ≤ R, then
On the other hand, if r > R, then
(h) implies (a) and (d).
A similar argument shows that (h) implies (c).
is separable) and that (d) ⇒ (e) ⇒ (g), we only have to prove that both (f) and (g) imply (h). But this is just Theorem 8.
To conclude this section on the integral operator, we give an application to the inclusion of exponential functions in the space.
Proposition 10. Let X be a Banach space of analytic functions and g an analytic function on the unit disk.
• If T g : X → X is bounded, then e sg ∈ X for some s > 0.
• If T g : X → X is compact, then e sg ∈ X for every s > 0.
Proof. Let g be an analytic function on D such that T g : X → X is bounded and suppose
) where r(T g ) is the spectral radius of the operator T g . Hence, ∞ n=0 s n T n g converges in the operator norm. With f ≡ 1 we have that
for some s > 0. If T g : X → X is compact, its spectrum is the set of its eigenvalues and {0}. Let
is, f ′ (0) = 0, and, in general, f (n) (0) = 0 for every n ∈ N. This means that if f is an eigenfunction of T g , then f ≡ 0, that is, T g has no eigenvalues λ = 0, and since it is compact, r(T g ) = 0. From the first part we have that e sg ∈ X for every s > 0.
In our mixed norm spaces, the last result becomes:
Corollary 11. Let g be an analytic function on the unit disk.
• If g ∈ B, then e g ∈ H(p, ∞, α) for some p > 0.
We can also prove the converse. This result appears in [23] in the case of the Hardy space H 2 as a first step to prove that g ∈ BM OA. For g analytic on the unit disk we denote by g ζ the function g ζ (z) = g(φ ζ (z)) − g(ζ), z ∈ D, with φ ζ (z) = z+ζ 1+ζz the automorphism of the disk associated with ζ.
Proposition 12. Let X be a Banach space of analytic functions such that the point evaluation functionals δ z are bounded for every z ∈ D. If sup ζ∈D e g ζ X < ∞ then g ∈ B. In particular, if X is conformal invariant and e g ∈ X, then g ∈ B.
Proof. Since X is a Banach space and every point evaluation functional is bounded, they are uniformly bounded on compact subsets of the unit disk (using the BanachSteinhaus theorem). Therefore, every point evaluation of the derivative is bounded. Write k(f ) = f ′ (0). Taking in particular the evaluation of the derivative at zero we have
From here, sup
and we conclude that g ∈ B.
6. Semigroups of composition operators on H(p, ∞, α) and H(p, 0, α)
Before considering the "big-Oh" space H(p, ∞, α), we will study the semigroups on the "little-oh" space H(p, 0, α), where polynomials are dense. Proof. Let (ϕ t ) be a semigroup of analytic functions in the unit disk. By Proposition 1, we have that lim sup t→0 + ||C t || < +∞. Let ε > 0 and r 0 < 1 such that (1 − r 0 ) α < ε/4. Since ϕ t → ϕ 0 uniformly on compact sets, in particular in D(0, r 0 ), if t is small enough then M p (r, ϕ t − ϕ 0 ) < ε for r ≤ r 0 . Hence, using that
Thus, by Proposition 2, the semigroup C t is strongly continuous on H(p, 0, α).
As in the proof of Theorem 3 we will show that the infinitesimal generator of (C t ), Γ(f )(z) = G(z)f ′ (z) with G the generator of the semigroup (ϕ t ), is not a bounded operator on H(p, 0, α). For this, suppose Γf p,∞,α = Gf ′ p,∞,α ≤ Γ f p,∞,α for every f ∈ H(p, 0, α). In particular, if f n (z) = z n , n ≥ 1, then Γ f n p,∞,α ≥ n Gf n−1 p,∞,α . Let δ ∈ (0, 1) be such that, for all n,
That is,
But the second inclusion is never an equality, as the following theorem shows. for every semigroup of analytic functions (ϕ t ).
To prove this theorem, by Proposition B we are interested in the integral operator on H(p, ∞, α) and whether the subspace
If γ is the associated g-symbol of a semigroup with Denjoy-Wolff point b = 0 we study the density of
for b = 1, where P is the function with Re P ≥ 0 associated to the infinitesimal generator of the semigroup. First we prove a lemma that gives us information about the functions in E. For θ ∈ [0, 2π] define S θ as the Stolz region with vertex e iθ and the function
In both cases, we have that ψ(θ) > 0 a.e. θ ∈ [0, 2π]. We only have to prove it for the second case. Since the function z → 1 (1−z) 2 belongs to the Hardy space H β for β < 1/2 and 1/P belongs to H α for α < 1 (because its real part is positive), we have that the function z → 1 (1−z) 2 P (z) belongs to the Hardy space H δ for δ < 1/3. Consequently, for almost every θ,
Lemma 15. Let h ∈ E and θ ∈ [0, 2π] such that ψ(θ) > 0, then
Proof. We may assume that b = 0 and that θ = 0. If h ∈ E then for every r ∈ (0, 1) we have
From here,
and using Minkowski's integral inequality we have that
Hence,
is bounded by the norm h p,∞,α , the result also holds for every h ∈ E.
Thus, given any θ such that ψ(θ) > 0, the function f (z) =
is an example of a function in H(p, ∞, α) that does not belong in E, proving Theorem 14. Now that we know
for every semigroup (ϕ t ), we want to characterize the semigroups for which
First, we deal with the case b = 0. It is worth noticing that, unlike the BMOA case (see [8, Prop. 3] ), the integral operator we are interested in is bounded in H(p, ∞, α) for every admissible function γ. Indeed, by Proposition 5, T γ is bounded from H(p, ∞, α) to itself if and only if γ ∈ B, that is, sup z∈D (1 − |z|) 1 |P (z)| < ∞, and this is true since every such P induced by a semigroup of analytic functions has positive real part. 
Moreover, if γ ∈ B 0 then the space [ϕ t , H(p, ∞, α)] contains a subspace isomorphic to l ∞ .
Proof. By Proposition B,
where T γ is the integral operator with symbol γ(z) , α) , and, by Proposition 9, this is equivalent to γ ∈ B 0 . Now, for b = 1, recall that
As before, we have that
Theorem 17. For every semigroup of analytic functions with Denjoy-Wolff b ∈ T the set E contains a copy of l ∞ . Consequently,
Several auxiliary results are needed to prove this theorem. First, we define the space
β , δ n = K −n for K big enough, ν > 0 and βp < −1. The first lemma relates the space X ν,β with H(p, ∞, α) for some ν depending on p and α.
for every r and for ν = −(α + β + 1 p ). Proof. Adapting the proof of [13, Lemma in Section 4.6], we can see that there exists a constant C such that
. Then, since 1 + δ n − r ≈ δ n for n ≤ l and 1 + δ n − r ≈ 1 − r for n > l, we have
given that both α and ν are positive.
The first property we will need about this spaces is the following:
(a n ) → ∞ n=1 a n f n .
Then Φ is an isomorphism between l ∞ and X ν,β with the norm of H(p, ∞, α) if ν = −(α + β + 1 p ). Proof. Following the steps of Theorem 8 it is easy to see using the previous lemma that Φ is well defined and bounded from l ∞ to X ν,β . We only need to show that, for some C > 0, given a = (a n ) ∈ l ∞ , C Φa p,∞,α ≥ a ∞ . Let a ∞ = 1 and l ∈ N such that |a l | > H(p, ∞, α) .
Moreover, h n ∈ E for every n ∈ N. Indeed, by the definition of h n and ψ we have
.
By the previous Lemma, for every f ∈ X ν,β and θ ∈ (0, α)
and recalling that ψ n+ψ ∈ H ∞ , we get P (z)(1 − z) 2 h ′ n (z) ∈ H(p, ∞, α), that is, h n ∈ E. To prove X ν,β ⊆ E we are going to show that h n → f in H(p, ∞, α). Taking derivatives, this is equivalent to h
, and by definition of h n , to
Rephrasing, in the following we want to prove that First, suppose z = re it ∈ A n , then |t| ≤ n(1−r) and |1−z| ≤ |t|+1−r ≤ (n+1)(1−r). Now, since Re P > 0, let Q(z) = P (z) − i Im P (0) Re P (0) , then Re Q(z) > 0 and Q(0) = 1, so |Q(z)| ≤ 
