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Synthetic aperture radarAbstract Estimating cross-range velocity is a challenging task for space-borne synthetic aperture
radar (SAR), which is important for ground moving target indication (GMTI). Because the velocity
of a target is very small compared with that of the satellite, it is difﬁcult to correctly estimate it using
a conventional monostatic platform algorithm. To overcome this problem, a novel method employ-
ing multistatic SAR is presented in this letter. The proposed hybrid method, which is based on an
extended space-time model (ESTIM) of the azimuth signal, has two steps: ﬁrst, a set of ﬁnite
impulse response (FIR) ﬁlter banks based on a fractional Fourier transform (FrFT) is used to sep-
arate multiple targets within a range gate; second, a cross-correlation spectrum weighted subspace
ﬁtting (CSWSF) algorithm is applied to each of the separated signals in order to estimate their
respective parameters. As veriﬁed through computer simulation with the constellations of Cart-
wheel, Pendulum and Helix, this proposed time-frequency-subspace method effectively improves
the estimation precision of the cross-range velocities of multiple targets.
ª 2014 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
Open access under CC BY-NC-ND license.1. Introduction
Space-borne multistatic synthetic aperture radar (SAR) con-
sists of several small, cooperating satellites (a ‘‘constellation’’)
in which electromagnetic waves transmitted by one satellite are
received by the others as coherent echoes.1 Three typical mul-tistatic SAR constellation types are the Cartwheel, the Pendu-
lum and the Helix, all of which can have along-track, across-
track, and/or vertical baselines that are not limited to linear
arrays. Multistatic SAR is more powerful than monostatic
SAR in a wide range of applications including high resolution
wide-swath2 and 3/4/5-D imaging3 as well as ground moving
target indication (GMTI).4,5 In particular, multistatic SAR is
excellent at estimating the motion parameters6 of moving tar-
gets––an important step in GMTI. One such motion parameter
is velocity, which is usually represented using two orthogonal
projections: range/radial velocity and cross-range velocity
(also called along-track velocity). Some of the GMTI literature
has focused more closely on obtaining the range/radial velocity
of a moving target,7,8 as disregarding cross-range velocity has
Fig. 1 Scene of spaceborne multistatic SAR surveying ground
moving targets.
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background. However, this results in a defocusing of the target
within the image, as there is a difference between the Doppler
chirp rate of a moving target and that of static scatter. In addi-
tion, indicating the cross-range velocity with as much accuracy
as the other motion parameters more fully completes the
GMTI process (i.e. on an SAR image, there is no reason to
indicate only the range/radial velocity while ignoring the
cross-range velocity). Thus, the cross-range velocity is also
computed in other GMTI work, although this is a challenging
task. For example, Baumgartner and Krieger9 obtained the
cross-range velocity by searching for a matching Doppler slope
that maximized the output for the target via matched ﬁltering,
while Dragosevic et al.10 attempted to estimate the cross-range
velocity by means of a fractional Fourier transform (FrFT),11
although doing so with sufﬁcient precision proved untenable,
as the true echo is a ﬁnite length digital signal, which limits
parameter resolution. Further efforts to develop convention-
ally effective methods using single-channel12 and multi-chan-
nel13,14 airborne SAR have also failed to achieve the
required precision, as the speed of a space-borne platform is
much higher than that of an aircraft. In light of these only par-
tially successful efforts, it is necessary to attempt new
approaches for improving precision.
Based on the suggestion of Krim and Viberg,15 we propose
array processing as one such approach. In this paper, we pres-
ent a multistep procedure for developing a time-frequency-sub-
space method. The paper is organized as follows: First, in
Section 2, we derive a novel signal form of the SAR echo for
space-borne multistatic platforms in the form of an extended
space-time model (ESTIM) by exploiting the space-time prop-
erties of the azimuth signal. We then in Section 3.1 design a set
of FrFT-FIR ﬁlter banks for separating multiple moving
targets within a range gate by utilizing the advantages of
the FrFT, which has perfect time-frequency aggregation for
signals with a second-order polynomial phase (such as those
used in ESTIM). Next, in Section 3.2, we develop a cross-
correlation-spectrum weighted subspace ﬁtting (CSWSF)
algorithm to estimate the cross-range velocities of respective
separated targets. Finally in Section 4, we assess the effective-
ness of the proposed method through computer simulation
with the constellation of Cartwheel, Pendulum and Helix,
and demonstrate that it performs better than conventional
FrFT methods.
2. Multistatic SAR moving target formula
The scene of spaceborne multistatic SAR surveying ground
moving targets is shown in Fig. 1, where the corresponding
scales of satellites and moving targets are much larger than
the real for description convenience. The x, y, and z axes
represent the along-track, cross-track, and vertical directions,
respectively, and constitute a left-handed coordinate system.
The multistatic SAR system described here consists of a
transmitter satellite denoted as Sat0 (in side-looking strip-
map mode) and N receiver satellites (denoted as Satn,
n= 0, 1, . . . , N) ﬂying along the x axis at speed V. At the
acquisition time of the mth pulse tm = m/PRF (PRF is the
pulse repetition frequency, m is an integer, m= 1,
2, . . . ,M), the coordinates of the nth radar transceiver are
(Ba,n + Vtm, Br,n, H+ Bv,n), where H denotes the ﬂightaltitude of Sat0, and Ba,n, Br,n, and Bv,n are, respectively,
the along-track (also azimuth direction), cross-track (also
range direction), and vertical baselines of the nth satellite.
In particular, for the transmitter, Ba,0 = Br,0 = Bv,0 = 0.
During the duration of the survey, there is a moving target
on ﬂat ground with velocity v= [vx, vy], where vx represents
cross-range velocity and vy denotes range velocity, an initial
location at tm = 0 of (x0, y0, 0), and a shortest range gate
slant range to the transmitter of R0. In Fig. 1, h and u
are respectively the elevation and azimuth angles of the
moving target, that h ¼ arcsin H
R0
; u ¼ arctan y0
x0
.
2.1. Extended space-time model
The azimuth signal of a SAR is usually approximated with a
linear frequency modulation (LFM) signal11; this method,
however, is not optimal for estimating multistatic SAR param-
eters, and we will correspondingly derive the azimuth signal in
an extended form. The azimuth signal of a moving target at the
nth receiver satellite is
saðn; tmÞ ¼ exp j 4p
RnðtmÞ
k
 
¼ exp j 2p
k
½r0ðtmÞ þ rnðtmÞ
 
ð1Þ
where r0(tm) is the range between the target and Sat0, rn(tm) is the
range between the target and Satn, RnðtmÞ ¼ 1
2
½r0ðtmÞ þ rnðtmÞ,
and k is the wave length. The scattering coefﬁcient is neglected
for simplicity, and
rnðtmÞ¼ ðx0þvxtmBa;nVtmÞ2
h
þðy0þvytmBr;nÞ2þðHþBv;nÞ2
i1
2
¼ R202ðVtmvxtmþBa;nÞR0coshcosu

þðVtmvxtmþBa;nÞ2þðvytmBr;nÞ2
þ2ðvytmBr;nÞR0coshsinuþ2Bv;nR0 sinhþB2v;n
i1
2 ð2Þ
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rnðtmÞ  R0  ðVtm  vxtm þ Ba;nÞ cos h cosu
þ 1
2R0
ðVtm  vxtm þ Ba;nÞ2 þ ðvytm  Br;nÞ cos h sinu
þ 1
2R0
ðvytm  Br;nÞ2 þ Bv;n sin hþ
B2v;n
2R0
ð3Þ
Using the four-element second-order Taylor expansion of
Eq. (3) at (Ba,n, Br,n, Bv,n, tm) = (0,0,0,0), Eq. (1) becomes
saðn; tmÞ ¼ exp j 4pk R0
 
 exp jp fspaBa;n þ fsprBr;n þ fspvBv;n 
B2n
kR0
  
 exp j2pð~kt2m  fdctmÞ
h i
expðj2p~f0;ntmÞ ð4Þ
where Bn ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2a;n þ B2r;n þ B2v;n
q
; the semi-chirp rate is
~k ¼ 1
kR0
ðV vxÞ2 þ v2y
h i
; the azimuth, range, and elevation
space frequencies are respectively
fspa ¼
2
k
 x0
R0
¼ 2
k
cos h cosu
fspr ¼
2
k
 y0
R0
¼ 2
k
cos h sinu
fspv ¼ 
2
k
 H
R0
¼  2
k
sin h
8>>>><>>>>:
ð5Þ
The central Doppler centre frequency is
fdc ¼
2
k
ðV vxÞ x0
R0
 vy y0
R0
 
¼ 2
k
ðV vxÞ cos h cosu vy cos h sinu
 
 ð6Þ
the space-time coupling frequency is
~f0;n ¼ 1kR0 Ba;nðV vxÞ  Br;nvy
 
 ð7Þ
Since there are time and space frequencies in Eq. (4), and
when Ba,n = Br,n = Bv,n = 0, Eq. (4) degenerates to conven-
tional azimuth signal form of SAR, we call Eq. (4) the ESTIM.
2.2. Error analysis
Since the residual of the second Taylor expansion in the foregoing
derivation is equal to zero, the error in the ESTIM totally arises
from the expansion residual (denoted as dR) in Eq. (3). It is obvi-
ous that the larger the weight of R0 is in Eq. (2), the smaller dR is.
It is useful to distinguish among the following cases.
(1) The constellation is a linear array, whereBr,n = Bv,n = 0,
Ba,n „ 0. In this case, Eq. (2) becomesﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃq
rnðtmÞ ¼ ðx0 þ vxtm  Ba;n  VtmÞ2 þ ðy0 þ vytmÞ2 þH2
¼ R0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ n
p
ð8Þ
where  

n ¼ 2
R0
vytm cos h sinu ðVtm  vxtm þ Ba;nÞ cos h cosu
þ Vtm  vxtm þ Ba;nð Þ
2 þ ðvytmÞ2
R20In spaceborne SAR, Vtm, vxtm, Ba,n, vytm R0, (partic-
ularly, even in the large along-track baseline SAR sys-
tem9 where Ba,n is in the order of 20 km, it is still far
smaller than R0 which is in the order of 500 km)
thereforen  2
R0
vytm cos h sinu ðVtm  vxtm þ Ba;nÞ cos h cosu
 

ConsequentlydR ¼ ð1Þn 1
2nþ 1
Yn
i¼0
2iþ 1
2iþ 2
nnþ1
ð1þ qnÞnþ1=2
R0

n¼1
¼  1
8
n2R0
ð1þ qnÞ3=2
ð9Þ
where 0 < q< 1. Since ŒnŒ 1, we havedR >  1
8
n2R0
  1
2R0
vytm cos h sinu

ðVtm  vxtm þ Ba;nÞ cos h cosu2
 ½Oð103Þm;Oð102Þm
dR <  1
8
n2
ð1þ nÞ3=2
R0   1
16
n2R0  0
8>>>>>>>><>>>>>>>>:
ð10Þ
Therefore dR  O(103) m–O(102) m  0 for any
appropriate value of Ba,n (as long as the echoes of the
satellites keep coherent and the satellites will not collide
each other, i.e. 100 m < Ba,n < Bc, where Bc is the crit-
ical baseline). As a result, the error in the ESTIM is
negligible.(2) The constellation is a planar array, where Ba,n „ 0,
Br,n „ 0,Bv,n = 0. In this case, Eq. (2) becomesrnðtmÞ¼ ðx0þvxtmBa;nVtmÞ2
h
þðy0þvytmBr;nÞ2þH2
i1
2
¼R0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þn
p
ð11Þ
wheren ¼ ðVtm  vxtm þ Ba;nÞ
2 þ ðvytm  Br;nÞ2
R20
þ 2
R0
ðvytm  Br;nÞ cos h sinu

ðVtm  vxtm þ Ba;nÞ cos h cosu
 2
R0
ðvytm  Br;nÞ cos h sinu

ðVtm  vxtm þ Ba;nÞ cos h cosu ð12Þ
From (1), we get  1
8
n2R0 < dR  116 n2R0. Herein n2-
R0 = O(10
2) m–O(101) m, then dR  O(103)
m–O(100) m. In practice, Br,n is in the order of 200–
1000 m, therefore the error in the ESTIM is very small
in most of conditions in this case.(3) The constellation is a 3D array, where none of the base-
lines are equal to zero. In this case,
1226 C. Li et al.n ¼ ðVtm  vxtm þ Ba;nÞ
2 þ ðvytm  Br;nÞ2 þ B2v;n
R20
þ 2
R0
ðvytm  Br;nÞ cos h sinu

ðVtm  vxtm þ Ba;nÞ cos h cosuþ Bv;n sin h
 2
R0
ðvytm  Br;nÞ cos h sinu

ðVtm  vxtm þ Ba;nÞ cos h cosuþ Bv;n sin h ð13Þ
In practice, Bv,n is in the order of 10–1000 m, thus n
2R0 
O(101) m–O(2 · 101) m, then dR O(102) m–O(101) m.
It is obvious that for many conditions in this case, dR
cannot be neglected, therefore the error in the ESTIM
should be controlled.The constellation geometry of the
multistatic SAR slowly changes during the survey, thus
the baselines can be regarded as time-invariant within
this duration. Furthermore, the minimum of the error
of ESTIM should be taken in to consideration dur-
ing the design of the satellite orbits for the constella-
tion. The examples of the constellations are given in
Section 4.3. Parameter estimation via FrFT-CSWSF
3.1. FrFT-FIR ﬁlter banks
Since the ESTIM is an extended form of an LFM signal, it has
a second-order polynomial phase, as represented by the third
and fourth exponential terms in Eq. (4). For multiple targets
in a range gate, the azimuth signal is a second-order multi-
component signal, which degrades the performance of the
dechirp method (see the next subsection) by producing cross-
terms. This problem motivates us to introduce a method for
separating the multiple components within the ESTIM-form
azimuth signal.
As the azimuth signal has a large time-bandwidth product,
multiple components are aliased within both the time and fre-
quency domains, which makes them almost impossible to sep-
arate. One feasible solution is to transform the signals into the
fractional Fourier domain, in which the multiple components
can be aggregated into delta or sinc functions whose peaks
are rarely aliased.
Although a ﬁlter that could separate these peaks without
changing the phase would be ideal, a set of FIR ﬁlter banks
with linear phases are also acceptable for such processing, as
each component can be transformed back into the time
domain with only a ﬁxed time delay in its phase using an
inverse FrFT.
3.1.1. Implementation of FrFT
We rewrite Eq. (4) as follows:
saðn; tmÞ ¼ exp

jp 2~kt2m þ 2ð~f0;n  fdcÞtm
h
þ 4R0
k
 fspaBa;n  fsprBr;n  fspvBv;n þ
B2n
kR0
 
ð14Þ
For each satellite, this form is an LFM signal. According
to work in Ref. 11, the FrFT of sa(n, tm) with angle a is deﬁned
bySaðn; uÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 j cot a
2p
r
exp j
u2
2
cot a
 
 R11 saðn; tmÞexp j t2m2 cot aþ jutm csc a dtm a – kp
saðn; tmÞ a ¼ 2kp
saðn;tmÞ a ¼ ð2kþ 1Þp
8>>>><>>>>:
ð15Þ
where k= 0, ±1, ±2, . . . . If we choose the transformation
kernel Ka(tm, u) as
Kaðtm; uÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 j cot a
2p
r
ej
u2þt2m
2 cot ajutm csc a a– kp
dðtm  uÞ a ¼ 2kp
dðtm þ uÞ a ¼ ð2kþ 1Þp
8>><>>:
ð16Þ
then we have Saðn; uÞ ¼
R1
1 saðn; tmÞKaðtm; uÞdtm.
The value of Sa(n, u) is
Saðn; uÞ ¼ ej
4pR0
k anT
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 j cot a
p
ejpu
2 cot a  sinc½Tðu csc aq
þ ~f0;n  fdcÞ ð17Þ
where T=M/PRF. When a ¼ arccotð2~kÞ; u ¼ ð~f0;n þ fdcÞ
sin a;Saðn; uÞ reaches the maximum value.
An important property of FrFT is linear operator. Suppose
that the FrFT operator is designated by Fa(Æ), we get
Fa½pfðtÞ þ qgðtÞ ¼ pFafðtÞ þ qFagðtÞ ð18Þ
According to Eqs. (17) and (18), multiple LFM signals can
be separated in the fractional Fourier domain, and then
respectively transformed back to original time domain.
In practice, the azimuth signal is in the discrete form, and
the calculation of FrFT on computer is in fact the discrete
FrFT, i.e. DFrFT. According to algorithm in Ref.16, the cor-
responding discrete form of Eq. (17) is
Saðn;mnÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 j cot a
M
r
expðjpð ~f0;n þ fdcÞ
2
cot a=MÞ

XðM1Þ=2
m¼ðM1Þ=2
expðj2p ð~f0;n þ fdcÞ
2
csc a=M
hn
þð~f0;n þ fdcÞ=PRF
io
ð19Þ
When a ¼ arc cotð2~kM=PRF2Þ; mn ¼ ð~f0;n þ fdcÞ
M sin a
PRF
,
Sa(n, mn) reaches the peak.
As a discrete LFM signal with ﬁxed length, the resolution
of the FrFT spectrum is limited. In order to ﬁnd the precise
position of the peak, herein we employ a zoom DFrFT
algorithm.
In order to compute the L uniformly spaced samples of the
transformed function Sa(n,tm) on the interval [u1, u2] for
arbitrary values of the parameters L, u1 and u2, we
substitute u= u0 + lDI in Eq. (17), where  L/2 6 l 6 L/2,
u0 = (u1 + u2)/2, and DI= (u2  u1)/(L  1). Then we get
Saðn; u0 þ lDIÞ ¼ Aa
2PRF
expðjp cot aðu0 þ lDIÞ2Þexpðjp csc a
2DIPRF
ðlDIÞ2Þ

XðM1Þ=2
m¼ðM1Þ=2
exp j2p csc aDIPRF
lm
2PRF
 2" #(
 exp

jp 2 csc au0 m
2PRF
þ ðcot a 2 csc aDIPRFÞ
h
 m
2PRF
 2
sa n; m
2PRF
 )
ð20Þ
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ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1j cot a
2p
q
. Using Eq. (20), the calculation of FrFT is
fast and the precise position of the peak can be found with this
‘‘zooming-in’’ ability. See the work in Ref.17 for more detail.
Since the multiple targets in a range gate can be separated
in the fractional Fourier domain, the next step is to respec-
tively return each fractional Fourier peak to the time domain.
A feasible approach to achieving this is the FIR ﬁlter banks
with narrow bands.
3.1.2. Filter design
Because a ﬁnite impulse response (FIR) ﬁlter has a linear
phase, and inherent stability, it is widely used in many digital
signal processing applications. Furthermore, it has far less
impact on the coefﬁcients of ﬁrst and second orders than inﬁ-
nite impulse response (IIR) does. Therefore, we employ a set of
FIR ﬁlter banks to separate multiple azimuth signals.
Generally, the design of an FIR ﬁlter using a window func-
tion method is an iterative process; that is, the parameters of
the window function must be repeatedly redesigned until the
impulse response is sufﬁciently sharpened. However, an
improved design for avoiding the use of iteration proposed
by Chaturvedi et al.18 is incorporated into our sub-band
FrFT-FIR ﬁlter design.
In a Kaiser window, the side lobe level can be controlled
with respect to the main lobe peak by varying a parameter c.
The width of the main lobe can be varied by adjusting the
length of the ﬁlter. The Kaiser window function is given by
xKðmKÞ ¼
I0ðbÞ
I0ðcÞ jmKj 6
M 1
2
0 Otherwise
8<: ð21Þ
where c is an independent variable determined by Kaiser. The
parameter b is formed as
b ¼ c 1 2mK
M 1
 2" #12
ð22Þ
I0(x) is the modiﬁed Bessel function of the ﬁrst kind:
I0ðxÞ ¼ 1þ
X1
k¼1
1
k!
x
2
 k 2
ð23Þ
The overall ﬁltering process for Q moving targets in a range
gate is shown in the ﬂow chart in Fig. 2.
As is shown in Fig. 2, ﬁrst, using zoom-DFrFT (in the order
a), the azimuth signals of the Q moving targets in time domain
are simultaneously transformed into the fractional Fourier
domain, where the signals become Q separated peaks. Then,
all the peaks pass a set of Kaiser window FIR ﬁlter banks,
where each peak passes a sub-band ﬁlter with the others ﬁl-
tered out, and the output of each sub-band ﬁlter is
S
ðqÞ
Fr ðq ¼ 1; 2; . . . ;QÞ. Finally, the outputs of the ﬁlter banks
are respectively transformed back into the time domain, usingFig. 2 FrFT-FIR ﬁlthe inverse FrFT which actually can be represented by zoom
DFrFT in a fractional order (a) opposite to that of the fore-
going zoom DFrFT. The ﬁnal outputs are separated azimuth
signals in time domain.
3.2. CSWSF
In the ESTIM, the time-space coupling term ~f0;ntm makes the
space steering element, i.e. the ﬁnal exponential term in Eq.
(4), time-variant, which undermines the foundation of sub-
space theory. To solve this problem, we introduce a subsection
dechirp algorithm in which the azimuth signal is divided into
three segments of length L: 0–s, s–2s, and 2s–3s. These are
then multiplied as follows:
yaðn; tmÞ ¼ xaðn; tm þ sÞxaðn; tmÞ
¼ ½saðn; tm þ sÞ þ wðn; tm þ sÞ
 ½saðn; tmÞ þ wðn; tmÞ
¼ exp j2p~f0;nsþ j2psð2~ktm þ ~ks fdcÞ
h in o
þ wyðn; tmÞ ð24Þ
zaðn; tmÞ ¼ xaðn; tm þ 2sÞxaðn; tm þ sÞ
¼ ½saðn; tm þ 2sÞ þ wðn; tm þ 2sÞ
 ½saðn; tm þ sÞ þ wðn; tm þ sÞ
¼ exp j2p~f0;nsþ j2psð2~ktm þ 3~ks fdcÞ
h in o
þ wzðn; tmÞ ð25Þ
where the superscript * denotes the conjugation operator, and
w(n,tm) represents additional white Gaussian noise. There are
no time-space coupling terms in either Eq. (24) or Eq. (25).
Both wy(n, tm) and wz(n, tm) are the sum of two components:
one is the product of noise-noise terms, which is also white
Gaussian, and the other is the product of signal-noise terms,
which has a colored distribution. Consequently, wy(n, tm)
and wz(n, tm) can both be regarded as colored noise. To accom-
plish parameter estimation of a signal with added colored
noise, we introduce a method called CSWSF, wherein
‘‘WSF’’19 is one of the improved subspace algorithms, whose
performance overweighs conventional subspace algorithms20;
and ‘‘CS’’ implies that the proposed method is based on the
cross correlation matrix:
Ryz¼E½YðlÞZHðlÞ ¼
ryzð0Þ ryzð1Þ . . . ryzðNþ1Þ
ryzð1Þ ryzð0Þ ryzðNþ2Þ
..
. . .
. ..
.
ryzðN1Þ ryzðN2Þ    ryzð0Þ
266664
377775
ð26Þtering ﬂow chart.
1228 C. Li et al.where Y(l) = [ya(1,l), ya(2,l),    , ya(N,l)]T, Z(l) = [za(1,l), za
(2,l),    , za(N,l)]T(l= 1, 2, . . . , L), and the cross correlation
function is
ðryzÞi;k ¼ ryzði kÞ ¼ E½yaði; lÞzaðk; lÞ ð27Þ
Because wy(n,tm) and wz(n,tm) are independent of each
other, the expected value of their product approaches zero as
the number of samples increases. Therefore, the eigenvalue
decomposition (EVD) of Ryz is:
Ryz  U
R1 0
0 0
 
UH ¼ ½US;UN
R1 0
0 0
 
UHS
UHN
" #
ð28Þ
where U is the eigen matrix, US and UN are respectively the
signal-subspace and noise-subspace matrices, and R1 ¼
diagðr1; r2; . . . ; rQÞ with rq(q= 1, 2, . . . ,Q) is a diagonal
matrix with non-zero eigenvalues.
Finally, we obtain the objective function
v^x ¼ argmax
vx
1
tr P?XðvxÞUSWUHS
  ð29Þ
where PX
^ = I  PX= I  X(XHX)1XH, W is the weighting
matrix which gives the lowest asymptotic variance when
W ¼ eK2U1S , where eK ¼ US  r^2I; I is unit matrix, and r^2 is
any consistent estimate of the noise variance, XðvxÞ ¼
ej2ps~f0;1ðvxÞ; ej2ps~f0;2ðvxÞ;    ; ej2ps~f0;NðvxÞ
h iT
.
To summarize the FrFT-CSWSF process described in this
section: following FrFT-FIR ﬁltration, multiple targets are
separated and then dechirped, and ﬁnally, their parameters
are estimated using CSWSF.
4. Computer simulation and analysis
To validate the effectiveness of the FrFT-CSWSF method,
computer simulations were conducted via Matlab for a range
gate containing two moving targets with respective velocities
vx1 ¼ 15 m=s and vx2 ¼ 3 m=s and under observation by eachTable 1 Orbit elements of Cartwheel.
Parameter Sat0 Sat1
a (m) 7171037 7171037
e 0.01 1.0000209 · 102
i () 97 97
X () 0 0
x () 0 0.28363581
Ma () 0 0.28363581
Table 2 Orbit elements of Pendulum.
Parameter Sat0 Sat1
a (m) 7171037 7171037
e 0.01 0.01
i () 97 97.00537719
X () 0 1.89111258 · 106
x () 0 1.28660246 · 103
Ma () 0 0of the three multistatic SAR types of Cartwheel, Pendulum
and Helix. The targets had been previously separated from
the ground clutter using the method in Ref.4. As most of the
clutter has been suppressed, suppose the residual clutter is on
20 dB level, i.e. signal to clutter ratio (SCR) is 20 dB. The
other system parameters were: the transmitted pulse width is
40 ls, the transmitted bandwidth is 20 MHz, the carrier fre-
quency is 5.3 GHz, PRF=1400 Hz, H= 800 km, and
V= 7 km/s.
4.1. Conﬁgurations of the constellations
According to the relative motion equations,21 the orbit
motion of a satellite can be described using 6 orbital ele-
ments, i.e. major semi-axis a, eccentricity e, orbit inclination
i, right ascension of ascending node (RAAN) X, argument
of perigee x, and mean anomaly Ma. The orbital-element
set is denoted as eo = [a, e, i, X, x, Ma]
T. Here we design
the constellation formation by searching for the minimum
value of the error of ESTIM, subject to the relative motion
equations. The examples of the design results are given as
follows.
Tables 1–3 are the design results for Cartwheel, Pendulum
and Helix. With the orbit elements, the baselines of the sur-
rounding satellites are obtained. Since the angular frequency
of the satellite orbit (about 0.001 rad/s) is so small that the
baselines vary extremely slightly during the survey duration,
as a result, they can be regarded as time-invariant. Therefore,
the baselines are represented by the time-average of them, and
their values are given in Fig. 3.
From Fig. 3, it is easy to obtain the values of the baselines,
which listed in Tables 4–6.
4.2. Output of the FrFT-FIR ﬁlter banks
The process of FrFT-FIR target ﬁltering, which was under-
taken by the transmitter satellite in the respective multistaticSat2 Sat3
7171037 7171037
9.9505729 · 103 1.0000209 · 102
97 97
0 0
1.5911916 · 102 0.28363581
1.5911916 · 102 0.28363581
Sat2 Sat3
7171037 7171037
0.01 0.01
97.00525969 97.00525969
1.12639011 · 103 1.12639011 · 103
2.35052260 · 103 3.21842905 · 103
0 0
Table 3 Orbit elements of Helix.
Parameter Sat0 Sat1 Sat2
a (m) 7171037 7171037 7171037
e 0.01 9.9909438 · 103 1.0010300 · 102
i () 97 83.0005190 83.0001802
X () 0 9.0561165 · 104 1.0298243 · 103
x () 0 180.0298789 180.0105205
Ma () 0 2.9989239 · 102 1.0395014 · 102
Fig. 3 Geometries of the constellation conﬁgurations.
Table 4 Baselines of Cartwheel.
Parameter (m) Sat1 Sat2 Sat3
Ba 709.998919 39.633414 709.998918
Br 0 0 0
Bv 0.619519 354.446467 0.619664
Table 5 Baselines of Pendulum.
Parameter (m) Sat1 Sat2 Sat3
Ba 161 277 420
Br 0.235197 139.924568 139.924568
Bv 0 0 0
Table 6 Baselines of Helix.
Parameter (m) Sat1 Sat2
Ba 75.000027 26.047196
Br 112.499987 127.930284
Bv 64.951898 73.860584
FrFT-CSWSF: Estimating cross-range velocities of ground moving targets using multistatic synthetic aperture radar 1229SAR conﬁgurations, is shown in Fig. 4. In Fig. 4(a)–(c), the
solid lines represent the absolute values of FrFT of the both
targets, while the dot lines represent the sub-band ﬁlter
envelopes. We then investigate the effect of the ﬁltering
via signal phase. For each target, the output phase is close
to that of the original azimuth signal and differs by only
a ﬁxed degree of shift (see Fig. 4(d)–(f)); therefore, the ﬁlter
is effective. The Kaiser window function parameter b= 3.4.3. Estimation results
The CSWSF spectra of the two targets (Target 1 and Target 2)
are shown in Fig. 5. It is found that the respective peaks are
close to their corresponding default values of cross-range
velocity.
Table 7 compares the expected estimated values derived
through conventional methods (monostatic SARs) with those
from FrFT-CSWSF at a signal-to-noise ratio (SNR) of
15 dB, using Pendulum constellation. From the ﬁgures, it is
obvious that the expected values produced using our method
are closer to the default values than those produced by the
standard methods. Because the actual signal is discrete with
a ﬁnite length, the resolutions of the digital FrFT (DFrFT)
and match ﬁltering methods are so limited that merely search-
ing for the peak of the output cannot produce results with the
necessary precision, especially at small velocities (see the third
column in Table 7). In contrast, our method (bottom line in
Table 7) improves the resolution of the parameter by using
an FrFT (in practice, a DFrFT).
Fig.6 gives the azimuth focusing results of using the Dopp-
ler chirp rate of the static scatter (defocused), estimated via
conventional FrFT and FrFT-CSWSF. It is shown that using
our method, the azimuth image is better focused than the
other, namely the image is ﬁnely focused.
Finally, we examined the asymptotic behavior of our
method. The root-mean-square-error (RMSE) curves of our
estimations following 300 Monte Carlo simulations are plotted
in Fig. 7. The fact that the curves approach the Cramer-Rao
bound (CRB) as SNR increases conﬁrms that our method is
statistically effective. Furthermore, the phenomenon that the
RMSE curves of Cartwheel and Pendulum which contain three
receive-satellites are lower than those of Helix including only
Fig. 4 Process of FrFT-FIR ﬁltering.
Fig. 5 CSWSF spectra of the two targets.
Table 7 Cross-range velocity estimation results.
Method Target 1 (m/s) Target 2 (m/s)
Default 15 3
Match ﬁltering 15.43 0.59
FrFT 18.52 0.65
FrFT-CSWSF 15.08 2.94
Fig. 6 Focusing results of azimuth direction.
1230 C. Li et al.two implies that the robustness of the estimation improves
with the increase of the number of elements (played by the
receive-satellites). Additionally, it is plausible that using
improved subspace algorithms in place of the conventional
subspace algorithm is a signiﬁcant factor in moving our RMSE
curve closer to the CRB; a more complete demonstration of
this will be performed in future work.
Fig. 7 RMSE of the estimates.
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In this paper, we present a time-frequency-subspace method
for estimating the cross-range velocities of multiple ground
moving targets using multistatic SAR. Based on ESTIM, tar-
gets within a given range gate can be separated with a set of
FrFT-FIR ﬁlter banks. The respective ﬁlter outputs are then
processed using a CSWSF algorithm in order to obtain
cross-range velocities. Theoretical analysis and computer sim-
ulations with the designed constellations of Cartwheel, Pendu-
lum and Helix have veriﬁed that targets can be successfully
separated with only a ﬁxed time delay in the phase for each
output. Furthermore, the CSWSF algorithm can help obtain
better estimates of the cross-range velocity than conventional
FrFT and match ﬁltering methods, especially for the target
with small cross-range velocity, therefore our method can help
obtain a ﬁnely focused image. Examination of the asymptotic
behavior of our method demonstrated that it is asymptotically
efﬁcient, and the robustness of the estimation improves with
the increase of the number of the receive-satellites. Although
the RMSE of our method is not always extraordinarily close
to the CRB bound, we have demonstrated a feasible approach
for improving estimation performance that we plan to enhance
and make more robust in future work.
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