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MEAN-FIELD LIMITS: FROM PARTICLE DESCRIPTIONS TO MACROSCOPIC
EQUATIONS
JOSE´ A. CARRILLO AND YOUNG-PIL CHOI
Abstract. We rigorously derive pressureless Euler-type equations with nonlocal dissipative terms in ve-
locity and aggregation equations with nonlocal velocity fields from Newton-type particle descriptions of
swarming models with alignment interactions. We crucially make use of a discrete version of a modulated
kinetic energy together with the bounded Lipschitz distance for measures in order to control terms in its
time derivative due to the nonlocal interactions.
1. Introduction
In this work, we analyse the evolution of an indistinguishable N -point particle system given by
x˙i = vi, i = 1, . . . , N, t > 0,
εN v˙i = −γvi −∇xV (xi)− 1
N
N∑
j=1
∇xW (xi − xj) + 1
N
N∑
j=1
ψ(xi − xj)(vj − vi) (1.1)
subject to the initial data
(xi, vi)(0) =: (xi(0), vi(0)), i = 1, . . . , N. (1.2)
Here xi = xi(t) ∈ Rd and vi = vi(t) ∈ Rd denote the position and velocity of i-particle at time t, respectively.
The coefficient γ ≥ 0 represents the strength of linear damping in velocity, εN > 0 the strength of inertia,
V : Rd → R+ and W : Rd → R represent the confinement and interaction potentials, respectively. ψ :
R
d → R+ is a communication weight function. Throughout this paper, we assume that W and ψ satisfy
W (x) = W (−x) and ψ(x) = ψ(−x) for x ∈ Rd. They include basic particle models for collective behavior,
see [9, 23, 32, 30, 17, 41, 42] and the references therein.
Our main goal is to derive the macroscopic collective models rigorously governing the evolution of the
particle system (1.1) as the number of particles goes to infinity. On one hand, we will derive hydrodynamic
Euler-alignment models given by
∂tρ+∇x · (ρu) = 0,
∂t(ρu) +∇x · (ρu⊗ u) = −γρu− ρ∇xV − ρ∇xW ⋆ ρ+ ρ
∫
Rd
ψ(x − y)(u(y)− u(x)) ρ(y) dy (1.3)
in the mean-field limit: when initial particles are close to a monokinetic distribution ρ0(x)δu0(x)(v) in certain
sense and εN = O(1) as N →∞. On the other hand, we will show that the particle system can be described
by aggregation equations of the form
∂tρ¯+∇x · (ρ¯u¯) = 0, (1.4)
where
γρ¯u¯ = −ρ¯∇xV − ρ¯∇xW ⋆ ρ¯+ ρ¯
∫
Rd
ψ(x− y)(u¯(y)− u¯(x))ρ¯(y) dy (1.5)
in the combined mean-field/small inertia limit: when initial particles are close to a monokinetic distribution
ρ0(x)δu0(x)(v), γ > 0 and εN → 0 as N → ∞. For simplicity of notation when dealing with the mean-field
limit, we will take εN = 1 in the sequel.
1
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1.1. Mean-field limits: from particles to continuum. As the number of particles N tends to infinity,
microscopic descriptions given by the particle system (1.1) become more and more computationally unbear-
able. Reducing the complexity of the system is of paramount importance in any practical application. The
classical multiscale strategy in kinetic modelling is to introduce the number density function f = f(x, v, t) in
phase space (x, v) ∈ Rd ×Rd at time t ∈ R+ and study the time evolution of that density function. Then at
the formal level, we can derive the following Vlasov-type equation from the particle system (1.1) as N →∞:
∂tf + v · ∇xf −∇v · ((γv +∇xV +∇xW ⋆ ρf )f) +∇v · (Fa(f)f) = 0, (1.6)
where ρf = ρf (x, t) is the local particle density and Fa(f) = Fa(f)(x, v, t) represents a nonlocal velocity
alignment force given by
ρf (x, t) :=
∫
Rd
f(x, v, t) dv
and
Fa(f)(x, v, t) :=
∫
Rd×Rd
ψ(x− y)(w − v)f(y, w, t) dydw,
respectively. Let us briefly recall the reader the basic formalism leading to the kinetic equation (1.6) as the
limiting system of (1.1). We first define the empirical measure µN associated to a solution to the particle
system (1.1), i.e.,
µNt (x, v) :=
1
N
N∑
i=1
δ(xi(t),vi(t)).
As long as there exists a solution to (1.1), the empirical measure µN satisfies (1.6) in the sense of distributions.
To be more specific, for any ϕ ∈ C10(Rd × Rd), we get
d
dt
∫
Rd
ϕ(x, v)µNt (dxdv) =
d
dt
1
N
N∑
i=1
ϕ(xi(t), vi(t))
=
1
N
N∑
i=1
(∇xϕ(xi(t), vi(t)) · vi(t) +∇vϕ(xi(t), vi(t)) · v˙i(t)) .
(1.7)
Notice that the particle velocity can also be rewritten in terms of the empirical measure µN as
v˙i(t) = γvi +∇xV (xi) +
∫
Rd×Rd
∇xW (xi − y)µNt (dydw) +
∫
Rd×Rd
ψ(xi − y)(w − vi)µNt (dydw).
This implies that the right-hand side of (1.7) can also be written in terms of the empirical measure µN as
d
dt
∫
Rd
ϕ(x, v) µNt (dxdv) =
∫
Rd×Rd
∇xϕ(x, v)µNt (dxdv)
−
∫
Rd×Rd
∇vϕ(x, v) ·
(
γv +∇xV (x) +
∫
Rd×Rd
∇xW (x − y)µNt (dydw)
)
µNt (dxdv)
+
∫
Rd×Rd
∇vϕ(x, v) ·
(∫
Rd×Rd
ψ(x− y)(w − v)µNt (dydw)
)
µNt (dxdv).
This concludes that µN is a solution to (1.6) in the sense of distributions as long as particle paths are
well defined. In fact, if the interaction potential W and the communication weight function ψ are regular
enough, for instance, bounded Lipschitz regularity, then the global-in-time existence of measure-valued
solutions can be obtained by establishing a weak-weak stability estimate for the empirical measure, see [41,
Section 5] for more details. The mean-field limit has attracted lots of attention in the last years in different
settings depending on the regularity of the involved potentials V,W and communication function ψ. Different
approaches to the derivation of the Vlasov-like kinetic equations with alignments/interaction terms or the
aggregation equations have been taken leading to a very lively interaction between different communities of
researchers in analysis and probability. We refer to [3, 31, 57, 60, 39, 42, 17, 2, 7, 26, 27, 45, 49, 50, 51]
for the classical references and non-Lipschitz regularity velocity fields in kinetic cases, to [44, 43] for very
related incompressible fluid problems, and to [46, 14, 6, 38, 47, 33, 40, 56, 58, 13, 59, 4] for results with more
emphasis on the singular interaction kernels both at the kinetic and the aggregation-diffusion equation cases.
MEAN-FIELD LIMITS: FROM PARTICLE DESCRIPTIONS TO MACROSCOPIC EQUATIONS 3
1.2. Local balanced laws, the mono-kinetic ansatz, and the large friction limit. We introduce
several macroscopic observables; local momentum ρfuf : R
d×R+ → Rd, local energy ρfEf : Rd×R+ → R+,
strain tensor Pf : R
d × R+ → Rd × Rd, and heat flux qf : Rd × R+ → Rd defined as
ρfuf :=
∫
Rd
vf dv, ρfEf :=
∫
Rd
|v|2f dv, Pf :=
∫
Rd
(u − v)⊗ (u− v)f dv,
and
qf :=
∫
Rd
|v − u|2(v − u)f dv.
Here · ⊗ · stands for (a⊗ b)ij = aibj for a = (a1, . . . , ad) ∈ Rd and b = (b1, . . . , bd) ∈ Rd. Then, at the formal
level, by taking moments of the kinetic equation (1.6), one can derive the following system of local balanced
laws:
∂tρf +∇x · (ρfuf) = 0, (x, t) ∈ Rd × R+,
∂t(ρfuf ) +∇x · (ρfuf ⊗ uf) +∇x · Pf
= −γρfuf − ρf∇xV − ρf∇xW ⋆ ρf + ρf
∫
Rd
ψ(x − y)(uf(y)− uf (x))ρf (y) dy,
∂t(ρfEf ) +∇x · (ρfEfuf + Pfuf + qf )
= −γρfEf − ρfuf · ∇xV − ρfuf · ∇xW ⋆ ρf
+ ρf
∫
Rd
ψ(x− y) (uf (x) · uf(y)− Ef (x)) ρf (y) dy.
(1.8)
The system (1.8) is not closed. Suitable closure assumptions are not known so far even in cases where
noise/diffusion is added to the system. However, at the formal level, we can take into account the mono-
kinetic ansatz for f , as done in [15, 18], leading to
f(x, v, t) ≃ ρf (x, t)δuf (x,v)(v). (1.9)
Then the strain tensor and heat flux become zero and the system (1.8) closes becoming the pressureless
Euler equations with nonlocal interaction forces (1.3):
∂tρ+∇x · (ρu) = 0, (x, t) ∈ Rd × R+,
∂tu+ u · ∇xu = −γu−∇xV −∇xW ⋆ ρ+
∫
Rd
ψ(x− y)(u(y)− u(x))ρ(y) dy,
∂t|u|2 + u · ∇x|u|2 = −γ|u|2 − u · ∇xV − u · ∇xW ⋆ ρ+
∫
Rd
ψ(x− y) (uf(x) · u(y)− |u(x)|2) ρ(y) dy
on the support of ρ. Notice that we have eliminated the subscript f in the hydrodynamic quantities since
the system (1.3) is now closed, the last equation is redundant but it gives a nice information about the total
energy of the system. Although the monokinetic assumption is not fully rigorously justified and it does
not have a direct physical motivation, it is observed by particle simulations that the derived hydrodynamic
system shares some qualitative behavior with the particle system, see [29, 15, 17, 18, 19, 9]. Note that
(1.3) conserves only the total mass in time in this generality. However, the total free energy is dissipated
due to the linear damping and the velocity alignment force as pointed out in [16] for weak solutions of this
system. The hydrodynamic system (1.8) has a rich variety of phenomena due to the competition between
attraction/repulsion and alignment leading to sharp thresholds for the global existence of strong solutions
versus finite time blow-up and decay to equilibrium, see [61, 10, 12, 11, 24].
It is worth noticing as in [15] that the mono-kinetic ansatz for f is a measure-valued solution of the kinetic
equation (1.6). More precisely, one can show that ρ(x, t)δu(x,t)(v) is a solution to the kinetic equation (1.6)
in the sense of distributions as long as (ρ, u)(x, t) is a strong solution to the hydrodynamic equations (1.3).
Indeed, for any ϕ ∈ C10(Rd × Rd), we obtain
d
dt
∫
Rd×Rd
ϕ(x, v)ρ(x, t) δu(x,t)(dv) dx
=
d
dt
∫
Rd
ϕ(x, u(x, t))ρ(x, t) dx =
∫
Rd
ϕ(x, u(x, t))∂tρ dx+
∫
Rd
(∇vϕ)(x, u(x, t)) · (∂tu)ρ dx =: I1 + I2.
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Using the continuity equation in (1.3), I1 can be easily rewritten as
I1 =
∫
Rd
∇x(ϕ(x, u(x, t))) · (ρu) dx
=
∫
Rd×Rd
(∇xϕ)(x, v) · (ρv)δu(x,t)(dv) dx +
∫
Rd
(∇vϕ)(x, u(x, t)) · ρ(u · ∇x)u dx.
By multiplying the velocity equation in (1.3) by ρ and using (∇vϕ)(x, u(x, t)) as a test function to the
resulting equation yields
I2 = −
∫
Rd
(∇vϕ)(x, u(x, t)) · (∂tu)ρ dx−
∫
Rd
(∇vϕ)(x, u(x, t)) · (γu+∇xV +∇xW ⋆ ρ) ρ dx
+
∫
Rd×Rd
(∇vϕ)(x, u(x, t)) · (u(y)− u(x))ψ(x − y)ρ(x)ρ(y) dxdy.
Then similarly as before, we can rewrite the second and third terms on the right hand side of the equality
by using the mono-kinetic ansatz (1.9). This implies
I2 = −
∫
Rd
(∇vϕ)(x, u(x, t)) · (∂tu)ρ dx−
∫
Rd
(∇vϕ)(x, v) · (γv +∇xV +∇xW ⋆ ρ) ρδu(x,t)(dv) dx
+
∫
Rd×Rd
(∇vϕ)(x, v) · (w − v)ψ(x − y)ρ(x)δu(x,y)(dv)ρ(y)δu(y,t)(dw) dxdy.
Combining all of the above estimates yields
d
dt
∫
Rd×Rd
ϕ(x, v) ρ(x, t)δu(x,t)(dv) dx =
∫
Rd×Rd
((∇xϕ)(x, v) · v)ρδu(x,t)(dv) dx
−
∫
Rd
(∇vϕ)(x, v) · (γv +∇xV +∇xW ⋆ ρ) ρδu(x,t)(dv) dx
+
∫
Rd×Rd
(∇vϕ)(x, v) · (w − v)ψ(x− y)ρ(x)δu(x,y)(dv)ρ(y)δu(y,t)(dw) dxdy.
This shows that ρ(x, t)δu(x,t)(v) satisfies the kinetic equation (1.6) in the sense of distributions.
Finally, we will be also dealing with the small inertia limit for both the kinetic equation (1.6) and the
hydrodynamic system (1.3) combined with the mean fieild limit. In the small inertia asymptotic limit, we
want to describe the behavior of the scaled kinetic equation
ε(∂tf + v · ∇xf)−∇v · ((γv +∇xV +∇xW ⋆ ρf )f) +∇v · (Fa(f)f) = 0, (1.10)
and the scaled hydrodynamic system
∂tρ+∇x · (ρu) = 0,
ε(∂t(ρu) +∇x · (ρu⊗ u)) = −γρu− ρ∇xV − ρ∇xW ⋆ ρ+ ρ
∫
Rd
ψ(x− y)(u(y)− u(x)) ρ(y) dy, (1.11)
in the limit of small inertia ε → 0. At the formal level, the equations (1.11) will be replaced by (1.4)–(1.5)
as ε → 0. The limiting nonlinearly coupled aggregation equations (1.4)–(1.5) have been recently studied in
[34, 35]. Several authors have studied particular choices of interactions V,W and comunication functions
ψ for some of the connecting asymptotic limits from the kinetic description (1.10) with/without noise to
the hydrodynamic system (1.11) in [52, 37, 5, 8], from the hydrodynamic system (1.11) to the aggregation
equation (1.4)–(1.5) in [54, 55, 20], and for the direct limit from the kinetic equation to the aggregation
equation (1.4)–(1.5) in [48, 5].
1.3. Purpose, mathematical tools and main novelties. Summarizing the main facts of the mean-field
limit and the monokinetic ansatz in Subsections 1.1 and 1.2, both the empirical measure µN (t) associated to
the particle system (1.1) and the monokinetic solutions ρ(x, t)δu(x,t), with (ρ, u)(x, t) satisfying the hydro-
dynamic equations (1.3) in the strong sense, are distributional solutions of the same kinetic equation (1.6).
In order to analyse the convergence of the empirical measure µN to ρ(x, t)δu(x,t), the goal is to establish
a weak-strong stability estimate where the strong role is played by the distributional solution ρ(x, t)δu(x,t)
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associated to the strong solution of the hydrodynamic system (1.3). Our main goal is then to quantify the
following convergence
µNt (x, v)→ ρ(x, t)δu(x,t)(v) as N →∞
in the sense of distributions for both the mean-field and the combined mean-field/small inertia limit for well
prepared initial data. Our main mathematical tools are the use of a modulated kinetic energy combined
with the bounded Lipschitz distance in order to control terms between the discrete particle system and the
hydrodynamic quantities. Let us first introduce the modulated kinetic energy as
1
2
∫
Rd×Rd
f |v − u|2 dxdv, (1.12)
where f is a solution of kinetic equation (1.6) and u is the velocity field as part of the solution of the
pressureless Euler equations (1.3). We would like to emphasize that the quantity (1.12) gives a sharper
estimate compared to the classical modulated macroscopic energy. Indeed, the macro energy of the system
(1.3) is given by
E(U) :=
|m|2
2ρ
with U :=
(
ρ
m
)
, m = ρu.
Thus its modulated energy, also often refereed to as relative energy, can be defined as
E(Uf |U) := E(Uf )− E(U)−DE(U)(Uf − U) with Uf :=
(
ρf
mf
)
, mf = ρfuf .
A straightforward computation gives∫
Rd
E(Uf |U) dx = 1
2
∫
Rd
ρf |uf − u|2 dx. (1.13)
On the other hand, by Ho¨lder inequality, we easily find
ρf |uf |2 ≤
∫
Rd
|v|2f dv.
This yields ∫
Rd×Rd
f |v − u|2 dxdv −
∫
Rd
ρf |uf − u|2 dx =
∫
Rd×Rd
|v|2f dxdv −
∫
Rd
ρf |uf |2 dx ≥ 0.
In fact, we can easily show that∫
Rd×Rd
f |v − u|2 dxdv =
∫
Rd
ρf |uf − u|2 dx+
∫
Rd×Rd
f |v − uf |2 dxdv. (1.14)
This shows that the convergence of the modulated kinetic energy (1.12) implies the convergence of the mod-
ulated macro energy (1.13). We notice that if f is a monokinetic distribution, f(x, v, t) = ρf (x, t)δuf (x,t)(v),
then the second term on the right hand side of (1.14) becomes zero, and the two modulated energies (1.12)
and (1.13) coincide. For notational simplicity, we denote by ZN (t) = {(xi(t), vi(t))}Ni=1 the set of trajectories
associated to the particle system (1.1). Then let us define the first important quantity that will allow us to
quantify the distance between particles (1.1) and hydrodynamics (1.3), it is just the discrete version of the
modulated kinetic energy (1.12) defined as
EN (ZN (t)|U(t)) := 1
2
∫
Rd×Rd
|u− v|2 µNt (dxdv) =
1
2N
N∑
i=1
|u(xi(t), t)− vi(t)|2. (1.15)
The second quantity that will allow us our quantification goal combined with the discrete modulated
energy (1.15) is a classical distance between probability measures, the bounded Lipschitz distance, used
already by the pioneers in kinetic theory [3, 57, 60] in the early works for the mean-field limit. Notice that
the pressureless Euler system (1.3) includes the nonlocal position and velocity interaction and alignment
forces. Furthermore, its relative energy/entropy has no strict convexity in terms of density variable due
to the lack of pressure term. In order to overcome these difficulties, ideas of combining the modulated
macro energy and the first or second order Wasserstein distance have been recently proposed in [5, 21, 28, 8]
quantifying the hydrodynamic limit from kinetic equation to the pressureless Euler type system. More
recently, in [22], a general theory providing some relation between a modulated macro energy-type function
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and p-Wasserstein distance is also developed. In particular, in [22, Proposition 3.1], it is discussed that the
p-Wasserstein distance with p ∈ [1, 2] can be controlled by the modulated macro energy functional.
In the present work, we will employ the bounded Lipschitz distance to provide stability estimates between
the empirical particle density ρN defined as
ρNt (x) :=
∫
Rd
µNt (dv) =
1
N
N∑
j=1
δxj(t)(x)
with µNt be the empirical measure associated to the particle system (1.1), and the hydrodynamic particle
density ρ solution to (1.3). More precisely, let M(Rd) be the set of nonnegative Radon measures on Rd,
which can be considered as nonnegative bounded linear functionals on C0(Rd). Let µ, ν ∈ M(Rd) be two
Radon measures. Then the bounded Lipschitz distance, which is denoted by dBL :M(Rd)×M(Rd)→ R+,
between µ and ν is defined by
dBL(µ, ν) := sup
φ∈Ω
∣∣∣∣∫
Rd
φ(x)(µ(dx) − ν(dx))
∣∣∣∣ ,
where the admissible set Ω of test functions are given by
Ω :=
{
φ : Rd → R : ‖φ‖L∞ ≤ 1, Lip(φ) := sup
x 6=y
|φ(x) − φ(y)|
|x− y| ≤ 1
}
.
We also denote by Lip(Rd) the set of Lipschitz functions on Rd. In Proposition 2.2 below, we provide a
relation between the bounded Lispchitz distance and the discrete version of the modulated kinetic energy
(1.15). This key observation allows us to overcome the difficulties mentioned above.
1.4. Main results and Plan of the paper. We will first assume that the particle system (1.1), the
pressureless Euler-type equations (1.3), and the aggregation equations (1.4)–(1.5) have existence of smooth
enough solutions up to a fixed time T > 0. We postpone further discussion at the end of this subsection,
although we make precise now the assumptions needed on these solutions for our main results. For the
limiting hydrodynamic system (1.3), we need classical solutions in the following sense.
Definition 1.1. Let T > 0. We say that (ρ, u) is a classical solution to the equation (1.3) if the following
conditions are satisfied:
(i) ρ > 0 on Rd × [0, T ), ρ ∈ C([0, T ];P(Rd)) and u ∈ L∞(0, T ;W1,∞(Rd)),
(ii) (ρ, u) satisfies (1.3) pointwise.
Here P(Rd) denotes the set of probability measures in Rd.
Our first main result shows the rigorous passage from Newton’s equation (1.1) to pressureless Euler
equations (1.3) via the mean-field limit as N →∞.
Theorem 1.1. Let T > 0, ZN (t) = {(xi(t), vi(t))}Ni=1 be a solution to the particle system (1.1), and let
(ρ, u) be the unique classical solution of the pressureless Euler system with nonlocal interaction forces (1.3)
in the sense of Definition 1.1 up to time T > 0 with initial data (ρ0, u0). Then we have∫
Rd×Rd
|v − u(x, t)|2µNt (dx, dv) + d2BL(ρNt (·), ρ(·, t))
≤ C
(∫
Rd×Rd
|v − u0(x)|2µN0 (dx, dv) + d2BL(ρN0 , ρ0)
)
,
(1.16)
where C > 0 only depends on ‖u‖L∞∩Lip, ‖ψ‖L∞∩Lip, ‖∇xW‖W1,∞ , and T . In particular, if the intial data
for (1.1) and (1.3) are chosen such that the right hand side of the above inequality goes to zero as N →∞,
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then the following consequences hold∫
Rd
v µN (dv) =
1
N
N∑
i=1
vi δxi ⇀ ρu weakly in L
∞(0, T ∗;M(Rd)),
∫
Rd
(v ⊗ v)µN (dv) = 1
N
N∑
i=1
(vi ⊗ vi) δxi ⇀ ρu⊗ u weakly in L∞(0, T ∗;M(Rd)), and
µN ⇀ ρδu weakly in L
∞(0, T ∗;M(Rd))
as N →∞.
The main novelty of this first result resides in how to control the alignment terms via the modulated
energy combined with the bounded Lipschitz distance.
Remark 1.1 (Singular repulsive interaction). The previous result also applies to singular repulsive interac-
tion potentials. In particular, it holds for the Coulomb interaction potential on Rd given by
N (x) =

−|x|
2
for d = 1,
− 1
2π
log |x| for d = 2,
1
d(d− 2)αd
1
|x|d−2 for d ≥ 3,
and for Riez potentials in a sense to be specified in Subsection 2.3. In fact, the expected stability estimate
(1.16) can be formally substituted by∫
Rd×Rd
|v − u(x, t)|2µNt (dx, dv) +
∫
Rd
|∇xN ⋆ (ρNt − ρ)|2 dx+ d2BL(ρNt (·), ρ(·, t))
≤ C
(∫
Rd×Rd
|v − u0(x)|2µN0 (dx, dv) + d2BL(ρN0 , ρ0) +
∫
Rd
|∇N ⋆ (ρN0 − ρ0)|2 dx
)
,
where C > 0 only depends on ‖u‖L∞∩Lip, ‖ψ‖L∞∩Lip, and T and corresponding solutions to the particle and
the hydrodynamics system for W = N . However, the formal integration by parts leading to such expected
stability term for the interaction potential does not make sense due to the singularity of the Newtonian
potential. This has been recently solved in the recent breakthrough result in [59] by introducing a different
relative potential energy avoiding the diagonal terms.
Section 2 is devoted to the proof of Theorem 1.1 and the generalization to singular repulsive potentials
using [59] in its last subsection.
Our second main result is devoted to the asymptotic analysis for the particle system (1.1) under the small
inertia regime: εN → 0 as N →∞. By Theorem 1.1, we expect that for sufficiently large N ≫ 1, the system
(1.1) in the mean-field/small inertia limit can be well approximated by
∂tρ¯+∇x · (ρ¯u¯) = 0,
εN∂t(ρ¯u¯) + εN∇x · (ρ¯u¯⊗ u¯) = −γρ¯u¯− ρ¯∇xV − ρ¯∇xW ⋆ ρ¯+ ρ¯
∫
Rd
ψ(x− y)(u¯(y)− u¯(x)) ρ¯(y) dy.
At the formal level, since εN → 0 as N →∞, it follows from the momentum equations in the above system
that the hydrodynamic system (1.3) should be replaced by (1.4)–(1.5) as N → ∞. In order to apply our
strategy above, we rewrite the equations (1.4)–(1.5) as
∂tρ¯+∇x · (ρ¯u¯) = 0,
εN∂t(ρ¯u¯) + εN∇x · (ρ¯u¯⊗ u¯) = −γρ¯u¯− ρ¯∇xV − ρ¯∇xW ⋆ ρ¯
+ ρ¯
∫
Rd
ψ(x− y)(u¯(y)− u¯(x)) ρ¯(y) dy + εN ρ¯e¯,
(1.17)
where e¯ := ∂tu¯+ u¯ ·∇xu¯. We now introduce the needed notion of strong solution to the equation (1.4)–(1.5)
for our purposes.
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Definition 1.2. Let T ∈ (0,∞), we say that (ρ¯, u¯) is a strong solution to the equation (1.4)–(1.5) if the
following conditions are satisfied.
(i) ρ¯ ∈ C([0, T ];P(Rd)) and ρ¯ > 0 on Rd × [0, T ),
(ii) u¯ ∈ L∞(0, T ;W1,∞(Rd)) and ∂tu¯ ∈ L∞(Rd × (0, T )),
(iii) (ρ¯, u¯) satisfies (1.4)–(1.5) pointwise.
Remark 1.2. If V ≡ 0 and γ > 0 is sufficiently large, then we can check that ‖u¯‖L∞(0,T ;W1,∞) and ‖∂tu¯‖L∞
can be bounded from above by some constant, which depends only on ‖∇W‖W1,∞, ‖ψ‖W1,∞, ‖ρ¯‖L∞(0,T ;L1),
and γ. We refer to [22, Remark 2.5] for details. For general confinement potentials, we can also deal with
general strong solutions for compactly supported initial data since their support remains compact for all times.
We refer to [1, 12] for particular instances of these results.
We can now state our second main result related to a weak-strong stability estimate in the combined
mean-field/small inertia limit.
Theorem 1.2. Let T > 0 and d ≥ 1. Let ZN (t) = {(xi(t), vi(t))}Ni=1 be a solution to the particle system
(1.1), and let (ρ¯, u¯) be the unique strong solution of the aggregation-type equation (1.4)–(1.5) in the sense of
Definition 1.2 up to time T > 0 with the initial data ρ¯0. Suppose that the strength of damping γ > 0 is large
enough. Then we have
d2BL(ρ
N
t (·), ρ¯(·, t)) +
∫ t
0
∫
Rd×Rd
|v − u¯(x, s)|2µNs (dxdv) ds
≤ CεN
∫
Rd×Rd
|v − u¯0(x)|2µN0 (dxdv) + Cd2BL(ρN0 , ρ¯0) + Cε2N
and
1
εN
d2BL(ρ
N
t (·), ρ¯(·, t)) +
∫
Rd×Rd
|v − u¯(x, t)|2µNt (dxdv)
≤ C(1 + εN )
∫
Rd×Rd
|v − u¯0(x)|2µN0 (dxdv) +
C
εN
d2BL(ρ
N
0 , ρ¯0) + CεN
for all t ∈ [0, T ], where C > 0 is independent of εN and N but depending on ‖u¯‖L∞(0,T ;W1,∞), ‖∂tu¯‖L∞,
‖∇W‖W1,∞, ‖ψ‖W1,∞, and γ. In particular if the initial data satisfies∫
Rd×Rd
|v − u¯0(x)|2µN0 (dxdv) + dBL(ρN0 , ρ¯0) ≤ C0 εN (1.18)
for some C0 > 0 which is independent of εN , then we have
d2BL(ρ
N
t (·), ρ¯(·, t)) +
∫ t
0
∫
Rd×Rd
|v − u¯(x, s)|2µNs (dxdv) ds ≤ Cε2N
and ∫
Rd×Rd
|v − u¯(x, t)|2µNt (dxdv) ≤ CεN
for all t ∈ [0, T ], where C > 0 is as above.
Remark 1.3. By using the same argument as in Theorem 1.1, under the assumption (1.18) the following
consequences hold: ∫
Rd
v µN (dv) =
1
N
N∑
i=1
vi δxi ⇀ ρ¯u¯ weakly in L
∞(0, T ∗;M(Rd))
and
µN ⇀ ρ¯δu¯ weakly in L
∞(0, T ∗;M(Rd))
as N →∞.
Section 3 is devoted to the proof of Theorem 1.2 and the generalizations to singular repulsive potentials.
Finally, we complement these results by showing the existence of solutions to the particle system (1.1) in
Appendix A and the existence and uniqueness of strong solutions in the sense of Definition 1.1 for the
hydrodynamic system (1.3) in the final Section 4 of this paper.
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2. Mean-field limit: from Newton to pressureless Euler
In this section, we provide the details of the proof for Theorem 1.1. As mentioned before, one of our main
mathematical tools is the discrete version of the modulated kinetic energy EN (ZN (t)|U(t)) defined in (1.15).
2.1. Proof of Theorem 1.1: quantitative bound estimate. In this part, our main purpose is to give
the quantitative bound estimate of the discrete modulated kinetic energy EN (ZN (t)|U(t)).
Proposition 2.1. Let T > 0, ZN (t) = {(xi(t), vi(t))}Ni=1 be a solution to the particle system (1.1), and let
(ρ, u) be the unique classical solution of the pressureless Euler system with nonlocal interaction forces (1.3)
in the sense of Definition 1.1 up to time T > 0. Then we have
d
dt
EN (ZN (t)|U(t)) + 2γEN(ZN (t)|U(t)) + 1
N
N∑
i=1
ψ(xi − yi)|vi − u(xi)|2
≤ CEN (ZN (t)|U(t)) + Cd2BL(ρNt (·), ρ(·, t)),
(2.1)
where C > 0 is independent of N and γ.
Proof. By the notion of our classical solution, we obtain from the momentum equation in (1.3) that
∂t(u(xi(t), t)) = vi(t) · ∇xu(xi(t), t) + (∂tu)(xi(t), t)
= (vi(t)− u(xi(t), t)) · ∇xu(xi(t), t) − γu(xi(t))−∇xV (xi(t))− (∇xW ⋆ ρ)(xi)
+
∫
Rd
ψ(xi(t)− y)(u(y, t)− u(xi(t), t))ρ(y, t) dy.
Then using this and (1.1), we estimate the discrete modulated kinetic energy functional as
d
dt
EN (ZN (t)|U(t)) = 1
N
N∑
i=1
(u(xi(t), t)− vi(t)) · (∂tu(xi(t), t) + vi(t) · ∇xu(xi(t), t)− v˙i(t))
=
1
N
N∑
i=1
(u(xi(t), t)− vi(t)) · ((vi(t)− u(xi(t), t)) · ∇x)u(xi(t), t)
− γ
N
N∑
i=1
|u(xi(t), t)− vi(t)|2
− 1
N
N∑
i=1
(u(xi(t), t)− vi(t)) ·
(
(∇xW ⋆ ρ)(xi)− (∇xW ⋆ ρN )(xi)
)
+
1
N
N∑
i=1
(u(xi(t), t)− vi(t)) · F (xi(t), vi(t))
=:
4∑
i=1
Ii,
(2.2)
where
F (xi(t), vi(t)) :=
∫
Rd
ψ(xi(t)− y)(u(y, t)− u(xi(t), t))ρ(y, t) dy − 1
N
N∑
j=1
ψ(xi(t)− xj(t))(vj(t)− vi(t)).
Here I1 can be easily estimated as
I1 =
1
N
N∑
i=1
∇xu(xi(t), t) : (u(xi(t), t)− vi(t))⊗ (vi(t)− u(xi(t), t))
≤ ‖∇xu(·, t)‖L∞ 1
N
N∑
i=1
|u(xi(t), t) − vi(t)|2
= 2‖∇xu(·, t)‖L∞EN (ZN (t)|U(t)).
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By definition, we obtain I2 = −2γEN(ZN (t)|U(t)). We next estimate I3 as
I3 = − 1
N
N∑
i=1
(u(xi(t), t)− vi(t)) ·
(
(∇xW ⋆ ρ)(xi(t), t)− (∇xW ⋆ ρN )(xi(t), t)
)
=
1
N
N∑
i=1
(vi(t)− u(xi(t), t)) · (∇xW ⋆ (ρ− ρN ))(xi(t), t).
On the other hand, the fact ∇xW ∈ W1,∞ gives
‖(∇xW ⋆ (ρ− ρN ))(·, t)‖L∞ ≤ ‖∇xW‖W1,∞dBL(ρN , ρ),
and subsequently this asserts
I3 ≤ ‖∇xW‖W1,∞dBL(ρN , ρ)
(
1
N
N∑
i=1
|vi(t)− u(xi(t), t)|
)
≤ ‖∇xW‖W1,∞dBL(ρN , ρ)
(
1
N
N∑
i=1
|vi(t)− u(xi(t), t)|2
)1/2
= ‖∇xW‖W1,∞dBL(ρN , ρ)
√
EN (ZN (t)|U(t)).
For the estimate of I4, we note that
1
N
N∑
j=1
ψ(xi(t)− xj(t))(vj(t)− vi(t))
=
1
N
N∑
j=1
ψ(xi(t)− xj(t))(vj(t)− u(xj(t), t)) + 1
N
N∑
j=1
ψ(xi(t)− xj(t))(u(xj(t), t)− vi(t))
=: J1 + J2.
Then we rewrite J2 as
J2 =
∫
Rd
ψ(xi(t)− y)(u(y, t)− vi(t))ρN (y, t) dy.
This yields
I4 =
1
N
N∑
i=1
(u(xi)− vi) · 1
N
N∑
j=1
ψ(xi − xj)(u(xj)− vj)
+
1
N
N∑
i=1
(u(xi)− vi) ·
(∫
Rd
ψ(xi − y)(u(y)− u(xi))ρ(y) dy −
∫
Rd
ψ(xi − y)(u(y)− vi)ρN (y) dy
)
=: I14 + I
2
4 .
Here we can easily estimate I14 as
I14 ≤ ‖ψ‖L∞
(
1
N
N∑
i=1
(u(xi)− vi)
)2
≤ ‖ψ‖L∞ 1
N
N∑
i=1
|u(xi)− vi|2 = 2‖ψ‖L∞EN (ZN (t)|U(t)).
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Note that
1
N
N∑
i=1
∫
Rd
ψ(xi − y)(vi − u(xi))(ρN (y)− ρ(y)) · (u(y)− u(xi)) dy
=
1
N
N∑
i=1
∫
Rd
ψ(xi − y)(vi − u(xi))ρN (y) · (u(y)− u(xi)) dy
+ I24 −
1
N
N∑
i=1
∫
Rd
ψ(xi − y)(vi − u(xi))ρN (y) · (u(y)− vi) dy
= I24 +
1
N
N∑
i=1
ψ(xi − yi)|vi − u(xi)|2,
that is,
I24 =
1
N
N∑
i=1
∫
Rd
ψ(xi − y)(vi − u(xi))(ρN (y)− ρ(y)) · (u(y)− u(xi)) dy − 1
N
N∑
i=1
ψ(xi − yi)|vi − u(xi)|2.
On the other hand, we can estimate
1
N
N∑
i=1
∫
Rd
ψ(xi − y)(vi − u(xi))(ρN (y)− ρ(y)) · (u(y)− u(xi)) dy
=
1
N
N∑
i=1
(vi − u(xi)) ·
∫
Rd
ψ(xi − y)u(y)(ρN (y)− ρ(y)) dy
− 1
N
N∑
i=1
(vi − u(xi)) · u(xi)
∫
Rd
ψ(xi − y)(ρN (y)− ρ(y)) dy
=: K1 +K2,
where
|K1| ≤ 1
N
N∑
i=1
|vi − u(xi)|
∣∣∣∣∫
Rd
ψ(xi − y)u(y)(ρN (y)− ρ(y)) dy
∣∣∣∣
≤ ‖ψu‖L∞∩Lip 1
N
N∑
i=1
|vi − u(xi)| dBL(ρN , ρ)
≤ ‖ψu‖L∞∩Lip
(
1
N
N∑
i=1
|vi − u(xi)|2
)1/2
dBL(ρ
N , ρ)
≤ ‖ψu‖L∞∩Lip
√
2
√
EN (ZN (t)|U(t)) dBL(ρN , ρ).
Similarly, we also find
|K2| ≤ 1
N
N∑
i=1
|vi − u(xi)||u(xi)|
∣∣∣∣∫
Rd
ψ(xi − y)(ρN (y)− ρ(y)) dy
∣∣∣∣
≤ ‖u‖L∞‖ψ‖L∞∩Lip
√
2
√
EN (ZN (t)|U(t)) dBL(ρN , ρ).
Combining all of the above estimates, we have
d
dt
EN (ZN (t)|U(t)) + 2γEN(ZN (t)|U(t)) + 1
N
N∑
i=1
ψ(xi − yi)|vi − u(xi)|2
≤ 2 (‖∇xu(·, t)‖L∞ + ‖ψ‖L∞) EN (ZN (t)|U(t))
+
√
2 (‖ψu‖L∞∩Lip + ‖u(·, t)‖L∞‖ψ‖L∞∩Lip + ‖∇xW‖W1,∞)
√
EN (ZN (t)|U(t)) dBL(ρNt (·), ρ(·, t)).
This completes the proof. 
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Remark 2.1. We assumed that the communication weight ψ is nonnegative, which takes into account the
velocity alignment forces, however a similar bound estimate for the discrete kinetic energy EN to that in
Proposition 2.1 can be obtained. Indeed, if ψ can be negative, but bounded, then the third term on the left
hand side of (2.1) can be estimated as∣∣∣∣∣ 1N
N∑
i=1
ψ(xi − yi)|vi − u(xi)|2
∣∣∣∣∣ ≤ 2‖ψ‖L∞EN (ZN |U).
This yields
d
dt
EN (ZN (t)|U(t)) + 2γEN (ZN (t)|U(t)) ≤ CEN (ZN (t)|U(t)) + Cd2BL(ρNt (·), ρ(·, t)),
where C > 0 is independent of N and γ.
In order to close the estimate in Proposition 2.1, we need to estimate the bounded Lipschitz distance
between ρN and ρ. In the proposition below, we provide the relation between the bounded Lipschitz distance
and the discrete modulated kinetic energy.
Proposition 2.2. Let ρN and ρ be defined as above. Then we have
d2BL(ρ
N (·, t), ρ(·, t)) ≤ Cd2BL(ρN0 , ρ0) + C
∫ t
0
EN (ZN (s)|U(s)) ds,
where C > 0 depends only on ‖u‖L∞(0,T ;Lip) and T .
Proof. Consider a forward characteristics η = η(x, t) for the system (1.3) satisfying the following ODEs:
dη(x, t)
dt
= u(η(x, t), t) (2.3)
subject to the initial data: η(x, 0) = x ∈ Rd. The characteristic η is well-defined because of the Lipschitz
continuous regularity of u. Note that along the characteristic, the solution ρ can be written as the mild form:
ρ(η(x, t), t) = ρ0(x) exp
(
−
∫ t
0
(∇x · u)(η(x, s), s) ds
)
,
and thus we get
ρ0(x) = ρ(η(x, t), t) exp
(∫ t
0
(∇x · u)(η(x, s), s) ds
)
= ρ(η(x, t), t)det ((∇xη)(x, t)) .
This together with using the change of variables yields∫
Rd
φ(η(x, t))ρ0(x) dx =
∫
Rd
φ(η(x, t))ρ(η(x, t), t)det ((∇xη)(x, t)) dx =
∫
Rd
φ(x)ρ(x, t) dx (2.4)
for φ ∈ (L∞ ∩ Lip)(Rd). Moreover, we find from (2.3) that
|η(x, t) − η(y, t)| =
∣∣∣∣x− y + ∫ t
0
(u(η(x, s), s)− u(η(y, s), s)) ds
∣∣∣∣
≤ |x− y|+ ‖u‖Lip
∫ t
0
|η(x, s) − η(y, s)| ds,
(2.5)
and applying Gro¨nwall’s lemma to the above gives
|η(x, t) − η(y, t)| ≤ C|x− y|,
where C > 0 depends only on ‖u‖L∞(0,T ;Lip) and T , i.e., η is Lipschitz continuous in Rd. We also get
|xi(t)− η(x, t)| ≤ |xi(0)− x|+
∫ t
0
|vi(s)− u(η(x, s), s)| ds.
Here the second term on the right hand side of the above inequality can be estimated as∫ t
0
|vi(s)− u(η(x, s), s)| ds ≤
∫ t
0
|vi(s)− u(xi(s), s)| ds+
∫ t
0
|u(xi(s), s)− u(η(x, s), s)| ds
≤
∫ t
0
|vi(s)− u(xi(s), s)| ds+ ‖u‖Lip
∫ t
0
|xi(s)− η(x, s)| ds.
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Thus we get
|xi(t)− η(x, t)| ≤ |xi(0)− x|+
∫ t
0
|vi(s)− u(xi(s), s)| ds+ ‖u‖Lip
∫ t
0
|xi(s)− η(x, s)| ds,
and applying Gro¨nwall’s lemma to the above deduces
|xi(t)− η(x, t)| ≤ C|xi(0)− x|+ C
∫ t
0
|vi(s)− u(xi(s), s)| ds,
where C depends only on ‖u‖L∞(0,T ;Lip) and T . In particular, by taking x = xi(0), we get
|xi(t)− η(xi(0), t)| ≤ C
∫ t
0
|vi(s)− u(xi(s), s)| ds. (2.6)
Then for any φ ∈ (L∞ ∩ Lip)(Rd) we use (2.4) to estimate∣∣∣∣∫
Rd
φ(x)(ρN − ρ) dx
∣∣∣∣=
∣∣∣∣∣ 1N
N∑
i=1
φ(xi(t))−
∫
Rd
φ(η(x, t))ρ0 dx
∣∣∣∣∣
=
∣∣∣∣∣ 1N
N∑
i=1
(φ(xi(t))−φ(η(xi(0), t)))+ 1
N
N∑
i=1
φ(η(xi(0), t))−
∫
Rd
φ(η(x, t))ρ0 dx
∣∣∣∣∣
≤ 1
N
N∑
i=1
|φ(xi(t))− φ(η(xi(0), t))|+
∣∣∣∣∣ 1N
N∑
i=1
φ(η(xi(0), t))−
∫
Rd
φ(η(x, t))ρ0 dx
∣∣∣∣∣
=: L1 + L2.
(2.7)
For L1, we use the Lipschitz continuity together with (2.6) to obtain
L1 ≤ ‖φ‖Lip
N
N∑
i=1
|xi(t)− η(xi(0), t)| ≤ ‖φ‖Lip
N
∫ t
0
N∑
i=1
|vi(s)− u(xi(s), s)| ds
≤ ‖φ‖Lip
√
T
(∫ t
0
1
N
N∑
i=1
|vi(s)− u(xi(s), s)|2 ds
)1/2
= ‖φ‖Lip
√
T
(∫ t
0
EN (ZN (s)|U(s)) ds
)1/2
.
(2.8)
For the estimate of L2, we notice that
1
N
N∑
i=1
φ(η(xi(0), t)) =
∫
Rd
φ(η(x, t))ρN0 dx.
Using this identity, the Lipschitz estimate for η in (2.5), and the fact φ ∈ (L∞ ∩ Lip)(Rd), we find
L2 =
∣∣∣∣∫
Rd
φ(η(x, t))(ρN0 − ρ0) dx
∣∣∣∣ ≤ (‖φ‖L∞ + ‖φ‖Lip‖η‖Lip) dBL(ρN0 , ρ0). (2.9)
Putting (2.8) and (2.9) into (2.7) yields
dBL(ρ
N
t (·), ρ(·, t)) ≤ CdBL(ρN0 , ρ0) + C
(∫ t
0
EN (ZN (s)|U(s)) ds
)1/2
for 0 ≤ t ≤ T , where C > 0 depends only on ‖u‖L∞(0,T ;Lip) and T . 
Proof of Theorem 1.1. Applying Gro¨nwall’s lemma and Young’s inequality to the differential inequality in
Proposition 2.1 yields
EN (ZN (t)|U(t)) ≤ CEN (ZN0 |U0) + C
∫ t
0
d2BL(ρ
N
s (·), ρ(·, s)) ds,
where C > 0 is independent of N . We then use Proposition 2.2 to have
EN (ZN (t)|U(t)) + d2BL(ρNt (·), ρ(·, t)) ≤CEN (ZN0 |U0) + Cd2BL(ρN0 , ρ0)
+ C
∫ t
0
d2BL(ρ
N
s (·), ρ(·, s)) ds + C
∫ t
0
EN (ZN (s)|U(s)) ds.
We finally apply Gro¨nwall’s to the above to conclude the desired result. 
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2.2. Proof of Theorem 1.1: convergence estimates. In this part, we provide the details on the proof
for convergences appeared in Theorem 1.1. For this, it suffices to prove the following lemma.
Lemma 2.1. (i) Convergence of local moment:
dBL
(∫
Rd
v µN (dv), ρu
)
≤
(∫
Rd×Rd
|v − u(x)|2µN (dxdv)
)1/2
+ CdBL(ρ
N , ρ).
(ii) Convergence of local energy:
dBL
(∫
Rd
(v ⊗ v)µN (dv), ρu⊗ u
)
≤
∫
Rd×Rd
|v − u(x)|2µN (dxdv) + C
(∫
Rd×Rd
|v − u(x)|2µN (dxdv)
)1/2
+ CdBL(ρ
N , ρ).
(iii) Convergence of empirical measure:
d2BL(µ
N , ρδu) ≤ C
∫
Rd×Rd
|v − u(x)|2 µN (dxdv) + Cd2BL(ρN , ρ).
Here C > 0 is independent of N .
Proof. (i) For any φ ∈ (L∞ ∩ Lip)(Rd), we get∣∣∣∣∫
Rd
φ(x)
(∫
Rd
v µN (x, dv) − (ρu)(x)
)
dx
∣∣∣∣
=
∣∣∣∣∫
Rd×Rd
φ(x)(v − u(x))µN (dxdv) +
∫
Rd
φ(x)u(x)(ρN (x)− ρ(x)) dx
∣∣∣∣
≤ ‖φ‖L∞
(∫
Rd×Rd
|v − u(x)|µN (dxdv)
)
+ ‖φu‖L∞∩Lip dBL(ρN , ρ)
≤ ‖φ‖L∞
(∫
Rd×Rd
|v − u(x)|2 µN (dxdv)
)1/2
+ (‖φ‖L∞‖u‖L∞ + ‖φ‖L∞‖u‖Lip + ‖u‖L∞‖φ‖Lip) dBL(ρN , ρ).
(ii) Adding and subtracting, we notice that
∫
Rd
(v ⊗ v)µN (dv)− ρu⊗ u =
∫
Rd
(v − u)⊗ (v − u)µN (dv) + u⊗
(∫
Rd
vµN (dv) − ρu
)
+
(∫
Rd
vµN (dv)− ρu
)
⊗ u+ (ρ− ρN )u⊗ u.
This yields for φ ∈ (L∞ ∩ Lip)(Rd)∣∣∣∣∫
Rd
φ(x)
(∫
Rd
(v ⊗ v)µN (dv)− (ρu)(x) ⊗ u(x)
)
dx
∣∣∣∣
≤ ‖φ‖L∞
∫
Rd×Rd
|v − u|2 µN (dxdv) + 2‖φu‖L∞∩Lip dBL
(∫
Rd
v µN (dv), ρu
)
+ ‖φ|u|2‖L∞∩Lip dBL(ρN , ρ).
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(iii) For any ϕ ∈ (L∞ ∩ Lip)(Rd × Rd), we find∣∣∣∣∫
Rd×Rd
ϕ(x, v)
(
µN (dxdv) − ρ(x)dx ⊗ δu(x)(dv)
)∣∣∣∣
=
∣∣∣∣∫
Rd×Rd
ϕ(x, v)µN (dxdv) −
∫
Rd
ϕ(x, u(x))ρ(x) dx
∣∣∣∣
=
∣∣∣∣∫
Rd×Rd
(ϕ(x, v) − ϕ(x, u(x)))µN (dxdv) +
∫
Rd
ϕ(x, u(x))(ρN − ρ)(x) dx
∣∣∣∣
≤ ‖ϕ‖Lip
∫
Rd×Rd
|v − u(x)|µN (dxdv) + (‖ϕ‖L∞ + ‖ϕ‖Lip‖u‖Lip)dBL(ρN , ρ)
≤ C
(∫
Rd×Rd
|v − u(x)|2 µN (dxdv)
)1/2
+ CdBL(ρ
N , ρ).

2.3. Singular interaction potential cases: Coulomb and Riesz potentials. In this part, we discuss
the singular interaction potentials. Let d ≥ 1 and consider a potential W˜ has the form of
W˜ (x) = |x|−α max{d− 2, 0} ≤ α < d ∀ d ≥ 1 (2.10)
or
W˜ (x) = − log |x| for d = 1 or 2. (2.11)
Note that the case α = d − 2 with d ≥ 3 or (2.11) with d = 2 corresponds to the Coulomb potential, and
the other cases are called Riesz potentials. With these types of singular potentials, in a recent work [59],
the quantitative mean-field limit from the particle system (1.1) to the pressureless Euler-type system when
γ = 0, V ≡ 0 and ψ ≡ 0. More precisely, in [59], the following modulated free energy is employed to measure
the error between particle and continuum systems:
FN (ZN (t)|U(t)) := 1
2
∫
Rd×Rd\∆
W˜ (x − y)(ρN − ρ)(x)(ρN − ρ)(y) dxdy,
where ∆ denotes the diagonal in Rd × Rd.
Theorem 2.1. Let T > 0 and ZN (t) = {(xi(t), vi(t))}Ni=1 be a solution to the particle system (1.1), and let
(ρ, u) be the unique classical solution of the pressureless Euler system (1.3) with nonlocal interaction forces
W˜ , which is appeared in (2.10) or (2.11), instead of W up to time T > 0 with initial data (ρ0, u0). Assume
that the classical solution (ρ, u) satisfies ρ ∈ L∞(0, T ; (P ∩ L∞)(Rd)) and u ∈ L∞(0, T ;W1,∞(Rd)). In the
case s ≥ d − 1, we further assume that ρ ∈ L∞(0, T ; Cσ(Rd)) for some σ > α − d + 1. Then there exists
β < 2 such that∫
Rd×Rd
|v − u(x, t)|2 µNt (dxdv) + d2BL(ρNt (·), ρ(·, t)) +
∫
Rd×Rd\∆
W˜ (x− y)(ρN − ρ)(x)(ρN − ρ)(y) dxdy
≤ C
∫
Rd×Rd
|v − u0(x)|2 µN0 (dxdv) + Cd2BL(ρN0 , ρ0)
+ C
∫
Rd×Rd\∆
W˜ (x − y)(ρN0 − ρ0)(x)(ρN0 − ρ0)(y) dxdy + CNβ−2,
(2.12)
where C > 0 is independent of N .
Remark 2.2. If the interaction potential W is singular at the origin, then the term related to W in (1.1)
should be replaced by 1N
∑
j:j 6=i∇xW (xi − xj) since W (0) can not be well defined. This is why the diagonal
∆ is excluded in the integration in the modulated potential energy.
Remark 2.3. If the right hand side of (2.12) converges to zero as N → ∞, then we also have the same
convergence estimates in Theorem 1.1.
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Proof of Theorem 2.1. For the proof, we only need to reestimate I3 term in the proof of Proposition 2.1.
Although this proof is almost the same with that of [59], we provide the details here for the completeness of
our work. Let us denote by
I := − 1
N
N∑
i=1
∫
Rd
(u(xi(t), t) − vi(t)) · ∇xW˜ (xi(t)− y)ρ(y, t) dy
+
1
N2
∑
i6=j
(u(xi(t), t)− vi(t)) · ∇xW˜ (xi(t)− xj(t)).
On the other hand, we find
d
dt
FN (ZN (t)|U(t)) = 1
2
d
dt
 1
N2
∑
i6=j
W˜ (xi − xj)
 − d
dt
(
1
N
N∑
i=1
∫
Rd
W˜ (xi − y)ρ(y) dy
)
+
1
2
d
dt
(∫
Rd×Rd
W˜ (x− y)ρ(x)ρ(y) dxdy
)
=
1
N2
∑
i6=j
∇xW˜ (xi − xj) · vi − 1
N
N∑
i=1
∫
Rd
∇xW˜ (xi − y) · viρ(y) dy
− 1
N
N∑
i=1
∫
Rd
∇xW˜ (xi − y) · (ρu)(y) dy +
∫
Rd×Rd
∇xW˜ (x− y)(ρu)(x)ρ(y) dxdy.
Here we used
∇xW (−x) = −∇xW (x) for x ∈ Rd \ {0}. (2.13)
This implies
I := −1
2
d
dt
∫
Rd×Rd\∆
W˜ (x− y)(ρN − ρ)(x)(ρN − ρ)(y) dxdy
+
1
N2
∑
i6=j
u(xi) · ∇xW˜ (xi − xj)− 1
N
N∑
i=1
∫
Rd
∇xW˜ (xi − y) · (u(xi)− u(y))ρ(y) dy
+
∫
Rd×Rd
∇xW˜ (x− y)(ρu)(x)ρ(y) dxdy.
We next use (2.13) to get
1
N2
∑
i6=j
u(xi) · ∇xW˜ (xi − xj) = 1
2
1
N2
∑
i6=j
(u(xi)− u(xj)) · ∇xW˜ (xi − xj)
and ∫
Rd×Rd
∇xW˜ (x− y)(ρu)(x)ρ(y) dxdy = 1
2
∫
Rd×Rd
∇xW˜ (x− y) (u(x)− u(y)) ρ(x)ρ(y) dxdy.
Thus we obtain
I := −1
2
d
dt
∫
Rd×Rd\∆
W˜ (x− y)(ρN − ρ)(x)(ρN − ρ)(y) dxdy
+
1
2
∫
Rd×Rd\∆
(u(x)− u(y)) · ∇xW˜ (x− y)(ρN − ρ)(x)(ρN − ρ)(y) dxdy.
This together with the estimates in Proposition 2.1 yields
d
dt
(EN (ZN (t)|U(t))+FN (ZN (t)|U(t)))+ 2γEN (ZN (t)|U(t)) + 1
N
N∑
i=1
ψ(xi − yi)|vi − u(xi)|2
≤ CEN (ZN (t)|U(t)) + Cd2BL(ρN , ρ)
+
1
2
∫
Rd×Rd\∆
(u(x)− u(y)) · ∇xW˜ (x− y)(ρN − ρ)(x)(ρN − ρ)(y) dxdy.
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We then apply [59, Proposition 1.1] to have that the last term on the right hand side of the above inequality
can be bounded from above by
CFN (ZN (t)|U(t)) + CNβ−2
for some β < 2, where C > 0 is independent of N . Applying the Gro¨nwall’s lemma to the resulting inequality
concludes the desired result. 
3. Combined Small inertia & mean field limits: from Newton to Aggregation
3.1. Proof of Theorem 1.2. We first start with the case of smooth interaction potentials as in previous
section and apply a similar strategy to the proof of Proposition 2.1 to the system (1.17). Then we get
d
dt
EN (ZN (t)|U¯ (t)) =: 1
εN
(
4∑
i=1
I¯i
)
+ I¯5,
where I¯i, i = 1, 2, 3, 4 are the terms Ii, i = 1, 2, 3, 4 in (2.2) with replacing (ρ, u) by (ρ¯, u¯), and I¯5 is given by
I¯5 :=
1
N
N∑
i=1
(u¯(xi)− vi) · e¯.
This can be simply estimated as
|I¯5| ≤ ‖e¯‖L∞ 1
N
N∑
i=1
|u¯(xi)− vi| ≤ C
εN
1
N
N∑
i=1
|u¯(xi)− vi|2 + CεN ≤ C
εN
EN (ZN (t)|U¯(t)) + CεN .
where C > 0 depends only ‖e¯‖L∞ , independent of N and εN . For the rest, we employ almost the same
arguments as before to have
1
εN
(
4∑
i=1
I¯i
)
≤ − 2γ
εN
EN (ZN (t)|U¯(t))− 1
εNN
N∑
i=1
ψ(xi − yi)|vi − u¯(xi)|2
+
C
εN
EN (ZN (t)|U¯(t)) + Cd2BL(ρNt (·), ρ(·, t)),
where C > 0 is independent of N , εN , and γ > 0. This yields
d
dt
EN (ZN (t)|U¯(t)) + 2γ − C
εN
EN (ZN (t)|U¯ (t)) ≤ C
εN
d2BL(ρ
N
t (·), ρ(·, t)) + CεN , (3.1)
where C > 0 is independent of N , εN , and γ > 0. On the other hand, by Proposition 2.2, we can bound the
first term on the right hand side of the above inequality from above by
C
εN
d2BL(ρ
N
0 , ρ¯0) +
C
εN
∫ t
0
EN (ZN (s)|U¯(s)) ds,
where C > 0 is independent of N , εN , and γ > 0. This together with integrating (3.1) in time implies
EN (ZN (t)|U¯ (t)) + 2γ − C
εN
∫ t
0
EN (ZN (s)|U¯(s)) ds+ 1
εNN
N∑
i=1
∫ t
0
ψ(xi(s)− yi(s))|vi(s)− u¯(xi(s), s)|2 ds
≤ EN (ZN0 |U¯0) +
C
εN
d2BL(ρ
N
0 , ρ¯0) + CεN .
We finally apply Gro¨nwall’s lemma to conclude the desired result in Theorem 1.2.
3.2. Singular interaction potential cases. Similarly as before, Theorem 1.2 can be also easily extended
to the case with Coulomb or Riesz potentials W˜ defined in (2.10) or (2.11). More specifically, we have the
following theorem.
Theorem 3.1. Let T > 0 and ZN (t) = {(xi(t), vi(t))}Ni=1 be a solution to the particle system (1.1), and let
(ρ¯, u¯) be the unique strong solution of the aggregation-type equation (1.4)–(1.5) with W˜ , which is appeared
in (2.10) or (2.11), instead of W , in the sense of Definition 1.2 up to time T > 0 with the initial data ρ¯0.
Suppose that the strength of damping γ > 0 is large enough and (ρ¯, u¯) satisfies ρ¯ ∈ L∞(Rd × (0, T )). We
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further assume that ρ¯ ∈ L∞(0, T ; Cσ(Rd)) for some σ > α − d + 1 in the case s ≥ d − 1. Then there exists
β < 2 such that
d2BL(ρ
N
t (·), ρ¯(·, t)) +
∫
Rd×Rd\∆
W˜ (x− y)(ρN − ρ¯)(x)(ρN − ρ¯)(y) dxdy
+
∫ t
0
∫
Rd×Rd
|v − u¯(x, s)|2µNs (dxdv) ds
≤ Cd2BL(ρN0 , ρ¯0) + C
∫
Rd×Rd\∆
W˜ (x− y)(ρN0 − ρ¯0)(x)(ρN0 − ρ¯0)(y) dxdy
+ CεN
∫
Rd×Rd
|v − u¯0(x)|2µN0 (dxdv) + Cε2N + CNβ−2
and
1
εN
d2BL(ρ
N
t (·), ρ¯(·, t)) +
1
εN
∫
Rd×Rd\∆
W˜ (x − y)(ρN − ρ¯)(x)(ρN − ρ¯)(y) dxdy
+
∫
Rd×Rd
|v − u¯(x, t)|2µNt (dxdv)
≤ C
εN
d2BL(ρ
N
0 , ρ¯0) +
C
εN
∫
Rd×Rd\∆
W˜ (x− y)(ρN0 − ρ¯0)(x)(ρN0 − ρ¯0)(y) dxdy
+ C(1 + εN )
∫
Rd×Rd
|v − u¯0(x)|2µN0 (dxdv) + CεN + C
Nβ−2
εN
for all t ∈ [0, T ], where C > 0 is independent of εN and N . In particular if∫
Rd×Rd
|v − u¯0(x)|2µN0 (dxdv) ≤ CεN
and
d2BL(ρ
N
0 , ρ¯0) +
∫
Rd×Rd\∆
W˜ (x− y)(ρN0 − ρ¯0)(x)(ρN0 − ρ¯0)(y) dxdy ≤ Cε2N
for some C > 0 which is independent of εN , then we have
d2BL(ρ
N
t (·), ρ¯(·, t)) +
∫
Rd×Rd\∆
W˜ (x− y)(ρN − ρ¯)(x)(ρN − ρ¯)(y) dxdy ≤ Cε2N + CNβ−2
and ∫
Rd×Rd
|v − u¯(x, t)|2µNt (dxdv) ≤ CεN + C
Nβ−2
εN
for all t ∈ [0, T ], where C > 0 is independent of εN and N .
4. Local Cauchy problem for pressureless Euler equations with nonlocal forces
In order to make the analysis for the mean-field limit from the particle system (1.1) to the pressureless
Euler-type equations (1.3) fully rigorous, we need to have the existence of solutions for both systems. As
mentioned in Introduction, we postpone the existence theory for the particle system (1.1) in Appendix A,
and here we provide local-in-time existence and uniqueness of classical solutions for the system (1.3). For
the reader’s convenience, let us recall our limiting system:
∂tρ+∇x · (ρu) = 0, (x, t) ∈ Rd × R+,
∂t(ρu) +∇x · (ρu⊗ u) = −ρu− ρ∇xV − ρ∇xW ⋆ ρ
+ ρ
∫
Rd
ψ(x− y)(u(y)− u(x)) ρ(y) dy,
(4.1)
with the initial data:
(ρ(x, t), u(x, t))|t=0 =: (ρ0(x), u0(x)), x ∈ Rd.
Here we set the coefficient of linear damping γ = 1.
We first introduce the exact notion of strong solution to the system (4.1) that we will deal with.
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Definition 4.1. Let s > d/2 + 1. For given T ∈ (0,∞), the pair (ρ, u) is a strong solution of (4.1) on the
time interval [0, T ] if and only if the following conditions are satisfied:
(i) ρ ∈ C([0, T ];Hs(Rd)), u ∈ C([0, T ];Lip(Rd) ∩ L2loc(Rd)), and ∇2xu ∈ C([0, T ];Hs−1(Rd)),
(ii) (ρ, u) satisfy the system (4.1) in the sense of distributions.
Notice that due to the choice of s in the previous definition, these strong solutions are also classical
solutions to (4.1) in the sense of Definition 1.1. Our main result of this section is the following local Cauchy
problem for the system (4.1).
Theorem 4.1. Let s > d/2+1 and R > 0. Suppose that the confinement potential V is given by V = |x|2/2,
the interaction potential ∇xW ∈ (W1,1 ∩W1,∞)(Rd), and the communication weight function ψ satisfies
ψ ∈ C1c (Rd) and supp(ψ) ⊆ B(0, R), (4.2)
where B(0, R) ⊂ Rd denotes a ball of radius R centered at the origin. For any N < M , there is a positive
constant T ∗ depending only on R, N , and M such that if ρ0 > 0 on R
d and
‖ρ0‖Hs + ‖u0‖L2(B(0,R)) + ‖∇xu0‖L∞ + ‖∇2xu0‖Hs−1 < N,
then the Cauchy problem (4.1) has a unique strong solution (ρ, u), in the sense of Definition 4.1, satisfying
sup
0≤t≤T∗
(‖ρ(·, t)‖Hs + ‖u(·, t)‖L2(B(0,R)) + ‖∇xu(·, t)‖L∞ + ‖∇2xu(·, t)‖Hs−1) ≤M.
Remark 4.1. The assumption on the communication weight function (4.2) implies ψ ∈ W1,p(Rd) for any
p ∈ [1,∞].
Remark 4.2. The L2-norm of u on the ball is introduced due to the confinement potential V . In fact, if we
ignore the confinement potential V in the momentum equation in (4.1), then under the following assumption
on the initial data
‖ρ0‖Hs + ‖u0‖Hs+1 < N,
we have the unique strong solution (ρ, u) to the system (4.1) satisfying
sup
0≤t≤T∗
(‖ρ(·, t)‖Hs + ‖u(·, t)‖Hs+1) ≤M.
4.1. Linearized system. In this part, we construct approximate solutions (ρn, un) for the system (4.1) and
provide some uniform bound estimates of it.
Let us first take the initial data as the zeroth approximation:
(ρ0(x, t), u0(x, t)) = (ρ0(x), u0(x)), (x, t) ∈ Rd × R+.
We next suppose that the nth approximation (ρn, un) with n ≥ 1 is given. Then we define the (n + 1)th
approximation (ρn+1, un+1) as a solution to the following linear system.
∂tρ
n+1 + un · ∇ρn+1 + ρn+1∇ · un = 0, (x, t) ∈ Rd × R+,
ρn+1∂tu
n+1 + ρn+1un · ∇un+1 = −ρn+1un+1 − ρn+1(∇xV +∇xW ⋆ ρn+1)
+ ρn+1
∫
Rd
ψ(x− y)(un(y)− un(x))ρn+1(y) dy,
(4.3)
with the initial data
(ρn(x, 0), un(x, 0)) = (ρ0(x), u0(x)) for all n ≥ 1, x ∈ Rd.
Let us introduce a solution space Ys,R(T ) with s > d/2 + 1 as
Ys,R(T ) :=
{
(ρ, u) : ρ ∈ C([0, T ];Hs(Rd)), u ∈ C([0, T ];L2(B(0, R))) ∩ C([0, T ]; W˙1,∞(Rd)),
∇2xu ∈ C([0, T ];Hs−1(Rd))
}
.
Then by the standard linear solvability theory [53], for any T > 0 we have that the approximation {(ρn, un)}∞n=0 ⊂
Ys,R(T ) is well-defined.
For notational simplicity, in the rest of this section, we drop x-dependence of the differential operator ∇x.
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Proposition 4.1. Suppose that the initial data (ρ0, u0) satisfies ρ0 > 0 on R
d and
‖ρ0‖Hs + ‖u0‖L2(B(0,R)) + ‖∇u0‖L∞ + ‖∇2u0‖Hs−1 < N,
and let (ρn, un) be a sequence of the approximate solutions of (4.3) with the initial data (ρ0, u0). Then for
any N < M , there exists T ∗ > 0 such that
sup
n≥0
sup
0≤t≤T∗
(‖ρn(·, t)‖Hs + ‖un(·, t)‖L2(B(0,R)) + ‖∇un(·, t)‖L∞ + ‖∇2un(·, t)‖Hs−1) ≤M.
Proof. For the proof, we use the inductive argument. Since we take the initial data for the first iteration
step, it is clear to find
sup
0≤t≤T
(‖ρ0(·, t)‖Hs + ‖u0(·, t)‖L2(B(0,R)) + ‖∇u0(·, t)‖L∞ + ‖∇2u0(·, t)‖Hs−1)
= ‖ρ0‖Hs + ‖u0‖L2(B(0,R)) + ‖∇u0‖L∞ + ‖∇2u0‖Hs−1 < N < M.
We now suppose that
sup
0≤t≤T0
(‖ρn(·, t)‖Hs + ‖un(·, t)‖L2(B(0,R)) + ‖∇un(·, t)‖L∞ + ‖∇2un(·, t)‖Hs−1) ≤M
for some T0 > 0. In the rest of the proof, upon mollifying if necessary we may assume that the communication
weight function ψ is smooth. Since this proof is a rather lengthy, we divide it into four steps:
• In Step A, we provide the positivity and Hs(Rd)-estimate of ρn+1:
ρn+1(x, t) > 0 ∀ (x, t) ∈ Rd × [0, T ] and ‖ρn+1(·, t)‖Hs ≤ ‖ρ0‖HseCMt
for t ≤ T0, where C > 0 is independent of n.
• In Step B, we show W˙1,∞(Rd)-estimate and L2(B(0, R))-estimate of un+1:
‖∇un+1(·, t)‖L∞ + ‖un+1(·, t)‖L2(B(0,R)) ≤ ‖∇u0‖L∞e(CM−1)t + ‖u0‖L2(B(0,R)) + E(t)
for t ≤ T0, where C > 0 is independent of n, and E : [0, T0] → [0,∞) is continuous on [0, T0]
satisfying E(t)→ 0 as t→ 0+.
• In Step C, we estimate the higher order derivative of un+1:
‖∇2un+1‖Hs−1 ≤ ‖∇2u0‖Hs−1eCMt + E(t)
for t ≤ T0, where C > 0 is independent of n, and E satisfies the same property as in Step B.
• In Step D, we finally combine all of the estimates in Steps A, B, & C to conclude our desired result.
Step A.- We first show the positivity of ρn+1. Consider the following characteristic flow ηn+1 associated
to the fluid velocity un by
∂tη
n+1(x, t) = un(ηn+1(x, t), t) for t > 0 (4.4)
with the initial data ηn+1(x, 0) = x ∈ Rd. Since un is globally Lipschitz, the characteristic equations (4.4)
are well-defined. Then by using the method of characteristics, we obtain
∂tρ
n+1(ηn+1(x, t), t) = −ρn+1(ηn+1(x, t), t)(∇ · u)(ηn+1(x, t), t),
and applying Gro¨nwall’s lemma yields
ρn+1(ηn+1(x, t), t) = ρ0(x) exp
(
−
∫ t
0
(∇ · u)(ηn+1(x, τ), τ) dτ
)
≥ ρ0(x)e−MT0 > 0.
We next estimate Hs-norm of ρn+1. We first easily find
d
dt
‖ρn+1‖2L2 ≤ C‖∇un‖L∞‖ρn+1‖2L2 ≤ CM‖ρn+1‖2L2 ,
d
dt
‖∇ρn+1‖2L2 ≤ C‖∇un‖L∞‖∇ρn+1‖2L2 + C‖∇2un‖L2‖ρn+1‖L∞‖∇ρn+1‖L2 ≤ CM‖ρn+1‖Hs‖∇ρn+1‖L2,
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and
1
2
d
dt
∫
Rd
|∇kρn+1|2 dx
= −
∫
Rd
∇kρn+1 · (un · ∇k+1ρn+1) dx−
∫
Rd
∇kρn+1 · (∇k(∇ρn+1 · un)− un · ∇k+1ρn+1) dx
−
∫
Rd
∇ρn+1 · (∇k(∇ · un))ρn+1 dx−
∫
Rd
∇kρn+1 · (∇k(ρn+1∇ · un)− ρ∇k(∇ · un)) dx
=:
4∑
i=1
Ii
for 2 ≤ k ≤ s. Here we use Moser-type inequality to estimate Ii, i = 1, · · · , 4 as
I1 ≤ ‖∇un‖L∞‖∇kρn+1‖2L2 ≤ CM‖∇kρn+1‖2L2 ,
I2 ≤ ‖∇k(∇ρn+1 · un)− un · ∇k+1ρn+1‖L2‖∇kρn+1‖L2
≤ C (‖∇kun‖L2‖∇ρn+1‖L∞ + ‖∇un‖L∞‖∇kρn+1‖L2) ‖∇kρn+1‖L2
≤ CM‖∇ρn+1‖Hs−1‖∇kρn+1‖L2 ,
I3 ≤ ‖ρn+1‖L∞‖∇kρn+1‖L2‖∇k+1un‖L2 ≤ CM‖ρn+1‖Hs‖∇kρn+1‖L2 ,
I4 ≤ ‖∇k(ρn+1∇ · un)− ρn+1∇k(∇ · un)‖L2‖∇kρn+1‖L2
≤ C (‖∇kρn+1‖L2‖∇un‖L∞ + ‖∇ρn+1‖L∞‖∇kun‖L2) ‖∇kρn+1‖L2
≤ CM‖∇ρn+1‖Hs−1‖∇kρn+1‖L2 .
Combining all of the above estimates entails
d
dt
‖ρn+1‖Hs ≤ CM‖ρn+1‖Hs , i.e., ‖ρn+1(·, t)‖Hs ≤ ‖ρ0‖HseCMt, (4.5)
for t ≤ T0, where C > 0 is independent of n.
Step B.- Due to the positivity of ρn+1, it follows from the momentum equation in (4.3) that un+1 satisfies
∂tu
n+1 + un · ∇un+1 = −un+1 −∇V −∇W ⋆ ρn+1 +
∫
Rd
ψ(x− y)(un(y)− un(x))ρn+1(y) dy. (4.6)
Taking the differential operator ∇ to (4.6) gives
∂t∇un+1 + un · ∇2un+1 = −∇un∇un+1 −∇un+1 − Id −∇W ⋆∇ρn+1
+
∫
Rd
(un(y)− un(x)) ⊗∇xψ(x− y)ρn+1(y) dy
−∇un
∫
Rd
ψ(x − y)ρn+1(y) dy,
(4.7)
where we used ∇V = x and Id denotes the n× n identity matrix. Note that
|∇un∇un+1| ≤M‖∇un+1(·, t)‖L∞
and
‖∇W ⋆∇ρn+1‖L∞ ≤ ‖∇W‖L2‖∇ρn+1‖L2.
We also estimate the last terms on the right hand side of (4.7) as∣∣∣∣∫
Rd
(un(y)− un(x))⊗∇xψ(x − y)ρn+1(y) dy
∣∣∣∣ ≤ ∫
|x−y|≤R
|un(y)− un(x)||∇xψ(x − y)|ρn+1(y) dy
≤ ‖∇un‖L∞
∫
|x−y|≤R
|y − x||∇xψ(x− y)|ρn+1(y) dy
≤ ‖∇un‖L∞R‖∇ψ‖L2‖ρn+1‖L2
≤ CM‖ψ‖L2‖ρn+1‖L2
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and ∣∣∣∣∇un ∫
Rd
ψ(x− y)ρn+1(y) dy
∣∣∣∣ ≤ ‖∇un‖L∞‖ψ‖L2‖ρn+1‖L2 ≤ CM‖ψ‖L2‖ρn+1‖L2.
These estimates together with integrating (4.7) along the characteristic flow ηn+1 implies
et‖∇un+1(·, t)‖L∞ ≤ ‖∇u0‖L∞ + CM
∫ t
0
eτ‖∇un+1(·, τ)‖L∞ dτ + C(1 +M)
∫ t
0
eτ‖ρn+1(·, τ)‖Hs dτ.
By using Gro¨nwall’s lemma, we obtain
et‖∇un+1(·, t)‖L∞ ≤ ‖∇u0‖L∞eCMt + C(1 +M)
∫ t
0
eτ‖ρn+1(·, τ)‖Hs dτ
+ CM(1 +M)eCMt
∫ t
0
e−CMξ
∫ ξ
0
eτ‖ρn+1(·, τ)‖Hs dτdξ.
This together with (4.5) asserts
‖∇un+1(·, t)‖L∞ ≤ ‖∇u0‖L∞e(CM−1)t + E1(t), (4.8)
where E1 : [0, T0]→ [0,∞) is continuous on [0, T0] satisfying E1(t)→ 0 as t→ 0+.
For the L2-estimate of un+1 on B(0, R), we multiply (4.6) by un+1 and integrate it over B(0, R) to yield
1
2
d
dt
∫
B(0,R)
|un+1|2 dx =
∫
B(0,R)
un+1 · (−un · ∇un+1 − un+1 −∇V −∇W ⋆ ρn+1) dx
+
∫
B(0,R)
un+1 ·
(∫
Rd
ψ(x− y)(un(y)− un(x))ρn+1(y) dy
)
dx
≤ ‖∇un+1‖L∞‖un‖L2(B(0,R))‖un+1‖L2(B(0,R)) − ‖un+1‖2L2(B(0,R))
+R‖un+1‖L1(B(0,R)) + C(‖ρn+1‖L2 + ‖ρn+1‖L∞)‖un+1‖L1(B(0,R))
+ ‖∇un‖L∞R‖ψ‖L2‖ρn+1‖L2‖un+1‖L1(B(0,R)).
Here we used∣∣∣∣∫
Rd
ψ(x− y)(un(y)− un(x))ρn+1(y) dy
∣∣∣∣ ≤ ∫
|x−y|≤R
ψ(x − y)|un(y)− un(x)|ρn+1(y) dy
≤ ‖∇un‖L∞
∫
|x−y|≤R
ψ(x − y)|x− y|ρn+1(y) dy
≤ ‖∇un‖L∞R‖ψ‖L2‖ρn+1‖L2 .
Thus we obtain
d
dt
‖un+1‖L2(B(0,R)) ≤ CM‖∇un+1‖L∞ + C(1 + (1 +M)‖ρn+1‖Hs),
where C > 0 depends only on R and ‖ψ‖L2. Integrating this over [0, t] with t ≤ T0 and using the estimates
(4.5) and (4.8) imply
‖un+1‖L2(B(0,R)) ≤ ‖u0‖L2(B(0,R)) + E2(t), (4.9)
where E2 : [0, T0]→ [0,∞) is continuous on [0, T0] satisfying E2(t)→ 0 as t→ 0+.
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Step C.- For 2 ≤ k ≤ s+ 1, we find
1
2
d
dt
∫
Rd
|∇kun+1|2 dx
= −
∫
Rd
∇kun+1 · (un · ∇k+1un+1) dx−
∫
Rd
∇ku · (∇k(un · ∇un+1)− un · ∇k+1un+1) dx
−
∫
Rd
|∇kun+1|2 dx−
∫
Rd
∇kun+1 · ∇k(∇W ⋆ ρn+1) dx
+
∫
Rd
∇kun+1 · ∇k
∫
Rd
ψ(x− y)(un(y)− un(x))ρn+1(y) dydx
=:
5∑
k=1
Jk,
where J1 and J2 can be estimated as
J1 ≤ ‖∇un‖L∞‖∇kun+1‖2L2 ≤M‖∇kun+1‖2L2
and
J2 ≤ C
(‖∇kun‖L2‖∇un+1‖L∞ + ‖∇un‖L∞‖∇kun+1‖L2) ‖∇kun+1‖L2
≤ CM(‖∇un+1‖L∞ + ‖∇kun+1‖L2)‖∇kun+1‖L2 .
For the estimate of J4, we use the fact that W is the Coulombian potential to deduce
|J4| =
∣∣∣∣∫
Rd
|∇kun+1||∇2W ⋆∇k−1ρn+1| dx
∣∣∣∣ ≤ ‖∇kun+1‖L2‖∇2W‖L1‖∇k−1ρn+1‖L2 .
We next divide J5 into two terms:
J5 =
∑
0≤ℓ≤k
(
k
ℓ
)∫
Rd×Rd
∇kun+1(x)∇ℓxψ(x− y)∇k−ℓx (un(y)− un(x))ρn+1(y) dydx
= −
∑
0≤ℓ≤k−1
(
k
ℓ
)∫
Rd×Rd
∇kun+1(x)∇ℓxψ(x − y)∇k−ℓx un(x)ρn+1(y) dydx
+
∫
Rd×Rd
∇kun+1(x)∇kxψ(x− y)(un(y)− un(x))ρn+1(y) dydx
=: J15 + J
2
5 .
Note that ∣∣∣∣∫
Rd×Rd
∇kun+1(x)∇ℓxψ(x − y)∇k−ℓx un(x)ρn+1(y) dydx
∣∣∣∣
=
∣∣∣∣∫
Rd×Rd
∇kun+1(x)∇ℓyψ(x − y)∇k−ℓx un(x)ρn+1(y) dydx
∣∣∣∣
=
∣∣∣∣∫
Rd×Rd
ψ(x − y)∇kun+1(x)∇k−ℓx un(x)∇ℓyρn+1(y) dydx
∣∣∣∣ .
Thus for ℓ = k − 1 we get∣∣∣∣∫
Rd×Rd
ψ(x− y)∇kun+1(x)∇un(x)∇k−1y ρn+1(y) dydx
∣∣∣∣
≤ ‖∇un‖L∞
∫
Rd×Rd
ψ(x− y)|∇kun+1(x)||∇k−1ρn+1(y)| dydx
≤ ‖∇un‖L∞‖ψ‖L1‖∇kun+1‖L2‖∇k−1ρn+1‖L2
≤ CM‖∇kun+1‖L2‖∇k−1ρn+1‖L2
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and for 0 ≤ ℓ ≤ k − 2 we obtain∣∣∣∣∫
Rd×Rd
ψ(x− y)∇kun+1(x)∇k−ℓx un(x)∇ℓyρn+1(y) dydx
∣∣∣∣
≤ ‖∇kun+1‖L2‖∇k−ℓun‖L2‖ψ‖L2‖∇ℓρn+1‖L2
≤ CM‖∇kun+1‖L2‖∇ℓρn+1‖L2 .
This asserts
J15 ≤ CM‖∇kun+1‖L2
∑
0≤ℓ≤k−2
(
k
ℓ
)
‖∇ℓρn+1‖L2 + CM‖∇kun+1‖L2‖∇k−1ρn+1‖L2
≤ CM‖∇kun+1‖L2‖ρn+1‖Hk−1 .
Similarly, by integration by parts, we notice that∣∣∣∣∫
Rd×Rd
∇kun+1(x)∇kxψ(x − y)(un(y)− un(x))ρn+1(y) dydx
∣∣∣∣
=
∣∣∣∣∫
Rd×Rd
∇kun+1(x)∇k−1y ∇xψ(x− y)(un(y)− un(x))ρn+1(y) dydx
∣∣∣∣
=
∣∣∣∣∫
Rd×Rd
∇kun+1(x)∇xψ(x− y)∇k−1y
(
(un(y)− un(x))ρn+1(y)) dydx∣∣∣∣
=
∣∣∣∣∣∣
∑
0≤ℓ≤k−1
(
k − 1
ℓ
)∫
Rd×Rd
∇kun+1(x)∇xψ(x − y)∇k−1−ℓy (un(y)− un(x))∇ℓyρn+1(y) dydx
∣∣∣∣∣∣ .
On the other hand, we find∣∣∣∣∫
Rd×Rd
∇kun+1(x)∇xψ(x − y)(un(y)− un(x))∇k−1y ρn+1(y) dydx
∣∣∣∣
≤ ‖∇un‖L∞
∫
|x−y|≤R
|∇kun+1(x)||∇xψ(x − y)||x− y||∇k−1y ρn+1(y)| dydx
≤ R‖∇un‖L∞‖ψ‖L1‖∇kun+1‖L2‖∇k−1ρn+1‖L2
≤ CM‖∇kun+1‖L2‖∇k−1ρn+1‖L2,
and ∣∣∣∣∫
Rd×Rd
∇kun+1(x)∇xψ(x− y)∇yun(y)∇k−2y ρn+1(y) dydx
∣∣∣∣
≤ ‖∇un‖L∞
∫
Rd×Rd
|∇kun+1(x)||∇xψ(x− y)||∇k−2y ρn+1(y)| dydx
≤ ‖∇un‖L∞‖∇ψ‖L1‖∇kun+1‖L2‖∇k−2ρn+1‖L2
≤ CM‖∇kun+1‖L2‖∇k−2ρn+1‖L2.
Moreover, for 0 ≤ ℓ ≤ k − 3 we obtain∣∣∣∣∫
Rd×Rd
∇kun+1(x)∇xψ(x− y)∇k−1−ℓy un(y)∇ℓyρn+1(y) dydx
∣∣∣∣
≤ ‖∇kun+1‖L2‖∇ψ‖L2‖∇k−1−ℓun‖L2‖∇ℓρn+1‖L2
≤ CM‖∇kun+1‖L2‖∇ℓρn+1‖L2 .
Thus we have
J25 ≤ CM‖∇kun+1‖L2
∑
0≤ℓ≤k−3
(
k − 1
ℓ
)
‖∇ℓρn+1‖L2 + CM‖∇kun+1‖L2‖∇k−2ρn+1‖H1
≤ CM‖∇kun+1‖L2‖ρn+1‖Hk−1 ,
and subsequently we get
J5 ≤ CM‖∇kun+1‖L2‖ρn+1‖Hk−1 .
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We finally combine all of the above estimate to have
d
dt
‖∇2un+1‖Hs−1 + ‖∇2un+1‖Hs−1 ≤ CM‖∇2un+1‖Hs−1 + CM‖∇un+1‖L∞ + CM‖ρn+1‖Hs ,
and applying Gro¨nwall’s lemma gives
‖∇2un+1‖Hs−1 ≤ ‖∇2u0‖Hs−1eCMt + E3(t), (4.10)
where we used the estimates in Steps B & C and E3 : [0, T0] → [0,∞) is continuous on [0, T0] satisfying
E3(t)→ 0 as t→ 0+.
Step D.- We now combine (4.5), (4.8), (4.9), and (4.10) to have
‖ρn+1(·, t)‖Hs + ‖∇un+1(·, t)‖L∞ + ‖un+1(·, t)‖L2(B(0,R)) + ‖∇2un+1‖Hs−1
≤ ‖ρ0‖HseCMt + ‖∇u0‖L∞e(CM−1)t + ‖u0‖L2(B(0,R)) + ‖∇2u0‖Hs−1eCMt + E(t)
(4.11)
for t ≤ T0, where C > 0 is independent of n, and E : [0, T0] → [0,∞) is continuous on [0, T0] satisfying
E(t)→ 0 as t→ 0+. On the other hand, the right hand side of (4.11) converges to ‖ρ0‖Hs +‖u0‖L2(B(0,R))+
‖∇u0‖L∞ + ‖∇2u0‖Hs−1 as t → 0+ and that is strictly less than N . This asserts that there exists T∗ ≤ T0
such that
sup
0≤t≤T∗
‖ρn+1(·, t)‖Hs + ‖∇un+1(·, t)‖L∞ + ‖un+1(·, t)‖L2(B(0,R)) + ‖∇2un+1‖Hs−1 ≤M.
This completes the proof. 
4.2. Proof of Theorem 4.1. We first show the existence of a solution (ρ, u) ∈ Ys,R(T∗). Note that ρn+1−ρn
and un+1 − un satisfy
∂t(ρ
n+1 − ρn) + (un − un−1) · ∇ρn+1 + un−1 · ∇(ρn+1 − ρn)
+ (ρn+1 − ρn)∇ · un + ρn∇ · (un − un−1) = 0 (4.12)
and
∂t(u
n+1 − un) + (un − un−1) · ∇un+1 + un−1 · ∇(un+1 − un)
= −(un+1 − un)−∇W ⋆ (ρn+1 − ρn) +
∫
Rd
ψ(x− y)(un(y)− un−1(y))ρn+1(y) dy
− (un(x) − un−1(x))
∫
Rd
ψ(x− y)ρn+1(y) dy +
∫
Rd
ψ(x− y)(un−1(y)− un−1(x))(ρn+1 − ρn)(y) dy,
respectively. Then multiplying (4.12) by ρn+1 − ρn and integrating it over Rd gives
‖(ρn+1 − ρn)(·, t)‖2L2 ≤ C
∫ t
0
(‖(ρn+1 − ρn)(·, τ)‖2L2 + ‖(un − un−1)(·, τ)‖2H1) dτ, (4.13)
where C > 0 is independent of n. On the other hand, for k = 0, 1, we find
1
2
d
dt
∫
Rd
|∇k(un+1 − un)|2 dx
= −
∫
Rd
∇k(un+1 − un)∇k ((un − un−1) · ∇un+1) dx
−
∫
Rd
∇k(un+1 − un)∇k (un−1 · ∇(un+1 − un)) dx
−
∫
Rd
|∇k(un+1 − un)|2 dx −
∫
Rd
∇k(un+1 − un)∇k(∇W ⋆ (ρn+1 − ρn)(x)) dx
+
∫
Rd
∇k(un+1 − un)∇kx
(∫
Rd
ψ(x− y)(un(y)− un−1(y))ρn+1(y) dy
)
dx
−
∫
Rd
∇k(un+1 − un)∇kx
(
(un(x) − un−1(x))
∫
Rd
ψ(x − y)ρn+1(y) dy
)
dx
+
∫
Rd
∇k(un+1 − un)∇kx
(∫
Rd
ψ(x− y)(un−1(y)− un−1(x))(ρn+1 − ρn)(y) dy
)
dx =:
7∑
i=1
Ki,
26 CARRILLO AND CHOI
where we easily estimate
3∑
i=1
Ki ≤ C‖un+1 − un‖2H1 + C‖un − un−1‖2H1 .
Here C > 0 is independent of n. We next use the following estimates∣∣∣∣∫
Rd
(un+1 − un)(x) · (∇W ⋆ (ρn+1 − ρn)(x)) dx
∣∣∣∣ ≤ C‖un+1 − un‖L2‖∇W‖L1‖ρn+1 − ρn‖L2
≤ C‖un+1 − un‖L2‖ρn+1 − ρn‖L2
and ∣∣∣∣∫
Rd
∇(un+1 − un)(x) : (∇2W ⋆ (ρn+1 − ρn)(x)) dx
∣∣∣∣ ≤ ‖∇2W‖L1‖∇(un+1 − un)‖L2‖ρn+1 − ρn‖L2
to have K4 ≤ C‖un+1 − un‖2H1 + C‖ρn+1 − ρn‖2L2 . For the rest, if k = 0, then
K5 ≤ ‖un+1 − un‖L2‖ψ‖L2‖un − un−1‖L2‖ρn+1‖L2 ≤ C‖un+1 − un‖2L2 + C‖un − un−1‖2L2 ,
K6 ≤ ‖un+1 − un‖L2‖un − un−1‖L2‖ψ‖L2‖ρn+1‖L2 ≤ C‖un+1 − un‖2L2 + C‖un − un−1‖2L2 ,
K7 ≤ R‖∇un−1‖L∞‖ψ‖L1‖un+1 − un‖L2‖ρn+1 − ρn‖L2 ≤ C‖un+1 − un‖2L2 + C‖ρn+1 − ρn‖2L2.
On the other hand, if k = 1, we obtain
K5 ≤ ‖∇(un+1 − un)‖L2‖∇ψ‖L2‖un − un−1‖L2‖ρn+1‖L2 ≤ C‖∇(un+1 − un)‖L2 + C‖un − un−1‖2L2 ,
K6 ≤ ‖∇(un+1 − un)‖L2
(‖∇(un − un−1)‖L2‖ψ‖L2 + ‖un − un−1‖L2‖∇ψ‖L2) ‖ρn+1‖L2
≤ C‖∇(un+1 − un)‖L2 + C‖un − un−1‖2H1 ,
K7 ≤ ‖∇(un+1 − un)‖L2
(
R‖∇un−1‖L∞‖∇ψ‖L1 + ‖ψ‖L1‖∇un−1‖L∞
) ‖ρn+1 − ρn‖L2
≤ C‖∇(un+1 − un)‖L2 + C‖ρn+1 − ρn‖2L2.
We now combine all of the above estimates to have
d
dt
‖un+1 − un‖2H1 ≤ C‖un+1 − un‖2H1 + C‖un − un−1‖2H1 + C‖ρn+1 − ρn‖2L2 ,
and subsequently this yields
‖(un+1 − un)(·, t)‖2H1 ≤ C
∫ t
0
(‖(ρn+1 − ρn)(·, τ)‖2L2 + ‖(un − un−1)(·, τ)‖2H1) dτ,
where C > 0 is independent of n. This together with (4.13) asserts that (ρn, un) is a Cauchy sequence
in C([0, T ];L2(Rd)) × C([0, T ];H1(Rd)). Interpolating this strong convergences with the above uniform-in-n
bound estimates gives
ρn → ρ in C([0, T∗];Hs−1(Rd)), un → u in C([0, T∗];H1(B(0, R))) as n→∞,
∇un → ∇u in C(Rd × [0, T∗]), and ∇2un → ∇2u in C([0, T∗];Hs−2(Rd)) as n→∞,
due to s > d/2 + 1. We then use a standard functional analytic arguments, see for instances [25, Section
2.1], to have that the limiting functions ρ and u satisfy the regularity in Theorem 4.1. We easily show that
the limiting functions ρ and u are solutions to (4.1) in the sense of Definition 1.2.
We finally provide the uniqueness of strong solutions. Let (ρ, u) and (ρ˜, u˜) be the strong solutions obtained
above with the same initial data (ρ0, u0). Set ∆(t) a difference between two strong solutions:
∆(t) := ‖ρ(·, t)− ρ˜(·, t)‖L2 + ‖u(·, t)− u˜(·, t)‖H1 .
Then by using almost the same argument as above, we have
∆(t) ≤ C
∫ t
0
∆(s) ds with ∆(0) = 0.
This concludes that ∆(t) ≡ 0 on [0, T∗] and completes the proof.
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Appendix A. Well-posedness of the particle system
In this appendix, we study the global existence and uniqueness of classical solutions to the particle system
(1.1)–(1.2).
Let us first consider the case with singular interaction potentials with d ≥ 2. In this case, we can use the
repulsive effect from the interaction forces, and this also enables us to have the uniqueness of solutions.
Theorem A.1. Let d ≥ 2. Suppose that W˜ is of the form (2.10) or (2.11) and the confinement potential V
satisfies either V → +∞ as |x| → ∞ or ∇xV has linear growth as |x| → ∞. If the initial data x0 satisfy
min
1≤i6=j≤N
|xi0 − xj0| > 0.
Then there exists a unique global smooth solution to the system (1.1)–(1.2) with W˜ instead of W satisfying
C ≥ max
1≤i6=j≤N
|xi(t)− xj(t)| ≥ min
1≤i6=j≤N
|xi(t)− xj(t)| > 0
for t ≥ 0, where C > 0 is independent of t.
Proof. For the proof, we first introduce the maximal life-span T0 = T (x0) of the initial data data x0 as
T0 := sup {s > 0 : solution (x(t), v(t)) for the system (1.1) exists up to the time s} .
Then by the assumption and continuity of solutions, we get T0 > 0. We now claim that T0 =∞ and for this
it suffices to show that there is no collision between particles for all t ≥ 0 and that particles cannot escape
to infinity in finite time.
A straightforward computation yields
1
2
d
dt
N∑
i=1
|vi|2 = −γ
N∑
i=1
|vi|2 −
N∑
i=1
vi · ∇xV (xi)
− 1
N
N∑
i6=j
vi · ∇xW˜ (xi − xj) + 1
N
N∑
i,j=1
ψ(xi − xj)(vj − vi) · vi
for t ∈ [0, T0). Note that
d
dt
N∑
i=1
V (xi) =
N∑
i=1
vi · ∇xV (xi)
and
1
2N
d
dt
N∑
i6=j
W˜ (xi − xj) = 1
2N
N∑
i6=j
∇xW˜ (xi − xj) · (vi − vj) = 1
N
N∑
i6=j
∇xW˜ (xi − xj) · vi,
where we used ∇W˜ (−x) = −∇W˜ (x). Similarly, we also find
1
N
N∑
i,j=1
ψ(xi − xj)(vj − vi) · vi = − 1
2N
N∑
i,j=1
ψ(xi − xj)|vj − vi|2.
Combining all of the above estimates, we obtain
d
dt
FN (x, v) + γ
N∑
i=1
|vi|2 + 1
2N
N∑
i,j=1
ψ(xi − xj)|vj − vi|2 = 0
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for t ∈ [0, T0), where FN (x, v) denotes the discrete free energy given by
FN (x, v) := 1
2
N∑
i=1
|vi|2 +
N∑
i=1
V (xi) +
1
2N
N∑
i6=j
W˜ (xi − xj).
If d = 2, then we have either
1
2N
N∑
i6=j
1
|xi − xj |α ≤ F
N (x0, v0) or − 1
2N
∑
i6=j
log |xi(t)− xj(t)| ≤ FN(x0, v0),
where α ∈ (0, 2). On the other hand, if d ≥ 3, we obtain
1
2N
∑
i6=j
1
|xi(t)− xj(t)|α ≤ F
N (x0, v0)
for all t ∈ [0, T0), where α ∈ (d−2, d). Since the right hand side of the above inequality is uniformly bounded
in t, we conclude T0 =∞ for the case d ≥ 2. An upper bound estimate of the distance between particles is
a simple consequence of the uniform-in-time bound estimate of the free energy FN due to the confinement
potential whenever is present. If V = 0, one can obtain that particles cannot escape to infinity in finite time
as soon as ∇xV has linear growth as |x| → ∞. 
Remark A.1. If the interaction and confinement potentials W and V are regular enough, i.e., ∇xW ∈
W1,∞(Rd) and ∇xV ∈ W1,∞(Rd), we have global-in-time existence and uniqueness of solutions by the
standard Cauchy-Lipschitz theory. Moreover, an uniform-in-time bound of the distance between particles can
also obtained due to the confinement potential if V → +∞ as |x| → ∞.
Let us finally comment on the one dimensional case. If d = 1 and the interaction potential W˜ is given by
(2.11), then we apply Theorem A.1 to get the global unique classical solution and uniform-in-time bound
estimate. If W is given by the Coulomb potential, i.e.,
W ′(x) =
1
2
sgn(x), where sgn(x) :=

x
|x| if x 6= 0
0 if x = 0
. (A.1)
Thus the interaction force −W ′ is discontinuous, but bounded. In this sense, it is not so singular compared
to the other cases. Since the velocity alignment force is regular, we can use a similar argument as in [45,
Proposition 1.2], see also [7, 36], to have the following proposition.
Proposition A.1. Let d = 1. For any initial configuration ZN (0), there exists at least one global-in-time
solution to the system of (1.1) with (A.1) in the sense that (xi(t), vi(t)) satisfies the integral system:
xi(t) = xi(0) +
∫ t
0
vi(s) ds, i = 1, . . . , N, t > 0,
vi(t) = vi(0)− γ
∫ t
0
vi(s) ds−
∫ t
0
V ′(xi(s)) ds− 1
N
∑
j 6=i
∫ t
0
W ′(xi(s)− xj(s)) ds
+
1
N
N∑
j=1
∫ t
0
ψ(xi(s)− xj(s))(vj(s)− vi(s)) ds.
Even though Proposition A.1 does not provide the uniqueness of solutions, it is not necessary for the
analysis of mean-field limit or mean-field/small inertia limit from the particle system (1.1) to the pressureless
Euler system (1.3) or the aggregation equation (1.4).
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