ABSTRACT Brisbane, the capital of Queensland, Australia, has flooded periodically and catastrophically, most recently in January 2011. Official seasonal rainfall forecasts failed to predict the floods. Since winter 2013, the Australian Bureau of Meteorology uses a general circulation model, the Predictive Ocean Atmosphere Model for Australia (POAMA), to make official seasonal rainfall forecasts presented as the conditional probability of rainfall being greater or less than the long-term median rainfall. We show that a more skilful forecast can be made using an artificial neural network (ANN), a form of statistical modelling based on artificial intelligence. A Jordan recurrent neural network with one hidden layer was implemented, using genetic optimization of inputs. For the sites of Gatton and Harrisville, in the Brisbane catchment, monthly rainfall forecasts from the ANN show lower root mean square errors than forecasts from POAMA. These rainfall forecasts from the ANN model were further improved by using inputs of independently forecast values for climate indices including the Southern Oscillation Index, the Interdecadal Pacific Oscillation, Pacific sea surface temperature anomalies (Niño 3.4) and also atmospheric temperature. The results presented here represent a first attempt at independently forecasting climate indices using an ANN model for the Australian east coast.
INTRODUCTION

Climate indices and rainfall forecasting
Queensland is a large state in the northeast of Australia with highly variable rainfall [1, 2] . Intraseasonal, interannual and decadal variability in Queensland rainfall has been linked to complex physical phenomena remote to the Australian land mass apparent as recurring patterns in sea surface temperature (SST) and air pressure described numerically by climate indices [3, 4] . Particular attention has been focussed on concurrent relationships between rainfall and climate indices associated with the El Niño Southern Oscillation (ENSO) [5] , including the Southern Oscillation Index (SOI) [6] and El Niño SST indices [7] .
Risbey et al. [4] examined concurrent relationships between seasonal rainfall over Australia with individual ENSO-related drivers (SOI, Niño 3, Niño 3.4, Niño 4, EMI (the ENSO Modokai Index) and also the Indian Ocean Dipole (IOD; measured by the DMI), the Southern Annular Mode, the Madden-Jullian Oscillation and the blocking index. The study concluded that the dominant concurrent driver is ENSO, typically accounting for the largest amount of rainfall variance, generally in the range of 25%-50%, depending on the season and region. Cai et al. [8] examined the relationships between SOI and Queensland annual rainfall over the period 1889-1998 on a decadal basis and showed that the magnitude of linear correlation coefficients between SOI and annual rainfall are highly variable both temporally and geographically. There is some evidence that the relationship between ENSO-related drivers of rainfall is modulated by phases of another index, the Interdecadal Pacific Oscillation (IPO) [9] .
These types of concurrent relationships between rainfall and climate indices may help to explain the cause of rainfall within a particular period for a particular region, but they can only be used for rainfall forecasting if there is an independent means of forecasting the climate index. In other words, when using statistical models, it is only relationships between future rainfall and lagged values of climate indices, or rainfall and future predicted values of climate indices that can practically serve as valid model input. This was explained in a conference paper [10] that was the catalyst for the development of the method for independently forecasting climate indices used in this study.
There have been many studies of relationships between rainfall and lagged values of climate indices [11, 12] . Chiew et al. [12] examined linear correlations between rainfall and ENSO indices (SOI and SSTs) for the Queensland region. The strongest correlations, above 0.4, were found for spring rainfall over parts of the Queensland region, particularly in the northeast. The geographical coverage and intensity of the strongest correlations declined as lags were progressively introduced from 0, 1, 2 and 3 months. Specific correlations with summer rainfall were less expansive geographically, and these also diminished with lag time.
Schepen et al. [3] calculated the influence of 13 individual lagged climate indices on seasonal rainfall for geographical grid areas across Australia. The indices included SOI, Niño 3, Niño 3.4, Niño 4, DMI, EMI (ENSO Modoki Index) and EPI (Indian Ocean East Pole index) at lag periods of 1, 2 and 3 months. For each grid location within Australia and for each season, they identified the lagged climate index with the strongest influence. The results showed that for each location, the identity of the most influential climate index is very variable, within and between locations, as well as the magnitude of the associated lag duration, and the strength of the influence.
As stronger associations are found between rainfall and concurrent climate indices than between rainfall and lagged values [12] , this suggests that a better rainfall forecast could be achieved by first forecasting the indices, and then using those values as input for rainfall forecast. This was the approach taken by Clarke et al. [11] who used forecasts of Niño 3.4 to produce seasonal rainfall forecasts for Australia's northeast coast.
Artificial neural networks (ANNs) can be used to forecasts climate indices [13, 14] , with correlation coefficients above 0.8 for monthly values of SOI and SSTs with lead time of 1 month [14] .
Limitations of current methods for forecasting medium-term rainfall
There were major floods in Brisbane, the capital of Queensland, in 1841, 1893 and 1974. The Wivenhoe dam was built for flood mitigation and completed in 1985, but this dam did not prevent catastrophic flooding again in January 2011. The dam contributed to the flooding, because at the height of the crisis, when the structural integrity of the dam wall was challenged, a large volume of water was intentionally and abruptly released [15] . Insurance claims following the flood totalled approximately A$2.4 billion [16] and there is a pending class action lawsuit, potentially the largest ever in Australia, with claims for damages estimated to exceed A$1 billion [17] .
Official seasonal rainfall forecasts for the Brisbane catchment have historically been issued based on output from a relatively simple statistical model using climate indices, in particular, patterns in SSTs. In winter 2013, the Australian Bureau of Meteorology, BOM, transferred to a system based on the Predictive Ocean Atmosphere Model for Australia, POAMA. POAMA is a general circulation model that has been producing forecasts since 2001. However, despite substantial research efforts and technological advances, there is no evidence to suggest that POAMA or other general circulation models can produce a more skilful medium-term rainfall forecast than the simple statistical models historically used to predict seasonal rainfall using climate indices [3] .
Both the official statistical models used until winter 2013 and POAMA provide the seasonal forecast as a conditional probability of rainfall being greater than, or less than, a seasonal median for the 3-month period of the designated season.
This information, even if it is accurate, does not provide enough detail to warn of an impending flood. For example, the statistical forecast issued in November 2010 by the BOM for summer (December 2010, January 2011 and February 2011) was in the form of a seasonal forecast map, Fig. 1 , indicating a 75% probability of above median rainfall for the Brisbane River catchment. This forecast was consistent with the total precipitation observed over the 3-month period. The flooding, however, resulted from falls of high intensity over a period of much shorter duration.
Forecasting rainfall using artificial neural networks
ANNs are a sophisticated form of statistical modelling based on advances in artificial intelligence. The ANN model used in this study essentially mines historical data, including rainfall, atmospheric temperatures and climate indices, for patterns to produce a desired output that is a quantitative (rather than probabilistic) rainfall forecast for a specific future time period. ANNs have been used to forecast rainfall in many parts of the world [18] [19] [20] [21] [22] , but rarely used in Australia [23, 24] and never to generate official seasonal rainfall forecasts.
Abbot and Marohasy [24] compared the skill of monthly rainfall forecasts from POAMA with forecasts from a prototype ANN model (without genetic optimization) for geographically distinct sites in Queensland using popular climate indices, rainfall and temperature as inputs. They found that for 16 of the 17 sites studied, the ANN model gave a lower root mean square error (RMSE), indicative of a more skilful monthly rainfall forecast. Many neural network applications incorporate multilayer perceptrons (MLPs) as fundamental processing elements (PEs) trained with a standard backpropagation algorithm. These neural networks can perform well in solving static problems but are limited in solving temporal problems, ones where the previous value of the input affects the current output. Recurrent networks, such as Jordan networks, extend the basic MLP architecture by also including context units, PEs that remember past activity. In the Jordan network, the output of the network is copied to the context unit, as illustrated in Fig. 2 .
The output of the Jordan neural network is copied to the context units. In addition, the context units are locally recurrent, that is, they feedback onto themselves. The local recurrence decreases the values by a multiplicative time constant (τ) as they are fed back. This constant determines the memory depth, that is, how long a given value fed to the context unit will be 'remembered'. The context unit acts as a simple lowpass filter, creating an output (y(n)), calculated as a weighted average value of some of its more recent past inputs. In the case of the Jordan context unit, the output is obtained by summing the past values multiplied by the scalar τ n , where
Genetic optimization provides an efficient way of selecting those inputs that are significant in determining target rainfall and eliminating those inputs with very low information content. Essentially, genetic optimization enables elimination of inputs that carry mainly noise rather than useful signal, so that the number of input considered in the optimized model might typically be reduced from over 40 to less than 10.
In this study, forecasts were made for three sites within the Brisbane catchments using the Jordan network with optimization. The initial forecasts were made using only lagged input parameters to i. Benchmark output from the ANN against POAMA. ii. Evaluate the impact of 1-, 2-and 3-month lags, and accordingly the extent to which a forecast potentially loses skill moving from forecasting 1, 2 and 3 months in advance. iii. Determine the capacity of the ANN to deal with unary, binary and ternary data sets, that is, with an increasing number of input variables. iv. Determine if the ANN model could forecast the extreme rainfall of December 2010 and January 2011 for these sites. v. A 'best forecast' using only lagged values was constructed to explore the potential to improve forecasts through post-processing. From the reference point of a current period, it would be impossible when making an operational rainfall forecast to input actual future values of variables such as climate indices. However, it is valid to input future values of climate indices into a rainfall forecast model, if there is a mechanism to independently predict those future values. The closer the predicted values of the climate indices to the actual values, measurable at some point in the future, the better the rainfall forecast will theoretically be. It would thus follow that a limit to improved rainfall forecasts by this process can be ascertained by using the actual future values of the climate indices as inputs in the rainfall forecast model, which is a focus of this study.
Monthly rainfall forecasts for one of the sites, Harrisville, with 1-month lead time and ternary input data sets were compared in three different scenarios. In the first scenario, the input data sets comprised only current and lagged values of climate indices and atmospheric temperatures. Under the second scenario, input data sets contained, in addition, forecast values of climate indices and atmospheric temperatures. Under the third scenario, the input data sets contained the corresponding actual lead values, rather than the forecast values.
DATA AND METHODS
Data
The sites of Harrisville, Gatton and Lowood in the Brisbane catchment area were chosen because they are close to the Wivenhoe dam and have historical rainfall data extending back at least one hundred years. Monthly rainfall data for the sites was obtained from the BOM. Harrisville (station 040094) has an annual average rainfall of 820 mm and is approximately 30 km south-west of Wivenhoe. Gatton (station 040083) has an annual average rainfall of 778 mm and is located approximately 50 km south of Wivenhoe. Lowood (station 040120) has an annual average rainfall of 812 mm and is approximately 10 km south of Wivenhoe.
There are no correspondingly long temperature data series for the sites of Harrisville, Gatton or Lowood, or any other locality in southeast Queensland. Composite maximum and minimum temperature records were constructed from January 1887 to present using data from the BOM for three sites in Brisbane: the Brisbane Regional Office (station 40214), Brisbane Aero (station 40223) and Brisbane (station 40913).
Four climate indices were used as input variables:
i. The SOI gives an indication of the development and intensity of El Niño or La Niña events in the Pacific Ocean, and is calculated using the pressure differences between Tahiti and Darwin. ii. The IOD is a coupled ocean and atmosphere phenomenon in the equatorial Indian Ocean that affects the climate of Australia and other countries that surround the Indian Ocean basin. The IOD is commonly measured by the Dipole Mode Index (DMI) as the difference between SST anomalies in the western (50°E to 70°E and 10°S to 10°N) and eastern (90°E to 110°E and 10°S to 0°S) equatorial Indian Ocean. iii. Niño 3.4 is a measure of the SST anomaly, which is the departure of a given SST from the longterm average temperature. For data sampling of SSTs, the tropical Pacific has been divided into a number of regions including Niño 3 defined by 90°W-150°W and 5°N-5°S, and Niño 4 defined by 150°W-160°E and 5°N-5°S, Niño 3.4 by 120°W-170°W and 5°N-5°S. Niño 3.4 encompasses part of both region 3 and 4. iv. The IPO is a multi-decadal SST pattern shown to modulate ENSO climate teleconnections to Australia.
Values for SOI, DMI and Niño 3.4 were sourced from the Royal Netherlands Meteorological Institute Climate Explorer -a web application that is part of the World Meteorological Organisation and European Climate Assessment and Dataset project. Values for IPO were provided by Chris Folland from the UK Met Office.
Monthly rainfall was forecast using the neural network software NeuroSolutions 6 for Excel (NeuroDimensions, Florida, USA) with an Elman neural network [24] . For each input data set, the ANN was optimized for 3000 epochs using a genetic optimization algorithm for 10 generations. Training sets comprised approximately 85% of the total data available for each location, with the remaining approximately 15% used for testing. To compare the skill of the forecast between sites with differing annual rainfall totals, RMSE values were normalized, by dividing the RMSE by the corresponding monthly average rainfall to give a weighted non-dimensional index [24] .
Rainfall forecasts using only lagged input parameters
Forecasts were initially made for Harrisville, Gatton and Lowood using the ANN model and lagged input parameters for 1, 2 and 3 months, corresponding to totals of 7, 21 and 35 different combinations of unary, binary and ternary sets, respectively. These forecasts were made for the period July 1997 until December 2010 and were thus restricted to only the first month of the very wet summer. This was because data were initially only available for that period and, in particular, because output from POAMA was only made available until December 2010 by the BOM as a benchmark for this study.
A unary data set is defined as the current monthly value of one of these input parameters, plus the 12 corresponding lagged values for the previous 12 months, comprising a total of 13 input columns to the neural network. A binary data set was defined as a combination of two unary data sets. For example, the combination of 26 input data columns for SOI and MaxT (SOI/MaxT) comprises a binary set. Similarly, ternary combinations of the unary sets consist of 39 input data columns, as, for example, the combination of SOI, MaxT and Rain (SOI/MaxT/Rain).
When more data became available, ANN forecasts for one of these sites, Lowood, were made using a 1-month lagged and ternary combinations for the period May 1992 to December 2011. A 'best forecast' for this period was constructed after the post-processing of output data. The literature (see Section 1.1) indicates that the relationships between concurrent climate indices and rainfall are generally stronger than the relationship between lagged climate indices and rainfall. We, thus, independently forecast individual climate lead values of indices, so that these values could then also be incorporated into a rainfall forecast.
In particular, we use actual values as the third category of our monthly forecasts to determine the degree to which a forecast could ultimately be improved by using accurately forecast values as input variables. Thus, in this study we used an ANN model with genetic optimization to forecast monthly rainfall for the three sites within the Brisbane River catchment using: 
Forecasting climate indices and atmospheric temperatures
Maximum and minimum temperatures and three climate indices, SOI, IPO and Niño 3.4, were independently forecast using an ANN with 1-month lead time, so that these values could then also be incorporated into monthly rainfall forecast ( Table 1 ). The forecast atmospheric temperature values from the ANN are highly correlated with observed values (Table 1) . Niño 3.4 and IPO are the most accurate forecast indices, and SOI is the least accurate ( Table 1 ). The SOI and minimum temperature forecasts are also shown as time series charts (Figs 3 and 4) .
RESULTS AND DISCUSSION
Benchmarking the ANN model forecasts for the Brisbane catchment
POAMA is considered by the BOM to be a state-of-the-art, inter-seasonal to seasonal, forecast system based on a coupled ocean/atmosphere model and ocean/atmosphere/land observation assimilation systems. Version, POAMA-1.5, replaced POAMA-1 as the Bureau's operational dynamical seasonal prediction system in September 2007 and was used until 2011 when it was superseded by a newer version, POAMA-2. In December 2011, we were provided with output from version POAMA-1.5 corresponding to the sites of Harrisville and Gatton, to facilitate comparisons with rainfall forecasts using ANNs. The values were provided as anomalies and simple bilinear interpolations of surrounding grid points; it was from these values that we calculated the monthly rainfall and then RMSE and WINDI values. We compared RMSE and WINDI values from the POAMA and ANN monthly forecasts as a measure of the skill of the monthly forecasts for the 13.5-year period from July 1997 to December 2010 ( Table 2 ). The ANN model produced a more skilful forecast than POAMA for both sites and for each of the lead times (Table 2) .
When the output for the ANN is compared with the output for POAMA by way of charting (Figs 5 and 6), it is evident that the ANN forecast generally shows less deviance from the observed rainfall values, as would be expected from the lower RMSE values (Table 2) .
Both the methods show the annual summer peaks in rainfall for Harrisville, but there is no clear signal in the POAMA forecast for December 2010 of observed extreme rainfall. The POAMA forecast for the 2010/2011 summer peaks too early reaching a maximum in November 2010, before the extreme rainfall was observed. The output from POAMA is generally consistent with what is known of rainfall forecasts from general circulation models for the Australian east coast. For example, Vaze et al. [25] concluded that all 15 general circulation models investigated in that study failed to reproduce the observed historical annual and seasonal mean rainfalls, across southeast Australia.
Optimizing the ANN forecast
Our objective was the best possible monthly rainfall forecast for localities within the Brisbane catchment and we expected the skill of the forecast to deteriorate as the lead-time increased from 1 to 3 months. Somewhat surprisingly, the forecasts for both POAMA and the ANN do not show a clear deterioration in the skill moving from 1-to 3-month lead-times (Table 2 ). This would suggest that a monthly rainfall forecast 3 months out can be as skilful as a forecast made just 1 month in advance.
There was also no unique, input combination that consistently provided a best forecast. This result is consistent with the study by Schepen et al. [3] where 13 oceanic and atmospheric climate indices lagged at periods of 1, 2 and 3 months were evaluated as predictors of Australian seasonal rainfall. The overall picture that emerged, when considered spatially and temporally, is a complex mosaic, or patchwork, for the assignment of dominant lagged indicators of rainfall. Climate indices, atmospheric temperatures and rainfall, were all important components of the optimal data input sets. RMSE values for the site of Harrisville, considering a 1-month lead forecast, ranged from a high of 59.9 mm for the ternary set (Rain/IPO/Niño) to a low of 44.9 mm for the ternary input set (SOI/Niño/MinT). Values for Gatton ranged from a high of 60.7 mm for the ternary set (Rain/MinT/MaxT) to a low of 48.9 mm for the unary input set (Rain). The output for Lowood ranged from a high of 71.3 mm for the ternary set (SOI/Niño/MinT) to a low of 56.7 mm for the input set (Rain/SOI).
A more limited number of ANN forecasts were made for the period August 1992 to December 2011 for the site of Lowood. The more skilful forecasts predicted the flooding in December 2010 and January 2011 and could be further improved through post-processing (Fig. 7) . The concept of combining outputs from different forecast models to achieve an optimal result has been widely discussed, particularly in the context of general circulation models [26, 27] . For example, Kodra et al. [28] evaluated the predictive skill of results from an ensemble of seven different general circulation models, and their combinations, for forecasting Indian monsoon rainfall and temperatures.
By combining two primary ANN output time-series forecasts, both generated with ternary input data sets. The first model used the ternary input set (Rain/IPO/Niño) to give an RMSE of 61.2 mm. The second used the ternary input set (Rain/MaxT/IPO) to give output with an RMSE of 61.3 mm. The first model provided a more skilful differentiation of the high rainfall period during the summer of 2010/2011. The second gave a better representation of rainfall during dryer periods. The combined output had an RMSE value of 57.2 mm. The extreme rainfall is represented in the forecast by a prominent forecast peak of 454.4 mm in December 2010. The actual peak was 642.6 mm (Fig. 7) . This signal is clearly distinguishable from the prolonged period of drought in the prior 10 years when the maximum rainfall in any month never exceeded 220 mm (Fig. 7) .
ANN forecasts using lead input parameters
For a given ternary input data set, there is a reduction in RMSE when the current value is used in conjunction with a forecast lead, but as might be expected, the improvement is most pronounced where the actual lead values of climate indices and atmospheric temperature are used as inputs. This is illustrated for a subset of results for Harrisville using ternary input sets in Table 3 . As discussed in [12] , so this result was expected. It confirms that one way of improving monthly rainfall forecasts is by including forecast input parameters, with the skill of the rainfall forecast influenced by the skill of the forecast of those input parameters. The forecast values in this study were provided by an ANN model. General circulation models such as POAMA can also forecast climate indices, and it would be worthwhile to compare their skill at forecast climate indices with the skill of ANN models including for the Brisbane catchment.
CONCLUSIONS
Seasonal rainfall forecasts are important for Brisbane, a city that has been subject to periodic catastrophic flooding. In this paper, we show a practical method for improved forecasting. In particular, using a Jordan recurrent neural network model, it is possible to generate monthly rainfall forecasts for the Brisbane River catchment that are more skilful than the official forecast using POAMA (Table 2 and Figs 5 and 6) . Furthermore, the skill of this forecast can be improved by incorporating forecast lead values as inputs. Such lead values can be independently forecast using an ANN model as demonstrated in this study. 
