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Abstract
Phosphorus (P) Index assessment requires independent estimates of long-term average annual P loss from fields, representing multiple climatic scenarios, management practices, and landscape positions. Because currently available measured data are insufficient to evaluate P Index performance, calibrated and validated process-based models have been proposed as tools to generate the required data. The objectives of this research were to develop a regional parameterization for the Agricultural Policy Environmental eXtender (APEX) model to estimate edgeof-field runoff, sediment, and P losses in restricted-layer soils of Missouri and Kansas and to assess the performance of this parameterization using monitoring data from multiple sites in this region. Five site-specific calibrated models (SSCM) from within the region were used to develop a regionally calibrated model (RCM), which was further calibrated and validated with measured data. Performance of the RCM was similar to that of the SSCMs for runoff simulation and had Nash-Sutcliffe efficiency (NSE) > 0.72 and absolute percent bias (|PBIAS|) < 18% for both calibration and validation. The RCM could not simulate sediment loss (NSE < 0, |PBIAS| > 90%) and was particularly ineffective at simulating sediment loss from locations with small sediment loads. The RCM had acceptable performance for simulation of total P loss (NSE > 0.74, |PBIAS| < 30%) but underperformed the SSCMs. Total P-loss estimates should be used with caution due to poor simulation of sediment loss. Although we did not attain our goal of a robust regional parameterization of APEX for estimating sediment and total P losses, runoff estimates with the RCM were acceptable for P Index evaluation.
Multisite Evaluation of APEX for Water Quality: II. Regional Parameterization Nathan O. Nelson,* Claire Baffaut, John A. Lory, G.M.M.M. Anomaa Senaviratne, Ammar B. Bhandari, Ranjith P. Udawatta, Daniel W. Sweeney, Matt J. Helmers, Mike W. Van Liew, Antonio P. Mallarino, and Charles S. Wortmann T he Phosphorus (P) Index was developed as a tool to assess the risk of P loss from agricultural fields. Although this tool has been used to encourage the adoption of conservation practices and develop nutrient management plans, excess P losses from agricultural fields and associated water quality degradation persist ( Jarvie et al., 2013; Sharpley et al., 2015; USEPA, 2016) . Due to the lack of water quality improvement and the disparity among state P Indices (Osmond et al., 2006) , it has been proposed that the P Indices undergo evaluation to ensure accuracy in P-loss risk assessment (Sharpley et al., 2012) .
A wide variety of methods have been used to assess P Indices (Nelson and Shober, 2012) ; however, the ideal assessment would include comparison of P Index results to independently obtained quantitative estimates of long-term average annual P loss across a wide range of soils, topography, and management practices . This type of quantitative independent assessment requires long-term average annual estimates of P loss because the P Index is a generalized assessment of the average risk of P loss across an extended period, as opposed to an assessment of P loss for a specific year or weather sequence. Because measured edge-of-field P-loss data are highly dependent on the weather patterns during the years of data collection, and because data collection generally occurs for a brief time period (<10 yr) and limited number of treatments, these data are generally unsuitable for use as an independent assessment of the P Index . Alternatively, processbased models could be used to generate independent assessments of long-term (>30 yr) P loss for multiple locations and management practices, provided that models are adequately validated. Baffaut et al. (2017) found that an uncalibrated Agricultural Policy Environmental eXtender (APEX) model failed to adequately simulate edge-of-field P loss. However, it was found that, with calibration, the APEX model could simulate P loss resulting from different management practices at nearby locations with similar soils (Senaviratne et al., unpublished data, 2016; Bhandari et al., 2017) . If APEX could be calibrated at a regional level, then it could be used to generate the required P-loss estimates for P Index evaluation.
Process-based models are commonly only calibrated for a single location or dataset, which potentially limits the applicability of the model across a wide range of soils, climates, and landscape positions. Calibration over multiple locations with different soils, management practices, and watershed characteristics could increase the area where the model can be applied. The Soil and Water Assessment Tool (SWAT) was calibrated for the Oklahoma and Texas region for runoff, sediment, and P loss by White et al. (2012) , who calibrated hydrology at the basin (>500 km 2 ) scale, followed with sediment and P calibration at the field scale. The resulting model had good to very good calibration and validation performance statistics for edge-of-field runoff and total P loss. Performance for sediment loss was worse, but still satisfactory.
Because the APEX model is well suited for simulating water quality impacts of management practices at the field scale (Wang et al., 2012) and has been promoted as a regional-and national-scale assessment tool (Saleh et al., 2011) , it would be beneficial to develop a regional-scale calibrated parameterization. The objectives of this research were to develop a regional model parameterization of APEX for estimating edge-of-field runoff, sediment, and P losses in restricted-layer soils common in Missouri and Kansas and to assess the performance of this parameterization using monitoring data from multiple sites in this region.
Materials and Methods
A regional model parameterization was developed based on parameterizations from previously calibrated and validated models from within the region and was evaluated against measured edgeof-field datasets. The process required model selection, systematic parameter comparison to identify differences, sensitivity analysis for parameters with contrasting values, a multisite calibration of disparate parameters to maximize model performance across all datasets, model validation with independent datasets, and model evaluation by comparing simulation results from the regional parameterization with those from locally calibrated parameterizations.
The APEX model was used to simulate runoff, sediment, and total P losses from agricultural systems. The APEX model is a process-based daily time step combined hydrologic and crop growth model that includes processes for chemical and nutrient transport and transformation (Gassman et al., 2010; Steglich and Williams, 2013) . Hydrology, crop growth, chemical transformation, and sediment and chemical loss are simulated for subareas with uniform soil, topography, vegetation, and management. Losses are routed through subareas to the watershed outlet. Therefore, it is well suited for simulation of nutrient and sediment losses at the field to small watershed scale (Wang et al., 2012) . This study used the APEX 0806 version with modifications as described by Baffaut et al. (2017) . The APEX code and executable used to obtain the results presented herein are available on request from the corresponding author.
Model Development
Five site-specific calibrated models (SSCM) from four locations (one location with two distinct management periods) within the Heartland region ( Supplemental Table S1 ; Supplemental Fig. S1 ) were selected as the basis for developing the regionally calibrated model (RCM). These are the same five models used by Baffaut et al. (2017) to evaluate an uncalibrated best professional judgement (BPJ) model parameterization. The general watershed characteristics, data collection, and methods of calibration and validation are described in papers within this special issue Bhandari et al., 2017) and in previously published works Senaviratne et al., 2012 Senaviratne et al., , 2013 Senaviratne et al., , 2014 . Calibration of each SSCM started with the BPJ control file options and parameters and resulted in five SSCMs that differed from the BPJ parameterization for three options in the control file ( Supplemental Table S2 ) and 21 values in the parameter file (Supplemental Table S3 ).
In general, APEX control file options are used to select equations or methods for process simulation and parameter file values are used as constants in equations. Control file values for the RCM were set by selecting values that were most common among the majority of SSCMs. The SSCM parameter file values that differed between the models (Supplemental Table S3 ) were examined to determine if there were site characteristics that contributed to or explained the differences obtained through site-specific calibration, and if not, they were selected for regional optimization. The regional calibration process included conducting additional sensitivity analysis to identify site-specific differences in parameter sensitivity. Parameter values that were found to be equal among the majority of SSCMs and were nonsensitive for the remaining SSCMs were set in the RCM to the most common value used for the SSCMs. The RCM parameter values were set to the average of the SSCM parameter values for parameters whose values were close to each other and had uniformly low sensitivity within that range for all SSCMs. Parameters with nonuniform values in the SSCMs that were highly sensitive to changes within the range were selected for calibration through a regional calibration process.
The regional calibration process was an event-based, two-step, multisite model calibration to optimize calibration parameters. Precipitation and runoff that occurred over multiple days were summed as an event, where the end of the event was defined as a day without any rainfall. First, the PAROPT tool was used to identify the multiple parameter sets that met model performance criteria for each dataset. The PAROPT tool is a step-wise, multi-objective, multivariable automatic parameter optimization tool that runs the APEX model for all possible combinations of selected parameter values and computes performance statistics with three objective functions (Senaviratne et al., 2014) . The PAROPT tool was used to run APEX for each dataset using all possible combinations of the selected parameter values. Parameter combinations were compared to identify a parameter set that met model performance criteria for the majority of datasets. Following identification of the most commonly acceptable parameterization with PAROPT, manual calibration was used to maximize model performance. The manual calibration consisted of running model simulations for a limited set of parameter values and computing the performance statistics for event-based model output combined across all calibration datasets. For example, measured event runoff from the calibration datasets for all locations was plotted against the model simulated runoff for the same set of events (n = 158). Following calibration, the RCM was validated by simulating runoff, sediment loss, and total P loss for the validation datasets and comparing simulated results with measured data.
Model Evaluation
The SSCMs had been calibrated and validated with 12 event-based datasets ranging from 2 to 8 yr in length. Five datasets had been used for calibration, one for each SSCM ( Supplemental Table S1 ). These same five datasets were used for calibration of the RCM, as described above. Seven datasets had been used for validation of the SSCMs and were therefore also used for validation of the RCM ( Supplemental Table S1 ). Model performance for simulation of runoff, sediment loss, and total P loss was assessed by computing the coefficient of determination (r 2 ), Nash-Sutcliffe model efficiency (NSE), and percent bias (PBIAS) for event-based comparison of measured data with model simulation results, computed as described by . The statistics were also computed for an annualized comparison of measured versus simulated losses, where the annualized sums were calculated by summing verified events by year. Performance evaluation criteria (PEC) used to indicate acceptable model simulation were r 2 > 0.5, NSE > 0.3, and |PBIAS| < 35, 60, and 70 for runoff, sediment loss, and total P loss, respectively. The justification for PEC is provided in Supplemental Section S1.
The performance statistics (PBIAS, r 2 , and NSE) were computed on either a combined dataset (including all datasets) or on single datasets, depending on the objectives of the analysis. The performance statistics were computed based on all datasets together for performance assessment across the region. They were computed for each of the 12 datasets to evaluate how well the SSCM or RCM parameterizations performed for a specific dataset (specific location, watershed, time period, and management system). Performance statistics computed for each dataset were further summarized based on mean, median, minimum, and maximum values obtained for each of the performance statistics. The distributions of performance statistic values obtained with the RCM and SSCMs were compared with each other and with the normal distribution using normal probability plots. The Shapiro-Wilk test for normality (a = 0.05) was applied for performance statistics that passed the PEC obtained from the 12 datasets to determine if model performance statistics meeting PEC were normally distributed.
Results
Three control options were different from the BPJ parameterization: NVCN, ISW, and DRV (defined in Supplemental Table  S2 ). The options NVCN and DRV were the same values for all SSCMs (NVNC = 4 and DRV = 3); therefore, these values were selected for the RCM. The value for ISW was three for the Knox B SSCM, but zero for all other SSCMs. Thus, ISW was set to zero for the RCM. Twenty global parameters in the SSCMs were different from the BPJ parameterization ( Supplemental  Table S3 ). Because Crawford was the only location with manure application, the Crawford SSCM was the only model that could be calibrated for the manure-related parameters (62, 68, and 71). Therefore, the values obtained from the Crawford SSCM were used for the RCM=. Because measured sediment loss was very low for the Knox B, Franklin, and Crawford datasets (Senaviratne et al., unpublished data, 2016; Bhandari et al., 2017) , these datasets did not have enough information to inform the models relative to calibration for sediment. Therefore, sediment-related parameter 47 in the RCM was set based on the value obtained from the Knox and Chariton SSCMs. Parameter 85 had a general low level of sensitivity, and its value for the RCM was set based on theoretical descriptions of P subroutines and an evaluation of APEX model processes Sharpley et al., 1984; Baffaut et al., 2013) . Parameters 3, 15, 59, 76, and 90 were similar among the majority of SSCMs and nonsensitive for the remaining SSCMs and were therefore set to the most common value used for the SSCMs. Model results were relatively insensitive to changes for parameters 17, 19, and 46 within the range of values found for SSCMs; therefore, the RCM values were set as the average of SSCM values. Model results were found to be highly sensitive to parameters 8, 42, 46, 69, 70, 84, and 96 . Consequently, these seven were included for regional calibration. Although parameters 29 and 31 were uniform for all SSCMs, they were very sensitive. Therefore, parameters 29 and 31 were also included in the regional calibration process to identify potential interactions between their optimal values and the other seven parameters included in the regional calibration process (Supplemental Table S4 ). The final RCM parameter set was unique relative to the SSCMs on which it was based ( Supplemental Tables S2 and S3 ).
The RCM was well calibrated for runoff simulation with a PBIAS close to zero and high r 2 and NSE ( Fig. 1a ). It also passed the PEC for simulated runoff with the validation datasets (Fig. 1d) . The RCM did a poor job of simulating sediment loss and did not pass any of the PEC for sediment loss with either the calibration or validation datasets ( Fig. 1b and 1e ). Despite the poor ability of the RCM to simulate sediment loss, the RCM had very high performance statistics when simulating total P loss for the calibration dataset (Fig. 1c ). The calibration dataset contained one event with very high total P loss that may have a disproportionate influence on the performance statistics. The PBIAS, r 2 , and NSE were 1.1%, 0.55, and 0.39, respectively, when this extreme event was omitted from the computation, indicating that the RCM still met PEC for events with lower P loss. The total P loss simulated with the RCM also met PEC for the validation datasets ( Fig. 1f ) . Table 1 summarizes the three performance indicators used to evaluate model simulations with the RCM and SSCM parameterizations of APEX for each of the 12 datasets for runoff, sediment, and total P, respectively. For runoff, the RCM performed similarly to SSCMs. In contrast, the RCM did not perform as well as the SSCMs for sediment ( Table 1) . The SSCMs passed all PEC on 2 of 12 datasets, with a third only marginally rejected for high PBIAS (PBIAS = 61). Results obtained with the regional parameterization for the same three datasets were the only ones to pass performance criteria for sediment. The very low performance statistics for sediment simulation with the regional model were associated primarily with datasets that had low sediment loss and did not have successful model simulation as part of the calibration process. For total P, the regional model was capable of meeting PECs for 10 of 12 datasets but the model performance for those datasets declined relative to the fully calibrated models.
Normal probability plots for PBIAS, NSE, and r 2 confirmed that performance statistics for runoff prediction by the RCM and SSCM are likely from the same population, with the exception of NSE values from two datasets (Fig. 2) . Model performances should not be expected to be similar for multiple datasets. Rather, model performance varies from dataset to dataset based on random variability for model inputs (i.e., distribution of soil properties or watershed characteristics) and variability in measured data. Therefore, we assumed that performance statistics obtained with datasets for which the model adequately simulated measured data would be normally distributed. Furthermore, model performance statistics obtained with datasets for which the model failed to simulate measured data would not be within the normal distributions of performance statistics. In contrast to normal probability plots for runoff, the normal probability plots for total P performance statistics for the RCM (Fig. 2) indicated a steeper slope for PBIAS and a lower median value for r 2 and NSE (Table 1) compared with SSCMs, all indicative that the RCM, while meeting performance criteria, performed more poorly than the SSCMs. Figure 3 shows measured versus simulated annualized values of runoff, sediment, and total P using the RCM when all of the site-years are analyzed together. The PEC values were acceptable for runoff and total P but not for sediment, where NSE was negative, indicating that the mean was a better estimate than the RCM estimates.
Discussion
Success of the RCM to estimate event runoff from multiple watersheds with nearly equal results as SSCM parameterizations (Table 1) supports the use of the RCM to estimate runoff from diverse managements and weather scenarios on restricted-layer soils represented by the RCM. The RCM was developed and tested on datasets that included four locations and management practices that spanned a wide range of tillage, conservation practices, and fertilizer management strategies in grain production systems ( Supplemental Table S1 ). The RCM performed significantly better than the uncalibrated BPJ parameterization developed for and tested on these same datasets . The RCM parameterization successfully simulated runoff for 
Fig. 3. Simulated versus measured annualized (a) runoff, (b) sediment, and (c) total P (TP) loss for 61 site years across 12 watersheds for the regionally calibrated model (RCM). Reported model performance evaluation criteria include percent bias (PBIAS), coefficient of determination (r 2 ), and Nash-Sutcliffe efficiency coefficient (NSE). The dashed line represents the 1:1 relationship and solid lines are linear regression lines.
more datasets (11 vs. 8) than the BPJ. Furthermore, the median NSE and r 2 values obtained with the RCM were greater than those obtained with the BPJ model for the datasets where the BPJ model met PEC, indicating improved performance of the RCM over the BPJ model. This outcome endorses the concept that the RCM can be used to estimate runoff volumes for new scenarios and emphasizes the importance of model calibration with water quality data from similar soils, although the extent of the applicability of the RCM beyond restricted-layer soils used for its development is unclear.
Model parameters sensitive for runoff included P15, P42, and P44 (see Supplemental Table S3 for definitions). Development of the RCM ensured that these sensitive parameters were adjusted within an appropriate range for restricted-layer soils. For example, the value of P42 selected based on best professional judgement was 1.0 , which is less than the value of all SSCMs, whereas the value of P42 was 2.3 for the RCM, which was well within the range of values selected during calibration of the SSCMs.
The RCM was particularly poor at simulation of sediment loss for the Knox B and Crawford datasets (as indicated by performance statistics outside the PEC), where conservation practices and site characteristics resulted in small sediment loads for the event-based calibration datasets (Fig. 4) . Small sediment loss values relative to the variability in measured data provide little information for calibrating parameters that affect sediment loss for these datasets and can inflate statistics, like PBIAS, that are proportional to the range of the data . While model performance statistics for sediment were generally poor for the SSCMs (Table 1) , they generally captured the scale of loss for each dataset (Fig. 4) . In contrast, the RCM both performed poorly with performance statistics (Table 1) and frequently overestimated sediment loss (Fig. 4) . The most dramatic example of this was simulation of the Crawford dataset, where the median value of the RCM was eight times greater than measured data and the RCM overestimated the maximum event by over two orders of magnitude. Clearly, information from the datasets where sediment loss was successfully calibrated did not provide the RCM the capacity to estimate losses from low sediment-loss scenarios. Model factors beyond calibration could contribute to the poor simulation of sediment loss, such as the use of assumed rainfall distributions that differ from actual rainfall intensity or the use of a Universal Soil Loss Equation-based approach for erosion estimates, as opposed to more process-based approaches, like that used by the Water Erosion Prediction Project (WEPP) model (Ascough et al., 1997) .
With total P, the RCM typically was successful at capturing local watershed total P loss (Table 1) , but unlike runoff, there was clear evidence that the RCM performed less effectively than SSCMs for those 12 datasets (Table 1, Fig. 2 ). The variation of performance statistics increased with the RCM. This implies that, in contrast to runoff, the total P loss simulated by the RCM is not functionally equivalent to that simulated by the SSCMs. This is not unexpected, given the inability of the RCM to appropriately estimate sediment loss (see discussion above). Sediment loss frequently plays an important role in driving total P loss from agricultural fields (Sharpley et al., 1994; Eghball and Gilley, 2001) . In the measured event datasets, there was a weak correlation between sediment loss and total P (r 2 = 0.10, data not shown). This poor correlation was driven by total P losses observed in datasets such as Crawford, where sediment loss was controlled and management practices (e.g., applied poultry litter) contributed to high dissolved P loss. The SSCMs were able to account for the differences in the dissolved P:total P ratio resulting from different management practices used for the measured datasets and therefore maintained a weak correlation between sediment and total P loss (r 2 = 0.04), but the RCM resulted in a stronger relationship between sediment and total P for all event data (r 2 = 0.52). This highlights that the RCM is not appropriately capturing the mechanisms driving total P loss for these diverse scenarios. In agreement with this observation, the biggest drops in total P performance statistics, when comparing SSCMs and RCM for specific scenarios, were associated with simulations for datasets that had low sediment loss (Knox B and Crawford) and where the RCM consistently overestimated sediment loss. The RCM was likely successful at simulating total P loss for these datasets despite the poor simulation of sediment loss because dissolved P loss contributed to a high proportion of total P loss from these sites. For example, the measured dissolved P loss for the Franklin and Crawford datasets, the only two with measured dissolved P loss, was 44 and 92% of total P loss, respectively .
Annualized losses of total P met PEC (Fig. 3) , but the RCM under estimated large total P losses. A similar assessment of results from the SSCM by Baffaut et al. (2017) had a slope of 0.87 and better performance indicators (PBIAS = 13%, r 2 = 0.97, NSE = 0.96). This acceptable performance of the RCM suggests it may be able to provide annualized assessments across multiple studies. This conclusion is tempered by concerns expressed about the functionality of the RCM to represent total P-loss processes.
Fig. 4. Box plot of event sediment loss data comparing measured values and estimated values using the Agricultural Policy Environmental eXtender (APEX) model with site-specific calibrated models (SSCM) and the regionally calibrated model (RCM). Boxes represent the 25% quartile (bottom), the median (inner line), and the 75% quartile. Top and bottom whiskers are the 90th and 10th percentile, respectively, with outliers indicated as points above and below whiskers.
Some of the weakness of the RCM in addressing sediment loss may be a consequence of how we developed the RCM. Our approach was to develop a "best" site-specific calibrated and validated model using distinct datasets. We then identified values for sensitive parameters. In this process, we emphasized sensitive parameters for sediment simulation from models that were successfully calibrated for sediment loss. The justification for this approach was that the models that failed calibration for sediment were calibrated with datasets that had very low sediment loss, which did not provide relevant information about settings for parameters sensitive to sediment loss and consequently had poor performance statistics for sediment loss. Looking to the future, there may be value in developing methods that would allow calibrating on multiple datasets simultaneously. This would offer the opportunity to benefit from datasets with an insufficient range to calibrate at that location. observed that simultaneously calibrating APEX for different tillage treatments resulted in a calibration that could handle both situations. Simultaneously calibrating a model for five datasets will require expanding APEX automated calibration tools and engaging enhanced computing resources to handle the numerous permutations needed in this computationally intensive approach.
Failure of the RCM to estimate sediment loss may be attributed to limitations of our capacity to calibrate the model for this critical water quality component. However, our results may also reflect weaknesses in the algorithms used to estimate sediment loss. One benefit of more robust calibration procedures that identify the "best" calibration or calibrations for multiple scenarios is that it will highlight which routines of the model are not capable of accounting for alternative locations, climate, and/ or management scenarios.
Other research reported in this special edition established the importance of meeting calibration and validation criteria of APEX as a critical step in having confidence in the model to estimate runoff, sediment, and total P losses for climate, management practices, and/or similar locations beyond the calibration and validation set . These studies implied that calibration at one location was most reliable for estimating other situations when the model had successfully been calibrated for multiple water quality components, e.g., runoff, sediment, and total P. In this project, we have successfully integrated calibration information from multiple locations to provide a regional calibration that provides robust estimates of runoff from multiple locations. This success is with a regional parameterization that is unsuccessful at estimating sediment loss and has clear limits on the capacity to estimate total P losses. Although the RCM met the performance criteria for simulation of total P loss, the application of this model for estimating total P loss should be limited to soils and management systems with similarly low sediment loss.
Conclusions
The goal of environmental mechanistic models such as APEX is to provide accurate estimates of water quality parameters for multiple locations, climates, and scenarios. Our hypothesis was that multilocation calibration could establish values for key sensitive parameters that allow model algorithms to account for diverse scenarios and estimate runoff, sediment, and total P losses needed to test tools such as a P Index.
In support of this concept, we successfully created a regional calibration of APEX for restricted layer soils that provided estimates of runoff from multiple locations under a wide range of scenarios. The RCM, while successful at meeting PECs for total P for most of the test watersheds, clearly was not accounting for sediment transport processes at some of the locations, a key component of total P loss. Consequently, we did not attain our goal of a robust regional parameterization of APEX for estimating sediment and total P losses.
Future work will focus on calibration techniques that allow simultaneous calibration of sensitive parameters across locations. These approaches will require developing more sophisticated calibration optimization software for APEX. Our results confirm the potential of models as a tool to expand the impact of measured water quality data to understand scenarios and climate situations beyond measured data. However, our results also emphasize that calibration with measured water quality remains a key element of model parameterization and that the capacity of the current construct of APEX to effectively capture sediment and total P-loss processes in small agricultural watersheds is still unclear.
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S1. Explanation of Model Performance Evaluation Criteria
Model performance was assessed using Nash-Sutcliffe model efficiency (NSE), coefficient of determination (r 2 ), and percent bias (PBIAS) as defined by . Threshold values indicating acceptable model performance based on these statistics are dependent on the spatial and temporal scales of the data, water quality constituents of interest, and the modeling objectives (Moriasi et al., 2015) . Although some standard values have been suggested , considerable variability exist in the published literature. For instance Ramanarayan et al. (1997) considered r 2 >0.5 and NSE >0.40 as satisfactory for simulation of monthly surface water quality with the APEX model. Chung et al. (2002) defined r 2 > 0.5 and NSE > 0.3 as satisfactory for monthly tile flow and NO 3 -N loss simulated with the Erosion Productivity Impact Calculator (EPIC) model. indicated r 2 > 0.5 and NSE > 0.4 as acceptable for monthly runoff and nutrient concentrations using the APEX model. suggested NSE > 0.5 with P-bias ±25% for streamflow, ±55% for sediment and ±70% for nitrogen and phosphorus for monthly values. They also indicated that NSE values can be relaxed for shorter time steps (daily events). Yin et al. (2009) reported NSE for event based runoff and sediment between 0.41-0.84 and r 2 between 0.55 -0.85. Mudgal et al. (2010) regarded r 2 > 0.5 and NSE > 0.45 as threshold for satisfactory calibration and validation with event data.
Our current study was completed as a much smaller special scale and a relatively smaller temporal scale than the studies used to define the criteria listed by Moriasi et al. (2015) , who suggested NSE > 0.5, 0.45, and 0.35 for runoff, sediment, and total P (TP) simulation. Furthermore, the objective of this study was to develop a regional model that could be used to estimate relative differences in long-term average annual P loss for different management practices. Because our calibration and validation time step was small (event-based, ranging from 1 to 3 days) but our time-scale of interest was very long (long-term average annual loss), we reduced the threshold for model performance evaluation criteria compared to that suggested by Moriasi et al. (2015) . For the current study, the threshold values for acceptable model performance statistics for runoff were set at r 2 >0.5, NSE>0.3 and |PBIAS|<35, <60, and <70 for runoff, sediment loss, and TP loss respectively. Supplemental Table S1 . Characteristics and data availability at field sites used for developing site-specific models and calibration and validation of the regional model. Supplemental Table S3 . Site-specific calibrated model parameter values that were different from the best professional judgement parameterization, value selected for the regionally calibrated model (RCM), and the method used to select the RCM value. Coefficient adjusts microbial activity in the top soil layer 0.6 0.1 0.5 0.5 0.5 0.5 Regional calibration 70 Microbial decay rate coefficient 0.6 0.5 0.7 0.5 0.5 0.65 Regional calibration 71
Manure erosion coefficient based on above ground plant material Subsurface flow factor 2 2 2 10 10 2 Most common value 96
Soluble P leaching kd value 3 3 5 5 5 2 Regional calibration S6 Supplemental Table S4 . Parameter values used for automated optimization with the PAROPT tool for the respective watershed models as part of the regional model development process (see Table S3 for parameter descriptions). Figure S1 . Location of the field sites used to calibrate site-specific models upon which the regional model was developed.
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