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Abstract
Exclusion algorithms have been used recently to ﬁnd all solutions of a system of nonlinear equations or to ﬁnd the global minimum
of a function over a compact domain. These algorithms are based on a minimization condition that can be applied to each cell in the
domain. In this paper, we consider Lipschitz functions of order  and give a newminimization condition for the exclusion algorithm.
Furthermore, convergence and complexity results are presented for such algorithm.
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1. Introduction
We consider the constrained minimization problem
min
x∈
f (x), (1)
where f : Rn → R is a Lipschitz function of order  for 1, and  ⊂ Rn is a cell i.e., an n-dimensional rectangular
box.
The problem of ﬁnding the global minimum of (1) is very common in science, economics and engineering. In fact,
in the last decades there has been a growing interest in approaching global optimization problems by a number of
techniques (see e.g., [3,14,18,21,25]). Such an interest is motivated by a large number of real-life applications where
such problems arise (see for example [2,7,8,22]). One of the most notable approaches to ﬁnd the global minimum of a
function is that based on interval analysis [4,11,16,17,19]. In this area, the exclusion algorithms (EAs) are a well-known
tool for ﬁnding the global minimum of a function over a compact domain [1,9,10,28,27]. Furthermore, EAs can be
used to ﬁnd the zeros of a function (see e.g., [6,10,19,29]).
An EA systematically discards cells as it progresses. In order to do this, the algorithm makes use of some test which
we will refer to as a minimization condition (MC).AMC is computationally veriﬁable necessity test for the presence of
a global minimum in a cell; therefore, it is a necessary, but not necessarily sufﬁcient, condition which must be satisﬁed
if a global minimum point is present in a cell. If a cell fails the condition, it can be discarded. If a cell satisﬁes the
condition, it is subdivided and the condition is then applied to the new cells.
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There are several choices for the MC (see for example [1,6,9,10]). These conditions either involve derivatives or can
be applied to polynomials only. Since we are interested in wider class of functions, a new MC is needed.
In this paper, we introduce a new exclusion test and analyze the efﬁciency and computational complexity of EAs
based on this approach.
In Section 2, we give a general EA. Then, we introduce a new MC in Section 3. In Sections 4 and 5, we present
convergence and study complexity analysis of the algorithm. Finally, numerical results is provided in Section 6 to
demonstrate the effectiveness of the algorithm.
2. Basic EAs for global optimization
The EA is based on discretizing the domain . In order to develop a strategy for the algorithm, we give some
background deﬁnitions that will be used in subsequent sections.
We use “” for the partial ordering, i.e., if x, y ∈ Rn then xy, if and only if xiyi for i=1, . . . , n. A cell  ⊂ Rn
is a rectangular box, i.e., there are two vectors in Rn, L, the lower corner, and U, the upper corner, such that
 := [L, U] = {x ∈ Rn : LxU},
we can also describe  as the product of n intervals,
=
n∏
i=1
[Li, Ui],
where Li, Ui ∈ R, Li <Ui , i = 1, . . . , n. For a cell , we deﬁne the middle point m, and the radius r to be
m := U + L2 , r :=
U − L
2
.
The mesh size of a cell  is deﬁned to be ‖r‖∞. In fact, we can use any norm to compute ‖r‖; however, unless
otherwise noted, the norm which we use is the inﬁnity norm. We now deﬁne the cellular partition of a cell.
Deﬁnition 2.1 (Cellular partition). Let  be a ﬁnite set of cells and let  be a cell in Rn. We say that  is a cellular
partition of  if
1. =⋃∈ .
2. If 1, 2 ∈ , then either 1 ∩ 2 is a common face of 1 and 2 or 1 ∩ 2 = ∅.
3. The number of cells,  ∈  such that  ∩  	= ∅ is ﬁnite.
If  is a cellular partition of , we deﬁne the mesh size of the partition () to be
() = max
∈
{max{‖x1 − x2‖∞: x1, x2 ∈ }}.
Deﬁnition 2.2 (Reﬁnement). Let1 and2 be any two cellular partitions of.2 is said to be a reﬁnement of1 if for
all 2 ∈ 2 there exists 1 ∈ 1 such that 2 ⊂ 1 with strict inclusion holding in at least one case and (2)< (1).
We also say 2 is ﬁner than 1.
If we let z= (z1, z2, . . . , zn) ∈ Zn, where Z is the set of all integers, and h= (h1, h2, . . . , hn), where hi are constants
for i = 1, . . . , n, and deﬁne the cells (z) to be
(z) := {x ∈ Rn : zhx(z + 1)h},
then =(h) := {(z) : z ∈ Zn} is a cellular partition of  for any  ∈ Rn. This partition is known to be the B(box)-
partition, which is deﬁned geometrically by dividing the coordinate axes of the variable components xi , i = 1, 2, . . . , n
into number of intervals of uniform size hi . In this case, () = max{hi : i = 1, 2, . . . , n}.
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If we consider 1 = (h) to be a B-partition of , and k ∈ Z+ − {1} then 2 = (h/k) is a reﬁnement of 1. This
partition is formed by dividing each cell to kn subcells. The partition 2 is said to be a k-sections reﬁnement of 2.
More examples of cellular partitions and their reﬁnement are discussed in [15].
An EA looks for a global minimum in some initial cell.As the algorithm executes, is partitioned into successively
reﬁned partitions. Then at each stage of the algorithm, EA uses a condition known as MC to check each cell of the
resulting partitions of  to examine the possibility of existence of a global minimum. We now introduce the deﬁnition
of MC.
Deﬁnition 2.3 (Minimization condition). Let be a cellular partition of.AMC for (1) is a computationally veriﬁable
necessity test for existence of the global minimum of (1) in each cells of .
The EA is based on a given sequence of reﬁning partitions k and uses at each stage the given MC to exclude all
cells which cannot contain the global minimum of f . The remaining cells are then stored in k .
We state a general minimization algorithm which we will use to obtain the global minimum of (1).
Algorithm 2.1.
1. Let k be the sequence of partitions of  with 0 ={} such that k+1 is ﬁner than k, k = 0, 1, . . . , and the mesh
sizes (k) → 0 as k → ∞. Let Mk be the current approximation minimum value generated by the algorithm at
level k.
2. Let f :  ⊂ Rn → R.
3. Set 0 := {}, M0 := f (m). (Initialization)
4. For k = 0, 1, 2, . . .
If (k) tol,
return Mk .
Else
k+1 := ∅.
Mk+1 := Mk .
For  ∈ k+1 such that  ⊂  for some  ∈ k
If  satisﬁes the minimization condition,
then k+1 := k+1 ∪ {}.
If f (m)<Mk+1,
then Mk+1 := f (m).
From the above algorithm, we can draw some conclusions which guarantee that Algorithm 2.1 can in fact locate the
global minimum.
1. The sequence {Mk} is a decreasing sequence and
min
x∈
f (x)Mk min
∈k
f (m).
2. In Algorithm 2.1, k 	= ∅ for all k.
3. In Section 4, we prove that the sequence Mk approaches f˜ = minx∈ f (x) as k → ∞.
The list of cells is processed breadth-ﬁrst rather than depth-ﬁrst. Unlike the case of ﬁnding the zeros of a function,
breadth-ﬁrst is more efﬁcient in the case of ﬁnding the global minimum even though it uses more memory. The reason
is that the global variable M needs to be updated uniformly over the initial interval .
It is obvious that the efﬁciency of EAs depends mainly on the construction of a good exclusion test which is
computationally inexpensive but relatively tight. Otherwise, too many intervals remain undiscarded on each bisection
level, and this leads to signiﬁcant numerical inefﬁciency.
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3. The Lipschitz minimization condition
In this section, we present a new MC which we call the Lipschitz minimization condition (LMC). In order to deﬁne
the LMC, we need ﬁrst to deﬁne Lipschitz functions of order .
Deﬁnition 3.1 (DePree and Swartz [5]). A function f :  → R is a Lipschitz function of order 1, if there is C
such that
|f (x) − f (y)|C‖x − y‖ ∀x, y ∈ .
The set of Lipschitz functions of order  is denoted by L().
Let f : Rn → R be a Lipschitz function of order  with Lipschitz constant C, and  be a cell with mid-point m,
and radius r, then we have
|f (x) − f (m)|C‖x − m‖C‖r‖,
which implies
f (x)f (m) − C‖r‖ ∀x ∈ .
The following theorem summarizes the possible choices of lower bound estimates which we will consider in this paper
for Algorithm 2.1.
Theorem 3.1. Let  be a cell and f : Rn → R be in L() with Lipschitz constant C and there is M ∈ R such that
f (m) − C‖r‖>M ,
then f does not attain a value smaller than or equal to M in .
Proof. Since f ∈ L(), we have
|f (m) − f (x)|C‖m − x‖C‖r‖ ∀x ∈ ,
which implies f (m)−f (x)C‖r‖, or f (x)f (m)−C‖r‖, for all x ∈ . Therefore, if f (m)−C‖r‖>M
for some M ∈ R, then f (x)>M for all x ∈ . 
Now, we can choose the LMC to be
f (m) − C‖r‖<M . (2)
In order to get a good approximation of the Lipschitz constant C for = 1, we can use the following proposition.
Proposition 3.1 (Horst et al. [14]). Let  ⊂ Rn be a cell, and let f be continuously differentiable on an open set
containing  with bounded gradient on . Then f is Lipschitz function of order 1 on  with constant
C = sup{‖∇f (x)‖: x ∈ }.
More information about the approximation of Lipschitz constants can be found in [12,13,20,26].
Let f :  → R be in L(), where  := [L,U ], and let P be the uniform partition of , deﬁned by P :=
{(xi1 , . . . , xin) : xij =Lj + j (Uj −Lj )/mj , j = 1, . . . , n}mjij=0, where m1, . . . , mn ∈ N. With respect to this partition,
 can be expressed as the union of cells k for k = 1, . . . , m1 × · · · × mn. Then we deﬁne the Lipschitz condition
function (LCF), g :  → R, to be
g(x) = f (mk ) − C‖rk‖ ∀x ∈ l ,
where k = 1, 2, . . . , m1 × · · · × mn. The function g is a lower bound of f and therefore, g underestimates f.
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We note that C could be a global constant which depends on  or could be a local constant that depends on each cell
. If C is chosen to be local, LMC will give a tighter condition to exclude more cells. However, C in this case will be
computed for each cell. If C is a local constant for , it will be denoted by C to distinguish between local and global
Lipschitz constants.
Now, we can rewrite Algorithm 2.1, with the LMC (2) as follows.
Algorithm 3.1.
1. Let k be the sequence of partitions of  with 0 = {} such that k+1 is ﬁner than k, k = 0, 1, . . ., and the mesh
sizes (k) → 0 as k → ∞. Let Mk be the current approximation minimum value generated by the algorithm at
level k.
2. Let f :  ⊂ Rn → R.
3. Set 0 := {}, M0 := f (m). (Initialization)
4. For k = 0, 1, 2, . . .
If (k)< tol,
return Mk .
Else
k+1 := ∅.
Mk+1 := Mk .
For  ∈ k+1 such that  ⊂  for some  ∈ k
If f (m) − C‖r‖<Mk+1
then k+1 := k+1 ∪ {}.
If f (m)<Mk+1
then Mk+1 := f (m).
4. Convergence of the EAs
The sequence we obtain using the minimization Algorithm 3.1 does indeed converge to the global minimum f˜ :=
f (x˜) for some x˜ ∈ . In order to prove that, we ﬁrst introduce the set of minimal pointsF().
Deﬁnition 4.1 (Minimal pointsF()). We deﬁneF() to be the set of points where a function f :  ⊂ Rn → R
attains its global minimum in the cell , i.e.,
F() :=
{
x˜ : f (x˜) = min
x∈
f (x)
}
.
Theorem 4.1. Let f :  ⊂ Rn → R be a Lipschitz function of order  on some cell , and let x˜ ∈ F(). The
decreasing sequence of values {Mk}∞k=1 generated by the minimization Algorithm 3.1 converges to the global minimum
f˜ = f (x˜), i.e.,
lim
k→∞ Mk = minx∈ f (x) = f˜ .
Proof. Since f ∈ L(), then it is not hard to show that for every 	> 0, there exists a 
= √	/C > 0 such that
‖x − y‖< 
 ⇒ |f (x) − f (y)|< 	 ∀x, y ∈ .
Since x˜ ∈F(), it follows that x˜ ∈ k ⊂  for a sequence of cells {k}∞k=1 with radius rk and middle points mk such
that ‖rk‖ → 0 as k → ∞. For sufﬁciently large k, we have
‖mk − x˜‖< 
 ⇒ 0f (mk) − f (x˜)< 	,
and as a result f (x˜)Mkf (mk)<f (x˜) + 	. Since 	 is arbitrary, Mk must approach f (x˜) as k → ∞. 
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The following lemma shows how close the global minimum of f˜ to its approximation Mk at level k.
Lemma 4.1. Let f be C2 on , i.e., the second derivative of f is continuous, and let f :  ⊂ Rn → R attain its global
minimum at a regular zero point, x˜, of the gradient on the interior of the cell , then
Mkf (x˜) + B‖rk‖2,
where Mk is the sequence deﬁned in the minimization Algorithm 3.1, rk is the sequence of mesh vectors in k , and B
is some positive constant independent of k.
Proof. The subdivision process ensures that ‖rk‖ → 0 and
Mk min
∈k
f (m).
We know that x˜ ∈  for some  ∈ k with middle point m. We now expand f about x˜ and we get
f (m) = f (x˜) + ∇f (x˜)T(m − x˜) + 12 (m − x˜)THf (x˜)(m − x˜) + O(‖m − x˜‖3).
Here, Hf (x˜) is the Hessian matrix of f at x˜. Since x˜ is in the interior of , the gradient of f vanishes at x˜, i.e., ∇f (x˜),
and since x˜ is a regular point of the gradient, there exists a constant a such that
0<a = ‖Hf (x˜)‖.
Thus, for sufﬁciently large n we may take B larger than a and neglect the term O(‖m − x˜‖3) to get
f (m) − f (x˜)B‖m − x˜‖2 ⇒ Mkf (m)f (x˜) + B‖rk‖2. 
5. Complexity results
In this section, we investigate the complexity of Algorithm 3.1 where the MC in Algorithm 2.1 is chosen to be the
LMC (2).
Throughout this section, let  ⊂ Rn be a cell and f :  → R be a Lipschitz function of order  with Lipschitz
constant C. We will use the following assumptions:
Assumption 1. The function f ∈ C2 is a Lipschitz function of order 2.
Assumption 2. The function f attains its global minimum f˜ = f (x˜) on the interior of the cell .
Assumption 3. The points in the setF() are regular zero points of the gradient, and #(F()) = D.
We start Algorithm 3.1 in  using the LMC for all subintervals  ⊂ . Recall that Algorithm 3.1 generates
for each level k > 0 a list of intervals k . In the following theorem, we show that for sufﬁciently large k, we have
‖m − x˜‖ = O(‖r‖).
Theorem 5.1. LetMk be the decreasing sequence of values generated by Algorithm 3.1 using LMC (2). If Assumptions
1–3 are satisﬁed, then there exists an N > 0 such that the following holds: if  ∈ k with k >N , then there exists an
x˜ ∈F() such that ‖m − x˜‖N‖r‖.
Proof. Suppose that the assertion is false. Then there exists a sequence {i}∞i=1, where i ⊂ i , with middle point mi
and radius ri for i = 1, . . . such that ‖ri‖1/i and
‖mi − x˜‖> i‖ri‖ ∀x˜ ∈F(). (3)
Since  is compact and the sequence {mi} is bounded, we can ﬁnd a convergent subsequence {mij }∞j=1 such that
lim
j→∞ mij = m˜,
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for some m˜ ∈ . From the MC (2), we have
f (mij ) − C‖rij ‖Mij−1.
If we take the limit as ij → ∞ and use Theorem 4.1, we get f (m˜) f˜ . But f˜ is the global minimum; therefore,
m˜ ∈F(). We now expand the function f in a Taylor series about m˜ and we get
f (x) = f (m˜) + (x − m˜)T∇f (m˜) + 12 (x − m˜)TH(m˜)(x − m˜) + O(‖x − m˜‖3),
where Hf (m˜) is the Hessian of f. Since m˜ is a regular point of the gradient, ∇f (m˜)=0 and H(m˜) is a positive deﬁnite.
Therefore, there is a positive number  such that
f (x)f (m˜) + 12‖x − m˜‖2 + O(‖x − m˜‖3).
For small enough ‖x − m˜‖, there is a constant K such that 0<K < 12 and
f (x) − f (m˜)K‖x − m˜‖2. (4)
The MC can be written as
f (mi) − Mi−1C‖ri‖, (5)
where Mi−1 is the current minimum value of f on determined by the algorithm. For sufﬁciently large i, we have from
Lemma 4.1 that
f (mi) − f (m˜) = f (mi) − Mi−1 + Mi−1 − f (m˜)
C‖ri‖ + B‖r‖2
F‖r‖2, (6)
where F = C + B. We conclude from (4) and (6) that
K‖mi − m˜‖2f (mi) − f (m˜)F‖ri‖2, (7)
which can be written as
‖mi − m˜‖
√
C
K
‖ri‖.
This is a contradiction to Assumption 3. Therefore, the assertion is true. 
The following theorem shows that there is a constant N0 > 0 such that the EA, started in , generates no more than
N0 intervals on each bisection level, i.e., #(k)N0 independent of k.
Theorem 5.2. If Assumptions 1–3 are satisﬁed, then #(k) is bounded as k → ∞.
Proof. It sufﬁces to prove the existence of a constant N0, that does not depend on k such that |k|<N0, where |.|
denotes the cardinality of k . Let r be the radius of  with minimal entry rm and let  ∈ k be a cell with middle
point m and radius r. Then, we conclude from Theorem 5.1 that there exists an N > 0 and x˜ ∈ F() such that
‖m − x˜‖N‖r‖. This condition can be written as
x˜(i) − N‖r‖m(i) x˜(i) + N‖r‖, i = 1 : n.
Now, we will give an estimation of N‖r‖ with respect to the radius of the initial interval r
x˜(i) − N‖r‖
rm
r(i) = x˜(i) − N‖r‖
rm
r(i) x˜(i) − N‖r‖,
on the other hand,
x˜(i) + N‖r‖ x˜(i) + N‖r‖
rm
r(i) = x˜(i) + N‖r‖
rm
r(i).
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Fig. 1. Global LCF for Example 6.1.
Therefore, we have the following inequalities:
x˜(i) − N‖r‖
rm
r(i)m(i) x˜(i) + N‖r‖
rm
r(i).
Now, we have
= [m − r,m + r] ⊂
[
x˜ − N‖r‖
rm
r − r, x˜ + N‖r‖
rm
r + r
]
∀ ⊂ k .
Let S = N‖r‖/rm + 1, where x denotes the smallest integer greater than or equal to x. If we deﬁne I :=
[x˜ − Sr, x˜ + Sr] then  ⊂ I for all  ∈ k . We can immediately see thatI can contain at most Sn cells in k . Since
the number of cells in (F()) isN0, we have #(k)SnN0.We can see that the number of cells ink does not depend
on k. 
6. Numerical experiments
This section reports experimental results that investigate the performance of the proposed algorithmwith theLipschitz
condition (2) in solving some test problems. The following problems are proposed by the author. In order to ﬁnd the
global minima of the following examples, we use Algorithm 3.1 which has been implemented in MATLAB [23] and
the experiments have been executed at a PC with Pentium centrino 1600MHz processor.
Example 6.1. Consider the function f : [−1, 1] → R, deﬁned by f (x)=x2−1 and choose =1. This function has the
Lipschitz constantC=2 as a global constant.We consider the uniform partitionP : ={xi := −1+2i/(m+1)}m+1i=0 and
deﬁne mi to be the middle point of the interval [xi−1, xi], r to be the length of the interval [xi−1, xi], i.e., d =xi −xi−1.
Then we deﬁne the LCF g to be g(x) = f (mi) − Cd for x ∈ [xi−1, xi]. In Fig. 1, we plot the functions f and g for
different choices of r. In order to have tighter Lipschitz condition, we can deﬁne a local Lipschitz condition for each
interval [xi−1, xi] then we get another LCF, let h be deﬁned by h(x) = f (mi) − Cir for x ∈ [xi−1, xi], where Ci is
a local Lipschitz constant for the interval [xi−1, xi]. In Fig. 2, we plot the functions f and h for different choices of r.
We now applyAlgorithm 3.1 to the function f using both the global and local Lipschitz constants with Tol = 0.1, 0.01,
0.001 and 0.0001. We can see from Table 1 that if we use local LMC, then the number of cells in  does not increase
when we decrease the tolerance Tol. However, the number of cells in  increases rapidly when the LMC is chosen to
be global. Furthermore, the number of minimization condition check (MCC) in the case of local LMC is less than the
number of MCC when global LMC is used. Finally, we plot the reﬁnement at each level in Fig. 3.
Example 6.2. Consider the function f : [−1, 1] × [−1, 1] → R, deﬁned by
f (x, y) = xy2 + yx2 − x3 − y3,
and choose = 1. This function has a Lipschitz constant C = 4 as a global constant because ‖∇f ‖4. One can easily
calculate the global minimum of this function and ﬁnd that the global minimizers are (− 13 , 1) and (1,− 13 ) and the
I. Alolyan / Journal of Computational and Applied Mathematics 200 (2007) 491–502 499
Fig. 2. Local LCF for Example 6.1.
Table 1
Approximation of the minimum off (x) = x2 − 1
Tol. Level f˜ Global LC Local LC
Cells in  MCC Cells in  MCC
0.1 5 −1.000000 16 43 8 31
0.01 8 −1.000000 44 143 8 55
0.001 11 −1.000000 128 427 8 79
0.0001 15 −1.000000 512 1739 8 111
-1 -0.5 0 0.5 1
0
2
4
6
8
10
12
Ωk
k
Fig. 3. Applying CEA.
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Fig. 4. Global LCF for 6.2.
Fig. 5. Local LCF for 6.2.
Table 2
Approximation of the minimum of f (x, y) = xy2 + yx2 − x3 − y3
Tol. Level f˜ Global LC Local LC
Cells in  MCC Cells in  MCC
0.1 5 −1.076660 88 369 60 217
0.01 8 −1.171350 164 749 152 565
0.001 11 −1.183450 464 1773 440 1533
0.0001 15 −1.185077 1868 6553 1736 5985
global minima is − 3227 .We consider the uniform partitionP : ={(xi, yj ) := (−1+2i/(m+1),−1+2j/(m+1))}m+1i,j=0
and deﬁne mij , r to be the middle point and the radius of the rectangle [xi−1, yj−1] × [xi, yj ], respectively. Then we
deﬁne the LCF function g to be g(x, y) := f (mij ) − C‖r‖ for (x, y) ∈ [xi−1, yj−1] × [xi, yj ]. In Fig. 4, we plot the
functions f and g for different choices of r.
In order to have tighter Lipschitz condition, we can deﬁne the local Lipschitz condition for each rectangle [xi−1, yj−1]
× [xi, yj ] then we get another LCF, h, deﬁned by h(x, y) := f (mij ) − Cij‖r‖ for (x, y) ∈ [xi−1, yj−1] × [xi, yj ],
where Cij is a local Lipschitz constant for the rectangle [xi−1, yj−1] × [xi, yj ]. In Fig. 5, we plot the functions f and h
for different choices of r.
We now apply Algorithm 3.1 to the function f using both the global and local Lipschitz constants with Tol = 0.1,
0.01, 0.001 and 0.0001. We show the results in Table 2.
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Fig. 6. The level sets of f and the reﬁnement of the domain.
Fig. 7. The function f for Example 6.3.
Table 3
Approximation of the minimum of f (x, y) for Example 6.3
Tol. Level f˜ Global LC Local LC
Cells in  MCC Cells in  MCC
0.1 6 0.408 309 1924 189 1027
0.01 9 0.402 653 3701 367 1842
0.001 12 0.398 1243 7128 714 3613
In Table 2, we notice that the number of cells in both cases is close, the reason is that ‖∇f (1,− 13 )‖∞ =
‖∇f (− 13 , 1)‖∞ > − 3.5; therefore, the local Lipschitz constant will remain close to the global Lipschitz constant.
Finally, we plot the reﬁnement at each level in Fig. 6.
We conclude this section with the following example which was found in [13,24]
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Example 6.3. Consider the function f : [0, 5] × [0, 10] → R, deﬁned by
f (x, y) =
(
y − 5.1
42
x2 + 5

x − 6
)2
+ 10
(
1 − 1
8
)
cos x + 10,
and choose = 2.
In Fig. 7, we plot the function f on its domain. In order to ﬁnd the global minimum of the function f, we apply
Algorithm 3.1 to the function, and we get the minimizer (3.142, 2.275) and the global minimum of approximately
0.398. In Table 3, we show the results when we apply Algorithm 3.1 to the function f with Tol = 0.1, 0.01 and 0.001.
7. Conclusion
We have formulated a new exclusion test for the EA with box constraints for a Lipschitz objective function of order
. It has been shown that the number of cells, as Algorithm 3.1 proceeds, is bounded.
Our numerical results indicate that Algorithm 2.1 with Lipschitz condition (2) converges to the global minimum
much faster when the Lipschitz constant is chosen locally.
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