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Sustainable food supply systems are based on sustainable agricultural 
practices. These are more than the wise management of soils, crops, and farms. 
Sustainable agriculture "balances concerns of environmental soundness, economic 
viability, and social justice among all sectors of society." (Allen, et al., 1991) 
Policy becomes as fundamental an attribute as production. 
Agricultural production is often viewed as an exercise in industrial 
production. (Levins and Vandermeer, 1989) The sheer quantity and variety of 
human activity cause drastic changes in the environment. As human impact upon 
the environment increases, the need to understand food supply systems from an 
ecological perspective becomes imperative. Viewing agricultural production in the 
context of an ecosystem in which humans are but one species, increases our 
understanding of the structure of food supply systems. Through thoughtful 
management, these systems can be maintained and managed in a sustainable 
manner. In this thesis, I explore alternative, strategic models for food supply 
systems which incorporate policy at a very basic level. 
The economics of food distribution has emphasized efficiency, a worthy 
goal when tempered by humane policies. Qualitative modeling may be used to 
Redacted for Privacydemonstrate the efficacy of a model prior to quantitative modeling which optimizes 
efficiency. Strategic models of efficacy describe systems in a broad conceptual 
manner, where the underlying social, political, economic, and ecological 
relationships may be analyzed. 
Strategic models also give expectations about system behavior. Var 
(Apairwise), which is composed of the variance of the diagonal elements of the 
community matrix taken in a pairwise fashion, and the expected value of the 
products of the off-diagonal elements, also taken in a pairwise fashion, may prove 
valuable as a tool to assess the robustness of systems.  Robust systems are valuable 
because they are stable and relatively impervious. They maintain their structure but 
remain flexible. Sustainable, robust food supply systems will be resilient, stable, 
ecologically sound, and just. While such systems may be difficult to achieve in 
practice, strategic models provide a template. ©Copyright by Jane Jorgensen
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 Strategic Modeling of Sustainable Food Supply Systems 
1. Introduction: Strategic Planning of Sustainable Food Supply 
Systems 
Sustainable food supply systems are based on sustainable agricultural practices. 
Sustainable agriculture is more than the wise management of soils, crops, and farms. It 
is an agriculture that "balances concerns of environmental soundness, economic 
viability, and social justice among all sectors of society." (Allen, et al., 1991) Policy 
becomes as fundamental an attribute as production. 
Agricultural production is often viewed as an exercise in industrial production. 
(Levins and Vandermeer, 1989) The sheer quantity and variety of human activity cause 
drastic changes in the environment. The stress of these activities taxes resources and 
ecosystems. As human impact upon the environment increases, the need to understand 
the ecosystems of which we are a part becomes imperative. Viewing agricultural 
production in the context of an ecosystem, in which humans are but one species, 
increases our understanding of the structure of food supply systems. Through 
thoughtful management, these systems can be maintained and managed in a sustainable 
manner. By preserving these systems, we assure the continuation our own species, as 
well as the other species with whom we are entangled. Management without an 
understanding of system structure is a trial-and-error process that can have disastrous 
effects on fragile systems. Through strategic management, the understanding of overall 2 
structure and interaction, we are able to understand a system at a holistic level and the 
system-wide effects of our actions. 
At the Workshop of the First Biannual Conference of the International Society 
for Ecological Economics, held May 21 through 23, 1990, one of the major research 
questions proposed was "How can basic ecological models and principles by 
incorporated into operational definitions of sustainability?" (Costanza, et al., 1991) In 
this thesis, I address this question through the presentation of qualitative and 
quantitative methods for strategic modeling of food distribution systems and 
ecosystems. 
The presence of food does not preclude the occurrence of hunger. Whether food 
is distributed in the form of short term aid, or as part of a broad-based production 
system, people still starve. (Schuftan, 1989) ( Dreze & Sen, 1990) In this thesis, I 
explore alternative, strategic models for food supply systems which incorporate policy 
at a very basic level. Methods for modeling efficacious systems, which sustain multiple 
sectors of society, and the description of robust system behavior are developed and 
discussed. 
This dissertation begins with a literature review that discusses modeling, general 
systems theory and mathematical ecology (Chapter 2). In Chapter 3, I present a 
qualitative strategic analysis of a simple food distribution system. In Chapter 4, I 
develop a new metric for quantitatively evaluating an aggregate measure of system 
robustness. Finally, in Chapter 5, I discuss the implications of this work. 3 
2. Critical Literature Review 
2.1 SYSTEMS, ECOSYSTEMS, AND SYSTEMS ECOLOGY 
Systems are groups of interacting interdependent parts linked together by 
exchanges of energy, matter, and information. (Costanza, 1993) One definition of a 
system is an assemblage of units, each one of which retains its identity over time. A 
system is specified as a complex unit in which the components interact to preserve the 
system and restore it following non-destructive disturbances. These complex systems 
represent some level in a hierarchy. The system is composed of subsystem and is itself 
a subsystem of a system at a higher level of organization. (Weiss, 1971) This complex 
of interacting subsystems persists through time through the interaction of its 
components. It possesses organization, temporal continuity and functional properties 
which pertain to the system rather than to its constituent subsystems. (Reich le, O'Neil 
& Harris, 1975) 
Systems may be open or closed. A closed system is one in which material or 
energy is not exchanged with the environment. In an open system, such exchanges 
occur. The notion of open and closed systems is not unique to biology. 
Thermodynamic laws, for example, are based on the assumption of closed systems. 
(Edelstein-Keshet, 1988) 
Tans ley (1935) introduced the term 'ecosystem,' which he defined as the system 
resulting from the integration of all the living and nonliving factors in an environment. 
An ecosystem in an energy processing unit that is regulated by the availability of 4 
essential nutrient elements and water and is constrained by climate. Ecosystems 
transform, circulate, and accumulate matter and energy through the medium of living 
organisms and their activities, and through natural physical processes. They are 
characterized by high levels of organization, containing both biotic and abiotic 
components. (Van Dyne, 1966). Ecosystems possess a means of internal system 
regulation. Without rate regulation, supplies of nutrients and water become exhausted, 
resulting in a collapse of the energy base. (Reich le, O'Neil & Harris, 1975) 
Complex ecosystems share many characteristics. They possess 'strong (usually 
nonlinear) interactions between the parts, complex feedback loops that make it difficult 
to distinguish cause from effect, and significant time and space lags, discontinuities, 
thresholds, and limits.'  (Costanza, et al., 1993) They are open systems that ultimately 
derive their energy from photosynthesis. Ecosystems are conceptually linked with 
other, man-made systems, such as economics. Of these, Costanza noted: "Taken 
together, linked ecological economic systems are devilishly complex.' 
The term 'systems ecology' was introduced in the 1964 issue of Bioscience, 
which contained articles by several noted ecologists. Systems ecology can be broadly 
defined as the study of the development, dynamics and disruption of ecosystems. (Van 
Dyne, 1966) Ecosystem analysis reveals to us the manner in which plants, animals 
(including man) and the environment are organized into self-sustaining, dynamic 
systems. It incorporates a holistic viewpoint. Ecosystems are, however, more complex 
than the sum of their constituent units. New systems may arise from the interaction, 
feedback, and synergisms among the units of a system, making timely and accurate 
representation of dynamic ecosystems through ecosystem analysis challenging. 5 
(Reich le & Auerbach, 1972) In fact, one of the major objectives of systems ecology is 
to understand and analyze these relationships. 
2.2 ATTRIBUTES OF MODELS 
Models are important in ecology because they allow for the identification of key 
variables, parameters and linkages between subsystems. Construction of ecosystem 
models is difficult because of the complexity of nature. Events in an ecosystem seldom 
are caused by a single factor, and there may be many combinations of factors which 
produce the same result. (Van Dyne, 1966) Holistic ecological models are constructed 
at a coarse level of resolution so they may capture a broad and generalized 
representation. This coarseness is in stark contrast to the more precise levels of 
resolution required to model underlying ecological mechanisms. (Van Dyne, 1966) 
Puccia and Levins (1985) define a model as 'an intellectual construct we study 
instead of studying the world.' People try to build models that possess the attributes of 
generality, realism, and precision. However, as Puccia and Levins noted, "it seems to 
be a fundamental principle of modeling that no model can be general, precise and 
realistic." They described three strategies for model building and the tradeoffs among 
these three attributes. 
1. Generality sacrificed for realism and precision. This approach yields precise, 
testable results which may only be applicable in a limited domain. 
2. Realism sacrificed for generality and precision.	  This approach yields very 
general equations designed to give precise results, such as through statistical 6 
analysis. These models, however, may be unrealistic in that small departures 
from the assumed conditions may have large effects on the outcome. 
3. Precision sacrificed for generalism and realism. This approach yields 
flexible, qualitative models. Conclusions drawn from these models are 
robust in that they apply to a large domain and are less sensitive to small 
deviations in the initial parameter assumptions. (Puccia and Levins, 1985) 
The first two approaches tend toward reductionism, that is, the reduction of 
systems to their smallest parts. This third approach allows us to maintenance of a broad 
perspective in the evaluation of a system. It is a holistic approach that allows us 
evaluation of the interrelationships among system elements. 
Orzack and Sober (1993) criticized Levins's taxonomy for its lack of formalism. 
Levins (1993) responded that the attributes of precision, generalism, and realism 
describe the process of model building and that the injection of formal analysis into this 
process is not productive. He wrote, If ormal analysis breaks the world, and the 
scientific processes that study the world, into mutually exclusive categories, although 
the world is fluid and categories form, dissolve, overlap, and interpenetrate." (Levins, 
1993) 
Models are human constructs, designed to represent reality, not to duplicate it. 
According to Puccia and Levins (1985), "Every model distorts the system under study 
in order to simplify it." Pielou (1977) noted, "Obviously no model can allow for all 
conceivable complications; if it did it would (by definition) cease to be a model .  .  .  ." 7 
2.3 MODELS IN ECOLOGY 
Pielou (1977) presented the following functions of ecological models, the first 
two of which are interpretive and the third, predictive. 
There are three chief motives for investigating ecological models: 
first, to explore the consequences of various sets of more-or-less 
plausible assumptions about the growth rates of co-occurring and 
interacting living populations. Second, to deduce what processes 
and interactions are, in theory, compatible with the observed 
behaviors of particular systems in nature; (and hence, also, what 
are incompatible). Third, to predict what will happen if a natural
 
community is perturbed in various ways. (Pielou, 1977)
 
In the applied sciences, models take on a third dimension: praxis (Gr., action).
 
Models are used in this manner to change systems. Levins (1966) noted that "we 
would like to work with manageable models which maximize generality, realism and 
precision toward the overlapping but not identical goals of understanding, predicting, 
and modifying nature." These three objectives of modeling, understanding, predicting 
and modifying, have analogies in many branches of science. 
Interpretive and predictive models are not interchangeable. Levin (1989) cited a 
case in which the misguided application of interpretive models in this manner led "to 
the flagrant abuse mathematical theory' in the late 1960s and early 1970s, when many 
environmental protection laws were passed. According to Levin, this "led to the 
development of simple-minded and misguided predictive approaches, built upon large-
scale and highly detailed models." Explanatory and pedagogical models were 
embellished to accommodate the demand for predictions in broadly defined complex 
systems. 8 
Ecological models place ideas about the world in a mathematical framework. 
There is an inherent tension between applicability to natural systems and mathematical 
elegance, as Pielou noted: 
The investigation of mathematical models often seems to be 
motivated more by an interest in the mathematics of the model, 
and a striving for mathematical elegance, than by an interest in 
the model's ecological implications. A study of, say, the stability 
properties of a set of simultaneous differential equations, even if 
thinly disguised (and rendered picturesque) with some 
preliminary remarks about wolves and moose, or lynx and hares, 
is, notwithstanding, an item of mathematical research and should 
be judged as such, by mathematicians rather than biologists. 
Only if it subsequently turns out to have genuine ecological 
applicability should it be included in the subject matter of 
ecology. (Pie lou, 1977) 
S.A. Levin (1989) mirrored this concern, when he noted, "The description of the 
behavior of any system can be carried out blindly, or it can be based on some degree of 
understanding of the basic mechanisms underlying system dynamics. The search to 
understand any complex system is a search for pattern; that is, for the reduction of 
complexity to a few simple rules, principles that allow abstraction of the essence from 
the noise. Levins (1985) also remarked, "modelers always must keep in mind that the 
utility of their construct depends on the particular purpose for which it was built." 
The applicability of theoretical ecological models may be compromised by the 
assumptions under which the models constructed. For example, the assumption of 
structural stability may not be realistic. Pielou summarized this concern: 
Most theoretical models are structurally stable; that is, small 
changes in their parameter values cause only small changes in 
their outputs. If an apparent match between a structurally stable 
theoretical model and a real ecosystem led to the erroneous belief 
that the real system must be structurally stable also, action based 
on the belief could obviously be disastrous. Theoretical models 9 
are a part of theoretical ecology. The danger (I believe) is that 
they will be transferred uncritically to applied ecology. (Pielou, 
1977) 
The assumption of small perturbations about the equilibrium point also may be 
unrealistic. Again, Pielou stated this concern aptly: 
The tendency for theoreticians to examine a model's behavior in 
the neighborhood of an equilibrium state, or its responses to 
small perturbations around the equilibrium, also raises doubts in 
the minds of experienced field ecologists. Large perturbations 
are probably common, and the tendency of some environments 
to fluctuate, with fluctuations proceeding at several different 
rates simultaneously, ensures that theoretical equilibrium states 
are themselves nonstationary. (Pie lou, 1977) 
Models which consist of linearized functions which then are analyzed with 
respect to local stability have been criticized. Pielou (1977), for example, stated that, 
"The very meaning of the stability question depends on whether a model's differential 
equations are linear or nonlinear; these equations specify the growth rate of each species 
population (not the per capita growth rate of each species population but that of the 
whole population) as a function of the sizes of the various populations." Levin (1989) 
argued for the "explicit incorporation of disturbance, variability, and stochasticity as 
part of the description of the normative community." He continued, "local 
unpredictability is for many species globally the most predictable of systems." 
According to Levin (1989), "The emphasis on equilibrium and homogeneity .  .  . 
represents the baggage of historical tradition." 
Costanza et al. (1993), however, made the distinction between using linear 
systems of equations to model complex-system dynamics, which he said did not work 
well, and the use of linear systems to understand system structure, which may work 10 
reasonably well. Applicability of linear systems to the qualitative analysis of systems 
represented by monotonic functions is discussed later in this review. 
2.3.1 Limitations of Quantitative Models 
Quantitative models often are equated with 'real science.' Even advances which 
appear to be qualitative in nature, such as our understanding of the atomic structure of 
matter, have been made possible by quantitative techniques. (Kyburg, 1990) 
Quantitative models have limitations, however. Overly detailed models 
introduce irrelevant detail, according to Levin (1989), "often on the specious premise 
that somehow more detail and more reduction assures greater truth." He continued, 
"This point of view is predicated in part on the fallacious notion that there is some exact 
system description. In reality, there can be no such ideal, because there can be no 
correct level of aggregation." May (1974) suggested that some of these massive studies 
"could benefit most from the installation of an on-line incinerator." 
Another problem acquainted with quantitative models is scale. As Levin et al. 
(1989) described, "As one moves to finer and finer scales of observation, systems 
become more and more variable over time and space, and the degree of variability 
changes as a function of the spatial and temporal scales of observation. . .  .  A major 
conclusion is that there is no single correct scale of investigation: the insights one 
achieves from any investigation are contingent on the choice of scales." 
In population models, recent mathematical work has shown that relatively 
simple models may exhibit oscillatory or even chaotic behaviors. The precise dynamics 11 
of these populations are impossible to predict, regardless of the measurement scale 
utilized. 
2.3.2 Qualitative Models 
In contrast to highly detailed, and perhaps artificially precise quantitative 
models, are qualitative models. These models allow analysis of systems in the absence 
of numerical parameter values. At best, the signs of the parameters are known. These 
signs do not change if an arbitrary monotonic transformation is made in the 
measurement scales. Simon (1991) equates the mathematics of monotonic 
transformations with the mathematics of ordinally measured quantities. 
Qualitative mathematics, the mathematics of ordinally measured quantities, has 
been used in many fields. Historically, the development of qualitative techniques has 
been piece-meal. Simon (1991) describes the development of qualitative techniques as 
follows: 
.  .  . virtually every field of applied mathematics that stands to 
benefit from the use of qualitative reasoning has had to reinvent 
these techniques for itself. As a result, their methods of 
modeling, and their vocabularies form a cacophony of voices that 
communicate poorly. Knowledge about qualitative reasoning 
that is won in one discipline does not migrate rapidly and easily 
to others. (Simon, 1991) 
Luker (1991) traced the roots of qualitative modeling to many disciplines. One 
of the most prominent is naive physics, in which "relationships between real-world 
objects are subjected to 'commonsense' reasoning." Qualitative modeling also has 
strong roots in artificial intelligence because of its knowledge representation and 12 
manipulation components. In ecology, qualitative models were derived from economic 
models (Quirk and Rupert, 1965). The equivalence of graphs and algebraic structure 
were demonstrated by the analysis of path coefficients in the calculation of statistical 
correlations (Wright, 1921), and in the computation of gain in electrical circuits 
(Mason, 1953). Levins (1974) developed the technique of loop models to assess 
qualitative models incorporating feedback. 
In addition to ordinal values, variables in qualitative models may assume 
linguistic values (e.g., "high," "low") or pictorial values (e.g., diagrams). These 
linguistic values are adequate to define relative magnitudes and functional relationships. 
While natural language and pictorals are informal means of describing and analyzing 
processes, they are, nevertheless' frequently used and easily understood. (Fishwick, 
1991) 
The strength of qualitative models is not as a replacement for quantitative 
models but as a supplement to them. As Fishwick (1991) asserted, "we are not 
advocating qualitative methods instead of quantitative methods, but rather qualitative 
methods as an augmentation to quantitative methods." Moreover, the results produced 
by these two approaches are fundamentally different. In quantitative analyses, "a 
discrepancy between predictions and observation leads to improving estimation of 
parameters; in the qualitative approach, the model is changed." (Puccia and Levins, 
1991) The two approaches yield different types of complimentary findings. 13 
2.4 STABILITY 
Margalef (1974) wrote that "the strategy of life is constructing bridges 
combining events and resources across time and space," and that stabilization is the 
formation of persistent combinations of random functions. The definition of stability 
can be defined rigorously mathematically as discussed later in this section. More 
intuitively, a stable system is defined as one that returns to its original configuration 
after a disturbance, either monotonically or through damped oscillations. In unstable 
systems, the disturbance is amplified, growing in either an oscillatory or monotonically 
increasing manner; there is no return to stability. A neutrally stable system, when 
perturbed, either remains stationary, or oscillates with a constant amplitude determined 
by the magnitude of the initial disturbance. (May, 1974). 
Stability may be local or global. Local stability refers to stability in the vicinity 
of an equilibrium point. Global stability refers to the stability of an entire system, 
regardless of the distance from its equilibrium points. A system that is globally stable 
will be stable over all conceivable combinations of population sizes. (May, 1974) 
Local and global stability are identical when the dynamic equations describing the 
system are linear. This is seldom the case in biology, where growth rates usually are 
described by nonlinear equations, for example, those of exponential and logistic growth. 
In cases where a neighborhood stability analysis also describes global stability, a 
Lyapunov function of the population variables V(ni, n2,  .  .  .  , n.) is said to exist. (May, 
1974) (Goh, 1980) Systems for which Lyapunov functions may be derived, however, 
are severely constrained. Goh (1980) elaborated upon and provided proofs for global 14 
stability in such systems. Since it is often impossible to determine the presence of 
global stability, stability analyses usually assume only local stability, as will be the case 
in this thesis. 
Equilibrium may be characterized by a point or by stable limit cycles. The 
equilibrium point of a stable system is the point at which all population growth rates 
have time-independent values and are zero. (May, 1974; Pielou, 1977) When stable 
limit cycles are present, the behavior of a system is cyclic. The amplitude of the cycles 
decreases, or is damped, about the equilibrium state. In stochastic environments, 
equilibrium is expressed as a probability distribution function. The characterizations of 
equilibrium are discussed in greater detail later in this review. 
Neutrally stable systems are neither stable nor unstable. A perturbation to a 
neutral system initiates oscillations which neither grow nor decrease. The amplitude of 
the oscillations is determined by the magnitude of the initial disturbance. These 
systems also are discussed in greater detail later. 
Another aspect of stability concerns structural stability. A model is structurally 
stable when gradual variations in the parameters of the model produce continuous 
changes in the solutions to the basic equations. If such gradual changes produce 
qualitatively discontinuous effects, the system is structurally unstable. 15 
2.4.1 Derivation of Point Equilibrium 
In biological communities, stability is expressed in terms of an equilibrium 
population, N*. Consider a community consisting of one species, with population N(t). 
Let the population growth rate, dN/dt, be some function of the population at 
time t, F(N), 
dN(t) 
= F(N(t))  (E2.4.1)
dt 
Any possible equilibrium population, N*, will be obtained by setting the 
growth rate to zero: 
0 = F(N*)  (E2.4.2) 
Small perturbations about the equilibrium population can be expressed as 
N(t) = N* + x(t),  (E2.4.3) 
where x(t) measures the disturbance to the equilibrium population. 
We obtain an approximate differential equation for x(t) from the Taylor 
expansion of E2.4.1 about the equilibrium point x(0): 
dx(t) 
= ax(t)  (E2.4.4)
dt 
The quantity a, is the derivative, 
a = (dF/dN)*  (E2.4.5) 
evaluated at the equilibrium point N=N*. It is the per capita population growth rate in 
the immediate vicinity of N*. 16 
The solution to the linearized equation (E2.4.4) is obtained by first multiplying 
both sides of the equation by the quantity dt/x(t): 
dt dx(t) 
x(t)  dt 
dt 
,
x(t) 
(E2.4.6) 
so that 
dx(t) 
= adt 
x(t) 
(E2.4.7) 
Integrating both sides, 
J `4-= fit) 
, 
.fadt  (E2.4.8) 
o  x(t)  o 
In x(tto = at 
lnx(t)  ln(0) = at 
lnx(t) = at - ln(0) 
x(t) = x(0) e at,  (E2.4.9) 
where eh") = x(0), the initial small perturbation. 
If a<0, the disturbance dies away exponentially, and the system is stable. If a>0, 
the perturbation grows and the system is unstable. Stability only results when a<0. 
The interrelationships among populations or species in a community can be 
summarized in a community matrix. The previous example of a one-species 
community may be summarized as a 1x1 matrix. The single element of this matrix, a, 
is the per capita growth rate near equilibrium. A community of m species may be 
summarized as a mxm matrix. Each of its m2 elements, a1, describes the effect of 
species j upon species i near equilibrium. 17 
Suppose we have a set of m species whose dynamics are described by the set of 
basic equations 
d(Ni(t) 
= Fi(Ni(t), N2 (t),...,N(.(t)).  (E2.4.10)
dt 
The growth rate of the ith species at time t is given by some non-linear function Fi of all 
the relevant interacting populations. The equilibrium populations Ni are obtained by 
setting all growth rates to zero 
0 = Fi(Ni* , N2 *,..., N.*).  (E2.4.11) 
Expanding about the equilibrium populations 
N(t) = Nr * +xi(t),  (E2.4.12) 
where xi measures the initial, small perturbation to the ith population. 
We obtain a linearized approximation of the equations describing the population 
dynamics in the neighborhood of the equilibrium point by performing a Taylor 
expansion of the basic equations (E2.4.10) about the equilibrium point and discarding 
terms of the second order or higher: 
dxi(t) 
=  aux/M.  (E2.4.13)
dt  j=1 
In matrix notation, 
dx(t) 
= Ax(t),  (E2.4.14)
dt 
where x is the mxl column matrix of the xi and A is the mxm "community matrix" 
(Levins, 1968). Each element  describes the effect of the species j upon species i near 18 
equilibrium and is dependent on the basic equations and the equilibrium populations 
such that 
dF  (E2.4.15) 
dNi 
The solution to the matrix of linearized differential equations (14) is 
xi(t) = Icifexp(4(t).  (E2.4.16) 
J=1 
The m constants A are the eigenvalues of the matrix A and characterize its temporal 
behavior. These scalar quantities satisfy the equation 
IA  All = 0,  (E2.4.17) 
where I is the mxm identity matrix. This determinant is expressed as the characteristic 
equation, an mth order equation in A. The eigenvalues, A, are of the form 
A = 4.+4,  (E2.4.18) 
where C is the real part and 4 the imaginary part. 
The real part, C, produces exponential growth or decay. Perturbations in 
equilibrium populations will die away in time if, and only if, all eigenvalues A have 
negative real parts. The imaginary part,  produces sinusoidal oscillation. 
If we define A as the negative of the largest real part of all eigenvalues of the 
community matrix, 
- A=[Real(X)]max  (E2.4.19) 
then the stability criterion becomes 19 
A>0,  (E2.4.20) 
that is, a multispecies system will have neighborhood stability if and only if, all 
eigenvalues of the community matrix lie in the left-hand half of the plane of complex 
numbers where X=x+iy. (May, 1974) 
2.4.2 Neutrally Stable Systems 
May (1974) referred to neutral stability as the "razor's edge" dividing stability 
and instability. A neutrally stable system will either remain stable or oscillate at a 
constant amplitude set by the magnitude of the initial disturbance. Models describing 
neutral stability, such as the Lotka-Volterra model, suffer from the defect of structural 
instability. The neutral cycles may be disrupted by minor changes in dynamics. 
(Edelstein-Keshet, 1988) 
This property is shared by all conservative systems. Consider the ideal 
pendulum. The amplitude of the oscillation is dependent only upon the initial 
configuration because the total energy of the mechanical system is conserved. (May, 
1974) A property of conservative systems is that some quantity (for example, energy, 
potential, or even height) is constant along all solution curves. Such systems can have 
neutrally stable cycles, but not stable limit trajectories. (Edelstein-Keshet, 1988) 
A generalization of the Lotka-Volterra equations consists of m interacting 
species with antisymmetric coefficients (ay =- a1). The conservative system so described 
was very elegant, but very fragile, shifting between instability and stability because of 
the number of species in a system. May (1974) stated, "a disquieting point, first 20 
remarked by Volterra (1931), and acknowledged by all others since, is that the models 
apply only to systems with an even number of species. They relate to a 60-species 
community, but not to a 61-species one . .  .  . In short, I am skeptical of any 
interpretation of the fluctuations observed in natural populations which is based on the 
pathological neutral stability character of a set of specially antisymmetric Lotka-
Volterra equations." 
2.4.3 Systems with Moving Equilibria 
Moving equilibrium is maintained by a stable limit cycle. In such cycles, 
population numbers undergo "stable, well-defined cyclic changes in time. For a stable 
limit cycle, just as for a stable point equilibrium, the system, if disturbed, will tend to 
return to the equilibrium configuration." (May, 1974) Pielou (1977)  described this 
phenomenon as "a stable limit cycle around an unstable equilibrium point." 
Kolmogorov (1936) set forth the conditions for predator-prey systems with 
either stable equilibrium points or stable limit cycles. In biological terms, these 
conditions are that: 
(i)	  An increase in the predator population causes a net
 
decrease in the per capita growth rate of the prey
 
population.
 
(ii)	  An increase in the prey density results in an increase in the 
per capita growth rate of the predator population. 
(iii)	  There is a predator density that will prevent a small prey
 
population from growing.
 
(iv)	  There is a prey density that in minimally required to
 
maintain growth in the predator population.
 
(v)	  There is an Allee effect. Growth rate of the prey is density-
dependent, so that there is a density at which the trend 
reverses from net growth to net decline. At small densities, 21 
an increase in the population leads to increased net growth 
(for example, by enhancing reproduction or survivorship). 
The opposite is true for large densities. 
(vi) The predator population undergoes density-dependent
 
growth. As density increases, competition for food or
 
similar effects causes a net decline in the growth rate (for
 
example, by decreasing the rate of reproduction).
 
(vii) The species coexistence at some constant levels is unstable
 
so that small fluctuations lead to bigger fluctuations. This
 
is what creates the limit-cycle oscillations. (Edelstein­
Keshet,1988)
 
For a point equilibrium to exist, a system must respond immediately to changes 
in the population of one or more species. Realistically, however, this return to the 
original configuration often takes place after a time lag. For example, a resource may 
be consumed and take time T to recover. In a system with moving equilibrium, there is 
"a counterplay between the stabilizing density dependent resource limitation and the 
destabilizing time lag." (May, 1974) 
Hutchinson (1948) constructed the first prototype of this model for a biological 
system with time delays. He considered a single-species system obeying a logistic 
growth law with the parameters r (growth rate), K (maximum population sustainable by 
the environmental resources being consumed), and T (time lag built into the regulatory 
cycle): 
dN(t) 
= rN(t) [1 N (t  T) I K].  (E2.4.21)
dt 
When there is feedback in a system, that is when "an action or activity initiated 
by something sets in motion activities or responses by others which then affect the 
original source of activity," (Puccia and Levins, 1985) this feedback must occur within 22 
a period of time shorter than the natural period of the system, or the system will be 
unstable. (Astrom,  1970) 
Edelstein-Keshet (1988) gave the following list of biological factors necessary 
for limit-cycle dynamics: 
(1) Structural stability: infinitesimal changes in parameters or
 
terms appearing in the model description of the system
 
should not totally disrupt the dynamic behavior (as in the
 
Lotka-Volterra model).
 
(2) Open systems: systems should be open in the thermodynamic 
sense. Systems that are not open have finite, nonrenewable 
components that are consumed. Such closed systems will 
eventually be displaced and thus cannot undergo undamped 
oscillations. 
(3) Feedback: some form of autocatalysis [producing or 
activating a substance that produces it; x makes more xJ or 
feedback is generally required to maintain oscillations. For 
example, a species may indirectly influence its growth rate by 
affecting a secondary species on which it depends. 
(4) Steady state: the system must have at least one steady state. 
In the case of populations or chemical concentrations, this 
steady state must be strictly positive. For oscillations to 
occur, the steady state must be unstable. 
(5) Limited growth: there should be limitations on the growth 
rates of all intermediates in the system to ensure that bounded 
oscillations can occur. 
2.4.4 Stability in Randomly Changing Environments 
Perhaps the most realistic models are those which accommodate randomly 
fluctuating environments. These models allow for environmental variation, or 
stochasticity. Elton (1958)  observed that the "chief cause of fluctuations in animal 
numbers is the instability of the environment. Ehrlich and Birch (1967)  held the 
extreme view that "models must be stochastic, not deterministic." 23 
In models of this type, rather than unique equilibrium populations Ni*, 
equilibrium is described in terms of a multivariate probability distribution function. 
May notes: "This equilibrium probability distribution is to the stochastic environment 
as the stable equilibrium point is to the deterministic one." 
To assess stability in a stochastic environment, we must consider the quantity 
a2, the variance of the environmental fluctuations and -A=[Real(A.)]. , the measure of 
the real parts of the community matrix eigenvalues. For a system to be stable, the 
stability of the interactions must be sufficiently strong to counteract the diffusive effects 
of the environmental variations. When A is significantly less than 02, the populations 
will be subjected to large fluctuations and local extinction. When A and cr2 are 
commensurate, the populations will undergo persistent fluctuations, but not extinction. 
When A is significantly greater than (32, the populations will undergo only minor 
fluctuations in an effectively determinate environment. (May, 1974) 
2.4.5 Beyond Local Stability - Multiple Equilibria 
Local equilibrium points are not necessarily the only steady states possible in a 
system. Most natural systems possess multiple equilibrium points. When the 
perturbation is strong enough, the system is dislodged from its position of local 
equilibrium into instability. Instability then makes the behavior of the system 
impossible to predict. Stability may also be conditional, maintained by the management 
of the relationships among components of the system. Throughout civilization, man 
has increasingly sought to remove resources from the ecosystem. In many cases, states 24 
of conditional, or quasi-equilibrium have been achieved, by the shortening of food 
chains, altering the diversity of life forms and the rate and amount of fertilization and 
maintained by careful and diligent monitoring. 
Transient perturbations, such as accidental oil spills, intentional chemical 
defoliation of forests, or burning of savannas to create crop land, may, if large and 
intense enough, cause displacement from local equilibrium. In these cases, the 
ecosystem often returns to an earlier, less mature stage. (Jacobs, 1975) 
2.4.6 Quantitative Conditions for Stability - the Routh-Hurwitz Criteria 
The Routh-Hurwitz criteria are conditions which allow assessment of stability 
without actually solving for the eigenvalues of a community matrix. Edelstein-Keshet 
(1988) summarized these criteria as follows: 
Given the characteristic equation 
a2xk-2 Xk  aixk-i  (E2.4.22) 
define k matrices as follows: 
rat  1 O1 
H1 = (ai),  1-12 =  H3 = a3  a2  at  , 
a3  az 
a5 a4  a3 
( at  1  0  0 ... 01 
I  a3  az  at  1  ... 01 
= 
as  a4  a3  a2 ... 
a2j -1  a2j -2  a2j -3  a2j - 4  ... 25 
( al  0 ... 0 ) 1 
a3  a2 al  0 
. I 
Hk = 
0 0  ak 
where the (1, m) term in the matrix H.; is 
av-m  for 0 < 21-m < k, 
1  for 2/ = m, 
0 for 2/ < m or 2/ > k+m. 
Then, all eigenvalues have negative real parts; that is, the steady-state N [the 
equilibrium point N*] is stable if and only if the determinants of all Hurwitz matrices 
are positive: 
det  > 0  (j = 1, 2, .  .  .  , k). 
These calculations are tedious. May (1974)chose to present explicit stability 
conditions, writing: 
Rather than explain this abstract expression, which no one in their right mind is going 
to use on m>5 anyway, we catalog the explicit Routh-Hurwitz stability conditions for m 
= 2, 3, 4, and 5. 
m = 2  al > 0; a2> O.
 
m = 3  al > 0; a3> 0; al a2 > a3;
 
m = 4  al > 0; a3> 0; a4> 0; a3
2 + ai
2a4 > a3;
 
m = 5  al > O[i= 1, 2, 3, 4, 5]; aia2a3 > a3
2 
-1- a12 a4;
 
2  2 2. 
(a1a4  as) (aia2a3  a3  a12 a4) > a5 (aia2  a3) + a1a526 
Lienard and Chipart (in Gantmacher, 1960) developed a modified form ofthe 
Routh-Hurwitz criteria. There are two conditions that must be met for a system to be 
stable: 
(i) ak< 0, for all k. Strictly speaking, the ak must all be of the same sign, 
but the first term of the characteristic polynomial is arbitrarily given 
as positive, by convention. 
(ii) Alternate Hurwitz determinants up to order n are positive.	 For n=3 
we have only to test H2. For n=4, H3 is sufficient since H1 > 0 due 
to condition (I). 
Given a nxn community matrix with characteristic polynomial of the form 
1+ p2A,n2  X  0,  (E2.4.23) 
The Hurwitz determinant is calculated from the following formula: 
pi  p3  ps  pn 
po  p2  pa  ...  pn  1 
Hurwitz determinant =  0  pi  p3  pn - 2  (E2.4.24) 
0	 0 0  p 
2.4.7 Qualitative Conditions for Stability (Quirk and Rupert) 
Quantitative analyses of stability are not always possible. Pielou (1977) stated 
the case for qualitative analyses as follows: 
Using the Routh-Hurwitz criteria to decide whether a group of k 
interacting species can coexist, stability requires, of course, that 
numerical values for all the k2 elements of the community matrix 
be known. In ecological contexts this stringent requirement is 
rarely, if ever, met. Often, however, we do know (or are 27 
prepared to guess) which of the elements (the interaction 
coefficients) are positive, which are negative, and which are zero. 
Instead of a community matrix with numerical elements we then 
have a qualitative matrix in which each element is merely +, -, or 
0. (Pielou, 1977) 
Qualitative techniques are particularly applicable to the analysis of large, 
complex systems for which complete quantitative information about the 
interrelationships among species or variables is not known. Thus, it is not surprising 
that this method was initially developed to address models in the field of economics. 
Economists Quirk and Rupert (1965) derived the following conditions for qualitative 
stability. 
Given a community matrix A: 
(i)  au < 0 for all i. 
(ii)  # 0 for at least one i. 
(iii)  auaii < 0 for all i #j. 
(iv)  For any sequence of 3 or more indices i, j, k, .  .  .  , q, r (with i#  k  .  .  .  r), 
the product auaik  . agrar, = 0. 
(v)  det A  O. 
In biological terms, these conditions have the following consequences: 
(i)  No species may exert positive feedback upon itself. 
(ii)  Further, at least one population in the community must be self regulating, 
that is, exhibit a self-stabilizing effect. 28 
(iii) Members of any pair of interacting species must have opposite effect 
upon one another. Stability is impossible if the interaction coefficients of two species 
are the same sign. 
(iv)  There are no closed chains of interactions among three or more species. 
(v)  The matrix A must be non-singular. For the determinant of the matrix to 
be zero, at least one row of the matrix must consist entirely of zeros. This implies that 
at least one species is neither self-regulating nor regulated by another species. A 
system described by such a matrix would be under-determined, that is one or more 
populations could be assigned arbitrary values. (Edelstein-Keshet,  1988; May, 1974; 
Pielou,  1977) 
One of the implications of these stability criteria is that commensalism (ai > 0 
and al >0; symbiosis) and amensalism (ai <0 and aj <0; competition) are not compatible 
with stability. 
2.4.8 Qualitative Stability with Feedback (Loop Analysis) 
Levins (1974) developed loop analysis as a qualitative method of analyzing the 
stability of partially specified systems with intermediate numbers of variables. Loop 
analysis incorporates feedback into the stability assessment. Feedback, as we have 
noted earlier, is "an action or activity initiated by something [which] sets in motion 
activities or responses by others which then affect the original source of activity," 
(Puccia and Levins, 1985) 29 
In loop analysis, the determinant of the community matrix is taken as the sum of 
products of disjunct loops in the system. This technique was used by Mason (1953) to 
compute gain in electrical circuits. Wright (1921) used a matrix representation of path 
coefficients to calculate the statistical correlations of heritable factors among relatives 
in inbreeding systems. 
Loop models are represented graphically by signed digraphs. Variables are 
represented by circles. Links connect the variables. A positive link is represented by a 
line with an arrowhead or plus sign, representing a relationship in which one variable 
promotes the growth of another. In the community matrix, the coefficient is positive. 
A negative link is represented by a line ending in a 'bubble' or minus sign.  This type 
of link represents a relationship in which one variable depresses the growth ofanother. 
The coefficient in the community matrix is negative. If no link is shown, there is no 
direct interaction between the variables. A simple signed digraph is shown below: 
0	  negative link (-) 
positive link (+) 
Figure 1. A Simple Signed Digraph 
A path is a series of links that never crosses a variable twice. A loop is a path 
that returns to the starting variable. Paths can have one or more links. Path length is 
determined by the number of links; this length is one less than the number of variables 
along the path. There may be more than one path between variables. Loop length, 30 
however, has the same number of links as variables, since the loop begins and ends with 
the same variable. 
The system below (Puccia and Levins, 1991) consists of three variables: a 
predator (P) which preys upon an herbivore (H). The predator secretes a nutrient (N) 
which is consumed by the herbivore. 
Figure 2. Signed Digraph with Predator, Herbivore and Nutrient 
(from Puccia and Levins, 1985) 
The path from P to N may be either apHaNH , a path of length two or the single 
link direct path, aNp. There is one loop of length three in the signed digraph , 
(aNpaHNapH) 
Self-effects are represented by a link which connects a variable to itself. These 
are called self-effect links and are defined as loops of length one.  Self-effects may be 
positive or negative. The signed digraph for a positive self effect, (app), is shown 
below: 31 
aPP o 
Figure 3. Signed Digraph for Positive Self-Effect 
Negative self-effects indicate self-damping. This self-regulation is a necessary 
condition for stability. Self-damping is caused by density-dependent growth rates and 
factors such as immigration. (Levins, 1974) It may be the result of crowding, 
consumption of resources, or contamination of environment. Positive self-effects 
indicate self-enhancement and are generally the result of emigration or loss from the 
community. A constant number of individuals may be removed per unit time, as in 
hunting quotas or harvests. Self-effects are absent when the growth of a species is 
proportional to its own abundance, so that the rate per individual is independent of its 
own abundance; there is no outside supply, and the growth rate can only depend on 
other variables. The presence of a self-effect in this system is determined by the 
inclusion of the variables in the path of the self effect. Levins states that "if a variable 
acts on its own growth rate by a pathway that is not represented explicitly by other 
variables, then a self-loop would be necessary." In general, the primary producers and 
lowest levels in the trophic structure become self-damped, while the top level is not. 
(Puccia and Levins, 1985) 32 
Models with self-regulating populations are said to be density-dependent 
models. One of the classic models of density-dependent growth is the logistic growth 
model. Assume that for a population, N, the growth rate is regulated by the resources 
available to the population. Let the reproductive rate, K, be simply proportional to the 
concentration of nutrients, C: 
K( C) = KC.  (E2.4.25) 
Now assume that a units of nutrient are consumed in the production of one 
population increment. The quantity, Y = 1/a, is called the yields  .  We then can describe 
population growth and nutrient consumption by the following pair of differential 
equations:
 
dN
 
= K(C)N = xCN,  (E2.4.26a) 
dt
 
dC  dN
 = a = aKCN.  (E2.4.26b)
dt  dt
 
To solve these equations, we integrate both sides of (26b),
 
dC = af dN,  (E2.4.27) 
obtaining,
 
C(t) = aN(t) + Co.  (E2.4.28)
 
where Co = C(0) + aN(0) is a constant. By substituting (E2.4.28) into (E2.4.26a) we
 
obtain
 
dN = K(Co aN)N.  (E2.4.29)
dt 
Rapport and Turner (1975) consider the yield function (representing species behavior in the absence 
predators) and the harvest function (representing mortality due to predation when predators are present.) 
These two functions are modeled separately for each species. 33 
The solution to (29) is 
N(t) 
NoB  2  (E2.4.30)
No+ (B  No)e-ri 
where  No = N(0) = initial population,
 
r = (kC0) = intrinsic growth parameter,
 
B = (Cola) = carrying capacity.
 
An equivalent assumption in this model is that reproduction is density-dependent with 
K(N) = tc(Co aN).  (E2.4.31)
 
In this form, it is seen clearly that the reproductive rate, K, is a function of N.
 
(Edelstein-Keshet, 1988)
 
2 The solution to the logistic growth equation is not as self-evident as many authors seem to suggest. The 
solution is derived either through the integration technique of partial fractions or by an algebraic 
manipulation. This latter method is shown for a generalized logistic function: 
dy 
= kY(L  y).
dx 
dy  Y 
elca+CI 
L y
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y  ,C2  0
Ly(L y)  L y 
1 (1  1 
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= kLx +Ci 34 
2.4.8.1 Feedback 
Loops in a system are either conjunct or disjunct. Conjunct loops have at least 
one variable in common; they share at least one vertex. Disjunct loops have no 
variables is common. 
Feedback is defined in terms of disjunct loops. Puccia and Levins (1985) define 
positive feedback as "an increase in one variable (the initiator) [that] causes other 
variables to change in such a way as to increase itself (the initiator) further." They then 
continue to describe negative feedback. "Conversely, if a variable (the initiator) 
declines, this creates conditions for further decrease." 
Puccia and Levins (1985) gave the following narrative example of feedback in 
which many people are involved in a process, which then affects the initiating variable: 
.  .  .  when the fish population in the lake declines, this could set 
into action complaints by the local chamber of commerce to the 
state regulatory agency, which then stocks more fish; it might 
simultaneously cause the local fishermen's association to 
pressure the town officials to take action.  They, in turn, may 
increase fishing license fees for outsiders, thereby reducing the 
number of people who fish. 
Puccia and Levins (1985) caution against attaching value judgments to either 
positive or negative feedback: 
.  .  .  the qualifiers 'positive' and 'negative' are not value 
judgments. In the physical and biological sciences, negative 
feedback contributes to a system being stable. Insofar as many 
people think stable systems are desirable, however, negative 
feedback would seem a good thing. For social scientists, positive 
feedback means that someone receives a pleasant response from 
others for whatever that individual has done; negative feedback 
means that someone's efforts have not been appreciated. Social 
scientists would view negative feedback as the consequence of 35 
something undesirable. We reiterate: positive and negative 
feedback in loop models are not value judgments. 
Feedback at some level, k, is found by adding together all the loops of length k 
and products of disjunct loops that have a combined length of k according to the 
following formula: 
F. = E(-1)"-mgm,n) ,  (E2.4.32) 
where L(m,n) signifies m disjunct loops with k elements. As k increases, feedback will 
be comprised of combinations of feedback at lower levels through longer pathways. 
The determinant of order n for the A matrix is 
= y(e. L(m,n), where Do = 1. 
Consider the determinant of a 3x3 matrix: 
an  an  ai3 
a23  az  a 21  a22 
a21  a22  a23 = anla22  (-1)2 + aiz1a21  )3 +QilQ31  (-1)4 a31 (
a32  a33  a31  a32 
a31  a32  a33 
= al la22 a33  a12a 23a31  a21a32 al3  a31a22a13  a 21a12a 33  a 32a 23a11. 
The determinant is the sum of the product of disjoint loops of length one (a11azza33), 
two loops of length three (a12a23a31, a21a32a13), and the opposite of three products of 
disjoint loops of length one and length two (- a31a13 [a22],  aziaiz [a33],  a32a23 [a11]). 
In terms of the characteristic polynomial, feedback may be expressed as 
rt 
p(2) = EX - k .  (E2.4.33) 
k=0 
This characteristic polynomial may be evaluated using the modified form of the 
Routh-Hurwitz criteria due to Lienard and Chipart (Gantmacher, 1960). 36 
Loop analysis differs from the Quirk and Rupert conditions (Quirk and Rupert, 
1965) in that amensal and commensal relationships, as well as closed loops, do not 
preclude stability. However, unconditional stability can be achieved only through the 
Quirk and Rupert conditions. 
2.4.8.2 Predicting Change 
Loop analysis allows prediction of the manner in which variables respond to 
changed conditions. These changes may be parameter changes which take place when 
events occurring outside the system cause changes in one or more parameters.  They 
also may be structural changes, in which the interconnections among variables are 
altered, and links are added or removed. 
The goal in the analysis of these changes is two-fold. First, the affected 
parameters must be identified; then, the direction of the changes in the growth rate must 
be determined. 
Let afi  =aii, the ijth element of the community matrix.  The change in the 
aci

equilibrium level of variable xi in parameter c ,  is unknown. The new set of linear 
dc 
, 
equations is 
dx; * 
au  (i=1,  ,  n).  (E2.4.34) 
dc 
The solution to this system is 37 
CI I 
Q21  al, J-1 au +1  ...  an 
dc 
CJ f 2 
a21  a2, j- 1  a2, j+ 1  a2n
 
dc
 
and  and  anj +1  ann
 
dx.; *
  (E2.4.35) 
dc  1AI 
Puccia and Levins (1991) described the process of predicting change in systems 
with moving equilibrium using (E2.4.35) as finding the solution for the change in the 
ith variable due to a change in c as substituting the ith column of the determinant of the 
system with the vector % and dividing this by the original system's determinant." 
In their examples, Puccia and Levins (1985) replace the jth row instead of the ith 
column. The result is unchanged since the determinant of a matrix is equal to the 
determinant of its transpose. 
The results of calculating the direction of change for each changing parameter 
that affects the growth rate of each variable may be summarized in a table of 
predictions. This table indicates the change in equilibrium for a changing parameter 
(that affects one variable). This is referred to as "parameter input" or "input." (Puccia 
and Levins, 1991) 
2.4.8.3 Time Averaging and Sustained Bounded Motion 
Time averaging allows us to qualitatively evaluate partially specified systems 
that are not at equilibrium. The variables in these systems may have complex 38 
trajectories that are periodic or chaotic. However, if they are bounded, the behavior of 
the system may be described as sustained bounded motion (SBM). 
The measures of variability and covariability used in time averaging are defined 
by analogy to statistical measures. (Puccia and Levins, 1985) However, the processes 
are not random, and the analogy does not extend beyond description of the measures. 
The first two moments of a function are defined as: 
the expected value 
Ei{x(t)} =  x(s)ds,  (E2.4.36) 
0 
and the variance 
Var: {x(t)} =  [x(s) E{x}rds,  (E2.4.37) 
0 
The covariance is defined as 
Covt{x,y} = X f[x(s) E{x}][y(s) E(y)kls..  (E2.4.38) 
0 
Iff(x) is a bounded function of x 
E {di /dt} = 0,  (E2.4.39) 
that is, the expected change of x over t is nil. 
If the expected value of dx/dt is zero, and the variance is greater than zero, then 
sustained bounded motion is possible. Sustained bounded motion requires the variance 
of each variable in the system to be positive. 39 
2.5 EIGENVALUE ANALYSIS 
2.5.1 Roots of the Characteristic Polynomial 
The use of the eigenvalues of the characteristic polynomial in assessing the 
stability of the system. The critical root also is used as an indicator of a system's 
`margin of stability.' Eigenvalues are rates. The critical root is the longest time 
constant (the smallest turnover rate) in the system.  The system will not recover fully 
until the time necessary for the slowest component has elapsed. (Webster, et al, 1974) 
Ultimately, the system will grow in multiples of the value of the critical root.  (Getz 
WM, 1989) Many ecologists have used the multiplicative inverse ofthis quantity as a 
measure of resilience. (Webster, et al, 1974) (Pimm and Lawton, 1978) 
The direction of the perturbation also determines, in part, the recovery time. 
Different eigenvalues and combinations of eigenvalues apply when a system is 
perturbed in different directions. For example, perturbing a system along only one of 
the vector combinations of its variables may make only one eigenvalue important in 
determining recovery time. (Puccia and Levins, 1985) 
2.5.2 Characteristic Polynomial and Feedback 
Given the characteristic polynomial
 
xn  aikn1  ax-2  an_ix
 
and assuming ao = 1, (if not, divide the characteristic equation by ao) 
the roots A.; can be written as 40 
=  11, al  i=1  g 
a2 =+En  A. 
ij=1;kj  I
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that is, a1= sum of all roots; a2 = sum of products of the roots taken two at a time; a3 = 
opposite of the sum of the product of the roots taken three at a time; a. = (-On times the 
product of all n roots. (Puccia and Levins, 1985) The feedback of the overall system is 
the product of all the Xs. 
2.5.3 Trace of the Community Matrix 
The trace of the matrix A (the sum of the diagonal elements) equals the sum of 
the eigenvalues. Webster, et al. (1974) use the mean value of the eigenvalues to reflect 
the time required for some hypothetical mean component of the system to recover after 
perturbation. A change in the mean value of the eigenvalue reflects a change in the self 
effect terms. Changes in the off-diagonal elements of A have no effect on the mean 
value of the eigenvalues, but do reflect a redistribution within the eigenvectors. This 
redistribution of eigenvalues results some linear combinations of variables becoming 
more stable than others. (Puccia and Levins, 1986) 41 
2.6 ORGANIZATIONAL HIERARCHY IN ECOSYSTEMS 
Ecosystems exhibit hierarchical structure. Margalef observed that ecosystems 
evolve toward a decreasing ratio of primary productivity to total biomass. The 
foundation for the hierarchical model lies in the theory of thermodynamic dissipative 
structures and the concept of stratified stability. The theory of dissipative structures 
explains how the flow of energy creates highly ordered structures. Stratified stability 
explains how these highly ordered structures form the basis for still higher levels of 
organization. Simon (1962) argued that in the evolution of complex natural systems, 
relatively stable subsystems must be formed that persist long enough to allow further 
levels of development. Hierarchies may be nested, where one system is wholly 
contained within another organizational structure. 
Hierarchical systems can be represented as matrices. Each subsystem in the 
hierarchical system occupies a space about the diagonal. For example, consider the 
system A in Figure 4. The species in system A are related to one another through the 
relationships summarized by the elements, ay. Consider a second system B whose 
species relationships are represented by the bu. The elements, cu, represent the 
relationships between the species of A and B. 42 
an a12  a13  C11  C12  C13 
an a22 an  C21  C22  C23 
a31  a32  a33  C31  C32  C33 
b11  b12  b13 
b2,  b22  b23 
b31  b32  b33_ 
Figure 4. A Hierarchical System in Matrix Notation 
Tansky (1978) showed that it was possible to diagrammatically depict loop 
structure groups (those with feedback, in which it is possible to trace a path back to an 
initial variable) as entities combined by branches through which no feedback loop could 
be traced. In Figure 5, from Tansky, the loop structure groups are enclosed in dashed 
lines. 43 
83 
Figure 5. Branched and Loop Structure Groups (from Tansky (1978)) 
Tansky showed that given a,,>0 and l;, the number of species which are 
connected with i,h species by line segments and  the number of species connected with 
the _id, species by line segments, the system will be stable if 
j= 1,2,...,n.
2 
Connectance may be defined as the number of non-zero, non-diagonal elements 
in a community matrix. As the proportion of these elements increases, the real parts of 
the eigenvalues of the random matrix A tend to become larger. (Tansky, 1978) 44 
Different levels of organization are associated with different rates. Processes as 
lower organizational levels are faster than those at higher ones. (O'Neil et al., 1986) 
For example, in a forest photosynthesis takes place daily on a minute by minute basis. 
The high frequency response of the leaves if filtered, or attenuates, by the tree, a higher 
level of organization, so that growth is a integrated, slower response to the rapid 
processes of the leaves. Tansky (1978) has shown that a system containing structures 
which vary in scale will be stable when the fine structure at lower levels (the daily 
photosynthesis, for example) is contained within loop structure groups. 
We turn to the application of ecological modeling to public health structures. In 
this chapter, I will demonstrate the use of qualitative analysis with feedback (loop 
analysis) in the evaluation of the sustainability of a simple food supply system. The 
following article was submitted to the Ecology of Food and Nutrition. 45 
3. Strategic Models of Sustainable Food Supply Systems
 
by Jane Jorgensen and Annette MacKay Rossignol 
submitted to Ecology of Food and Nutrition, 
14 January 1997 46 
Food supply systems are analogous to ecosystems in many ways. The flow of 
food through such systems resembles the flow of nutrients through a food web. Tools 
used for the assessment of ecological systems also may be used to evaluate food supply 
systems. Sustainable agricultural systems, food supply systems, and sustainable 
systems in general, exist at local equilibrium points and owe their longevity to stability, 
that is, the ability to return to these equilibrium points after minor disturbances. 
Strategic models allow analysts first to evaluate the structure and stability of a system 
using qualitative data and then to construct tactical models that assess the efficiency of 
a system using quantitative data. 
Construction of models representing food supply systems is an interdisciplinary 
task. Hay (1978)  described the food supply system as an "energy carrying chain" 
consisting of production, distribution and consumption-related factors. He noted that 
food supply is a multidisciplinary concern involving ecologists, agriculturists, 
economists, and nutritionists. Each discipline contributes a large amount information to 
the task, and the resulting models may be extremely complex. 
Sustainable systems must be long-lived and they must demonstrate 
intergenerational equity. Dicks (1992) summarized the notion of sustainability as a goal 
in which future generations "should have access to the same or better quality and 
quantity of food, fiber, and environmental amenities as we have today." Many 
advocates of sustainability in food supply systems also include egalitarian ethics in their 
definition of sustainable development. One view is that all persons should have equal 
opportunity of access to natural resources and a quality environment (Shrader-Frechette, 
1985).  Crews et al. (1991) countered that, in agriculture, by equally weighing 47 
ecological, sociological, and economic aspects of sustainability, the relationships 
among components had become blurred, thus compromising the usefulness of the 
models constructed. They further argued that while the profitability of sustainable 
agricultural systems is constrained by the social structure of agriculture, sustainability is 
solely a function of ecological conditions. 
In this section, qualitative methods are presented to construct strategic models 
of sustainable food distribution systems. These models allow us to include and explore 
the effects of structure and policy in such models. Sustainability is examined first 
ecologically by assessing the stability of a system in qualitative terms. The social 
component may be incorporated as policies designed to implement desirable practices 
while preserving stability. We then briefly discuss the incorporation of quantitative 
analyses systems in tactical models. 
3.1 STRATEGIC VERSUS TACTICAL MODELS 
The models used by ecologists to describe complex, dynamic systems span a 
broad spectrum. At one end of this spectrum lie strategic models. These are relatively 
simple, general models that allow assessment of underlying structure. Although 
quantitative data may be used in the construction and analysis of such models, 
qualitative data also present a rich source of information. At the other end of the 
spectrum lie tactical models. These are detailed models, which may involve intricate 
computer simulations. These models by nature, require quantitative data. Analysts may 
utilize models which are predominantly strategic or tactical at different points in their 48 
analysis of a system. We suggest an analysis scheme for sustainable systems, in which 
sustainable policies are applied to preliminary strategic models. A system subject to 
such policies may then be described and analyzed using tactical models to assess 
quantitative attributes, such as efficiency. 
3.2 SUSTAINABILITY AND STABILITY OF FOOD SUPPLY SYSTEMS 
Stability is the ability of a system to recover after a disturbance. In the absence 
of disturbance, a stable system will continue at equilibrium. Stability is a prerequisite 
for sustainability, since the behavior of an unstable system will continue in an unstable 
manner after a minor disturbance and thus be unlikely to achieve longevity. 
Multidisciplinary models of complex systems are complicated by feedback 
among variables. Feedback occurs when an action or activity initiated by one factor 
sets in motion other activities or responses which return to affect the initiating factor. 
In general, a system will be stable when feedback at all levels is negative and when the 
feedback at low levels (i.e., feedback involving few variables) is stronger than that at 
high levels (i.e., feedback involving many variables) (Puccia and Levins, 1985). Using 
matrix notation, feedback easily is modeled. Economists Quirk and Rupert (1965) also 
utilized matrix system representation and described system states for unconditional 
qualitative stability, that is, stability that persists for all possible relationships among 
the variables in a system within certain qualitative constraints. More importantly, their 
work specified situations in which stability could be conditioned upon the relative 49 
magnitudes of the relationships in the system (that is, conditional stability). An 
example of a conditionally stable system is given in the following section. 
Engineering has a long history of incorporating feedback into the assessment of 
system stability. Mason (1953) summarized electrical systems in terms of matrices. 
The matrix representation allowed for the expression of feedback among variables. 
Ecologists have extended this method to ecological communities using the community 
matrix (Levins, 1975). In this representation, the interrelationships among members of 
a community are summarized. It is possible, using a technique called qualitative loop 
analysis, derived from Mason's initial method, to evaluate the stability of a system 
using only qualitative data (Levins, 1975; Puccia and Levins, 1985; Loop analysis is 
described in detail by Puccia and Levins (1986), and the reader is encouraged to consult 
this work for details regarding the analytic technique). 
Loop models are represented graphically by signed digraphs, such as the one 
shown in Figure 6. Variables are represented by circles and links connect the variables. 
A positive link is represented by a line with an arrowhead or "plus" sign. A positive 
link signifies that a variable has an enhancing effect on another variable. A negative 
link is represented by a line ending in a "bubble" or "minus" sign. A negative link 
represents a decreasing effect of one variable upon another. If no link is shown, there is 
no direct interaction between the variables. Self-effects are represented by a link which 
connects a variable to itself. Negative self-effects occur when a variable is self limiting 
(that is, density dependent). Positive self-effects occur in situations such as a harvest. 
Self-effects constitute feedback at the lowest possible level. 50 
The following example demonstrates the manner in which a food supply system 
may be modeled qualitatively. Qualitative analysis of stability is the first step in the 
analysis of a sustainable system. Consider a simple food supply system consisting of 
producers, grain stores, purchasers and traders. The producers grow the grain. Any 
grain over the amount required by the producer for food and seed is placed into surplus 
grain stores. Both purchasers and traders remove grain from these stores, purchasers for 
subsistence, traders for profit. Traders also obtain grain from purchasers. In this 
model, the net effect of the traders is removal of grain from the system. 
Seaman and Holt (1980) illustrated a rural market with respect to the flow of 
grain. They identified several key variables in their model. A simplified version of 
their model containing only the four variables discussed above is shown in the signed 
digraph in Figure 6. The four variables are grain held by producers (variable 1), surplus 
grain stores (variable 2), grain obtained by traders (variable 3) and grain held by 
purchasers (variable 4). 
Producers  Surplus 
Purchasers Traders 
Figure 6. Signed Digraph of a Four-Variable Rural Grain Production System 51 
In this model, a negative self-effect is given for the producers, surplus and 
purchasers. This means that these three variables are self-limited: the producers by the 
amount of grain they are capable of producing, surplus by storage, transportation and 
related factors, and purchasers by the amount they can purchase given their resources. 
Traders, in this model, are not self-regulated; they will move as much grain as possible. 
The producers have a positive effect on surplus. It is the surplus grain they 
produce that is stored. Conversely, by giving up the grain to storage, less is available to 
them, so the effect from variable 2 to variable 1 is negative. Alternatively, it is possible 
that the producers also profit by placing their surplus grain into surplus. In this case, 
the variables could be redefined in terms of the monetary value of the grain. 
Purchasers, who are dependent upon local stocks for some or all of their grain needs, 
benefit from the surplus. Conversely, surplus is reduced by their withdrawals. Traders 
also withdraw grain from the surplus and also obtain grain from purchasers. In this 
model, the effect of the traders on the purchasers is a decrease in grain. Traders obtain 
grain from surplus and from purchasers, reducing the amount available to both. All of 
the information concerning the interrelationships among the four variables in Figure 6 is 
summarized in the community matrix shown in Figure 7. Each element, a1, in the 
matrix gives the effect from the ith variable to the jth, in the matrix with i rows and 
columns. The element in the upper left corner of the matrix, ail, summarizes the self 
effect of variable 1, which is negative (self-regulated). The element, a12, immediately to 
the right of all summarizes the effect to variable 1 from variable 2. Variable 2 causes a 
decrease in variable 1, so the effect is negative, represented by the quantity, -1. 52 
-1  -1  0  0 
1  -1  -1  -1 
0  1  0  1 
0  1  -1 
Figure 7. Community Matrix for the Four-Variable Rural Grain Production System 
Results of the stability analysis show that this system is conditionally stable. 
From the diagram, in addition to the self-effects for variables 1, 2, and 4, two feedback 
loops involving variables 2, 3, and 4, are apparent. Specifically, the system will be 
stable when the feedback due to the counterclockwise loop from variable 2 to 3 to 4 is 
weaker than the feedback generated by the clockwise loop among these variables. In 
both feedback loops, the effect on surplus is negative. In the clockwise loop, the 
negative effect on surplus is accompanied by a positive effect on purchasers and traders. 
The counterclockwise feedback loop, in which the negative effect on surplus is 
accompanied by a positive effect on traders and a negative effect on purchasers, 
contributes to the overall stability of the system. Thus, it is clear how the regulatory 
effect on purchasers discourages complete depletion of surplus grain stores. 
Qualitative stability analysis demonstrated that stability is possible in this 
model, and specified the conditions under which stability will occur. For stability to 
persist, the directions of the effects must be preserved; that is, the producers must grow 
enough grain to sustain themselves and to place in surplus. Cash crops, whereby 
producers grow nonfood crops, deplete surplus, because producers, as well as 
purchasers and traders, also may be forced to remove grain from surplus. Most 
importantly, the stability analysis shows that provision of adequate amounts of grain is 53 
more than a matter of increased production.  Stability will only occur when the relative 
magnitudes of the feedback loops are maintained. 
The hypothetical system modeled will be stable under the conditions stated. 
How then can this stable system be transformed into a sustainable one? Sustainable 
attributes are added to a stable system through policy. These policies may be 
incorporated into the model as sustainable practices which maintain the qualitative 
interrelationships among variables. For example, the method of farming by which the 
surplus is generated contributes to or detracts from sustainability. Agricultural practices 
which preserve soil water, and air quality, wildlife habitat and species diversity, and 
quality of life and human health are sustainable policies that may be applied to the 
stable model. (Stock le, et al., 1994; Crews, et al., 1991). 
Once the stability of a system has been assessed and any conditions specified, 
the effects of policies may be assessed quantitatively. The quantitative analysis 
provides information that may be used to preserve the relationships in the stable system 
and to maximize efficiency. Quantitative analysis is the final step in the hierarchical 
analysis of sustainable systems. Using quantitative analyses, parameters may be 
maximized or minimized according to economic or other numerical constraints. These 
quantitative analyses, however, are undertaken only after the potential stability of a 
system has been identified. 
Qualitative analysis showed that the system in Figure 6 was conditionally stable. 
Sustainable practices, such as the use soil and water conservation measures in crop 
production, are then incorporated to describe the sustainability of the system. Analysis 54 
of quantitative measurements, such as water usage, soil depletion, and amount of food 
produced, describes the efficiency of the system. 
3.3 DISCUSSION 
The method of analyzing sustainability presented here is based on the adaptive 
environmental assessment (AEA) paradigm. (Walters, 1986) AEA is a process in 
which dynamic models are constructed for clarification of issues, effective 
communication of shared concerns, and exploration of the consequences of alternative 
policy options. In AEA, models first are constructed inductively. The models then are 
developed further using mathematical analysis and simulation. Alternative hypotheses 
are developed and policy actions then are applied to the model as management initiative 
(commonly known as "experiments"). (Walters and Holling, 1990). Feedback is 
incorporated into the assessment of these policies by observing the effect of an action 
on the system. 
The strength of feedback on regional food security is largely unknown. 
However, its effects are readily apparent. Norse (1994) cited population pressure 
exerting strong positive feedback on finite land resources. As the amount of 
undeveloped land available for agriculture decreases, practices that are essential for 
maintaining soil fertility, such as fallows, are abandoned. As soil fertility decreases, 
more undeveloped land is required to produce food. 
The application of qualitative policies, particularly those that may impact the 
economic aspects of a system, runs counter to the traditional view that the only 55 
objective means of setting policy is through consideration of economic efficiency. 
Bromley (1990), however, suggested that the purview of economic policy analysis be 
broadened, to compel policy analysts to consider the views and desires of the 
constituents of an economic system. Costanza et al. (1993) described models as 
constituting a spectrum with purposes ranging from development of simple conceptual 
models which provide general understanding of system behavior, to more realistic and 
detailed models which address specific issues. The criteria applied to the creation and 
assessment of these models are not fixed, but change as appropriate for a specific 
purpose. Qualitative models are realistic and generalizable, applicable to the 
descriptive class of models. Quantitative models, in contrast, are very precise, but not 
generalizable. Applied in turn, however, these models yield maximal information at 
minimal cost. 
Walters (1986) identified the "all or nothing" stance as an impediment to model 
construction, "that if models are to be useful they must be capable of detailed and/or 
precise quantitative predictions." Adherents to this line of thinking believe that 
meaningful data must be quantitative. However, an abundance of information is 
contained in qualitative data. Ordinal data, for example, of the type used to construct 
the qualitative loop example in this paper, are represented by the signs assigned to 
quantities. These signs do not change with arbitrary monotonic transformations and 
represent broadly generalizable relationships. 
Moreover, quantitative data may mislead an analyst, particularly in complex 
systems with multiple equilibrium points and sudden, qualitative behavior changes with 
parameter shifts. A quantitative sensitivity analysis, for example, might convince the 56 
analyst that a robust model had been developed, when in fact, the range of possible 
outcomes had not been thoroughly tested. (Walters, 1986) 
Collecting qualitative data may be preferable in many situations, particularly 
where numerical information is not available, or where qualitative data is more 
appropriate or more feasible to collect given the resources available. (Schut and 
Bredeweg,  1996). Many sociological variables, such as those dealing with quality of 
life, are difficult to measure quantitatively. Yet, qualitative preferences are elicited 
easily. These data easily are incorporated into a qualitative model because such 
variables may be represented as in terms of "more" or "less" rather than on a unit-scale. 
Qualitative, strategic models, which often can be constructed quickly and 
inexpensively compared to quantitative, tactical models, provide a broad view of 
complex systems. Qualitative models allow observation of systems and subsystems in 
their entireties, taking special note of the interrelationships among the constituent 
variables. Quantitative, tactical models, in contrast, detail smaller parts of systems and 
offer deeper and more narrow perspectives. 
It is possible to analyze larger qualitative systems than the system presented 
here. Stable and conditionally stable subsystems may be collapsed into variables, 
dramatically increasing system size. Again, this modular aspect of loop analysis 
conforms with the AEA paradigm. Walters (1986) noted that complicated models often 
are constructed from simpler ones with which the analyst has had prior experience. 
The strength of AEA is the acknowledgment that, at best, one can possess 
incomplete knowledge about a complex dynamic system. Quickly constructed strategic 
models are highly responsive and incorporate system-wide effects, such as feedback. 57 
They can be a valuable management tool in the planning and maintenance of 
sustainable systems. These models may be constructed upon the inception of new 
policies, and at intervals during implementation to assess impact. Future quantitative 
assessment may be undertaken at any time to measure specific aspects of system 
behavior in greater detail. Using the strategic (qualitative)/tactical (quantitative) 
modeling scheme presented, analysts and policy makers may first observe the efficacy 
of the system, addressing the question: "Is it possible for this system to achieve 
stability?" Subsequent quantitative analysis then allows for the assessment of 
efficiency; that is, within the parameters specified by the qualitative model, how may 
certain aspects, such as production and profit be maximized? Policy choices applied at 
the strategic level transform the stable system which is sustainable. 
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4. Variance of Pairwise Eigenvalues of the Community Matrix (Var
 
(Apairwise)) as an Index of System Robustness 
4.1 INTRODUCTION 
When examining the behavior of large complex systems, the presence or 
absence of stability is a primary concern. The concept of stability is fundamental for 
models in economics, (Quirk and Rupert, 1965) and engineering and process control 
(Sinha, 1986). Biologists also use stability to describe ecosystems as demonstrated by 
current textbooks in biological modeling. (Edelstein-Keshet, 1988; Kaplan and Glass 
1995) However, stability is a coarse index and often limited to a small region of 
potential system behavior. Despite its apparent mathematical precision, it has, 
nevertheless, been interpreted in many divergent and opposing ways. 
Other biological parameters, such as resilience have also been used to 
characterize system behavior in more detail. Holling described stability, in contrast, as 
the propensity of a system to attain or retain equilibrium, either as a steady state or 
through steady oscillation which is consistent with the mathematical expression of 
stability. However, Holling also noted that with increasing levels of connectedness, 
systems exhibited fragility and brittleness. Holling further described a system in terms 
of its 'resilience', that is, by his definition, the amount of disturbance it can absorb 
without changing structure or behavior to account for this fragility. (Holling, 1973, 
1992, 1995) Holling has used the relationship between these two parameters, stability 
and resilience, to describe `ecosystyem functions', exploitation, conservation, creative 61 
destruction and renewal. (Holling, 1986, 1992, 1995). He has been criticized, 
however, for his intuitive definitions of dynamic ecosystem parameters, which may be 
neither measureable nor testable. (di Castri) Despite the intuitive nature of Holling's 
parameters, new indices may provide ways of measuring resilience and stability in 
tandem, and may explained in terms of Holling's conceptual framework. 
Measurements of stability use self-effects and interactions between community 
members to assess the stability of a community. Levins presented an equation 
incorporating both parameters in an expression of the variance of the eigenvalues of the 
n(n-1)/2 2x2 matrices which could be formed taking the diagonal elements of the nxn 
matrix, A, two at a time. This quantity, which we call var aainvise), is a useful index of 
system behavior because it incorporates self-regulation and the nature of the 
interspecies relationships in a system (predator-prey, competitive, mutualistic) into one 
descriptor. We suggest that robust systems will be simultaneously stable, yet resilient 
(i.e., capable of maintaining and returning to equilibrium while preserving structure and 
patterns of behavior) and introduce the use of var (Xpairwise) as a composite index of 
stability and resilience describing robustness. 
4.2 STABILITY IN ECOSYSTEMS 
A stable system is a collection of self-regulating subsystems, where the 
interactions among subsystems are weaker than the combined effect of self-regulation. 
The Routh-Hurwitz criterion is a mathematical test for stability and is based on analysis 
of the eigenvalues of the system. For a system to be stable, it must possess a positive 62 
equilibrium and the real parts of the eigenvalues must be negative. These eigenvalues 
represent rates contained in the system. (Edelstein-Keshet, 1988) 
Alternate indices of stability have been developed. For example, Harte (1979) 
developed a descriptor of system stability, s-1, expressed as 
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where xi(t) are the state variables, Dx(t) the vector describing the magnitude of the 
effect on the system from a perturbation, and wi is a weighting factor. Small values of 
s 
-1 correspond to high stability. For this measure, stability is greatest when the mean 
eigenvalue is most negative and when the eigenvalues are nearly equal in value. 
System components operate at many levels of organization. High level processes and 
behaviors occur at slow rates while lower organizational levels exhibit rapid rates. 
These different rates explain how the system responds to environmental fluctuations. 
The characteristic rates determine the frequencies that can be attenuated. The system 
can control disturbances and fluctuations at these frequencies.  (O'Neil et al., 1986) 
The complexity of a system is reflected in the variation of rates exhibited by its 
component species. These rates are influenced by their companion components in the 
system. In isolation, the responses of a species might be quite different than that 
observed in nature. For example, growth rates in a lab may surpass any possible in the 
field. The system, taken holistically as a community, may be best described by 
aggregate measures. 
Self-effect terms, which comprise the diagonal elements of the community 
matrix, are not sufficient to describe stability. The off-diagonal elements of the matrix 63 
describe the manner in which the eigenvalues are distributed. As variables are added to 
the system and as the relationships between variables are modified, the eigenvalues 
shift. Increased stability occurs in combinations of variables associated with an 
eigenvalue possessing an increased absolute value. (Puccia and Levins, 1985) 
However, the response to a perturbation described by one eigenvalue-eigenvector pair 
cannot describe the system's response to all possible perturbations. The rate of return 
to equilibrium depends upon the direction in which the system is perturbed. (Puccia and 
Levins, 1985). 
Self-effects may be either positive (self-enhancing) or negative (self-damping). 
They are absent when growth is proportional to abundance (for example, when the rate 
per individual is independent of abundance. In this case, growth depends solely on 
other variables). Self-effects are included in a model only when a variable acts on its 
growth rate through pathways not explicitly represented by other variables. ( Puccia and 
Levins, 1985) By implication, it is theoretically possible to construct a complete model 
in which all variables are represented with self-effects. 
Local stability does not preclude the existence of multiple equilibria states. A 
large disturbance may dislodge a system from its current local equilibium. The system 
may settle into an alternate mode of stable behavior in another local equilibium state. 
System behavior outside the current local stability domain is unknown and 
unpredictable. 64 
4.3 RESILIENCE AND STABILITY IN ECOSYSTEM FUNCTION 
Holling (1973) first emphasized the distinction between resiliency and stability. 
Holling defined stability as the 'propensity of a system to attain or retain an equilibrium 
condition of steady state or steady oscillation.' Highly stable systems are resistant 
because they resist departure from equilibrium and, once perturbed, return rapidly to it. 
Holling defined resilience as the 'ability of a system to maintain its structure and 
patterns of behavior in the face of disturbance.' "Resilience determines how much 
disturbance - of rate kind and intensity  a system can absorb before it shifts into a 
fundamentally different behavior." (Holling and Clark, 1975) Holling lists size of the 
stability domain of residence, strength of the repulsive forces at the boundary, and the 
resistance of the domain to contraction as measures of resilience. Resilience 
emphasizes the boundary of the stability domain and events far from equilibrium, high 
variability and adaptation to change. Conversely, stability (resistance) emphasizes 
equilibrium, low variability, and resistance to and absorption of change. 
Webster et al. (1975) take an alternate view of resistance and resilience. They 
define a resistant system as one that is difficult to displace, and a resilient system as one 
that returns to its original state quickly. They note that there is an apparent inversely 
proportional relationship between resistance and resilience. Ecosystems with large 
storage and high recycling capacity are more resistant to displacement than systems 
with less. Also, environmental conditions play a part in determining the resistance and 
resilience of systems. In environments where resources are scarce, the accumulation of 
large biotic stores of nutrients is unlikely. 65 
The disparity of these viewpoints may be due to different perspectives. In 
Holling's view, a resilient system exercises repulsive forces at the edge of the stability 
boundary, but does not leave it. A system with a large domain of residence with strong 
repulsive forces at the boundary, is flexible enough to not fall into regions of instability. 
Webster's view involves a departure from equilibrium, where a rate can describe the 
time to return to equilibrium. (Webster, et al., 1975) Regardless of these differences in 
definition, there is acknowledgment that there is some balance between resilience and 
resistance and that it is strongly influenced by the types of environmental fluctuations 
encountered by the system. For example, aquatic environments often demonstrate 
limited resource retention and recycling capabilities when compared to terrestrial 
systems. 
Resilience is often considered to be the speed at which a system returns to 
equilibrium. Acceptance of this definition may be due to ease of quantification. Pimm 
and Lawton (1977) calculated this return time, Tr, as 
Tr = 1/[real (X)]rnax. 
They found that Tr increased with the length of the food-chain with respect to trophic 
levels. Slower response times were associated with higher levels of organization. 
(O'Neill, et al, 1986) 
We suggest an additional index of system behavior, robustness. Robustness is a 
composite measure of both stability and resilience, the ability to maintain and return to 
equilibrium while preserving structure and patterns of behavior. 66 
4.4 COMPOSITE INDEX OF STABILITY AND RESILIENCE - VAR Qtpairwise) AS 
AN INDEX OF SYSTEM ROBUSTNESS 
4.4.1 Derivation 
Levins (1975) cited the relationship: var(A) = var(au )+ (n  pagia  , where 
auciii is the average value of loops of length two.  A derivation of this relationship has 
never been presented in the literature. Charles Puccia (1995) described the derivation in 
general terms. A careful reconstruction of this derivation yields a slightly different 
result. 
The objective of this derivation is to express the variance of the eigenvalues of 
the n(n-1)/2 2x2 matrices which are formed taking the diagonal elements of the nxn 
matrix, A, two at a time. 
The relationship in E4.4.1 follows from the definition of the characteristic 
polynomial. 
=Eau  (E4.4.1) 
i=1  i=1 
For each 2 x 2 matrix, there will be two eigenvalues, Xi and 112, and the determinant will 
be equal to the product of these two eigenvalues. 
(E4.4.2) 21112 = al 1 a22 -ai2a21 
In order to calculate the variance of the eigenvalues for each 2x2 matrix, we will 
use the following relationships. 
(E4.4.3) (A)2  = 212 + 222 
1=1 
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=  = 212 +2212	  (E4.4.4) 
=1
 
\ 2	  2 =a112  (E4.4.5) =(aill-a22/  -F2(aila22)1-a22 
Using the relationships described in E4.4.4 and E4.4.5, 
2,2 +222 = (AI + 22)2 -22122 
(E4.4.6) 
2	  2  a2 lian+2.7 =a11 +-alia22 +a22  -21
 
We now calculate the variance, Var(A) = E(11.2)[E(A)]2
 
.N2  2
 
1  2  2 2
 
/ 2	  r 
Ir Ili	  /au
ni  +222	  an  4-a22  +2anau_  i=1 1=1  (E4.4.7) 
2 2  2 2 
2 2 
2 
i=1  1=1  (E4.4.8) + a 12 a21 2 2 
That is, for each 2x2 matrix, 
(E4.4.9) var(Ai,i=1,2 ) = var(aii) + ai2a21 
For all (n  matrices, there will be n(n-1)/2 combinations of aii, which are two at
2 
a time, and there will be n(n-1) eigenvalues. Generalizing to these matrices, the 
variance of the eigenvalues derived from these 2 x 2 matrices will be a function of the 
variances of the ail and the aiaii. 
Summing over all X., 
n	 
±
2 
Auk , and taking the expectation of E4.4.9, 
k=1 68 
E(var(A, )) = E(var(ai))+ E(ann 21)  (E4.4.10) 
From this point on, it is likely that our derivation differs from Levin's. First, 
we discuss a method that might have resulted in Levin's identity 
var(A,) = var(a)+ (n  (E4.4.11) 
and then present what we believe to be the correct derivation. 
There will be n(n-1) aijaji terms. To obtain the arithmetic mean, we use the 
relationship, we use the calculation, 
n 
(E4.4.12)
n(n 1) 
If we believe the expected value will be of the form  , we would 
continue 
_(n-i)E(auad  (E4.4.13) 
n 
This gives Levin's result: 
var (X) = var (ail) + (n-1)E(aijaii)  (E4.4.11) 
However, since there are more than n kik and aijaii, n is not an appropriate 
denominator with which to calculate the expected value. Equation 14 shows an 
alternative result, which differs from Levin's by a factor of (n-1) in the final term. 
n(n-1)  n(n-1) 
2 n 
va411,ilk)  ji 
k=1  i,j=1;i*j  k=1  i,j=1;i<j  (E4.4.14) n(n 1)  n(n 1)  n(n 1) 
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var(Apainvise) = E(var(20))= E(var(aiik))+  (B4.4.15) 
n 
var auk 
ij=1,i*j
Although it is tempting to assume that  is equivalent to n(n 1) 
n 
(n 
i=i 
, this is not the case, since the variance of the  taken two at a time is not 
n(n 1) 
equivalent to the variance or the n  terms taken together. 
4.4.2 A numerical example 
We demonstrate the calculation of var (4th,ise) with a numerical example. The 
matrix shown has not been selected for any resemblance to systems occurring in nature. 
In this example, an additional affix is appended to the subscripts of var ( 1pairwise) and var 
(a11) to indicate the size of the matrix from which they are calculated. 
Given the matrix 
2 2 4g­
n(n  1) 
2  5  3  ,  or  3 , 2x2 matrices may be constructed.
 
.16
  1 1 
These are 
2 
[ 2  with eigenvalues Xi=1, k2 =6 and var(Xpainvise,ixi) = 6.25;  (E4.4.16)
2 5 
[ 2  ,Ig 
with eigenvalues X1=-1, ?2=4 and var(X.aiiwise,txi) = 6.25;  (E4.4.17) 
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with eigenvalues  X2=4 and varapainvise,  = 1.00.  (E4.4.18)
[-51  ] 1 
The expected value of these three var(Apainvise,  (E16-18), var(Xpairwise.3x3) = 
4.5. 
From the diagonal elements of the three base matrices, we have three sets of aii, 
(2,5), (2,1), and (5,1) with pairwise variances of 2.25, 0.25, and 4.00, respectively. The
 
expected value of the variances of these pairs of  are 6.5/3  2.2.
 
The off-diagonal of the three base matrices yield the following aijaii terms:
 
(-2)(-2)=4; (../)( -/-6-). 6; and (-1)(3) = -3; respectively. The expected value of the 
a-a.. p terms is 7/3 or  2.3. 
To demonstrate equality, we note that 
var(Xpairwise,3x3) 4.5 = 6.5/3 + 7/3 = 13.5/3 = var(aiipairwise,3x3) + E(aijaii).  (E4.4.19) 
As mentioned in the previous section, the variance of the diagonal elements of the 3x3 
system matrix, a11=2, a22=5 and a33=1, is 2.89, and does not satisfy equation E4.4.19. 
4.4.3 Parameter specifications for Var  pairwise) 
Eigenvalues may be complex, but always occur in conjugate pairs. It is possible 
for var (A.rainvise) to assume a value less than zero (var (20<0). Negative values are the 
result of cyclic system behavior. 
The expected value of the two-way species relationships may be positive or 
negative, depending upon their nature. Predator-prey relationships will generate 
negative quantities because these relationships are represented by coefficients of 71 
opposite signs (+,-) in the community matrix. Competitive and mutualistic 
relationships are represented by like signs (+,+; -,-), and make a positive contribution to 
var (A.pairwise). These relationships contribute to the robustness of systems with 
homogenous self-effect terms. Null off-diagonal elements will also exert a positive 
tendency in a system with many predator-prey interactions, by drawing the ENaji) 
towards zero. 
Var(kpaimise) is presented as a theoretical index. Actual field studies should be 
undertaken to discover the range and response of this variable to real-world conditions. 
We believe that high values of var (X.paiiise) will be correlated with robust systems, that 
is systems regulated by both self-regulation and interspecies interactions. 
4.4.4 Distributional Considerations 
Jensen's inequality precludes negative values of variance as a population 
parameter and sample estimate. However, for systems in which there is no cyclic 
behavior, it may be possible to utilize estimates of variance from a sample drawn from 
observations of a system. Although we suggest this as a direction for future research, 
we do not discuss this further here. 
4.5 INTERPLAY OF RESILIENCE AND STABILITY IN VAR 4airwise) 
Holling described four ecosystem functions in terms of connectedness and 
stored capital. (Holling, 1992, 1995) Connectedness is the degree to which the off­72 
diagonal elements of the community matrix contain nonzero entries. A weakly 
connected system has many zero off-diagonal entries. In a strongly connected system, 
there are few null off-diagonal entries. The four functions are exploitation (weak 
connectedness, little stored capital), conservation (strong connectedness, much stored 
capital), release or creative destruction (strong connectedness, little stored capital), and 
renewal (weak connectedness, much stored capital). 
The application of Holling's conceptual model to actual practice has been 
controversial. The ecosystem functions he describes are often nonmeasurable and 
intuitive. (di Castri, 1986) These coarse functions, however, provide a framework in 
which we may anticipate the behavior of the var (A.pairwise) in an ecosystem through time. 
A robust system is both stable yet resilient. The balance between stability and 
resilience is contained in var (Xpairwise). 
4.6 INTERPRETATION OF VAR (  pairwise) 
Using Holling's model of stored capital and connectedness, we consider the trade-offs 
between resilience and stability. Figure 8 shows the balance between var(aiipai,ise) and 
E(aijaii) for large var(aiipai,ise) and low E(aijaii). A large value of var(aiipainvise) is 
achieved when the aii terms vary significantly. The combination of positive and 
negative self-effects in a system contributes to a wide distribution of aii and large 
var(aiipaimise) A low value of E(aijaii) may result from small predator-prey interactions 
and null off diagonal elements. During the exploitation function, it is reasonable to 
assume that the ecosystem will consist of a few spatially heterogeneous species. The 73 
community matrix for such a system contains many zeros as off-diagonal elements, 
representing null relationships between species. Goh (1980) and Harte (1979) have 
argued that these null off-diagonal elements play an important role in stability. During 
exploitation, colonizing species lacking self-regulation may dominate a landscape, until 
regulation occurs through the introduction of additional species. Such a system might 
be described as resilient, because the patterns of behavior can be maintained during 
minor disturbance, yet only minimally stable because of the lack of self-regulation. 
During the course of biological time, fast growing species are the first to develop and 
are gradually substituted by species with more interrelationships that are able to 
compete successfully with slower turnover rates. (Reich le, O'Neil, and Harris, 1975) 
Webster et al (1975) reported that systems in which primary consumption was high 
were more resilient. 
E(aijaji) 
Figure 8: Large Var(aiipainvise) and Low E(aijaii) 
Figure 9 shows the complementary situation, where var(aiipairwise) is small 
relative to large E(aijaii). For small var(aiipainvise), the aii are similar in magnitude. This 
situation might result from several competitive colonizing species during exploitation. 
A large E(aijaii) could be the result of the presence of both predator-prey and 74 
competitive and mutualistic relationships. Keystone predator systems will demonstrate 
this behavior. 
Var (aiipairwhe) 
Figure 9: Small Var(aiipairwise) and Large E(aijaji) 
Mature, highly connected systems will also exhibit this type of behavior. We 
expect that the magnitude of the var(aiipairwise) will be small relative to the effect of 
E(aijaii) resulting from widely varying interspecies interactions. The community will 
demonstrate high resistance, with a multiplicity of pathways and high intraspecific 
variability in prey. Connectedness may stave off system collapse when the system has 
been subjected to frequent disturbance, as pathways will have developed to dissipate the 
effect of the disturbance. However, once displaced from the local domain of attraction, 
the system will be unable to recover. A system ripe for collapse will have a dense 
community matrix with few off-diagonal null relationships. In general, stability and 
resilience are inversely proportional. 
Harte (1979) suggested that stability was enhanced when the eigenvalues were 
nearly equal in value. In this case, var (Xpai,ise) will be small, resulting from the 
presence of species with homogeneous self-regulatory behaviors. 75 
Figure 10 shows a balance between var(aiipth,,,,i.) and E(aijaii). In this situation, 
var(aiithise) is roughly equivalent to E(aijaii). Neither parameter overpowers the other, 
leaving the system with self-regulating capacity to adjust to disturbance, and with 
pathways of interspecies interactions to absorb disturbance. We hypothesize that such a 
system is maximally robust. 
Var (aiipaimise)  E(aijaii) 
Figure 10: Balance Between Var(aiipthrwise) and E(aijaii) 
Natural ecosystems are more complicated than these simple examples, 
consisting of several overlapping ecosystem cycles at different stages of development 
processing different amounts of biotic material. Holling (1995) suggested that "analysis 
should focus on the interactions between slow phenomena and fast ones." Var 
(Xpainvise), incorporates these interactions and may indicate the robustness of systems. 
4.7 POTENTIAL USE OF VAR OLpairwise) IN ECOSYSTEM MANAGEMENT 
Eigenvector analysis of complex systems is limited by the mathematical 
methods available to solve the characteristic polynomial. The simultaneous solution of 
a system of many ordinary differential equations is essentially impossible and the 
solution of a system of simultaneous linear algebraic equations can be difficult. 76 
(Costanza, et al, 1993) Given the size and complexity of even the most commonplace 
systems occurring in nature and associated with natural systems, eigenvector analysis is 
often not feasible. 
However, var (Xpairwise), which by definition is a function of the eigenvalues of a 
complex system, can be expressed in terms of the coefficients of the community matrix. 
These quantities are observable, and the computation of var apai,,,ise) is straightforward. 
It may also be possible to estimate var apai,ise) through a sample of two-way 
interspecies relationships. 
4.7.1 Ecosystem Management and Stability 
Holling (1986) described man's efforts to manage ecosystems as weak 
experiments used to test a general hypotheses of stability/resilience. The management 
goal historically has been to reduce the variability of some aspect of an ecosystem by 
applying external controls. Ecosystems have thus been simplified into less resilient 
systems through these efforts. 
Analysis of stability is often seen as an "all or nothing" proposition. However, it 
is possible for the system to be conditionally stable, i.e., under the condition where at 
least one eigenvalue does not have a negative real part. Such a system to is stable as 
long as the relative magnitudes of specific interactions are maintained. From an 
ecological standpoint, these conditional local equilibria are no less valid than 
unconditional equilibria. 77 
The Routh-Hurwitz criteria allow us to determine whether a system is 
unconditionally stable. Additional analysis of conditional stability follows when these 
criteria are not met. However, stability encompasses states of both conditional and 
unconditional equilibria. Standard analysis of eigenvalues using the Routh-Hurwitz 
criteria does not address all possible recovery trajectories (i.e., conditional stability 
states), and so results in an underestimated assessment of system stability. 
Managers are presented the option of assessing either the stability or the 
resiliency of a system, when the variable of interest is the likelihood of system 
continuance. Var (Xpainvise), the combined index of stability and resilience, provides this 
index. 
4.7.2 Sustainable agricultural practices and monitoring potential for ecosystem 
collapse 
Man requires that ecosystems produce products for his consumption. The 
removal of these resources prevents the agricultural ecosystem from achieving 
equilibrium without human intervention. Human maintenance of ecosystems 
maximizes resiliency by artificially accentuating the early conservation function of an 
ecosystem, when exploitative species colonize a relatively vacant landscape. The 
stability of the system is artificially accentuated by human maintenance activities. For 
example, return of nutrients into the system is simulated by the application of fertilizers. 
Sustainable agricultural practices emphasize behaviors in the conservation 
function. The ecosystem is more mature and allowed to express its regenerative and 
self-regulative behaviors. However, since the system is highly connected, it is 78 
positioned closer to collapse than its less connected, more immature counterpart in 
agricultural systems emphasizing monoculture. However, sustainable agricultural 
systems may be more robust, for example, if stability is checked early in the 
conservation function. Additionally, robustness may be emphasized by the presence of 
mutualism. 
The argument can be made that the only successfully managed ecosystems have 
been highly resilient ones which were able to absorb and endure inevitable mistakes. 
(Holling and Clark, 1975) An ecosystem that has developed the capacity to deal with 
significant environmental fluctuations, such as weather, may not survive the cumulative 
effects of human manipulation. Sustainable agricultural systems may be more stable in 
the absence of close human management, but less resilient in the face of 
mismanagement. Var (A) allows one to observe the contributions of both stability and 
resiliency. 
Holling and Clark (1975) emphasize that trial-and-error is a dangerous strategy 
for ecosystem management, particularly when it is spurred by ignorance. Given the 
complexity and dynamicism of ecosystems, the development of fail-safe models may 
not be possible. However, through strategic models, acquisition of knowledge about 
the interrelationships in complex systems may minimize the deleterious consequences 
that follow when management strategies fail. Var (?;,,vise) allows field ecologists to 
immediately understand and assess the complex tradeoffs between the self-regulatory 
behavior of ecosystem components and connectedness. Survival of ecosystems, despite 
our best efforts in managing them, is the core requirement for the sustainable use of 79 
natural resources. Tools which allow us to assess ecosystem impact as potentially 
destabilizing effects occur will contribute to coherent, effective management. 
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5. Conclusion 
Wendell Berry wrote that "[t]he discipline proper to eating .  .  . is not economics, 
but agriculture. The discipline proper to agriculture .  .  .  is not economics, but ecology." 
(Berry, 1990) Agriculture is the basis of any food distribution system. Sustainable food 
supply systems will have sustainable agriculture as a foundation. 
Sustainable agricultural practices encompass a wide range of concerns. In 
addition to maintaining the regenerative properties of the agricultural ecosystem, 
sustainable agriculture also is concerned with economic viability and social justice. 
(Allen, et al., 1991) Preservation of resources for future generations is an important 
aspect of sustainability. Extending these principles to the entire food supply system 
presents goals which are difficult to attain using economic models alone. 
The economics of food distribution has been one of efficiency. Efficiency has 
its victims. Fluctuations in food supply are absorbed by the poor, who are unable to 
maintain their level of consumption when they are overwhelmed by competition from 
the rich. (Dreze and Sen, 1990) In allocation decisions, the poor are underrepresented, 
since "efficiency criteria require that resources be taken (involuntarily) from the 
inefficient regardless of the individuals involved." (Batie, 1989) 
Food aid, in particular is problematic. Such aid has saved many lives, but also 
can "discourage local production, increase dependency, alter food habits, encourage 
corruption and not reach the more needy." (George, 1985) In the long term, food aid 
must incorporate more than the provision of food, since food production means of 
livelihood as well as a source of food supply. 83 
Efficiency is still a worthy goal, but only when tempered by humane policies. 
Sustainable food distribution systems can be modeled hierarchically on two levels: a 
qualitative level, where the efficacy of the system is assessed with respect to policy, and 
a quantitative level, where efficiency is maximized. The qualitative part of the analysis 
demonstrates whether or not stability is possible in a given situation. Once the 
possibility of stability, and in cases of conditional stability, the relative magnitudes of 
the relationships have been determined, the flow of food through the system may be 
maximized with respect to efficiency. 
Stable systems are far from homogeneous. They may be strong and resilient, 
fragile and brittle, or lie somewhere between these extremes. The nature of stability 
provides clues about the manner in which the system must be managed. A resilient 
system will maintain its structure when disturbed. The disturbance might be due to 
natural causes, such as weather or man-made causes, such as mismanagement. The 
resilient system will be easier to manage that a mature, brittle system, which may 
collapse if dislodged from its stable state. Robust systems are desirable from a 
management perspective. Such systems may be characterized by the balanced 
contribution of the components of var( vai,ise) which was developed in this thesis. 
Strategic models provide a broad overview of a system. They are valuable 
because they offer respite from the huge quantities of data which may help to explain 
the fine details of a system while obscuring larger, global relationships. Strategic 
models can be used to examine social, political and environmental policy. Quantitative 
models, such as cost benefit analysis, require the assignment of a common unit, such as 
dollars, to policy outcomes. Qualitative models are not so constrained. Using loop 84 
analysis, benefit may be represented by a positive link, cost, by a negative one. The 
insight gained by analyzing the structure of a system is valuable. Strategic models 
describe the structure of complex systems in broad, conceptual manner. 
Predictability is a desirable attribute in food distribution systems. One method 
of achieving predictability has been to abbreviate and truncate a system until it is easily 
understood. Unfortunately, this engineering approach is sorely deficient. Holling and 
Clark (1975) poignantly recounted an anecdote about an ecological engineering solution 
to the problem of pests in "miracle" rice, which was to flood all of Southeast Asia. 
Although intended as a joke, this anecdote contained a germ of truth. Holling and Clark 
(1975) noted that "with enough concrete and energy we could make the world a known 
one." Humans have within their grasp the power to dramatically alter natural systems. 
However, management without an understanding of basic, underlying system structure 
is an exercise in trial-and-error, with potentially disastrous consequences. Strategic 
models, by contributing to the structure of system structure, reduce the trial-and-error 
aspect of management. 
Strategic models also give expectations about system behavior. Var apaimise) 
may prove valuable as a tool to assess the robustness of systems. Robust systems are 
valuable because they are stable and relatively impervious. They maintain their 
structure but remain flexible. Sustainable, robust food supply systems will be resilient, 
stable, ecologically sound, and just. While such systems may be difficult to achieve in 
practice, strategic models provide a template. 
The barriers which must be overcome to achieve sustainability in food supply 
are considerable. Although the result of a compromised system is hunger and 85 
starvation, the causes of food system failure may be social, political, and economic. 
Strategic models are a tool for understanding these complex processes and for building 
more humane, equitable food supply systems. 86 
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