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Abstract
A Genetic Algorithm-based Scheduling Tool (GAST) has been developed for the scheduling of complex products
with multiple resource constraints and deep product structure. This includes a repair process that identifies and corrects
infeasible schedules. The algorithm takes account of the requirement to minimise the penalties due to both the early
supply of components and assemblies and the late delivery of final products, whilst simultaneously considering capacity
utilisation. The research has used manufacturing data obtained from a capital goods company. The Genetic Algorithm
scheduling method produces significantly better delivery performance and resource utilisation than the Company plans.
Genetic Algorithm programs include a number of parameters including the probabilities of crossover and mutation,
the population size and the number of generations. A factorial experiment has been performed to identify appropriate
values for these factors that produce the best results within a given execution time. The overall objective is to use the
most efficient Genetic Algorithm parameters that achieve minimum total costs and minimum spread, to solve a very
large scheduling problem that is computationally expensive. The results are compared to the corresponding plans
produced by the collaborating company using simulation. It is demonstrated that in the case considered, the Genetic
Algorithm scheduling method achieves on time delivery and a 63% reduction in costs.r 2002 Elsevier Science B.V. All
rights reserved.
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1. Introduction
Scheduling is defined as ‘‘the allocation
of resources over time to perform a collection
of tasks’’ [1]. Scheduling problems are difficult
to solve because they involve complex combina-
torial optimisation. For example, if n jobs are to
be performed on m machines, there are poten-
tially ðn!Þm sequences, although many of these
may be infeasible due to various constraints.
Most scheduling problems can only be solved
by inefficient non-deterministic polynomial
(NP) algorithms [2]. This means that due
to combinatorial explosion, even a computer
can take unacceptably large amounts of time
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to solve even moderately large scheduling
problems.
Scheduling the production of capital goods is
difficult because the products have deep and
complex product structures giving rise to many
levels of assembly. The process routings are often
long, requiring many different types of operation
on many machines. There are also many con-
straints that change over time. These factors make
the potential number of sequences very large. Fry
et al. [3] recognised that most production schedul-
ing research does not take into account assembly
relationships and constraints. These increase the
complexity of the production scheduling problem.
2. Optimisation algorithms
Conventional optimisation algorithms have
been widely used to solve scheduling problems.
Early examples include Manne [4], who used
Integer Linear Programming for minimising
make-span. Dynamic Programming was used by
Held et al. [5] for minimising the total costs
associated with a schedule. Greenberg [6] used the
Branch and Bound algorithm for minimising
make-span and idle time. The general problem
with these enumerative approaches is that they are
only appropriate for small scheduling problems.
More recent algorithms for solving complex
combinatorial optimisation problems such as
Simulated Annealing (SA), Taboo Search (TS)
and Genetic Algorithms (GA), are based upon a
stochastic search of the problem space. These
algorithms, sometimes called approximation opti-
misation algorithms, tend to be most suitable for
dealing with large combinatorial optimisation
problems [7]. Due to the nature of these problems,
it is often impossible to search the whole problem
space, therefore it is not possible to guarantee an
optimal solution.
2.1. Simulated Annealing
Kirkpatrick et al. [8] identified the analogy
between minimising the cost function of a combi-
natorial optimisation problem, and annealing
which involves the slow cooling of a solid until it
reaches a low-energy ground state. Simulated
Annealing starts with an initial state, which in-
cludes a point randomly selected from the search
space and an initial ‘‘temperature’’ t0: A neighbour
to the current point is selected at random. If the
objective function associated with the neighbour is
better it is accepted. Otherwise, it is accepted with a
probability that reduces with temperature. A cooling
schedule is provided that influences the speed and
the quality of solutions. The problem with SA, like
its physical counterpart, is that too rapid cooling
(quenching) results in a sub-optimal solution.
Simulated Annealing has been applied to
scheduling problems by a number of authors.
Tsuyoshi et al. [9] investigated general job shop
scheduling. The aim was to minimise make-span.
Kolonko [10] used a modified SA algorithm for
job shop scheduling that included a small group of
candidate solutions. This provided a mechanism
for multidirectional search rather than single
direction search implicit in the simple SA. There-
fore, this approach has more chance to escape
from sub-optimal solutions, thus producing better
schedules.
2.2. Taboo Search (TS)
Taboo Search (TS) is a heuristic approach that
starts from an initial solution [11]. At each step the
neighbourhood of the given solution is searched to
find the ‘‘best’’ neighbour and the new solution is
set to be the primal for the next step. In order to
prevent cycling, and to lead the search to ‘‘good’’
regions of the search space, a history of search, the
Taboo List, is kept in the memory and employed
in the search. This list contains the attributes of
forbidden solutions that have already been cov-
ered. Nowicki and Smutnicki [12] implemented the
TS algorithm to minimise make-span for job
shops. They developed a fast TS by defining a
specific search space using critical path methods.
This approach was also applied to flow shop
scheduling problems [13].
2.3. Genetic Algorithms (GA)
Genetic Algorithms are stochastic search tech-
niques for approximating optimal solutions within
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complex search spaces [14]. The technique is based
upon an analogy with biological evolution, in
which the fitness of individual determines its
ability to survive and reproduce. The GA mechan-
ism starts by encoding the problem to produce a
list of genes. The genes are represented by either
numeric (binary or real), or alphanumeric char-
acters. The genes are then randomly combined to
produce a population of chromosomes, each of
which represents a possible solution. Genetic
operations are performed on chromosomes that
are randomly selected from the population. This
produces offspring. The fitness of these chromo-
somes is then measured and the probability of
their survival is determined by their fitness.
Genetic Algorithms have been widely applied to
scheduling problems [15–18]. Each gene represents
an operation, whilst the chromosome represents
the sequence of the entire schedule. Croce et al.
[15] and Reeves [16] compared GAs with other
methods for solving production scheduling pro-
blems. Reeves found that GAs obtained better
solutions more quickly than Simulated Annealing.
Croce found that GAs produced better results
than the shifting bottleneck procedure [19], SA
and TS. However, this was at the expense of longer
computational times. Conventional optimisation
techniques, Simulated Annealing and Taboo
Search perform a unidirectional search using a
single candidate solution. Genetic Algorithms
perform a multidirectional search by maintaining
and using a population of potential solutions.
Each iteration of the GA process therefore exploits
the best solutions within the population and also
explores different parts of the solution space
simultaneously [20].
Kim et al. [17] used a GA for production
scheduling in job shops. They used an aggregate
production planning method, which assumed that
all activities took place in either a machine shop or
an assembly shop. This model therefore contained
only two resources. The inherent assumption is
that all machining and assembly resources have
similar capabilities. In practical situations, this
assumption is often inappropriate. Tsujimura et al.
[18] proposed a method of encoding chromosomes
which guaranteed that feasible and active sche-
dules were produced by the evolutionary process.
Their chromosomes consisted of a series of part
codes. If a job had n operations the part code
would appear n times in the chromosome. These
were later mapped onto the routing that was
always in predefined order. This approach did not
include part precedence or assembly relationships.
A good schedule co-ordinates the supply of
components to meet assembly requirements and
ensures that capacity constraints are not exceeded.
The manufacture of components, assemblies and
sub-assemblies may require the completion of
many operations, which may require multiple
resources. This gives rise to precedence relation-
ships associated with operation and assembly
sequences. Each operation may also consist of a
number of activities of varying duration, such as
set-up, machining and transfer, which also have
precedence relationships. This breakdown of
operations is important in batch production
environments, or when the activities are not of
uniform duration. Many job shop studies have
ignored set-up and transfer times. The models used
have, therefore not been valid representations of
real manufacturing systems [21].
3. Genetic Algorithms for scheduling complex
products
In this research, the general procedure for GA
developed by Goldberg [14] was modified. A repair
process based upon precedence adjustment was
used in order to rectify infeasible schedules that
can be produced by genetic operations. The
algorithm is illustrated in Fig. 1. This approach
ensures the appropriate co-ordination of compo-
nent manufacture and assembly operations. Ge-
netic Algorithms with repair processes have been
used in solving plant layout problems [22] but have
not previously been applied to scheduling research.
3.1. Product representation
Products are considered in terms of part codes,
product structure identifiers and operations. These
data structures were developed for a simulation
model of ETO/MTO manufacturing [23]. The part
code refers to a particular type of component or
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assembly (that may be used in many different
products). It is the primary key that may be used
to access information including name, a list of sub-
assemblies and process routing with operation
times. Fig. 2 illustrates the product structure
identifier. The root node refers to the product,
which in this case has a part number of 1. There
are three sub-assemblies with part numbers 2, 3
and 4 and product structure identifiers 1:2, 1:3 and
1:4. Part number 2 have components 5 and 6 with
the product structure identifiers 1:2:5 and 1:2:6.
The leaf nodes are components. This coding
system uniquely defines the location of each type
of part/assembly within the product structure.
3.2. Encoding gene
Each operation is encoded into a gene that is
represented using an alphanumeric string, which
has two parts, the product structure identifier and
the operation number. Each chromosome is
divided into n sub-chromosomes that represent
the sequence of work for n resources (see Fig. 3).
The genes are randomly combined to produce a
chromosome. The process is repeated to produce a
population of the required size.
3.3. Genetic operations
Chromosomes are randomly selected from the
population to perform either crossover or muta-
tion operations. Crossover combines the charac-
teristics of two parents to produce an offspring,
whilst mutation produces random changes in a
single chromosome. However, the offspring pro-
duced by a genetic operation may represent an
infeasible schedule due to an impossible routing or
assembly sequence.
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Fig. 1. A general structure of Genetic Algorithms developed for production scheduling.
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Fig. 2. Product structure identifier (PSI).
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3.4. Repair processes
Repair procedures are included that identify and
rectify infeasible schedules, which include four
stages.
3.4.1. Check and reorder operations
This process identifies impossible routings and
converts them into a feasible sequence of opera-
tions. For example, in Fig. 4, the sequence of
operations has the second operation on part 11
before the first operation. This stage of the repair
process swaps these operations using the copying
mechanism shown.
The procedure starts by checking the number
of operations required for each part. If there
is more than one operation, the sequence
of operations needs to be checked. If the opera-
tions are not in sequence they are copied to
a temporary string, they are then reordered in
the correct order and then copied back into
the chromosome. This procedure is repeated for
all parts.
3.4.2. Check and reorder precedence
This process ensures that all components and
sub-assemblies are sequenced before their subse-
quent assembly. The procedure starts with a
chromosome that may represent either a feasible
or infeasible schedule. The chromosome consists
of a set of sub-chromosomes that represent the
sequence of operations on each resource. The
repair process is based upon the copying mechan-
ism shown in Fig. 5, which is performed on each
sub-chromosome.
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Fig. 3. Sub-chromosome representation.
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Fig. 4. Check and reorder operations repair process.
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The procedure starts at the beginning of the sub-
chromosome and checks the level of each item in
the product structure. Items at the bottom level are
copied in the same order in which they appear in
the sub-chromosome. The procedure then repeats
this process for each higher level of the product
structure. This approach places operations asso-
ciated with lower levels of product structure at the
beginning of the sequence. Operations performed
on items at higher levels will be copied to the end
of the revised sequence.
3.4.3. Check capacity and adjust timing
A sequence of operations does not become a
schedule until all timing constraints are satisfied,
since it is not possible to start an operation until
the previous operation has been completed. When
a part has operations on more than one resource,
the schedule may need modification to ensure that
capacity is not exceeded. The start set-up opera-
tion cannot take place until the previous operation
on the part is completed and the previous opera-
tion on the sub-chromosome (resource) is also
finished. These timings are calculated using the
sequences of operations on each chromosome,
together with information on the duration of opera-
tions. This may introduce a delay between operations.
3.4.4. Identify and avoid deadlock
There are two precedence constraints: with finite
capacity and a fixed operation sequence, a
machine only becomes available when all the
previous operations on the machine are complete;
secondly, with a serial routing, an operation on a
part cannot take place until all the previous
operations on the part are complete. When multi-
ple resources are scheduled, it is possible that
machine i is unable to perform an operation, as it
is awaiting the part from machine j; whilst
machine j cannot perform its operation as it is
awaiting a part from machine i: This situation
occurs for parts 11 and 12 shown in Fig. 6.
Operation 1 on the part 12 cannot be performed
until operation 3 on part 11 is complete. However,
this operation cannot start until the second
operation on part 11 is complete. Deadlock arises
because this operation cannot start until the
second operation on part 12 is finished, but this
operation cannot start because the first operation
is blocked.
The procedure for identifying the deadlock
situation starts from the first operation of sub-
chromosome 1. Operations that have no prece-
dence relationship can be performed. They are
therefore added to a list of legal operations. The
logic then moves to the next gene within the sub-
chromosome. If this is a second or subsequent
operation a check is made to ensure that the
previous operation appears in the list of legal
operations. If the precedence constraint is satisfied
the operation is added to the list. Otherwise the
control moves to the next sub-chromosome when
the process is repeated. At the end of this process a
pointer will identify the first deadlocked operation
on each resource. The program will then randomly
select a sub-chromosome. The deadlocked opera-
tion is then swapped with its successive operation.
The process is then repeated until all operations
appear in the list of legal operations.
3.5. Fitness function
The schedule represented by each chromosome
is evaluated using the objective function given in
1
2 3 4
P301 P101 P201 P401
P301 P201 P401 P101
Fig. 5. Check and reorder part precedence repair process: (a)
copying sub-chromosome; (b) product structure.
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Fig. 6. Deadlock situation.
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Eq. (1). This function aggregates the penalty cost
of both earliness and tardiness. The optimum
solution achieves minimum total cost:
Total costs ¼ earliness costsþ lateness costs
¼
X
PeðEc þ EpÞ þ
X
PtðTpÞ; ð1Þ
where
Ec¼ maxð0; Dc  FcÞ
Ep¼ maxð0; Dp  FpÞ
Tp¼ maxð0; Fp  DpÞ
Pe=Penalty rate of earliness (£/day)
Ec=Earliness of component (days)
Ep=Earliness of final product (days)
Pt=Penalty rate of tardiness (£/day)
Tp=Tardiness of final product (days)
Dc=Due date of component (date)
Fc=Finish time of component (date)
Dp=Due date of final product (date)
Fp=Finish time of final product (date)
3.6. Roulette wheel
The final stage of the Genetic Algorithm is to
select the same number of chromosomes that are
included in the initial population for the next
generation. The probability of survival, and the
number of replicates of a chromosome in the next
generation, is determined by the fitness using the
roulette wheel approach [14].
4. Computational experiments
Pongcharoen et al. [24] investigated the applica-
tion of Genetic Algorithms for scheduling the
production of capital goods using company data.
Three typical problems were chosen, small, med-
ium and large (see Table 1).
A set of designed experiments was performed
that considered various levels of the GA para-
meters population size, number of generations and
the probability of crossover and mutation. It was
found that the best schedules for each problem size
had approximately 80% lower penalty costs than
the company schedules. In general, if computation
time is unlimited, the best results were obtained
with large populations and many generations.
These two parameters determine the total number
of chromosomes generated which determines the
amount of search, the probability of finding an
optimal solution and the execution time. However,
in practical cases the computational time is
limited. Therefore, in this work, the selection of
appropriate GA parameters is investigated when
the total number of chromosomes generated is
fixed. For a given program execution time (and
corresponding number of trials), the GA para-
meters that achieve the best schedules are identi-
fied. The overall objective is to use the most
efficient GA parameters that achieve minimum
total costs and minimum spread, within a specified
execution time, for solving a very large problem
that is computationally expensive. The results are
compared with the corresponding plans produced
by the collaborating company.
4.1. Identifying efficient Genetic Algorithm
parameters
The large example from Pongcharoen et al. [24]
was the most complex and representative problem,
therefore this was chosen as the example for
exploring the effect of different levels of GA
Table 1
Scheduling problems considered by Pongcharoen et al. [24]
Problem Characteristics of scheduling problem
Sizes Products Components Machining/assembly operations Resources Levels of product structure
Small 2 6 25/9 8 4
Medium 2 8 57/10 7 4
Large 2 12 118/17 17 4
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parameters. These can be expressed as ‘coded’
values with 1 representing the ‘high’ level, 0 the
‘middle’ and 1 the ‘low’ level. The advantages of
doing this are discussed later.
The factors used in the experiment are shown in
Table 2. The probability of crossover and muta-
tion are both considered at three different levels.
Three different combinations of population size
and number of generations were used. In each
case, the total number of chromosomes generated
by the GA was fixed at 1200. The levels of the
factors were chosen on the basis of the results of
Pongcharoen et al. [24] and Todd [25]. Penalty
rates for earliness Pe of d500/day and a tardiness
rate Pt of d1000/day were used. The full factorial
design was replicated five times using different
random number seeds.
4.1.1. Experimental results
Fig. 7 provides a scatter plot that shows the
total penalty cost arising from each of the 135
schedules produced.
There are two main outcomes from a GA
schedule that are desirable. The first is to obtain
solutions with minimum total cost and the second
is to achieve minimum variance. The scatter plot
suggests that the runs that used a population of 60
with 20 generations achieved the lowest total
penalty cost with the smallest spread.
4.1.2. Regression analysis
Analysis showed that only three factor effects
were significant. An example of a potential
Regression model containing just the main, quad-
ratic, and non-quadratic interactions is given in
Eq. (2). The statistical output for this is shown in
Table 3. This is the statistical equivalent of an
ANOVA, the T and P values being the same in
either case.
%Yi ¼ b0 þ b1x1 þ b2x2 þ b3x3 þ b4x
2
1 þ b5x
2
2
þ b6x
2
3 þ b7x1x2 þ b8x2x3
þ b9x1x3 þ b10x1x2x3; ð2Þ
where
x1=population size/number of generation com-
bination (P/G),
x2=probability of crossover (%C),
x3=probability of mutation (%M),
bi=coefficient of ith regression term,
Yi=mean of five replicates.
The factors with a P value of p0.05 are
statistically significant with a 95% level of
confidence. It can be seen that the terms P/G,
Table 2
Experimental factors
Factors Levels Values
Coded levels 3 1 0 1
Population/generation combination (P=G) 3 20:60 40:30 60:20
Probability of crossover (%C) 3 0.30 0.60 0.90
Probability of mutation (%M) 3 0.02 0.10 0.18
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%M and P/G*%M are the only significant ones.
None of the other higher order interactions are
significant. The ‘‘best’’ model is thus:
Predicted total cost d
¼ 3380 553P=G  180%M
þ 149P=G*%M: ð3Þ
Note that the coefficient for factors given in
Eq. (3) are same as shown in Table 3. However,
the exclusion of insignificant quadratic terms, as
always, changes the constant (see Grove and Davis
[26] for example). The model suggests that total
costs can be minimised with large values of P=G
and %M : The tardiness and holding costs for
different products/mix of products would addi-
tionally be influenced by the penalty rates used for
earliness and tardiness (Pe and Pt). The ratio of
penalty costs is another factor that could be
explored in a further research work.
4.2. Identifying the requirement of the repair
process
A typical run was analysed to investigate the
effects of the various repair processes within the
GA procedure. This used the large problem from
Table 1 with 90% crossover, 18% mutation and a
population of 60 chromosomes with 20 genera-
tions. The results are shown in Fig. 8.
It can be seen that all chromosomes in each
generation are repaired by the operation, timing
and deadlock adjustment procedures. The number
of chromosomes repaired by the part precedence
adjustment drops from 100% in the first genera-
tion down to 1% by the seventh generation. In this
particular example, the scheduling process is
subject to many constraints due to the complexity
of process routings, product structure and re-
source constraints. This makes the repair process a
critical aspect of the methodology that is necessary
to generate feasible schedules.
4.3. An investigation of the effect of genetic
operations
The results from the Section 4.1 indicated that
the scheduling process worked best for larger
populations with correspondingly fewer genera-
tions. The previous section identified that the
various repair processes had a critical impact on
Table 3
Regression analysis
Predictor Coefficient Standard deviation T P
Constant 3.3499 0.11160 30.03 0.000
P/G 0.55252 0.05164 10.70 0.000
%C 0.03871 0.05164 0.75 0.455
%M 0.17956 0.05164 3.48 0.001
(P/G)2 0.12779 0.08945 1.43 0.156
(%C)2 0.06902 0.08945 0.77 0.442
(%M)2 0.10430 0.08945 1.17 0.246
P/G*%C 0.06951 0.06325 1.10 0.274
%C*%M 0.01158 0.06325 0.18 0.855
P/G*%M 0.14857 0.06325 2.35 0.020
P/G*%C*%M 0.00722 0.07746 0.09 0.926
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Fig. 8. Percentage of chromosomes repaired vs. generation.
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the generation of feasible schedules. This section
examines the situation where a population size of
1200 is generated randomly and then corrected by
the repair processes. There are five replicates
produced with different random number with
no genetic operations. The results are shown in
Table 4.
It can be seen that the solutions generated
randomly without the application of genetic
operations are inferior to the results obtained
through the GA scheduling method. In both cases
the number of chromosomes generated are fixed at
1200 and therefore the amount of search and
execution times are approximately the same.
4.4. Scheduling a larger problem
The next stage of the work involved using the
Genetic Algorithm approach to solve an extra
large, computationally intensive, scheduling pro-
blem (see Fig. 9). The product chosen had six
levels of product structure, 46 components, 497
machining operations and 39 assembly operations,
which were performed using 24 machine tools and
one assembly area.
The regression analysis in the previous section
predicted that the lowest cost schedule would be
produced with the combination of a population of
60 chromosomes with 20 generations, with a
probability of mutation of 18%. The probability
of crossover was considered at two levels, 0.6 and
0.9.
The results obtained from the Company and
GA schedules are shown in Table 5. The Company
schedule resulted in late delivery together with the
associated tardiness costs. The schedules, gener-
ated by the GA procedure, achieve on-time
delivery with lower total cost that are due to
holding costs. In this particular case, the best
result is obtained with a probability of crossover of
0.6 achieved on-time delivery and reduced total
cost by 63%.
The probability of crossover although found to
be statistically insignificant in Section 4.1 appears
to affect the performance of the GA in this case.
This would suggest that further work is necessary
to investigate the relationship between GA para-
meters and problem size. Fig. 10 shows the
relationship between the mean total cost and
standard deviation for the population and lowest
Table 4
Relative performance of random generated and GA derived schedules
Total penalty cost (d) Parameters used for best solution
Replication Random+repair GA+repair Population size Number of generations Crossover (%) Mutation (%)
1st 3499 2138 60 20 90 10
2nd 3740 2353 60 20 90 10
3rd 3789 2290 60 20 90 18
4th 3560 2247 60 20 60 2
5th 3798 2292 60 20 30 18
Fig. 9. Product structure of larger problem.
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cost schedule for each generation. It can be seen
that both the mean and the spread reduce as the
number of generations increases but in this
particular case the best schedule was found after
15 generations. The results obtained with a
probability of crossover of 0.6 showed a similar
trend.
5. Conclusions
Pongchareon et al. [24] developed a Genetic
Algorithm based scheduling tool (GAST) for
scheduling the production of complex products
with deep product structure and multiple resource
constraints. This approach uses a repair process to
convert impossible schedules into feasible plans.
The algorithm takes account of the requirement
to minimise the penalties due to both the early
and late delivery of final products whilst
simultaneously considering capacity utilisation.
This work investigated appropriate levels
for Genetic Algorithm parameters that produced
the best schedules with minimum total
penalty costs. With large problems it was
found that the best results occurred with high
levels of population size and number of
generations. These two factors together determine
the total number of chromosomes generated
which determines the amount of search and
program execution time.
This paper has made five additional contribu-
tions. Firstly, the practical situation in which the
amount of time available to produce a schedule, is
limited, is considered. Secondly, a statistical
methodology based upon analysis of variance
and regression is reported. Thirdly, appropriate
Genetic Algorithm parameters, which minimise
both penalty costs and variance, are considered.
Fourthly, the repair process within the GAST is
described and critically analysed. Finally, the best
values for Genetic Algorithm parameters were
applied to a significantly larger problem, which is
complex and representative more of industrial
problems than the examples used by Pongcharoen
et al. [24].
It was found that large populations of chromo-
somes (at the expense of fewer generations)
produced lower penalty costs and spread than
small populations with many generations. Over
the range of values considered, it was found that
the high levels of the probability of mutation
resulted in the lowest penalty costs. The prob-
ability of crossover, quadratic and interaction
terms were not statistically significant (using either
1% or 5% confidence intervals).
Table 5
A comparison of lateness and penalty costs for different schedules
Schedule Lateness (days) Tardiness cost (d) Earliness cost (d) Total cost (d)
Company 85.34 85 344 0 85 344
GA c ¼ 0:6 0 0 31 414 31 414
GA c ¼ 0:9 0 0 36 099 36 099
Crossover 0.9, Mutation 0.18 and  Pop/Gen = 1
0
100
200
1 3 5 7 9 11 13 15 17 19
Generation No.
To
ta
l c
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ts
 (£
10
00
)
Mean total cost 
Lowest cost
± 2 Standard deviation 
Fig. 10. Mean total costs and standard deviation achieved in
each generation.
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It was found that the repair process was an
essential component of the scheduling method,
without which it was not possible to generate
feasible plans. The Genetic Algorithm approach
also produced significantly better results than
random selection.
The GAST was then applied to a larger,
computationally intensive scheduling problem,
using a large population and the high level for
the probability of mutation (18%). Two runs were
performed with different levels of crossover. It was
found in each case that the GA method produced
schedules that produced on-time delivery and with
lower penalty costs. The difference in results
obtained with the various levels for the probabil-
ities of crossover are of practical significance. This
suggests that further work is required to investi-
gate the relationship between GA parameters and
problem size.
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