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The current trend of increasing the electricity production from wind
energy has led to the installation of wind farms in areas of greater
orographic complexity, raising doubts on the use of simple, linear,
mathematical models of the fluid flow equations, so common in the
wind energy engineering. The present study shows how conven-
tional techniques, linear models and cup anemometers, can be
combined with flow simulation by computational fluid dynamics
techniques (nonlinear models) and measurements by sonic anem-
ometers, and discuss their relative merits in the characterisation of
the wind over a coastal region—a cliff over the sea. The computa-
tional fluid dynamic techniques were particularly useful, providing a
global view of the wind flow over the cliff and enabling the
identification of separated flow regions, clearly unsuitable for
installation of wind turbines. These locations display a pulsating
flow, with periods between 1 and 7 min, in agreement with sonic
anemometer measurements, and both a turbulence intensity and a
gust factor well above the wind turbine design conditions.
& 2008 Elsevier Ltd. All rights reserved.. All rights reserved.
ax: +351 225082153.
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The methodology of wind resource assessment and turbine micro-siting (e.g. Troen and Petersen,
1989; NREL, 1997) has relied on a combination of field data, obtained mainly by cup anemometers
and wind vanes, and software tools based on statistics and linear models of the fluid flow equations
(e.g. Jackson and Hunt, 1975; Mason and Sykes, 1979). This practise has proved its suitability in case
of relatively flat terrain, being able to resolve both the upwind and the flow at the summit of isolated
hills of moderate slope (e.g. Ayotte and Hughes, 2004; Landberg et al., 2003, and references therein).
However, wind parks tend to be installed in terrains of increasingly complexity, where flow
separation, high vertical velocity and unsteadiness can be important aspects of locally prevailing
wind regimes. These are situations where linear models are not appropriate and computational fluid
dynamics (CFD), nonlinear models, can be most useful, entering all stages of wind energy
engineering, from siting of meteorological masts to wind resource quantification and turbine
micro-siting.
In spite of their impact in many areas of application and industries such as the automotive or
aeronautical engineering, CFD techniques have not yet become common in wind energy engineering.
To our knowledge, Raithby et al. (1987) is one of the first studies using CFD to simulate the flow over
hills. More recent applications can be found in Maurizi et al. (1998) and Castro et al. (2003), where it
is concluded that the computer simulation of wind flows should be based on time-dependent
formulation, because local orography may induce flow unsteadiness, which will be removed in case
of steady state formulation. Other approaches to fluid flow (turbulence) modelling, such as LES or
DES (cf. Pope, 2000; Spalart et al., 1997), are available, with the ability to resolve three-dimensional
time-dependent flows. However, their early state of development, and the computer resources they
require, impair their use in wind energy engineering (e.g. Wood, 2000; Piomelli and Balaras, 2002;
Silva Lopes et al., 2007).
The present study deals with the analysis of a coastal region in Madeira Island as a site for
installation of a wind farm. A wind farm has been operating nearby, with success, for almost 10 years.
On the other hand, it is known by local people how complex the wind pattern can be in this part of
the Island. This was confirmed by a previous and short campaign for evaluation of wind resources,
which also evidenced a high variance of the wind. We had access to several data sets and loose pieces
of information that needed to be analysed, namely measurements at the airport of Santa Catarina
(Troen and Petersen, 1989) for a 10-year period (1971–1980), which were not representative enough
because of terrain complexity; and measurement campaigns in different occasions with a duration of
less than 12 months. Later, after completion of a 5-month measurement campaign, the terrain in the
area was changed; a series of terraces was created for property development, of unknown
consequences in the local wind flow. All these reasons called for more detailed studies, partly
presented here.
In Section 2 we summarise the main characteristics of the experimental techniques and the
computational models used. The discussion of results is included in Section 3. The paper concludes
with Section 4.2. Methodology: experimental techniques and mathematical models
The methodology combined field (point) measurements by sonic and cup anemometers, followed
by computer simulation of the wind flow using the WAsP model (Mortensen et al., 2004) and CFD
techniques. The CFD model was instrumental in identifying separated flow regions and other local
wind flow characteristics, in a more efficient manner than if based on the measurements only.2.1. Terrain and wind characteristics
The island of Madeira is located in the Atlantic Ocean, at 301N and 161W, about 1000 km off the


















Fig. 1. Three-dimensional view of the East region of the Madeira Island, showing the São Lourenc-o Cape, and region of interest,
with contour levels every 10 m (South to North direction aligned with the y-axis).
J.M.L.M. Palma et al. / J. Wind Eng. Ind. Aerodyn. 96 (2008) 2308–232623101000 m in width) in the east side of the Island, near the city of Canic-al. This area, 100 m above the sea
level, which prolongs until the east end of the Island, is delimited by a cliff to the north, a relatively
gentle slope towards the ocean to the south and a mountainous chain to the west (Fig. 1b). There was
particularly interest in the suitability of five locations near the cliff (in Table 1) for installation of
wind turbines, within a rectangle of 762 411 m.
The most reliable long-term wind data in Madeira Island have been collected at the airport of
Santa Catarina (28 334 360 3 617616N). The mean wind speed in the airport for a 10-year period
ARTICLE IN PRESS
Table 1
Location of the five points of interest and RIX index
No. Easting Northing Z RIX
1 337 875 3 624 235 99 22
2 337 876 3 624 071 97 17
3 337 708 3 624100 107 19
4 338 113 3 624128 88 20
5 338 464 3 624 483 120 33
Table 2
Cup and sonic anemometer measurements
Start and end dates Anemometer Easting Northing zagl
98:08:03–99:01:05 Cup1 337 830 3 624180 10, 40
98:08:01–98:11:12 Cup2 338 120 3 624135 10
01:10:10–01:10:11 Sonic/Cup3 337 876 3 624 071 47/46
J.M.L.M. Palma et al. / J. Wind Eng. Ind. Aerodyn. 96 (2008) 2308–2326 2311(1971–1980) was equal to 4:8 m s1European Wind Atlas (Troen and Petersen, 1989). However, the
8 km distance between the airport and the area of interest is too large for a confident use of
measure–correlate–predict (MCP) methodologies; given the complexity of the local terrain and the
nearby mountains in the SW–N directions, which have a pronounced influence on the air flow with
large fluctuations of the wind direction (cf. Troen and Petersen, 1989, p. 402).
2.2. Cup and sonic anemometers
During the field campaigns in the area, three cup anemometers (Cup1, Cup2, and Cup3, in Table 2)
were used. Cup1 and Cup2 were NRG systems (anemometer model 40 and data logger 9100 Plus),
operating at a sampling frequency of 0.5 Hz, and with mean and standard deviation of velocity stored
at every 10 min period. The mean wind direction was also known at Cup1 (40 m) and Cup2 (10 m).
The sonic anemometer (Metek USA-1) was installed 47 m above ground level (agl) at location 2
(Table 1) thought to be representative of the wind conditions in the region. The signal from the sonic
anemometer, operated at 20 Hz sampling frequency, was stored in a portable computer, which also
controlled and monitored the data acquisition process. The anemometer was previously calibrated in
a wind tunnel with an error of 0.1%, for a velocity range between 4 and 16 m s1 (Ribeiro, 2005).
2.3. Linear model (WAsP)
The WAsP computer code is widely used by the wind energy community, and there is no need for
a detailed description of this code developed by the RISØ National Laboratory in Denmark. The reader
may refer to the published literature (cf. Mortensen et al., 2004). WAsP is based on linearised forms
of the fluid flow equations and its most fundamental assumptions do not differ much from other
approaches such as MS3DJH (Mason and Sykes, 1979), both built on the seminal work of Jackson and
Hunt (1975). These models underpredict the wind speed reduction and cannot predict flow
separation (Ayotte and Hughes, 2004; Castro et al., 2003) in the lee-side of the hills (not to mention
mountains), and are clearly unsuitable for complex terrain. Because they require modest computer
resources and complex terrain was often avoided for turbine siting, these models became the
reference tool among the wind energy engineering community, which is often using them beyond
their range of validity (Bowen and Mortensen, 2004). Obviously there is a high level of uncertainty
and risk when using linearised models under these conditions. A comparative analysis will be
performed here, to illustrate how different the results obtained by the linear model can be.
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The continuity (1), the momentum (2) and the turbulence model equations (3) and (4) were
written in tensor notation for a generic coordinate system, defined by transforming a physical
















































The eddy viscosity was given by mt ¼ rCmk
2=, where k and , the turbulence kinetic energy and its






























































C1 ¼ 1:44; C2 ¼ 1:92; Cm ¼ 0:033; sk ¼ 1:0; s ¼ 1:85.
In the above equations, ui and p are the ensemble Reynolds-averaged velocities and pressure, r and m
are the air’s density and molecular viscosity, J is the determinant of the Jacobian matrix and bjk ¼
Jqxj=qxk are the co-factors of the coordinate transformation. The transport equations (3) and (4) and
constants C1;C2 and sk were set as in Launder and Spalding (1972), whereas the constants Cm and s
followed the recommendations by Beljaars et al. (1987). Due to the low altitude, the size of the
integration domain (Section 2.4.1) and the relatively high wind speeds that we were interested in,
both the stratification and the Coriolis effects were ignored.
The transport equations (1)–(4) were discretised by finite volume techniques, using a second-
order, three-time level implicit scheme for time discretisation and a central-differencing scheme for
spatial discretisation of the diffusive terms. The advective terms were discretised by the hybrid
scheme, and a third-order truncation scheme, in case of the momentum equations (2). At each time-
step (1 s), the resulting set of coupled algebraic equations was solved using the SIMPLE algorithm to
dimensionless residuals below 5 104. The simulations were carried on until reaching a periodic or
a steady state. A discussion of the numerical techniques can be found for instance in Ferziger and
Perić (2002). The methodology described above is embodied in the computer code named VENTOSs
(cf., Lopes da Costa et al., 2006; Castro et al., 2003; Castro and Palma, 2002).
2.4.1. Numerical mesh, boundary and initial conditions
The terrain, a digitised map with contour heights at every 10 m, available from the Portuguese

































Fig. 2. Three-dimensional view of the computational domain and numerical mesh (contour levels every 50 m).
J.M.L.M. Palma et al. / J. Wind Eng. Ind. Aerodyn. 96 (2008) 2308–2326 23137000 5000 m, Fig. 2. The top boundary was set at 1500 m above sea level. A numerical mesh with
71 71 51 grid nodes was used, centred at the region of interest and expanded along the x, y and z
directions, with factors of, respectively, 1.09, 1.13 and 1.09, with a minimum horizontal spacing equal
to 20 m and the first vertical node at 1 m above the surface. Calculations were also made taking into
account the terrain changes mentioned above (Section 1), determined by topographic survey of the
terrain.
The bottom boundary was modelled by a rough surface, using wall laws (Launder and Sharma,
1974), assuming a region of constant tangential Reynolds stress st ¼ ru2 and a log-law tangential
velocity ut ¼ u=k lnð1þ z=z0Þ, where k ¼ 0:4 is the von Kármán constant, u is the friction velocity
and z is the distance above the surface with characteristic roughness z0, equal to 0.03 and 0.0002 m
for land and sea surfaces. In the first control volume above the surface, wall laws were applied based
on the relationships u2 ¼ kC
1=2
m and wall ¼ u
3
=½kðzþ z0Þ.
The pressure at the boundaries was obtained by linear extrapolation from the inner nodes. The
velocity was tangential at the top and lateral boundaries. The velocity outflow condition was
obtained by linear extrapolation from the inner nodes, constrained by global mass conservation. For
inlet boundary condition, a logarithmic boundary layer developed for a distance of about 2000 m
over the ocean surface, with height d ¼ 1000 m and a free-stream velocity equal to 11:6 m s1. The












where ‘m ¼ minfkðzþ z0Þ;Cmdg, and L ¼ kðzþ z0Þ if zod or L ¼ d, if zXd.
The computational domain size and both the grid size and distribution were established on the
basis of the authors experience in the computer simulation of atmospheric flows (e.g. Castro, 1997;
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within the capabilities of today’s personal computers, i.e. the hardware requirements of linear
models. A highly accurate terrain discretisation over the whole extent of the domain, as shown in Fig.
1, besides not being possible within the current computer limitations, was found unnecessary since
the major features of the wind flow could be captured by the present arrangement. Computer
simulations of atmospheric flows can be useful even when performed under conditions of low
resolution, as recently pointed out by Eidsvik (2008).3. Discussion of results
3.1. Field measurements: cup anemometers
Based on different measuring periods, in Table 2, Cup2 at 10 m agl displayed a wind speed equal to
7:9 m s1, which was always higher than the wind speeds, 4.9 and 6:5 m s1, at Cup1 at 10 and 40 m
agl, in Table 3, and well above the 4:8 m s1 measured at the airport of Santa Catarina between 1971
and 1980 (Section 2.1). The wind was mostly from North, within 345 and 15, with a percentage
above 70%. Turbulence intensity exceeded 20%, in the case of Cup1 at 10 m agl.
Simultaneous data at Cup1 and Cup2 were available only for a short period of 96 days and
showed a consistently higher wind speed of 7:7 m s1 at Cup2, compared with 5:2 m s1 at Cup1
(Table 4). Such a large difference between the wind speeds at two stations only 300 m apart is most
surprising.
Station inter-comparison is a powerful tool used in these circumstances, and its results are shown
in Table 4 using a format that departs from the usual one in the European Wind Atlas (Troen and
Petersen, 1989). We show all combinations of predicted values at one point, in columns, based on
measured field values at another point, in rows, including its own, in the main diagonal; for instance,
using as input the wind conditions at Cup1 (10 m), wind speeds equal to 5.7, 5.3 and 5:0 m s1 are
predicted, respectively, at Cup1 (40 m), Cup1 (10 m) and Cup2 (10 m), with relative errors with
respect to the measured quantities of 9.6%, 1.9% and 3:8%. The difficulty in predicting the values at
one station based on the experimental data at a neighbouring station is obvious. Predictions of wind
speed at mast Cup1, based on quantities measured at the mast, differed from the measured quantities
in 9.6% and 4.3% if based on field quantities at a different height, and 2.9% or 1.9% if the both input
and predicted quantities are referred to the same height. The latter, where the stations are predicting
themselves, is often used as an indicator of abnormal behaviours, which can due to many different
causes, such as data inconsistencies or wind flow behaviour.Table 3
Wind speed ðm s1Þ and turbulence intensity (%)
Cup1 (10 m) Cup1 (40 m) Cup2 (10 m)
V 4.9 6.5 7.9
it 20.6 15.4 14.9
Table 4
Inter-comparison between meteorological stations (wind speed in m s1 and relative error, in %, within parenthesis)
Station Measured Predicted
Cup1 (40 m) Cup1 (10 m) Cup2 (10 m)
Cup1 (40 m) 6.9 7.1 (2.9) 6.6 (4.3) 6.3 (8.7)
Cup1 (10 m) 5.2 5.7 (9.6) 5.3 (1.9) 5.0 (3.8)
Cup2 (10 m) 7.7 8.7 (13.0) 8.1 (5.2) 7.7 (0.0)
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the wind field in the area and the use of the methodology embodied in the WAsP computer is
questionable.
Analysis of the field data revealed sudden changes of the wind direction. We counted the number
of 30 sectors between consecutive 10 min periods, i.e. the wind direction did not change (0, zero), or
change 1;2;3;4 and 5 sectors of 30, in Table 5. Changes of directions that spanned over 120
represented 2.3% of the whole data set Cup1 (40 m) and were more frequent than 30 (2.1%) changes;
at Cup1 at 40 m agl, the percentage of 120 changes is higher than all changes of direction at Cup2
(10 m). When the analysis was restricted to the period of simultaneous measurements at both masts,
the distribution did not change much, and we concluded that this was a real feature of the wind in
these two locations.
Such a drastic change, i.e. a reverse of direction, cannot be due to changes of weather conditions
(mesoscale) nor turbulence, but a rather local phenomenon most likely induced by local features of
the terrain. This also indicated the likely presence of a separated flow region, case under which the
appropriateness of this area for installation of a wind park should be ruled out. Furthermore, the
conventional techniques and procedures used in wind resource evaluation are not meant for this type
of wind flow and may underestimate the turbulence intensity.3.2. Field measurements: sonic anemometer
The sonic measurements were performed between the 12:35 of 10th and 11:35 of 11th October
2001, i.e. a total of 23 h with small interruptions to check the data acquisition process. The upper partTable 5
Number of 30 sectors between consecutive sets of 10 min measurements (histogram)
No. of
sectors






0 16 467 (89.6) 13 247 (96.0) 11598 (88.3) 12 916 (96.1)
1 392 (2.1) 139 (1.0) 278 (2.1) 139 (1.0)
2 184 (1.0) 32 (0.2) 140 (1.1) 32 (0.2)
3 338 (1.8) 27 (0.2) 286 (2.2) 27 (0.2)
4 420 (2.3) 15 (0.1) 391 (3.0) 15 (0.1)
5 77 ( 0.4) 11 (0.1) 75 (0.6) 11 (0.1)
Percentual values within parenthesis.
Table 6
First to fourth moments of the total ðvÞ, horizontal ðvhÞ and vertical velocity ðvzÞ from 2001 October 10th, 12:35 to 11th, 11:35,
with data sampling at 20 Hz
x [Min, Max] s Skewness Kurtosis
v 10.33 [0.03, 29.87] 3.94 0.34 2.22
vh 9.89 [0.00, 28.54] 4.29 0.37 2.10
vz 0.49 [18.75, 22.29] 2.38 0.28 4.65
vw 10.33 [5.61, 14.20] 1.95 0.29 2.46
itw 0.34 [0.10, 0.54] 0.12 0.45 2.24
Gw 2.12 [1.27, 3.78] 0.54 0.87 3.54
Subscript w refers to quantities (total velocity v, turbulence intensity it and gust factor G ¼ maxðvÞ=v) averaged over 10 min.
Velocity units in m s1.
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wind velocity was from the north quadrant and equal to 10:33 m s1, with horizontal and vertical
components of 9.89 and 0:49 m s1. The vertical velocity, vz, displays a much different behaviour
compared with v and vh, as evidenced by a kurtosis equal to 4.65 (higher than the Gaussian value
of 3) and unbalanced in favour of values above the average (a positive skewness). However, the most
striking result is the velocity range on the vertical plane, with values between 18:75 and
22:29 m s1. The lower kurtosis of the horizontal velocity (2.10) is explained by the nearly bimodal
PDF (Fig. 3a); this is an indication of the presence of events with distinct time scales, to be found by
frequency analysis.
The lower part of Table 6 includes the three major parameters, the mean velocity v, the turbulence
intensity it ¼ sðvÞ=v and the gust factor G, averaged over a 10-min period, as recommended in wind
energy resource studies (IEA, 1999). The mean turbulence intensity itw was 34% with a standard
deviation of 12%, and G was 2.12 with a standard deviation of 0.54. Both the turbulence intensity and
the gust factor are too high and exceed the design values of standard wind turbines (IEC, 1999, 2003;
Burton et al., 2001).
For a site with a turbulence level so high, the sampling frequency and the integration time for
statistical analysis are critical, namely when we are interested also in higher-order statistical
moments. The sonic anemometer time series was re-sampled with a low-pass anti-aliasing FIR filter
at 0.33 and 0.50 Hz to mimic the measurements of cup anemometers with different time constants, 3
and 2 m, where the latter is close to the parameters of operation of the NRG (model 40) cup
anemometer. The integration, averaging time at for statistical analysis was 10, 20, 40 min and the
whole 23 h period (denoted by 1). Table 7 shows, as expected, that the range of values of any
variable is reduced when decreasing the sampling rate. Because it is a function of the maximum, the
consequences are greater on the gust factor, which is equal to 2.90, 2.10 and 1.95 for sampling
frequencies, respectively, of 20, 0.5 and 0.33. A maximum difference of 68% occurs in the
determination of the gust factor, whereas the turbulence intensity shows values between 0% and 19%,
depending on the sampling frequency and averaging time.
The simple statistical analysis in Table 6 is not appropriate for inferring on the existence (or not)
of a wide region of separated flow, and spectral analysis was also used, in Fig. 4. For comparison with
the computational results (in Section 3.4), a transect of the time series that presented lower
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Fig. 4. Normalised spectra for a 320-min data record reconstructed with detrended data for (a) 32 10-min, (b) 16 20-min,
(c) 8 40-min time intervals, and (d) whole series.
Table 7
Turbulence intensity it and gust factor G as a function of sampling rates f in Hz and averaging time at in minute
at it G
10 20 40 1 10 20 40 1
f
20 0.34 0.36 0.36 0.38 2.12 2.20 2.30 2.90
[6] [13] [13] [19] [23] [27] [33] [68]
0.5 0.32 0.34 0.34 0.37 1.73 1.78 1.82 2.10
[0] [6] [6] [16] [0] [3] [5] [21]
0.33 0.32 0.32 0.34 0.36 1.69 1.73 1.77 1.95
[0] [0] [6] [13] [2] [0] [2] [13]
The values within brackets are the relative differences, in percent, with respect to a reference cup anemometer with a
sampling frequency of 0.5 Hz and averaging time of 600 s.
J.M.L.M. Palma et al. / J. Wind Eng. Ind. Aerodyn. 96 (2008) 2308–2326 2317blocks of identical duration, each post-processed referring to a constant wind speed in streamline
coordinates. The mean value of each data set was extracted after rotation to avoid interferences from
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Fig. 5. Horizontal velocity 40 m agl. WAsP results.
J.M.L.M. Palma et al. / J. Wind Eng. Ind. Aerodyn. 96 (2008) 2308–23262318a set of high peaks between 5 and 8 min, which can be a single period (8 min) in the case of Fig. 4b.
The 10-min interval was selected based on the established practise in wind resource evaluation and
meteorological data analysis.3.3. Computational results: linear model (WAsP)
Fig. 5 shows the horizontal velocity, at 40 m agl, as predicted by the linear model WAsP
(version 6), under neutral stability conditions. As expected, the results were strongly correlated
with the terrain elevation and the high velocity regions (around 12 m s1) appeared around
the edges of the cliff, near locations 1 and 5. The wind speed at locations 2, 3 and 4 was about
10 m s1.
The RIX (ruggedness index) is the percentage fraction of the terrain along the prevailing wind
direction above a critical slope of 0.3; it was created in an attempt to quantify the terrain complexity
and therefore enable a more accurate definition of the conditions under which the WAsP code could
be used (Bowen and Mortensen, 2004). The RIX, in Table 1, varied between 17 and 33, for locations 5
and 2, and was above the limits of applicability of the linear models. Under these conditions, the
linear models if used, should be used very cautiously.3.4. Computational results: nonlinear model
Simulations were performed for southerly ð180Þ, northerly ð0Þ and north-easterly ð22:5Þ winds.
There was a total of four different cases, counting on an additional northerly wind simulation, to take
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Fig. 6. Longitudinal instantaneous velocity at 40 m agl for locations 1–5, in case of: (a) northerly wind; (b) north-easterly
wind; (c) southerly wind (the positive direction is from south to north); (d) northerly wind, after terrain changes.
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The temporal evolution of the longitudinal velocity is shown in Fig. 6 for all five locations and the
four cases being simulated. In case of southerly winds (Fig. 6c), there was a constant wind velocity of
a similar magnitude for all five locations. This was a simple consequence of the topography, with no
cliff on the south side and no major obstacle to southerly winds (see Fig. 1).
Concerning the northerly and north-easterly winds (Figs. 6a, b and d), differences of 18 m s1 between
wind velocities could be reached (14 and 4 m s1, in locations 1 and 3, Fig. 6d). In case of northerly winds
(Figs. 6a and d), the direction of the velocity in location 3 was opposite to all the remaining locations. The
time dependency of the wind velocity was restricted to locations 2, 3 and 4, which, though only about
200 m away from 1 and 5, are already in the descending part of the terrain (Fig. 1b).
The terrain changes performed after the cup anemometer measurements enhanced the time-
dependent behaviour (compare Figs. 6d and a); the velocity amplitude (the largest amplitude of all)
in location 4 increased and the 1-min period of the oscillation in location 3 was 2 lower than in
locations 4 or 1. This depended much on the direction of the prevailing winds and in case of north-
easterly winds (Fig. 6b), for instance, there was no reversed flow in location 3 and the period changed
to 7 min. The periods of oscillation are well in agreement with the spectral analysis of the sonic
anemometer, in Section 3.2.
The frequency analysis in Fig. 7 enables a more accurate determination of the frequencies in the
time series, whose peak occurs at 5, 3 and 7 103 Hz (periods equal to 3.3, 5.6 and 4.2 min),
respectively for northerly, north-easterly, and northerly winds after terrain changes (Figs. 7a, b and
d), which magnified the amplitude of the oscillation by a factor of two (cf., Fig. 7d, against a and b).
Not all locations are equally prone to low frequency unsteadiness of the wind flow, which depends
much on the wind flow direction; in any case and based on the four conditions being tested, one may







































Fig. 7. Spectral analysis of the numerical signal.
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J.M.L.M. Palma et al. / J. Wind Eng. Ind. Aerodyn. 96 (2008) 2308–2326 2321problem compared to locations 3, 2 and 1, located further downstream. The computer simulation
with a constant wind speed could not be accurately replicate the actual wind conditions, with
unstationary time series. Under these conditions, there is a fair agreement between the peak periods
predicted by the computer simulations, 3.3, 4.2 and 5.6, and those found by sonic measurements,
between 5 and 8 min, in Section 3.2.
The real atmospheric flow showed a nonstationary behaviour, whereas the simulations presented
simple periodic results, due to, among other factors, the nonexistence of mesoscale forcing of the
model. The frequencies predicted by the model can be related only with the natural (low) frequency
of the recirculation regions.
Given the time dependency of the wind flow in some areas of the integration domain, the
following numerical results were time-averaged for at least 20 min, to include 3–20 complete periods
of the low frequency unsteadiness in Fig. 6.3.4.2. Flow pattern
A global view of the flow (northerly wind) for four different heights is presented in Fig. 8. We start



























Fig. 8. Horizontal velocity and stream traces, in case of a northerly wind, for six heights agl: (a) 10 m; (b) 20 m; (c) 30 m; (d)
40 m; (e) 50 m; (f) 60 m.
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metres. At 20 m agl (Fig. 8b) there are three vortices: two counter-rotating ones around location 3,
and a third vortex close to location 4. These three vortices decelerate the incoming upstream
(northerly) wind—a blockage effect—creating an extended region of higher velocity aligned with
locations 1 and 2. The vortices around location 3 are the strongest, showing even at 60 m agl (Fig. 8f);
this explains why in case of northerly winds, the wind direction in location 3 was from south to north
(Figs. 6a and d), contrary to the wind direction in any of the remaining four locations. The presence of
those three vortices also explains why the locations 2, 3 and 4 exhibited the larger amplitudes of the
time-dependent oscillations. These locations are further away from the coastline compared with
locations 1 and 5, in a descending part of the terrain, partly covered by the terrain upstream and
therefore with favourable conditions to flow separation (Fig. 1).
In an attempt to illustrate the dynamics of the flow in this region, we show a sequence of frames
Dt ¼ 60 s apart, in Fig. 9. Here, because we are showing a larger region compared with that in Fig. 8,
the effect of the mountains located west of the site (see Fig. 1 also) is most obvious, via the curvature
of the streaklines in the lower left corner. All regions, except D, display a time-dependent behaviour.
This is most obvious first around region A, and less intense around regions B and C. The flowXUTM [m]













































Fig. 9. Frame sequence (from a to f) in a surface 10 m agl and time between each consecutive frame equal to 60 s.
ARTICLE IN PRESS
J.M.L.M. Palma et al. / J. Wind Eng. Ind. Aerodyn. 96 (2008) 2308–2326 2323structure in A and B is due to the terrain slope and the location in the lee-side of either the cliff
(region A) or the elevated terrain (region B).
The vortex chain in region C is the result of the interaction between part of the flow around and
part of the flow coming down (mountain flows) the mountain chain (in Fig. 1). The double-vortex
structure in B evidences a cyclic pattern (at a low frequency), typical of separated flow region. There
is a time when the streaklines increase their density and all seem to converge towards the centre of
the vortex system, followed by a sudden burst that propagates downstream leading to the wave-like
behaviour. This can also be observed for each of the four vortices contained in region C; however, this
behaviour is much stronger in region A, particularly at location numbered 3, in the centre of the
vortex.
The onset of separation behind hills is of great practical importance in both wind energy and
atmospheric dispersion problems, and a few guidelines are available based on the critical slope ðycritÞ
for flow separation. Wood (1995) for instance gives an overview on previous work and proposes a
simple expression for determining ycrit based on the terrain roughness and hill width, which if
applied to the present case, assuming a hill width and a characteristic roughness equal to 1000 and
0.03 m, would yield ycrit ¼ 18:7
.
In summary, this is a flow pattern rich in critical points, some of which are unstable and the
reason for the flow time dependence. The global view and details provided by the three-dimensional
flow calculations are unsurpassed, and could never be obtained by any point measurement technique
being used. Because of its mathematical model, WAsP also could not capture the flow nor the vortices
structures associated with flow separation, and the wind flow in the lee-side of the cliff is much
different from that predicted by the CFD nonlinear model.3.4.3. Turbulence intensity
The effect of turbulence on the operation of the wind turbines is difficult to predict, and quantify.
High turbulence can affect the electricity production, increase the probability of malfunctions and
reduce the equipment life-time. A turbulence intensity equal to 16% or 18%, depending on the
turbine class, has been established as the design condition for wind turbines (cf., IEC, 1999).
For a discussion on the current practise and standards you may refer to Burton et al. (2001,
Section 2.6.3, p. 21).
Under normal conditions, turbulence is reduced as we approach the top of the hill and low
turbulence goes together with high wind velocity. Small scale topography, mesoscale phenomenon,
steep slopes and flow separation may all change the situation described above. The turbulence
intensity (Fig. 10) is lower along the cliff and locations 1 and 5 do not suffer from problems associated
with high turbulence, contrary to locations 3 and 4. The turbulence intensity at location 3 shows an
abnormal behaviour, since it decreases with the distance to the ground. The turbulence intensity here
is set mainly by the flow separation and the maximum occurs in the shear layer at around 100 m
above the ground (see vertical profiles, in Fig. 11). The turbulence intensity depends much on the
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Fig. 11. Longitudinal, transversal and vertical (u, v and w) velocity components and turbulence kinetic energy. Ensemble-
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Fig. 12. Longitudinal, transversal and vertical (u, v and w) velocity components and turbulence kinetic energy. Ensemble-
averaged values for location 5: (a) north; (b) south.
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The transversal and vertical velocities (v and w) at location 3 (Fig. 11) are relatively low over the
whole height, however, the vertical profiles of both the longitudinal velocity and the turbulence
kinetic energy are unacceptable from the point of view of wind energy applications. In case of
northerly wind, because location 3 was in the middle of a recirculation zone, the u velocity reversed
direction, changing from a nearly constant value of3 m s1 in the first 40 m to 12 m s1 for distances
higher than 100 m agl. This high vertical gradient of u was accompanied by an increasing turbulence
kinetic energy with a peak value equal to 11:2 m2 s2 at z ¼ 60 m (Fig. 11a), i.e. 17 compared with
those in any of the remaining four locations and well beyond the design conditions of wind turbines.
Location 5 did not show any periodic behaviour nor was located near a recirculation region
(Sections 3.4.1 and 3.4.2) and above all the vertical profiles of either the longitudinal velocity or the
turbulence kinetic energy (in Fig. 12) did not display any of the unwanted features seen at location 3
(Fig. 11). However, at location 5 the vertical velocity of 2 m s1 was about 20% of the horizontal
velocity, in case of northerly winds. Locations 5 and 1, though not evidencing time-dependent
(periodic) behaviour, showed a high vertical velocity, which could reach 40% of the horizontal
component in case of location 1, for north-easterly winds. These locations are too close to the cliff
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horizontal axis wind turbines. Acceptable behaviour was found only for southerly winds,
when the wind flow was identical for all five locations, also well represented by the values
in Fig. 12b for location 5. However, southerly winds are not so frequent in Madeira Island
(Section 3.1).
The shear factor, defined as a ¼ logðu2=u1Þ= logðz2=z1Þ, is the key parameter used to extrapolate
measurements at cup height to hub height and a 17 power law (i.e. a ¼ 0:14) is usually assumed. This
approach, however, was valid only above the sea surface. Negative shear factors occurred around
location 3 for distances to the ground above 40 m, showing a decreasing horizontal velocity for larger
distances to the ground.4. Conclusions
The wind flow over a coastal region—a cliff over the sea—was studied by a wide variety of
techniques including field measurements with cup and sonic anemometer, and computer
simulations using linear and nonlinear (CFD) mathematical models of the fluid flow equations. Conventional measurements for wind resource assessment showed sudden variations of the wind
direction and were a first indication of the presence of a complex wind pattern that cup
anemometer point measurements could not fully uncover.
 Measurements with sonic anemometer revealed an energy spectrum with discrete peaks related
with periodic events of a duration inferior to the 10 min averaging of conventional cup
anemometer measurements.
 The results of the nonlinear (CFD) flow model compared favourably with field measurements and
showed that three of the five locations under study for wind turbine location would be in the
vicinity of reversed flow regions, characterised also by large turbulence intensity. These locations
displayed a pulsating flow, with periods between 1 and 8 min, depending on the location and the
wind prevailing direction.
 One of the locations, 200 m downstream of the cliff, was even in the centre of a vortex system and
displayed the strongest oscillations. For northerly winds of about 15 m s1, within the first 40 m
above the ground, the wind direction was reversed, from south to north.
 Under these conditions, conventional analyses as used in resource assessment was insufficient.
Turbulence intensity and gust factors were poor estimators and depended strongly on sampling
rate and time averaging period.
 In spite of large differences between the mean wind velocity at each of the five locations, the field
measurements, at one single location, after appropriate analysis, contributed to our confidence in
the computational results and an increased knowledge of the wind flow-field in the whole area of
interest.
The results presented here favour the usage of three-dimensional nonlinear (CFD) models as a
complement to simpler models developed for wind flows over simple orography. The CFD
calculations though not entering in the decision process that led to the selection of the place for
field measurements, as they should, influenced the analysis of the field data, by revealing aspects left
unnoticed by more traditional approaches and that were the first choice when studying the
appropriateness of the area for installation of a wind farm.Acknowledgements
The authors acknowledge the support of the Portuguese Foundation for Science and Technology
(FCT), under research Project TURBWIND (POCI/ENR/60965/2004). Data from the field experiment
were kindly supplied by EEM-Empresa de Electricidade da Madeira, SA.
ARTICLE IN PRESS
J.M.L.M. Palma et al. / J. Wind Eng. Ind. Aerodyn. 96 (2008) 2308–23262326References
Ayotte, K.W., Hughes, D.E., 2004. Observations of boundary-layer wind-tunnel flow over isolated ridges of varying steepness
and roughness. Boundary-Layer Meteorol. 112, 525–556.
Beljaars, A.C.M., Walmsley, J.L., Taylor, P.A., 1987. A mixed spectral finite-difference model for neutrally stratified boundary-
layer flow over roughness changes and topography. Boundary-Layer Meteorol. 38, 273–303.
Bowen, A.J., Mortensen, N.G., 2004. WAsP prediction errors due to site orography. Technical Report Risø-R-995(EN), Risø
National Laboratory, Roskilde, Denmark, December.
Burton, T., Sharpe, D., Jenkins, N., Bossanyi, E., 2001. Wind Energy Handbook. Wiley, UK.
Castro, F.A., 1997. Numerical methods for the simulation of atmospheric flows over complex terrain. Ph.D. Thesis, Faculty of
Engineering of the University of Porto (in Portuguese).
Castro, F.A., Palma, J.M.L.M., 2002. VENTOSs: a computer code for simulation of atmospheric flow over complex terrain.
Technical Report, Available from the authors, 21pp.
Castro, F.A., Palma, J.M.L.M., Silva Lopes, A., 2003. Simulation of the Askervein flow. Part 1: Reynolds averaged Navier–Stokes
equations (k– turbulence model). Boundary-Layer Meteorol. 107, 501–530.
Eidsvik, K.J., 2008. Prediction errors associated with sparse grid estimates of flows over hills. Boundary-Layer Meteorol. 127
(1), 153–172.
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