Abstract-Field-oriented control methodology requires knowledge of the machine parameters, a n d i n particular t h e rotor time wnstant. The interest here is in tracking the value o f Tn as it changes due to Ohmic heating so that a n accurate value is available to estimate the rotor flux for a fleld oriented controller. The approach presented here is a nonlinear least-squares m e t h o d that uses only measurements o f the stator currents and voltages d o n g with the rotor speed. The nature of this technique lends itself directly to a n online implementation and therefore can be used to track the rotor time wnstant. Experimental results are presented to demonstrate the validity o f t h e approach.
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Because the rotor state variables are not available measurements, the system identification model cannot be made linear in the parameters without overparameterizing the model. In the work here, the model is reformulated so that it is a nonlinear system identification problem that is not overparameterized. Further, it is shown how to actually solve for parameter vector that minimizes the residual error.
This proposed method improves upon the linear leastsquares approach formulated in [1] [2] . The work in [1] [2] was limited in that the acceleration was required to be small and that the iterative method used to solve the least squares problem was not guaranteed to converge nor necessarily achieve the minimum. Here, elimination theory 13][4] is used to solve the nonlinear least squares problem which in turn guarantees the minimum is found without any requirements on the machine's speed or acceleration when collecting the data; the data need only be sufficiently rich as described in the paper. Experimental results are presented to demonstrate the validity of the approach.
A combined parameter identification and velocity estimation problem is discussed in [5][6] [7] . Here the velocity estimation problem is not considered, but the velocity is allowed to vary. For a summary of the various techniques for tracking the rotor time constant, the reader is referred to the recent smvey IS], the recent paper [9] and to the book [lo].
The paper is organized as follows. Section I1 introduces a standard induction motor model expressed in the rotor coordinates. Then, an overparameterized model which is linear in the unknown parameters is derived and discussed.
Section IV presents the identification scheme for the rw tor time constant by reducing the averparameterized linear niodel to a nonlinear model which is not overparameterized.
An approach to solve the resulting nonlinear least-squares identification problem is presented and shown to guarantee the minimum least-squares solution is found. Section V presenm the results of the identification algorithm with both simulated and experimental data.
INDUCTION MOTOR MODEL
Standard models of induction machines are available in the literature. Parasitic effects such as hysteresis, eddy currents, magnetic saturation, and others are generally neglected. Consider the state space model of the system given by (cf. [11] The transformation simply projects the vectors in the (a, b) frame onto the axes of the moving coordinate frame. An advantage of this transformation is that the signals in the moving frame (i.e., the (5, y) frame) typically vary slower than those in the ( a , b) frame (they vary at the slip frequency rather than at the stator frequency). At the same time, the transformation does not depend on any unknown parameter in contrast to the field-oriented d / q transformation. The stator voltages and the rotor fluxes are transformed as the currents resulting in the following model
TR Ry

LINEAR OVERPARAMETERIZED MODEL
As stated in the introduction, the interest here is in tracking the value of Tn as it chanEes due to Ohmic heating so that an accurate value is available to estimate the flu for a field oriented controller. However, the stator resistance value Rs will also vary due to Ohmic heating so that it must also be taken into account. The electrical parameters M , Ls, o are assumed to be known and not varying. (4) to obtain ..
Measurements of the stator currents is,,
and Next, equations (3), (4), ( 5 ) , (6) are solved for $ R z r~R y r rl$R,/dt, dgRy/dt and substituted into equations (8) and (9) to obtain d2isy dis.
This set, of equations may be rewritten in regressor form as
where I,I' E ?RzxS,K E @ and y E ?R2 are given by 
IV. LEAST-SQUARES IDENTIFICATION [13] [14] [15] Equation (12) can be rewritten as
where n is the time instant at which a measurement is taken and K is the vector of unknown parameters. If the constraint (13) is ignored, then the system is an overparameterized linear least-squares problem. In this case, theoretically an exact unique solution for the unknown parameter vector K niay be determined after several time instants.
However, several factors contribute to errors which make equation (15) only approximately valid in practice. Specifically, both y(.) and W ( n ) are measured through signals that are noisy due to quantization and differentiation. Further, the dynamic model of the induction motor is only an approximate representat,ion of the real system. These sources of error result in an inconsistent system of equations. To find a solution for such a system, the least-squares algorithm is used. SpecificaUy, given y ( n ) and W ( n ) where
as the residual e m T associated to a vector K . Then, the least-squares estimate h " is chosen such that E2(K) is minimized for K = K'. The function E 2 ( K ) is quadratic and therefore has a unique minimum at the point where aE2(K)/ah-= 0. Solving this expression for h" yields the least-squares solution to y(n) = W ( n ) K as
W T ( n ) y ( n ) . (17)
When the system model is overparameterized as in the a p plication here, the expression (17) will lead to an ill conditioned solution for K'. That is, small changes in the data IY(n), y ( n ) lead to large changes in the value computed for K'. To get around this problem, a nonlinear least-squares approach is taken which involves minimizing Also, based on physical grounds, the squared error E 2 ( K )
will be minimized in the interior of this region. Let
(19)
where K p e [ K1 KZ 1' .
As just explained, the minimum of (20) For example, in the linear least-squares problem, there is a unique well defined solution provided that the regressor matrix Rw is nonsingular (or in practical terms, its condition number is not too large). In the nonlinear case here, a Taylor series expansion about the computed minimum point K; = [ K ; , K .~ gives ( i , j = 1 :~)
aK;aKi (26) P E * ( K : ) . One then checks that the Hessian matrix IS positive definite as well as its condition number to ensure that the data is sufficiently rich to identify the parameters.
V. EXPERIMENTAL RESULTS
A three phase, 230 V, 0.5 Hp, 1735 rpm (nP = 2 pole Dair) induction machine was used for the experiments. A 4096 pulse/rev optical encoder was attached to the motor for position measurements. The motor was connected to a three-phase 60 Hz source through a switch. When the switch w a closed, the stator currents and voltages along with the rotor position were sampled at 4 kHz. Filtered differentiation (using digital filters) was used for calculating the acceleration and the derivatives of the voltages and currents. Specifically, the signals were filtered with a Iowpass digital Butterworth filter followed hy reconstruction of the
is the sampling interval. The voltages and currents were put through a 3 -2 transformation to obtain the two phase equivalent voltages usa,usb which are plotted in Fig. 1 . The sampled two phase equivalent current is* and its simulated response isoaim are shown in Fig. 2 (The simui~b is similar, but shifted by r / ( 2 n P ) . ments) and the simulated speed w.im are shown in Fig. 3 (the simulated speed wsim will be discussed helow). Using the data tusa, us*, is., is*, 8 ) rime in s-*s lated current will he discussed below). The phase b current
The calculated speed w (from the position measure- (28) is to simulate the motor using these values and the measured voltages as input. The model (1) is now TR = 0.1316 sec (2i) in t e r m of the parameters that can be estimated. The exRs = 5.0923 0 (28) perimental voltages shown in Fig. 1 were then used as input Using (14), the motors electrical parameters are then
