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Introduction

39
Hard-Rock aquifers (HRA) have long been considered to be two-layer systems, with (i) a weakly 40 transmissive but rather capacitive layer (with a high specific yield) just below the surface, the 41 unconsolidated weathered layer (also called the saprolite here, or the regolith) and (ii) a more 42 transmissive but less capacitive layer underneath, the fractured layer. This hydrogeological 43 conceptual model is now widely accepted in the scientific community (see for instance Chilton and 44 
Recharge estimation 120
The daily rainfall was measured directly at the Plancoët bottling plant (Figure 1 ). The mean annual 121 rainfall (R) is on average 800 mm, with a typical oceanic climate. Around Plancoët, three weather 122 stations belonging to Météo France, located in Pleurtuit, Quinténic and Trémeur (Figure 1 ), also 123 provided data on rainfall and daily potential evapotranspiration (PET) estimated with Penman's 124 relation (Penman, 1948) . Daily river flow measurements were available at the Jugon-les-Lacs gauging 125
New submission of HYDROL21465 / HYDROL21465R1 to "Journal of Hydrology" 6 station ( Figure 1 ) on the Arguenon River, which drains the studied area. Over the eight years of the 126 monitored period, a mean annual river discharge of 253 mm/y was found at the Jugon-les-Lacs 127 gauging station, for the area of its catchment (see Durand (2005) for more details). Thornthwaite's 128 method (Castany, 1967; Maidment, 1993; Vittecoq et al., 2010 ) was used at a daily time step and 129 during the eight-year monitored period to compute the effective rainfall (Eff R ), equal to P minus Real 130 EvapoTranspiration (RET), or to the sum of the aquifer recharge plus the surface runoff over the 131 catchment. The computation used the rainfall data measured directly on the Plancoët site, and the 132 weighted average of PET data from the three Météo France weather stations calculated for the site. 133
The maximum soil storage capacity (MSC), the parameter used in Thornthwaite's method to 134 temporarily store rainfall in the soil before it is taken up by RET and Eff R , was calibrated so that the 135 Eff R value would be as close as possible to the available annual catchment flow in the area. In this 136 hydrogeological context, both runoff and aquifer recharge reach the river in a year (Molénat et al., 137 1999) . Rounding off the value, the best fit for MSC was obtained with 100 mm, leading to a mean 138 real evapotranspiration of 530 mm/y and an annual effective rainfall of 247 mm/y, quite close to the 139 average river discharge. Figure 3 presents the meteorological data (P, RET and Eff R ) averaged for 140 each model time step in mm/day. It shows that EffR is positive only during the winter season, when 141 RET is sufficiently low. Considering the landscape, smooth relief and grassy hills, the field 142 observations during the winter rainy season (no runoff observed even during the most intense rainy 143 periods), and for simplicity reasons, the recharge was fixed at 100% Eff R . This will be discussed in the 144 final discussion part below. 145 
146
Water table variations 149
The piezometric signals in this type of aquifer, in a temperate climate, have a pseudo-sinusoidal 150 shape with an annual period, where the highest levels are observed at the end of winter and the 151 New submission of HYDROL21465 / HYDROL21465R1 to "Journal of Hydrology" 7 lowest at the end of summer. The amplitude of the head variations between the high and low levels 152 depends both on the time distribution of the recharge and on the Sy values (Maréchal et al., 2006) . 153
As the specific yield plays an active role only for an unconfined layer, it is either Sy in the saprolite 154 layer 1 (Sy1) or Sy in the fractured layer 2 (Sy2) that is effective, depending on the piezometer 155 location: Sy1 is effective where layer 1 (saprolite layer) is present and saturated (26 piezometers), 156 and Sy2 will be effective where layer 1 has been eroded or is unsaturated (10 piezometers). In the 157 data set, both piezometer types are well represented, and it is interesting to compare the signals 158 obtained for each type. The piezometric head was measured manually in each observation hole from 159 1/1/1996 to 30/11/2003, with a time step of approximately 15 days. From these data, one can see 160 that the mean annual amplitude variation of the piezometric levels is higher in the piezometers 161 representing layer 2, the fractured layer (6.1 ± 2.3 m in average) than in those representing layer 1, 162 the saprolite (3.4 ± 1.3 m in average). An example is shown in The geometry of each of these layers (shape of top and bottom) was determined by extensive field 173 work over the entire 116 km² study area (Durand et al., 2006) . The maximum thickness of layer 2, 174
where it is totally preserved from erosion, was found to be quite uniform across the studied area and 175 was estimated at 100 m, a thickness consistent with our experience of the Brittany geology and the 176 New submission of HYDROL21465 / HYDROL21465R1 to "Journal of Hydrology" 8 available borehole logs and geophysical data (Durand, 2005) . Layer 2 is present over the whole 177 modelled area (116 km²), as it has never been totally eroded, whereas layer 1, with a maximum 178 thickness of 40 m, covers only 54 km², due to local patches of total erosion (Error! Reference source 179 not found.). 180
In the centre of the modelled area, owned by Nestlé Waters and including the bottled-water 181 exploitation zone, the accuracy of the structural map and the number of hydrogeological data are 182 much higher than in the other areas. No other significant pumping is known to occur in the whole modelled domain, except a few tens of 197 litres per day, in the summer, from shallow wells, not considered in this study. 198
The total modelled domain, chosen much larger than the area exploited by the bottling plant, is 199 limited by permanent rivers, considered to be prescribed-head boundaries, so no conductance 
Homogeneous model calibration 219
In this type of aquifer, the hydraulic conductivity might be very heterogeneous; but the 220 heterogeneity does not depend primarily on the geometry of the two layers, but rather on the 221 location of fractures and other spatial discontinuities. As this type of heterogeneities was not the 222 main focus here, a homogeneous hydraulic conductivity was chosen for each layer, and the PEST 223 automatic calibration method in transient state (Doherty, 2004) , within the PMWIN interface, was 224 used to provide the best possible average fit. In a first approximation, the hydraulic conductivity and 225 the specific yield, considered here to be uniform in space and identical for the two layers, were 226 calibrated simultaneously: the best calibrated hydraulic conductivity was 8.1 10 -7 m/s, and the 227 New submission of HYDROL21465 / HYDROL21465R1 to "Journal of Hydrology" 10 specific yield was 6 %. An arbitrary value of the storage coefficient for the confined layer was set at 228 10 -4
. As the hydraulic conductivity is only roughly calibrated on the whole model, the simulated 229 heads are therefore shifted locally, as compared to the observed ones. It is considered that this shift 230 does not influence the further calibration of Sy1 and Sy2, based on a good amplitude variation fit. 231
This specific point is discussed in the final discussion part of the article. 232
Classical calibration of the specific yield using the variance criterion 233
In a second step, a model with distinct storage properties in the two layers was used to obtain a 234 better calibration of the specific yield (Sy). This hydraulic parameter may be considered the most 235 important one in the two-layer model. Contrary to the hydraulic conductivity, which influences the 236 average hydraulic heads, this parameter influences primarily the amplitude of the hydraulic-head 237 variations. We used PEST for an automatic calibration of Sy1 and Sy2, fixing the previously calibrated 238 value for the hydraulic conductivity. Sy1 was found to be optimum at 3%, but the Sy2 calibrated 239 values were always the maximum defined ones, even when amounting to 50%. This can be explained 240 by the fact that, due to the imperfect calibration of the hydraulic conductivity of the model, the 241 average simulated head values are shifted as compared to observed data, and that the quality-of-fit 242 criterion used in PEST is the least squares of the differences between modelled and observed heads. 243
As a high Sy tends to reduce the amplitude variation of the signal, the quality-of-fit criterion is better 244 with a "flat" signal than a varying one in the case where the general average is very different from 245 the true one. In order to understand the automatic calibration process, and to quantify the 246 performance of each model, various combinations of Sy parameters were tested manually. Nine 247 values of Sy1 and Sy2 were thus tested (1%, 2%, 3%, 4%, 5%, 6%, 7%, 10% and 15%), leading to 81 248 with n the number of data points for each piezometer.
Note that in PEST, the sum of squared deviation is used, but here we take into account the number 254 of measurements over periods of varying lengths in order to compare the results obtained for each 255 piezometer. Considering all piezometers, the best Var value was 97 m² for Sy1=3% and Sy2=15%. 256
Nevertheless, it appeared that these statistics might be biased by the fact that some simulated heads 257 concerned another layer than the one of the observed data (for instance, the observed piezometry is 258 in the saprolite while the computed one is in the fractured layer, or vice-versa). As the hydraulic 259 conductivity was not calibrated, this was observed on 7 piezometers representative of the saprolite, 260 and on 4 from the fractured layer. In order to avoid this specific bias and improve the results, we 261 chose to remove these piezometers and re-calculate the average Var values. 
Recharge sensitivity 333
In order to simplify the results, the recharge value was fixed arbitrarily in this study, considering that 334 runoff is negligible. Previous work done elsewhere in Brittany (Durand and Juan Torres, 1996; 335 Jiménez-Martinez et al., 2013; Molénat et al., 1999) using other methods, such as isotope and 336 natural tracer analyses, river discharge recession-curve analysis, or temporal groundwater head 337 variations in response to recharge inputs, has arrived at similar conclusions. Nevertheless, it is 338 possible to explore the sensitivity of the model to the recharge, testing various recharge values. 339 Figure 6 shows the observed and simulated heads at P26, for the reference model (Sy1=10%, 340 Sy2=4%, Recharge=100% Eff R ), and for two other models, keeping the same Sy values, and testing 341 Recharge=70% Eff R and Recharge=30% Eff R . Note that the simulated heads with low recharge values 342 never stop decreasing from the beginning to the end of the simulation, and even drop below the 343 observed values. They also decrease a little with the maximum recharge, due to a problem in the 344 initial head, difficult to calibrate here, but it appears that the average heads tend to stabilize at the 345 end of the modelled period. It is not the case with lower recharge values, leading to the conclusion 346 that these values are too low to provide enough water to the aquifer, compared to the real natural The model M1 (in orange), with a high specific yield, well reproduces this low amplitude variation, 378 but presents a computed average head value different from the observed one (lower here), as a 379 consequence of the imperfect K calibration. Therefore, the variance calculated between the M1 380 computed red curve and the observed data is high, whereas the AdVar criterion is very good. Still in 381 the first column, the inverse is shown for the model M2 (in green), with a low specific yield: its 382 amplitude variation is too high compared to the observed data, leading to a high AdVar criterion. But 383 as M2 presents an average value very similar to the observed data, the variance is better than for 384
M1. This first column shows a higher efficiency of the Advar quality-of-fit criterion (rather than the 385 Variance) in identifying the best Sy (here M1 with a high Sy), even if the average head is not well 386 calibrated (for instance because of a locally imperfect calibration of K). Inversely, in the case where 387 the water table stays in the fractured rock (second column), the observed water table varies with a 388 high amplitude. The same M1 model as previously, well fitted for the average head, shows here a 389 good variance criterion, but a weak AdVar criterion. And the same M2 model as previously, with a 390 distinct average head but an amplitude variation similar to the data, shows a weak variance but a 391 good Advar criterion. Again, this second column shows a greater efficiency of the Advar quality-of-fit 392 criterion in identifying the best Sy (here M2 with a low Sy). This emphasises that the ideal model 393 combines M1 and M2, with a relatively high specific yield in the saprolite layer, and a lower specific 394 yield in the fractured layer, which are the two main conclusions of this paper. Moreover, the AdVar 395 criterion is better adapted to quantifying the amplitude variation (thus to fit the specific yield) than 396 the Var criterion. In this study, a hard-rock aquifer system in Britany (France) was simulated with a two-layer 405 deterministic hydrogeological model at the catchment scale, each layer representing a specific 406 weathering horizon (saprolite and fractured layer). The storage capacities of each layer can be 407 quantified thanks to a rich data set, with piezometers representing the two types of layers, when 408 unconfined. The specific yield values are calibrated using a new quality-of-fit criterion, AdVar, based 409 on the seasonal piezometric amplitude variations. The saprolite layer is proved to be more capacitive 410 than the fractured layer, with a calibrated specific yield 2.5 times greater than that of the fractured 411 layer: Sy1=10% (7%<Sy1<15%) against Sy2=4% (3%<Sy2<5%), in this particular example. 412 It is clear that AdVar is sensitive only to a variation of "a", not of "m", which is due to the way this 556 criterion has been defined, as it depends only on the amplitude variation, which is particularly useful 557 for the purpose of our research. On the contrary, Var depends on both parameters: whereas the 558 minimum Var value increases with "m", the AdVar minimum value is always zero when "a" is equal to 559 the observed one. Furthermore, the AdVar values are much more variable when "a" varies than the 
