Abstract
Introduction
In recent years, visual attention has attracted more and more researchers in machine vision and image processing field. With visual attention mechanism, the important or interested information has the priority to get the resource firstly and the computation and reaction speed can be improved.
There have been some computational models for visual attention. Based on the difference of attention unit, these computational models can be divided into two categories: space-based visual attention [1] [2] [3] [4] and object-based visual attention [5] [6] [7] [8] [9] . The most influential space-based computational model was proposed by Itti et al. in 1998 . Firstly, saliency maps of the early visual features like intensity, color and orientation were computed by using center-surround operation at different scales. Then an integrated saliency map was obtained by integrating these feature saliency maps. Finally the focus of attention is got and shifted according to the integrated saliency map. Most of space-based visual attention models are based on saliency map. Saliency value of every pixel in the image is computed and then the pixel with the maximal saliency value is chosen to be the center of attention. The attention area is a rectangle or a circle the size of which is fixed [1] [2] or variable [3] [4] . Spacebased visual attention models make use of space information effectively, but the focus of attention is shifted only from one spatial region to another region and the integrity of object is not considered. Sometimes focus of attention will be shifted to a meaningless region.
In recent years, object-based visual attention has got more and more attention. Many psychological experiments indicate that "object" plays an important role in visual attention. In object-based visual attention models, attention unit is "object" not spatial location or region. Comparing with space-based visual attention, the advantage of object-based visual attention is that the selected attention region can be adjusted according to the size and shape of objects. Object-based visual attention models are very suitable for some applications like object detection and recognition.
Definition and extraction of perceptual object is the basic and important problem in the computational model for object-based attention. There are some researchers who have presented some methods to extract objects in images. Sun et al. proposed an object-based visual attention model in [5] [6]. In this model, the definition of perceptual object was not given and the perceptual object was simple extracted using image segmentation and grouping. The extraction results were not very good. Zhao et al. proposed a perceptual object definition and extraction method [7] . They used the inner continuity and similarity of the region and difference between the region and its surroundings to define and extract a perceptual object. This is not valid in some clustered and complex images. Zou et al.
-23 -proposed an object extraction method based on multi-scale analysis and grouping [8] . But they only considered edge information and other features were neglected. Shao et al. presented a perceptual object detection algorithm based on intrinsic dimensionality [9] . But manual adjustment was required in some complex images.
Another important problem is the focus of attention shift method in object-based computational model. In most of the current models, the focus of attention was shifted from one object to another at a fixed image scale. In fact, this is not consistent with human visual attention mechanism. It is known that human visual system has resolution-varying sampling sensing so that it can not only quickly explore a scene but also flexibly acquire interesting information through far to near and coarse to fine by the limited visual processing resources [5] [6] . When a perceptual object is attended in human visual field, people often select sub-objects inside to get more information and shift to another object until the details of the current object are understood.
In this paper, a new computational model of object-based visual attention is proposed. This paper is organized as follows. Section 2 describes the outline and details of the proposed computational model. Section 3 gives some experimental results and discussion. Section 4 presents our conclusions and prospects. 
Computational model

Perceptual object extraction
Perceptual object extraction is one of the key technologies in computational model for object-based visual attention. Gestalt Theory is a broad interdisciplinary general theory which provides a framework for a wide variety of psychological phenomena, processes, and applications. The focus of Gestalt theory is the idea of "grouping", i.e. characteristics of stimuli cause us to structure or interpret a visual field or problem in a certain way [10] [11] . Gestalt law of organization is the research result about Gestalt theory in perception field. It contains some factors described as follows. 1) Proximity: objects or events that are near to one another (in space or time) are perceived as belonging together as a unit.
2) Similarity: parts of a stimulus field that are similar to each other tend to be perceived as belonging together as a unit. This similarity might depend on relationships of form, color, size, or brightness.
3) Closure: there is an innate tendency to perceive incomplete objects as complete and to close or fill gaps and to perceive asymmetric stimuli as symmetric.
4) Common fate: elements of perceptual field that move or function in a similar manner will be perceived as a unit. 5) Continuity: there is an innate tendency to perceive a line as continuing its established direction. 6) Symmetry: Symmetrical elements are perceived collectively. In addition, it is required to point out that feature value contrast is the most important issue in selective visual attention. Parts with high contrast to the surroundings parts are likely to contain objects and get the attention. Saliency map is the most common method to indicate the feature value contrast of each part in the image.
In this paper, we use a simple and effective method to extract perceptual objects. Firstly, the visual saliency of each pixel in the image is computed and a saliency map is generated. Secondly, salient regions are extracted according to the saliency map. Finally, some morphological operations are done to removes some isolated pixels and fill the holes in the salient regions according to the Gestalt theory.
Visual saliency calculation
The saliency of each part in the image is determined by the attributes (features) of it and its surroundings. So we need to extract early visual features. The most used visual features are intensity, color and orientation. Because HSI (Hue, Saturation and Intensity) color space is consistent with human color perception system and is better than RGB color space, the input image is transformed from RGB space to HSI space using (1).
(
Then we use I channel in (1) to represent intensity feature of the input image. H (hue) channel and S (saturation) channel are used to describe the color feature of the image. Four orientation feature maps can be obtained by filtering the intensity feature map using four Gabor filters with orientation 0°, 45°, 90°, 135° respectively.
To obtain a more correct and robust measure of visual saliency, when we compute the visual saliency of each part, we consider three kinds of saliency which are local saliency, global saliency and rarity saliency.
Local saliency means the distinctness between a region and its environment. In frequency domain, an image can be decomposed into magnitude spectrum and phase spectrum. It has been discussed in [12] [13] that phase spectrum is very important in image reconstruction. If we reconstruct the image with phase spectrum only or with a random changed magnitude spectrum, the reconstructed image can reserve the structure information and less distort the original image [12] . But if we reconstruct the image with a random changed phase spectrum, the reconstructed image severely distort the original image. It is indicated that phase spectrum represents the information of value changing at each position whereas magnitude spectrum represents the particular value at each position. Because we only care the -25 -change of feature value, we reconstruct the image with phase only to eliminate the influence of magnitude spectrum and get the local saliency using (2) .
Where f(x,y) means the feature map with dimension M*N. The values F(u,v) are the DFT coefficients of f(x,y). S local (x,y) means the local saliency value of pixel (x,y). Only considering local saliency is not enough because high local saliency values often lie in boundaries between salient areas and the background. So we use global saliency as well. Global saliency map of a feature map can be computed using (3).
Rarity saliency means the less a feature value occurs the more possible it belongs to a salient area. The rarity saliency can be computed using (4).
Where f(x,y) is the feature value of pixel (x,y) in the feature map and hist(·) is the histogram of the feature map. D f(x,y) means the spatial distributation density of feature value f(x,y). Finally, local saliency map, global saliency map and rarity saliency map need to be compared to choose the best to be the feature conspicuity map.
Feature integration
After generating the feature conspicuity maps, we need to analyze the effects of different feature according to the feature conspicuity maps [14] . Itti et al. gave four combination strategies in [1] . The weights of different features were equal in the naive linear combination method. So the results were not satisfying. The method of linear combination with learned weights was better but it required a prior knowledge of the salient regions. The global non-linear normalization method and the iterative nonlinear method both used a local competition strategy in one feature map.
The strategy and process of feature integration are described as follows. We use salient point compactness and salient point distribution to measure the importance of the feature conspicuity maps and compute their weights [14] .
Firstly we should extract salient points. Simply threshold these feature saliency maps using a threshold T. A binary version of the feature conspicuity map is obtained using (5) .
Where, T is the threshold which can be computed by using the Matlab graylevel function. C F is the feature conspicuity map.
After the binary maps are obtained, the pixels whose values are 1 in the binary map are considered as the salient regions, and the pixels whose values are 0 in the binary map are considered as the not salient regions. The salient regions are more likely to be the perceptual objects, so the features of the pixels in salient regions are homogeneous and the saliency value of these pixels should be similar. Therefore, we use (6) to measure the similarity of the pixels in salient regions and dissimilarity of the pixels between salient regions and not salient regions. 
Where, Num means the number of the salient regions. In addition, if the salient points don't cluster together but distribute separately in the feature saliency map, the feature saliency map is not very useful. So we compute the spatial distribution of salient points using (9) as another criterion. 
Where, Num means the number of the salient regions. (x 0 ,y 0 ) represents the center of the image and (x i ,y i ) means the center of salient region i. Finally, these feature conspicuity maps are integrated together using (8) . 
Where, S is the integration saliency map and S fi means each feature saliency map.
Proto-object extraction
After we get the integrated saliency map, we can segment it using (5). So, the segmented binary image is got. There are some defects in the segmented binary image, so we use some morphological operations to improve the binary image.
Firstly, if the binary image contains some undesired or isolated white pixels whose eight neighbors are all black pixels, the morphological operation is done to removes these isolated pixels from the resulting binary image.
Secondly, erosion operation and dilation operation are done to fill small gaps within the white region.
Finally, if the salient region is not small and very smooth, the white region in the generated binary image will only center on the boundary of the region and the inner of the region is black region in the binary image. So we fill the enclosed black regions to get a whole white region which represents a whole salient region in the input image. The white regions in the binary image are perceptual objects that we need in computational model of object-based visual attention.
Attention value calculation
Focus of attention shifts among the extracted perceptual objects according to their attention value. The attention value of each perceptual object is computed using (9) based on its average saliency value, its size. Inhibition of return mechanism is used in attention shift. That means when one salient region has been focused on, the saliency of every pixel in the salient region is set to 0 using (10) . Thus when we select another salient region, the salient regions which have been focused on won't be selected again.
Hierarchical attention shift
Different image scales have different influences on the visual system. The scale in our model is equal to the resolution of the input image. When the resolution of the image is coarse, detail features are omitted. When the image is in a fine resolution, detail features are paid more attention to than large features. For example, when we observe a scene from far away, we can see a house. But when we approach it little by little, we pay more attention to the roof, windows of the house. That is to say, human visual system has a flexible attention process from far to near and from coarse to fine. Therefore, we use a hierarchical attention shift method to simulate the resolution-varying sensing mechanism of human visual system.
-28 -There are s+1 levels in our hierarchical selective model. Level s is the coarsest resolution and level 0 is the finest resolution which is the original resolution of the input image. Assume that the resolution of the original image is W*H, the resolution of the image at level s is (W/2 s) *(H/2 s ). The detail of hierarchical selectivity is described as follows: 1) Attention selection and shift begins at the coarsest resolution (level s) and the attention area is the whole input image. 2) Every part of the input image competes for the focus of the attention. The visual saliency of each part is computed to get a saliency map according to their features. 3) Extract perceptual objects based on the saliency map and compute the attention value of each perceptual object. 4) According to the attention value, choose a perceptual object which has not been focused to be the next focus of attention. 5) If all the perceptual objects have obtained attention and the current level is s, then go to step 8). 6) If there is no unattended perceptual objects and the current level is less than s, then return the last level (level=level+1), then go to 4). 7) If the current level is the finest resolution, then go to step 4); else choose the attended perceptual object as the input image and analyze it at the finer level (level=level-1), then go to step 2). 8) Stop. Fig. 2 shows the diagram of our proposed hierarchical attention shift method.
Experiment results and analysis
To evaluate the performance of the proposed computation model of object-based visual attention, we have tested it in many natural images. These images are downloaded from the internet or taken with a digital camera. The experiment results and analysis are described in detail.
Results
The proposed model has been tested on the computer with Intel Pentium 1.8 GHz and 512M memory using more than 100 natural scene images. Fig. 3 shows an input image whose resolution is 640*480.
-29 - The input image is processed at 3 levels. The resolution at each level is ranging from 160*120 to 640*480. Attention selection and shift begins at the coarsest resolution 160*120. Competition for attention starts in the highest level (level 2). Saliency of each pixel is computed firstly and perceptual objects of the image are extracted. The perceptual objects extracted at level 2 are shown in Fig. 4 . The objects are ordered by their attention value. Object 1 has the highest attention value and Object 4 has the lowest attention value.
According to the attention value, attention is firstly deployed to the winner perceptual object (here is the object group with several cows in front of the house). Then attention is shifted to this object group and it is further analyzed at the finer resolution (level 1). Sub-objects of the winner compete for attention at level 1. The perceptual objects extracted at level 1 are shown in Fig. 5 . The objects are ordered by their attention value. Object 1-1 has the highest attention value and Object 1-6 has the lowest attention value.
At level 1, the winner is the object group with three cows at the corner of the house (object 1-1). Again it is further checked at the finer resolution (level 0). Three perceptual objects extracted at this level which are shown in Fig. 6 . They compete for attention and are further processed.
When the winner has no sub-objects or all the objects have attended at level 0, attention shifts again to the coarser level. When attention is shifting, the inhibition of return mechanism is used. That means the saliency of the attended object is set 0 and it will be not included at the next competition. When all the perceptual objects at the coarsest level have been processed, attention shift stops. 
Comparision
To evaluate the validation of our proposed model, we also implemented the space-based computational model without hierarchical attention selection and shift. The attention shift process is shown in Fig. 7 .
Comparing these two kinds of attention shift method (shown in Fig. 4, Fig. 5, Fig. 6 and Fig. 7  respectively) , we can find that the object-based attention model is reasonable and more appropriate to image processing and object recognition. In space-based model, the attention region is a rectangle or circle region whose center is the pixel with the maximal saliency value. The focus of attention is shifted only from one spatial region to another region. These problems are solved in object-based attention model. In addition, the traditional process of attention selection and shift is only at a fixed image scale. The focus of attention shifts from one region to another according to their attention value. The inner details of the attended region or object cannot get the attention. But in our hierarchical attention selection and shift model, when an object is selected and gets attention, the inner of it is processed with an finer resolution until it and its inner region have been analyzed completely. 
Discussion
The space-based model has some problems. From Fig. 7 we can see some selected regions don't contain a whole object and some selected regions include some background area. Sometimes attention will shift to a region which has no meanings. This is the defect of space-based attention model.
The object-based model can avoid the above problem of space-based model to a certain extent. But the object-based attention model needs perceptual clustering to segment the image into some regions before attention stage. And the same problem may exist in segmentation results. From Fig. 4, Fig. 5 , and Fig. 6 , we can see the extracted objects sometimes contain several true objects and sometimes are only parts of an object. So the object in the model means perceptual object and is not the semantic object of the real world. We need more semantic knowledge to extract actual semantic objects.
Conclusion
A computational model for object-based visual attention is proposed in this paper. This model mainly includes three key technologies which are perceptual objects extraction, attention value calculation of perceptual objects and focus of attention shift. Firstly spatial visual saliency of each pixel is calculated and a saliency map is generated. The most salient homogeneity regions are extracted based on their spatial visual saliency. The extracted salient regions can be considered as Perceptual objects. Attention value of each perceptual object is computed according to the area, location and saliency. Then a hierarchical attention shift method is used in the proposed model. This computational model can be used in image processing and actual machine vision.
Early vision features are important to construct the saliency map. A simple feature can not entirely represent the character of the salient region. Therefore, multiple features analysis is used in the proposed method. In this paper, we consider colors, intensity as the features of the image. However, it is very likely that there are some other features such as edge and symmetry feature which also should be considered. What feature and how many features should be extracted according to the target will also be included in future work.
Some experiment results and discussion have been presented in this paper. The proposed model is based on object. The problems of only space-based model are solved in the proposed model. But the proposed model also has some problems which need to be solved in the future work. Only bottom-up visual attention is researched in our model. The research on top-down visual attention to improve the saliency map will be included in future work. 
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