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The paper focuses on a class of light-tailed multivariate probability distributions. These are
obtained via a transformation of the margins from a heavy-tailed original distribution. This
class was introduced in Balkema et al. (J. Multivariate Anal. 101 (2010) 1738–1754). As shown
there, for the light-tailed meta distribution the sample clouds, properly scaled, converge onto
a deterministic set. The shape of the limit set gives a good description of the relation between
extreme observations in different directions. This paper investigates how sensitive the limit shape
is to changes in the underlying heavy-tailed distribution. Copulas fit in well with multivariate
extremes. By Galambos’s theorem, existence of directional derivatives in the upper endpoint of
the copula is necessary and sufficient for convergence of the multivariate extremes provided the
marginal maxima converge. The copula of the max-stable limit distribution does not depend on
the margins. So margins seem to play a subsidiary role in multivariate extremes. The theory
and examples presented in this paper cast a different light on the significance of margins. For
light-tailed meta distributions, the asymptotic behaviour is very sensitive to perturbations of the
underlying heavy-tailed original distribution, it may change drastically even when the asymptotic
behaviour of the heavy-tailed density is not affected.
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1. Introduction
In recent years, meta distributions have been used in several applications of multivariate
probability theory, especially in finance. The construction of meta distributions can be
illustrated by a simple example. Start with a multivariate spherical Student t distribu-
tion and transform its margins to be Gaussian. We call the new distribution a meta
distribution with normal margins based on the original t distribution. Since the cop-
ula of a multivariate distribution is invariant under strictly increasing coordinatewise
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transformations, the original distribution and the meta distribution share their copula
and hence have the same dependence structure. Random vectors with Gaussian densi-
ties have asymptotically independent components, whatever the correlation. In contrast,
the above meta distribution with Gaussian margins inherits not only the dependence
properties of the original t distribution, but also the asymptotic dependency. Asymp-
totic dependence is of importance in risk analysis. It yields rank-based measures of tail
dependence, and coefficients of tail dependence (see, e.g., Chapter 5 in [4]).
Our interest is in extremes. The asymptotic behaviour of sample clouds gives a very
intuitive view of multivariate extremes. Sample clouds from light-tailed densities tend to
have a well-defined shape. The limit shape, if it exists, describes the relation between
extreme observations in different directions; it indicates in which directions more severe
extremes are likely to occur, and how much more extreme these will be. It has been
shown in [2] that sample clouds from meta distributions in the standard set-up, see
below, can be scaled to converge onto a limit set. The boundary of this limit set has a
simple explicit analytic description. Surprisingly, the limit shape of sample clouds from
the meta distribution contains no information about the shape of the sample clouds from
the original distribution. The results of the present paper further support this point.
Multivariate distribution functions (d.f.s) have the property that there is a simple rela-
tion between the d.f. of the underlying random vector and the d.f. of the coordinatewise
maximum of any number of independent observations from this distribution. One just
raises the d.f. to the given power. This makes d.f.s ideal tools to handle coordinatewise
maxima, and to study their limit behaviour. This rather analytic approach sometimes
obscures the probabilistic content of the results. The approach via densities and proba-
bility measures on Rd which is taken in this paper may at first seem clumsy, but it has
the advantage that there is a close relation to what one observes in the sample clouds.
The aim of the paper is to investigate stability of the shape of the limit set under
changes in the original distribution. We look at changes which do not affect the margins,
or at least their asymptotic behaviour. Keeping margins (asymptotically) unchanged
allows us to isolate the role played by the copula. We shall examine how much the
original and meta distributions in the standard set-up may be altered without affecting
the asymptotic behaviour of the scaled sample clouds. This indicates how robust the limit
shape is. Then we move on to explore sensitivity. It turns out that the limit shape of the
scaled sample clouds from the light-tailed meta distribution is very sensitive to certain
slight perturbations of the original distribution. Sensitivity depends on the region.
Our results suggest that the recipe outlined above for constructing multivariate dis-
tributions with Gaussian margins with the copula of a heavy-tailed density with a pro-
nounced dependence structure in the limit has to be treated with caution. The limit
shape of the sample clouds from the meta distribution is affected by perturbations of the
original heavy-tailed density, perturbations which are so small that they do not influ-
ence the multivariate extreme value behaviour. In going from densities with heavy-tailed
margins to the meta densities with light-tailed margins, the dependence structure of the
max-stable limit distribution is preserved by a well-known invariance result in multivari-
ate extreme value theory (EVT). In this paper we shall give conditions on the severity of
changes in the original heavy-tailed distribution which are allowed if one wants to retain
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Table 1. Miscellaneous symbols
Symbol Description
f ≍ f˜ weak asymptotic equality : ratios f(x)/f˜(x) and f˜(x)/f(x) are bounded eventually
for ‖x‖→∞
f ∼ f˜ asymptotic equality : f˜(x)/f(x)→ 1 for ‖x‖→∞
nD the gauge function of the set D: nD(x)> 0 for x 6= 0, D = {nD < 1} and
nD(cx) = cnD(x) for x ∈ Rd, c≥ 0
e; E× a vector of ones in R
d; the diagonal cross (see (3.2))
B, C the open Euclidean unit ball in Rd; the open cube (−1,1)d
the asymptotic behaviour of the coordinatewise extremes, and show that perturbations
which are negligible compared to these changes may affect the limit shape of the sample
clouds of the associated light-tailed meta distribution.
The present paper is a follow-up to [2]. The latter paper contains a detailed analysis
of meta densities and gives the motivation and implications of the assumptions in the
standard set-up. It presents the derivation of the analytic form in (2.8) of the limit
shape of the sample clouds from the light-tailed meta distribution. In the present paper,
Section 2 introduces the notation and recalls the relevant definitions and results from [2].
Section 3 is the heart of the paper; here we present details of the constructions which
demonstrate robustness and sensitivity of the limit shape of sample clouds from meta
distributions. Concluding remarks are given in Section 4.
Summary of notation
Several of the basic symbols used in the paper are summarized in Table 1.
Throughout the paper, it is convenient to keep in mind two spaces: z-space on which
the heavy-tailed d.f.s F,F ∗, . . . are defined, and x-space on which the light-tailed meta
d.f.s G,G∗, . . . are defined. Table 2 compares notation used for mathematical objects on
these two spaces.
2. Preliminaries
2.1. Definitions and standard set-up
Meta distributions are constructed by transforming margins of a given multivariate dis-
tribution so as to obtain a new (meta) distribution with desired margins. To fix our
notation and terminology, let us present this construction procedure formally.
Consider a random vector Z in Rd with d.f. F and continuous margins Fi, i= 1, . . . , d.
Let G1, . . . ,Gd be continuous d.f.s on R which are strictly increasing on the intervals
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Table 2. Symbols used to distinguish various objects of interest in z-space and in x-space.
Notation for margins assumes that all marginal densities are equal and symmetric
z-space x-space Comments
F and f G= F ◦K and g joint d.f. and density
F0 and f0 G0 = F0 ◦K0 and g0 margin d.f. and density
pi µ probability measures
pin µn mean measures of scaled sample clouds
Z, Z1,Z2, . . . X, X1,X2, . . . random vectors
Nn Mn scaled n-point sample clouds
N : Poisson point process E: limit set limit of scaled sample clouds
cn: 1− F0(cn)∼ 1/n bn: − log(1−G0(bn))∼ logn scaling constants
(Bn), tn =K0(sn) (An), sn block partitions, division points
Ii = {0<Gi < 1}. Define the transformation
K(x1, . . . , xd) = (K1(x1), . . . ,Kd(xd)), Ki(s) = F
−1
i (Gi(s)), i= 1, . . . , d. (2.1)
The d.f. G= F ◦K is called the meta distribution with margins Gi based on the original
d.f. F . The coordinatewise map K =K1 ⊗ · · · ⊗Kd, which maps x= (x1, . . . , xd) ∈ I =
I1 × · · · × Id into the vector z= (K1(x1), . . . ,Kd(xd)), is called the meta transformation.
In the paper, we restrict attention to meta distributions with light-tailed margins
based on a heavy-tailed original distribution. The precise assumptions we make on the
meta margins and the original distribution are summarized in the standard set-up given
in Definition 2 below. But before stating assumptions of the standard set-up, we need
several additional definitions and notation.
Recall the basic example we started with in the introduction of a meta distribution
with normal margins based on a multivariate t distribution. The multivariate t density
has a simple structure. It is fully characterized by the shape of its level sets, scaled copies
of the defining ellipsoid, and by the decay c/rλ+d of its tails along rays. The constant
λ > 0 denotes the degrees of freedom, d the dimension of the underlying space, and c is
a positive constant depending on the direction of the ray. In the more general setting of
the paper, the tails of the density are allowed to decrease as cL(r)/rλ+d for some slowly
varying function L and the condition of elliptical level sets is replaced by the requirement
that the level sets are equal to scaled copies of a fixed bounded convex or star-shaped
set (a set D is star-shaped if z∈D implies tz∈D for 0≤ t < 1). Due to the power decay
of the tails, the density f is said to be heavy-tailed. Densities with the above properties
constitute the class Fλ.
Definition 1. The set Fλ for λ > 0 consists of all positive continuous densities f on Rd
which are asymptotic to a function of the form f∗(nD(z)), where f∗(r) = L(r)/r(λ+d) is a
continuous decreasing function on [0,∞), L varies slowly, and nD is the gauge function
of the set D (see Table 1). The set D is bounded, open and star-shaped. It contains the
origin and the gauge function is continuous.
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The reader may keep in mind the case where D is a convex symmetric set, D =−D.
In that case, the gauge function is a norm, and D the open unit ball in this norm. In
the standard set-up, the normal margins of the meta density in the introduction are
generalized to include densities whose tails are asymptotic to a von Mises function:
g0(s)∼ e−ψ(s) for s→∞ with scale function a= 1/ψ′, where ψ is a C2 function with a
positive derivative such that
ψ(s)→∞, a(s)′→ 0, s→∞. (2.2)
This condition on the meta margins ensures that they lie in the maximum domain of
attraction of the Gumbel limit law exp(−e−x), x ∈ R; see, for example, Proposition 1.4
in [5].
We are now able to define the standard set-up.
Definition 2. Let f be a density in Fλ for some λ > 0 with margins all equal to a positive
continuous symmetric density f0, and let g0 be a continuous, positive, symmetric density
on R asymptotic to a von Mises function e−ψ, where in addition to (2.2) ψ is assumed
to vary regularly at infinity with exponent θ > 0. In the standard set-up, the meta density
g is based on f and has margins g0.
This set-up is the same as in [2] except that for simplicity we additionally assume that
the original density has equal margins. As a consequence, the components of the meta
transformation K are equal:
K :x 7→ z= (K0(x1), . . . ,K0(xd)), K0 = F−10 ◦G0, K0(−t) =−K0(t). (2.3)
2.2. Convergence of sample clouds
An n-point sample cloud is the point process consisting of the first n points of a sequence
of independent observations from a given distribution, after proper scaling. We write
Nn = {Z1/an, . . . ,Zn/an}, (2.4)
where Z1,Z2, . . . are independent observations from the given probability distribution on
R
d, and an are positive scaling constants. It is customary to write Nn(A) for the number
of the points of the sample cloud that fall into the set A.
In this section, we discuss the asymptotic behaviour of sample clouds from the original
density f and from the associated meta density g in the standard set-up. The difference in
the asymptotic behaviour is striking: sample clouds from the heavy-tailed density f con-
verge in distribution to a Poisson point process on Rd \ {0} whereas sample clouds from
the light-tailed meta density g tend to have a clearly defined boundary. They converge
onto a deterministic set.
2.2.1. Convergence for densities in Fλ and measures in Dλ
For densities in Fλ, λ > 0, there is a simple limit relation which follows from the regular
variation of the function f∗ in Definition 1 and from the homogeneity of the gauge
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function:
f(rnwn)
f∗(rn)
→ h(w), wn→w 6= 0, rn→∞, (2.5)
where
h(w) = 1/nD(w)
λ+d. (2.6)
Convergence is uniform and L1 on the complement of centered balls. If Z1,Z2, . . . are
independent observations from the density f then the sample clouds Nn in (2.4) converge
in distribution to the Poisson point process with intensity h weakly on the complement
of centered balls for a suitable choice of scaling constants an.
A probability measure pi on Rd varies regularly with scaling function a(t)→∞ if there
is an infinite Radon measure ρ on Rd \ {0} such that the finite measures tpi scaled by
a(t) converge to ρ vaguely on Rd \ {0}. The measure ρ has the scaling property
ρ(rA) = ρ(A)/rλ, r > 0 (2.7)
for all Borel sets A in Rd \ {0}. The constant λ≥ 0 is the exponent of regular variation.
If it is positive, then ρ gives finite mass to the complement of the open unit ball B
and weak convergence holds on the complement of centered balls. We shall denote the
set of all probability measures which vary regularly with exponent λ > 0 and with limit
measure ρ by Dλ(ρ) (or just Dλ). In particular, pi ∈Dλ if pi has a continuous density in
Fλ. As above, for independent observations Z1,Z2, . . . from a distribution pi ∈Dλ(ρ) the
scaled sample clouds Nn in (2.4) (with scaling constants an) converge in distribution to a
Poisson point process with mean measure ρ weakly on the complement of centered balls
(since the mean measures converge; see, e.g., Proposition 3.21 in [5] or Theorem 11.2.V
in [3]).
2.2.2. Convergence for meta densities in the standard set-up
Sample clouds from light-tailed meta densities in the standard set-up, under suitable
scaling, converge onto a deterministic set, referred to as the limit set, in the sense of the
following definition.
Definition 3. For a compact set E in Rd, the n-point point processes Nn converge
onto E as n→∞ if for open sets U containing E, the probability of a point outside U
vanishes, P{Nn(U c)> 0}→ 0, and if
P{Nn(p+ εB)>m}→ 1 for all m≥ 1 and ε > 0, p ∈E.
We now recall Theorem 2.6 of [2], which characterizes the shape of the limit set for
meta distributions in the standard set-up.
Theorem 2.1. Let the meta density g satisfy the assumptions of the standard set-up of
Definition 2. Define
E :=Eλ,θ = {u∈Rd | |u1|θ + · · ·+ |ud|θ + λ≥ (λ+ d)‖u‖θ∞}. (2.8)
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(a) (b)
Figure 1. Panel (a): A sample cloud of 10,000 points from a meta distribution with standard
Gaussian margins based on a Cauchy distribution. Panel (b): The limit sets Eλ,θ in (2.8) with
θ = 2 and λ= 1,2,4,10 (solid, dash, dot, dotdash lines, resp.).
If ψ(rn)∼ logn, then for the sequence of independent observations X1,X2, . . . from the
meta density g the sample clouds Mn = {X1/rn, . . . ,Xn/rn} converge onto E.
Figure 1 illustrates the limit set Eλ,θ in the above theorem for several values of the
parameters λ and θ. The sample cloud in Panel (a) of the figure is simulated from the
meta distribution with standard Gaussian margins based on a Cauchy distribution with
elliptic level sets. Hence, the associated limit set has parameters λ= 1 and θ = 2.
2.3. Further notation and conventions
In order to ease the exposition, we introduce some additional assumptions and notation.
All univariate d.f.s are assumed to be continuous and strictly increasing. The d.f.s F0
and F˜0 on R are tail asymptotic if
F˜0(−t)/F0(−t)→ 1, (1− F˜0(t))/(1− F0(t))→ 1, t→∞.
The sample clouds from a heavy-tailed d.f. F˜ converge to the point process N˜ if N˜ is a
Poisson point process on Rd \ {0}, and if the sample clouds converge to N˜ in distribu-
tion weakly on the complement of centered balls, where the scaling constants cn satisfy
1− F˜0(cn)∼ 1/n. Two heavy-tailed d.f.s F ∗ and F ∗∗ have the same asymptotics if the
margins are tail asymptotic and if the sample clouds converge to the same point pro-
cess. The light-tailed d.f.s G∗ and G∗∗ have the same asymptotics if the margins are tail
asymptotic and the sample clouds converge onto the same compact set E∗, with scale
factors bn which satisfy − log(1−G0(bn)) ∼ logn. One may replace a scaling sequence
by a sequence asymptotic to it without affecting the limit. The scaling of sample clouds
is determined up to asymptotic equality by the margins since the univariate projections
have to converge. Tail asymptotic margins yield asymptotic scalings.
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3. Results
3.1. Preview
We now turn our attention to the main issue of the paper. We start out with a pair of d.f.s
F and G= F ◦K which satisfy the conditions of the standard set-up. Introduce a new
pair (F ∗,G∗) where F ∗ and G∗ = F ∗ ◦K are related by the same meta transformationK ,
and where one term of the pair has the same asymptotic behaviour as the corresponding
term in (F,G). What does this imply for the other term of the pair?
(Q.1) If the scaled sample clouds from G∗ and from G converge onto the same set E,
do the scaled sample clouds from F ∗ converge to the same point process N as
those from F?
(Q.2) If the scaled sample clouds from F ∗ and from F converge to the same Poisson
point process N , do the scaled sample clouds from G∗ converge onto the same
set E as those from G?
For coordinatewise maxima, convergence is determined by the copula and the answer
to the questions is “Yes.” If the margins lie in the univariate domain of attraction and
F and G have the same copula then convergence of the coordinatewise maxima and
the associated sample clouds for one d.f. implies convergence for the other d.f. In the
situation of this paper the answer to both questions is “No.” For example, for (Q.1), if
we replace f by a weakly asymptotic density f∗ ≍ f , the asymptotic behaviour of sample
clouds from g∗ is not affected, since g∗ ≍ g (see Lemma 3.2 below), but the scaled sample
clouds from f∗ obviously need not converge. This section contains some counterexamples
which will be worked out further in the next two sections.
What we want to do is specify the margins f0 and g0 (which determine the meta
transformation K), then vary the copula and check the limit behaviour of the sample
clouds (where we impose the condition that both converge). We are looking for d.f.s F ∗
and G∗ with the properties:
(P.1) F ∗ has marginal densities f0;
(P.2) G∗ is the meta distribution based on F ∗ with marginal densities g0;
(P.3) the scaled sample clouds from F ∗ converge to a Poisson point process N∗;
(P.4) the scaled sample clouds from G∗ converge onto a compact set E∗.
Moreover, we would like E∗ to be the set Eλ,θ in (2.8), or N∗ to have mean measure
ρ∗ = ρ with intensity h in (2.6). So we either choose F ∗ to have the same asymptotics as
F , or G∗ to have the same asymptotics as G. Note that the conditions (P1)–(P4) have
certain implications. The mean measure ρ∗ of the Poisson point process N∗ is an excess
measure with exponent λ, see (2.7), its margins are equal and symmetric with intensity
λ/|t|λ+1 since the marginal densities f0 are equal and symmetric and the scaling constants
cn ensure that ρ{wd ≥ 1}= 1. The limit set E∗ is a subset of the cube C = [−1,1]d and
projects onto the interval [−1,1] in each coordinate, again by our choice of the scaling
constants.
The two sections below describe procedures for altering distributions without changing
the margins too much. The first procedure uses block partitions. A block partition is a
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special kind of partition into coordinate blocks. If the blocks are relatively small, then
the asymptotics of a distribution do not change if one replaces it by one which gives
the same mass to each block. Block partitions are mapped into block partitions by the
meta transformation K . The mass is preserved, but the size and shape of the blocks
may change drastically. The block partitions provide insight in the relation between the
asymptotic behaviour of the measures dF ∗ and dG∗. In the second procedure, we replace
dF by a probability measure dF˜ , which agrees outside a bounded set with a mixture
d(F + F o), where F o has lighter margins than F :
F oj (−t)≪ F0(−t), 1− F oj (t)≪ 1−F0(t), t→∞, j = 1, . . . , d. (3.1)
This condition ensures that F˜ and F have the same asymptotics. The two corresponding
light-tailed meta d.f.s G˜ and G on x-space may have different asymptotics since the
scaling constants bon and bn may be asymptotic even though G
o has lighter tails than G.
If this is the case, and the scaled sample clouds from Go converge onto a compact set
Eo, then those from G˜ converge onto the union E ∪ Eo, which may be larger than E.
These two procedures enable us to construct d.f.s F ∗ and G∗ = F ∗ ◦K with the same
marginal densities as the d.f.s F and G in the standard set-up which exhibit unexpected
behaviour:
(Ex.1) G∗ and G have the same asymptotics, but the scaled sample clouds from F ∗
converge to a Poisson point process which lives on the diagonal. (See Proposi-
tion 3.7 and Example 1.)
(Ex.2) The scaled sample clouds from G∗ converge onto E∗ = A ∪ E×, where E× is
the diagonal cross
E× = {rδ | 0≤ r ≤ 1, δ ∈ {−1,1}d}, (3.2)
and A is the closure of an open star-shaped set D⊂ (−1,1)d with a continuous
gauge function nD, see Table 1 above. The d.f.s F
∗ and F have the same asymp-
totics. The density f∗ is asymptotic to f on every ray. (See Proposition 3.9 and
Example 1.)
What does the copula say about the asymptotics? Everything, since it determines
the d.f. if the margins are given; nothing, since the examples above show that there is
no relation between the asymptotics of F ∗ and the asymptotics of G∗ even with the
prescribed margins f0 and g0. One might hope that at least the parameters λ and θ,
determined by the margins, might be preserved in the asymptotics. The point process
N∗ reflects the parameter λ in the marginal intensities λ/|t|λ+1. However, E∗ = Eλ∗,θ∗
may hold for any λ∗ and θ∗ in (0,∞) by taking A=Eλ∗,θ∗ in (Ex.2) above.
We now start with the technical details.
The construction procedures discussed above will change an original d.f. Fˆ with mar-
gins F0 into a d.f. F˜ whose margins F˜j are tail equivalent to F0. This is no serious
obstacle.
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Proposition 3.1. Let the scaled sample clouds from F˜ converge to a point process N˜ ,
and let the scaled sample clouds from G˜ = F˜ ◦K converge onto the compact set E˜. If
the margins F˜j are continuous and strictly increasing and tail asymptotic to F0, then
there exists a d.f. F ∗ with margins F0 such that F ∗ has the same asymptotics as F˜ and
G∗ = F ∗ ◦K has the same asymptotics as G˜.
If moreover F˜ has a density f˜ with margins asymptotic to f0 at ±∞, then F ∗ has a
density f∗, and for any vector w with nonzero coordinates and any sequence wn→w
and rn→∞ there is a sequence w′n→w such that f∗(rnwn)∼ f˜(rnw′n).
Proof. Let F ∗ = F˜ ◦KF be the meta d.f. based on F˜ with margins F0. The components
KFj = F˜
−1
j ◦ F0 are homeomorphisms and satisfy KFj(t)∼ t for |t| →∞. (Here, we use
that the marginal tails vary regularly with exponent −λ 6= 0.) It follows that
‖KF (z)− z‖/‖z‖→ 0, ‖z‖→∞. (3.3)
This ensures that F˜ and F ∗ have the same asymptotics. (For any ε > 0, the distance
between the scaled sample point Z/cn and KF (Z)/cn is bounded by ε‖Z‖/cn for ‖Z‖ ≥
εcn and n ≥ nε.) A similar argument shows that G˜ = F˜ ◦ K and G∗ = F ∗ ◦ K , the
meta d.f. based on G˜ with margins G0, have the same asymptotics. Here, we use that
G˜j = F˜j ◦K0 is tail asymptotic to G0 = F0 ◦K0 since F˜j is tail asymptotic to F0. Under
the assumptions on the density the Jacobian of KF is asymptotic to one in the points
rnw
′
n and (3.3) gives the limit relation with rnw
′
n =K
−1
F (rnwn). 
In general, the densities f∗ and f˜ (in the notation of the above proposition) are only
weakly asymptotic, as in Proposition 1.8 in [2]. The density f∗ on z-space is related to
f in the same way as the density g∗ is related to g. If f∗ ≍ f or f∗ ≤Cf or f∗ ∼ f , then
these relations also holds for g∗ and g, and vice versa. Similarly, for the margins: g∗j ∼ g0
at ∞ implies f∗j ∼ f0 at ∞. These results are formalized in the lemma below.
Lemma 3.2. If F ∗ has density f∗ with margins f∗j and G
∗ = F ∗ ◦K has density g∗ with
margins g∗j , then
g∗(x)/g(x) = f∗(z)/f(z), g∗j (s)/g0(s) = f
∗
j (t)/f0(t), z=K(x), t=K0(s).
Proof. The Jacobian drops out in the quotients. 
3.2. Block partitions
Block partitions are a good tool for testing the robustness and sensitivity of asymptotic
behaviour of sample clouds via simple constructions.
Consider a partition of Rd into bounded Borel sets An given by coordinate blocks. Since
our d.f.s have continuous margins, the boundaries of the blocks are null sets, and we shall
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not bother about boundary points, and treat the blocks as open sets. To construct such
a block partition start with an increasing sequence of cubes
snC = (−sn, sn)d, 0< s1 < s2 < · · · , sn→∞.
Subdivide the ring Rn = sn+1C \ snC between two successive cubes into blocks by a
symmetric partition of the interval [−sn+1, sn+1] with division points ±snj , j = 1, . . . ,mn
with snmn = sn, snmn+1 = sn+1 and
−sn+1 <−sn < · · ·<−sn1 < sn1 < · · ·< sn < sn+1.
This gives a partition of the cube sn+1C into (2mn + 1)
d blocks of which (2mn − 1)d
form the cube snC. The remaining blocks form the ring Rn. The meta transformation
K transforms block partitions in x-space into block partitions in z-space. A comparison
of the original block partition with its transform gives a good indication of the way in
which the meta transformation distorts space.
The block partition introduced above is regular if sn+1 ∼ sn and ∆n/sn→ 0, where
∆n is the maximum of sn1, sn2 − sn1, . . . , snmn − snmn−1.
Our first aim is to investigate how much the d.f.s F and G= F ◦K in the standard
set-up may be altered without affecting the asymptotic behaviour of the scaled sample
clouds. Regular partitions give a simple answer to a related question: If one replaces
density f or g by a discrete distribution, how far apart are the atoms allowed to be if one
wants to retain the asymptotic behaviour of the sample clouds from the given density?
Proposition 3.3. Let A1,A2, . . . in x-space be a regular block partition. Suppose the
sample clouds from the probability distribution µ scaled by rn converge onto the compact
set E. Let µ˜ be a probability measure such that µ˜(An) = µ(An) for n ≥ n0. Then the
sample clouds from µ˜ scaled by rn converge onto E.
Proof. Let p ∈E, and ε > 0. Let µn denote the mean measure from the scaled sample
cloud from µ and µ˜n the same for µ˜. Then µn(p+(ε/2)B)→∞. Because the sets An are
relatively small there exists n1 such that any set An which intersects the ball rnp+ rnεB
with n ≥ n1 has diameter less than εrn/2. Let Un be the union of the sets An which
intersect rnp+ (rnε/2)B. Then Un ⊂ rnp+ εrnB and hence
µn(p+ (ε/2)B)≤ µn(Un/rn) = µ˜n(Un/rn)≤ µ˜n(p+ εB).
Similarly, µ˜n(U
c)→ 0 for any open set U which contains E. 
Remark 1. The result also holds if µ˜(An)∼ µ(An) provided µ(An) is positive eventually.
There is an analogous result for regular partitions in z-space.
Proposition 3.4. Suppose pi ∈ Dλ(ρ) with scaling constants cn. Let A1,A2, . . . be a
regular block partition and let p˜i be a probability measure on Rd such that p˜i(An) = pi(An)
for n≥ n0. Then p˜i ∈Dλ(ρ) with scaling constants cn.
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Proof. Any closed block A⊂Rd \ {0} whose boundary carries no ρ-mass is contained in
an open block U with ρ(U)< ρ(A) + ε. As in the proof of the previous proposition, for
n≥ n1 there is a union Un of atoms An such that A⊂ Un/cn ⊂ U . By homogeneity of ρ,
the boundary of a block has positive mass ρ(∂Bn)> 0 only if one of the vertices lies in
a coordinate plane. By assumption, the division points are nonzero. 
We thus have the following simple situation: A1,A2, . . . is a block partition in x-space
and B1 =K(A1),B2 =K(A2), . . . the corresponding block partition in z-space, where K
is the meta transformation in (2.3). Let p˜i be a probability measure in z-space and µ˜ a
probability measure in x-space, linked by K , that is, p˜i =K(µ˜). Then p˜i(An) = µ˜(Bn) for
all n. So
p˜i(An)∼
∫
An
f(z) dz ⇐⇒ µ˜(Bn)∼
∫
Bn
g(x) dx. (3.4)
Theorem 3.5. Assume the standard set-up in Definition 2. If the two block partitions
An and Bn =K(An) both are regular, and one of the equivalent asymptotic equalities
in (3.4) holds, then the sample clouds from p˜i scaled by cn converge to the Poisson point
process with intensity h in (2.6), and the sample clouds from µ˜ scaled by rn converge
onto the set E =Eλ,θ in (2.8).
Proof. Combine Propositions 3.3 and 3.4. 
Unfortunately, the meta transformation K is very nonlinear. Regularity of one block
partition does not imply regularity of the other block partition.
We first consider the case when the block partition (An) in x-space is regular, but
(Bn) is not. The block partition (An) in x-space is based on a sequence of cubes snC =
(−sn, sn)d. Successive cubes are of the same size asymptotically, sn+1 ∼ sn. The cubes
tnC in z-space with tn =K0(sn) may grow very fast. It is possible that tn≪ tn+1. The
corresponding partition with blocks Bn =K(An) in z-space then certainly is not regular.
Proposition 3.6. Assume the standard set-up. Let η ∈ (0,1). There is a sequence 0 <
s1 < s2 < · · · such that sn→∞ and sn+1 ∼ sn, and such that
tn =K0(sn) = n
nn
η
.
Proof. We have g0 ∼ e−ψ. This implies 1−G0(s)∼ a(s)g0(s)∼ e−Ψ(s), where Ψ like ψ
varies regularly with exponent θ. Write sn = e
σn and τΨ(sn)∼ eθr(σn), where r is a C2
function with r′(t)→ 1 and r′′(t)→ 0 as t→∞, and τ := 1/λ. It has been shown in [2]
(Equation (1.13)) that
K0(s) = t∼ ceϕ(s), ϕ(s) = τq(Ψ(s))∼ τΨ(s), s→∞
for some positive constant c. This gives log tn = logK0(sn) ∼ eθr(σn). Since log log tn =
n1−ε logn+ log logn has increments which go to zero, so does θr(σn), and hence also σn
since r′ tends to one. It follows that sn+1 ∼ sn. 
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(a) (b)
Figure 2. Panel (a): Schematic representation of the four sets U∆ =
⋃
n
[∆1tn−1e,∆2tn+1e]
in R2 for ∆ = (∆1,∆2) ∈ {−1,1}2 ; see Proposition 3.7. Panel (b): the image of the sets
U∆ in x-space. The division points of the partitions (An) and (Bn) are sn = n
√
n logn and
tn = e
sn = nn
√
n
, respectively. Use Proposition 3.6 with K0(s) = e
s, s > s0 and ε = 0.5. (a)
z-space. (b) x-space (regular).
Choose snmn−1 = sn−1. Then the cube (sn−1e, sn+1e) is a union of 2
d blocks in the
partition on x-space, and so is the cube (tn−1e, tn+1e) in z-space; e= (1, . . . ,1) denotes
a vector of ones in Rd. The union U of these latter cubes has the property that the scaled
sets U/tn converge to (0,∞)d for tn→∞ if tn≪ tn+1.
Proposition 3.7. Assume the standard set-up. The excess measure ρ has the continuous
density h in (2.6) and does not charge the coordinate planes. Moreover, ρ{δzi ≥ t}= 1/tλ
for δ =±1, i= 1, . . . , d and t > 0. Let ρ˜ be an excess measure on Rd \ {0}. Assume that
for each open orthant Q∆, ∆ ∈ {−1,1}d, the restrictions of ρ˜ and ρ to Q∆ have the same
univariate margins. One may then choose F˜ such that its margins are tail asymptotic to
F0, such that the sample clouds from F˜ converge to the Poisson point process N˜ with
mean measure ρ˜, and such that the sample clouds from the d.f. G˜= F˜ ◦K converge onto
the limit set Eλ,θ in (2.8).
Proof. We sketch the construction. Choose Fˆ ∈ Dλ(ρ˜) with density fˆ such that the
sample clouds from Fˆ scaled by cn converge to N˜ . For ∆ ∈ {−1,1}d, let U∆ be the
image of the union U in Q∆ by reflecting coordinates for which ∆j =−1 (see Figure 2
for an illustration). Let f˜ agree with fˆ on the 2d sets U∆ and with f elsewhere, so
that, by the remark above on the convergence of the scaled sets U , f˜ and fˆ differ only
on an asymptotically negligible set. Alter f˜ on a bounded set to make it a probability
density. Then the sample clouds from F˜ scaled by cn converge to N˜ . In the corresponding
partition (An) on x-space we only change the measure on the “tiny” blocks (sn−1, sn+1)d
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(a) (b)
Figure 3. Panel (a): blocks [−tn, tn]2 = [−e
√
n, e
√
n]2, n ∈ {2,4,6, . . . ,100} in z-space with the
sets [−e
√
n/n, e
√
n/n] × [e
√
n−1, e
√
n] and their reflections, which correspond to the blocks of
partition (Bn) intersecting the axes, deleted. Panel (b): image of the blocks ([−√n,√n]2) and
deleted blocks ([−√n+ logn,√n− logn]× [√n− 1,√n]) from Panel (b) in x-space under the
meta transformation K0(s) = e
s, s > s0. (a) z-space (regular). (b) x-space.
(with sn−1 ∼ sn+1) around the positive diagonal, and their reflections. Hence, the scaled
sample clouds from G˜= F˜ ◦K converge onto Eλ,θ . 
We now discuss the second case: the block partition (Bn) in z-space is regular, but
(An) is not. Figure 3 depicts sequences of cubes snC and tnC in R
2 on which partitions
(An) and (Bn) are based in the special case when sn =
√
n and tn = K0(sn) = e
sn =
e
√
n, along with subintervals [−e
√
n/n, e
√
n/n]× {en} in z-space mapping onto [−√n+
logn,
√
n− logn]×{√n} in x-space, which correspond to the partition blocks intersecting
the coordinate axes. We now have the following result.
In the standard set-up with d.f.s F and G = F ◦K , margins F0 and G0 = F0 ◦K0
and densities f and g there are two formulations of the asymptotic behaviour, analytic
and probabilistic. The analytic formulation states that f(rw)/f(re) converges for r→∞
to a limit function h of the form c/nλ+dD where nD is a continuous gauge function (of
a bounded open star-shaped set D containing the origin). The behaviour of the meta
density is quite different: g(ru)/g(re) converges to zero on the complement of the compact
set E =Eλ,θ and tends to +∞ on the interior of this set. The probabilistic version treats
the asymptotic behaviour of sample clouds. The sample clouds from F , scaled by an,
converge to a Poisson point process with intensity c0h; the sample clouds from G scaled
by bn converge onto E. Here
1−F0(cn) = 1−G0(bn) = 1/n, cn =K0(bn). (3.5)
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The figures show that the meta transformation K moves points outside the coordinate
planes towards the diagonals. The block partitions introduced above enable us to make
this more precise.
Proposition 3.8. Let F and G = F ◦K satisfy the standard set-up with densities f
and g. There exists a perturbation F˜ with density f˜ and meta d.f. G˜= F˜ ◦K with density
g˜ with the properties:
• f˜ ≤ f outside the unit ball, and hence g˜ ≤ g outside a bounded set;
• f˜ ≡ f on the d coordinate planes, and hence g˜ ≡ g on the coordinate planes;
• for any unit vector ζ with nonzero components and any sequences zn = rnζn with
rn→∞ and ζn→ ζ eventually f˜(zn)≡ f(zn);
• for any unit vector ξ with non-zero components which does not lie on one of the
2d diagonal rays and any sequence xn = rnξn with rn→∞ and ξn→ ξ eventually
g˜(xn) = 0;
• the sample clouds from F˜ scaled by cn in (3.5) converge to a Poisson point process
with intensity c0h;
• the sample clouds from G˜ scaled by bn in (3.5) converge onto the diagonal cross E×
in (3.2).
Proof. The construction is simple. We introduce a regular partition for F , and delete
the mass in the atoms Bn which intersect a coordinate plane {zi = 0}, replacing it on a
thin ridge around the coordinate planes to ensure that the second condition holds. In the
end, we increase the density on the unit ball outside the coordinate planes to ensure that
the new function f˜ is a probability density. We shall now give the details for dimension
d= 2. We focus on the positive horizontal axis. Choose tn = n. Choose tn1 = rn = o(n) but
so that sn1 ∼ sn =K−10 (tn). This is possible since slow variation of L0 =K−10 implies
that L0(εtn)/L0(tn)→ 1 for any ε > 0. Set f˜ ≡ 0 on the atom (n − 1, n) × (−rn, rn)
but keep f˜ ≡ f on the rectangle (n − 1, n) × (−e−n, e−n). Do this for n ≥ n0, and do
the same for the three other halfaxes. The first four conditions hold by construction.
The fifth condition follows by the L1 convergence of h˜n(w) = f˜(rnw)/f(rne)→ h(w)
for rn →∞ on εBc by Lebesgue’s theorem on dominated convergence with variable
bound hn = f(rnw)/f(rne). The last condition holds if we delete all mass in the atoms
Bn intersecting the axes since that implies that g˜ vanishes identically on the atoms
[sn−1, sn]× [−sn1, sn1] whose union for n≥ n0 for any r > 1 and ε > 0 eventually contains
the sector Srε ⊂ {x1 > 0} bounded by the halflines x2 =±e−ε(x1 − r), x1 ≥ r. The mass
in the rim between two successive cubes, with the exception of the atoms intersecting
the axes, is moved towards the diagonals. This establishes the last statement. We leave
it to the reader to check that the subrectangles on which the density is retained are so
thin that they do not influence the asymptotic behaviour of the sample clouds from the
meta distribution. This is a univariate issue. If 1− F o0 (t) = O(e−t) for t→∞ then the
meta d.f. Go0 = F
o
0 ◦K0 satisfies n(1−Go0(εbn))→ 0 for any ε > 0. 
The incompatibility of the partitions (An) and (Bn) = (K(An)) introduced in this
section gives one technical explanation for the peculiar sensitivity of the limit shape of
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sample clouds from the meta distribution. If we regard the atoms of the partition (Bn)
as nerve cells, then regularity of (An) will make the region around the coordinate planes
in z-space far more sensitive than the remainder of the space, and it is not surprising
that cutting away these regions has drastic effects on the limit.
3.3. Mixtures
In the standard set-up, there is a heavy-tailed d.f. F with density f and a light-tailed
meta d.f. G= F ◦K with density g. The margins of f are equal and symmetric, and so
are the margins of g. The sample clouds from F converge in distribution to a Poisson
point process on Rd \ {0} with a homogeneous mean measure; the sample clouds from
G converge onto the compact set Eλ,θ ⊂ [−1,1]d. By a perturbation of the density f , we
may obtain a new meta density whose sample clouds converge onto the diagonal cross
E×, see Theorem 3.8, even though the perturbation is so small that the asymptotics of
the heavy-tailed distribution are preserved. In this section, using a different technique, we
perform an additional perturbation. The asymptotics of the heavy-tailed d.f. are again
preserved, but the sample clouds from the meta distribution now converge onto the union
of the diagonal cross and a compact star-shaped set A, the closure of an open star-shaped
set in (−1,1)d with a continuous gauge function.
Start with a pair of d.f.s F and G= F ◦K in the standard set-up. Suppose Fˆ ∈Dλ(ρ)
has margins Fˆi, which are tail asymptotic to the margins F0 of F at ±∞ and which
are continuous and strictly increasing. The margins of the meta d.f. Gˆ= Fˆ ◦K have the
same properties: continuous, strictly increasing and tail asymptotic to G0. We assume
that the limit set for Gˆ is the diagonal cross. We shall replace Fˆ by a d.f. F˜ , where
dF˜ = dFˆ +dF o outside a bounded set and where the marginal tails of F o are negligible
compared to those of Fˆ , and hence so too the marginal tails of Go = F o ◦K with respect
to those of Gˆ = Fˆ ◦K . It follows that F˜ and Fˆ have the same asymptotics, but it is
possible to choose Go to have the prescribed limit set A. The limit set of G˜ then is the
union, E× ∪A.
Example 1. Let Go have density go(x) = g∗(‖x‖∞) where g∗ is continuous, strictly
decreasing and positive, and varies rapidly. The margins of Go are equal, and have a
symmetric density go0(s) ∼ (2s)d−1g∗(s) because of the rapid variation of g∗. Suppose
g0(s)∼ asbe−psq with a, p, q positive. Let g∗(s) ∼ g0(s)/sd. Then go0(s)≪ g0(s), but for
c > 1 we find g0(cs)≪ go0(s) since logs≪ sq implies e−p(cs)
q ≤ s2e−psq eventually. Let
g0(cn)∼ 1/n and go0(an)∼ 1/n. Then an ≤ cn ≤ ccn eventually for any c > 1, and hence
an ∼ cn. Let 1−G0(bn) = 1/n. Then bn ∼ cn by univariate EVT. The sample clouds from
the d.f. Gˆ above, scaled by an (or bn or cn), converge onto the diagonal cross E×, but the
sample clouds from Go with the same scaling converge onto the cube [−1,1]d, even though
the tails of the margins of Go are negligible compared to those of Gˆ. It follows that the
heavy-tailed d.f.s Fˆ and F˜ have the same asymptotics, the margins are tail asymptotic
and F˜ ∈ Dλ(ρ) with the same scaling as Fˆ . For the meta distributions Gˆ = Fˆ ◦K and
G˜ = G˜ ◦K with dG˜(x) = dGˆ(x) + g∗(‖x‖∞) dx, the situation is different. The sample
clouds from G˜ converge onto the union of the diagonal cross and the coordinate cube.
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If we replace the d.f. with density g∗(‖x‖∞) by a d.f. which has density g∗(nD(x))
outside a bounded set, the sample clouds converge onto the union of E× and the closure
of D.
Proposition 3.9. Let F and G= F ◦K with margins F0 and G0 satisfy the standard
set-up. Let 1−G0(bn) = 1/n. Let Fˆ ∈Dλ(ρ) have margins Fˆi which are continuous and
strictly increasing and tail asymptotic to F0 at ±∞. Let Gˆ have limit set E×. Let D ⊂
(−1,1)d be an open star-shaped set which contains the origin and has a continuous gauge
function. There exists a continuous strictly decreasing positive function g∗ on [0,∞) which
varies rapidly such that
sd−1g∗(s)/g0(s)→ 0, sd−1g∗(s)/g0(cs)→∞, c > 1, (3.6)
where g0 is the marginal density of G. Let G˜ be a d.f. such that dG˜(x) = dGˆ(x) +
g∗(nD(x)) dx outside a bounded set, and define F˜ = G˜ ◦ K−1. Then F˜ has the same
asymptotics as Fˆ and the sample clouds from G˜ scaled by bn converge onto the closure
of E× ∪D.
Proof. The tails of the margins of F o are negligible with respect to the tails of the
margins of Fˆ . This ensures that F˜ and Fˆ have the same asymptotics. Outside a bounded
set the sample from G˜ is the superposition of a sample from Gˆ and from Go. Hence,
the scaled sample clouds from G˜ converge onto the union of E× and the closure of D. It
remains to find a function g∗ which satisfies (3.6). Choose g∗(s)∼ g0(s)/sd. Then the first
limit relation holds. Write g0 = e
−ψ . By assumption, ψ varies regularly with exponent
θ > 0. Hence, ψ(s) ≥ sθ/2 eventually and for any c > 1 there exists a constant s0 such
that
ψ(cs)− ψ(s)≥ (cθ − 1)sθ/2/2≥ 2 logs, s≥ s0.
This implies g0(cs)≪ g0(s)/s∼ sd−1g∗(s). 
Although the shape of the limit set is rather unstable under even slight perturbations
of the original distribution, one may note the persistence of the diagonal cross as a subset
of the limit set. For scaling constants bn in (3.5), the univariate projections of the sample
clouds Mn = {X1/bn, . . . ,Xn/bn} converge onto [−1,1]. Hence, the limit set E for the
multivariate sample clouds Mn, if it exists, has univariate projections [−1,1]. One may
use the invariance principle for limit distributions in multivariate EVT to show why the
set E often contains the diagonal cross E×. We shall use the ideas expressed in Figure 2.
Proposition 3.10. Let F and G= F ◦K with margins F0 and G0 satisfy the conditions
of the standard set-up. Let F˜ have margins Fi which are continuous and strictly increasing
and tail asymptotic to F0. Assume the sample clouds from F˜ scaled by cn converge to a
Poisson point process with mean measure ρ˜, where ρ˜ charges (0,∞)d. If the sample clouds
from G˜= F˜ ◦K can be scaled to converge onto a limit set E˜ with coordinate projections
[−1,1], then E contains the point e= (1, . . . ,1).
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Proof. We make use of the block partitions of Section 3.2. Consider the situation
sketched in Figure 2. It suffices to look at the positive orthant. Consider cubes CAn :=
(sn −Ma(sn), sn +Ma(sn))d centered at diagonal points sne for some M > 1, where
a(s) is the scale function of the marginal d.f. G0. Recall that a
′(s) → 0 and hence
a(s)/s→ 0 as s→∞ which gives CAn /sn→ {e} for sn→∞. The corresponding points
in z-space are centered at the diagonal points tne with tn = K0(sn), and given by
CBn =K(C
A
n ) = (K0(sn−Ma(sn)),K0(sn+Ma(sn)))d. Set t±n =K0(sn±Ma(sn)). Then
(1− F0(t±n ))/(1− F0(tn)) = (1−G0(sn ±Ma(sn)))/(1−G0(sn))→ e∓M
by univariate EVT applied to G0. Regular variation of 1−F0 then gives t±n /tn→ e±M/λ.
Thus CBn /tn→ (e−M/λ, eM/λ)d. For large M , this limit cube constitutes a large part of
(0,∞)d in z-space. Take A> 1 large andM/λ>A. Let tn = cn and sn = bn be the scaling
constants defined by 1−G0(sn) = 1− F0(tn) = 1/n. Let ε > 0 be small and n so large
that a(sn)/sn < ε. Then the sample points Z1/tn, . . . ,Zn/tn in the cube (e
−A, eA)d yield
points Xi/sn in e+ (−ε, ε)d. Hence, e ∈E if ρ˜ charges (0,∞)d. 
4. Discussion
In situations where chance plays a role the asymptotic description often consists of two
parts, a deterministic term, catching the main effect, and a stochastic term, describing
the random fluctuations around the deterministic part. Thus, the average of the first n
observations converges to the expectation; under additional assumptions the difference
between the average and the expectation, blown up by a factor
√
n, is asymptotically
normal. Empirical d.f.s converge to the true d.f.; the fluctuations are modeled by a time-
changed Brownian bridge. For a positive random variable, the n-point sample clouds Nn,
scaled by the 1− 1/n quantile, converge onto the interval [0,1] if the tail of the d.f. is
rapidly varying; if the tail is asymptotic to a von Mises function then there is a limiting
Poisson point process with intensity e−s.
Convergence to the first-order deterministic term in these situations is a much more
robust affair than convergence of the random fluctuations around this term. So it is
surprising that for meta distributions perturbations of the original distribution which do
not affect the second-order fluctuations of the sample cloud at the vertices may drastically
alter the shape of the limit set, the deterministic first-order term. This paper tries to
cast some light on the sensitivity of the meta distribution and the limit set E to small
perturbations of the original distribution.
Bivariate asymptotics are well expressed in terms of polar coordinates. Two points far
off are close together if the angular parts are close and if the quotient of the radial parts
is close to one. This geometry is respected by certain partitions. A partition is regular if
points in the same atom are uniformly close as one moves out to infinity. Call probability
distributions equivalent if they give the same or asymptotically the same weight to the
atoms of a regular partition. Equivalent distributions have the same asymptotic behaviour
with respect to scaling.
This paper compares the asymptotic behaviour of a heavy-tailed density with the
asymptotic behaviour of the associated meta density with light-tailed margins. Small
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changes in the heavy-tailed density, changes which have no influence on its asymptotic
behaviour, may lead to significant changes in the asymptotic behaviour of the meta
distribution. We show that regular partitions for the heavy-tailed distribution and for
the light-tailed meta distribution are incommensurate. The atoms at the diagonals in the
light-tailed distribution fill up the quadrants for the heavy-tailed distribution; atoms at
the axes in the heavy-tailed distribution fill up the four segments between the diagonals
for the light-tailed distributions. Section 3.2 shows how equivalent distributions in one
space give rise to different asymptotic behaviour in the other.
In our approach, the asymptotic behaviour in both spaces is investigated by rescal-
ing. In the heavy-tailed world one obtains a limiting Poisson point process whose mean
measure is an excess measure ρ which is finite outside centered disks in the plane; in
the light-tailed world the sample clouds converge onto a star-shaped limit set E. In the
standard set-up the only relation between ρ and E is the parameter λ. This parameter
describes the rate of decrease of the heavy-tailed marginal distributions; it also is one of
the two parameters which determine the shape of the limit set E.
We can offer two explanations for the incompatibility of the asymptotics of a heavy-
tailed d.f. F and the light-tailed meta d.f. G.
(1) The geometric explanation is that the meta transformation does not preserve
direction. A ray in x-space which does not lie in a diagonal plane is transformed into a
curve whose direction is asymptotic to a halfaxis. Conversely a ray in z-space which does
not lie in a coordinate plane lies in one of the 2d open orthants Q∆ and is transformed
by K−1 into a curve which is asymptotic to the diagonal ray in the center of the orthant.
This geometric distortion also occurs if one moves from heavy tails to less heavy tails,
increasing the parameter λ of regular variation, but to a lesser extent. See [1].
(2) The probabilistic interpretation is that the limit set E describes the intermediate
extremes whereas the limiting Poisson point process N describes the asymptotics of the
extreme order statistics. The d.f. F o in Section 3.3 contributes to the intermediate order
statistics, but not to the extremes.
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