Robust crater recognition is a research focus on deep space exploration mission, and sparse representation methods can achieve desirable robustness and accuracy. Due to destruction and noise incurred by complex topography and varied illumination in planetary images, a robust crater recognition approach is proposed based on dictionary learning with a low-rank error correction model in a sparse representation framework. In this approach, all the training images are learned as a compact and discriminative dictionary. A low-rank error correction term is introduced into the dictionary learning to deal with gross error and corruption. Experimental results on crater images show that the proposed method achieves competitive performance in both recognition accuracy and efficiency.
Introduction
Crater recognition is a paramount approach for the planetary surface analysis to estimate the age of planet [1] , which has been attracted an increasing attention in the past decades. A state-of-art framework for crater recognition was developed including crater candidates selection and craters classification by supervised machine learning [2] . Automatic detection of craters is difficult when their rims are unclear, segmented, or the image is noisy (degradation, internal morphologies). Instead of the feature extraction and matching framework, the trained classifier for discriminating craters from non-craters is utilized in the machine learning technique. Thus, sparse representation-based classification (SRC) [3] is introduced for crater recognition. This method achieves encouraging robustness to blur, segmentation and small level occlusions. However, the SRC algorithm pre-specified the dictionary by stacking all original images directly, which leads to the distinctive message resided in the training set being ignored. Moreover, the original images in the training set may not faithfully represent the test samples due to the noise and uncertainty.
It has been observed that learning a dictionary from training samples usually leads to better representation and hence can provide improved results in many practical applications such as image classification and signal restoration [4] . Various dictionary learning algorithms have been developed for the task of training a dictionary from ex- amples [8] - [11] . However, previously proposed dictionary learning methods only consider learning reconstructive or discriminative dictionaries rather than eliminating large noise or corruption samples. Since the noises incurred by degradation, erosion, highlight and cast shadows of craters are large in magnitude but sparse in space, it is more reasonable that a test sample is better represented by a combination of the training samples with additive sparse and large magnitude errors than by the standard SRC model. Based on the robust principal component analysis (RPCA) [6] , the dictionary from stacking the same pattern data should be approximately low-rank. When the existence of gross noises tends to destroy the low-rank structure of the data matrix, a decomposition that enforces the low-rankness of one part and the sparse error part would separate the principal components from the outliers. Hence, a low-rank error dictionary is introduced to integrate a dictionary to reduce reconstruction errors for crater image classification. Our algorithm can simultaneously learn reconstructive, compact and discriminative dictionaries based on the training set.
Proposed Method
A dictionary is defined as a collection of column vectors (atoms). Dictionary learning finds a dictionary D by solving the following optimization problem:
where
m×N denotes the matrix stacking from all input training samples
K×N is a sparse coefficient matrix, x i is the ith column of X, T is a sparsity threshold.
Starting with an initial dictionary D 0 , Eq. (1) is divided into two procedures iteratively solved. 1) Sparse coding: Keeping D L fixed, find X L+1 .
2) Dictionary update: Keeping X L+1 fixed, find D L+1 .
The first stage is just a sparse coding problem with
Copyright c 2015 The Institute of Electronics, Information and Communication Engineers the current dictionary. Many sparse coding algorithms have been proposed [5] . Currently, the dictionary learning algorithms include method of optimal directions (MOD) [9] , Kmeans singular value decomposition (KSVD) [10] or discriminative KSVD (DKSVD) [11] , and sequential generalization of K-means (SGK) [12] . The main differences among them are in the second part, in which the dictionary is updated to reduce the representation error of stage 1. However, a major drawback of the above methods is that they neglect the choice of the initial dictionary, without considering elimination or separation the initial dictionary from gross noises. The initialized dictionary is selected randomly from the entire training samples, which can not represent the training data completely. The errors of the initial dictionary affects the result of dictionary learning. In this letter, a low-rank error correction model is introduced in the KSVD algorithm to reduce this effects and extend dictionary update strategy. The proposed algorithm flow chart is demonstrated in Fig. 1 .
Extracting Low-Rank Error as Error Dictionary
For a robust crater recognition task, the manner in which craters are imaged is always corrupted and the images contain large errors. On craters image such as blur edges, fluctuating terrain, overlapping are characterized to be large magnitude, or sparse noise. Based on RPCA [6] , in spite of gross corruption, low-rank structure and sparse modeling is harnessed by sparse and low rank decomposition on a batch of linearly correlated images. The RPCA can solve the following convex optimization problem:
arg min
where L * is the nuclear norm of matrix L (i.e., the sum of the singular values), S 1 is the 1 norm of matrix S (i.e., the sum of absolute matrix entries), M, L, S ∈ R m×n , and λ > 0. The RPCA can exactly recover each component from gross sparse errors by solving the singular value threshold [6] . In our method, training samples of the same class are decomposed into a low-rank approximate matrix and a sparse error matrix using RPCA. The low-rank matrix can describe the common structure characteristics and and the error matrix can denote noise (large-magnitude and sparse part), respectively. An error dictionary is constructed by combining the each class error matrix together. To keep the diversity, a structured dictionary is built by directly connecting the original samples and the corresponding error dictionaries together. Figure 2 presents an example with crater images segmented by low-rank decomposition with 6 images of the same individual of per category.
Improved Initialization Dictionary
The DKSVD algorithm adds the classification term to improve the discriminative ability for a classification task [11] . To alleviate errors caused by the initial dictionary, an original sub-dictionary is proposed from each sub-class training samples. Thus, the initial sub-dictionariesD i are obtained by KSVD iteration procedure from each original subdictionary. Each learned sub-dictionaryD i can be cascaded into an improved initial dictionary
Every learned dictionary is the optimized dictionary in each category, which increases the diversity of the trained dictionary.
Corresponding to each sub-dictionary, the linear subclassifier is obtained from the appropriate coefficients matrix X i and label matrix H i by the ridge regression model [10] . The initialized classifier is formulated as fol-
where I denotes the identity matrix, and H i represents the ith class labels of training images. Each sub-classifier can be collected together to a initialized classifier
Among the initialization, the sub-dictionaryD i can be decomposed into a low-rank part and an error component D ei . All the error components are integrated into a low-rank error dictionary D e . A low-rank error classifier W e is obtained from corresponding error partW ei .
Learning Dictionary with Low-Rank Error Correction
To improve the performance of dictionary learning under gross noises, we proposed a discriminative dictionary learning algorithm with low-rank error correction scheme. Considering the low-rank error in a sample dictionary, the samples can be represented as
x xe ] by extending dictionary. The low-rank error term D e , as an auxiliary intra-class variant dictionary, represents the possible variation among the initialized dictionary. The low-rank error dictionary D e can compensate for large errors of corresponding dictionary D.
The optimization problem of the LRE-DLA algorithm is as follows.
<D,X,Ŵ >= arg min
where H denotes the class labels of the training images, and each column is a vector with only one non-zero element indicating its class, i.e. The scalar parameter β controls the contribution of the discriminative terms, and T is the criterion for the sparsity of the coefficients. In order to obtain the globally optimal solutions, instead of three sub-optimization procedures, the 
Solve the follow problem using SGK [12] .
< D, X >= arg min Ȳ −DX objective function is rewritten as <D,X,Ŵ >= arg min
Considering the low-rank error in initialized dictionary, the LRE-DLA model is to solve the following problem:
where D e represents the low-rank error dictionary with same dimension and size of D, and W e denotes the classifier error matrix with the same dimension and size of W. To solve Eq. (8), the SGK method [12] is used in the LRE-DLA to improve efficiency. The final classification of a test sample is based on its sparse code on the learned dictionary and the learned classifier. The LRE-DLA algorithm is summarized in Algorithm 1.
Experimental Results
In the section, our proposed method has been evaluated on crater images. The data-set comprises 1100 crater images collected under different illumination conditions from Martian and lunar images. The Mars images were taken by the Mars Orbiter Camera (MOC) and the lunar images were obtained from Lunar Reconnaissance Orbiter Camera. The total training set has assembled 600 labeled craters gray images and 500 non-craters, and each image is normalized to 24 × 24 pixels containing non-craters. Each images is assigned a multidimensional feature vector by discrete cosine transform (DCT) [8] , which consists of normalized DCT coefficients with 576 dimensions. For the entire training set, we adopt 5-fold crossvalidation to carry out the performance of our proposed classification method. The whole set of images is randomly divided into 5 subsets in the same size. While four subsets of them are randomly accessed into the training set, the remaining one is used as a testing set. This procedure is repeated for 5 times, so that each subset could be used once for testing. Experimental results for crater database are shown in Table 2 . It shows that the proposed method has the best recognition accuracy rate of 94.45%.
We evaluate the performance impact of the dictionary size among LRE-DLA, DKSVD and SRC methods. Figure 3 demonstrates the recognition accuracy of different dictionary size. As illustrated in Fig. 3 , the accuracy increases monotonically with the size of the dictionary, and LRE-DLA always outperforms the DKSVD method by mean of 7.2%. Figure 4 shows noise-robust performances of LRE-DLA and standard SRC under noisy conditions on a planetary image. For crater candidates' blocks, different level Gaussian noises are added. Here, the SRC denotes all training samples directly as un-trained dictionary for classification on crater candidates. The LRE-DLA represents the SRC framework with the learned dictionary under noise level σ = 0.2. Under noisy condition, LRE-DLA correctly recognized 27 craters of 44 candidates, whereas the SRC method misidentified 6 non-craters as true craters, whose false positive rate is about 13.6%.
Conclusion
In this letter, a discriminative dictionary learning algorithm (LRE-DLA) is proposed based on a low-rank error correction model for the crater recognition. An initialization dictionary selection strategy is employed within each class samples, and an initialized dictionary with the diversity and error correction is obtained by basic KSVD.
Under the same conditions, the LRE-DLA method always outperforms the DKSVD method. Compared with the SRC method, the LRE-DLA method achieves a high recognition rate by learning a compact yet discriminative dictionary and saves recognition time. In particular, the learned dictionary eliminates the redundant correlation between different original samples by adding low-rank error dictionary, and the learned discriminative classifier enhances the anti-noise performance. On planetary images, the proposed method exhibits significant superiority with noise conditions to its peers. The experimental results show that the learned dictionary by the LRE-DLA has robust discriminative ability and noise immunity.
