this gap by using features extracted from the video data collected from each user's interaction with the dialog system to predict various performance metrics. In other words, this report attempts to further the state of the art in this field by (a) automating the prediction (b) of multiple UX and system performance SDS metrics by (c) investigating multiple videoand audio-based feature sets and machine learning algorithms as well as (d) the effect of factors like number of dialog states and task type. The remainder of the report is organized as follows: The next section describes the collection of data and ratings, while the following section outlines the features we automatically extract from the speech signal. We then describe our machine learning experiments in the subsequent section, followed by an in-depth analysis of the observed ratings and prediction results in the concluding section.
Data Crowdsourcing Data Collection
We used Amazon Mechanical Turk for our crowdsourcing data collection experiments. Crowdsourcing, and particularly Amazon's Mechanical Turk, has been used in the past for assessing SDSs and for collecting interactions with SDSs (Jurcicek et al., 2011; McGraw, Lee, Hetherington, Seneff, & Glass, 2010; Rayner, Frank, Chua, Tsourakis, & Bouillon, 2011) .
We leveraged the open-source HALEF dialog system 1 to develop conversational applications within this crowdsourcing framework. The HALEF architecture and components have been described in detail in other publications (Ramanarayanan et al., 2017; Suendermann-Oeft, Ramanarayanan, Teckenbrock, Neutatz, & Schmidt, 2015; Yu et al., 2016) . In addition to reading instructions and calling into the system, users were requested to fill out a 2-to 3-minute survey regarding the interaction. Approximately 88% of all participants self-reported as native speakers of English from all over the continental United States; 78% of participants were male. In all, we collected 1,133 conversations with approximately 41 hours of dialog data.
Spoken Dialog Tasks
We deployed four goal-oriented conversational tasks from common workplace communicative scenarios for the purposes of this experiment: responding to an offer of food, scheduling a meeting, interviewing for a job, and taking a customer's order.
The first spoken dialog task is a short conversation in which the system offers some food to the participant and the participant is expected to accept or decline the offer in a pragmatically appropriate manner. The second task provides the participant with a sample résumé stimulus, and the participant is instructed to act as a job candidate in an interview with an automated interviewer. In each case, the participant connects to the system and then proceeds to answer the sequence of questions posed by the automated coworker/interviewer. Depending on the semantic class of the participant's answer to each question (as determined by the output of the speech recognizer and the natural language understanding module), he or she is redirected to the appropriate branch of the dialog tree, and the conversation continues until all questions are answered.
Whereas the two aforementioned tasks are system-initiated dialog scenarios, the other two involve user-driven dialog. In the third task, the participant is required to act as customer service representatives at a pizza restaurant and take an order from an automated customer who wants to order a pizza. In such a scenario, the automated customer waits for the user to ask a question (e.g., What is your name? What toppings would you like on your pizza?) before replying with the appropriate response. Therefore this task might be more difficult than the other three, imposing more cognitive load on the user. In the fourth task, the participant is to arrange a time for a meeting with a coworker. Table 1 lists details of the various spoken dialog tasks used for the data collection.
Ratings
To better understand how the system performs when actual test takers call in, we asked all Turkers to rate various aspects of their interactions with the system on a scale from 1 to 5, 1 being least satisfactory and 5 being most satisfactory. Furthermore, we had six expert reviewers listen to between 30 and 45 full-call recordings each from the pizza item (from a subset of 162 calls in total 2 ), examine the call logs, and rate each call on a range of dimensions (Suendermann, Liscombe, Pieraccini, & Evanini, 2010) . We included expert ratings (who are speech technology researchers) because callers can potentially conflate system performance with their own performance on the test or react in certain ways due to lack of experience with the technology or the task, and having expert ratings allows us to analyze such potential biases. However, we first requested all experts to rate a smaller subset of calls and compare notes before doing a second pass to ensure interrater reliability. Table 2 provides descriptions of these different ratings in addition to information regarding whether the rating was performed by naive callers, dialog system experts, or both. 
✓ ✓
Caller engagement A qualitative measure of caller's engagement with the task or the system, ranging from highly disengaged to highly engaged.

Intelligibility of system responses
This metric measures, on a scale from 1 to 5, how clear the automated agent is. A poor audio quality rating would be marked by frequent dropping in and out of the automated agent's voice or by muffled or garbled audio.
✓
Audio quality of caller responses
This metric measures, on a scale from 1 to 5, how clear the caller audio is. A poor audio quality rating would be marked by user responses dropping in and out of the call or being muffled, garbled, echoing, or inaudible.
✓
Video quality of caller responses
This metric measures, on a scale from 1 to 5, the video quality of the call. A poor quality rating here would involve issues with lighting, other problems with the video (such as pixellation, blocking artifacts, nonconstant background), and if the user's head is not located in the center of the image as instructed in the caller guidelines.
✓
Qualitative latency score
Measures perceived system response time. How debilitating is the average delay between the automated agent's response from the time the user finishes speaking to the conversation?
✓ ✓
Caller cooperation A qualitative measure of caller's cooperation, or the caller's willingness to interact with the automated agent, with 1 for no cooperation and 5 for fully cooperative.
✓
System performance A qualitative measure of how the system performed as per caller expectations and whether the system responses were appropriate.
System understanding degree
A qualitative measure of how well the system "understood" the caller. 
Experiments Visual Features
There is much work on computing video-based features in the computer vision literature (Forsyth & Ponce, 2011; Vedaldi & Fulkerson, 2010; Weinland, Ronfard, & Boyer, 2011) . However, a large proportion of these features are computed on an image-by-image basis, not necessarily taking into account the spatiotemporal relationships between pixels and pixel regions in the sequence of images. We wanted to use a feature that explicitly captures spatiotemporal relationships in the image sequence for the subsequent classification task. Therefore we use 3D Scale-Invariant Feature Transform (SIFT) descriptors (Scovanner, Ali, & Shah, 2007) to represent videos in a bag-of-visual-words approach (Csurka, Dance, Fan, Willamowski, & Bray, 2004) , which can be summarized as follows:
1. For each video in the data set, use ffmpeg 3 (or similar software) to extract image frames at a desired frame rate (we used one frame/s in our case, because we wanted to capture macro-level behavioral patterns over the entire video). Convert this into a 3D video matrix by concatenating all image frames. 2. Remove outlier frames, that is, any frame that lies more than 3 standard deviations away from the mean image. 3. Select N interest points at random. 4 4. Extract N 3D SIFT features for each video in the data set using the procedure described in Scovanner et al. (2007) . 5. Use a held-out portion of the data set to quantize the 3D SIFT descriptors into K clusters using K-means clustering. 6. Assign cluster labels to all SIFT descriptors computed for other videos in the data set using K-nearest-neighbor (KNN) clustering. 7. Finally, for each video, compute the histogram of cluster labels (also called a "signature") and use this as a Kdimensional feature descriptor for the video. Using such a histogram of cluster labels is more robust than using the raw 3D SIFT features and also allows us to build a more discriminative representation of a video, because some spatiotemporal patterns can occur in some videos more than others.
After some empirical experimentation, we chose free parameter values of N = 50 descriptors and K = 64 clusters for subsequent machine learning experiments.
Speech Features
We used OpenSMILE (Eyben, Weninger, Gross, & Schuller, 2013) to extract features from the audio signal, specifically, the standard openEAR emobase and emobase2010 feature sets containing 988 and 1,582 features, respectively, which are tuned for recognition of paralinguistic information in speech. These consist of multiple low-level descriptors-intensity, loudness, mel-frequency cepstral coefficients (MFCCs), pitch, voicing probability, F0 envelope, line spectral frequencies, and zero crossing rate, among others-as well as their functionals (such as standard moments). These feature sets have been shown to be comprehensive and effective for capturing paralinguistic information in various standard tasks (Eyben, Woellmer, & Schuller, 2010) .
We also examined features that are currently used in automated speech scoring research, covering diverse measurements among lexical usage, fluency, pronunciation, prosody, and so on. In particular, following the feature extraction method described in Chen, Zechner, and Xi (2009), we used the SpeechRater SM Automated Scoring service, a speech rating system that processes speech and its associated transcription to generate a series of features on the multiple dimensions of speaking skills, for example, speaking rate, prosodic variations, pausing profile, and pronunciation, which is typically measured by goodness of pronunciation (Witt, 1999) or its derivatives. For more details on these features, please see Table 3 .
Machine Learning Experiments
We used SKLL, 5 an open-source Python package that wraps around the scikit-learn package (Pedregosa et al., 2011) , to perform machine learning experiments. We experimented with a variety of learners to predict the various performance metric scores (as detailed in the Ratings section), including support vector classifiers (SVC), tree-based classifiers, and boosting-based classifiers, using prediction accuracy as an objective function for optimizing classifier performance. 6 We ran stratified 10-fold cross-validation experiments, where folds were generated to preserve the percentage of samples in each class. We performed two sets of experiments. The first examined audio files at the dialog turn level, as opposed to the full-call level, as we want to be able to automatically predict scores given only audio information from a single turn. 7 Such a functionality could then eventually be integrated with dialog management routines to choose an appropriate next action based on the current caller experience or caller engagement rating, for example. The second set of experiments looked at both audio and video files at the level of the full call. Note that we only examined data from calls that were assigned ratings between 1 and 5 (eliminating NULL or spurious ratings). Furthermore, we did not examine automated prediction of the latency and system understanding degree ratings, because they would be better measured by system log information and spoken language understanding accuracy, respectively. Figure 1 shows histograms of various call ratings as provided by callers (top) and experts (bottom). Although we obtained caller ratings from all calls collected, we only collected expert ratings from the pizza task. We observed that callers tended to rate their call experiences much more highly (M = 3.6) than experts who listened to the calls later (M = 2.6), though they did come closer to experts when asked about other dimensions, such as conversation latency. Callers also tended to rate the system intelligibility and performance and understanding degree highly and self-reported a higher engagement rating. Experts tended to give above neutral ratings to caller engagement (M = 3.7) and cooperation (M = 4.1), which is in general agreement with the caller ratings and suggests that callers were invested in the task for the most part.
Observations and Results
Qualitative and Quantitative Performance Analysis
Automated Prediction Results
Let us first examine the results of prediction experiments performed at the dialog turn level, summarized in Tables 4  and 5. Table 4 shows 10-fold classification accuracies obtained by running stratified cross-validation experiments 8 Note. AB = AdaBoost; DT = decision trees; GB = gradient boosting; KNN = K nearest neighbor; RF = random forests; SVC = linear support vector classifier machines. The best-performing systems are highlighted in bold. using six different classifiers-linear SVC machines, KNN, decision trees, gradient boosting, AdaBoost, and random forests (RF)-on each feature set extracted from the audio corresponding to each dialog turn. 9 Recall that although performance metrics are rated at the level of the full-call recording, we assign the same rating to the audio associated with each dialog turn of that full-call recording for the purposes of this experiment. We see that the RF classifier generally performs best in most cases, while the best performance is obtained using the emobase2010 feature set. Also note that while emobase and SpeechRater perform only marginally worse, they are increasingly lower dimensional as compared to the emobase2010 feature set and therefore might find utility in some applications. Additionally, the best performing system for each rating significantly outperforms the majority vote baseline. We also experimented with feature scaling but do not report the results here as the results trended similarly with those shown in Table 4 . Table 5 provides insight into how different tasks performed on the caller ratings prediction task for the emobase2010 feature set and a RF classifier. We observe that the accuracies were higher than average for the meeting and interview tasks as compared to the pizza and food offer tasks. This trend can be explained by the longer duration of utterances in the interview and meeting scheduling tasks, soliciting more elaborate user input. Table 1 shows the average duration of speech utterances per task. Now, let us consider the results of experiments performed at the level of the full-call recording; these are summarized in Table 6. Note that for this level of analysis, we only considered the best performing audio feature-the emobase2010 feature set extracted using OpenSMILE-as opposed to all three speech feature sets examined in Table 4 . Furthermore, we only tested audio-only features to predict audio quality ratings and video-only features to predict video-only ratings. We generally observe that (a) the best performing feature sets outperform the majority vote baseline in all rating categories, while (b) RF classifiers still perform well for this experiment, and other classifiers, such as the KNN, DT, and GB, also perform competently in predicting certain ratings; moreover, (c) the fusion of emobase2010 audio-and videobased 3D SIFT bag-of-visual-words features performs better than audio or video features alone. An exception to the latter Note. AB = AdaBoost; DT = decision trees; GB = gradient boosting; KNN = K nearest neighbor; RF = random forests; SVC = linear support vector classifier machines. The best-performing systems are highlighted in bold.
point is in the case of caller engagement (for both experts and callers), where the audio-only features perform better. This suggests that our video features are not capturing enough significant information regarding the callers' facial expressions and gestures, which have been shown to be important markers in characterizing engagement. However, this poor performance is not surprising, given that the video feature extraction procedure involves the computation of space-time interest points at random, which does not guarantee that salient regions on the face and body of the caller are analyzed. While improving this area of the procedure to select more relevant and meaningful space-time interest points is definitely a priority for future research, it is nonetheless interesting to note that even though the current procedure for 3D SIFT feature extraction selects interest points at random, it performs competently in predicting video quality ratings (above the baseline) as well as other ratings (when fused with audio features), which suggests that these features are already capturing meaningful discriminative information and can only perform better with more careful interest point selection.
Summary and Outlook
We have examined how features extracted from just the audio signal can be used to automatically predict different spoken dialog performance metrics, such as call experience, engagement, intelligibility, and system performance. We have further analyzed callers' self-ratings vis-à-vis experts' ratings and found that callers tend to generally rate their experiences higher than experts do. Many important avenues for future research remain. First, we would like to conduct a deeper investigation of videobased features, including the choice of more meaningful space-time interest points (using methods such as difference of Gaussian filtering or face/body/pose trackers to find more relevant points of interest) as well as other useful robust image descriptors, such as histograms of oriented gradients or Fisher vectors. In addition, we plan to explore more meaningful higher level face-and emotion-based features obtained using face-tracking algorithms. Second, we intend to look into better feature fusion and machine learning methods to improve prediction accuracy. Finally, we envision incorporating such prediction modules into real-time dialog management routines in multimodal dialog settings to improve UX and system performance on the fly during interactions.
Notes
1 http://halef.org 2 We only had expert raters rate a small subset of the calls owing to time and availability constraints. 3 https://ffmpeg.org/ 4 While the computer vision literature contains many methods for interest-point detection, we chose to select these at random in the interest of speeding up processing time. 5 https://github.com/EducationalTestingService/skll 6 We also ran initial experiments using the quadratic weighted kappa metric (which takes into account the ordered nature of the categorical labels) as the objective function but found that it performed similarly. 7 We only examined audio features at the turn level in this study owing to time and resource constraints required to segment the video into user and system turns. However, we plan to examine the utility of video features computed at the turn level in future research. 8 Owing to the possibility that data from the same call might be present in both train and test sets of each fold, we also ran 10-fold cross-validation with call ordering to avoid this. However, the results we obtained had similar trends to what we present in Table 4 and are therefore omitted for brevity. 9 Owing to poor audio quality of some of the recordings, we were only able to extract SpeechRater features for 84% of the data set and therefore report results on that subset.
