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Domain-specific languages (DSLs) are touted as both easy to embed in programs and easy to optimize. Yet
these goals are oen in tension. Embedded or internal DSLs fit naturally with a host language, while inherit-
ing the host’s performance characteristics. External DSLs can use external optimizers and languages but sit
apart from the host.
We present Sham, a toolkit designed to enable internal DSLs with high performance. Sham is itself a DSL
embedded in Racket, but compiles transparently to LLVM at runtime. Sham is designed to be well suited as
both a compilation target for other DSLs embedded in Racket as well as a language for transparently replacing
DSL support code with faster versions. Sham programs interoperate seamlessly with Racket programs, and so
no additional effort is required to use a DSL implemented with Sham. Finally, Sham comes with a framework
for defining DSL compilers and transformations, which is also used in the implementation of Sham itself.
We validate Sham’s design on a series of case studies, ranging from Krishnamurthi’s classic automata DSL
to a sound synthesis DSL and a probabilistic programming language. All of these are existing DSLs where
we replaced the backend using Sham, resulting in major performance gains.
1 INTRODUCTION
Domain-specific languages (DSLs) have dual benefits.
(1) By simplifying semantics and notation, they canmake it easier for programmers to specify
what they want without paying “aention to the irrelevant” [19].
(2) By restricting what can be expressed, they enable compilers to employ powerful optimiza-
tions that would otherwise be ruled out by the flexibility of a general purpose language.
We see these dual benefits play out in everything from regular expressions, with dedicated syntax
and specialized JIT compilers, to probabilistic programming languages, with mathematical seman-
tics and automatic inference algorithms.
Unfortunately, it can also be a lot of work to build a DSL that brings about these benefits.
(1) On one hand, implementing a DSL that simplifies semantics and notation requires taking
care of concerns such as parsing, type checking, and runtime support. To this end, it is
popular to take advantage of features of the host language—the general-purpose language
the DSL is wrien in—such as Racket’s macros, Haskell’s type classes, or JavaScript’s ob-
jects. Reusing host features can also serve to integrate the DSL with the host language
and make it easier for them to call each other. Such interoperability can be achieved either
by embedding the DSL as a library in the host language, or by implementing the DSL as a
code generator (such as a Racket macro or a Template Haskell splice) that generates code
in the host language. Indeed, high-level languages such as Racket are designed to host
interoperating DSLs, by providing common reusable facilities such as a module system.
(2) On the other hand, incorporating powerful optimizations into a DSL requires delving into
details such as program analysis, code transformation, and memory management. To this
end, reusing host features is easy but puts the DSL at the mercy of the host’s performance.
Instead, to reap the substantial benefits of domain-specific optimizations, the DSL imple-
mentation has to generate code in a low-level, potentially unsafe target language, such as
C or LLVM. Building such a low-level code generator is tedious and error-prone, because
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the low-level language lacks high-level host facilities. It is also hard to integrate the gen-
erated code with high-level languages, in particular the host language. ese difficulties
are sadly well-represented in modern DSL design. For example, AugurV2 [9] generates C
code that is then compiled and run, OptiML [2] generates C++ code that is then compiled
and run, and Accelerate [16] developed a whole new binding to LLVM [17] to support
integration with Haskell.
is paper offers an easier way to build high-performance DSLs, by generating low-level code
while still reusing and integrating with a high-level host language. Our new low-level language
Sham provides common facilities to support fast yet integrated DSLs. It builds upon the same
language-oriented spirit in which existing high-level languages such as Racket provide common
facilities to support DSLs. In fact, Sham is a DSL embedded in Racket. It transparently compiles
to LLVM while providing a native Racket interface.
e design of Sham is based on the typical structure of DSLs (especially embedded DSLs), pic-
tured in Figure 1. Figure 1a identifies four key components of any language with a compiler. In-
stantiating this general paern, Figure 1b shows the typical design of a DSL in Racket: Racket
macros enforce static semantics and generate expressions, which at runtime call specialized func-
tions wrien to support the DSL [8]. e entire system relies on the Racket runtime, which pro-
vides services such as garbage collection, input-output handling, and integration with the wider
operating system context. Although this design is powerful and convenient, the resulting Racket
DSL is bounded in performance by Racket. To express more domain-specific optimizations, many
DSLs instead generate low-level code, as shown in Figure 1c. Unfortunately, the low-level code
generator can no longer reuse host-language features such as variable binding, and the one-off in-
tegration built for a particular DSL compiler to coexist with the code it generates is usually ad-hoc
and limited.
Figure 1d illustrates our new approach. Starting with the Racket approach in Figure 1b, we re-
place the generated code and runtime functions with Sham implementations—wrien in a lower-
level language that generates low-level code transparently using LLVM. Significantly, our ap-
proach replaces DSL-generated programs with a second level of meta-programming: the DSL now
generates Sham programs, which generate LLVM IR. However, the surrounding levels remain the
same—code is still generated with Racket macros, and the entire system still relies on the Racket
runtime.
is approach has three key benefits. First, it is incremental: a single function can be moved to
Sham without interfering with the rest of the system. Second, it integrates smoothly: by keeping
both the front-end and the underlying runtime, integration can be both closer and simpler than
with a stand-alone program compiled to a different language. ird, it scales to a wide variety of
DSLs: some need only a collection of functions, some need only code generation, and some need
a comprehensive approach. We present examples of all three as case studies in this paper.
We designed Sham to serve two key use cases: writing it directly, as in a runtime function, and
generating it programmatically, as in a macro-wrien front-end. We aim to make both uses of
Sham straightforward, since both are crucial for the high-performance DSL author.
Additionally, to aid the DSL author, Sham comes with a library for automatically defining the
abstract syntax and transformations needed in DSLs. is library define-ast proves its worth in
our most complex case studies, as well as in Sham itself.
To introduce Sham, we begin in Section 2 with a simple example: finite state automata. is
lends itself naturally to a simple macro that generates Sham code, producing a 2x speedup over
the natural Racket implementation.
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Fig. 1. Various ways to build a DSL
Aer describing the details of Sham in Sections 3 and 4, our next case study in Section 5 is a
simple sound synthesizer. Here, the original DSL implementation uses macros to generate func-
tions which call a collection of runtime functions, implemented in Racket. Porting these to Sham
enables us to show the close correspondence between the original Racket code and the new Sham
code. e performance improvement is up to an order of magnitude.
Last in Section 6, our most substantial case study is a new backend for the Hakaru probabilistic
programming system. Using Sham, we replaced an existing Haskell-generating backend and im-
plemented new optimizations with substantial performance benefits. e new system is up to 20×
faster than before.
While Sham is a Racket-embedded DSL and pays close aention to the details of LLVM, our
approach—a dedicated low level DSL, tight and automatic integration, and a flexible representation
of low-level programs, is more general. We anticipate that similar systems would work well in
other DSL-building contexts with distinct backend technology, ranging from Scala to JavaScript
and from CUDA to WASM.
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2 AUTOMATA LANGUAGE
We introduce Sham by building a small language for defining finite state automata. is exam-
ple by Krishnamurthi [11] shows the simplicity and benefits of using Sham to implement high-
performance languages in Racket. We define an automaton in a language that can be compiled to
both Racket and Sham, then compare its implementation generated using pure Racket and using
Sham. To do this, we define a common syntax for finite state automata and implement two macros
for compiling them with Racket and Sham. e similarity between the two macros shows that
Sham is easy to adopt, and achieves much faster performance.
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(define-simple-macro (define-fsa name start (final ...) [state ([input next-state] ...)] ...)
#:with (res ...) (map (λ (e) (if (memq (syntax-e e) (syntax->datum #'(final ...)))
#'true #'false))
(syntax->list #'(state ...)))
(begin
(define (name inp
len)
(start inp 0 len))
(define (state inp
pos
len)
(if (< pos len)
(case (unsafe-vector-ref inp pos)
[(input)
(next-state inp (add1 pos) len)]
...
[else false])
res)) ...))
(a) Compiling through Racket
(define-sham-function (name (inp : rkt-sym*)
(len : i64) : rkt-bool)
(returnˆ (start inp (ui64 0) len)))
(define-sham-function (state (inp : rkt-sym*)
(pos : i64)
(len : i64) : rkt-bool)
(ifˆ (icmp-ultˆ pos len)
(switchˆ (array-refˆ inp pos)
[(rkt-sym input)
(returnˆ (next-state inp (add1ˆ pos) len))]
...
(returnˆ (rkt-bool false))
(returnˆ (rkt-bool res))) ...))
(b) Compiling through Sham
Fig. 2. Comparing two different automata compilers
Let’s look at an example automata fromKrishnamurthi [11], to recognize the languagec(a|d)*r,
which includes words like car, cdr, cadr , cddr, and so on. We want to be able to write it as nat-
urally as possible, like this:
automaton init (end)
init : c -> more
more : a -> more
d -> more
r -> end
end :
Here init is the starting state and (end) are the final accepting states. e state end has no
outgoing transitions.
Our automata language can be expressed as a paern-matching macro in Racket:
(define-fsa name start (final ...) [state ([input next-state] ...)] ...)
is macro define-fsa takes the identifier name for the automaton, the identifier start for the
initial state, the list (final ...) of final accepting states, and then a clause for each state. Each
clause defines a state and its transitions. A transition is a pair of input and next-state. Wrien
in this language, the example automaton above becomes
(define-fsa M init (end)
[init ([c more])]
[more ([a more]
[d more]
[r end])]
[end ()])
We give the automaton a name M, an initial state init, and a list of final accepting states (end).
Our implementation takes as an input a vector of symbols storing the word we are trying to
match, and produces true or false as an output to indicate success or failure. Like Krishnamurthi
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[11], we implement this language by defining mutually recursive functions: for each state, we
define a function, and for each transition, the old state makes a tail call to the new state. ese
functions take the input vector, the current position in the vector, and the total length of the vector,
and do case analysis for each transition and call the function for that transition. When compiling
through Racket, we want the function for more to look as follows:
(define (more inp pos len)
(if (< pos len)
(case (unsafe-vector-ref inp pos)
[(c) (more inp (add1 pos) len)]
[(a) (more inp (add1 pos) len)]
[(d) (end inp (add1 pos) len)]
[else false])
false))
To compile via Racket, we write a macro, shown in Figure 2a, which iterates over the states
and builds mutually recursive functions. We use Racket’s syntax-parse [3], which can match
the automaton program directly against the language syntax paern above. e final result res
of each state bound with #:with syntax computed by a λ function, taking as input a state e,
produces true or false depending on whether it is in the final list or not. Inside the function
we define for each state, we build a case clause for each transition. We also generate a top-level
function name for calling start state with initial inputs.
When compiling through Sham, the same function becomes the following Sham definition:
(define-sham-function
(more (inp : rkt-sym*) (pos : i64) (len: i64) : rkt-bool)
(ifˆ (icmp-ultˆ pos len)
(switchˆ (array-refˆ inp pos)
[(rkt-sym c) (returnˆ(more inp (add1ˆ pos) len))]
[(rkt-sym a) (returnˆ(more inp (add1ˆ pos) len))]
[(rkt-sym d) (returnˆ(end inp (add1ˆ pos) len))]
(returnˆ(rkt-bool false)))
(returnˆ(rkt-bool false))))
To compile through Sham, the first step is to determine the types. Because we are using symbols
as the transition input, we use the type provided by Shamwhichmirrors Racket’s symbols in lower
level. Sham’s types closely reflect the type system of LLVM and also provides various types for
Racket values. For the vector, we choose the type rkt-sym*, which is a pointer to an array of rkt-
sym. Sham also provides utility functions to easily convert between Racket values and Sham values
so we can convert a Racket vector of symbols to Sham’s array using rkt-array-from-vector. e
last input is the length of the array. As we have no way to figure out the total length from a pointer,
we include this extra argument in both the Racket and Sham implementations. Once we know the
types, we add them to the function signature in a simple syntax Sham provides for defining a
function.
(define-sham-function
(name (inp : rkt-sym*) (pos : i64) (len : i64) : rkt-bool)...)
e complete compiler through Sham, shown in Figure 2b, only requires changes as expected
for a lower-level language. Racket’s if changes to Sham’s ifˆ, and case changes to switchˆ. We
change the unsafe-vector-ref to array-refˆ, which does pointer arithmetic and then a load.
We also have to provide explicit types for immediate integers like (ui64 0). When compiling an
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(define-sham-function
(init (inp : rkt-sym*) (pos : i64) (len: i64) : rkt-bool)
(ifˆ (icmp-ultˆ pos len)
(switchˆ (array-refˆ inp pos)
[(rkt-sym c) (returnˆ(more inp (add1ˆ pos) len))]
(returnˆ(rkt-bool false)))
(returnˆ(rkt-bool false))))
automaton, the identifier input in Figure 2b is a Racket symbol. But inp in the generated code is
a Racket vector that stores symbols in Sham’s representation, so we write a function rkt-sym to
convert a Racket symbol to a Sham value.
Calling this macro on an automaton builds a collection of mutually recursive Sham functions de-
fined using define-sham-function. is constructor only builds the syntax for Sham functions;
they are not compiled yet. Compiling these functions in Sham requires an explicit step provid-
ing control over the compilation to the DSL writers. Sham compiles a set of functions together
in a module. Invoking define-sham-function defines a function and aaches it to the module
specified in the current-sham-moduleparameter. Once we have defined all the functions, we can
compile the module by calling compile-sham-module!. Aer compilation, our sham-appoperator
can call a function from the current module. is looks up the compiled form of that function and
feeds it the given input values aer converting them using Racket’s FFI library.
Sham also provides ways to tune functions and specify module level optimizations. In this
case we make use of function level inline aribute and an inliner module pass to inline all the
functions into the top level entry point. We provide more information about optimization options
in Section 3.4.
3 SHAM
In this sectionwe give a detailed overview of the Sham language interface and provide details about
its implementation in Racket. Sham is a language designed for implementing high-performance
DSLs in Racket. It is statically-typed similar to C and JIT-compiled using the LLVM toolchain,
providing greater performance than what pure Racket code can achieve.
Sham is also an embedded language in Racket built using Racket’s macro system and its FFI
library. Sham provides functions and macros to construct its syntax structures and compiles at
runtime. e functions compiled using Sham are just like normal Racket functions. Sham syntax
structures are first-class Racket objects and constructed and combined using Racket expressions.
Not only can the programmer call literal Sham constructors directly, they can also use Racket
values to build specialized Sham code.
We use the init function from our automaton example in Section 2 to explain the Sham lan-
guage. e Racket expression below builds Sham syntax for a function bound to the identifier
init.
3.1 Expressions
A Sham expression, similar to C expression, is a part of Sham function or statement and compiles
to a piece of code that produces a value. Sham expressions are first-class objects in Racket, con-
structed using Racket functions andmacros provided by Sham. First-class property allows separate
construction in different locations and later combined together. We begin with a small expression
from our init example.
(more inp (add1ˆ pos) len)
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is builds a Sham application whose operator is the Sham function more and arguments are
inp, (add1ˆ pos), and len. Defining the Sham function more using define-sham-function also
binds it as a Racket function that creates a Sham application expression when applied to Sham
expressions. e Racket function call (add1ˆ pos) produces (add pos (ui64 1)), where add is
a Sham operator for building integer addition and ui64 creates integer literals.
An abbreviated grammar for Sham expressions is:
expr ::= identifier
| (identifier expr . . .)
| (appˆ rator expr . . .)
| (letˆ ((identifier expr type) . . .) stmt expr)
| (gepˆ expr expr . . .)
| (loadˆ expr)
| (ui64 integer type)
| (si64 integer type)
. . .
e simplest expression is a variable, which may be a function argument, a letˆ variable, or a
mutable variable. A letˆ expression can bind multiple Sham variables in parallel; each variable
has a name, an initial value, and also a type. Racket’s syntax system tracks Sham variables and
makes them available as Racket identifiers bound to Sham syntax. Sham expressions compile down
to LLVM instructions and thus some directly correspond to specific LLVM IR, as with gepˆ (“get
element pointer”) which performs pointer arithmetic, and loadˆ which reads from an address.
Sham has four different types of operators for building application expressions.
rator ::= identifier
| (intrinsic symbol type)
| (external symbol symbol type)
| (racket symbol racket-value type)
An identifier bound by define-sham-functioncan directly build a function application. LLVM
intrinsics like log, sin, and trunc require their type specification. We can also use a function
from a shared library by giving the external constructor the name of the library, the name of the
function, and its type signature. Similarly, the racket constructor allows Sham’s compiled code
to call any Racket function. is powerful feature lets us switch back to Racket for parts of our
DSL that are not yet compiled using Sham or that don’t not need Sham. is makes it easier to
incrementally port functions to Sham while keeping the rest of the implementation unchanged,
whereas compiling a DSL using an external language would require extra boilerplate code at each
application.
Because each Sham syntax constructor is a normal Racket function, we can mix Racket and
Sham seamlessly. us, we can build expressions for a complex DSL on the fly based on Racket
values. One such example is to build a power function for a specific exponent n.
(define (build-pow x n)
(if (= n 0) (ui64 1)
(mul x (build-pow x (- n 1)))))
Here x is a Sham expression, n is a Racket number, and mul builds a multiplication in Sham. us,
we use Racket to build a Sham AST with many multiplications. For example, the Racket call
(build-pow x 3) builds the Sham expression (mul x (mul x (mul x (ui64 1)))) for cubing x.
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3.2 Statements
Like C, Sham syntax not only has expressions but also statements. A statement represents an ac-
tion executed for its side effect. Like expressions, statements in Sham are also first-class Racket
values. To explain Sham statements, we look at one from our running example of the init func-
tion.
(ifˆ (icmp-ult pos len)
(switchˆ (array-refˆ inp pos)
[(rkt-sym c) (returnˆ (more inp (add1ˆ pos) len))]
(returnˆ (rkt-bool false))
(returnˆ (rkt-bool false)))
Whereas if is Racket syntax, ifˆ is a syntax for building Sham statement from a Sham expres-
sion (the condition) and two Sham statements (the “then” and “else” branches). us, as we have
seen, we sometimes use caret ˆ to distinguish Sham syntax from Racket.
Along with Racket syntax for generating Sham AST we also provide constructor functions
which take syntax values as input arguments. For example, switchˆ is a macro whose syntax
is analogous to Racket case, whereas the constructor for switch takes an expression (scrutinee),
a list of expression-statement pairs (cases), and a statement (default). e macro is helpful when
writing switch statement directly and the function is helpful for programmatically building case
statements.
stmt ::= expr
| (blockˆ stmt . . .)
| (svoidˆ)
| (returnˆ expr)
| (whileˆ expr stmt)
| (ifˆ expr stmt stmt)
| (set!ˆ var expr)
| (switchˆ expr (expr stmt) . . . expr)
. . .
Sham has the usual statements expected in a lower-level language. An expression used as a state-
ment for its side effect could be an application of a function performing series of actions. whileˆ
and ifˆ statements are similar to those in C. e set!ˆ statement is analogous to C assignment
statement and mutates local variables introduced by functions and let expressions.
3.3 Functions
Sham provides twoways (define-sham-functionand sham-function)of creating functionswith
Racket macros. Both macros create Sham syntax for a function, but define-sham-function in
addition binds the function name to the created syntax and registers the function in the current
global module. Racket identifier bound using define-sham-function performs the task of con-
taining Sham syntax, constructing Sham application nodes and later looking up the compiled form.
It is both a Racket value containing the Sham syntax, as well as a Racket procedure that creates a
Sham application expression when applied to other Sham syntax values. Our previous automata
example in Figure 2b shows the function more (more generally next-state) directly building a
function application when applied to Sham expressions.
(define f (sham-function (identifier (identifier : type) . . . : type) stmt))
(define-sham-function (identifier (identifier : type) . . . : type) stmt)
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(define fmd (sham-function-metadata #:attributes '[always-inline]))
(define (build-mores len)
(define names (for/list ([i len]) (format-symbol "more-˜a" i)))
(cons
(sham-function #:md fmd
(,(list-ref names (sub1 len)) (inp : rkt-sym*) : rkt-bool)
(switchˆ (array-refˆ inp (ui64 len))
[(rkt-sym r) (returnˆ (rkt-bool true))]
(returnˆ (rkt-bool false))))
(for/list ([i (in-range (sub1 len))]
[name names]
[next (cdr names)])
(sham-function #:md fmd (,name (inp : rkt-sym*) : rkt-bool)
(switchˆ (array-refˆ inp (ui64 len))
[(rkt-sym a) (returnˆ (appˆ next inp))]
[(rkt-sym d) (returnˆ (appˆ next inp))]
(returnˆ (rkt-bool false)))))))
Fig. 3. Generating a series of Sham functions
(define-current-sham-env pow-module)
(define-sham-function (pow (x : i64) (n : i64) : i64)
(ifˆ (icmp-uleˆ n (ui64 0))
(returnˆ (ui64 1))
(returnˆ (mulˆ x (pow x (sub-nuwˆ n (ui64 1)))))))
(sham-jit-compile! pow-module #:opt-level 3)
(sham-app pow 2 10)
Fig. 4. A complete example of using Sham
e sham-function macro provides a way for creating functions at local context. is con-
structs a function syntax object locally and needs aaching to a module for compilation. We
can also unquote the name of the function in sham-function to dynamically specify function
names. For example, the code in Figure 3 uses sham-function to manually generate Sham func-
tions named more-0, more-1, . . . , to match the language (ad)len−1r for a specified len. As this code
illustrates, the macro sham-function requires the name of a function, the names and types of the
arguments, the return type, and a function body statement. Optional aributes aached using
#:md keyword argument are extra information required for specific optimizations. For example,
always-inline above instructs LLVM to always inline the function.
3.4 Modules and Compilation
A module is the smallest unit of compilation in Sham, consisting of function definitions, type
definitions and mutable variables. All the functions compiled together in the same module can
refer to each other by name, as well as to any type defined in the module, providing support for
defining mutually-recursive functions and providing more optimization opportunities.
Figure 4 shows a full example of using Sham, demonstrating not only the language for writ-
ing low-level code, but also operations to control the compilation of defined code. Here define-
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current-sham-env is syntax for specifying an environment for Sham compilation: when defining
a function using define-sham-function it is by default added to the module stored in the current
environment unless otherwise specified. Specifying a module explicitly gives more control and is
useful in case of multiple modules defined together.
e function sham-jit-compile! compiles all the functions defined in a module. It takes an
environment and an optional optimization level using the #:opt-level keyword argument. e
optimization level is similar to -O1, -O2, -O3 in C compilers. e programmer can also exert finer
control over the compilation and optimization by running a specific pass from the LLVM’s pass
library on the module.
Aer compiling a module, we can look up the compiled version of a function either by name or
using the identifier with sham-lookup-function. Sham also provides default wrapper for these
raw compiled functions as Racket functions: Racket’s FFI library allows us to wrap a C-level func-
tion into a Racket function by providing the input types and return type. Once compiled sham-app
can apply these functions to Racket values of corresponding types. Moreover, it is possible to get
the raw pointer address of a compiled function, which is useful when we are defining a different
module and we want to call the previously compiled function without incurring the overhead of
calling through Racket.
3.5 Language Syntax
Sham comes with a small DSL for defining Racket’s structure types for storing syntax trees useful
for general DSL implementations. is small language can define S-expression syntax in a human-
friendly format. e language syntax expands to generate Racket structures removing boilerplate
code. Along with defining Racket structure types, it can also generate prey-printing and map
functions.
An AST of a language is a set of groups, with each group consisting of multiple nodes—either
productions or terminals. Definition of production nodes use paerns similar to Racket’s syntax
paerns.
(define-ast LC
(expr [lambda ((x:expr.sym ...) body:expr)]
[letrec (((ids:expr.sym vals:expr) ...) body:expr)]
[app (rator:expr rand:expr ...)]
[n #:terminal number?]
[sym #:terminal symbol?]))
is define-ast construct defines the syntax of a language. It requires a name for the language
and a set of AST groups (like expressions, terminals and statements). A group consists of nodes
each building a Racket structure type. Production nodes have variables storing either a single
syntax value or a list of values. Optionally, we concatenate a group type with a colon and node
type with a dot in front of a variable. e above example produces following result for the letrec
node:
(struct expr-letrec expr [ids vals body])
is defines a Racket struct expr-letrec with expr as its parent structure. is structure has
three fields: ids (a list of sym), vals (a list of expr), and body (a single expr).
e language specification can also build map functions to traverse over the generated AST
structures shown in Figure 5. We make use of generic methods for Racket structures to implement
an overloaded method for each node. Generic methods for structures in Racket lets us define a
function with same name but different definition for each node. Figure 6 shows an example of
using the map-expr generic method to implement a constant folding pass for + and * applications.
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(define-generics exprg (map-expr f-expr exprg))
(struct expr-letrec expr (ids vals body)
#:methods gen:exprg
((define (map-expr f-expr exprg)
(match-define (expr-letrec ids vals body) exprg)
(expr-letrec (map f-expr ids) (map f-expr vals) (f-expr body)))))
Fig. 5. Code generated by define-ast for letrec production
(define (constant-fold e)
(match (map-expr constant-fold e)
[(expr-app (expr-sym '+) `(,(expr-n v) ...))
(expr-n (apply + v))]
[(expr-app (expr-sym '*) `(,(expr-n v) ...))
(expr-n (apply * v))]
[e e]))
Fig. 6. Constant folding using map-expr
is constant-fold function takes an expression and recursively folds sum and multiply oper-
ations over constant values. To achieve this we call the map-expr generated by Sham with the
function (constant-fold) and the input expression. In the body we use Racket’s match operation
to paern match on the result of map-expr. We match for application nodes where the operator is
either + or * and all the operands are numbers. e paern (list (expr-n v) ...) makes sure
all of the operands are of form expr-n and binds v to the list of numbers. We then apply either
sum or multiply to the list of numbers and then wrap them in expr-n syntax construct. e match
body only needs to perform constant folding at one level and map-expr recursively applies it on
the whole tree.
Prey printing methods print the AST values according to the paern defined in the specifica-
tion. is helps focus on only the important parts of syntax values when analyzing values while
implementing the DSL compiler.
We define Sham’s AST itself using define-astand also provide it as a library for other language
developers to use. We also use it in implementing our example language Hakaru in Section 6..
4 SHAM’S IMPLEMENTATION
Sham’s goal is an easy to use library for implementing high performance just-in-time compilers
for DSLs wrien in Racket. To achieve this we focus on the following implementation ideas.
• A library for an alternate compiler without any modifications to Racket’s language imple-
mentation. We achieve this by making use of the FFI library and syntax utilities provided
by Racket.
• Multiple compatible interfaces for ease of use in both programmatic code generation and
handwrien code. We provide this by making use of define-ast and Racket’s language
building libraries.
• Separating LLVM library interface and a sufficiently higher level intermediate language
for compilers. We achieve this by dividing our implementation in two major sections.
• Competent interface for interacting with Racket. We make use of Racket’s FFI and embed-
ding support for providing this interaction.
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We expand on these ideas and their incorporation in the following subsections.
4.1 Pure Racket library
One big reason for the popularity of a library is its ease of use. Requiring changes to a language
runtime increases friction. Sham provides a complex alternate compiler library without requiring
any changes to Racket. is is possible due to the features Racket provides by default to its users
for building language extensions. is means installing Sham is only a single command away and
we do not have to maintain a separate implementation of our host language Racket.
4.2 User interface
Sham provides two interfaces for writing programs, one aimed for code generation and the other
for human writing low-level code by hand. A DSL implementation consists of both a code gener-
ator and a language library of standard functions and data structures. In a high-performance DSL
implementation that compiles using a low-level language, the library—unlike the code generator—
is usually implemented in C and linked at compile time. is approach disconnects the library
from the compiler and invites code duplication. To improve this situation, Sham provides not only
a functional interface for code generation but also a syntactic interface. Using Sham, the compiler
implementer can write all the code without leaving Racket, keeping the code base concise and also
improving performance optimizations like inlining.
Sham’s AST is itself built using the define-ast form and comes with all the features described
in Section 3.5. is includes the availability of functional constructors for Racket structures, pat-
tern matching on language constructs, and traversing and mapping operations.
Sham follows Racket’s design of using macros to expand complicated forms to a set of core con-
structs. For example, the core construct for constructing a Sham function is sham:def:function,
which requires a name, type, and body statement. is form is simple and concise but tedious to
use. To ease the tedium, Sham also provides sham-function, which expands to the correct func-
tion type constructor, binds functions arguments in the body, and stores the name of the function
in language syntax. A higher-level form define-sham-function expands to sham-function and
moreover registers the functions to the current global environment for compiling and defines a
Racket value that can be directly used to create Sham application syntax. ese syntax forms at
different levels of detail provide the user with a choice at each use site. Also, Sham’s syntax macros
conveniently provide constructs that combine the definition, compilation, and invocation of a set
of functions. e details are kept usually implicit using thread-local parameters but still available
in core constructions if required.
4.3 Distributing complexity
e Sham language described in Section 3 compiles to LLVM in two separate major steps. First,
Sham is lowered to a language representing LLVM IR in Racket. Second, LLVM’s C library is used.
is separation of concerns not only distributes the complexity of implementing Sham but also
provides the LLVM IR as another target language besides Sham.
Sham’s LLVM IR. LLVM’s original C-API is an imperative builder interface that requires a user
to maintain state and build a module by calling provided C functions to add instructions one by
one. is is a tedious and error-prone process duplicated across multiple implementations of DSLs
targeting LLVM. To reduce this duplication, and also to simplify Sham’s design, we designed a
language that constructs LLVM IR in memory. is language serves as a target for Sham.
is language closely mirrors LLVM’s IR and provides a functional interface to LLVM’s C-API.
Building LLVM IR in memory also removes disk IO when compiling at runtime. As with Sham’s
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(define-sham-function
(name (inp : rkt-sym*) (pos : i64) (len : i64) : rkt-bool)
(labelˆ state
(ifˆ (icmp-ultˆ pos len)
(switchˆ (array-refˆ inp pos)
[(rkt-sym input) (set!ˆ pos (addˆ pos (ui64 1)))
(label-jumpˆ next-state)]
...
(returnˆ rkt-false))
(returnˆ res))) ...)
Fig. 7. Automata compiled using LLVM basic blocks and jumps
language syntax, this language is also implemented using define-ast and provides similar inter-
face for generating language terms.
Compiling to LLVM IR. Sham contains language constructs that are not available as LLVM IR
instructions and that compile to a series of LLVM instructions. Constructs requiring lowering
to multiple instructions include nested expressions and statements, function-local variables and
assignments, and referencing fields in a structure.
Each instruction in LLVM IR is in static single assignment (SSA) form and thus variables cannot
change their values. We compile Sham variables not to LLVM variables but to LLVM stack ref-
erences, and then optimize the loads and stores using LLVM’s optimization pass for global value
numbering. is approach allows us to not worry about phi nodes in SSA form and still have com-
plex branch instructions. We similarly handle the complexity of compiling function arguments
and let-bound variables to LLVM IR. We also need to flaen expressions and statements in Sham
for compiling to LLVM IR, and convert while and if statements to LLVM basic blocks and jumps.
Directly constructing LLVM IR. Sham implements its constructs on top of LLVM IR, but the use of
basic LLVM operations is also sometimes needed. Instead of adding all the LLVM IR operations to
Sham, we designed the two languages to work together by allowing higher-level Sham to embed
the LLVM representation (similar to assembly blocks in C). is way, we keep the best of both
worlds without overly complicating either of these languages. Figure 7 illustrates this embedding
by using low-level basic blocks and jumps to implement our cadr automata from Figure 2. Here
labelˆ creates a basic block named state, and label-jumpˆ jumps to the basic block named
next-state. is definition would replace the uses of define-sham-function in Figure 2b.
e code generated by Figure 2b is simple enough for LLVM to optimize the tail calls to di-
rect jumps automatically. e resulting code is similar, though not identical, to that generated
by Figure 7, with no measurable runtime performance impact. However, in more complex cases,
where LLVM’s optimizer may be less successful, directly constructing jumps offers the ability to
ensure that the desired low-level behavior is achieved.
4.4 Interacting with Racket
Sham provides an extended set of types and functions for interacting with Racket at runtime. Sham
implements this interaction with the Racket virtual machine using Racket’s FFI library and internal
functions provided for embedding support. Coexistence of low-level code compiled through LLVM
with Racket values and functions allows the language designer to implement only part of their
compiler in Sham and get performance benefits from LLVM. Sham provides flexible support for
, Vol. 1, No. 1, Article 1. Publication date: January 2020.
1 Rajan Walia, Chung-chieh Shan, and Sam Tobin-Hochstadt
three aspects of this coexistence; how best to use these options depends on DSL requirements,
which vary by a great deal in different implementations.
Communicating values with Racket. Running Sham code inside Racket runtime alongside Racket
functions requires interchanging of data at boundaries of Sham and Racket. Sham provides three
ways to support this, and depending on situation any of these can be favorable to performance.
• Converting Sham’s return values to Racket values and Racket inputs to Sham by copying
to a different memory format.
• Using wrapper functions to access parts of complex data structures without copying.
• Using the same memory layout on both sides and internal support to access parts of data.
For example, if we are only going to access the fields of a structure once or twice, it is beer
to avoid the upfront cost of converting the whole structure and just use the wrapper functions,
whereas if the returned value will be inside Racket code a lot, it is beer to convert the whole
structure once. Also, converting the whole structure is not feasible in the presence of mutation of
field values.
Sham uses Racket’s internal functions to access Racket values inside lower-level code compiled
using Sham. Racket runtime provides these functions for constructing Racket data structures
so there is no extra overhead for using them in Sham. ese include functions for constructing
data structures like scheme_make_pairand scheme_make_struct_instance. Sham also provides
built-in support for major Racket data types like symbols, lists, and booleans as more complicated
Sham data types. is allows the user to access these values directly without worrying about the
conversion when calling Sham functions.
Sham users can also use Racket’s low-level memory API to allocate and use memory managed
by Racket’s garbage collector. is allows the freedom to either use a garbage collector or man-
age memory manually. Racket’s garbage collector can also manage the values returned by Sham
functions if needed. is variety of options allow Sham users to choose methods suitable for their
language implementation.
Calling Sham from Racket. Sham’s lower-level LLVM IR compiles functions to raw pointer ad-
dresses, and the higher-level API provides functionality for wrapping these functions into Racket
functions. By overridable default, these wrapped functions automatically convert values based
on their types. Using some advanced features of Racket’s FFI library, this conversion includes
automatic allocation for output pointers, calculation of function arguments like array length, and
aaching deallocator to returned values.
Calling Racket from Sham. ere are two ways to call Racket functions from inside Sham, ei-
ther by using an application expression with the racket operator introduced in Section 3.1, or by
declaring a function at module level. Both of these options require a full type of the Racket func-
tion for converting values at the boundary. is makes it easier to start using Sham with parts of
implementation still in Racket and also provides a simple way to debug lower-level code.
5 SYNTH
In this section we demonstrate howwe can incrementally port a Racket DSL to use Sham and get a
high-performance implementation. We use an example of a small DSL for sound synthesis (Synth)
and show the performance improvements obtained by using Sham.
Synth is a language for generating sound from a sequence of music notes and drum paerns.
Figure 8 shows an example of a sound defined using Synth. In Synth a sound is a list of audio
samples generated using a specification of signals. Synth is a small language which deals with
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(mix (sequence sine [#f (chord C 3 3 major)])
(sequence sawtooth [(D 3) (F 2)])
(drum #:repeat 8 (O #f #f #f X #f #f #f)))
Fig. 8. An example signal wrien in Synth
generating sound as a list of numbers (audio samples), while Racket is really good at providing
an interface for creating such a language. Its virtual machine lacks in options for optimizing for
programs generating large arrays of numbers. We show how we used Sham to only change parts
needing performance improvements while keeping the rest of code unchanged and thus having a
high-performance implementation along with using the advantages of Racket’s language building
ecosystem.
5.1 Original implementation
We start with the original implementation of Synth from [23]. is implementation parses the au-
dio signal specification using Racket’s syntax macros and expands it directly into Racket functions.
It generates the audio sample and saves it into a file in wav format. e generated audio samples
in the form of list of numbers combine and mix together based on the specification. Each signal
function generates a list of samples by using wave generators or combining sub signals.
5.2 Improved implementation
We improve upon the original implementation by staging our evaluation and preallocating the
final vector. In the original implementation every time we generate samples for a note and create
a sequence we allocate a new array. Mixing signals combines the values of two arrays to generate
a new array containing the result. is allocation of arrays for every operation costs a lot of time.
To remove the overhead of allocation we preallocate the final vector to store the result. e
complete song specification is usually small thus calculating total samples causes no performance
overhead but improves overall performance by not allocating multiple arrays.
Although preallocating gives us a nice boost in performance, we want to think one step further
and compile the synthesis code specialized for the given song at runtime. To achieve this we need
to perform our synthesis in two stages. We emulate this staging in Racket itself where we first
calculate the number of samples, note frequencies and generate closures which takes a vector as
an input. We then apply the generated closure on our preallocated vector to produce the final
result. Finally we go through the vector again to compute the signals for wav format.
5.3 Just-in-time compilation
We use Sham to further improve the performance of Synth by compiling performance critical
parts of the improved implementation. Sham can be easily used for only some parts while keeping
the rest unchanged. us we focus on the most performance-critical functions, including those
computing signal values, combining sound sequences, etc.
We look at the modifications required to use Sham by comparing the implementation of one
of the wave generator (sawtooth). e original implementation of sawtooth is in Figure 9a; we
transform it into Sham function shown in Figure 9b. From a quick glance we can see that both
of these are similar to each other, we just have to provide more information in Sham version. It
requires explicit types for function arguments, explicit type coercions and even immediate values
like 1.0 need to have an explicit type. Another difference is that Sham distinguishes expressions
from statements and requires an explicit return.
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(define (sawtooth-wave freq x)
(let ([period (round (/ (sampling-frequency) freq))]
[period/2 (quotient period 2)]
[x* (exact->inexact (modulo x period))])
(- (/ x* period/2) 1.0)))
(a) Generator through Racket
(define-sham-function (sawtooth-wave [freq: f32] [x : i32] : f32)
(let ([period (riˆ round.f32 f32
(fdiv (fl32 (exact->inexact (sampling-frequency))) freq))]
[period/2 (riˆ trunc.f32 f32 (fdiv period (fl32 2.0)))]
[x* (frem (ui->fp x (etype f32)) period)])
(return (fsub (fdiv x* period/2) (fl32 1.0)))))
(b) Generator through Sham
(c) Sawtooth wave generator through Racket and through Sham
e biggest difference between two is that one is a Racket function whereas the other is a Sham
AST. Functions fsub and fdiv generate ASTs using the given arguments, just as return creates
an AST for returning. We therefore separate generation, compilation, and execution of Sham code.
In the Sham version of the sawtooth wave generator, we can see three variables bound by
Racket’s let. ey bind Racket-level variables to Sham ASTs, rather than creating an AST for
Sham’s letˆ. Another important thing to note is that (exact->inexact (sampling-frequency))
is a Racket expression which is converting the sampling frequency to a double. is is different
than other expressions as we are calling a Racket function to calculate a number and then using
that number in our code generation. It shows how we can combine Racket expressions with Sham
expressions when constructing Sham AST.
Sham is a low level programming langauge efficient at crunching raw numbers, while Racket
is good at syntax macros and paern matching on lists. In our improved implementation we
separate the execution in two parts, the first doing paern matching on lists to compute signal
frequencies and note values and the second to calculate signal values. e first step runs once for
a small amount of total time, whereas the second part has tight loops which run for significant
amount of total time. is means even implementing the second part in Sham improves the overall
performance drastically. Implementing only the performance-critical parts of a language in a low
level language provides major performance improvements with less effort.
Sham also provides options to optimize the generated code—we use these tuning parameters
to inline small functions and embed array addresses into the generated code. is makes use of
information only available at the time of generating Sham codewhen compiling for a specific song.
5.4 Performance
We compare the two implementations of Synth language, the improved Racket implementation,
and the high-performance just-in-time compiled implementation using Sham. We find that the
Sham implementation is orders of magnitude faster than the original implementation.
We measure the runtime for three songs in Figure 10, omiing Racket startup time and disk I/O.
Here the total time for the Sham implementation is the sum of columns Sham compiletime and
Sham runtime. e Sham implementation is more than 5× faster in every case. Additionally, the
cost of compilation is re-gained by the benefits of optimization.
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Fig. 10. Run time of Synth language benchmarks using the pure Racket implementation and the new Sham
implementation. Some standard errors are too small to show.
6 HAKARU
In this case study we use Sham as the backend code generator of a probabilistic programming lan-
guage, and implement a baery of optimizations that are low-level yet domain-specific by taking
advantage of functions generated using define-ast. Sham helped us to achieve speed-ups by at
least one order of magnitude, compared to an old backend that emied Haskell code and compared
to hand-tuned, specialized Java code.
e probabilistic language Hakaru [26, 18] expresses computationally intensive sampling algo-
rithms at a high level, especially those that iterate over large arrays. Initial compiler passes use
symbolic mathematics [25] to turn the high-level description of an algorithm into a side-effect-free
program with nested loops over numerical arrays. e laer program, in the Hakaru IR language,
is optimized and compiled to machine code using Sham.
6.1 Compilation framework
We define the AST of Hakaru IR using define-ast, which represents side-effect-free programs
with nested loops over numerical arrays. Figure 11 shows how we use Sham to write grammar
productions easily. We define the syntax of Hakaru IR by a grammar with three nonterminals:
expr (expression to produce a value), reducer (reducer to produce a histogram), and pat (paern
(define-ast hakaru
(expr [val (type v)]
[if (type tst:expr thn:expr els:expr)]
[app (type rator:expr rands:expr ...)]
[bucket (type s:expr e:expr r:reducer)]
[match (type tst:expr branches:expr ...)]
[branch (p:pat body:expr)]
[intrf (sym)]
[var (type sym info)])
(reducer [(index (n:expr i:expr a:reducer))]
[(nop ())])
(pat [(pair (a:pat b:pat))]))
Fig. 11. Hakaru IR AST defined using define-ast form from Sham (excerpt)
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(create-rpass
(expr
[(expr-app ta (expr-intrf 'index)
`(,(expr-app t (expr-intrf 'array-literal) contents)
,(expr-if t chk (expr-val 'nat vthn) (expr-val 'nat vels))))
#:when (< (length contents) 5)
(expr-if t chk (list-ref contents vthn)
(list-ref contents vels)]
[(expr-app ta (expr-intrf 'index) `(,(expr-var tv vv info) ,ind))
#:when (and (list? tv) (is-constant-type? (second tv)))
(expr-val ta (get-constant-value (second tv)))]
[(expr-app ta (expr-intrf 'index)
`(,(expr-app t (expr-intrf 'constant-value-array) `(,size ,content)) ,ind))
content])
(reducer)
(pat)))
Fig. 12. An optimization pass on Hakaru IR, defined by boom-up rewriting rules (excerpt)
to match against and bind variables). Figure 11 shows a selection of grammar productions for
Hakaru IR.
e built-in operators and looping constructs just introduced are the locus of our compiler
optimizations. We express these optimizations using the structure definitions, paern-matching
macros, and combinators generated by define-ast from the grammar above. e forms create-
pass and create-rpassdefine top-down and boom-up rewriting rules by non-exhaustive paern-
matching. We construct these macros using the map operation generated by define-ast. Figure 12
shows three boom-up rewriting rules for array access. e first rule rewrites an indexing expres-
sion from a[if e0 then e1 else e2] to if e0 then a[e1] else a[e2] where a is a literal array. e other
two rules simplify indexing into an array with values known at compilation.
6.2 Domain-specific optimizations
Wemake use of functions generated by define-ast to transform the AST ofHakaru IR in optimiza-
tion passes. ese optimization passes are worth their while because the typical Hakaru program
is short but computationally intensive: the end application may need to execute the same screenful
of code for seconds or hours. eir implementation becomes more concise and maintainable by
using AST constructors and generic map combinator, especially when Hakaru syntax evolves.
Our most important transformations on Hakaru IR are conversion to A-normal form and loop-
invariant code motion (LICM). LICM is especially profitable in this domain because the initial IR
contains many loop-invariant subexpressions that are themselves loops; for example, normalizing
an array means dividing each element by the sum of all the elements. Since Hakaru IR is pure, we
know that our compiler preserves semantics as it performs LICM aggressively.
Aer transforming Hakaru IR, we lower Hakaru IR into Sham and perform additional optimiza-
tions there. During lowering, we fuse together loops that iterate over the same index bounds and
take the same scope. Fusion during lowering is easy to implement because the source language
Hakaru IR is side-effect-free whereas the target language Sham supports mutating the accumula-
tors of multiple fused loops.
, Vol. 1, No. 1, Article 1. Publication date: January 2020.
Sham: A DSL for Fast DSLs 1
0 200 400 600 800
Sham backend
Sham without specialization
Previous Haskell backend
MALLET
25
31
753
212
Update time in ms
Fig. 13. Run time per Gibbs update in the topic model
Another optimization we perform on Sham IR is to specialize the runtime-generated code to
input sizes and array addresses. is optimization is especially profitable because the sampling al-
gorithms we target (Markov Chain Monte Carlo) spend most of their time traversing large arrays
of the same size many times. us we allow the user to provide binding-time information such as
static size for array arguments or even static value, and we propagate such static data to intermedi-
ate arrays. anks to the fact that Sham compiles LLVM at runtime, the application can wait until
input arrives to specialize the compilation with such static data, and doing so is profitable because
the resulting machine code is computationally intensive. We give LLVM constant-size array types,
such as [10 x i64] rather than i64*, to help it unroll loops. In the common case where constant
propagation renders the size of an intermediate array static, we even allocate the intermediate ar-
ray before LLVM compilation and inline its pointer address into the generated code, thus reducing
the total register pressure.
Sham helps us implement all the optimizations above with ease and less boilerplate code. And
we need is to implement the optimizations in our own domain-specific seing, instead of rely-
ing on the compiler of a general-purpose language, because the profitability and safety of the
optimizations are hard to establish in a general-purpose language: many loops run quickly, and
expressions may have side effects. In contrast, most of our loops iterate over large arrays of fixed
size, and Hakaru IR has no side effects.
6.3 Performance
We evaluate our backend on the collapsed Gibbs sampling algorithm [14, 13] for the Dirichlet-
multinomial Naive Bayes topic model [15, 21], comparing four implementations:
• our compiler backend based on Sham,
• our compiler backend without runtime specialization,
• a previous Hakaru backend that emits Haskell code by a straightforward traversal of
Hakaru IR aer LICM,
• MALLET, a specialized system for statistical natural-language processing whose handwrit-
ten code we configured to carry out the same sampling algorithm.
Because these are implementations of the same collapsed Gibbs algorithms, the generated samples
are similar in accuracy and log-likelihood, so we omit those comparisons and focus on running
time. is benchmark uses the 20 Newsgroups corpus [10]. We hold out 10% of the classifications
and infer them. All benchmarks ran on a 6-core AMD-Ryzen 5 with 16 GB of RAM and Linux 4.15.
We used Racket 6.12, LLVM 5.0.1, and GHC 8.0.2.
Figure 13 plots the time it takes for each system to compute a single Gibbs update. e results
show that code generated by the Sham backend is an order of magnitude faster compared to code
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Table 1. Comparison of systems for dynamic generation of low-level code
Sham LMS Terra
Target LLVM Scala/C/OpenCL/Cuda C/LLVM
Primitives Functions and Macros Type based overloading Special syntax
Value Conversion Explicit cast Optional cast Automatic conversion
Complex data types C-style structure types Scala data structures C-style structure types
Compiling staged code Compile in modules Explicit boilerplate code Compiling functions
Memory operations Pointers, malloc, free Scala level operations Pointers with Lua’s GC
Syntactic forms Racket macros Overloaded if, match, etc. terra, quote keywords
Stage polymorphism No (not wanted) Type-directed overloading No
Transform ASTs Yes No No
Portability Specialized to LLVM Backend agnostic Tied to Clang
Compilation Compiles at runtime Outputs code to file Compiles at runtime
Modification to host No modifications Language virtualization New syntax, runtime
generated by the Haskell backend and compared to MALLET. e results also show that our
runtime specialization makes the generated code 24%+ faster.
7 RELATED WORK
e performance benefits available to DSLs has spurred many language designers to develop ap-
proaches related to Sham. e most closely related systems are those that also generate low-level
code for easy use from a high-level language, and we begin by relating Sham to two such systems,
LMS and Terra summarized in Table 1. We then describe the relationship to other systems that
share some goals and/or techniques with Sham but are not full systems with the same aims.
Terra [7, 6], a low-level systems programming language embedded and meta-programmed in
Lua [5], is the most closely related system. While the two systems are technically similar, Sham
differs from Terra most significantly in overall goal: Terra aims to allow programmers to write
individual high-performanceprograms, whereas Shamaims to helpDSL authors. Sham thus differs
in several ways to facilitate easier development of DSL compilers and focuses less on direct use of
the language.
(1) Language not API: Sham provides an API to a compiler in a DSL format whereas Terra
is an embedded language used directly.
(2) Opaque ASTs: In both Terra and Sham syntax for functions, expressions and types are
first class values in host language but in Sham syntax constructors are first class values
exposed as normal Racket functions. ese constructors let the compiler programmer to
programmatically specify function names, function arguments etc which is not possible in
Terra. Also, Sham users can analyze and deconstruct its AST values supporting expressive
metaprogramming.
(3) Implicit staging: In Sham there is a bright-line distinction between Sham values and
Racket values, even integers have to be explicitly converted to Sham integers which makes
it possible to combine Sham code with explicit quotation and unquotation. In Terra, val-
ues are automatically converted from Lua. Explicit conversion gives more control to the
compiler writer but makes it harder to write code in Sham directly. But because our goal
is not to be a language like Terra this choice helps improve overall usability.
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(4) Limited control of compilation: Terra allows both ahead-of-time and just-in-time com-
pilation using a simple function call. Sham provides an extensive API to provide the com-
piler writer with greater control, allowing compilation of a group of possibly mutually
recursive functions together using LLVM’s modules. Sham also allows DSL developers to
control compilation details of optimization pass selection, specifying LLVM aributes, etc.
LMS [22], is a library for multi-stage programming in Scala. It uses Scala’s type classes for over-
loading operators used with staged and unstaged code. While LMS is also aimed at accelerating
DSLs, its typical use involves generation of specialized code to compile and execute later, rather
than loading dynamically by the generating programs.
(1) Type based overloading LMS uses Scala’s typeclass functionality to distinguish between
staged and unstaged code, whereas Sham uses Racket’s syntactic forms to do the same.
Sham makes a value conversion explicit for even basic types whereas LMS uses Scala’s
typeclasses to perform this conversion which is simpler for basic types but harder for
complex types.
(2) Interpreters to compilers LMS aims at upgrading interpreters of domain specific lan-
guages wrien in Scala to use multi stage programming for performance whereas Sham
aims at DSLs designed as straightforward compilers to Racket switching to use just-in-time
compilation for performance.
(3) Target agnostic LMS is target agnostic and can compile to different backends whereas
Sham is specific to LLVM.is has both pros and cons, making LMS a higher level language
whereas Sham’s focus on a single target allows it to provide compilation and performance
options which are not possible in LMS. For example, Sham meta-programs can control
naming choices whereas LMS automatically generates names, making debugging more
difficult. Sham also aims at JIT compilation and execution, whereas LMS supports targets
which are separately compiled and provides less support for JIT approaches.
(4) High level language LMS provides a similar level of abstraction to Scala itself, automati-
cally transforming Scala code with type-embedded stage information into specialized and
potentially lower-level code. In contrast, Sham gives the DSL developer more control,
asking them to write lower-level code directly, and supporting functionality like manual
memory allocation and pointer arithmetic which is important in developing high perfor-
mance compilers.
(5) Modified compiler LMS, like Terra, uses a modified version of Scala’s compiler to add
virtualized operators whereas Sham requires no modification to Racket.
DSLs and DSL frameworks based on LMS have demonstrated the potential of this approach.
Forge [24] is a framework for generating DSL implementations using a specification. Forge has its
own high-level specification language, from which an implementation is automatically generated.
is approach allows for building DSLs quickly by giving up low-level control. Delite [2] is a
compiler framework and runtime for parallel embedded DSLs but does not include a language for
building DSLs. Spiral [20] is a program generator for linear digital signal processing transforms.
AnyDSL [12] is a partial evaluation framework for programming high-performance libraries.
Sham focuses on different goals when it comes to implementing high performance DSLs. Sham is
for directly writing a compiler embedded in Racket whereas AnyDSL generates a compiler from
partial evaluation.
(1) Partial evaluation: AnyDSL’s approach to programming DSL’s is to build a compiler by
partially evaluating an interpreter. Sham does not provide any partial evaluation tools and
instead relies on the compiler programmer to perform any partial evaluation.
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(2) No language embedding: AnyDSL framework has its own language (Impala) which di-
rectly targets the orin IR and thus the DSLs produced are not embedded in a host lan-
guage but are standalone compilers.
RPython [1] is a subset of Python programming language used to implement languages as
simple interpreters and the tool produces a virtual machine by inserting appropriate low-level
aspects. RPython generates interpreters and virtual machines for high level dynamic programming
languages. Sham on the other hand is a low level language used to write run time compilers for
DSLs embedded in Racket.
(1) Interpreters to compilers: RPython generates a high performance tracing JIT compiler
from an interpreter. is is different from Sham where the language implementer has to
write the compiler.
(2) No language embedding:e virtual machine produced by RPython is a standalone lan-
guage implementation and is not embedded in any other host language, whereas Sham’s
most important goal is to embedding in a host language.
(3) No low-level control: RPython is a high-level subset of Python that allows lile low-level
control over memory allocation and pointer manipulation. It has its own garbage collector
and thus cannot implement languages that need tighter control over memory.
Cython [4] is a super-set of Python extending it with support for calling C functions and declar-
ing C types for variables. e compiler is able to generate efficient C code based on this information.
Cython aims for a language for wrapping external C libraries and embedding in other applications.
As implementing DSLs is not a direct goal it lacks in utilities Sham provides specifically for imple-
menting other languages. Cython also performs ahead of time compilation whereas Sham focuses
on just in time compilation.
LLVM Bindings. ere are other examples of language libraries exposing LLVM API differently.
For example, the Haskell LLVM bindings, developed as part of Accelerate, provide a typed inter-
face to LLVM [17]. Sham is a language abstraction which is simpler and easier than the API while
providing control over LLVM-level details such as optimization, along with the language Sham
provides tooling for building runtime compilers and interacting with host language. It not only
provides the LLVM library as a language but also provides streamlined approach to using LLVM
as a jit compiler.
8 CONCLUSION
We present Sham, a low-level DSL embedded in Racket. e target domain of Sham is implement-
ing other DSLs, particularly those that aim for high performance. We designed Sham based on
the insight that DSLs embedded in Racket both generate code and call custom functions, both
of which are performance sensitive and thus both call for support in performance-oriented DSL
construction.
Sham therefore makes it easy to both generate Sham code as well as directly author Sham pro-
grams. Furthermore, we provide an additional language, define-ast, to help automate the con-
struction of Sham programs.
We validate Sham with three case studies: an implementation of Krishnamurthi’s pedagogical
automata DSL, a simple sound synthesis DSL already implemented in Racket, and Hakaru, an exist-
ing probabilistic programming language with a Haskell backend. In all three, we took an existing
DSL, wrote both Sham code and Sham code generators, and achieved significant performance im-
provement, ranging from 2× to 20×. e results demonstrate that Sham is an effective choice for
performance-oriented embedded DSLs.
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