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Highlights: 9 
- Lubrication forces cannot be neglected to predict timescale of mush dynamics 10 
- Lubrication forces are only important when the solids are close to the jammed state 11 
- Lubrication produces strain hardening followed by softening at the onset of motion 12 
- Dimensionless numbers can be used to predict the importance of lubrication forces 13 
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 19 
Abstract: 20 
Silicic magma bodies are formed by repeated injections of mobile magma and reside as a crystal-rich 21 
mush. Numerical studies of open-system events have revealed the complexity of mixing and rheological 22 
behavior. This is associated with the dilation of the crystal network and the possible occurrence of a 23 
lubricated regime. Lubrication forces are hydrodynamic interactions occurring when neighboring crystals 24 
have relative motion. The effect of such dissipative forces has not yet been explored in the case of 25 
magmatic mush. Here, we investigate the effects of lubrication on mush dynamics and on magma 26 
transport. First, we propose scaling relationships to assess the relative importance of the forces controlling 27 
the motion of one crystal within a mush by adding lubrication terms into the Basset-Boussinesq-Oseen 28 
equation that describes crystal motion in a viscous melt. We then investigate lubrication effects at the 29 
macroscopic scale with computational fluid dynamics with discrete element modeling (CFD-DEM) 30 
simulations that include these forces. We explore two cases: crystal mush sedimentation and the injection 31 
of a crystal-free magma inside a mush. We perform all simulations twice, with and without lubrication 32 
forces, and compare the results. At the grain scale, we show that three dimensionless numbers and the 33 
crystal content can describe the competition between viscous drag, buoyancy, and lubrication. Two of 34 
these numbers (Stokes and Froude numbers) have been previously employed in the context of dilute 35 
suspensions. The third is a new form of the Sommerfeld number that measures the importance of 36 
lubrication. At the macroscopic scale, simulation pairs (with and without lubrication forces) exhibit very 37 
similar behavior when in steady state. The duration of the transient regime preceding steady state, 38 
however, is increased when lubrication forces are included. Lubrication causes an apparent bulk strain 39 
hardening followed by softening at the initiation of the mush motion. Our results show that lubrication 40 
opposes dilation and the initiation of motion within the magmatic mush during this transient phase. Our 41 
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results highlight the control that the crystal network exerts on magma transport and provide a novel way 42 
to evaluate when lubrication matters. 43 
 44 
Keywords:  45 
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Variable 
(unit) 
Definition 
A Lubrication parameter 
C Particle shape and roughness parameter 
𝒅𝒑 (m) Particle diameter 
𝒆𝒏  ;  𝒆𝒕 Normal and tangential restitution coefficients 
FR Froude number 
𝒈 (m s-2) Gravitational acceleration 
h (m) Distance between particle edges 
j Ratio of the distance between particle edges and their radius 
ST Stokes number 
SO Sommerfeld number 
t (s) time 
𝑼𝒊𝒏𝒋 (m s
-1) Injection velocity 
𝑼𝒎𝒇 (m s
-1) Minimum fluidization velocity 
𝑼𝑻 (m s
-1) Particle terminal velocity 
𝒗𝒑𝒊 (m s
-1) ith particle velocity 
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Variable 
(unit) 
Definition 
𝒗𝒑 (m s
-1) Relative velocity between two particles 
𝒗𝒇 (m s
-1) Relative velocity between particle and fluid 
𝒗𝒇𝒍𝒖𝒊𝒅 (m s
-1) Fluid velocity 
𝒗𝟎 (m s
-1) Fluid characteristic velocity 
W (m) 3rd dimension length 
𝜹 (m) Fluid characteristic distance 
𝜶 Permeability parameter 
𝜷 (°) Incidence angle 
∆𝝆 (kg m-3) Density contrast between fluid and particles 
  (m) Particle roughness 
𝜼𝒇 (Pa s) Fluid viscosity 
𝝆𝒑 (kg m
-3) Particle density 
𝝆𝒇 (kg m
-3) Fluid density 
𝝉 ;  𝝉𝒅 ; 𝝉𝒍  (s) Characteristic times 
Ф Particle volume fraction 
Ф𝒎𝒂𝒙 Particle maximum packing fraction 
Table 1: List of variables and their meaning 51 
 52 
1. Introduction 53 
Magma bodies residing in the crust are formed by repeated injections of mobile magma and 54 
are inferred to reside in a mushy state (Bachmann and Bergantz, 2004; Cashman et al., 2017; 55 
Hildreth, 2004). A mush is magma with a high concentration of crystals (also called particles here). 56 
The rheology of mushes is one of most critical phenomenon controlling magma transport within 57 
volcanic systems (Caricchi et al., 2007; Cordonnier et al., 2012; Kendrick et al., 2013; Lavallée et 58 
al., 2012, 2007; Ryerson et al., 1988; Sparks, 2003), sometimes influencing eruptive styles 59 
(Karlstrom et al., 2012). However the transition between a mobile magma and the mush state is 60 
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complex and poorly understood. Macroscopically, this transition is characterized by the 61 
emergence of non-Newtonian behaviors characterized by shear thinning and possibly continuous 62 
and/or discontinuous shear thickening (Lavallée et al., 2012, 2007; Petford, 2009; Mader et al., 63 
2013 and references therein).  64 
However, attempts to index crystal-rich rheology to the volume fraction of crystals, whether 65 
by a Krieger-Dougherty type power law or by a viscous number scaling relation (Bergantz et al., 66 
2017), fail to recover non-Newtonian behavior in the absence of inertia. These models can predict 67 
the correct volume fraction dependence at a fixed shear rate, but cannot capture shear rate 68 
dependence at fixed volume fraction (e.g., Mari et al., 2014). This is because there is only one 69 
stress scale associated with the Krieger-Dougherty relation: the one associated with 70 
hydrodynamics. And while the viscous number framing incudes a gravitational stress scale, it 71 
cannot predict the transition to discontinuous shear thickening or differentiate between jamming 72 
occurring from steric or frictional effects. It is now apparent that these non-Newtonian processes 73 
arise by the initiation of normal and frictional tangential forces from particle contact, which can 74 
happen at particle volume fractions of 0.3 or less. The onset of friction introduces an additional 75 
stress scale into the rheology that is not resolved in the traditional framing. Hence any process 76 
that influences the onset of frictional contacts, such as lubrication, can have a profound effect on 77 
the rheology of the mush. 78 
Following Bergantz et al. (2017), we further develop the scaling relationships for lubrication 79 
with an emphasis on how lubrication influences the time-dependence of a system as it moves 80 
between locked or frictional states. When neighboring particles graze each other in a viscous fluid, 81 
the ensuing hydrodynamic interactions create tangential lubrication forces on the particles 82 
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(Jeffrey and Onishi, 1984; Marzougui et al., 2015). Normal lubrication forces arise when particles 83 
approach or are separated from each other. In sheared suspensions, lubrication effects due to 84 
these two forces dominate over that caused by particle spinning (Marzougui et al., 2015). The 85 
relative motions required to squeeze or suck the fluid from the gap between their edges result in 86 
the dissipation of the particle kinetic energy, which depends mostly on the fluid viscosity and 87 
particle separation distance. The importance of lubrication forces on mush dynamics is not 88 
obvious because these forces can be viewed as either opposing, or promoting the fluidization of 89 
the dense suspension in response to the arrival of new magma (Bergantz et al., 2017). Lubrication 90 
also influences the path of individual crystals during remobilization and the time they have to 91 
respond to changes in their chemical environment. As a result, the residence time of crystals 92 
within magmatic systems is affected by the transient lubricated state, the effects of which cannot 93 
be ignored when reconstructing the thermal history of crystals (e.g., Cooper and Kent, 2014; 94 
Barboni et al., 2016). 95 
Here we use computational fluid dynamics with discrete element modeling (CFD-DEM) to 96 
explore the role of lubrication in mush systems. CFD-DEM numerical simulations have proven to 97 
be a powerful tool to study magmatic mush dynamics (Bergantz et al., 2017, 2015; Schleicher et 98 
al., 2016). In such models, the behavior of the continuous fluid phase (silicate melt) is computed 99 
by solving Navier-Stokes equations on an Eulerian grid. Individual crystals are represented by 100 
spheres, the trajectories of which are computed in a Lagrangian framework with the Newton laws 101 
of motion. This representation of the solid phase allows the CFD-DEM framework to explicitly 102 
resolve solid/solid interactions such as contact and friction and the coupling with the surrounding 103 
fluid. Despite high computational costs, models based on CFD-DEM have been validated (Deen et 104 
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al., 2007) and are often employed as benchmarks to validate other numerical approaches (e.g. 105 
Chen and Wang, 2014). Previous CFD-DEM models used to study mush dynamics include the 106 
micro-scale physics of contact, drag, and buoyancy forces (Bergantz et al., 2017, 2015; McIntire 107 
et al., 2019; Schleicher et al., 2016) but do not explicitly consider lubrication forces. 108 
Our objective is to address the effects and importance of lubrication forces on the dynamic 109 
of magmas and mushes. We first propose a scaling of the relative importance of lubrication forces 110 
at the particle scale with a simplified expression of lubrication. We then focus on macroscopic 111 
scale dynamics by investigating with CFD-DEM simulations the effects of a more complete 112 
description of lubrication in two canonical cases of fluid dynamics relevant to magmatic systems, 113 
the sedimentation and the remobilization of a dense particle bed. Finally, the effect of lubrication 114 
forces on magma and mushes dynamics is discussed.  115 
2. Method 116 
2.1 Formulation of the BBO equation with lubrication forces 117 
To scale the importance of lubrication forces on a dense granular suspension, we consider a 118 
system of smooth spheres arranged in a hexagonal lattice and immersed in a viscous fluid with a 119 
density contrast (i.e. ρp ≠ ρf, where ρp is the sphere density and ρf, is the fluid density) (Fig. 1 A; 120 
symbols are summarized in Table 1). The particles have the same diameter, dp, and they are 121 
separated by a small but finite distance, h. The motion of a given particle in a magmatic viscous 122 
fluid can be described by the truncated Lagrangian Basset-Boussinesq-Oseen (BBO) equation 123 
(Bergantz et al., 2017). Following Marzougui et al. (2015), we neglect lubrication effects arising 124 
from rolling and twisting relative motions between the particles, which only produce marginal 125 
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effects compared to normal and tangential lubrication (Fig. 10 in Marzougui et al., 2015). There 126 
are different formulations of the lubrication forces. At the particle scale, we use a simplification 127 
proposed by Marzougui et al. (2015) of the more complete expression of Jeffrey and Onishi (1984) 128 
because it is amenable to algebraic manipulations. In the CFD-DEM model (section 2.2), we use 129 
the formulation of Frankel and Acrivos (1967) because it does not feature the unphysical negative 130 
torques at large inter-particle distance of the particle-scale expression (Marzougui et al., 2015). 131 
Incorporating both normal1 and tangential lubrications forces, the BBO equation can be expressed 132 
as: 133 
  
𝑑 𝑣𝑝1⃗⃗ ⃗⃗ ⃗⃗  ⃗
𝑑 𝑡
=
∆𝜌 ?⃗? 
𝜌𝑝
− 
3 𝜂𝑓 𝑣𝑓⃗⃗ ⃗⃗  
2 𝛼 𝜌𝑝 𝑑𝑝
2 − 
3 𝜂𝑓 𝑣𝑝⃗⃗ ⃗⃗   
𝜌𝑝 𝑑𝑝
2 𝐴  (1) 134 
where 𝑣 𝑝1 is the particle velocity,  = ρp - ρf, f is the fluid viscosity, t is the time, and 𝑔  is the 135 
gravitation acceleration.  The left-hand side of Eq. (1) represents the acceleration of the particle 136 
considered and the first term on the right-hand side is the reduced buoyancy. The second term 137 
corresponds to the viscous drag exerted by the fluid on the particle due to the velocity difference 138 
between the particle and the surrounding fluid, 𝑣𝑓⃗⃗⃗⃗ = 𝑣𝑝1⃗⃗ ⃗⃗ ⃗⃗ − 𝑣𝑓𝑙𝑢𝑖𝑑⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗. The coefficient 𝛼 refers to the 139 
permeability of the dense particle network, which is given by the Carman-Kozeny relationship 140 
(Bergantz et al., 2017): 141 
𝛼 =
(1−Ф)3
𝐶 Ф2
   (2) 142 
                                                             
1 In Bergantz et al., (2017), the normal lubrication expression should be replaced by the form used here (Eqs. (1) 
and (3) with =0) to take into account that contacts occur between two spheres and not between a sphere and a 
plate (Andreotti et al., 2013). 
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where  is the particle volume fraction and C is a constant depending on particle shape and 143 
roughness (C=44.4 for smooth sphere, MacDonald et al., 1991). As pointed out by Bergantz et al. 144 
(2017) this drag law is only reliable for dense suspensions when α > 1/12, which corresponds to 145 
𝜙>~0.3. The last term on the right-hand side of Eq. (1) incorporates both normal and tangential 146 
lubrications forces due to the relative velocity between the particle and its neighbor (subscripts 147 
p1 and p2 respectively), 𝑣𝑝⃗⃗⃗⃗ = 𝑣𝑝1⃗⃗ ⃗⃗ ⃗⃗ − 𝑣𝑝2⃗⃗ ⃗⃗ ⃗⃗ . The relationship between normal and tangential forces 148 
is expressed in the 𝐴 coefficient (Marzougui et al., 2015): 149 
𝐴 =
3 cos (𝛽)
2𝑗
− ln(𝑗) sin(𝛽) (3) 150 
where 𝑗 is the ratio of the distance between the particle edges, h, over their diameter (𝑗 =151 
2ℎ/𝑑𝑝), and 𝛽 is the incidence angle that corresponds to the angle between the relative velocity 152 
and the vector linking the particle pair centers (Fig. 1 B). In an hexagonal lattice, 𝑗 can be linked 153 
to the ratio of the particle volume fraction over the maximum packing fraction (Ancey et al., 154 
1999): 155 
𝑗 = 1 − (
Ф
Ф𝑚𝑎𝑥
)
1
3
  (4) 156 
The tangential lubrication force expression used in Eqs. (1) and (3) gives reliable results up to 157 
j=0.2 (Fig. 3 in Marzougui et al., 2015). As a result, Eq. (1) is valid from Ф/ Ф𝑚𝑎𝑥 < 1 down to 158 
Ф/ Ф𝑚𝑎𝑥 = 0.5, which corresponds to j=0.2. For a system of two particles (Fig. 1 B), the meaning 159 
of the incidence angle, 𝛽, is obvious and decomposes the relative velocity vector into normal and 160 
tangential components. For a multi-particle system (Fig. 1 A), each particle pair displays a different 161 
relative velocity and incidence angle with respect to the central particle. The motion of the central 162 
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particle is affected by the resultant lubrication force caused by all neighboring particles, which 163 
means that 𝑣 𝑝 and 𝛽 must be viewed as representative relative particle velocity and incidence 164 
angle, respectively. The meaning of these two parameters in a multiparticle system is explored in 165 
the supplementary material SIB. 166 
 167 
Figure 1: Conceptual model considered to scale the importance of lubrication forces. [A] The central target particle 168 
(p1) is in blue. Its six neighboring particles are indicated in black and are arranged in a hexagonal lattice. The minimum 169 
distance between the edges of particles pairs is indicated by red dashed lines and has been exaggerated for clarity. 170 
The black dashed box represents the region depicted in B. [B] Zoom on a particle pair. The blue particle represents 171 
the particle p1 and the black one represents p2. Their velocity vectors are represented by blue and red arrows, 172 
respectively. The green arrow represents the relative particle velocity seen by particle p1, 𝑣𝑝⃗⃗⃗⃗ . The two dashed green 173 
arrows indicate the decomposition of the relative velocity in its normal, 𝑣𝑛⃗⃗⃗⃗ , and tangential, 𝑣 𝑡, components. The 174 
angle beween the vectors 𝑣𝑝⃗⃗⃗⃗  and 𝑣𝑛⃗⃗⃗⃗ , is called the incidence angle  (purple). 175 
 176 
2.2 CFD-DEM model 177 
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We performed CFD-DEM numerical simulations by using the MFIX software 178 
(https://mfix.netl.doe.gov/). The equations are summarized in the supplementary material SIA. 179 
Detailed explanations about the theory and implementation of the model can be found in Garg 180 
et al. (2010), Syamlal (1998), Syamlal et al. (1993), and validation of the DEM approaches in Garg 181 
et al. (2012) and Li et al. (2012). We included both normal and tangential lubrication forces into 182 
the model by implementing the formulas used by Marzougui et al. (2015). We emphasize that the 183 
drag and lubrication expressions used in the simulations are different from those used for in the 184 
scaling approach (i.e. the tangential lubrication force in Table A1 is the expression of Frankel and 185 
Acrivos (1967) and not that of Eqs. (1) and (3)) to ensure the consistency of the DEM modeling in 186 
dilute conditions. 187 
Unfortunately, no simple analytical solution of the approach of two spheres exists because 188 
both 𝑣𝑝⃗⃗⃗⃗  and h that appear in the lubrication force vary with time. We validated instead our 189 
implementation of the lubrication forces by reproducing the particle bouncing experiment from 190 
Gondret et al. (2002). We obtain a good fit between the experimental results and our numerical 191 
simulation. Details and results of this validation are reported in the supplementary materials SIC.  192 
 193 
3. Results 194 
3.1 Grain scale  195 
3.1.1 Scaling of the relative importance of the forces exerted on a particle  196 
To determine what parameters control most particle motion, we express the vectors involved 197 
in Eq. (1) by their magnitudes, which are always positive by definition. This allows us to quantify 198 
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what are the dominant forces among buoyancy, viscous drag and lubrication. The importance of 199 
gravitational forces can be expressed by using the terminal fall velocity of the particle, which 200 
combines several variables involved in Eq. (1): 201 
𝑈𝑇 = 
∆𝜌 𝑔 𝑑𝑝
2
3 𝜂𝑓
 (5) 202 
We introduce UT in the drag and lubrication terms by multiplying each term by 1 = UT/UT = (Δρ g 203 
dp2)/(3 ηf UT). After rearranging, Eq. (1) becomes: 204 
  
𝜌𝑝
∆𝜌 𝑔
 
𝑑 𝑣𝑝1
𝑑𝑡
= 1 − 
 𝑣𝑓
2 𝛼 𝑈𝑇
− 
𝐴 𝑣𝑝
𝑈𝑇
 (6) 205 
The left-hand side of Eq. (6) represents the non-dimensional gravitational acceleration of the 206 
particle (p1). The first term on the right-hand-side of Eq. (6) that equals unity expresses the fact 207 
that the gravitational acceleration of the particle is constant in time. The two last terms 208 
represents the non-dimensional drag and lubrication forces, respectively. The equality between 209 
drag and buoyancy forces occurs when 1 = 𝑣𝑓/(2 𝛼 𝑈𝑇), which implies that : 210 
𝑣𝑓 = 2𝛼𝑈𝑇  (7) 211 
Similarly, the balance between buoyancy and lubrication is expressed by the equality 1 =212 
𝐴 𝑣𝑝/ 𝑈𝑇 , which yields: 213 
𝑣𝑝 = 
𝑈𝑇
𝐴
  (8) 214 
Finally, equality between the drag and lubrication forces requires that 𝑣𝑓/(2𝛼𝑈𝑇) = 𝐴 𝑣𝑝/ 𝑈𝑇  , 215 
which yields the following relationship between 𝑣𝑝 and 𝑣𝑓: 216 
𝑣𝑓 = 2𝛼𝐴 𝑣𝑝  (9) 217 
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The three forces balance each other when 
𝑣𝑓
2𝛼 𝑈𝑇  
= 1 and 
𝐴 𝑣𝑝
𝑈𝑇  
= 1. Thus Eq. (7) is valid for 218 
𝐴 𝑣𝑝
𝑈𝑇  
≤ 1, Eq. (8) is valid for 
𝑣𝑓
2𝛼 𝑈𝑇  
≤ 1, and Eq. (9) is valid for 
𝐴 𝑣𝑝
𝑈𝑇  
≥ 1 and  
𝑣𝑓
2𝛼 𝑈𝑇 
≥ 1.  219 
The three force domains and associated boundaries are summarized in Fig. 2. Predicting 220 
which forces control the motion of a particle requires to replace that particle in the force diagram. 221 
Its position depends on the ratio Ф/ Ф𝑚𝑎𝑥, the angle 𝛽, and the two relative velocities 𝑣𝑝 and 𝑣𝑓. 222 
The two first variables form the 𝛼 and 𝐴 coefficients. The influence of lubrication forces is 223 
maximum when the coefficient 𝐴 is maximized, which means that it is possible to define an 224 
optimal angle, 𝛽𝑜𝑝𝑡, that most promotes lubrication. This angle depends also on Ф/ Ф𝑚𝑎𝑥 and it 225 
corresponds to the point at which the derivative of 𝐴 with respect to 𝛽 is null: 226 
𝛽𝑜𝑝𝑡 = tan
−1 (−
2 𝑗 ln(𝑗)
3
)  (10) 227 
Conversely, we found that 𝛽=90° is most adverse to lubrication effects, which corresponds to 228 
pure tangential relative motion. 229 
 230 
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Figure 2: Force diagram summarizing scaling results. Axes have logarithmic scales with the ratios 𝐴𝑣𝑝/𝑈𝑇 as abscissa 231 
and 𝑣𝑓/2𝛼𝑈𝑇 as ordinate. The red, blue and green areas correspond to the domains where buoyancy, drag and 232 
lubrication dominate, respectively. Boundaries between the domains are reported with black lines 233 
corresponding to Eq. (7–9), respectively. Boundaries meet at a point where all forces have the same importance 234 
on particle motion.  235 
 236 
3.1.2 Dimensionless formulation  237 
The dimensionless form of Eq. (1) is (see supplementary material SID): 238 
𝑑𝑣𝑝1̃
𝑑?̃?
=
1
𝐹𝑅
2 −
𝑣?̃?
𝑆𝑇
−
𝑣?̃?
𝑆𝑂
 (11) 239 
The three velocities 𝑣𝑝1̃, 𝑣?̃?, and 𝑣?̃?  correspond to the dimensionless forms of the velocities 240 
involved in Eq. (1) that are defined as 𝑣𝑝1̃ = 𝑣𝑝1/𝑣0 , 𝑣?̃? = 𝑣𝑓/𝑣0 and 𝑣?̃? = 𝑣𝑝/𝑣0, where 𝑣0 is 241 
the characteristic speed. The variable ?̃? is the dimensionless time defined as ?̃? = 𝑡/𝜏, where 𝜏 is 242 
the characteristic time corresponding to the ratio of the characteristics length, 𝛿, and speed, 𝑣0 243 
(𝜏 = 𝛿/𝑣0). The three terms 𝐹𝑅, 𝑆𝑇 and 𝑆𝑂, are the dimensionless Froude, Stokes and Sommerfeld 244 
numbers, respectively. Both 𝐹𝑅 and 𝑆𝑇 were used previously by Burgisser et al. (2005) and 245 
Bergantz et al. (2017) to scale the controls of buoyancy and drag forces, respectively, and are 246 
expressed here as: 247 
𝑆𝑇 =
2𝛼 𝜌𝑝 𝑑𝑝
2 𝑣0
3 𝜂𝑓 𝛿
=
𝜏𝑑
𝜏
 (12a) 248 
𝐹𝑅
2 =
𝜌𝑝 𝑣0
2
∆𝜌 𝑔 𝛿
   (12b) 249 
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The Stokes number characterizes the viscous drag coupling between the particle and the 250 
surrounding fluid, which corresponds to the ratio between the drag particle relaxation time (𝜏𝑑 =251 
𝑑2 𝜌𝑝 / 6 𝛼 𝜂𝑓) and the characteristic time (𝜏 = 𝛿 /  𝑣0). 252 
The Sommerfeld number characterizes the importance lubrication forces, and expresses the ratio 253 
between the lubrication particle relaxation time 𝜏𝑙 (𝜏𝑙 = 𝐴 𝑑
2 𝜌𝑝 / 3 𝜂𝑓) and 𝜏: 254 
𝑆𝑂 =
 𝜌𝑝 𝑑𝑝
2 𝑣0
3 𝜂𝑓 𝐴 𝛿
=
𝜏𝑙
𝜏
. (13) 255 
In the context of dense suspensions, the most appropriate characteristic distance is the gap 256 
between the particle edges, ℎ. The relevant characteristic speed 𝑣0 depends on the nature of the 257 
external forcing applied to the system. It could be, for instance, an externally imposed shear rate 258 
expressed as 𝑣0 ℎ⁄ . 259 
  260 
 3.2 Macroscopic scale 261 
3.2.1 Experiment 1: Rayleigh–Taylor instabilities 262 
The first numerical experiment consists of a particle bed initially in a jammed state at the top 263 
of a tank filled with a viscous fluid. Simulations use non slip boundary conditions at the walls. The 264 
bed is initially at rest and simulations start when gravity is switched on. Due to the negative 265 
buoyancy of the particles, Rayleigh–Taylor-type instabilities are generated as shown by 266 
experimental (Michioka and Sumita, 2005) and numerical (Bergantz and Ni, 1999) experiments. 267 
To look at the effects of lubrication forces at the macroscopic scale of the settling bed, we 268 
performed the same simulation twice, once taking lubrication forces into account (simulation 1A) 269 
p. 16 
 
and once without lubrication forces (simulation 1B). A third simulation (simulation 1C) was run 270 
without lubrication forces but mimicking lubrication by setting a low restitution coefficient (ratio 271 
of the kinetic energy conserved during the contact) as in Bergantz et al. (2015).  Fluid and particle 272 
properties are indicated in Table 2 and taken from Michioka and Sumita (2005).  273 
Figure 3 shows snapshots of the particle positions for the three runs 1A–C. Particle position 274 
maps show a clear difference between simulations 1A and 1B (Fig. 3). Run 1C presents a dynamics 275 
that is intermediate between those of 1A and 1B, so results of this approach to replicate 276 
lubrication forces are discussed in details in the supplementary material SIE. Both simulations 277 
with (1A) and without (1B) lubrication start with the development of small Rayleigh–Taylor 278 
instabilities at the lower front of the particle bed, with a wavelength of ~3 mm that is consistent 279 
with that observed experimentally by Michioka and Sumita (2005) (Fig. 3 A‒C). A small time delay 280 
in establishing the instabilities is observed for the simulation involving lubrication, 1A, compared 281 
to that without lubrication, 1B. Once the initial small particle plumes are formed, a larger 282 
instability is generated (Fig. 3 C‒E). It is initiated by pure fluid that is buoyant relative to the 283 
suspended bed penetrating the left part of the bed. This rightward sweeping motion causes en 284 
masse bed sedimentation to produce a large particle plume encompassing most of the smaller 285 
plumes already sedimenting. We tested if the domain size controls the nature of the Rayleigh–286 
Taylor instabilities observed in the experiments by varying the domain width, and observed the 287 
same kind of en masse bed sedimentation. It is always initiated by the opening of the particle bed 288 
in positions where the crystal network presents a lower particle volume fraction compared to the 289 
average random initial condition. 290 
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All simulations display large plumes of similar shapes (Fig. 3 D‒E), except that the plume of 291 
run 1A is slightly more narrow and of higher density than that of run 1B. The main effect of 292 
lubrication forces is on the duration of the development of the large instability responsible for en 293 
masse bed sedimentation. In run 1B, the large plume starts after 12 s (Fig. 3 C), and the plume 294 
reaches half of the tank height after 15 s (Fig. 3 D), whereas these steps are observed after 15 s 295 
and 18.8 s in run 1A, respectively (Fig. 3 D‒E).  296 
We selected in simulation 1A a group of neighboring particles within the large plume and 297 
tracked the time evolution of their individual relative velocities with the surrounding fluid, 𝑣𝑓, and 298 
of their relative velocities, 𝑣𝑝. The local particle volume fraction, , is computed on the 299 
continuous grid (i.e. in each fluid computational cell) and is interpolated at each particle location. 300 
For each particle, the representative velocity relative to the neighboring particles is the 301 
magnitude of the sum of all the relative velocity vectors between that particle and its neighbors. 302 
The representative incidence angle is the average of all the pairwise angles between a given 303 
particle and its neighbors. Both relative velocities, β, and  were averaged over the group of 304 
particles and their time evolution was smoothed by performing a zero-phase moving average (Fig. 305 
4). These smoothed parameters can be used to calculate the force balance, and Fig. 5 F shows 306 
snapshots of the locations of the selected particle group alongside their positions on the force 307 
diagram of Fig. 2. 308 
At the start of the simulation, the particles are in a jammed state and undergo a slow dilation, 309 
as highlighted by the slight decrease of the particle volume fraction and the increase of 𝑣𝑝 up to 310 
12 s (Fig. 4 B). The entire bed is falling slowly under the influence of gravity without becoming 311 
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deformed as shown by the constant value of 𝑣𝑓  (Fig. 4 B) and by the pure fluid layer that forms 312 
atop the bed (Fig. 5 A). During this process, the buoyancy and drag forces felt by the particles are 313 
in equilibrium (Fig. 5 F) until the bed reaches its terminal fall velocity while keeping the same 314 
shape. The buoyant fluid is thus transported by porous flow through the pack of selected particles. 315 
At 12 s, lubrication forces become dominant (Fig. 5 F) because the particle relative velocity 316 
increases while the particle volume fraction is still close to its maximum. This point also 317 
corresponds to the time when the largest delay occurs between simulations 1A and 1B. After 15 318 
s, when the large instability forms on the left part of the bed, 𝑣𝑓  increases again (Fig. 4 B) and the 319 
viscous drag tends to control particles motion (Fig. 5 F). This suggests that the large plume is 320 
formed by the viscous entrainment of the fluid rather than by the net weight of the particles. 321 
During the large plume unfolding and sedimentation, 𝑣𝑝 and 𝑣𝑓  increase (Fig. 4 B) and equilibrium 322 
between fluid drag and lubrication occurs (Fig. 5 F). When the plume reaches the bottom of the 323 
tank, 𝑣𝑝 and 𝑣𝑓  decrease, Ф slowly increases and particle settling is controlled by their buoyancy. 324 
 Our results show a good correlation between both relative velocities after the initial bed 325 
expansion (Fig. 4 B). Furthermore, 𝑣𝑓  and 𝑣𝑝 appear to be inversely proportional to the local solid 326 
volume fraction (Fig. 4 A), which suggests that they are not coupled directly, but that the coupling 327 
occurs through to the local particle concentration. Decreasing particle concentration results in a 328 
joint increase of the distance between particle edges and of bed permeability. As for magmas, 329 
the characteristic Stokes numbers of the simulation are small (10−4 < 𝑆𝑇 < 10
−2), which 330 
indicates a strong coupling between fluid and particles. The relative velocity 𝑣𝑓  is thus strongly 331 
controlled by fluid–particle drag. As particle volume fraction decreases, so does the drag force, 332 
and higher relative fluid velocities are possible within the dense suspension. The same mechanism 333 
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holds for 𝑣𝑝 because of the monotonic relationship between lubrication forces and particle 334 
concentration. At low concentrations, particles can achieve higher relative velocities before 335 
lubrication forces dissipate the particles kinetic energy. We expect that the observed correlation 336 
between  𝑣𝑓  and 𝑣𝑝 breaks down for flows featuring high Stokes numbers, such as pyroclastic 337 
flows. 338 
The 2D geometry used in these simulations has been shown to affect the results obtained by 339 
both numerical (e.g. Li et al., 2014; Peirano et al., 2001) and experimental studies on dense 340 
suspension dynamics (e.g., Courrech du Pont et al., 2003). It reduces the degrees of freedom that 341 
particles have to move relative to each other, which can potentially increase the particle relative 342 
velocities compared to the 3D case. To test the influence of the 2D geometry, we ran partial 343 
simulations of the settling runs 1A and 1B with a 3D geometry by imposing a width to the tank, 344 
𝑊, of ten particle diameters (𝑊 ≈ 10 𝑑𝑝), with the same boundary conditions as the 2D 345 
simulations. Figure 6 displays snapshots of these simulations captured after 22s of sedimentation. 346 
The 3D results do not exhibit the en masse bed sedimentation associated with the formation of a 347 
large plume that characterizes the 2D simulations. Sedimentation is instead characterized by 348 
multiple thinner plumes, which is more consistent with the experimental results of Michioka and 349 
Sumita (2005). This is probably due to the third spatial dimension involved, which smooths the 350 
local particle volume fraction and hinders the emergence of the fluid-rich gaps that characterize 351 
2D simulations. The time delay observed between the run involving lubrication (Fig. 6 A) and the 352 
one neglecting it (Fig. 6 B) is less pronounced than the lag observed with the 2D simulations. This 353 
suggests that the effect of lubrication forces is overestimated with a 2D geometry.  354 
  355 
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Run 𝜼𝒇 
(Pa s) 
𝒅𝒑              
(m) 
𝝆𝒑    
(kg m-3) 
𝝆𝒇       
(kg m-3) 
bed dimension 
(m × m) 
𝒆𝒏 𝒆𝒕 lubrication 
1A 0.2 2.5 ± 0.2 
10-4 
2500 1250 0.03 × 0.005 0.7 0.35 yes 
1B 0.2 2.5 ± 0.2 
10-4 
2500 1250 0.03 × 0.005 0.7 0.35 no 
1C 0.2 2.5 ± 0.2 
10-4 
2500 1250 0.03 × 0.005 0.01 0.005 no 
Table 2: Parameters used for the Rayleigh–Taylor instabilities experiment. The value of normal and 356 
tangential restitutions coefficient is the same between simulations 1A and 1B. These two values are 357 
artificially decreased to 𝑒𝑛 = 0.01 and 𝑒𝑡 = 0.005 in simulation 1C in an attempt to reproduce the effect 358 
of lubrication forces (see supplementary materials). 359 
 360 
 361 
Figure 3: Snapshots from simulations 1A-C after 0 s [A], 6 s [B], 12 s [C], 15 s [D], 18.8 s [E] and 25 s [F]. Snapshots 362 
[A]-[C] are truncated and snapshots [D]-[F] represent the entire simulation domain. Filled and open circles 363 
represent the particles. Black disks represent the simulation involving lubrication forces (1A). Open red circles 364 
correspond to the simulation without lubrication (1B). The green open circles represent the run mimicking 365 
lubrication by reducing the restitution coefficients (1C).   366 
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 367 
Figure 4: Temporal evolution of the physical parameters encountered by the group of tracked particles. [A] The graph 368 
has two ordinate axes. The blue axis and curve represent the local particle volume fraction averaged over the group 369 
of particle, . The red axis and curve represent the average incidence angle, β. [B] The graph has two ordinate axes. 370 
The blue axis and curve represent the ratio between the particle–fluid relative velocity and the terminal fall velocity, 371 
𝑉𝑓/𝑈𝑇. The red axis and curve represent the ratio between the particles edges relative velocity and the terminal fall 372 
velocity, 𝑉𝑝/𝑈𝑇. Vertical dashed lines represent the times at which the snapshots of Fig. 3 were taken. 373 
 374 
 375 
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 376 
Figure 5: Analysis of the results of the simulation involving lubrication (1A) with the scaling summarized in Fig. 2. 377 
Plots [A], [B], [C], [D], and [E] represent snapshots of simulation 1A after 6 s, 12 s, 15 s, 18.8 s, and 25 s, respectively. 378 
Particles are represented by disks, the color of which depends on the value of the average relative velocity between 379 
a particle and its neighbors. The group of tracked particles is indicated by purple circles. Graph [F] displays the 380 
position of the group of tracked particles on the force scaling graph. The red, blue, and green areas represent the 381 
domain where buoyancy, drag, or lubrication dominates, respectively. The positions of the tracked particles at time 382 
steps [A]-[E] are indicated by red squares and depend on the average parameters reported in Fig. 4. The blue curve 383 
represents the dynamic history of the tracked particles.  384 
 385 
 386 
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Figure 6: Snapshot at identical times (22 s) of the Rayleigh-Taylor simulations 1A and 1B performed in 3D. Black lines 387 
indicate the computational domain boundaries and blue spheres are particles. [A] Run with lubrication forces. [B] 388 
Run where lubrication forces are neglected. 389 
 390 
3.2.2 Experiment 2: Injection of a fresh magma into a magmatic mush 391 
Previous studies (Bergantz et al., 2017, 2015; Schleicher et al., 2016; Schleicher and Bergantz, 392 
2017) have shown that the local injection of a crystal-free magma inside a mush produces a 393 
localized fluidized area delimited by soft faults called the mixing bowl where mixing between 394 
injected and resident melts occurs within the resident crystal cargo. To test the role of lubrication 395 
forces in such a situation, we performed numerical simulations that keep the same particle and 396 
fluid properties these authors used (see Table 3). The dimensions of the bed and injection width 397 
were, however, reduced to limit computation duration. We conserved the same ratio between 398 
the injection velocity, 𝑈𝑖𝑛𝑗, and the minimum fluidization velocity, 𝑈𝑚𝑓, predicted by (Cui et al., 399 
2014) as the one they used (𝑈𝑖𝑛𝑗 = 9.3 𝑈𝑚𝑓). We performed two simulations that are 400 
summarized in Table 3. Simulation 2A took into account both normal and tangential lubrication 401 
forces. Simulation 2B did not involve lubrication, and thus corresponds to the original case 402 
explored by Bergantz et al. (2015) with higher coefficients of restitution. Two additional 403 
simulations that mimic lubrication by using low restitution coefficients identical to those of 404 
Bergantz et al. (2015) have a behavior intermediate to those of 2A and 2B and are discussed in 405 
details in the supplementary material SIE. 406 
Overall, simulations 2A and 2B exhibit the same kind of differences as observed in experiment 407 
1. Both runs have very similar kinematics and dynamics during the ascent of the injected magma. 408 
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They both start with the initial growth of a cavity just above the inlet. We did not observe any 409 
difference between the simulations up to this point. An instability then forms at the top of the 410 
cavity once the cavity area is large enough, and the cavity rises through the mush. Figure 7 411 
displays snapshots of the simulations after 9.8 s of injection when the cavity reaches the top of 412 
the bed in run 2B. Each simulation ends with the establishment of a pulsating quasi-steady 413 
chimney between two counter-rotating 'granular vortices'. Run 2A presents a delay compared to 414 
run 2B because of lubrication forces (Fig. 7 A‒B). The delay between runs 2A and 2B increases 415 
during the rise of the unstable cavity within the mush. An accumulated time difference of 1.1 s is 416 
observed between the two simulations when the injected magma reaches the top of the mush 417 
bed.  418 
Run 𝜼𝒇 
(Pa s) 
𝒅𝒑 
(m) 
𝝆𝒑 
(kg m-3) 
𝝆𝒇 
(kg m-3) 
bed  size 
(m × m) 
𝒆𝒏 𝒆𝒕 injection width 
(m) 
injection velocity 
(m s-1) 
lubrication 
2A 0.2 4 ± 0.2 10-3 3300 2650 0.96 × 0.40 0.7 0.35 0.16 0.023 yes 
2B 0.2 4 ± 0.2 10-3 3300 2650 0.96 × 0.40 0.7 0.35 0.16 0.023 no 
Table 3: Parameters used for the simulations involving the injection of crystal-free basalt inside a basaltic 419 
mush. 420 
 421 
 422 
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Figure 7: Snapshots of experiment 2 simulations. All simulations are displayed at the same time step, after 9.8 s of 423 
injection. The color code indicates the local particle volume fraction, which is in blue at its maximum and red when 424 
the cell only contains fluid. [A] Simulation involving lubrication (2A). [B] Simulation without lubrication (2B).  425 
3.3 Interpretation 426 
Figure 2 shows that the scaling relationships we propose can discriminate under which 427 
conditions lubrication forces are important. Their importance in controlling the dynamics of a 428 
dense suspension depends on the interplay of hydrodynamic stress exerted by the carrier phase, 429 
the velocity fluctuations among the solids, and the local particle concentration. The importance 430 
of drag and lubrication forces are inversely proportional to ST and SO, respectively. In general, 431 
when ST << 1 and SO << 1, the buoyancy force is negligible. This is usually the case for magmatic 432 
mixtures, which are characterized by high viscosities and small crystal sizes. The relative 433 
importance of lubrication forces over the drag force is expressed in the ratios ST/SO and 𝑣?̃?/𝑣?̃?. 434 
Our simulations show that 𝑣?̃? and 𝑣?̃?  coevolve when ST << 1, and that ~0.1 < 𝑣?̃?/𝑣?̃? < ~1 (Fig. 4 435 
B). This ratio does not vary significantly with the particle volume fraction. On the contrary, the 436 
ratio ST/SO depends on the particle volume fraction and tends to infinity when approaching 437 
maximum packing. The ratio 𝑆𝑇𝑣?̃? / 𝑆𝑂𝑣?̃? is equal to 2𝛼𝐴 
𝑣?̃?
𝑣?̃?
, which is a function of the solid 438 
concentration and the incidence angle β. Figure 8 displays curves of critical particle 439 
concentrations at which the transition between dynamics dominated by the drag or lubrication 440 
forces occurs (𝑆𝑇𝑣?̃? / 𝑆0𝑣?̃?   = 1). Above the critical concentration, lubrication forces have a larger 441 
magnitude than the drag force, and produce an apparent strain hardening at the onset, or at the 442 
end, of motion within the crystal network. Below the critical concentration, lubrication forces 443 
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have a lower magnitude than the drag force and have only a marginal effect on dynamics as 444 
highlighted in our simulations (Fig. 3). 445 
 446 
Figure 8: Evolution of the critical relative particle concentration as functions of the angle β and the 447 
ratio 𝑣?̃?/𝑣?̃?. All curves correspond to the values of the critical concentration at which 𝑆𝑇𝑣?̃? / 𝑆0𝑣?̃?   = 1.  448 
Their colors depend of the imposed ratio 𝑣?̃?/𝑣?̃?. Each curve presents a minimum critical concentration 449 
when the relative motion of the particle is nearly normal (β→0), and a maximum at a relative particle 450 
concentration of ~1 when the relative motion is purely tangential (β=90°). 451 
 452 
4. Discussion  453 
 454 
4.1 Influence of crystal size and shape polydispersity 455 
We represent crystals as spheres with a unimodal size distribution. This is not the case in 456 
magmatic systems, where crystal size distributions (CSD) are polydisperse and often polymodal, 457 
and crystals are not spherical (Higgins, 2006; Higgins and Roberge, 2003; Marsh, 1988; Picard et 458 
al., 2011). The particle aspect ratio affects the rheology of crystal-bearing magmas (Cimarelli et 459 
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al., 2011; Mueller et al., 2011, 2010; Picard et al., 2011; Mader et al., 2013; Moitra and 460 
Gonnermann, 2015). Both drag and lubrication forces become non-uniform around the crystals 461 
and depend on the orientations of the elongated particles (Bergantz et al., 2017). The relationship 462 
between particle shape and drag also influences their terminal fall velocity (Dellino et al., 2005). 463 
This last effect can be added into the numerical simulations by introducing a shape factor on the 464 
drag expression (Dioguardi et al., 2014). Some methods also exist to incorporate the particles 465 
shape within lubrication expressions, but they require additional iterations to find the minimum 466 
gap position and principal curvature direction between two elongated particles (Claeys and Brady, 467 
1993; Janoschek et al., 2013). This calculation needs to be performed at each DEM time step and 468 
for each particle pair, which increases the computational cost of the simulations. Contact forces 469 
are not included within our scaling but are nevertheless present in nature and within the 470 
simulations. For non-spherical particles, the contact torques between non-spherical particles 471 
depend on the contact position and orientation (Bergantz et al., 2017). Our results and 472 
conclusions are therefore valid for spherical particles and are to be extended with caution to 473 
natural systems. 474 
We employed three distinct but close particle sizes in order to avoid artificial shape 475 
'crystallization'. This cannot be viewed as representative of the polydispersity present in natural 476 
systems. The CSD is an important parameter that controls the dynamic of the particles because 477 
each force and dimensionless number we considered depends on particle diameter. CSD also 478 
affects the maximum packing fraction that a dense suspension can reach. Maximum packing 479 
increases when the suspension is polydisperse, and, Apollonian packing aside, it is maximal when 480 
the CSD is bimodal with ~25% of fine particles and ~75% coarse particles (Ouchiyama and Tanaka, 481 
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2002; Farr and Groot, 2009; Faroughi and Huber, 2014). The effect of polydispersity on the force 482 
balance is not obvious because a high degree of polydispersity decreases particle bed 483 
permeability but increases the coordination number and thus the number density of lubricated 484 
bridges. 485 
 486 
4.2 Comparison with other studies  487 
Relationships exist to scale the competition between lubrication and friction  in dense 488 
suspensions (Coussot and Ancey, 1999; Fernandez et al., 2013; Ness and Sun, 2015). These works 489 
motivated Bergantz et al. (2017) to scale the transition between dynamic regimes dominated by 490 
either friction or lubrication in magmas (we call here the dimensionless number characterizing 491 
the lubrication/friction transition the Leighton number, Le, to distinguish it from the Sommerfeld 492 
number we propose). At low 𝐿𝑒, particles are in direct contact and at large 𝐿𝑒, particles are 493 
separated by a lubrication film. This number is proportional to the distance between particle 494 
edges and fails to properly measure the importance of lubrication when particles tend to be far 495 
away from each other (Fernandez et al., 2013). It is thus unable to capture the transition between 496 
dynamic regimes where crystal motions are governed by either the lubricated film or melt 497 
motions that are further afield. In our formulation, however, lubrication is inversely proportional 498 
to SO and to the distance between the particles. It thus properly scales the transition between 499 
lubricated and hydrodynamic regimes but fails to predict the onset of frictional behavior. The two 500 
scaling numbers are thus complementary to describe all the regime transitions that can be 501 
encountered in magmatic mush. 502 
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Our observations on the effect of lubrication on the macroscopic dynamics of a magmatic 503 
mush fit well with the results of Mutabaruka et al. (2014) on the initiation of motion in immersed 504 
granular avalanche. They observed the formation of a strain hardening followed by relaxation 505 
associated with dilation of the solid network when the initial particle concentration tends towards 506 
its maximum. At the initiation of the granular avalanche, they observed bed expansion when the 507 
initial particle concentration is higher than ~0.59. This corresponds to ratios Ф/ Ф𝑚𝑎𝑥 0.92 with 508 
Ф𝑚𝑎𝑥 0.64. This illustrates well the importance of lubrication forces at the onset of motion of 509 
dense suspensions. 510 
4.3 Implication on magma rheology and magmatic system dynamics 511 
As in our experiments, magmatic mixtures are characterized by low Stokes numbers, 𝑆𝑇 << 512 
1, which indicates strong coupling between crystals and melt (Burgisser et al., 2005). Because of 513 
this dynamic similarity, we expect that our simulations illuminate the role of lubrication forces on 514 
mush dynamics and rheology. The rheology of magmas and mushes is now often studied by 515 
shearing or uniaxial compression experiments under high temperature and high confining 516 
pressure (e.g. Caricchi et al., 2007; Champallier et al., 2008; Laumonier et al., 2014, 2013; Lavallée 517 
et al., 2013, 2007). Capturing lubrication in such experiments, however, is challenging for several 518 
reasons. Our results show that lubrication effects appear when the crystal network is free to 519 
expand in response to deformation. Experiments involving water-bearing melts (e.g., Caricchi et 520 
al., 2007), however, feature a metal jacket that encloses the sample and prevents such dilation. 521 
This suggests that jacket-free experiments typical of uniaxial apparatus (e.g., Lavallée et al., 2007) 522 
have better chances to evidence lubrication. Bulk viscosities are determined using experimental 523 
data acquired when an apparent steady state is reached, which leaves out the initial transient 524 
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response to the imposed constraint. Our results show that lubrication forces under quasi-steady 525 
state are weaker than other hydrodynamic micro-scale processes. It is not the case, however, 526 
when deformation is transient. This suggests that lubrication could be captured in shearing or 527 
compression experiments performed on samples near maximum packing during the initiation of 528 
shearing or during an abrupt change of the imposed shear rate. Initial non-linear increases in the 529 
stresses and apparent viscosities are well documented (Caricchi et al., 2007; Champallier et al., 530 
2008; Lavallée et al., 2007). As these effects are observed for all particle concentrations 531 
(Champallier et al., 2008), they are inferred to reflect the combined effects of the elastic response 532 
of the experimental apparatus and of the initial reorganization of the particles in the pre-533 
compacted sample (Lavallée et al., 2007). Our results suggest that these early non-linear stress 534 
responses and those following changes in applied strain rates might contain yet unexploited 535 
information on lubrication. 536 
To identify which degrees of freedom control lubrication under magmatic conditions, we 537 
performed a Monte-Carlo analysis by varying the variables present in Eq. (1) over possible ranges 538 
encountered in magmas and mushes (Table 4). Figure 9 A displays the results in a format that 539 
recovers the same phase-space as that of Figure 2. We report in Fig. 9 B‒F the probability density 540 
distribution of the variables involved in the realizations where lubrication is the dominant force. 541 
Lubrication effects are expected to appear more often with small crystals rather than large ones 542 
(Fig. 9 B). It is not surprising because lubrication forces depend linearly on crystal diameter 543 
whereas the terminal velocity depends on the square of it (Eq. 5). The dependence on the melt 544 
viscosity shows that highly viscous melt are more likely to be in lubricated conditions (Fig. 9 C). As 545 
expected from our scaling, the two main parameters that control the importance of lubrication 546 
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are the relative velocities between the crystals and the surrounding melt (Fig. 9 D and F). These 547 
two parameters may be very difficult to measure during experiments on magma rheology as they 548 
are dynamical properties. This is a reminder that the rheology of magmas and mushes depends 549 
greatly on such dynamic properties in addition to materials properties, which are the only ones 550 
often reported and used in studies treating magma rheology as a single fluid. The relative 551 
velocities between crystals and melt affects the time crystals have to respond to changes in 552 
chemical environment during mush unlocking. Owing to experimental limitations and to the 553 
strong tendency that multiphase suspensions have to foster particle gathering and dispersal when 554 
subjected to shear, such transient motions are difficult to appraise. Their understanding is 555 
nevertheless crucial to fully describe magma rheology and to predict the rate and duration of 556 
dynamic remobilization processes within magmatic systems. 557 
Silicic magma bodies are thought to be formed by several increments of injected magma 558 
(Annen and Sparks, 2002) that cool, degas, and crystallize to reach a mushy state (Bachmann and 559 
Bergantz, 2004). In such systems, several scenarios have been evoked to explain eruption 560 
triggering. One is the rejuvenation of the magmatic mush associated with the injection of crystal-561 
poor magmas (e.g. Pallister et al., 1992; Tomiya and Takeuchi, 2009). Another is the reactivation 562 
of the magmatic mush resulting from the emplacement of a hot batch of magma at the base of 563 
the crystal mush, which heats it up and melts the mush crystals to produce a mobile layer that 564 
eventually becomes unstable and ascends through the mush (Burgisser and Bergantz, 2011). Yet 565 
another scenario is crustal faulting that causes deep fragmentation of mush materials (Gottsmann 566 
et al., 2009). Each of these scenarios requires the initiation of motion within the mush. Our 567 
simulations have shown that lubrication forces produce strain hardening followed by softening 568 
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during such event. These forces likely play an important role in controlling the ascent rates and 569 
timescales of magmas within the crust. Neglecting them could result in underestimating the 570 
resistance of the mush to the arrival of mobile magma. For instance, a magma batch ascending 571 
through a mush needs to continuously initiate the motion of the overlying crystals in order to 572 
open and penetrate the mush. Lubrication forces are opposed to this process and therefore slow 573 
down the ascent of the magma batch. In addition, the ascending magma batch is expected to 574 
form a fluidized chimney in its wake (e.g. Girard and Stix, 2009). Our results show that lubrication 575 
forces are important when the crystal-bearing magma is approaching jamming, a result consistent 576 
with other numerical and experimental results. These forces oppose the closing and clogging of 577 
the fluidized chimney, which tends to maintain the feeding system of the ascending batch. The 578 
overall effect of lubrication forces on such phenomena is thus a complex combination of both 579 
effects that needs further exploration because it bears on our capability to accurately predict 580 
timescales of magmatic mushes dynamics.  581 
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   582 
Figure 9: Exploration of the importance of lubrication in magmatic context. (a). Results of the Monte-Carlo 583 
analysis. Results are reported on logarithmic scales with the ratios 𝐴 𝑣𝑝/𝑈𝑇 as abscissa and  𝑣𝑓/ 2 𝛼 𝑈𝑇 as 584 
ordinate. We report only 104 of the 106 total realizations for clarity. Each dot corresponds to a realization and 585 
its color depends on the force with the highest magnitude. Realizations dominated by buoyancy, drag, or 586 
lubrication are indicated by red, blue, or green dots, respectively. [B‒F] Probability density distributions (pdd) 587 
of the parameters involved in realizations where the lubrication forces dominate the others. We only reported 588 
the distributions of crystal diameter [B], fluid viscosity [C], particle relative velocity [D], the ratio of the particle 589 
volume fraction [E], and the relative velocity between the particle and the fluid [F]. 590 
 591 
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 592 
 593 
 594 
 595 
 596 
Table 4: Parameter ranges used for the Monte-Carlo analysis. Ranges were chosen to represent possible conditions 597 
encountered in magmatic systems while remaining in the validity domain of our analysis. 598 
 599 
5. Conclusions 600 
Using numerical simulation, we demonstrate that lubrication forces cannot be neglected 601 
when a magmatic mush exits or enters a jammed state. Our numerical experiments of 602 
sedimentation and remobilization of packed particle beds notably show that an apparent bulk 603 
strain hardening is produced by lubrication forces, which results in belated dynamics. We propose 604 
scaling relationships that highlight the dominant role of lubrication forces as the cause of the 605 
strain hardening and softening observed. This scaling leads us to propose a new formulation of 606 
the Sommerfeld number to scale the transition between hydrodynamic and lubricated regimes. 607 
Our formulation is complementary to that previously used in the literature aimed at capturing 608 
the transition between frictional and lubricated regimes. The two formulations can predict the 609 
overall transitions in dynamic regimes that a magmatic mush can be subjected to. Understanding 610 
Parameter Lower bound Upper bound 
𝜌𝑝 (kg m
-3) 2700 3300 
𝜌𝑓 (kg m
-3) 2450 3300 
𝑑𝑝 (m) 10-4 5.10-3 
 𝜂𝑓 (Pa s) 10
1 104 
𝜑/𝜑𝑚𝑎𝑥 0.5 0.99999 
𝛽 (°) 0 90 
𝑣𝑝 (m s
-1) 10-6 10-1 
𝑣𝑓 (m s
-1) 10-6 10-1 
p. 35 
 
lubrication has implications on the timescales of magmatic mush processes that control crystal 611 
thermal histories.  612 
 613 
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Supplementary Information A 803 
This Supplementary Information includes two tables summarizing the equation system 804 
solved in our numerical simulations (Tables S1–S2).805 
p. 41 
 
Table S1: List of the equations implemented in the CFD-DEM model 806 
Equation names Equations Ref. Experiments 
Fluid constitutive equations (continuous formulation) 
Mass conservation 
𝜕𝜀𝑓
𝜕𝑡
+  𝛻 ∙ (𝜀𝑓  𝑣 𝑓) = 0 
1 [1, 2] 
Momentum conservation 𝜌𝑓 (
𝜕
𝜕𝑡
(𝜀𝑓  𝑣𝑓⃗⃗  ⃗ ) + 𝛻 ∙ (𝜀𝑓  𝑣𝑓⃗⃗  ⃗  ⊗ 𝑣𝑓⃗⃗  ⃗ )) =  𝛻 ∙ ( 𝜎?̿?  ) + 𝜀𝑓  𝜌𝑓 𝑔  + 𝐼𝑓⃗⃗   
1 [1, 2] 
Stress tensor 𝜎?̿? = 𝑃𝑓 𝛿𝑖𝑗 + 
2
3
 𝜂𝑓  𝑡𝑟(𝜖?̿?) 𝛿𝑖𝑗 + 2 𝜂𝑓 𝜖?̿? 
1 [1, 2] 
DEM: solids time evolution integration (Discrete formulation) 
For each kth particle of the system 
Euler velocity integration 
𝑣𝑝⃗⃗⃗⃗ 
 (𝑘)
 (𝑡 + ∆𝑡) =  𝑣𝑝⃗⃗⃗⃗ 
 (𝑘)
 (𝑡) +
𝐹𝐷⃗⃗⃗⃗ 
 (𝑘)
 (𝑡) +  ∑ (𝐹𝐶
𝑁⃗⃗⃗⃗  ⃗
(𝑘,𝑙)
(𝑡) + 𝐹𝐶
𝑇⃗⃗ ⃗⃗  
(𝑘,𝑙)
(𝑡))
𝑁𝑙
(𝑘)
𝑙=1  
𝑚(𝑘)
+ 𝑔  
2 [1, 2] 
Euler displacement 
integration 𝑋𝑝
⃗⃗ ⃗⃗  
 (𝑘)
 (𝑡 + ∆𝑡) = 𝑋𝑝⃗⃗ ⃗⃗  
 (𝑘)
  (𝑡) + ∆𝑡 𝑣𝑝⃗⃗⃗⃗ 
 (𝑘)
 (𝑡 + ∆𝑡)  
2 [1, 2] 
Euler rotation integration 
𝜔𝑝⃗⃗⃗⃗  ⃗
 (𝑘)
 (𝑡 + ∆𝑡) = 𝜔𝑝⃗⃗⃗⃗  ⃗
 (𝑘)
 (𝑡) + ∆𝑡
∑ (𝑇𝐶⃗⃗⃗⃗ 
(𝑘,𝑙)
+ 𝑇𝐿⃗⃗  ⃗
(𝑘,𝑙)
(𝑡))
𝑁𝑙
(𝑘)
𝑙=1
𝐼(𝑘)
 
2 [1, 2] 
DEM: solids-solids interactions 
Interactions considered between two particles i and j (di > dj) 
Normal contact force 𝐹𝑐𝑁⃗⃗⃗⃗  ⃗
 (𝑖,𝑗)
(𝑡) = (−𝑘𝑛
(𝑖,𝑗)(𝑡) 𝛿𝑛
(𝑖,𝑗)(𝑡) + 𝜂𝑛
(𝑖,𝑗)(𝑡) 𝛥𝑉𝑝𝑁⃗⃗⃗⃗  ⃗
(𝑖,𝑗)
(𝑡) )𝑛𝑖𝑗⃗⃗⃗⃗  ⃗ 
2  5 [1, 2] 
Tangential contact force 𝐹𝑐𝑇⃗⃗ ⃗⃗  
 (𝑖,𝑗)
(𝑡) = −𝑘𝑡
(𝑖,𝑗)(𝑡)𝛿𝑡
(𝑖,𝑗)(𝑡) + 𝜂𝑡
(𝑖,𝑗)(𝑡) 𝛥𝑉𝑝𝑇⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
(𝑖,𝑗)
(𝑡) 
2  5 [1, 2] 
Collisional torque 𝑇𝑐⃗⃗  ⃗
 (𝑖,𝑗)
(𝑡) =  
𝑑𝑝
(𝑖)
− 𝛿𝑛
(𝑖,𝑗)
(𝑡)
2
 𝐹𝑐𝑇⃗⃗ ⃗⃗  
(𝑖,𝑗)
(𝑡)   ;  𝑇𝑐⃗⃗  ⃗
 (𝑗,𝑖)
(𝑡) =  
𝑑𝑝
(𝑗)
− 𝛿𝑛
(𝑖,𝑗)
(𝑡)
2
 𝐹𝑐𝑇⃗⃗ ⃗⃗  
(𝑖,𝑗)
 (𝑡) 
2 [1, 2] 
normal spring (Hertzian 
model) 𝑘𝑛
(𝑖,𝑗)(𝑡) =
4
3
𝐸(𝑖)𝐸(𝑗) √𝑅𝑒𝑓𝑓
(𝑖,𝑗)
𝐸(𝑗)(1 − 𝜎(𝑖)
2
) + 𝐸(𝑖)(1 − 𝜎(𝑗)
2
)
 𝛿𝑛
(𝑖,𝑗)
1
2(𝑡) 
2 [1, 2] 
tangential spring (Hertzian 
model) 𝑘𝑡
(𝑖,𝑗)
(𝑡) =
16
3
𝐺(𝑖)𝐺(𝑗) √𝑅𝑒𝑓𝑓
(𝑖,𝑗)
𝐺(𝑗)(2 − 𝜎(𝑖)) + 𝐺(𝑖) (2 − 𝜎(𝑗))
𝛿𝑡
(𝑖,𝑗)
1
2(𝑡) 
2 [1, 2] 
Elastic modulus 𝐺 =  
𝐸
2(1 + 𝜎)
 2 [1, 2] 
Normal damping 
coefficient 𝜂𝑛
(𝑖,𝑗)
(𝑡) =
2√𝑚𝑒𝑓𝑓
(𝑖,𝑗)
 𝑘𝑛
(𝑖,𝑗)
(𝑡)|𝑙𝑛 𝑒𝑛|
√𝜋2 + 𝑙𝑛2 𝑒𝑛
 𝛿𝑛
(𝑖,𝑗)(𝑡)
1
4 
2  5 [1, 2] 
Tangential damping 
coefficient 𝜂𝑡
(𝑖,𝑗)
=
2√𝑚𝑒𝑓𝑓
(𝑖,𝑗)
 𝑘𝑡
(𝑖,𝑗)
(𝑡) |𝑙𝑛 𝑒𝑡|
√𝜋2 + 𝑙𝑛2 𝑒𝑡
 𝛿𝑡
(𝑖,𝑗)(𝑡)
1
4 
2  5 [1, 2] 
effective radius 𝑅𝑒𝑓𝑓
(𝑖,𝑗) = 
2 (𝑑𝑝
(𝑖) + 𝑑𝑝
(𝑗)
) 
𝑑𝑝
(𝑖)𝑑𝑝
(𝑗)
 2 [1, 2] 
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Equation names Equations Ref. Experiments 
Effective mass 𝑚𝑒𝑓𝑓
(𝑖,𝑗) = 
 𝑚(𝑖) + 𝑚(𝑗) 
𝑚(𝑖) 𝑚(𝑗)
 
2 [1, 2] 
Normal lubrication force 
component 𝐹𝐿
𝑁 (𝑖,𝑗)(𝑡) =  
2 𝜋 𝜂𝑓  (𝑑
(𝑖) + 𝑑(𝑗))
2
 
32  (ℎ(𝑖,𝑗)(𝑡) +  𝜀)  
 𝑣𝑛(𝑡) 
6  
Tangential lubrication 
force component 
𝐹𝐿
𝑇 (𝑖,𝑗)(𝑡) =  
𝜋 𝜂𝑓
2
 [−
(𝑑(𝑖) + 𝑑(𝑗))
2
+ (
(𝑑(𝑖) + 𝑑(𝑗))
2
+ (ℎ(𝑖,𝑗)(𝑡) +  𝜀)) ln(
(𝑑(𝑖) + 𝑑(𝑗) + 2(ℎ(𝑖,𝑗)(𝑡) +  𝜀))
2(ℎ(𝑖,𝑗)(𝑡) +  𝜀)
)] 𝑣𝑡(𝑡) 
6  
Total lubrication force 𝐹𝐿
𝑡𝑜𝑡 (𝑖)(𝑡) = −𝐹𝐿
𝑡𝑜𝑡 (𝑗)(𝑡) = 𝐹𝐿
𝑁 (𝑖,𝑗)(𝑡) + 𝐹𝐿
𝑇(𝑖,𝑗) (𝑡) 
6  
Total lubrication torque 𝑇𝐿
(𝑖)(𝑡) = −𝑇𝐿
(𝑗)(𝑡) =  
𝑑(𝑖) + (ℎ(𝑖,𝑗)(𝑡) +  𝜀)
2
 𝐹𝑡
𝐿 (𝑖,𝑗)(𝑡) 
6  
DEM: Fluid-solids coupling (Discrete formulation) 
For each particle of the system 
Solids/Fluid momentum 
exchange on REV 𝐼𝑓
⃗⃗  (𝑡) =  
1
𝜈𝑅𝐸𝑉
 ∑𝐹𝐷⃗⃗⃗⃗ 
 (𝑘)
(𝑡) 𝐾𝑅𝐸𝑉(𝑋𝑝
(𝑘)
)
𝑁𝑘
𝑘=1
 2 [1, 2] 
Drag forces 𝐹𝐷⃗⃗⃗⃗ 
 (𝑘)
(𝑡) = −𝛻 𝑃𝑓(𝑡) (
𝜋
6
 𝑑𝑝
(𝑘)3 ) +
𝛽𝑓𝑠
(𝑘)(𝑡)
(1 − 𝜀𝑓 (𝑡))
(
𝜋
6
 𝑑𝑝
(𝑘)3)(𝑣𝑓⃗⃗  ⃗(𝑡) − 𝑣𝑝⃗⃗⃗⃗ 
 (𝑘)
(𝑡)) 2 [1, 2] 
Local fluid/solid 
momentum transfer 
𝛽𝑓𝑠
(𝑘)
(𝑡)
=
{
  
 
  
 3
4
𝐶𝐷
(𝑘)
(𝑡)
𝜌𝑓  𝜀𝑓(𝑡) (1 − 𝜀𝑓 ) ‖𝑣𝑓⃗⃗  ⃗ − 𝑣𝑠⃗⃗  ⃗
 (𝑘)
‖
𝑑𝑝
(𝑘)  𝜀𝑓
  −2.65                                  𝜀𝑓 ≥ 0.8
150 (1 − 𝜀𝑓 (𝑡))
2
 𝜂𝑓
𝜀𝑓 (𝑡) 𝑑𝑝
(𝑘)2
+
1.75 𝜌𝑓 (1 − 𝜀𝑓 (𝑡)) ‖𝑣𝑓⃗⃗  ⃗(𝑡) − 𝑣𝑠⃗⃗  ⃗
 (𝑘)
(𝑡)‖
𝑑𝑝
(𝑘)                 𝜀𝑓 < 0.8
 
3  4 [1, 2] 
Drag coefficient 𝐶𝐷
(𝑘)(𝑡) =  {
24
𝑅𝑒(𝑘)(𝑡)(1 + 0.15 𝑅𝑒(𝑘)(𝑡)0.687)
                             𝑅𝑒(𝑘)(𝑡) < 1000
0.44                                                                        𝑅𝑒(𝑘)(𝑡) ≥ 1000
 3  4 [1, 2] 
Dimensionless number 
Reynolds number 𝑅𝑒(𝑘)(𝑡) =
𝑑𝑚
(𝑘)
 ‖𝑣𝑓⃗⃗  ⃗(𝑡) − 𝑣𝑠⃗⃗  ⃗
 (𝑘)
(𝑡)‖ 𝜌𝑓
𝜂𝑓
 
3 [1, 2] 
1  Syamlal et al., (1993) 807 
²  Garg et al., (2010) 808 
3  Benyahia et al., (2012) 809 
4  Gidaspow, (1986) 810 
5  MFIX code 811 
6  Marzougui et al., (2015)  812 
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Table S2 : Symbols used in Table S1. 813 
Symbol Definition 
𝑪𝑫
(𝒌)
  Drag coefficient of the k
th particle 
𝒅𝒑
(𝒊)
  i
th particle diameter 
𝒆𝒏  Particle normal restitution coefficient 
𝒆𝒕  Particle tangential restitution coefficient 
𝑬(𝒊)  ith particle Young modulus 
𝑭𝑪
𝑵⃗⃗⃗⃗  ⃗
(𝒌,𝒍)
 
 Normal contact force between kth particle and its lth neighbor 
𝑭𝑪
𝑻⃗⃗ ⃗⃗  
(𝒌,𝒍)
 
  Tangential contact forces between kth particle and its lth neighbor  
𝑭𝑫⃗⃗⃗⃗  ⃗
 (𝒌)
  Drag force on k
th particle 
?⃗?   Gravitational vector (m s-2) 
𝑮(𝒌)  kth particle shear moduli 
𝒉(𝒊,𝒋)  Distance between ith and jth particles edges 
𝑰𝒇⃗⃗  ⃗  Fluid-solid momentum exchange 
𝑰(𝒌)  kth particle moment of inertia 
𝑲𝑹𝑬𝑴  Generic kernel to determine the influence of a particle located at 𝑋𝑝⃗⃗ ⃗⃗  
 (𝑘)
on the REV 
𝒌𝒏
(𝒊,𝒋)
  Normal spring coefficient between i
th and jth particles contact 
𝒌𝒕
(𝒊,𝒋)
  Tangential spring coefficient between i
th and jth particles contact 
𝒍  Neighbors index 
𝒎(𝒌)  kth particle mass 
𝒎𝒆𝒇𝒇
(𝒊,𝒋)
  i
th and jth particles effective radius 
𝑵𝒍
(𝒌)
  Number of neighbors of the k
th particle 
𝑵𝒌  Number of particles 
𝒏𝒊𝒋⃗⃗⃗⃗  ⃗  Normal vector between ith and jth particles 
𝑷𝒇  Fluid pressure (Pa) 
REV  Representative elementary volume 
𝑹𝒆(𝒌)  ith particle Reynolds number 
𝑹𝒆𝒇𝒇
(𝒊,𝒋)
  i
th and jth particles effective radius 
𝑹∗
(𝒊,𝒋)
  Contact area radius between i
th and jth particles 
𝑻𝑪⃗⃗ ⃗⃗  
(𝒌,𝒍)
  Contact torque between k
th particle and its lth neighbor 
𝑻𝑳⃗⃗⃗⃗ 
(𝒌,𝒍)
  Lubrication torque between k
th particle and its lth neighbor 
?⃗? 𝐟  Fluid velocity vector (m s
-1) 
𝒗𝒑⃗⃗⃗⃗  
 (𝒌)
  k
th particle velocity vector (m s-1) 
𝑿𝒑⃗⃗⃗⃗  ⃗
 (𝒌)
  k
th particle position (m) 
𝜷𝒇𝒔
(𝒌)
  k
th particle – fluid momentum transfer coefficient 
𝜟𝑽𝒑
𝑵(𝒊,𝒋)  Normal relative velocity between i
th and jth particles 
𝜟𝑽𝒑
𝑻(𝒊,𝒋)   Tangential relative velocity between i
th and jth particles 
𝜹𝒊𝒋  Kronecker tensor 
𝜹𝒏
(𝒊,𝒋)
  Normal overlap between i
th and jth particles 
𝜹𝒕
(𝒊,𝒋)
  Tangential displacement during the contact between i
th and jth particles contact 
𝛆  Roughness distance below which lubrication is ineffective (m) 
𝛆𝐟  Fluid volume fraction 
𝝐?̿?  Fluid strain rate tensor 
𝛈𝐟  Fluid viscosity (Pa s) 
𝜼𝒏
(𝒊,𝒋)
  Normal damping coefficient between i
th and jth particles 
𝜼𝒕
(𝒊,𝒋)
  Tangential damping coefficient between i
th and jth particles 
𝝂  Domain volume (m-3) 
𝛒𝐟  Fluid density (kg m
-3) 
𝝈(𝒊)  ith particle Poisson coefficient 
𝛔𝐟̿̿̿ Fluid stress tensor 
𝝎𝒑⃗⃗ ⃗⃗  ⃗
 (𝒌)
  k
th particle rotation vector (rad s-1) 
𝜵 Nabla operator 
⊗ Outer product 
 814 
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Supplementary Information B 815 
This Supplementary Information discusses the meaning of the particle relative velocity, 𝑣𝑝, 816 
and the incidence angle, 𝛽, for a multiparticle system. 817 
Neither drag nor buoyancy depends directly on the topology of neighboring particles 818 
dynamics. The total lubrication force for a given particle, however, is the sum of all the pair 819 
interactions between that particle and its neighbors. Each particle pair is characterized by its own 820 
relative velocity, 𝑣𝑝, and incidence angle, 𝛽. The representative 𝑣𝑝 of a particle corresponds to 821 
the difference between the particle velocity and the average velocity of its neighbors. It 822 
represents the velocity unsteadiness within the solids phase and corresponds to a measure of the 823 
energy fluctuation within the granular phase, which is often referred to as granular temperature 824 
(Andreotti et al., 2013; Goldhirsch, 2008). Formally, the parameter 𝑣𝑝 we use corresponds to the 825 
square root of the classical definition of granular temperature, which suggests that lubrication 826 
effects could be taken into account in continuum models based on kinetic theory. 827 
The physical meaning of the representative incidence angle 𝛽 is less obvious. This angle 828 
varies between 0° for pure normal motion to 90° for pure tangential motion. It does not indicates 829 
the orientation of the particle relative motion and it thus cannot be used to gather information 830 
on the microstructural organization of the solids like, for instance, the contact fabric tensor (e.g. 831 
Bergantz et al., 2017). The importance of the angle 𝛽 on the position of the point where all the 832 
forces are equal on the force diagram is weak except when this angle tends to be purely tangential 833 
(Fig. 8). This situation never happens in our simulations because average 𝛽 ranges from 834 
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approximately 55° and 8° (Fig. 4 A). This variation of 𝛽 had a negligible influence on the relative 835 
importance of lubrication forces as quantified by our scaling. 836 
 837 
Supplementary Information C 838 
This Supplementary Information presents the validation experience and results to validate 839 
our implementation of lubrication forces. 840 
The CFD-DEM approach is a parameterized method, in which the fluid cells are larger than 841 
particle sizes and the forces exerted by the fluid depend on fluid properties interpolated at the 842 
particle location. Our additions to this parameterized approach need to be validated to ensure 843 
results reliability. We validated our implementation of lubrication into MFIX by reproducing 844 
particle rebound experiments performed by Gondret et al. (2002). The experiments consisted of 845 
a sphere immersed in a viscous fluid and falling under the effect of gravity until it rebounds on a 846 
flat surface. The authors calculated the effective restitution coefficient of each rebound, which 847 
corresponds to the ratio of the particle velocity just before and after the contact occurring in wet 848 
condition normalized by the dry restitution coefficient. Results are sorted as a function of the 849 
collisional Stokes number used by the authors, 𝑆𝑡 =  (𝜌𝑝 𝑑𝑝 𝑣)/ (18 𝜂𝑓). When St>1, the particle 850 
motion is controlled by its inertia whereas for St<1, the surrounding fluid tends to dominate 851 
particle trajectory and behavior (Burgisser et al., 2005). Experimental results of Gondret et al. 852 
(2002) show that the effective restitution coefficient is affected by the presence of fluid when 853 
St<103 (Fig. S1). When St<10, the fluid effect is so important that no rebound was measurable. 854 
We performed numerical experiments with the particles and fluid properties from Gondret et al. 855 
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(2002). Each case was run twice, the first one with lubrication and the second one without. Results 856 
show that our model outputs match the experimental data (Fig. S1). This validates our 857 
implementation of lubrication forces and shows that the model reproduces realistic contacts 858 
between particles immerged in a fluid. 859 
 860 
Figure S1:  Validation of the lubrication forces implementation by reproducing experiments 861 
from Gondret et al. (2002). The abscissa is the decimal logarithm of the collisional Stokes number. 862 
The ordinate is the effective restitution coefficient defined as the ratio of the measured 863 
restitution coefficient in wet condition over the dry restitution coefficient. Each glyph represents 864 
a numerical simulation. The symbol shape depends on the sphere material, the black filling 865 
indicates the run with lubrication and the white filling the run without. A fit of the experimental 866 
results obtained by Gondret et al., (2002) is displayed as a dashed curve. 867 
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Supplementary Information D 868 
This Supplementary Information presents the steps to transform Eq. (1) to Eq. (11) 869 
The dimensional Lagrangian BBO equation, which describes the motion of a particle in a 870 
dense suspension, is expressed in Eq. (1). We introduce in it the following dimensionless 871 
quantities: 872 
𝑣𝑝1̃ =
𝑣𝑝1
𝑣0
 ;  𝑣?̃? =
𝑣𝑓
𝑣0
 ;  𝑣?̃? =
𝑣𝑝
𝑣0
 ;  ∆?̃? =
∆𝜌
𝜌0
 ;  𝜌?̃? =
𝜌𝑝
𝜌0
 ; ?̃? =
𝑡
𝜏
 ; 𝑑?̃? =
𝑑𝑝
𝛿
 ;  𝜂?̃? =
𝜂𝑓
𝜂0
 ; ?̃? =
𝑔
𝑔0
   (S1) 873 
where 𝑣𝑝1̃, 𝑣?̃?  and 𝑣?̃? correspond to the dimensionless forms of the velocities involved in Eq. (1). 874 
Variables ∆?̃?, 𝜌?̃?, ?̃?, 𝑑?̃?, 𝜂?̃?, and ?̃? are the dimensionless density contrast, particle density, time, 875 
particle diameter, fluid viscosity and gravitational acceleration, respectively. Variables 𝑣0, 𝜌0, 𝛿, 876 
𝜏, 𝜂0, and 𝑔0 represent the characteristic speed, density, distance, time, viscosity and 877 
gravitational acceleration, respectively. Introducing the dimensionless variables into Eq. (1) yields 878 
𝑣0² 
𝛿
𝑑 𝑣𝑝1̃
𝑑 ?̃?
=
∆?̃? 𝜌0 ?̃? 𝑔0
𝜌?̃? 𝜌0
− 
3 𝜂?̃? 𝜂0 𝑣?̃? 𝑣0
2 𝛼 𝜌?̃? 𝜌0 𝑑?̃?
2
 𝛿2
−
3 𝜂?̃? 𝜂0 𝑣?̃? 𝑣0 𝐴
𝜌?̃? 𝜌0 𝑑?̃?
2
 𝛿2
  (S2) 879 
Defining 𝜌0 = 𝜌𝑝, 𝜏 =  𝛿/𝑣0, 𝜂0 = 𝜂𝑓, and 𝑔0 = 𝑔, gives: 880 
 ∆?̃? =
∆𝜌
𝜌𝑝
 ;  𝜌?̃? = 1 ; ?̃? =
𝑡 𝑣0
𝛿
  ;  𝜂?̃? = 1 ; ?̃? = 1  (S3) 881 
and 882 
𝑣0² 
𝛿
𝑑 𝑣𝑝1̃
𝑑 ?̃?
=
∆𝜌 𝑔 
𝜌𝑝 
− 
3 𝜂𝑓 𝑣?̃? 𝑣0
2 𝛼 𝜌𝑝  𝑑?̃?
2
 𝛿2 
−
3 𝜂𝑓 𝑣?̃? 𝑣0 𝐴
𝜌𝑝  𝑑?̃?
2
 𝛿2 
 . 883 
 (S4) 884 
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Replacing 𝑑?̃?
2
 𝛿2 by 𝑑𝑝² and moving the term 𝑣0²/ 𝛿 from the right-hand side to the left-hand 885 
side yields: 886 
𝑑 𝑣𝑝1̃
𝑑 ?̃?
=
∆𝜌 𝑔 𝛿
𝜌𝑝 𝑣02
− 
3 𝜂𝑓 𝑣?̃? 𝛿
2 𝛼 𝜌𝑝 𝑑𝑝
2 𝑣0
−
3 𝜂𝑓 𝑣?̃? 𝛿 𝐴
𝜌𝑝 𝑑𝑝
2 𝑣0
 . (S5) 887 
Equation (S5) can also be expressed as: 888 
𝑑 𝑣𝑝1̃
𝑑 ?̃?
=
1
𝐹𝑅
2 − 
 𝑣?̃? 
𝑆𝑇
−
 𝑣?̃? 
𝑆𝑂
  (S6) 889 
with: 890 
𝐹𝑅
2 =
𝜌𝑝 𝑣0
2
∆𝜌 𝑔 𝛿
    (S7a) 891 
𝑆𝑇 =
2 𝛼 𝜌𝑝 𝑑𝑝
2 𝑣0
3 𝜂𝑓 𝛿
  (S7b) 892 
𝑆𝑂 =
 𝜌𝑝 𝑑𝑝
2 𝑣0
3 𝜂𝑓 𝐴 𝛿
  (S7c) 893 
Supplementary Information E 894 
This Supplementary Information explores the possibility to resolve implicitly lubrication 895 
interactions in CFD-DEM models. 896 
Previous CFD-DEM works involving dense suspensions have taken lubrication effects into 897 
account by artificially decreasing the dry contact restitution coefficients (i.e. the proportion of the 898 
kinetic energy conserved during contact) between particles to unrealistic low values (typical 899 
below 0.1) (Bergantz et al., 2015; Schleicher et al., 2016; Schleicher and Bergantz, 2017). Our 900 
results indicate that lubrication forces affect the simulation dynamics when the solids are close 901 
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to jamming. The strongest lubrication effects are produced by the resistance of the carrier phase 902 
to the expansion of the discrete solid phase. This process does not involve any contacts, so one 903 
can expect that lowering the contact restitution coefficients would poorly mimic the effect of 904 
having explicit lubrication forces. We tested this assumption by running both experiments 1 and 905 
2 with low restitution coefficients. Surprisingly, results show that time delays of bed 906 
sedimentation and bed remobilization caused by the presence of lubrication forces are also 907 
present with low restitution coefficients (Fig. 3 and S2). We tested the relationship between delay 908 
and restitution coefficients by running two simulations similar to simulation 2A except that 909 
lubrications forces were mimicked by two distinct low restitution coefficients (Table S3). The 910 
delays are inversely proportional to the value of the restitution coefficients (Fig. S2 B‒C). 911 
The initial expansion produced by either the injection (experiment 1) or the return flow of 912 
the fluid (experiment 2) imposes an additional stress on the surrounding particle bed. We 913 
observed that this stress is distributed within the particle bed thanks to particle contacts and the 914 
loading of contact force chains (Fig S3). When restitution coefficients are decreased, contact 915 
durations are longer, and force chains can accommodate more stress before any strain occurs. 916 
This mechanism is the most likely cause of the delays observed in the runs with low restitutions 917 
coefficients. Our results indicate that, in the case explored herein, lowering restitution 918 
coefficients is a valid approach to mimic the belated initiation of motion of the particle bed caused 919 
by lubrication. The generality of this approach must be tested for other applications. 920 
 921 
Run 𝜼𝒇 
(Pa s) 
𝒅𝒑 
(m) 
𝝆𝒑 
(kg m-3) 
𝝆𝒇 
(kg m-3) 
bed  size 
(m × m) 
𝒆𝒏 𝒆𝒕 injection width 
(m) 
injection velocity 
(m s-1) 
lubrication 
2A 0.2 4 ± 0.2 10-3 3300 2650 0.96 × 0.40 0.7 0.35 0.16 0.023 yes 
SEA 0.2 4 ± 0.2 10-3 3300 2650 0.96 × 0.40 0.01 0.005 0.16 0.023 No 
SEB 0.2 4 ± 0.2 10-3 3300 2650 0.96 × 0.40 0.1 0.05 0.16 0.023 No 
p. 50 
 
Table S3: Parameters used for the simulations involving the injection of a crystal-free basalt inside 922 
a basaltic mush. 923 
 924 
 925 
Figure S2: Snapshots of experiment 2A simulations with lubrication and two simulations that 926 
mimic it. All simulations are displayed at the same time step after 9.8 s of injection. The color 927 
code indicates the local particle volume fraction. [A] Simulation involving lubrication (2A)  [B] – 928 
[C] Simulations that mimic lubrication by reducing restitution coefficients to 𝑒𝑛 = 0.01 (run SEA) 929 
and 𝑒𝑛 = 0.1 (run SEB), respectively. 930 
p. 51 
 
 931 
Figure S3: Evolution of the particle overlaps. Each disk represents a particle on run 1A. The color 932 
depends on the maximum overlap between the particle and its neighbors. The maximum overlap 933 
percentage indicates the loading applied to the particles force chains. For each particle the 934 
percentage of overlap is taken as the maximum overlap distance between the particle and its 935 
neighbors divided by the particle diameter (= 100 (max(𝛿𝑛)/ 𝑑𝑝)). 936 
 937 
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