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Abstract. The work treats dynamical systems given by ordinary differential
equations in the form
dX
ε(t)
dt
= εB(Xε(t), Y ε(t)) where fast motions Y ε de-
pend on the slow motion Xε (coupled with it) and they are either given by
another differential equation dY
ε(t)
dt
= b(Xε(t), Y ε(t)) or perturbations of an
appropriate parametric family of Markov processes with freezed slow variables.
In the first case we assume that the fast motions are hyperbolic for each freezed
slow variable and in the second case we deal with Markov processes such as
random evolutions which are combinations of diffusions and continuous time
Markov chains. First, we study large deviations of the slow motion Xε from
its averaged (in fast variables Y ε) approximation X¯ε. The upper large devi-
ation bound justifies the averaging approximation on the time scale of order
1/ε, called the averaging principle, in the sense of convergence in measure (in
the first case) or in probability (in the second case) but our real goal is to
obtain both the upper and the lower large deviations bounds which together
with some Markov property type arguments (in the first case) or with the real
Markov property (in the second case) enable us to study (adiabatic) behav-
ior of the slow motion on the much longer exponential in 1/ε time scale, in
particular, to describe its fluctuations in a vicinity of an attractor of the av-
eraged motion and its rare (adiabatic) transitions between neighborhoods of
such attractors. When the fast motion Y ε does not depend on the slow one we
arrive at a simpler averaging setup studied in numerous papers but the above
fully coupled case, which better describes real phenomena, leads to much more
complicated problems.
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Part 1
Hyperbolic Fast Motions
1.1. Introduction
Many real systems can be viewed as a combination of slow and fast motions
which leads to complicated double scale equations. Already in the 19th century in
applications to celestial mechanics it was well understood (though without rigorous
justification) that a good approximation of the slow motion can be obtained by
averaging its parameters in fast variables. Later, averaging methods were applied
in signal processing and, rather recently, to model climate–weather interactions (see
[35], [18], [36] and [51]). The classical setup of averaging justified rigorously in [12]
presumes that the fast motion does not depend on the slow one and most of the work
on averaging treats this case only. On the other hand, in real systems both slow and
fast motions depend on each other which leads to the more difficult fully coupled
case which we study here. This setup emerges, in particular, in perturbations of
Hamiltonian systems which leads to fast motions on manifolds of constant energy
and slow motions across them.
In this work we consider a system of differential equations for Xε = Xεx,y and
Y ε = Y εx,y,
(1.1.1)
dXε(t)
dt
= εB(Xε(t), Y ε(t)),
dY ε(t)
dt
= b(Xε(t), Y ε(t))
with initial conditions Xε(0) = x, Y ε(0) = y on the product Rd ×M where M is a
compact nM-dimensional C
2 Riemannian manifold and B(x, y), b(x, y) are smooth
in x, y families of bounded vector fields on Rd and on M, respectively, so that y
serves as a parameter for B and x for b. The solutions of (1.1.1) determine the flow
of diffeomorphisms Φtε on R
d ×M acting by Φtε(x, y) = (Xεx,y(t), Y εx,y(t)). Taking
ε = 0 we arrive at the flow Φt = Φt0 acting by Φ
t(x, y) = (x, F txy) where F
t
x is
another family of flows given by F txy = Yx,y(t) with Y = Yx,y = Y
0
x,y being the
solution of
(1.1.2)
dY (t)
dt
= b(x, Y (t)), Y (0) = y.
It is natural to view the flow Φt as describing an idealised physical system where
parameters x = (x1, ..., xd) are assumed to be constants (integrals) of motion while
the perturbed flow Φtε is regarded as describing a real system where evolution of
these parameters is also taken into consideration. Essentially, the proofs of this
paper work also in the slightly more general case when B and b in (1.1.1) together
with their derivatives depend Lipschitz continuously on ε (cf. [54]) but in order to
simplify notations and estimates we do not consider this generalisation here.
Assume that the limit
(1.1.3) B¯(x) = B¯y(x) = lim
T→∞
T−1
∫ T
0
B(x, F txy)dt
exists and it is the same for ”many” y′s. For instance, suppose that µx is an ergodic
invariant measure of the flow F tx then the limit (1.1.3) exists for µx−almost all y
and is equal to
B¯(x) = B¯µx(x) =
∫
B(x, y)dµx(y).
If b(x, y) does not, in fact, depend on x then F tx = F
t and µx = µ are also
independent of x and we arrive at the classical uncoupled setup. In this case
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Lipschitz continuity of B implies already that B¯(x) is also Lipshitz continuous in
x, and so there exists a unique solution X¯ = X¯x of the averaged equation
(1.1.4)
dX¯ε(t)
dt
= εB¯(X¯ε(t)), X¯ε(0) = x.
In this case the standard averaging principle says (see [72]) that for µ-almost all y,
(1.1.5) lim
ε→0
sup
0≤t≤T/ε
|Xεx,y(t)− X¯εx(t)| = 0.
As the main motivation for the study of averaging is the setup of perturbations
described above we have to deal in real problems with the fully coupled system
(1.1.1) which only in very special situations can be reduced by some change of
variables to a much easier uncoupled case where the fast motion does not depend
on the slow one. Observe that in the general case (1.1.1) the averaged vector field
B¯(x) in (1.1.3) may even not be continuous in x, let alone Lipschitz, and so (1.1.4)
may have many solutions or none at all. Moreover, there may exist no natural well
dependent on x ∈ Rd family of invariant measures µx since dynamical systems F tx
may have rather different properties for different x’s. Even when all measures µx
are the same the averaging principle often does not hold true in the form (1.1.5), for
instance, in the presence of resonances (see [62] and [55]). Thus even basic results
on approximation of the slow motion by the averaged one in the fully coupled
case cannot be taken for granted and they should be formulated in a different way
requiring usually stronger and more specific assumptions.
If convergence in (1.1.3) is uniform in x and y then (see, for instance, [51])
any limit point Z¯(t) = Z¯x(t) as ε → 0 of Zεx,y(t) = Xεx,y(t/ε) is a solution of the
averaged equation
(1.1.6)
dZ¯(t)
dt
= B¯(Z¯(t)), Z¯(0) = x.
It is known that the limit in (1.1.3) is uniform in y if and only if the flow F tx on
M is uniquely ergodic, i.e. it possesses a unique invariant measure, which occurs
rather rarely. Thus, the uniform convergence in (1.1.3) assumption is too restrictive
and excludes many interesting cases. Probably, the first relatively general result on
fully coupled averaging is due to Anosov [1] (see also [62] and [51]). Relying on the
Liouville theorem he showed that if each flow F tx preserves a probability measure µx
on M having a C1 dependent on x density with respect to the Riemannian volume
m on M and µx is ergodic for Lebesgue almost all x then for any δ > 0,
(1.1.7) mes{(x, y) : sup
0≤t≤T/ε
|Xεx,y(t)− X¯εx(t)| > δ} → 0 as ε→ 0,
where mes is the product of m and the Lebesgue measure in a relatively compact
domain X ⊂ Rd. An example in Appendix to [55] shows that, in general, this
convergence in measure cannot be strengthened to the convergence for almost all
initial conditions and, moreover, in this example the convergence (1.1.5) does not
hold true for any initial condition from a large open domain. Such examples exist
due to the presence of resonances , more specifically to the ”capture into resonance”
phenomenon, which is rather well understood in perturbations of integrable Hamil-
tonian systems. Resonances lead there to the wealth of ergodic invariant measures
and to different time and space averaging. It turns out (see [11]) that wealth of
ergodic invariant measures with nice properties (such as Gibbs measures) for Ax-
iom A and expanding dynamical systems also yields in the fully coupled averaging
4setup with the latter fast motions examples of nonconvergence as ε → 0 for large
sets of initial conditions (see Remark 1.2.12).
In Hamiltonian systems, which are a classical object for applications of aver-
aging methods, the whole space is fibered into manifolds of constant energy. For
some mechanical systems these manifolds have negative curvature with respect to
the natural metric and their motion is described by geodesic flows there. Hyperbolic
Hamiltonian systems were discussed, for instance, in [63] and a specific example
of a particle in a magnetic field leading to such systems was considered recently in
[73]. Of course, these lead to Hamiltonian systems which are far from integrable.
Such situations fall in our framework and they are among main motivations for
this work. This suggests to consider the equation (1.1.1) on a (locally trivial) fiber
bundle M = {(x, y) : x ∈ U, y ∈ Mx} with a base U being an open subset in a
Riemannian manifold N and fibers Mx being diffeomorphic compact Riemannian
manifolds (see [74]). On the other hand, M has a local product structure and if
‖B‖ is bounded then the slow motion stays in one chart during time intervals of
order ∆/ε with ∆ small enough. Hence, studying behavior of solutions of (1.1.1)
on each such time interval separately we come back to the product space Rd ×M
setup and will only have to piece results together to see the picture on a larger time
interval of length T/ε.
We assume in the first part of this work that b(x, y) is C2 in x and y and that
for each x in a closure of a relatively compact domain X the flow F tx is Anosov
or, more generally, Axiom A in a neighborhood of an attractor Λx. Let µ
SRB
x be
the Sinai-Ruelle-Bowen (SRB) invariant measure of F tx on Λx and set B¯(x) =∫
B(x, y)dµSRBx (y). It is known (see [16]) that the vector field B¯(x) is Lipschitz
continuous in x, and so the averaged equations (1.1.4) and (1.1.6) have unique
solutions X¯ε(t) and Z¯(t) = X¯ε(t/ε). Still, in general, the measures µSRBx are singular
with respect to the Riemannian volume on M, and so the method of [1] cannot be
applied here. We proved in [54] that, nevertheless, (1.1.7) still holds true in this
case, as well, and, moreover, the measure in (1.1.7) can be estimated by e−c/ε with
some c = c(δ) > 0. The convergence (1.1.7) itself without an exponential estimate
can be proved by another method (see [56]) which can be applied also to some
partially hyperbolic fast motions . An extension of the averaging principle in the
sense of convergence of Young measures is discussed in Section 1.11.
Once the convergence of Zεx,y(t) = X
ε
x,y(t/ε) to Z¯x(t) = X¯
ε
x(t/ε) as ε → 0
is established it is interesting to study the asymptotic behavior of the normalized
error
(1.1.8) V ε,θx,y (t) = ε
θ−1(Zεx,y(t)− Z¯x(t)), θ ∈ [
1
2
, 1].
Namely, in our situation it is natural to study the distributions m{y : V ε,θx,y (·) ∈ A}
as ε → 0 where m is the normalized Riemannian volume on M and A is a Borel
subset in the space C0T of continuous paths ϕ(t), t ∈ [0, T ] on Rd. We will obtain
in this work large deviations bounds for V εx,y = V
ε,1
x,y which will give, in particular,
the result from [54] saying that
(1.1.9) m{y : ‖V εx,y‖0,T > δ} → 0 as ε→ 0
exponentially fast in 1/ε where ‖ · ‖0,T is the uniform norm on C0T . However, the
main goal of this work is not to provide another derivation of (1.1.9) but to obtain
precise upper and lower large deviations bounds which not only estimate measure
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of sets of initial conditions for which the slow motion Zε exhibits substantially
different behavior than the averaged one Z¯ but also enable us to go further and to
investigate much longer exponential in 1/ε time behavior of Zε. Namely, we will
be able to study exits of the slow motion from a neighborhood of an attractor of
the averaged one and transitions of Zε between basins of attractors of Z¯. Such
evolution, which becomes visible only on much longer than 1/ε time scales, is
usually called adiabatic in the framework of averaging. In the simpler case when
the fast motion does not depend on the slow one such results were discussed in
[48]. Still, even in this uncoupled situation descriptions of transitions of the slow
motion between attractors of the averaged one were not justified rigorously both
in the Markov processes case of [28] and in the dynamical systems case of [48].
Extending these technique to three scale equations may exhibit stochastic resonance
type phenomena producing a nearly periodic motion of the slowest motion which
is described in Section 1.10 below. These problems seem to be important in the
study of climate–weather interactions and they were discussed in [18] and [36]
in the framework of a model describing transitions between steady climatic states
with weather evolving as a fast chaotic system and climate playing the role of
the slow motion. Such ”very long” time description of the slow motion is usually
impossible in the traditional averaging setup which deals with perturbations of
integrable Hamiltonian systems. In the fully coupled situation we cannot work just
with one hyperbolic flow but have to consider continuously changing fast motions
which requires a special technique. In particular, the full flow Φtε on R
d×M defined
above and viewed as a small perturbation of the partially hyperbolic system Φt plays
an important role in our considerations. It is somewhat surprising that the ”very
long time” behavior of the slow motion which requires certain ”Markov property
type” arguments still can be described in the fully coupled setup which involves
continuously changing fast hyperbolic motions. It turns out that the perturbed
system still possesses semi-invariant expanding cones and foliations and a certain
volume lemma type result on expanding leaves plays an important role in our
argument for transition from small time were perturbation techniques still works
to the long and ”very long” time estimates.
It is plausible that moderate deviations type results can be proved for V ε,θx,y
when 1/2 < θ < 1 and that the distribution of V
ε,1/2
x,y (·) in y converges to the
distribution of a Gaussian diffusion process in Rd. Still, this requires somewhat
different methods and it will not be discussed here. In this regard we can mention
limit theorems obtained in [14] for a system of two heavy and light particles which
leads to an averaging setup for a billiard flow. For the simpler case when b does
not depend on x, i.e. when all flows F tx are the same, the moderate deviations and
Gaussian approximations results were obtained previously in [49]. Related results
in this uncoupled situation concerning Hasselmann’s nonlinear (strong) diffusion
approximation of the slow motion Xε were obtained in [55].
We consider also the discrete time case where (1.1.1) is replaced by difference
equations for sequences Xε(n) = Xεx,y(n) and Y
ε(n) = Y εx,y(n), n = 0, 1, ... so that
Xε(n+ 1)−Xε(n) = εB(Xε(n), Y ε(n)),(1.1.10)
Y ε(n+ 1) = FXε(n)Y
ε(n), Xε(0) = x, Y ε(0) = y
6where B : X ×M→ Rd is Lipschitz in both variables and the maps Fx : M→M
are smooth and depend smoothly on the parameter x ∈ Rd. Introducing the map
Φε(x, y) = (X
ε
x,y(1), Y
ε
x,y(1)) = (x + εB(x, y), Fxy)
we can also view this setup as a perturbation of the map Φ(x, y) = (x, Fxy) de-
scribing an ideal system where parameters x ∈ Rd do not change. Assuming that
Fx, x ∈ Rd are C2 depending on x families of either C2 expanding transformations
or C2 Axiom A diffeomorphisms in a neighborhood of an attractor Λx we will derive
large deviations estimates for the difference Xεx,y(n)−X¯εx(n) where X¯ε = X¯εx solves
the equation
(1.1.11)
dX¯ε(t)
dt
= εB¯(X¯ε(t)), X¯ε(0) = x
where B¯(x) =
∫
B(x, y)dµSRBx (y) and µ
SRB
x is the corresponding SRB invariant
measure of Fx on Λx. The discrete time results are obtained, essentially, by simpli-
fications of the corresponding arguments in the continuous time case which enable
us to describe ”very long” time behavior of the slow motion also in the discrete
time case. Since our methods work not only for fast motions being Axiom A dif-
feomorphisms but also when they are expanding transformations we can construct
simple examples satisfying conditions of our theorems and exhibiting correspond-
ing effects. In particular, we produce in Section 1.9 computational examples which
demonstrate transitions of the slow motion between neighborhoods of attractors of
the averaged system.
A series of related results for the case when ordinary differential equations in
(1.1.1) are replaced by fully coupled stochastic differential equations appeared in
[44], [76]–[78], [65], and [5]. Hasselmann’s nonlinear (strong) diffusion approxima-
tion of the slow motion in the fully coupled stochastic differential equations setup
was justified in [10]. When the fast process does not depend on the slow one such
results were obtained in [43], [28], and [53]. Especially relevant for our results
here is [77] and we employ some elements of the probabilistic strategy from this
paper. Still, the methods there are quite different from ours and they are based
heavily, first, on the Markov property of processes emerging there and, secondly, on
uniformity and nondegeneracy of the fast diffusion term assumptions which cannot
be satisfied in our circumstances as our deterministic fast motions are very degen-
erate from this point of view. Note that the proof in [77] contains a vicious cycle
and substantial gaps which recently were essentially fixed in [78]. Some of the
dynamical systems technique here resembles [48] but the dependence of the fast
motion on the slow one complicates the analysis substantially and requires addi-
tional machinery. A series of results on Cramer’s type asymptotics for fully coupled
averaging with Axiom A diffeomorphisms as fast motions appeared recently in [4]–
[7]. Observe that the methods there do not work for continuous time Axiom A
dynamical systems considered here, they cannot lead, in principle, to the standard
large deviations estimates of our work and they deal with deviations of Xε from
the averaged motion only at the last moment and not of its whole path. Various
limit theorems for the difference equations setup (1.1.10) with partially hyperbolic
fast motions were obtained recently in [20] and [21].
The study of deviations from the averaged motion in the fully coupled case
seems to be quite important for applications, especially, from phenomenological
point of view. In addition to perturbations of Hamiltonian systems mentioned above
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there are many non Hamiltonian systems which are naturally to consider from the
beginning as a combination of fast and slow motions. For instance, Hasselmann [35]
based his model of weather–climate interaction on the assumption that weather is
a fast chaotic motion depending on climate as a slow motion which differs from
the corresponding averaged motion mainly by a diffusion term. Though, as shown
in [53], [10] and [55], this diffusion error term does not help in the study of large
deviations which are responsible for rare transitions of the slow motion between
attractors of the averaged one, the latter phenomenon can be described in our
framework and it seems to be important in certain models of climate fluctuations
(see [18] and [36]). Very slow nearly periodic motions appearing in the stochastic
resonance framework considered in Section 1.10 may also fit into this subject in the
discussion on ”ice ages”. Of course, it is hard to believe that real world chaotic
systems can be described precisely by an Anosov or Axiom A flow but one may
take comfort in the Chaotic Hypothesis [31]: ” A chaotic mechanical system can
be regarded for practical purposes as a topologically mixing Anosov system”.
1.2. Main results
Let F t be a C2 flow on a compact Riemannian manifold M given by a differ-
ential equation
(1.2.1)
dF ty
dt
= b(F ty), F 0y = y.
A compact F t−invariant set Λ ⊂M is called hyperbolic if there exists κ > 0 and
the splitting TΛM = Γ
s ⊕Γ0 ⊕Γu into the continuous subbundles Γs,Γ0,Γu of the
tangent bundle TM restricted to Λ, the splitting is invariant with respect to the
differential DF t of F t, Γ0 is the one dimensional subbundle generated by the vector
field b, and there is t0 > 0 such that for all ξ ∈ Γs, η ∈ Γu, and t ≥ t0,
(1.2.2) ‖DF tξ‖ ≤ e−κt‖ξ‖ and ‖DF−tη‖ ≤ e−κt‖η‖.
A hyperbolic set Λ is said to be basic hyperbolic if the periodic orbits of F t|Λ are
dense in Λ, F t|Λ is topologically transitive, and there exists an open set U ⊃ Λ
with Λ = ∩−∞<t<∞F tU. Such a Λ is called a basic hyperbolic attractor if for some
open set U and t0 > 0,
F t0 U¯ ⊂ U and ∩t>0 F tU = Λ
where U¯ denotes the closure of U. If Λ =M then F t is called an Anosov flow.
1.2.1. Assumption. The family b(x, ·) in (1.1.2) consists of C2 vector fields on a
compact nM-dimensional Riemannian manifold M with uniform C
2 dependence on
the parameter x belonging to a neighborhood of the closure X¯ of a relatively compact
open connected set X ⊂ Rd. Each flow F tx, x ∈ X¯ on M given by
(1.2.3)
dF txy
dt
= b(x, F txy), F
0
xy = y
possesses a basic hyperbolic attractor Λx with a splitting TΛxM = Γ
s
x ⊕ Γ0x ⊕ Γux
satisfying (1.2.2) with the same κ > 0 and there exists an open set W ⊂ M and
t0 > 0 such that
(1.2.4) Λx ⊂ W , F txW¯ ⊂ W ∀t ≥ t0, and ∩t>0 F txW = Λx ∀x ∈ X¯ .
8Let Jux (t, y) be the absolute value of the Jacobian of the linear map DF
t
x(y) :
Γux(y)→ Γux(F txy) with respect to the Riemannian inner products and set
(1.2.5) ϕux(y) = −
dJux (t, y)
dt
∣∣
t=0
.
The function ϕux(y) is known to be Ho¨lder continuous in y, since the subbundles Γ
u
x
are Ho¨lder continuous (see [13] and [59]), and ϕux(y) is C
1 in x (see [16]).
Let W satisfy (1.2.4) and set Wtx = {y ∈ W : F sxy ∈ W¯ ∀s ∈ [0, t]}. A
set E ⊂ Wtx is called (δ, t)−separated for the flow Fx if y, z ∈ E, y 6= z imply
d(F sxy, F
s
xz) > δ for some s ∈ [0, t], where d(·, ·) is the distance function on M. For
each continuous function ψ on W set Px(ψ, δ, t) = sup{
∑
y∈E exp
∫ t
0 ψ(F
s
xy)ds :
E ⊂ Wtx is (δ, t)− separated for Fx}, Px(ψ, δ, t) = 0 if Wtx = ∅, and
Px(ψ, δ) = lim sup
t→∞
1
t
logPx(ψ, δ, t).
The latter is monotone in δ, and so the limit
Px(ψ) = lim
δ→0
Px(ψ, δ)
exists and it is called the topological pressure of ψ for the flow F tx. LetMx denotes
the space of F tx−invariant probability measures on Λx then (see, for instance, [59])
the following variational principle
(1.2.6) Px(ψ) = sup
µ∈Mx
(
∫
ψdµ+ hµ(F
1
x ))
holds true where hµ(F
1
x ) is the Kolmogorov–Sinai entropy of the time-one map F
1
x
with respect to µ. If q is a Ho¨lder continuous function on Λx then there exists a
unique F tx−invariant measure µqx on Λx, called the equilibrium state for ϕux + q,
such that
(1.2.7) Px(ϕ
u
x + q) =
∫
(ϕux + q)dµ
q
x + hµqx(F
1
x ).
We denote µ0x by µ
SRB
x since it is usually called the Sinai–Ruelle– Bowen (SRB)
measure . Since Λx are attractors we have that Px(ϕ
u
x) = 0 (see [13]).
For any probability measure ν on W¯ define
(1.2.8) Ix(ν) =
{ − ∫ ϕuxdν − hν(F 1x ) if ν ∈ Mx
∞ otherwise.
Then
Px(ϕ
u
x + q) = sup
ν
(
∫
qdν − Ix(ν)).
Observe that by the Ruelle inequality (see, for instance, [59], Theorem S.2.13),
Ix(ν) ≥ 0, and so in view of Assumption 1.2.1 for any ν ∈ Mx,
(1.2.9) Ix(ν) ≤ sup
y∈Λx
|ϕux(y)| ≤ sup
x∈X¯ ,y∈Λx
|ϕux(y)| <∞.
It is known that hν(F
1
x ) is upper semicontinuous in ν since hyperbolic flows are
entropy expansive ( see [8]). Thus Ix(ν) is a lower semicontinuous functional in ν
and it is also convex (and affine on Mx) since entropy hν is affine in ν (see, for
instance, [79]). Hence, by the duality theorem (see [2], p.201),
Ix(ν) = sup
q∈C(M)
(
∫
qdν − Px(ϕux + q)).
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Observe that this formula can be proved more directly. Namely, if we define Ix(ν)
by it in place of (1.2.8) then (1.2.8) follows for ν ∈Mx from Theorem 9.12 in [79]
and it is easy to show directly that Ix(ν) defined in this way equals∞ for any finite
signed measure ν which is not Fx-invariant.
Since we assume that the vector field B is C1 in both arguments (here only
continuity in y is needed) then for any x, x′ ∈ X and α, β ∈ Rd we can define
H(x, x′, β) = Px(< β,B(x′, ·) > +ϕux) and H(x, β) = H(x, x, β). Then
H(x, x′, β) = supν
( ∫
< β,B(x′, y) > dν(y)− Ix(ν)
)
(1.2.10)
= supα∈Rd
(
< α, β > −L(x, x′, α))
where
(1.2.11) L(x, x′, α) = inf{Ix(ν) :
∫
B(x′, y)dν(y) = α}
if ν ∈Mx satisfying the condition in brackets exists and L(x, x′, α) =∞, otherwise.
Since, H(x, x′, β) is convex and continuous the duality theorem (see [2], p.201)
yields that
(1.2.12) L(x, x′, α) = sup
β∈Rd
(
< α, β > −H(x, x′, β))
provided there exists a probability measure ν ∈Mx such that
∫
B(x′, y)dν(y) = α
and L(x, x′, α) = ∞, otherwise. Clearly, L(x, x′, α) is convex and lower semi-
continuous in all arguments and, in particular, it is measurable. We set also
L(x, α) = L(x, x, α).
Denote by C0T the space of continuous curves γt = γ(t), t ∈ [0, T ] in X which
is the space of continuous maps of [0, T ] into X . For each absolutely continuous
γ ∈ C0T its velocity γ˙t can be obtained as the almost everywhere limit of continuous
functions n(γt+n−1 − γt) when n→∞. Hence γ˙t is measurable in t, and so we can
set
(1.2.13) S0T (γ) =
∫ T
0
L(γt, γ˙t)dt =
∫ T
0
inf{Iγt(ν) : γ˙t = B¯ν(γt), ν ∈Mγt}dt,
where B¯ν(x) =
∫
B(x, y)dν(y), provided for Lebesgue almost all t ∈ [0, T ] there
exists νt ∈Mγt for which γ˙t = B¯νt(γt), and S0T (γ) =∞ otherwise. It follows from
[13] and [16] that
S0T (γ) ≥ S0T (γu) = −
∫ T
0
Pγut (ϕ
u
γut
)dt = 0
where γut is the unique solution of the equation
(1.2.14) γ˙ut = B¯(γ
u
t ), γ
u
0 = x,
where B¯(z) = B¯µSRBz (z), and the equality S0T (γ) = 0 holds true if and only if
γ = γu.
Define the uniform metric on C0T by
r0T (γ, η) = sup
0≤t≤T
|γt − ηt|
for any γ, η ∈ C0T . Set
Ψa0T (x) = {γ ∈ C0T : γ0 = x, S0T (γ) ≤ a}.
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Since L(x, α) is lower semicontinuous and convex in α and, in addition, L(x, α) =∞
if |α| > supy∈M |B(x, y)| we conclude that the conditions of Theorem 3 in Ch.9 of
[40] are satisfied as we can choose a fast growing minorant of L(x, α) required there
to be zero in a sufficiently large ball and to be equal, say, |α|2 outside of it. As a
result, it follows that S0T is lower semicontinuous functional on C0T with respect
to the metric r0T , and so Ψ
a
0T (x) is a closed set which plays a crucial role in the
large deviations arguments below.
We suppose that the coefficients of (1.1.1) satisfy the following
1.2.2. Assumption. There exists K > 0 such that
(1.2.15) ‖B(x, y)‖C1(X×M) + ‖b(x, y)‖C2(X×M) ≤ K
where ‖ · ‖Ci(X×M) is the Ci norm of the corresponding vector fields on X ×M.
Set Xt = {x ∈ X : Xεx,y(s) ∈ X and X¯εx(s) ∈ X for all y ∈ W¯ , s ∈ [0, t/ε], ε >
0}. Clearly, Xt ⊃ {x ∈ X : infz∈∂X |x−z| ≥ 2Kt}. The following is one of the main
results of this paper.
1.2.3. Theorem. Suppose that x ∈ XT and Xεx,y, Y εx,y are solutions of (1.1.1) with
coefficients satisfying Assumptions 1.2.1 and 1.2.2. Set Zεx,y(t) = X
ε
x,y(t/ε) then
for any a, δ, λ > 0 and every γ ∈ C0T , γ0 = x there exists ε0 = ε0(x, γ, a, δ, λ) > 0
such that for ε < ε0,
(1.2.16) m
{
y ∈ W : r0T (Zεx,y, γ) < δ
} ≥ exp{−1
ε
(S0T (γ) + λ)
}
and
(1.2.17) m
{
y ∈ W : r0T (Zεx,y,Ψa0T (x)) ≥ δ
} ≤ exp{−1
ε
(a− λ)
}
where, recall, m is the normalized Riemannian volume onM. The functional S0T (γ)
for γ ∈ C0T is finite if and only if γ˙t = B¯νt(γt) for νt ∈ Mγt and Lebesgue almost
all t ∈ [0, T ]. Furthermore, S0T (γ) achieves its minimum 0 only on γu satisfying
(1.2.14) for all t ∈ [0, T ]. Finally, for any δ > 0 there exist c(δ) > 0 and ε0 > 0
such that for all ε < ε0,
(1.2.18) m
{
y ∈ W : r0T (Zεx,y, Z¯x) ≥ δ
} ≤ exp(−c(δ)
ε
)
where Z¯x = γ
u is the unique solution of (1.2.14).
Observe that (1.2.18) (which was proved already in [54] by a less precise large
deviations argument) follows from (1.2.17) and the lower semicontinuity of the
functional S0T and it says, in particular, that Z
ε
x,· converges to Z¯x in measure on
the space (W ,m) with respect to the metric r0T . It is naturally to ask whether
we have here also the convergence for m-almost all y ∈ W . An example due to
A.Neishtadt discussed in [55] shows that in the classical situation of perturbations
of integrable Hamiltonian systems, in general, the averaging principle holds true
only in the sense of convergence in measure on the space of intitial conditions but
not in the sense of the almost everywhere convergence. This example concerns the
simple system I˙ = ε(4 + 8 sinϕ − I), ϕ˙ = I with the one dimensional slow motion
I and the fast motion ϕ evolving on the circle while the corresponding averaged
motion J = I¯ satisfies the equation J˙ = ε(4− J). The resonance occurs here only
when I = 0 but it suffices already to create troubles in the averaging principle.
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Namely, it turns out that for any initial condition (I0, ϕ0) with −2 < I0 < −1
there exists a sequence εn → 0 such that IεnI0,ϕ0(1/εn) < JεnI0 (1/εn)− 3/2 though, of
course, convergence in measure holds true here (see [62]). Recently (see [11] and
Remark 1.2.12), such nonconvergence examples were constructed for the difference
equations averaging setup (1.1.10) with expanding fast motions and there is no
doubt that such examples exist also in the continuous time setup (1.1.1) when fast
motions are Axiom A flows as in this paper. Observe also that (1.2.16) and (1.2.17)
remain true (with the same proof) if we replace m there by µSRBx but as an example
in [11] shows we cannot, in general, replace m there by an arbitrary Gibbs measure
µx of F
t
x.
Next, let V ⊂ X be a connected open set and put τεx,y(V ) = inf{t ≥ 0 :
Zεx,y(t) /∈ V } where we take τεx,y(V ) =∞ if Xεx,y(t) ∈ V for all t ≥ 0. The following
result follows directly from Theorem 1.2.3.
1.2.4. Corollary. Under the conditions of Theorem 1.2.3 for any T > 0 and x ∈ V,
limε→0 ε logm
{
y ∈ W : τεx,y(V ) < T
}
= − inf {S0t(γ) : γ ∈ C0T , t ∈ [0, T ], γ0 = x, γt 6∈ V } .
Precise large deviations bounds such as (1.2.16) and (1.2.17) of Theorem 1.2.3
(which will be needed uniformly on certain unstable discs) are crucial in our study
in Sections 1.7 and 1.8 of the ”very long”, i.e. exponential in 1/ε, time ”adiabatic”
behaviour of the slow motion which cannot be described usually in the traditional
theory of averaging where only perturbations of integrable Hamiltonian systems are
considered. Namely, we will describe such long time behavior of Zε in terms of the
function
R(x, z) = inf
t≥0,γ∈C0t
{S0t(γ) : γ0 = x, γt = z}
under various assumptions on the averaged motion Z¯. Observe that R satisfies the
triangle inequality R(x1, x2) + R(x2, x3) ≥ R(x1, x3) for any x1, x2, x3 ∈ X and it
determines a semi metric on X which measures ”the difficulty’” for the slow motion
to move from point to point in terms of the functional S.
Introduce the averaged flow Πt on Xt by
(1.2.19)
dΠtx
dt
= B¯(Πtx), x ∈ Xt
where, recall, B¯(z) = B¯µSRBz (z) and B¯ν(z) =
∫
B(z, y)dν(y) for any probability
measure ν on M. Call a Πt-invariant compact set O ⊂ X an S-compact if for any
η > 0 there exist Tη ≥ 0 and an open set Uη ⊃ O such that whenever x ∈ O and
z ∈ Uη we can pick up t ∈ [0, Tη] and γ ∈ C0t satisfying
γ0 = x, γt = z and S0t(γ) ≤ η.
It is clear from this definition that R(x, z) = 0 for any pair points x, z of an S-
compact O and by the above triangle inequality for R we see that R(x, z) takes on
the same value when z ∈ X is fixed and x runs over O. We say that the vector
field B on X ×M is complete at x ∈ X if the convex set of vectors {βB¯ν(x) :
β ∈ [0, 1], ν ∈ Mx} contains an open neigborhood of the origin in Rd. In Lemma
1.6.2 we will show that if O ⊂ X is a compact Πt-invariant set such that B is
complete at each x ∈ O and either O contains a dense orbit of the flow Πt (i.e.
Πt is topologically transitive on O) or R(x, z) = 0 for any x, z ∈ O then O is an
S-compact. Moreover, to ensure that O is an S-compact it suffices to assume that
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B is complete only at some point of O and the flow Πt on O is minimal , i.e. the
Πt-orbits of all points are dense in O or, equivalently, for any η > 0 there exists
T (η) > 0 such that the orbit {Πtx, t ∈ [0, T (η)]} of length T (η) of each point
x ∈ O forms an η-net in O. The latter condition obviously holds true when O is
a fixed point or a periodic orbit of Πt but also, more generally, when Πt on O is
uniquely ergodic (see [59], [64], [79]). Among well known examples of uniquely
ergodic flows we can mention irrational translations of tori and horocycle flows on
surfaces of negative curvature.
A compact Πt-invariant set O ⊂ X is called an attractor (for the flow Πt) if
there is an open set U ⊃ O and tU > 0 such that
ΠtU U¯ ⊂ U and lim
t→∞
dist(Πtz,O) = 0 for all z ∈ U.
For an attractor O the set V = {z ∈ X : limt→∞ dist(Πtz,O) = 0}, which is
clearly open, is called the basin (domain of attraction) of O. An attractor which is
also an S-compact will be called an S-attractor .
In what follows we will speak about connected open sets V with piecewise
smooth boundaries ∂V . The latter can be introduced in various ways but it will
be convenient here to adopt the definition from [17] saying that ∂V is the closure
of a finite union of disjoint, connected, codimension one, extendible C1 (open or
closed) submanifolds of Rd which are called faces of the boundary. The extendibility
condition means that the closure of each face is a part of a larger submanifold of
the same dimension which coincides with the face itself if the latter is a compact
submanifold. This enables us to extend fields of normal vectors to the boundary of
faces and to speak about minimal angles between adjacent faces which we assume
to be uniformly bounded away from zero or, in other words, angles between exterior
normals to adjacent faces at a point of intersection of their closures are uniformly
bounded away from π and −π. The following result which will be proved in Section
1.7 describes exits of the slow motion from neighborhoods of attractors of the
averaged motion.
1.2.5. Theorem. Let O ⊂ X be an S-attractor of the flow Πt whose basin contains
the closure V¯ of a connected open set V with a piecewise smooth boundary ∂V such
that V¯ ⊂ X and assume that for each z ∈ ∂V there exists ̟ = ̟(z) > 0 and an
F tz−invariant probability measure ν = νz on Λz such that
(1.2.20) z + sB¯(z) ∈ V but z + sB¯ν(z) ∈ Rd \ V¯ for all s ∈ (0, ̟],
i.e. B¯(z) 6= 0, B¯ν(z) 6= 0 and the former vector points out into the interior while
the latter into the exterior of V . Set R∂(z) = inf{R(z, z˜) : z˜ ∈ ∂V } and ∂min(z) =
{z˜ ∈ ∂V : R(z, z˜) = R∂(z)}. Then R∂(z) takes on the same value R∂ and ∂min(z)
coincides with the same compact nonempty set ∂min for all z ∈ O while R∂(x) ≤ R∂
for all x ∈ V . Furthermore, for any x ∈ V ,
(1.2.21) lim
ε→0
ε log
∫
W
τεx,y(V )dm(y) = R∂ > 0
and for each α > 0 there exists λ(α) = λ(x, α) > 0 such that for all small ε > 0,
(1.2.22) m
{
y ∈ W : e(R∂−α)/ε > τεx,y(V ) or τεx,y(V ) > e(R∂+α)/ε
} ≤ e−λ(α)/ε.
Next, set
Θεv(t) = Θ
ε,δ
v (t) =
∫ t
0
IV \Uδ(O)(Z
ε
v(s))ds
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where Uδ(O) = {z ∈ X : dist(z,O) < δ} and IΓ(z) = 1 if z ∈ Γ and = 0, otherwise.
Then for any x ∈ V and δ > 0 there exists λ(δ) = λ(x, δ) > 0 such that for all
small ε > 0,
(1.2.23) m
{
y ∈ W : Θεx,y(τεx,y(V )) ≥ e−λ(δ)/ετεx,y(V )
} ≤ e−λ(δ)/ε.
Finally, for every x ∈ V and δ > 0,
(1.2.24) lim
ε→0
m
{
y ∈ W : dist(Zεx,y(τεx,y(V )), ∂min) ≥ δ} = 0
provided R∂ <∞ and the latter holds true if and only if for some T > 0 there exists
γ ∈ C0T , γ0 ∈ O, γT ∈ ∂V such that γ˙t = B¯νt(γt) for Lebesgue almost all t ∈ [0, T ]
with νt ∈ Mγt then R∂ <∞.
Theorem 1.2.5 asserts, in particular, that typically the slow motion Zε performs
rare (adiabatic) fluctuations in the vicinity of an S-attractor O since it exists from
any domain U ⊃ O with U¯ ⊂ V for the time much smaller than τε(V ) (as the
corresponding number R∂ = R∂U will be smaller) and by (1.2.23) it can spend in
V \ Uδ(O) only small proportion of time which implies that Zε exits from U and
returns to Uδ(O) (exponentially in 1/ε) many times before it finally exits V . We
observe that in the much simpler uncoupled setup corresponding results in the case
of O being an attracting point were obtained for a continuous time Markov chain
and an Axiom A flow as fast motions in [28] and [48], respectively, but the proofs
there rely on the lower semicontinuity of the function R which does not hold true in
general, and so extra conditions like S-compactness of O or, more specifically, the
completness of B at O should be assumed there, as well. It is important to observe
that the intuition based on diffusion type small random perturbations of dynamical
systems should be applied with caution to problems of large deviations in averaging
since the S-functional of Theorem 1.2.3 describing them is more complex and have
rather different properties than the corresponding functional emerging in diffusion
type random perturbations of dynamical systems (see [30]). The reason for this is
the deterministic nature of the slow motion Zε which unlike a diffusion can move
only with a bounded speed, and moreover, even in order to ensure its ”diffusive like”
local behaviour (i.e. to let it go in many directions) some extra nondegeneracy type
conditions on the vector field B are required.
Our next result describes rare (adiabatic) transitions of the slow motion Zε
between basins of attractors of the averaged flow Πt which we consider now in the
whole Rd and impose certain conditions on the structure of its ω-limit set .
1.2.6. Assumption. Assumptions 1.2.1 and 1.2.2 hold true for X = Rd, the family
{F tx, t ≤ 1, x ∈ Rd} is a compact set of diffeomorphisms in the C2 topology,
(1.2.25) ‖B(x, y)‖C2(Rd×M) ≤ K
for some K > 0 independent of x, y and there exists r0 > 0 such that
(1.2.26)
(
x,B(x, y)
) ≤ −K−1 for any y ∈ W and |x| ≥ r0.
The condition (1.2.26) means that outside of some ball all vectors B(x, y) have
a bounded away from zero projection on the radial direction which points out to
the origin. This condition can be weakened, for instance, it suffices that
lim
d→∞
inf{R(x, z) : dist(x, z) ≥ d} =∞
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but, anyway, we have to make some assumption which ensure that the slow motion
stays (at least, for ”most” initial points y ∈ W) in a compact region where really
interesting dynamics takes place.
Next, suppose that the ω-limit set of the averaged flow Πt is compact and
it consists of two parts, so that the first part is a finite number of S-attractors
O1, ...,Oℓ whose basins V1, ..., Vℓ have piecewise smooth boundaries ∂V1, ..., ∂Vℓ and
the remaining part of the ω-limit set is contained in ∪1≤j≤ℓ∂Vj . We assume also
that for any z ∈ ∩1≤i≤k∂Vji , k ≤ ℓ there exist ̟ = ̟(z) > 0 and an F tz -invariant
measures ν1, ..., νk such that
(1.2.27) z + sB¯νi(z) ∈ Vji for all s ∈ (0, ̟] and i = 1, ..., k,
i.e. B¯νi(z) 6= 0 and it points out into the interior of Vji which means that from
any boundary point it is possible to go to any adjacent basin along a curve with
an arbitrarily small S-functional. Let δ > 0 be so small that the δ-neighborhood
Uδ(Oi) = {z ∈ X : dist(z,Oi) < δ} of each Oi is contained with its closure in the
corresponding basin Vi. For any x ∈ Vi set
τεx,y(i) = inf
{
t ≥ 0 : Zεx,y(t) ∈ ∪j 6=iUδ(Oj)
}
.
In Section 1.8 we will derive the following result.
1.2.7. Theorem. The function Rij(x) = infz∈Vj R(x, z) takes on the same value
Rij for all x ∈ Oi, i 6= j. Let Ri = minj 6=i,j≤ℓ Rij . Then for any x ∈ Vi,
(1.2.28) lim
ε→0
ε log
∫
W
τεx,y(i)dm(y) = Ri > 0
and for any α > 0 there exists λ(α) = λ(x, α) > 0 such that for all small ε > 0,
(1.2.29) m
{
y ∈ W : e(Ri−α)/ε > τεx,y(i) or τεx,y(i) > e(Ri+α)/ε
} ≤ e−λ(α)/ε.
Next, set
Θε,iv (t) = Θ
ε,i,δ
v (t) =
∫ t
0
IVi\Uδ(Oi)(Z
ε
v(s))ds.
Then for any x ∈ Vi and δ > 0 there exists λ(δ) = λ(x, δ) > 0 such that for all
small ε > 0,
(1.2.30) m
{
y ∈ W : Θε,ix,y(τεx,y(i)) ≥ e−λ(δ)/ετεx,y(i)
} ≤ e−λ(δ)/ε.
Now, suppose that the vector field B is complete on ∂Vi for some i ≤ ℓ (which
strengthens (1.2.27) there) and the restriction of the ω-limit set of Πt to ∂Vi consists
of a finite number of S-compacts. Assume also that there is a unique index ι(i) ≤
ℓ, ι(i) 6= i such that Ri = Riι(i). Then for some λ = λ(x) > 0 and all small ε > 0,
(1.2.31) m
{
y ∈ W : Zεx,y(τεx,y(i)) 6∈ Vι(i)
} ≤ e−λ/ε.
Finally, suppose that the above conditions hold true for all i = 1, ..., ℓ. Define
ι0(i) = i, τ
ε
v (i, 1) = τ
ε
v (i) and recursively,
ιk(i) = ι(ιk−1(i)) and τεv (i, k) = τ
ε
v (i, k − 1) + τεvε(k−1)
(
j(vε(k − 1))
)
,
where vε(k) = Φ
ε−1τεv (i,k)
ε v, j((x, y)) = j if x ∈ Vj , and set Σεi (k, a) =∑k
l=1 exp
(
(Rιl−1(i),ιl(i) + a)/ε
)
. Then for any x ∈ Vi and α > 0 there exists
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λ(α) = λ(x, α) > 0 such that for all n ∈ N and sufficiently small ε > 0,
m
{
y ∈ W : Σεi (k,−α) > τεx,y(i, k) or(1.2.32)
τεx,y(i, k) > Σ
ε
i (k, α) for some k ≤ n
} ≤ ne−λ(α)/ε
and for some λ = λ(x) > 0,
(1.2.33) m
{
y ∈ W : Zεx,y(τεx,y(i, k)) 6∈ Vιk(i) for some k ≤ n
} ≤ ne−λ/ε.
Generically there exists only one index ι(i) such that Ri = Riι(i) and in this
case Theorem 1.2.7 asserts that Zεx,y, x ∈ Vi arrives (for ”most” y ∈ W) at Vι(i)
after it leaves Vi. If I(i) = {j : Ri = Rij} contains more than one index then
the method of the proof of Theorem 1.2.7 enables us to conclude that in this case
Zεx,y, x ∈ Vi arrives (for ”most” y ∈ W) at ∪j∈I(i)Vj after leaving Vi but now we
cannot specify the unique basin of attraction of one of Oj ’s where Zεx,y exits from
Vi. If the succession function ι is uniquely defined then it determines an order of
transitions of the slow motion Zε between basins of attractors of Z¯ and because
of their finite number Zε passes them in certain cyclic order going around such
cycle exponentially many in 1/ε times while spending the total time in a basin
Vi which is approximately proportional to e
Ri/ε. If there exist several cycles of
indices i0, i1, ..., ik−1, ik = i0 where ij ≤ ℓ and ij+1 = ι(ij) then transitions between
different cycles may also be possible. In the uncoupled case with fast motions
being continuous time Markov chains a description of such transitions via certain
hierarchy of cycles appeared in [28] and [30] without detailed proofs but relying
on some heuristic arguments. In our fully coupled deterministic setup a rigorous
justification of the corresponding description seems to be difficult in a more or less
general situation though for some specific simple examples (as, for instance, those
which are considered in Section 1.9) this looks feasible while it is not clear whether
it is possible to describe in our situation a limiting as t→∞ behaviour of the slow
motion Zε(t) when ε is small but fixed.
The proof of Theorems 1.2.5, 1.2.7 and to certain extent also of Theorem 1.2.3
rely, in particular, on certain ”Markov property type” arguments which enable us
to extend estimates on relatively short time intervals to very long time intervals
by, essentially, iterating them where the crucial role is played by a volume lemma
type result of Section 1.3 together with the technique of (t, δ)-separated sets and
Bowen’s (t, δ)-balls on unstable leaves of the perturbed flow Φtε. Moreover, the
proof of (1.2.32) and (1.2.33) require certain rough strong Markov property type
arguments which enable us to study the slow motion at subsequent hitting times
τεx,y(i, n) of small neighborhoods of attractors of the averaged motion.
In order to produce a wide class of systems satisfying the conditions of Theorem
1.2.7 we can choose, for instance, a vector field B˜(x) on Rd whose ω-limit set satisfies
the conditions stated above for the averaged system together with a family of vector
fields Bˆ(x, y) on Rd (parametrized by y ∈ M) such that ∫
M
Bˆ(x, y)dµSRBx (y) ≡ 0
and then set B(x, y) = B˜(x)+ Bˆ(x, y). As a specific example we can take the flows
F tx, x ∈ R1− = (−∞, 0) to be geodesic flows on the manifold M with (changing)
constant negative curvature x, B˜ to be a one dimensional vector field on R1 and
Bˆ(x, y) can be just a function Bˆ(y) on M with zero integral with respect to the
Lebesgue measure there.
In Section 1.9 we will derive similar results for the discrete time case where
differential equations (1.1.1) are replaced by difference equations (1.1.10). Namely,
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recall that a compact subset Λ of a compact Riemannian manifold M is called
hyperbolic if it is F -invariant and there exists κ > 0 and the splitting TΛM =
Γs⊕Γu into the continuous subbundles Γs,Γu of the tangent bundle TM restricted
to Λ, the splitting is invariant with respect to the differential DF of F, and there
is n0 > 0 such that for all ξ ∈ Γs, η ∈ Γu, and n ≥ n0 the inequalities (1.2.2)
with t replaced by n hold true. A hyperbolic set Λ is said to be basic hyperbolic if
the periodic orbits of F |Λ are dense in Λ, F |Λ is topologically transitive, and there
exists an open set U ⊃ Λ with Λ = ∩−∞<n<∞FnU. Such a Λ is called a basic
hyperbolic attractor if for some open set U and n0 > 0,
Fn0 U¯ ⊂ U and ∩n>0 F tU = Λ
where U¯ denotes the closure of U. If Λ =M then F t is called an Anosov flow. If F
is a C2 endomorphism of M and there exists κ > 0 such that ‖DFξ‖ ≥ eκ‖ξ‖ for
all ξ ∈ TM then F is called an expanding map (or transformation) ofM. It will be
convenient for our exposition to use the notation of the expanding subbundle Γu
also in the case of expanding maps where, of course, Γu = TM. We replace now
Assumption 1.2.1 by the following one.
1.2.8. Assumption. The family Fx = Φ(x, ·) in (1.1.10) consists of C2-
diffeomorphisms or endomorphisms of a compact nM-dimensional Riemannian
manifold M with uniform C2 dependence on the parameter x belonging to a neigh-
borhood of the closure X¯ of a relatively compact open connected set X ⊂ Rd. All
Fx, x ∈ X¯ are either expanding maps of M or diffeomorphisms possessesing basic
hyperbolic attractors Λx with hyperbolic splittings satisfying (1.2.2) with the same
κ > 0 and there exists an open set W ⊂M and n0 > 0 satisfying (1.2.4) with n in
place of t.
Let Jux (y) be the absolute value of the Jacobian of the linear map DFx(y) :
Γux(y)→ Γux(Fxy) with respect to the Riemannian inner products and set
(1.2.34) ϕux(y) = − log Jux (y).
The function ϕux(y) is known to be Ho¨lder continuous in y, since the subbundles Γ
u
x
are Ho¨lder continuous (see [59]), and ϕux(y) is C
1 in x (see [16]). The topological
pressure Px(ψ) of a function ψ for F is defined similarly to the continuous time
(flow) case above but now time should run only over integers and the integral∫ t
0 ψ(F
s
xy)ds should be replaced by the sum
∑n−1
k=0 ψ(F
ky) (see [59]). Again the
variational principle (1.2.6) holds true and if q is a Ho¨lder continuous function on
Λx there exists a unique Fx−invariant measure µqx on Λx, called the equilibrium
state for ϕux + q which satisfies (1.2.7). In particular, µ
0
x = µ
SRB
x is usually called
the Sinai–Ruelle–Bowen (SRB) measure. Since Λx are attractors we have that
Px(ϕ
u
x) = 0 (see [13]) and the same holds true in the expanding case, as well.
Next, we define Ix(ν), H(x, x
′, β), H(x, β), L(x, x′, α), L(x, α), S0T (γ), and γu as
in (1.2.8) and (1.2.10)–(1.2.14). In place of Assumption 1.2.2 we will rely now on
the similar one concerning the equation (1.1.10).
1.2.9. Assumption. There exists K > 0 such that
(1.2.35) ‖B(x, y)‖C1(X×M) + ‖Φ(x, y)‖C2(X×M) ≤ K
where the first ‖ · ‖C1(X×M) is the C1 norm of the corresponding vector fields on
X ×M and the second expression is the C2 norm (with respect to the corresponding
Riemannian metrics) of the map Φ : X ×M→ X ×M acting by Φ(x, y) = (x, Fxy).
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1.2.10. Theorem. Assume that Assumptions 1.2.8 and 1.2.9 are satisfied and that
Xε(n) = Xεx,y(n), n = 0, 1, 2, ... is obtained by (1.1.10). For t ∈ [n, n + 1] define
Xε(t) = (t − n)Xε(n + 1) + (n + 1 − t)Xε(n) and set Zεx,y(t) = Xεx,y(t/ε). Then
Theorem 1.2.3 and Corollary 1.2.4 hold true with the corresponding functionals S0t.
Theorems 1.2.5 and 1.2.7 hold true, as well, under the corresponding assumptions
about the family {Fx, x ∈ X} (with X = Rd in the case of Theorem 1.2.7) and
about the averaged system (1.1.11) (in particular, about its attractors) in place of
the system (1.1.6).
In Section 1.9 we exhibit computations which demonstrate the phenomenon of
Theorem 1.2.7 in the discrete time case for two simple examples where Fxy are
one dimensional maps y → 3y + x (mod 1) and the averaged equation has three
attracting fixed points.
In the last Section 1.10 we discuss a stochastic resonance type phenomenon
which can be exhibited in three scale systems where fast motions are hyperbolic
flows (hyperbolic diffeomorphisms, expanding transformations) as above depend-
ing on the intermediate and slow motions while the intermediate motion performs
rare transitions between attracting fixed points of corresponding averaged systems
which under certain conditions creates a nearly periodic motion of the slow one
dimensional motion.
1.2.11. Remark. Computation or even estimates of functionals S0T (γ) seem to be
quite difficult already for simple discrete (and, of course, more for continuous) time
examples since this leads to complicated nonclassical variational problems. This is
crucial in order to estimate numbers Rij which according to Theorem 1.2.7 are
responsible for transitions of the slow motion between basins of attractors of the
averaged system.
1.2.12. Remark. The estimate (1.2.18) shows that Zεx,y tends as ε → 0 to Z¯x
uniformly on [0, T ] in the sense of convergence in measurem considered on the space
of initial conditions y ∈ M. A natural question to ask is whether the convergence
for almost all (fixed) initial conditions also takes place in our circumstances. In
[11] we give a negative answer to this question, in paricular, for the following simple
discrete time example (
Xεx,y(n+ 1), Y
ε
x,y(n+ 1)
)
=
(
Xεx,y(n) + ε sin
(
2πY εx,y(n)
)
, 2Y εx,y(n) +X
ε
x,y(n) (mod 1)
)
.
Identifying 0 and 1 we view y variable as belonging to the circle in order to fit into
our setup where the fast motion runs on a compact manifold. The averaged equation
(1.1.11) has here zero in the right hand side so the averaged motion stays forever at
the initial point. The discrete time version of (1.2.18) asserted by Theorem 1.2.10
implies that
(1.2.36) max
0≤n≤1/ε
|Xεx,y(n)− x| → 0 as ε→ 0
in the sense of convergence in (the Lebesgue) measure on the circle but we show in
[11] that for each x there is a set Γx of full Lebesgue measure on the circle such
that if y ∈ Γx then lim sup as ε→ 0 of the left hand side in (1.2.36) is positive, i.e.
there is no convergence for Lebesgue almost all y there. Namely, it turns out that for
almost all initial conditions there exists a sequence εi → 0 such that the fast motion
Y εix,y(n) stays for a time of order 1/εi close to an orbit {2nv (mod 2π)}, n ≥ 0
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of the doubling map with v being a generic point with respect to a Gibbs invariant
measure µ of this map satisfying
∫ 1
0
sin(2πv)dµ(v) 6= 0 which prevents (1.2.36).
1.3. Dynamics of Φtε
For readers convenience we exhibit, first, in this section the setup and neces-
sary technical results from [54] and though their proofs can can be found in [54]
we provide for completness and readers’ convenience their slightly modified and
corrected version also here.
Any vector ξ ∈ T (Rd×M) = Rd⊕TM can be uniquely written as ξ = ξX +ξW
where ξX ∈ TRd and ξW ∈ TM and it has the Riemannian norm |‖ξ|‖ = |ξX | +
‖ξW‖ where | · | is the usual Euclidean norm on Rd and ‖ · ‖ is the Riemannian
norm on TM. The corresponding metrics on M and on Rd ×M will be denoted
by dM and dist, respectively, so that if z1 = (x1, w1), z2 = (x2, w2) ∈ Rd×M then
dist(z1, z2) = |x1 − x2| + dM(w1, w2). It is known (see [68]) that the hyperbolic
splitting TΛxM = Γ
s
x⊕Γ0x⊕Γux over Λx can be continuously extended to the splitting
TWM = Γsx ⊕Γ0x ⊕Γux over W which is forward invariant with respect to DF sx and
satisfies exponential estimates with a uniform in x ∈ X positive exponent which we
denote again by κ > 0, i.e. we assume now that
(1.3.1) ‖DF txξ‖ ≤ e−κt‖ξ‖ and ‖DF−tx η‖ ≤ e−κt‖η‖
provided ξ ∈ Γsx(w), η ∈ Γux(F txw), t ≥ t0, and w ∈ W . Moreover, by [16] (see
also [70]) we can choose these extensions so that Γsx(w) and Γ
u
x(w) will be Ho¨lder
continuous in w and C1 in x in the corresponding Grassmann bundle. Actually,
since W is contained in the basin of each attractor Λx, any point w ∈ W belongs
to the stable manifold W sx(v) of some point v ∈ Λx (see [13]), and so we choose
naturally Γsx(w) to be the tangent space to W
s
x(v) at w. Now each vector ξ ∈
Tx,w(X × W) = TxX ⊕ TwW can be represented uniquely in the form ξ = ξX +
ξs + ξ0 + ξu with ξX ∈ TxX , ξs ∈ Γsx(w), ξ0 ∈ Γ0x(w) and ξu ∈ Γux(w). We denote
also ξ0s = ξs + ξ0 and ξ0u = ξu + ξ0. For each small ε, α > 0 set Cu(ε, α) = {ξ ∈
T (X ×W) : ‖ξ0s‖ ≤ εα−2‖ξu‖ and ‖ξX ‖ ≤ εα−1‖ξu‖} and Cux,w(ε, α) = Cu(ε, α) ∩
Tx,w(X×W) which are unstable cones around Γu and Γux(w), respectively. Similarly,
we define Cs(ε, α) = {ξ ∈ T (X × W) : ‖ξ0u‖ ≤ εα−2‖ξs‖ and ‖ξX ‖ ≤ εα−1‖ξs‖}
and Csx,w(ε, α) = Cs(ε, α) ∩ Tx,w(X × W) which are stable cones around Γs and
Γsx(w), respectively. Put (X ×W)t = {(x,w) : Φuε (x,w) ∈ (X ×W) ∀u ∈ [0, t]},
where, recall, Φtε is the flow determined by the equations (1.1.1).
1.3.1. Lemma. . There exist α0, ε(α), t1 > 0 such that if z = (x, y) ∈ (X ×W)t
and t ≥ t1, α ≤ α0, ε ≤ ε(α) then
(1.3.2) DzΦ
t
εCuz (ε, α) ⊂ CuΦtεz(ε, α), C
s
z(ε, α) ⊃ DzΦ−tε CsΦtεz(ε, α),
and for any ξ ∈ Cuz (ε, α), η ∈ CsΦtεz(ε, α),
(1.3.3) |‖DzΦtεξ|‖ ≥ e
1
2κt|‖ξ|‖, |‖DzΦ−tε η|‖ ≥ e
1
2κt|‖η|‖.
Proof. Let ξ = ξX + ξu + ξ0s ∈ Tz(X ×M), DzΦtξX = ζ = ζX + ζu + ζ0s ∈
TΦtz(X ×M), z = (x, y), DyF txξu = ηu, and DyF txξ0s = η0s. Then DzΦtξ =
ζX+(ζu+ηu)+(ζ0s+η0s) and ‖ξX ‖ = ‖ζX ‖, ‖ζu‖ ≤ CeCt‖ξX ‖, ‖ζ0s‖ ≤ CeCt‖ξX ‖,
‖η0s‖ ≤ C‖ξ0s‖ for some C ≥ 1 independent of ξ and ‖ηu‖ ≥ eκt‖ξu‖ if t ≥ t0.
Hence, for t ≥ t0,
‖ζu + ηu‖ ≥ ‖ηu‖ − ‖ζu‖ ≥ eκt‖ξu‖ − CeCt‖ξX ‖
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and
‖ζ0s + η0s‖ ≤ ‖ζ0s‖+ ‖η0s‖ ≤ CeCt‖ξX ‖+ C‖ξ0s‖.
If ξ ∈ Cuz (ε, α) then ‖ξu‖ ≥ αε−1‖ξX ‖ and ‖ξu‖ ≥ α2ε−1‖ξ0s‖. Hence, by the
above,
‖ζu + ηu‖ ≥ αε−1(1
2
eκt − εα−1CeCt)‖ξX ‖+ 1
2
eκtα2ε−1‖ξ0s‖.
Set t1 = κ
−1 ln 6, choose α ≤ 6−2C/κ and ε = ε(α) ≤ α2/4C. Then we obtain
that DzΦ
tξ ∈ CuΦtz(ε, 2α) for all t ∈ [t1, t2], and so by continuity of the splitting
Γsx ⊕ Γ0x ⊕ Γux and by perturbation arguments it follows that DzΦtεξ ∈ CuΦtεz(ε, α)
for all t ∈ [t1, 2t1] provided ε is small enough. Repeating this argument for t ∈
[it1, (i + 1)t1], i = 2, 3, .. we conclude the proof of the first part of (1.3.2) and its
second part follows in the same way.
Next, for ξ ∈ Cuz (ε, α) and t ≥ t0,
|‖DzΦtξ|‖ ≥ ‖ηu‖ − ‖ζX ‖ − ‖ζu‖ − ‖ζ0s‖ − ‖η0s‖ ≥ eκt‖ξu‖
−(1 + 2CeCt)‖ξX ‖ − C‖ξ0s‖ ≥ (eκt − α−1ε(1 + 2CeCt)− α−2εC)‖ξu‖
≥ (eκt − α2(1 + 2CeCt)− α−2εC)(1 + εα−1 + εα−2)−1|‖ξ|‖.
Choose α0, ε(α) so small (for instance, ε(α) = α
3) that for all α ≤ α0 and ε ≤ ε(α),
eκt − εα−1(1 + 2CeCt)− εα−2C ≥ (1 + εα−1 + εα−2)e 23κt
for all t ∈ [t1, 2t1]. Then, |‖DzΦtξ|‖ ≥ e 23κt|‖ξ|‖ for all such t, and so if ε small
enough we have also ‖DzΦtεξ‖ ≥ e
1
2κt‖ξ‖. Using (1.3.2) and repeating this argument
for DzΦ
it1
ε ξ, i = 1, 2, ... in place of ξ we derive (ii) for all t ≥ t1. The proof for
stable cones Csε(ε, α) is similar. 
For any linear subspace Ξ of Tz(R
d ×M) denote by JΞε (t, z) absolute value of
the Jacobian of the linear map DzΦ
t
ε : Ξ→ DzΦtεΞ with respect to inner products
induced by the Riemannian metric. For each z = (x, y) ∈ Rd ×M set also
(1.3.4) Juε (t, z) = exp
(− ∫ t
0
ϕuXεx,y(s)(Y
ε
x,y(s))ds
)
.
Let nu be the dimension of Γ
u
x(w) which does not depend on x and w by continuity
considerations. If Ξ is an nu−dimensional subspace of Tz(X ×W), z = (x, y), and
Ξ ⊂ Cux,y(ε, α) then it follows easily from Assumption 1.2.2 and Lemma 1.3.1 that
there exists a constant C1 > 0 independent of z ∈ X × W and of a small ε such
that for any t ≥ 0,
(1.3.5) (1 − C1ε)t ≤ JΞε (t, z)(Juε (t, z))−1 ≤ (1 + C1ε)t.
Recall, that an embedded Ck, k = 1, 2 l−dimensional disc D in Rd ×M, l ≤
d + nM is the image of an l-dimensional disc (ball) K in R
d+nM centered at 0
under a Ck diffeomorphism of a neighborhood of 0 in Rd+nM into Rd ×M and we
define the boundary ∂D of D as the image of the boundary ∂K of K considered in
the corresponding l-dimensional Euclidean subspace of Rd+nM . Denote by U(z, ρ)
the ball in Rd ×M centered at z and let Duε (z, α, ρ, C), C ≥ 1 be the set of all C1
embedded nu−dimensional closed discsD ⊂ X×W such that z ∈ D, TD ⊂ Cu(ε, α)
and if v ∈ ∂D then Cρ ≤ dD(v, z) ≤ C2ρ where TD is the tangent bundle over
D and dD is the interior metric on D. Each disc D ∈ Duε (z, α, ρ, C) will be called
unstable or expanding and, clearly, D ⊂ U(z, C2ρ) and if ε/α2 and ρ are small
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enough and C > 1 then dist(v, z) ≥ ρ for any v ∈ ∂D. Let D ∈ Duε ((x, y), α, ρ, C)
and z ∈ D ⊂ X ×W . Set UεD(t, z, L) = {z˜ ∈ D : dΦsεD(Φsεz,Φsεz˜) ≤ L ∀s ∈ [0, t]}
and let π1 : X ×W → X and π2 : X ×W →W be natural projections on the first
and second factors, respectively.
1.3.2. Lemma. Let ε, α, t, (x, y) be as in Lemma 1.3.1 and T > 0. There exist
ρ0, c, cρ,T , C ≥ 1 such that if ρ ≤ ρ0, D ∈ Duε ((x, y), α, ρ, C), z ∈ D, Vs,t(z) =
ΦsεU
ε
D(t, z, Cρ), Vt(z) = Vt,t(z), V = V0,t(z) ⊂ D and t ≥ 0 then
(i) dVs,t(z)(Φ
s
εv,Φ
s
εz) ≤ c−1e−
1
2κ(t−s)dVt(z)(Φ
t
εv,Φ
t
εz) ≤ c−1Cρe−
1
2κ(t−s) for
any v ∈ V and s ∈ [0, t], where dU is the interior distance on U ;
(ii) TVs,t(z) ⊂ Cu(ε, α) and Vt(z) ∈ Duε (Φtεz, α, ρ,
√
C) provided ∂D ∩
UεD(t, z, Cρ) = ∅;
(iii) For all v ∈ V and 0 ≤ s ≤ t,
|π1Φsεv − π1Φsεz| ≤ Cc−1ρεα−1(1 − εα−1 − εα−2)−1e−
1
2κ(t−s).
(iv) cρ,T ≤ mD(V )Juε (t, z) ≤ c−1ρ,T provided t ≤ T/ε, where mD is the induced (not
normalized) Riemannian volume on D.
Proof. (i) Let γ be a smooth curve on Vt(z) connecting a = Φ
t
εz and b = Φ
t
εv.
then γ˜ = Φs−tε γ is a smooth curve on Vs,t(z) connecting Φ
s
εz and Φ
s
εv. Since T γ˜ ⊂
TVs(z) ⊂ Cu(ε, α) then by (1.3.3), length(γ) ≥ eκ(t−s)/2length(γ˜) if t − s ≥ t1.
Then for such t and s,
dVs(Φ
s
εv,Φ
s
εz) ≤ length(γ˜) ≤ e−κ(t−s)/2length(γ).
Observe that (i) is nontrivial only for large t − s, so minimizing in γ in the above
inequality we derive the assertion (i).
Next, we derive (ii). Its first part follows from (1.3.2). By the definition of V ,
dVt(z)(w, z) ≤ Cρ for any w ∈ ∂Vt(z). It remains to show that dVt(z)(w, z) ≥
√
Cρ
for any w ∈ ∂Vt(z). Indeed, suppose dVt(z)(w, z) <
√
Cρ. Set
d1 = sup
−t1≤s≤0,v∈X×W
‖DvΦsε‖.
Next, we conclude via perturbation arguments that d1 > 0 provided ε is small
enough. Let w = Φtεv. It follows from Lemma 1.3.1 that dVs(z)(Φ
s
εv,Φ
s
εz) < d1
√
Cρ
for all s ∈ [0, t]. Hence, if √C ≥ d1 then v 6∈ ∂V, and so w 6∈ ∂Vt(z).
In order to derive (iii) take an arbitrary smooth curve γ on Vs,t(z) connect-
ing Φsεv and Φ
s
εz. Then
dγ(s)
ds = γ˙(s) ∈ Cuγ(s)(ε, α). It follows that if γ(s) =
(γX (s), γM(s)) with γX (s) ∈ X and γM(s) ∈ M then γ˙M(s) = γ˙0s(s) + γ˙u(s),
‖γ˙X (s)‖ ≤ εα−1‖γ˙u(s)‖, ‖γ˙0s(s)‖ ≤ εα−2‖γ˙u(s)‖, and so
|‖γ˙(s)|‖ ≥ ‖γ˙u(s)‖ − ‖γ˙0s(s)‖ − ‖γ˙X (s)‖ ≥ ‖γ˙u(s)‖(1− εα−1 − εα−2).
Hence
‖γ˙X (s)‖ ≤ εα−1(1− εα−1 − εα−2)−1|‖γ˙(s)|‖,
and so
|π1Φsεv − π1Φsεz| ≤ εα−1(1− εα−1 − εα−2)−1length(γ).
Minimizing the right hand side here over such γ we obtain (iii) using (i). Finally,
(iv) follows from (1.3.5), (i), (ii), and the Ho¨lder continuity of ϕu (as a function on
X ×W ). 
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For each y ∈ Λx and ̺ > 0 small enough set W sx(y, ̺) = {y˜ ∈ W :
dM(F
t
xy, F
t
xy˜) ≤ ̺ ∀t ≥ 0} and Wux (y, ̺) = {y˜ ∈ W : dM(F txy, F txy˜) ≤ ̺ ∀t ≤ 0}
which are local stable and unstable manifolds for Fx at y. According to [39] and [68]
these families can be included into continuous families of ns and nu−dimensional
stable and unstable C1 discs W sx (y, ̺) and W
u
x (y, ̺), respectively, defined for all
y ∈ W and such that W sx(y, ̺) is tangent to Γsx, Wux (y, ̺) is tangent to Γux,
F txW
s
x(y, ̺) ⊂ W sx(F txy, ̺), and Wux (y, ̺) ⊃ F−tx Wux (F txy, ̺). Actually, as we noted
it above if y ∈ W then y belongs to a stable manifold W sx(y˜) of some y˜ ∈ Λx and
we choose W sx (y, ̺) to be the subset of W
s
x(y˜).
1.3.3. Lemma. For any 0 < ρ1 < ρ0 small enough and a continuous function g
on X ×W uniformly in D ∈ Duε (z, α, ρ, C), x′ ∈ X , z ∈ X ×W and ρ ∈ [ρ1, ρ0],
(1.3.6) lim
t→∞
1
t
log
∫
D
exp
(∫ t
0
g(x′, F rπ1zπ2v)dr
)
dmD(v) = Pπ1z(g(x
′, ·) + ϕuπ1z)
where mD is the induced Riemannian volume on D.
Proof. Set W˜ = π2D, x = π1z and y ∈ π2z. By standard transversality
considerations we can define a one-to-one map π˜ : W˜ → π˜W˜ ⊂ Wux (y, C˜ρ) by
π˜(w˜) = w ∈ F τxW sx (w˜, C˜ρ) provided α, ρ, |τ | > 0 are small and C˜ > 0 is sufficiently
large. By the absolute continuity of the stable foliation arguments (see, for instance,
[64], Section 3.3) we conclude that π˜ and its inverse have bounded Jacobians. It
follows that it suffices to establish (1.3.6) for D = {x} ×W where W = Wux (y, γ)
uniformly in γ ∈ [γ0, γ−10 ], γ0 > 0.
Set Wτ = F
τ
xW, Wr,q = ∪r≤τ≤qF τxW and
IVx,x′(t) =
∫
V
exp
( ∫ t
0
g(x′, F τx v)dτ
)
dmV (v).
Then
IWτx,x′(t) =
∫
Wτ
exp
( ∫ t
0
g(x′, F θxv)dθ
)
dmWτ (v)
=
∫
W exp
( ∫ t+τ
τ g(x
′, F θxv)dθ
)
Jux (τ, v)dmW (v),
and so
re−2(τ+r)‖g‖IWx,x′(t) ≤ IWτ,τ+rx,x′ (t) ≤ re(τ+r)(2‖g‖+‖ϕ
u‖)IWx,x′(t)
where ‖ · ‖ is the supremum norm on X ×W . Since W ⊂ ∪v∈ΛxW sx(v) by [13] then
given η > 0 there exist γ(η), τ(η) > 0, v ∈ Λx, and U ⊂ ∪−r≤θ≤rF θxWux (v) such that
for any γ ≤ γ(η) we can define a one-to-one map φ : U → Wτ(η),τ(η)+r by φ(w) ∈
W sx(w, η). By standard absolute continuity of the stable foliation considerations (see
[64], Section 3.3) it follows that φ and its inverse have bounded Jacobians which
together with the above arguments yield that it suffices to prove Lemma 1.3.3 only
when y ∈ Λx, and so (see [13]), W =Wux (y, γ) ⊂ Λx. We observe also that without
loss of generality we can assume γ to be sufficiently small since we can always cover
Wux (y, γ) by W
u
x (yi, γ˜), i = 1, ..., k with y1 = y, k = k(γ, γ˜) and small γ˜ ≤ γ, so
proving Lemma 1.3.3 for all such Wux (yi, γ˜) will imply it for W
u
x (y, γ) itself.
So now assume thatW =Wux (y, γ) ⊂ Λx and we claim that for any η > 0 there
exists τ(η, γ) > 0 such that W0,τ forms an η−net in Λx for any τ ≥ τ(η, γ). Indeed,
by topological transitivity there exists v ∈ Λx whose orbit is dense in Λx, and so by
standard ergodicity considerations with respect to any ergodic invariant measure
with full support on Λx (take, for instance, the SRB measure) we conclude that
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for any τ already {F rxv, r ≥ τ} is dense in Λx. Then by transversality of W sx and
∪θF θxWux there exists r > 0 such that F rxv ∈ W sx(w, γ) for some w ∈W, and so the
forward orbit of w is dense in Λx, whence our claim holds true. By compactness and
structural stability considerations it follows that we can choose the same τ(η, γ) for
all y ∈ W and x ∈ X .
For any set V ⊂ Λx put UV (t, y, ζ) = {v ∈ V : d(F rxy, F rxv) ≤ ζ ∀r ∈ [0, t]}.
Recall, that a finite set E ⊂ Λx is called (ζ, t)−separated for the flow F tx if y, y˜ ∈
E, y 6= y˜ implies y˜ 6∈ UΛx(t, y, ζ). A set E ⊂ Λx is called (ζ, t)−spanning if for any
y ∈ Λx there is y˜ ∈ E such that y ∈ UΛx(t, y˜, ζ). Let W0,τ be an η−net in Λx
and E be a maximal (ζ, t)−separated subset of W0,τ . Then UW0,τ (t, y, ζ/2), y ∈ E
are disjoint sets. By transversality of W0,τ and W
s
x there exists C1 > 0 such that
for any y ∈ Λx we can find v(y) ∈ W0,τ such that y ∈ W sx(v(y), C1η), and so
for some w(y) ∈ E, y ∈ UΛx(t, w(y), C2(ζ + η)) with some C2 > 0 large enough
but independent of x, y, ζ, η. Hence, E is (C2(ζ + η), t)−spanning, and so W0,τ ⊂
∪y∈EUW0,τ (t, y, C2(ζ + η)). Assume, first, that g = g(x′, v) in (1.3.6) is Ho¨lder
continuous in v. Then by standard volume lemma arguments (see [13]) we obtain
for V = UW0,τ (t, y, γ), γ > 0 and y ∈W0,τ that∣∣ log ∫
V
exp
( ∫ t
0
g(x′, F rxv)dr
)
dmV (v)
− ∫ t
0
(
g(x′, F rxy) + ϕ
u
x(F
r
xy)
)
dr
∣∣ ≤ C(γ)
where C(γ) > 0 does not depend on x, x′, y, t. Now (1.3.6) follows from the above
integral estimates and the uniform in (γ, t)−separated and (γ, t)−spanning sets
approximation of the topological pressure (see, for instance, [8] and [27]). For a
general continuous g approximate it uniformly by Ho¨lder continuous functions and
(1.3.6) will follow in this case again. The limit (1.3.6) is uniform in x′ and in z since
PFπ1z(g(x
′, ·) + ϕuπ1z) uniformly continuous in x′ (easy to see) and it is uniformly
continuous in z (see [16]) and, furthermore, it follows from Lemma 5.1 from [16]
that the family 1t log
∫
D exp
(∫ t
0 g(x
′, F rπ1zπ2v)dr
)
dmD(v), t ≥ 1 is equicontinuous
in z. 
1.3.4. Proposition. For any ρ, C, b > 0 with C large and Cρ small enough there
exists a positive function ζb,ρ,T (∆, s, ε) such that
(1.3.7) lim sup
∆→0
lim sup
ε→0
lim sup
s→∞
ζb,ρ,T (∆, s, ε) = 0
and for any x, x′ ∈ X , y ∈ W , t ≥ t1, τ ≤ Tε − t, β ∈ Rd, |β| ≤ b, D ∈Duε ((x, y), α, ρ, C), z ∈ D and V = UεD(t, z, Cρ) satisfying V ∩ ∂D = ∅ we have∣∣∣∣ 1τ log ∫V exp〈β, ∫ t+τt B(x′, Y εv (s))ds〉dmD(v) + 1τ log Juε (t, z)(1.3.8)
−Pπ1zt(〈β,B(x′, ·)〉+ ϕuπ1zt)
∣∣∣∣ ≤ ζb,ρ,T (ετ,min(τ, (log 1ε )λ), ε)
where 〈·, ·〉 is the inner product, zt = Φtεz, λ ∈ (0, 1), and mD is the induced
Riemannian volume on D.
Proof. By (1.1.1) and (1.2.15) for any w, w˜ ∈ Rd ×W ,
d(Φsεw,Φ
sw˜) ≤ d(w, w˜) + ∫ s
0
‖b(Φuεw)− b(Φuw˜)‖du
≤ d(w, w˜) +K ∫ s0 d(Φuεw,Φuw˜)du,
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where, d = dist and, recall, Φ = Φ0. Then, by Gronwall’s inequality
d(Φsεw,Φ
sw˜) ≤ eKsd(w, w˜).
Hence,
dM(π2Φ
s
εw,F
s
π1zrπ2w) ≤ d(Φsεw,Φs(π1zr, π2w)) ≤ eKs|π1w − π1zr|.
Recall, that by Lemma 1.3.2(iii) for any w ∈ Vr(z), r ≤ t,
|π1zr − π1w| ≤ Cc−1ρεα−1(1− εα−1 − εα−2)−1.
Set
Iεx′(v, r, q) = exp
〈
β,
∫ q
r
B(x′, π2(Φsεv))ds
〉
.
Then
(1.3.9)
∫
V0,r(z)
Iεx′(v, r, r + s)dmD(v) =
∫
Vr(z)
Iεx′(w, 0, s)J
Ξw
ε (−r, w)dmVr(z)(w)
where V0,r(z) = U
ε
D(r, z, Cρ), Ξw is the tangent space to Vr(z) at w and mVr(z) is
the induced Riemannian volume on Vr(z). By (1.3.4), (1.3.5), Lemma 1.3.2(i), and
the Ho¨lder continuity of the function ϕu,
(1.3.10) C−12 (1 + C1ε)
−r ≤ JΞwε (−r, w)Juε (r, z) ≤ C2(1− C1ε)−r
for some C2 > 0 independent of ε, r, z ∈ D and w ∈ Vr(z). Since Vr(z) ∈
Duε (zr, α, ρ,
√
C) by Lemma 1.3.2(ii), it follows from (1.2.15) and the above es-
timates that
(νb(ε, s))
−1 ≤ ∫
Vr(z)
Iεx′(w, 0, s)dmVr(z)(w)(1.3.11)
×
(∫
Vr(z)
exp
〈
β,
∫ s
0
B(x′, F σπ1zrπ2w)dσ
〉
dmVr(z)(w)
)−1
≤ νb(ε, s)
where
νb(ε, s) = 2 + C3 exp(C3be
Ksε),
C3 > 0 is a constant independent of ε, ρ, b, r, z, x
′ and β ∈ Rd with |β| ≤ b.
Next, choose λ ∈ (0, 1) and θ(ε) ∈ [(log 1ε )λ, 2(log 1ε )λ] so that n = τ/θ(ε) is an
integer. If n ≤ 1 then (1.3.8) follows from (1.3.9)–(1.3.11) and Lemma 1.3.3. Now,
let n > 1, k < n and v ∈ V0,t(z). Then by (1.2.15) and Lemma 1.3.2(i) for any
w ∈ V0,t+kθ(ε)(v),
C−14 ≤ Iεx′(w, t, t+ (k + 1)θ(ε))
×
(
Iεx′(v, t, t+ kθ(ε))I
ε
x′ (w, t+ kθ(ε), t+ (k + 1)θ(ε))
)−1
≤ C4
and
(1.3.12) C−14 ≤ Iεx′(v, t, t+ kθ(ε)) (Iεx′(w, t, t+ kθ(ε)))−1 ≤ C4
where C4 = C4(b) = e
4bKCρc−1κ−1 . Integrating the inequalities above we obtain
C−14 ≤
∫
V0,t+kθ(ε)(v)
Iεx′(w, t, t+ (k + 1)θ(ε))dmD(w)
(
Iεx′(v, t, t+ kθ(ε))(1.3.13)
× ∫V0,t+kθ(ε)(v) Iεx′(w, t + kθ(ε), t+ (k + 1)θ(ε))dmD(w)
)−1
≤ C4.
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From the estimates (1.3.9)–(1.3.11) together with Lemma 1.3.3 we conclude that
for some C5 > 0 independent of t, k, ε, ρ, v, and x
′,
C−15 e
−θ(ε)ηb,ρ(ε)(νb
(
ε, θ(ε))
)−1 ≤ ∫
V0,t+kθ(ε)(v)
Iεx′(w, t + kθ(ε),(1.3.14)
t+ (k + 1)θ(ε))dmD(w)J
u
ε (t+ kθ(ε), v) exp
(− θ(ε)PFπ1vt+kθ(ε) (〈β,B(x′, ·)〉
+ϕuπ1vt+kθ(ε))
) ≤ eθ(ε)ηb,ρ(ε)νb(ε, θ(ε))
where vs = Φ
s
εv and ηb,ρ(ε) > 0, ηb,ρ(ε) → 0 as ε → 0. Observe that by (1.1.1),
(1.2.15) and Lemma 1.3.2(iii),
|π1vt+kθ(ε) − π1zt| ≤ Kετ + Cc−1ρεα−1(1− εα−1 − εα−2)−1,
and so setting P = PFπ1zt (〈β,B(x′, ·)〉+ϕuπ1zt) we obtain by (1.2.15) and [16] (see
also [60] and [70]) that
(1.3.15)
∣∣P − PFπ1vt+kθ(ε) (〈β,B(x′, ·)〉+ ϕuπ1vt+kθ(ε))∣∣ ≤ C6ετ
for some C6 = C6(b) > 0 independent of v, k ≤ n, ε, t, z, x′, and β ∈ Rd with |β| ≤ b
provided, say, τ ≥ 1 which we can assume without loss of generality.
A finite set E ⊂ D will be called (s, γ, ε,D)−separated if vi, vj ∈ E, vi 6= vj
implies that vi 6∈ UεD(s, vj , γ). Let Ek be a maximal (t+kθ(ε), Cρ, ε,D)−separated
set in D and define
EUk = {v ∈ Ek : UεD(t+ kθ(ε), v, Cρ) ∩ U 6= ∅}.
Then for k ≥ 1,
(1.3.16) UεD(t, z, γ + akCρ) ⊃ ∪v∈EUεD(t,z,γ)k U
ε
D(t+ kθ(ε), v, Cρ) ⊃ UεD(t, z, γ)
where ak = c
−1e−
1
2κkθ(ε) and the left hand side of (1.3.16) follows from Lemma
1.3.2(i) assuming that ε is small enough. Observe also that UεD(t+ kθ(ε), v, Cρ/2)
are disjoint for different v ∈ Ek. For k = 1, 2, ..., n− 1 set V (k, ρ) = UεD(t, z, Cρ(1+∑n−1
j=k aj)) and V (−k, ρ) = UεD(t, z, Cρ(1 −
∑n−1
j=k aj)) with V (n, ρ) = V = V0,t(z).
Then by (1.3.12)–(1.3.16) and Lemma 1.3.2(iii),∫
V (k+1,ρ)
Iεx′(v, t, t+ (k + 1)θ(ε))dmD(w)
≤∑
v∈EV (k+1,ρ)k
∫
V0,t+kθ(ε)(v)
Iεx′(w, t, t + (k + 1)θ(ε))dmD(w)
≤ C4
∑
v∈EV (k+1,ρ)k
Iεx′(v, t, t+ kθ(ε))
∫
V0,t+kθ(ε)(v)
Iεx′(w, t+ kθ(ε), t
+(k + 1)θ(ε))dmD(w) ≤ C5C4eθ(ε)(ηb,ρ(ε)+C6ετ+P )νb(ε, θ(ε))
∑
v∈EV (k+1,ρ)k(
Juε (t+ kθ(ε), v)
)−1
Iεx′(v, t, t+ kθ(ε))
≤ C5C24 c−1ρ/2,T eθ(ε)(ηb,ρ(ε)+C6ετ+P )νb(ε, θ(ε))
×∑
v∈EV (k+1,ρ)k
∫
UεD(t+kθ(ε),v,Cρ/2)
Iεx′(w, t, t + kθ(ε))dmD(w)
≤ C5C24c−1ρ/2,T eθ(ε)(ηb,ρ(ε)+C6ετ+P )νb(ε, θ(ε))
∫
V (k,ρ) I
ε
x′(w, t, t+ kθ(ε))dmD(w).
Similarly, we obtain∫
V (−(k+1),ρ) I
ε
x′(w, t, t+ (k + 1)θ(ε))dmD(w)
≥ C−15 C−24 cρ,T e−θ(ε)(ηb,ρ/2(ε)+C6ετ+P )(νb(ε, θ(ε))−1
× ∫V (−k,ρ) Iεx′(w, t, t + kθ(ε))dmD(w).
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Emloying these estimates recursively for k = n − 1, n − 2, ..., 1 and estimating∫
V (±1,ρ) I
ε
x′(w, t, t+θ(ε))dmD(w) by (1.3.14) with k = 0 and with V (±1, ρ) in place
of V0,t(v) we derive (1.3.8) with ζb,ρ,T (∆, s, ε) = s
−1 log
(
C5C
2
4 (c
−1
ρ,T + c
−1
ρ/2,T )
)
+
ηb,ρ(ε) + ηb,ρ/2(ε) + 2(θ(ε))
−1 log νb(ε, θ(ε)) + C6∆ provided n ≥ 1. 
Next, under Assumption 1.2.6 we derive a volume lemma type assertion (see
[13]) which will be needed in Sections 1.7 and 1.8 and which will hold true on any
time intervals and not just on time intervals of order 1/ε as in Lemma 1.3.2(iv). In
order to do so we will consider a subset of embedded C2 discs from Duε (z, α, ρ, C)
taking special care of their C2 bounds.
Namely, let Expy : TyM → M be the exponential map which is a diffeomor-
phism of V yδ = {ξ ∈ TyM : ‖ξ‖ < δ} onto the open δ−neighborhood Uδ(y) of y
provided δ > 0 is small enough. Given x, x˜ ∈ Rd, y ∈M and ξ ∈ TyM set
χx,y(x˜, ξ) = (x + x˜, Expyξ)
which is a diffeomorphism of Rd × V yδ onto Rd × Uδ(y). Let D ∈ Duε (z, α, ρ, C),
z = (x, y), y ∈ W be an embedded C2 disc. Assuming that C2ρ < δ we can
define Dˆ = χ−1x,y(D) which is a C
2 hypersurface in {x˜ : |x˜‖ < δ} × V yδ . If δ is
sufficiently small then the tangent subbubndle T Dˆ over Dˆ still stays close to Γux(y),
and so we can represent Dˆ as a parametric set (η, ϕ(η), x(η)) where η ∈ Γux(y),
ϕ(η) ∈ Γ0sx (y) and x(η) ∈ Rd. We will write that D ∈ Dˆuε (z, α, ρ, C, L) if the
parametric representation of the corresponding Dˆ as above satisfies
max
i,j,k,l
max
(∣∣∂2ϕi(η)
∂ηk∂ηl
∣∣, ∂2xj(η)
∂ηk∂ηl
∣∣) ≤ L.
1.3.5. Lemma. There exists t1 ≥ t0 such that for any t ≥ t1 we can choose δ > 0
small enough and L > 0 large enough so that if D ∈ Dˆuε (z, α, ρ, C, L) and C2ρ < δ
then
{v ∈ ΦtεD : dΦtεD(Φtεz, v) ≤ C2ρ} ∈ Dˆuε (Φtεz, α, ρ, C, L).
Proof. Since the differential D0Expy of the exponential map at zero is the
identity map it follows from the definition of Duε (z, α, ρ, C) that
max
i,j,k
max
(∣∣∂ϕi(η)
∂ηk
∣∣, ∂xj(η)
∂ηk
∣∣) ≤ c(ε, δ)
where c(ε, δ)→ 0 (uniformly in all D as above) as ε, δ → 0. Let z = (x, y) and set
f tx,y,ε = χ
−1
Φtε(x,y)
◦ Φtε ◦ χx,y
which for each fixed t > 0 and a sufficiently small δ > 0 (depending on t) defines
a diffeomorphism of Rd × V yδ onto its image. By (1.3.2) the tangent subbundle
over ΦtεD is contained in Cu(ε, α), and so for small δ > 0 the tangent subbundle
T (f tx,y,εDˆ) over f
t
x,y,εDˆ stays close to Γ
u
x˜(y˜) where x˜ = π1Φ
t
ε(z) and y˜ = π2Φ
t
ε(z).
Hence, we can represent f tx,y,ε(Dˆ) in a parametric form
(
η˜, ϕ˜(η˜), x˜(η˜)
)
where η˜ ∈
Γux˜(y˜), ϕ˜(η˜) ∈ Γ0sx˜ (y˜) and x˜(η˜) ∈ Rd. Fix some t > t0 so that (1.3.3) holds true.
Write f tx,y,ε(η, ϕ, x) = (η˜, ϕ˜, x˜), so that, in particular,
f tx,y,ε(η, ϕ(η), x(η)) =
(
η˜, ϕ˜(η˜), x˜(η˜)
)
.
Then
(1.3.17) η˜ = Aη + aε,δ(η, ϕ, x), ϕ˜ = Bϕ+ bε,δ(η, ϕ, x), x˜ = x+ cε,δ(η, ϕ, x)
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where η ∈ Γux(y), ϕ ∈ Γ0sx (y), x ∈ Rd, A is an nu × nu–matrix, B is an n0s × n0s–
matrix with n0s = nM − nu and
(1.3.18) ‖aε,δ(η, ϕ, x)‖C1 + ‖bε,δ(η, ϕ, x)‖C1 + ‖cε,δ(η, ϕ, x)‖C1 ≤ c(ε, δ)
for all (η, ϕ) ∈ V yδ and |x| < δ where c(ε, δ) → 0 as ε, δ → 0. By (1.2.15), (1.3.1)
and Assumption 1.2.6 it follows that there exists a constant R > 0 such that for
any ξ ∈ Γ0sx (y), x ∈ Rd, y ∈M,
(1.3.19) ‖DF txξ‖ ≤ R‖ξ‖.
By (1.3.1) we can choose t > 0 large enough and then ε and δ small enough so that
for all η ∈ Γux(y),
(1.3.20) ‖Aη‖ ≥ (1 +R)‖η‖.
Now t is fixed and we can choose ε and δ so small that (1.3.19) implies that,
(1.3.21) ‖B‖ ≤ 1 +R.
In order to shorten notations for every vector function f
(
ζ) = (f1(ζ), ..., fl(ζ)
)
,
ζ = (ζ1, ..., ζk) we denote by
∂f
∂ζ the Jacobi matrix (∂fi(ζ)/∂ζj) and by
∂2f
∂ζ2 we
denote the collection (∂2fi(ζ)/∂ζj∂ζk). We set also
‖∂f
∂ζ
‖ = max
i,j
|∂fi(ζ)
∂ζj
| and ‖∂
2f
∂ζ2
‖ = max
i,j,k
| ∂
2fi
∂ζj∂ζk
|.
Observe that by Assumptions 1.2.1, 1.2.2 and 1.2.6 for any t > 0 there exists
Rˆ = Rˆt > 0 such that
(1.3.22) sup
ε≤1
sup
|u|≤t
‖Φuε‖C2 ≤ Rˆ
and
(1.3.23) max
(‖aε,δ(η, ϕ, x)‖C2 , ‖bε,δ(η, ϕ, x)‖C2 , ‖cε,δ(η, ϕ, x)‖C2) ≤ 2Rˆ+ 1.
It follows by (1.3.17)–(1.3.23) (with natural product notations) that∥∥∂2ϕ˜
∂η˜2
∥∥ = ∥∥∂2ϕ˜
∂η2
(∂η
∂η˜
)2
+
∂ϕ˜
∂η
∂2η
∂η˜2
∥∥ ≤ ∥∥∂2ϕ˜
∂η2
∥∥(1 +R)−2 + c(ε, δ)Rˆ
and ∥∥∂2ϕ˜
∂η2
∥∥ = ∥∥B ∂2ϕ∂η2 + ∂2bε,δ∂η2 + 2∂2bε,δ∂η∂ϕ ∂ϕ∂η + 2∂2bε,δ∂η∂x ∂x∂η ∂2bε,δ∂ϕ2 (∂ϕ∂η )2
+2
∂2bε,δ
∂ϕ∂x
∂ϕ
∂η
∂x
∂η +
∂2bε,δ
∂x2
(
∂x
∂η
)2∥∥ ≤ (1 +R)L+ (2Rˆ+ 1)(1 + c(ε, δ))2.
Similarly,∥∥∂2x˜
∂η2
∥∥ ≤ (1 +R)L+ (2Rˆ+ 1)(1 +R)−2(1 + c(ε, δ))2 + c(ε, δ)Rˆ.
Choosing L ≥ R−1(2Rˆ+R+ 2) we obtain that if
max
{∥∥∂2ϕ
∂η2
∥∥, ∥∥∂2x
∂η2
∥∥} ≤ L
then
max
{∥∥∂2ϕ˜
∂η˜2
∥∥, ∥∥∂2x˜
∂η˜2
∥∥} ≤ L
and the assertion of Lemma 1.3.5 follows. 
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The main purpose of the previous result is to derive the following volume lemma
type assertion which plays an essential role in Section 1.6.
1.3.6. Lemma. For any β ∈ (0, C2ρ) there exists cβ > 0 such that if D ∈
Dˆuε (z, α, ρ, C, L) and L is large enough then for any t > 0 and v, w ∈ D satis-
fying w ∈ UεD(t, v, β) ⊂ D,
(1.3.24) cβ ≤ mD
(
UεD(t, v, β)
)
JTwDε (t, w) ≤ c−1β .
Proof. Set Vs,t = Φ
s
εU
ε
D(t, v, β) and Vt = Vt,t. Similarly to Lemma 1.3.2(ii),
Vt ∈ Duε (Φtεv, α, βC−1,
√
C), and so by uniformity considerations there exists c˜β > 0
independent of v, t and D as above such that
(1.3.25) c˜β ≤ mVt(Vt) =
∫
UεD(t,v,β)
JTwDε (t, w)dmD(w) ≤ c˜−1β .
Choose l ∈ N so that t2 = t/l ∈ [t1, 2t1) and set wk = Φkt2ε w, vk = Φkt2ε v. Then for
any w ∈ UεD(t, v, β),
(1.3.26) JTwDε (t, w) =
l−1∏
k=0
J
TwkVkt2,t
ε (t2, wk)
and by Lemma 1.3.2(i),
(1.3.27) dVkt2 ,t(wk, vk) ≤ c−1βe−
1
2κ(l−k)t2 .
By (1.3.5), (1.3.22), (1.3.26), and (1.3.27) together with Lemma 1.3.5 we conclude
that there exists a constant C˜ > 0 such that
(1.3.28)
∣∣ ln JTwkVkt2,tε (t2, wk)− ln JTvkVkt2,tε (t2, vk)∣∣ ≤ C˜e− 12κ(l−k)t2 .
Now (1.3.24) follows from (1.3.25), (1.3.26), and (1.3.28) with
cβ = c˜β exp
(− 2C˜(1− e− 12κt2)−1).

1.4. Large deviations: preliminaries
We will need the following version of general large deviations bounds when
usual assumptions hold true with errors. An upper bound similar to (1.4.3) be-
low appeared previously in [54]. For simplicity we will formulate the result for
R
d−valued random vectors though the same arguments work for random variables
with values in a Banach space. The proof is a strightforward modification of the
standard one (cf. [46]) but still we exhibit it here for readers’ convenience.
1.4.1. Lemma. Let H = H(β), η = η(β) be uniformly bounded on compact sets
functions on Rd and {Ξτ , τ ≥ 1} be a family of Rd−valued random vectors on a
probability space (Ω,F , P ) such that |Ξτ | ≤ C < ∞ with probability one for some
constant C and all τ ≥ 1. For any a > 0 and α, β0 ∈ Rd set
(1.4.1) Lβ0a (α) = sup
β∈Rd,|β+β0|≤a
(〈β, α〉 −H(β)), La(α) = L0a(α), L(α) = L∞(α).
(i) For any λ, a > 0 there exists τ0 = τ(λ, a, C) such that whenever for some τ ≥ τ0,
β0 ∈ Rd and each β ∈ Rd with |β + β0| ≤ a,
(1.4.2) Hτ (β) = τ
−1 logEeτ〈β,Ξτ〉 ≤ H(β) + η(β)
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then for any compact set K ⊂ Rd,
(1.4.3) P{Ξτ ∈ K} ≤ exp
(−τ(Lβ0a (K)− ηβ0a − λ|β0| − λ))
where
(1.4.4) ηβ0a = sup{η(β) : |β + β0| ≤ a} and Lβ0a (K) = inf
α∈K
Lβ0a (α).
(ii) Suppose that α0 ∈ Rd, 0 < a ≤ ∞ and there exists β0 ∈ Rd such that |β0| ≤ a
and
(1.4.5) H(β0) = 〈β0, α0〉 − La(α0).
If (1.4.2) holds true then for any δ > 0,
(1.4.6) P{|Ξτ − α0| ≤ δ} ≤ exp (−τ(La(α0)− η(β0)− δ|β0|)) .
(iii) Assume that α0, β0 ∈ Rd satisfy (1.4.5). For any λ, a > 0 there exists τ0 =
τ(λ, a, C) such that whenever for some τ ≥ τ0 and each β ∈ Rd with |β| ≤ a the
inequality (1.4.2) holds true together with
(1.4.7) τ−1 logEeτ〈β,Ξτ〉 ≥ H(β)− η(β)
then for any γ, δ > 0, γ ≤ δ,
P{|Ξτ − α0| < δ} ≥ exp (−τ(L(α0) + η(β0) + γ|β0|))(1.4.8)
×
(
1− exp (− τ(L˜β0a (Kγ,C(α0))− ηa − η(β0)− λ|β0| − λ)))
where
L˜β0a (α) = La(α) − 〈β0, α〉+H(β0),
L˜β0a (K) = infα∈K L˜β0a (α), ηa = η0a, Kγ,C(α0) = UC(0) \ Uγ(α0), Uγ(α) = {α˜ :
|α˜− α| < γ} and U¯ denotes the closure of U .
Proof. (i) By (1.4.1) for any α ∈ KC = K ∩ UC(0) and λ > 0 there exists
βλ(α) ∈ Rd such that
(1.4.9) |βλ(α) + β0| ≤ a and 〈βλ(α), α〉 −H(βλ(α)) > Lβ0a (α) − λ/2.
Set γa,λ(α) =
λ
2 min(1, a
−1) and cover the compact set KC by open balls
Uγa,λ(α), α ∈ KC . Let Uγa,λ(α1), ..., Uγa,λ(αn) be a finite subcover with a minimal
number n of elements. Observe that n does not exceed the maximal number of
points in UC(0) with pairwise distances at least
1
2γa,λ and the latter number de-
pends only on C, a and λ. By (1.4.2) and (1.4.9) for each i = 1, ..., n,
eτη
β0
a ≥ EIΞτ∈Uγa,λ(αi)(αi)eτ(〈βλ(αi),Ξτ 〉−H(βλ(αi)))
≥ e−τλ/2EIΞτ∈Uγa,λ(αi)(αi)e
τ
(
〈βλ(αi),αi〉−|β0|λ/2−H(βλ(αi))
)
eτ
(
Lβ0a (αi)−|β0|λ/2−λ/2
)
P{Ξτ ∈ Uγa,λ(αi)(αi)}.
Since Lβ0a (αi) ≥ Lβ0a (K) and |Ξτ | ≤ C then summing these inequalities in i = 1, ..., n
we obtain
(1.4.10) P{Ξτ ∈ K} = P{Ξτ ∈ KC} ≤ e−τ
(
Lβ0a (K)−ηβ0a −|β0|λ/2−τ−1 log n−λ/2
)
.
Since n is bounded by a number depending only on λ, a, and C we can choose
τ0 = τ0(λ, a, C) so that τ
−1
0 log n ≤ λ/2 which together with (1.4.10) yield (1.4.3).
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(ii) By (1.4.2) and (1.4.5),
eτη(β0) ≥ EIΞτ∈Uδ(α0)eτ
(
〈β0,Ξτ〉−H(β0)
)
≥ eτ
(
La(α0)−δ|β0|
)
P{Ξτ ∈ Uδ(α0)}
and (1.4.6) follows.
(iii) By (1.4.5) and (1.4.7) for any γ ≤ δ,
P{|Ξτ − α0| < δ} ≥ P{|Ξτ − α0| < γ}(1.4.11)
= Eβ0τ I|Ξτ−α0|<γe
−τ
(
〈β0,Ξτ 〉−Hτ (β0)
)
≥ e−τ
(
L(α0)+|β0|γ+η(β0
)
P β0τ {|Ξτ − α0| < γ}
where Eβ0τ is the expectation with respect to the probability measure P
β0 on (Ω,F)
such that
dP β0τ
dP
= eτ(〈β0,Ξτ 〉−Hτ (β0)).
Now by (1.4.2) and (1.4.5) for any β ∈ Rd with |β + β0| ≤ a we obtain that
(1.4.12) τ−1 logEβ0τ e
τ〈β,Ξτ〉 = Hτ (β + β0)−Hτ (β0)) ≤ H˜β0(β) + η˜β0(β)
where H˜β0(β) = H(β + β0)−H(β0) and η˜β0(β) = η(β + β0) + η(β0). Observe that
(1.4.13) sup
β∈Rd,|β+β0|≤a
(〈β, α〉 − H˜β0(β)) = La(α)− 〈β0, α〉+H(β0) = L˜β0a (α).
Thus, applying (i) on the probability space (Ω,F , P β0τ ) we derive that
(1.4.14) P β0τ {|Ξτ −α0| ≥ γ} ≤ exp
(− τ(L˜β0a (Kγ,C(α0))− ηa− η(β0)−λ|β0|−λ))
provided τ ≥ τ0 for a sufficiently large τ0 = τ0(λ, a, C). This together with (1.4.11)
yield (1.4.8). 
1.4.2. Lemma. Let Sn, n = 1, 2, ... be a nondecreasing sequence of lower semicon-
tinuous functions on a metric space M and let S = limn→∞ Sn. Assume that S is
also lower semicontinuous and for any compact set K ⊂M denote
Sn(K) = inf
γ∈K
Sn(γ) and S(K) = inf
γ∈K
S(γ).
Then
(1.4.15) lim
n→∞
Sn(K) = S(K).
Proof. By the lower semicontinuity of Sn and S and by compactness of K it
follows that there exist γˆn, γˆ ∈ K such that Sn(γˆn) = Sn(K) and S(γˆ) = S(K).
Passing if needed to a subsequence assume that γˆn → γ˜ ∈ K as n→∞. Since
(1.4.16) Sn(K) = Sn(γˆn) ≤ Sn(γˆ)
then
(1.4.17) lim sup
n→∞
Sn(K) ≤ S(γˆ) = S(K).
Assume now that S(K) <∞. Since
S(K) = S(γˆ) ≤ S(γ˜)
then for any ε > 0 there exists n(ε) such that
(1.4.18) S(γˆ) ≤ Sn(ε)(γ˜) + ε.
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By the lower semicontinuity of Sn(ε)(γ) it follows that for m ≥ n(ε) large enough
(1.4.19) S(γˆ) ≤ Sn(ε)(γˆm) + 2ε ≤ Sm(γˆm) + 2ε
where we use also that Sm,m = 1, 2, ... is a nondecreasing sequence. Since (1.4.19)
holds true for any m ≥ n(ε) large enough and for each ε > 0 we can pass there to
the limit so that, first, m→∞ and then ε→ 0 yielding that
S(K) ≤ lim inf
m→∞
Sn(K)
which together with (1.4.17) give (1.4.15) under the condition S(K) <∞. If S(K) =
∞ then S(γ˜) = ∞ and for any A > 0 there exists n(A) such that Sn(γ˜) > A for
any n ≥ n(A). By the lower semicontinuity of Sn we conclude that Sn(γˆm) > A
for m ≥ n large enough which implies that Sm(γˆm) > A for all sufficiently large m.
Hence
(1.4.20) lim inf
m→∞ Sm(K) = lim infm→∞ Sm(γˆm) > A
and since A is arbitrary the left hand side of (1.4.20) equals infinity, i.e. again
(1.4.15) holds trues with both parts of it being equal ∞. 
In the next section we will employ the following general result which will enable
us to subdivide time into small intervals freezing the slow variable on each of them
so that the estimate (1.3.8) of Proposition 1.3.4 becomes sufficiently precise and,
on the other hand, we will not change much the corresponding functionals S0T
appearing in required large deviations estimates. This result is certainly not new,
it is cited in [78] as a folklore fact and a version of it can be found in [58], p.67 but
for readers convenience we give its proof here.
1.4.3. Lemma. Let f = f(t) be a measurable function on R1 equal zero outside
of [0, T ] and such that
∫ T
0 |f(t)|dt <∞. For each positive integer m and c ∈ [0, T ]
define fm(t, c) = f([(t+ c)∆
−1]∆− c) where ∆ = T/m and [·] denotes the integral
part. Then there exists a sequence mi → ∞ such that for Lebesgue almost all
c ∈ [0, T ],
(1.4.21) lim
i→∞
∫ T
0
|f(t)− fmi(t, c)|dt = 0.
Proof. For each δ > 0 there exists a C1 function g on R1 equal zero outside
of [0, T ] and such that
(1.4.22)
∫ T
0
|g(t)− f(t)|dt ≤ δ/T.
Define gm(t, c) as above with g in place of f . Then∫ T
0 dc
∫ T
0 |gm(t, c)− fm(t, c)|dt ≤
∫ T
0 dc
∑∞
i=0 |g(i∆− c)− f(i∆− c)|∆(1.4.23)
=
∑m
i=1∆
∫ i∆
0
|g(u)− f(u)|du =∑mi=1∆∑i−1k=0 ∫ (k+1)∆k∆ |g(u)− f(u)|du
= ∆
∑m−1
k=0 (m− k)
∫ (k+1)∆
k∆ |g(u)− f(u)|du ≤ T
∫ T
0 |g(u)− f(u)|du ≤ δ.
We have also
(1.4.24)
∫ T
0
∫ T
0
|gm(t, c)− g(t)|dtdc ≤ ∆ sup
0≤t≤T
g′(t).
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Since
|f(t)− fm(t, c)| ≤ |f(t)− g(t)|+ |g(t)− gm(t, c)|+ |gm(t, c)− fm(t, c)|
it follows from (1.4.22)–(1.4.24) that
lim
m→∞
∫ T
0
∫ T
0
|f(t)− fm(t, c)|dtdc = 0.
This together with the Chebyshev inequality and the Borel–Cantelli lemma yield
(1.4.21) for some sequence mi →∞ and Lebesgue almost all c ∈ [0, T ]. 
1.5. Large deviations: Proof of Theorem 1.2.3
1.5.1. Lemma. Let xi, x˜i ∈ X , i = 0, 1, ..., N, 0 = t0 < t1 < ... < tN−1 < tN = T,
∆ = max0≤i≤N−1(ti+1 − ti), ξi = (xi − xi−1)(ti − ti−1)−1, n(t) = max{j ≥ 0 : t ≥
tj}, ψ(t) = x˜n(t), v ∈ X ×M,
Ξεj(v, x) = (tj − tj−1)−1
∫ tj
tj−1
B(x, Y εv (s/ε))ds,
and for t ∈ [0, T ],
(1.5.1) Zε,ψv,x (t) = x+
∫ t
0
B(ψ(s), Y εv (s/ε))ds.
Then ∣∣Ξεj(v, xj−1)− (tj − tj−1)−1(Zεv(tj)− Zεv(tj−1))∣∣(1.5.2)
≤ K∣∣Zεv(tj−1)− xj−1∣∣+ 12K2(tj − tj−1),
sup0≤s≤t
∣∣Zε,ψv,x (s)− ψ(s)∣∣ ≤ |x− x0|+max0≤j≤n(t) |xj − x˜j |(1.5.3)
+K∆+ n(t)∆max1≤j≤n(t)
∣∣Ξεj(v, x˜j−1)− ξj ∣∣
and
(1.5.4) sup
0≤s≤t
∣∣Zεv(s)− Zε,ψv,x (s)∣∣ ≤ eKt(|π1v − x|+Kt sup
0≤s≤t
∣∣Zε,ψv,x (s)− ψ(s)∣∣)
where, recall, Zεv(s) = X
ε
v(s/ε) and π1v = z ∈ X if v = (z, y) ∈ X ×M.
Proof. By (1.2.12),∣∣(tj − tj−1)Ξεj(v, xj−1)− (Zεv(tj)− Zεv(tj−1))∣∣ ≤ ∫ tjtj−1 ∣∣B(xj−1, Y εv ( sε ))
−B(Zεv(s), Y εv ( sε ))
∣∣ds ≤ ∫ tjtj−1 (∣∣B(xj−1, Y εv ( sε ))−B(Zεv(tj−1), Y εv ( sε ))∣∣
+
∣∣B(Zεv(tj−1), Y εv ( sε ))−B(Zεv(s), Y εv ( sε ))∣∣)ds ≤ K(tj − tj−1)|Zεv(tj−1)
−xj−1|+K
∫ tj
tj−1
|Zεv(s)− Zεv(tj−1)|ds ≤ K(tj − tj−1)|Zεv(tj−1)− xj−1|
+K2
∫ tj
tj−1
(s− tj−1)ds ≤ K(tj − tj−1)|Zεv(tj−1)− xj−1|+ 12K2(tj − tj−1)2
and (1.5.2) follows.
Observe, that
Zε,ψv,x (s)− ψ(s) = x− x0 + (xn(s) − x˜n(s))
+
∑n(s)
j=1 (tj − tj−1)
(
Ξεj(v, x˜j−1)− ξj
)
+
∫ s
tn(s)
B
(
x˜n(s), Y
ε
v (
u
ε )
)
du
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and (1.5.3) follows in view of (1.2.15). Next, by (1.2.15),∣∣Zεv(s)− Zε,ψv,x (s)∣∣ ≤ |π1v − x|+ ∫ s0 ∣∣B(Zεv(u), Y εv (uε ))
−B(Zε,ψv,x (u), Y εv (uε ))
∣∣du+ ∫ s
0
∣∣B(Zε,ψv,x (u), Y εv (uε ))−B(ψ(u), Y εv (uε ))∣∣du
≤ |π1v − x|+K
∫ s
0
∣∣Zε,ψv,x (u)− ψ(u)∣∣du+K ∫ s0 ∣∣Zεv(u)− Zε,ψv,x (u)∣∣du
and (1.5.4) follows from the Gronwall inequality . 
For any x′, x′′ ∈ X and β, ξ ∈ Rd set
Lb(x
′, x′′, ξ) = sup
β∈Rd,|β|≤b
(〈β, ξ〉 −H(x′, x′′, β)),
and Lb(x, ξ) = Lb(x, x, ξ) with H(x
′, x′′, β) given by (1.2.10).
1.5.2. Proposition. Let xj , tj , ξj , N,∆, T and Ξ
ε
j be the same as in Lemma 1.5.1
and assume that
(1.5.5) ∆ˆ = min
0≤i≤N−1
(ti+1 − ti) ≥ ∆/3.
Fix also ρ > 0 so that Proposition 1.3.4 holds true.
(i) There exist δ0 > 0, ε0(∆) > 0 and CT (b) > 0 independent of x, xj , x˜j , ξj
such that if δ ≤ δ0 and ε ≤ ε0(∆) then for any b > 0,
m
{
y ∈ W : max1≤j≤N
∣∣Ξεj((x, y), x˜j−1)− ξj | < δ}(1.5.6)
≤ exp{− 1ε(∑Nj=1(tj − tj−1)Lb(x˜j−1, ξj)− ηb,T (ε,∆)− CT (b)(d+ δ))}
where d = |x−x0|+max0≤j≤N |xj − x˜j |, ηb,T (ε,∆) does not depend on x, xj , x˜j , ξj
and
(1.5.7) lim
∆→0
lim sup
ε→0
ηb,T (ε,∆) = 0.
In particular, if for each j = 1, ..., N there exists βj ∈ Rd such that
(1.5.8) L(x˜j , ξj) = 〈βj , ξj〉 −H(x˜j , βj)
and
(1.5.9) max
1≤j≤N
|βj | ≤ b <∞
then (1.5.6) holds true with L(x˜j , ξj) in place of Lb(x˜j , ξj), j = 1, ..., N .
(ii) For any b, λ, δ, q > 0 there exist ∆0 = ∆0(b, λ, δ, q) > 0 and ε0 =
ε0(b, λ, δ, q,∆), the latter depending also on ∆ > 0, such that if ξj and βj sat-
isfy (1.5.8) and (1.5.9), max1≤j≤N |ξj | ≤ q, ∆ < ∆0 and ε < ε0 then
m
{
y ∈ W : max1≤j≤N
∣∣Ξεj((x, y), x˜j−1)− ξj | < δ}(1.5.10)
≥ exp{− 1ε(∑Nj=1(tj − tj−1)L(x˜j−1, ξj) + ηb,T (ε,∆) + CT (b)d+ λ)}
with some CT (b) > 0 depending only on b and T .
Proof. (i) Assuming that ρ is small and C ≥ 2 is large so that C6ρ is still
small, we consider for each x ∈ XT and y ∈ W closed discs D0 ∈ Duε ((x, y), α, ρ, C3)
and D ∈ Duε ((x, y), α, ρ, C) with D0 ⊃ D. For each small r ≥ 0 set
D(r) = {v ∈ D0 : inf
v˜∈D
dD0(v, v˜) ≤ r} and
D(−r) = {v ∈ D : inf
v˜∈D0\D
dD0(v, v˜) ≥ r}.
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Then D(r) ∩ ∂D0 = ∅ provided r = r(ρ) < C2ρ(C − 1). For any pair of compact
sets D˜ ⊂ Dˆ ⊂ Rd ×M and ̺ > 0 a finite set G ⊂ D˜ will be called (s, ̺, ε, D˜, Dˆ)-
separated if vi, vj ∈ G, vi 6= vj implies that vi 6∈ UεDˆ(s, vj , ̺). Choose a maximal
(tn−1ε−1, Cρ, ε, D˜,D0)-separated set Gn−1(D˜) in D˜ ⊂ D0 (where maximal means
that the set cannot be enlarged still remaining (·, ·, ·, ·, ·)-separated). Then
∪v∈Gn−1(D˜)UεD0(tn−1ε−1, v, Cρ) ⊃ D˜
and, by Lemma 1.3.2(i) for small ε, n > 1, and v ∈ D˜,
UεD0(tn−1ε
−1, v, Cρ) ⊂ D˜(ε).
Set
Γj
D˜
(r) =
{
v ∈ D˜ : ∣∣Ξεj(v, x˜j−1)− ξj ∣∣ < r}
and
GΓn−1(r˜, r) =
{
v ∈ Gn−1(D(r˜)) : UεD0(tn−1ε−1, v, Cρ) ∩
( n−1⋂
j=1
ΓjD(r˜)(r)
) 6= ∅}
assuming that D(r˜) ⊂ D0. Then for r˜ ≥ 0, r˜ < r(ρ) = C2ρ(C − 1),
mD0
{
v ∈ D(r˜) : max1≤j≤n
∣∣Ξεj(v, x˜j−1)− ξj | < r}(1.5.11)
= mD0
(⋂n
j=1 Γ
j
D(r˜)(r)
)
≤∑v∈GΓn−1(r˜,r)mD0(UεD0(tn−1ε−1, v, Cρ) ∩ ΓnD(r˜)(r)).
By Lemma 1.3.2(i) if n > 1 and ε is small enough then d(v′, v) ≤ ε for any v′ ∈
UεD0(tn−1ε
−1, v, Cρ) and using, in addition, Assumption 1.2.2 and the inequality
(1.5.3) we obtain that for any j ≤ n− 1,∣∣Ξεj(v, x) − Ξεj(v′, x)∣∣(1.5.12)
≤ K(tj − tj−1)c−1Cρ
∫ tj
tj−1
e−
κ
2ε (tn−1−s)ds ≤ 4K∆−1c−1Cρκ−1ε.
Hence, if v ∈ GΓn−1(r˜, r) then for C1 = 8Kc−1Cρκ−1 and r˜ < r(ρ)− ε,
(1.5.13) UεD0(tn−1ε
−1, v, Cρ) ⊂
n−1⋂
j=1
ΓjD(r˜+ε)(r + C1ε∆
−1),
provided ε is small enough, and so, by (1.5.3) and (1.5.4),
|π1vtn−1ε−1 − x˜n−1| ≤ dn−1 = eKtn−1 supv∈D0 |π1v − x0|(1.5.14)
+(eKtn−1Ktn−1 + 1)
(
max0≤j≤n−1 |xj − x˜j |+K∆+ (n− 1)∆(r + C1ε∆−1)
)
where we set vs = Φ
s
εv. Since H(x
′, x′′, β) is (Lipschitz) continuous in β there exists
β
(a)
n (x′, x′′) ∈ Rd such that
(1.5.15)
|β(a)n (x′, x′′)| ≤ a and La(x′, x′′, ξn) = 〈β(a)n (x′, x′′), ξn〉 −H(x′, x′′, β(a)n (x′, x′′)).
Let v ∈ GΓn−1(r) and β(a)n = β(a)n (π1vtn−1ε−1 , x˜n−1). Since H(x′, x′′, β) is Lipschitz
continuous (and even C1) in x′ and x′′ (see [16]) it follows from (1.5.14) that
(1.5.16)
∣∣H(π1vtn−1ε−1 , x˜n−1, β(a)n )−H(x˜n−1, β(a)n )∣∣ ≤ C(a)dn−1
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where C(a) > 0 depends only on a. Since UεD(r˜)(tn−1ε
−1, v, Cρ)∩∂D0 = ∅ provided
v ∈ GΓn−1(r˜, r), n > 1, r˜ < r(ρ) − ε we derive from Lemma 1.3.2(iv), Proposition
1.3.4, and Lemma 1.4.1(i) that for such v, n, r˜, ε and any a > 0,
mD0
(
UεD0(tn−1ε
−1, v, Cρ) ∩ ΓnD(r˜)(r)
)
(1.5.17)
≤ mD0
(
UεD0(tn−1ε
−1, v, Cρ)
)
× exp (− (tn−tn−1)ε (La(x˜n−1, ξn)− η˜a,T (ε,∆)− C(a)dn−1 − ra))
where η˜a,T (ε,∆)→ 0 as, first, ε→ 0 and then ∆→ 0.
Since UεD0(tn−1ε
−1, v, 12Cρ) are disjoint for different v ∈ Gn−1(D(r˜)) we obtain
from (1.5.13) and Lemma 1.3.2(iv) that
∑
v∈GΓn−1(r˜,r)mD0
(
UεD0(tn−1ε
−1, v, Cρ)
)
(1.5.18)
≤ c−11
2ρ,T
c−1ρ,T
∑
v∈GΓn−1(r˜,r)mD0
(
UεD0(tn−1ε
−1, v, 12Cρ)
)
≤ c−11
2 ρ,T
c−1ρ,TmD0
(⋃
v∈GΓn−1(r˜,r) U
ε
D0
(tn−1ε−1, v, 12Cρ)
)
≤ c−11
2ρ,T
c−1ρ,TmD0
(⋂n−1
j=1 Γ
j
D(r˜+ε)(r + C1ε∆
−1)
)
.
Employing (1.5.11), (1.5.17) and (1.5.18) for n = N,N − 1, ..., 2 with r = δ +
C1ε∆
−1, δ+2C1ε∆−1, ..., δ+(N−1)C1ε∆−1 and r˜ = ε, 2ε, ..., (N−1)ε, respectively,
and using only (1.5.17) for n = 1 we derive that
mD0
{
v ∈ D : max1≤j≤N
∣∣Ξεj(v, x˜j−1)− ξj | < δ}(1.5.19)
≤ exp{− 1ε(∑Nj=1(tj − tj−1)La(x˜j−1, ξj)− ηa,ρ,T (ε,∆)− C(a, T )(d+ δ))}
provided δ + 2C1εT∆
−2 ≤ ρ and εT∆−1 < r(ρ) with ηa,ρ,T (ε,∆) satisfying (1.5.7)
and with the same d as in (1.5.6).
Let Dx(r, w) be a ball on W
u
x (w, ̺) centered at w and having radius Cr, ρ ≤
r ≤ 2ρ < ̺ in the interior metric on Wux (w, ̺) (which, recall, is a semi-invariant
extension of the family of local unstable manifolds on Λx– see Section 3 and [68]).
Then Dx(r, w) ∈ Duε ((x,w), α, ρ, C) if C ≥ 2. Recall, that if ρ is small enough
then the extended local unstable and stable discs Wux (w, r(ρ)) and W
s
x(w, r(ρ)) are
defined for all w ∈ W and, in fact, by (1.2.4), the compactness arguments and by
[68] such discs can be defined for all w from a small neighborhood U of W¯ which
is still contained in the basin of attraction of each Λz. For each w ∈ W¯ set
Qx(w, ρ) =
⋃{
Dx(r(ρ), F
r
x w˜) : |r| ≤ Cρ, w˜ ∈ W sx(w,Cρ)
}
and assume that ρ is small enough so that Qx(w, ρ) ⊂ U . Then (1.5.19) together
with the Fubini theorem yield (1.5.6) with the box Qx(w, ρ) in place of the wholeW .
Relying on the transversality of unstable and weakly stable submanifolds together
with compactness arguments we conclude that there exist an integer nρ depending
only on ρ such that W can be covered by nρ boxes Qx(wi, ρ), i = 1, 2, ..., nρ which
yields now (1.5.6) in the required form.
(ii) We start proving (1.5.10) by using (1.5.12) in order to conclude similarly to
(1.5.13) that if n > 1, v ∈ GΓn−1(r˜ − ε, r − C1ε∆−1), and v˜ ∈ UεD0(tn−1ε−1, v, Cρ)
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then v˜ ∈ ∩n−1j=1 ΓjD(r˜)(r). Hence,
mD0
{
v ∈ D(r˜) : max1≤j≤N
∣∣Ξεj(v, x˜j−1)− ξj | < r}(1.5.20)
≥ mD0
(
ΓnD(r˜)(r) ∩
(⋃
v∈GΓn−1(r˜−ε,r−C1ε∆−1) U
ε
D0
(tn−1ε−1, v, Cρ)
))
≥∑v∈GΓn−1(r˜−ε,r−C1ε∆−1)mD0(ΓnD(r˜)(r) ∩ UεD0(tn−1ε−1, v, 12Cρ))
where the last inequality holds true since UεD0(tn−1ε
−1, v, 12Cρ) are disjoint for
different v ∈ GΓn−1(r˜, r − C1ε∆−1). Using (1.5.16), Lemma 1.3.2(iv), Proposition
1.3.4, and Lemma 1.4.1(iii) we obtain that for any v ∈ GΓn−1(r˜ − ε, r − C1ε∆−1),
ς ≤ δ, σ > 0 and b ≥ max1≤j≤N |βj |,
mD0
(
ΓnD(r˜)(r) ∩ UεD0(tn−1ε−1, v, 12Cρ)
)
(1.5.21)
≥ mD0
(
UεD0(tn−1ε
−1, v, 12Cρ)
)
gn,b(ε,∆, ς, σ) exp
(− (tn−tn−1)ε L(x˜n−1, ξn))
where
gn,b(ε,∆, ς, σ) = exp
(
− (tn−tn−1)ε
(
η˜b,T (ε,∆) + CT (b)dn−1 + ςb
))
×
(
1− exp (− (tn−tn−1)ε (d(b)− η˜b,T (ε,∆)− σb− σ))
)
,
d(b) = min
1≤j≤N
L˜
βj
b (x˜j−1,Kς,C(ξj)), L˜βb (x,K) = infα∈K L˜
β
b (x, α),
Kς,C(α) = U¯C(0) \ Uς(α), L˜βb (x, α) = Lb(x, α) − 〈β, α〉 +H(x, β), CT (b) > 0,
and η˜b,T (ε,∆)→ 0 as, first, ε→ 0 and then ∆→ 0.
By Lemma 1.3.2(iv) and the definitions of Γj and GΓ,∑
v∈GΓn−1(r˜−ε,r−C1ε∆−1)mD0
(
UεD0(tn−1ε
−1, v, 12Cρ)
)
(1.5.22)
≥ c 1
2 ρ,T
cρ,T
∑
v∈GΓn−1(r˜−ε,r−C1ε∆−1)mD0
(
UεD0(tn−1ε
−1, v, Cρ)
)
≥ c 1
2ρ,T
cρ,TmD0
(⋂n−1
j=1 Γ
j
D(r˜−ε)(r − C1ε∆−1)
)
.
Employing (1.5.20)–(1.5.22) for n = N,N − 1, ..., 2 with r = δ, δ − C1ε∆−1,...,δ −
(N − 2)C1ε∆−1 and r˜ = 0,−ε,−2ε, ...,−(N − 2)ε, respectively, and using only
(1.5.21) for n = 1 we derive that
mD0
{
v ∈ D : max1≤j≤N
∣∣Ξεj(v, x˜j−1)− ξj | < δ}(1.5.23)
≥ exp
(
− 1ε
(∑N
j=1(tj − tj−1)L(x˜j−1, ξj) + C(ρ, δ)ε∆−1
))
×∏Nn=1 gn,b(ε,∆, ς, σ)
for some C(ρ, δ) > 0 provided, say, NC1ε∆
−1 ≤ 2TC1ε∆−2 ≤ δ2 and Tε∆−1 <
Cρ/2. Since H(x, β) is differentiable in β (see [16]) then
L˜(x˜j , α) = L(x˜j , α)− 〈βj , ξj〉+H(x˜j , βj) > 0
for any α 6= ξj (see Theorems 23.5 and 25.1 in [69]), and so by the lower semicon-
tinuity of L(x, α) in α (and, in fact, also in x),
L˜βj(x˜j−1,Kς,C(ξj)) = inf
α∈Kς,C(ξj)
L˜βj (x˜j−1, α) > 0.
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This together with Lemma 1.4.2 yield that d(b) appearing in the definition of
gn,b(ε,∆, ς, σ) is positive provided b is sufficiently large. In fact, it follows from
the lower semicontinuity of L(x, α) that d(b) is bounded away from zero by a posi-
tive constant independent of x˜j and ξj , j = 1, ..., N if these points vary over fixed
compact sets and (1.5.8) together with (1.5.9) hold true. Now, given λ > 0 choose,
first, sufficiently large b as needed and then subsequently choosing small σ and ς ,
then small ∆, and, finally, small enough ε we end up with an estimate of the form
(1.5.24) gn,b(ε,∆, ς, σ) ≥ exp
(− (tn − tn−1)
ε
(ηb,ρ,T (ε, T ) + CT (b)d+ λ)
)
where CT (b) > 0 and ηb,ρ,T (ε, T ) satisfies (1.5.7). Finally, (1.5.10) follows from
(1.5.23), (1.5.24) and the Fubini theorem (similarly to (i)). 
Next, we pass directly to the proof of Theorem 1.2.3 starting with the lower
bound. Some of the details below are borrowed from [78] but we believe that our
exposition and the way of proof are more precise, complete and easier to follow.
Assume that S0T (γ) < ∞, and so that γ is absolutely continuous, since there is
nothing to prove otherwise. Then by (1.2.13), L(γs, γ˙s) < ∞ for Lebesgue almost
all s ∈ [0, T ]. By (1.2.15) and (1.3.6),
(1.5.25) H(x, β) ≤ K|β|,
and so if L(γs, γ˙s) < ∞ it follows from (1.2.12) that |γ˙| ≤ K. Suppose that
D(Ls) = {α : L(γs, α) < ∞} 6= ∅ and let riD(Ls) be the interior of D(Ls) in its
affine hull (see [69]). Then either riD(Ls) 6= ∅ or D(Ls) (by its convexity) consists
of one point and recall that γ˙s ∈ D(Ls) for Lebesgue almost all s ∈ [0, T ]. By
(1.2.10) and (1.5.25),
(1.5.26) 0 = H(γs, 0) = inf
α∈Rd
L(γs, α).
This together with the nonnegativity and lower semi-continuity of L(γs, ·) yield
that there exists αˆs such that L(γs, αˆs) = 0 and by a version of the measurable
selection (of the implicit function) theorem (see [15], Theorem III.38), αˆs can be
chosen to depend measurably in s ∈ [0, T ]. Of course, if riD(Ls) = ∅ then D(Ls)
contains only αˆs and in this case αˆs = γ˙s for Lebesgue almost all s ∈ [0, T ]. Taking
αs = αˆs and βs = 0 we obtain
(1.5.27) L(γs, αs) = 〈βs, αs〉 −H(γs, βs).
Observe that ℓ(s, α) = L(γs, α) is measurable as a function of s and α since it
is obtained via (1.2.12) as a supremum in one argument of a family of continuous
functions, and so this supremum can be taken there over a countable dense set of
β’s. Hence, the set A = {(s, α) : s ∈ [0, T ], α ∈ D(Ls)} = ℓ−1[0,∞) is measurable,
and so the set B = A \ {(s, γ˙s), s ∈ [0, T ]} is measurable, as well. Its projection
V = {s ∈ [0, T ] : (s, α) ∈ B for someα ∈ Rd} on the first component of the product
space is also measurable and V is the set of s ∈ [0, T ] such that D(Ls) contains more
than one point. Employing Theorem III.22 from [15] we select α¯s ∈ Rd measurably
in s ∈ V and such that (s, α¯s) ∈ B. By convexity and lower semicontinuity of
L(γs, ·) it follows from Corollary 7.5.1 in [69] that
(1.5.28) L(γs, γ˙s) = lim
p↑∞
L(γs, α
(p)
s ) where α
(p)
s = (1− p−1)γ˙s + p−1α¯s.
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For each δ > 0 set
nδ(s) = min{n ∈ N : |L(γs, γ˙s)− L(γs, α(n)s )|+ |γ˙s − α(n)s | < δ}.
Then, clearly, nδ(s) is a measurable function of s, and so αs = α
(δ)
s = α
(nδ(s))
s and
L(γs, αs) are measurable in s, as well. By Theorems 23.4 and 23.5 from [69] for
each αs = α
(δ)
s there exists βs = β
(δ)
s ∈ Rd such that (1.5.27) holds true. Given
δ′, λ > 0 take δ = min(δ′, λ/3) and for s ∈ [0, T ] \ V set αs = αˆs. Then
(1.5.29)
∫ T
0
∣∣L(γs, γ˙s)− L(γs, αs)∣∣ds < λ/3 and
∫ T
0
|γ˙s − αs|ds < δ′.
For each b > 0 set αbs = αs if the corresponding βs in (1.5.27) satisfies |βs| ≤ b
and αbs = αˆs, otherwise. Note, that (1.5.27) remains true with α
b
s in place of αs with
βs = 0 if α
b
s = αˆs. As observed above |α| ≤ K whenever L(z, α) <∞, and so |αˆs| ≤
K for Lebesgue almost all s ∈ [0, T ]. We recall also that |γ˙s − αs| < δ and γ˙s ≤ K
for Lebesgue almost all s ∈ [0, T ]. Since S0T (γ) < ∞, |L(γs, γ˙s) − L(γs, αs)| < δ,
and L(γs, α
b
s) ↑ L(γs, αs) as b ↑ ∞ for Lebesgue almost all s ∈ [0, T ], we conclude
from (1.5.29) and the above observations that for b large enough
(1.5.30)
∫ T
0
∣∣L(γs, αs)− L(γs, αbs)∣∣ds < λ/3 and
∫ T
0
|αs − αbs|ds < δ′.
Next, we apply Lemma 1.4.3 to conclude that there exists a sequence mj → ∞
such that for each ∆j = T/mj and Lebesgue almost all c ∈ [0, T ),
(1.5.31)∫ T
0
∣∣L(γs, αbs)− L(γqj(s,c), αbqj(s,c))∣∣ds < λ/3 and
∫ T
0
|αbs − αbqj(s,c)|ds < δ′.
where qj(s, c) = [(s + c)∆
−1
j ]∆j − c, [·] denotes the integral part and we assume
L(γs, α
b
s) = 0 and α
b
s = 0 if s < 0.
Choose c = cj ∈ [ 13∆j , 23δj ] and set γˆs = x +
∫ s
0
αbqj(u,c)du, ψs = γqj(s,c)
where γu = γ0 if u < 0, x0 = x˜0 = x, xN = γˆT , x˜N = γT and xk = γˆk∆j−c,
x˜k = γk∆j−c for k = 1, ..., N − 1 and ξk = αb(k−1)∆j−c for k = 1, 2, ..., N where
N = min{k : k∆j − c > T }. Since |γ˙s| ≤ K for Lebesgue almost all s ∈ [0, T ]
then r0T (γ, ψ) ≤ K∆j and, in addition, r0T (γ, γˆ) ≤ 3δ′ by (1.5.29)–(1.5.31). This
together with (1.5.3) and (1.5.4) yield that for v = (x, y),
r0T (Z
ε
v , γ) ≤ r0T (Zεv , ψ) +K∆j ≤ (KTeKT + 1)r0T (Zε,ψv , ψ) +K∆j(1.5.32)
≤ (KTeKT + 1)(3δ′ +K∆j + (T + 1)max1≤k≤N ∣∣Ξεk(v, x˜k−1)− ξk∣∣)+K∆j
provided ∆j ≤ 1 where Zε,ψv and Ξεk(v, x) are the same as in Lemma 1.5.1, the
latter is defined with tk = k∆j − c, k = 1, ..., N − 1 and tN = T . Choose δ′ so small
and mj so large that
(KTeKT + 1)
(
3δ′ +K∆j + (T + 1)δ′
)
+K∆j < δ
then by (1.5.32),
(1.5.33)
{
y ∈ W : r0T (Zεx,y, γ) < δ
} ⊃ {y ∈ W : max
1≤k≤N
∣∣Ξεk(v, x˜k−1)− ξk∣∣ < δ′}.
By (1.5.29)–(1.5.31),
(1.5.34)
N∑
k=1
(tk − tk−1)L(x˜k−1, ξk) ≤ S0T (γ) + λ
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and by the construction above the conditions of the assertion (ii) of Proposition
1.5.2 hold true, so choosingmj sufficiently large we derive (1.2.16) (with 2λ in place
of λ) from (1.5.10), (1.5.33) and (1.5.34) provided ε is small enough.
Next, we pass to the proof of the upper bound (1.2.17). Assume that (1.2.17)
is not true, i.e. there exist a, λ, δ > 0 and x ∈ XT such that for some sequence
εk → 0 as k →∞,
(1.5.35) m
{
y ∈ W : r0T
(
Zεkx,y,Ψ
a
0T (x)
) ≥ 3δ} > exp (− 1
εk
(a− λ)).
Since ‖B(x, y)‖ ≤ K by (1.2.15) all paths of Zεx,y(t), t ∈ [0, T ] and of Zε,ψv,x (t), t ∈
[0, T ] given by (1.5.1) (the latter for any measurable ψ) belong to a compact set
K˜x ⊂ C0T which consists of curves starting at x and satisfying the Lipschitz condi-
tion with the constant K. Let U˜xρ denotes the open ρ-neighborhood of the compact
set Ψa0T (x) and Kxρ = K˜x \ U˜xρ . For any small δ′ > 0 choose a δ′-net γ1, ..., γn in
Kx2δ where n = n(δ′). Since{
y ∈ W : r0T
(
Zεkx,y,Ψ
a
0T (x)
) ≥ 3δ} ⊂ ⋃
n≥j≥1
{
y ∈ W : r0T
(
Zεkx,y, γj) ≤ δ′
}
then there exists j and a subsequence of {εk}, for which we use the same notation,
such that
(1.5.36) m
{
y ∈ W : r0T (Zεkx,y, γj) ≤ δ′
}
> n−1 exp
(− 1
εk
(a− λ)).
Denote such γj by γ
δ′ , choose a sequence δl → 0 and set γ(l) = γδl . Since Kx2δ
is compact there exists a subsequence γ(lj) converging in C0T to γˆ ∈ Kx2δ which
together with (1.5.36) yield
(1.5.37) lim sup
ε→0
ε lnm
{
y ∈ W : r0T (Zεx,y, γˆ) ≤ δ′
}
> −a+ λ
for all δ′ > 0.
We claim that (1.5.37) contradicts (1.5.2) and the assertion (i) of Proposition
1.5.2. Indeed, set
Sψb,0T (γ) =
∫ T
0
Lb(ψ(s), γ˙(s))ds and Sb,0T (γ) = S
γ
b,0T (γ).
By the monotone convergence theorem
(1.5.38) Sψb,0T (γ) ↑ Sψ0T (γ) and Sb,0T (γ) ↑ S0T (γ) as b ↑ ∞.
Similarly to our remark (before Assumption 1.2.2) in Section 1.2 it follows
from the results of Section 9.1 of [40] that the functionals Sψb,0T (γ), S
ψ
0T (γ) and
Sb,0T (γ), S0T (γ) are lower semicontinuous in ψ and γ (see also Section 7.5 in [30]).
This together with (1.5.38) enable us to apply Lemma 1.4.2 in order to conclude
that
(1.5.39) lim
b→∞
Sb,0T (Kxδ ) = S0T (Kxδ ) = inf
γ∈Kxδ
S0T (γ) > a
where Sb,0T (Kxδ ) = infγ∈Kxδ Sb,0T (γ). The last inequality in (1.5.39) follows from
the lower semicontinuity of S0T . Thus we can and do choose b > 0 such that
(1.5.40) Sb,0T (Kxδ ) > a− λ/8.
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By the lower semicontinuity of Sψb,0T (γ) in ψ there exists a function δλ(γ) > 0
on Kxδ such that for each γ ∈ Kxδ ,
(1.5.41) Sψb,0T (γ) > a− λ/4 provided r0T (γ, ψ) < δλ(γ).
Next, we restrict the set of functions ψ to make it compact. Namely, we allow from
now on only functions ψ for which there exists γ ∈ Kxδ such that either ψ ≡ γ or
ψ(t) = γ(kT/m) for t ∈ [kT/m, (k + 1)T/m), k = 0, 1, ...,m− 1 and ψ(T ) = γ(T )
where m is a positive integer. It is easy to see that the set of such functions ψ is
compact with respect to the uniform convergence topology in C0T and it follows
that δλ(γ) in (1.5.41) constructed with such ψ in mind is lower semicontinuous in
γ. Hence
(1.5.42) δλ = inf
γ∈Kxδ
δλ(γ) > 0.
Now take γˆ satisfying (1.5.37) and for any integer m ≥ 1 set ∆ = ∆m = T/m,
xk = x
(m)
k = γˆ(k∆), k = 0, 1, ...,m and ξk = ξ
(m)
k = ∆
−1(γˆ(k∆) − γˆ((k − 1)∆)),
k = 1, ...,m. Define a piecewise linear χm and a piecewise constant ψm by
(1.5.43) χm(t) = xk + ξk∆ and ψk(t) = xk for t ∈ [k∆, (k + 1)∆)
and k = 0, 1, ...,m−1 with χm(T ) = ψm(T ) = γˆ(T ). Since γˆ is Lipschitz continuous
with the constant K then
(1.5.44) r0T (χm, ψm) ≤ K∆ and r0T (γˆ, ψm) ≤ K∆.
If m is large enough and ε > 0 is sufficiently small then
(1.5.45) ∆ < K−1min(δ/2, δλ) and ηb,T (ε,∆) < λ/8
where ηb,T (ε,∆) is the same as in (1.5.6). Since γˆ ∈ Kx2δ it follows from (1.5.44)
and (1.5.45) that χm ∈ Kxδ and by (1.5.41) and the first inequality in (1.5.45) we
obtain that
(1.5.46) Sψmb,0T (χm) = ∆
m−1∑
k=0
Lb(xk, ξk) > a− λ
4
.
Hence, by (1.5.6) and the second inequality in (1.5.45) for all ε small enough,
(1.5.47) m
{
y ∈ W : max
1≤k≤m
∣∣Ξεk((x, y), xk−1)− ξk| < ρ} ≤ e− 1ε (a−λ/2)
provided CT (b)ρ < λ/8 (taking into account that x0 = x). By (1.5.2) and the
definition of vectors ξk for any v ∈ W ,∣∣Ξεk(v, xk−1)− ξk∣∣ ≤ ∣∣Ξεk(v, xk−1)−∆−1(Zεv(k∆)− Zεv((k − 1)∆))∣∣(1.5.48)
+2∆−1r0T (Zεv , γˆ) ≤ (K + 2∆−1)r0T (Zεv , γˆ) + 12K2∆.
Therefore, {
y ∈ W : r0T (Zεx,y, γˆ) ≤ δ′
} ⊂ {y ∈ W :(1.5.49)
max1≤k≤m
∣∣Ξεk((x, y), xk−1)− ξk| ≤ (K + 2∆−1)δ′ + 12K2∆}.
Choosing, first, m large enough so that ∆ satisfies (1.5.45) with all sufficiently small
ε and also that 8CT (b)K
2∆ < λ, and then choosing δ′ so small that 16CT (b)(K +
2∆−1)δ′ < δ, we conclude that (1.5.47) together with (1.5.49) contradicts (1.5.37),
and so the upper bound (1.2.17) holds true. Since S0T (γ) = 0 if and only if
γ = γu satisfying (1.2.14) the estimate (1.2.18) follows from (1.2.17) and the lower
semicontinuity of the functional S0T , completing the proof of Theorem 1.2.3. 
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1.6. Further properties of S-functionals
In this section we study essential properties of the functionals S0T which will be
needed in the proofs of Theorems 1.2.5 and 1.2.7 in the next sections. We will start
with the following general fact which do not require specific conditions of Theorems
1.2.5 and 1.2.7.
1.6.1. Lemma. There exists r > 0 such that if x ∈ X¯ then any µxx from the
space Mx of F tx-invariant probability measures on Λx can be included into a weakly
continuous in z family µxz ∈Mz, |z−x| < r (considered in the space of probability
measures on W) for which B¯µxz (z) =
∫
B(x, y)dµxz(y) is C
1 in z and the entropy
hµxz(F
1
z ) is continuous in z as |z − x| < r. Furthermore, there exists C > 0 such
that
(1.6.1)
|B¯µxz1 (z1)− B¯µxz2 (z2)| < C|z1 − z2| whenever x, z1, z2 ∈ X¯ , |zi − x| < r, i = 1, 2
and for any α > 0 there exists β > 0 such that if x, z ∈ X¯ , |z − x| < β then
(1.6.2) |hµxz(F 1z )− hµxx(F 1x )| < α and |Iz(µxz)− Ix(µxx)| < α.
Proof. The following argument (whose ingredients appear already in [63],
[60], and [16]) was indicated to me by A.Katok. If r is small enough the structural
stability theorem for Axiom A flows obtained in [68] can be applied in order to
compare F 1x and F
1
z but here we will need its more recent form derived in [63],
[60], and [16] which yields a homeomorphism uxz : Λx → Λz and a continuous
function cxz on Λz both with C
1 dependence on z and such that the conjugate flow
F˜ tz = uxzF
t
xu
−1
xz satisfies
dF˜ tzy
dt
= cxz(F˜
t
zy)b(z, F˜
t
zy)
where uxx is the identity map on Λx and cxx ≡ 1. By the standard direct verification
we see that µ = uxzµxx is an F˜z-invariant probability measure. It is known (see, for
instance, [75], Theorem 4.2) that then the probability measure µxz on Λz defined
by its Radon–Nikodim derivative
dµxz
dµ
(y) = cxz(y)
( ∫
Λz
cxzdµ
)−1
is F tz -invariant. In our case this can be seen easily since for any C
1 function q on
Λz,
d
dt
∫
Λz
q ◦ F tzdµxz
∣∣
t=0
=
( ∫
Λz
cxzdµ
)−1 ∫
Λz
cxz(b(z, ·),∇q)dµ
=
( ∫
Λz
cxzdµ
)−1 d
dt
∫
Λz
q ◦ F˜ tzdµ
∣∣
t=0
= 0
where the last equality holds true by F˜ tz -invariance of µ.
Now
B¯µxz (z) =
∫
Λz
B(z, y)dµxz(y) =
( ∫
Λz
cxzdµ
)−1 ∫
Λz
B(z, y)cxz(y)dµ(y)( ∫
Λx
cxz(uxzy)dµxx(y)
)−1 ∫
Λx
B(z, uxzy)cxz(uxzy)dµxx(y).
This together with (1.2.15) yield the differentiability of B¯µxz (z) in z taking into
account that cxz and uxz are C
1 in z (see [16]) and since the proof of this fact relies
on a version of the implicit function theorem (see [60]) which provides derivatives
in z uniformly in x ∈ X whenever |z − x| < r and r is small enough we derive also
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(1.6.1). Next, clearly, hµxx(F
1
x ) = hµ(F˜
1
z ). If we knew that µxx were ergodic then,
of course, µ would be ergodic, as well, and it would follow from Theorem 10.1 in
[75] that
hµxz(F
1
z ) = hµxx(F
1
x )
∫
Λx
cxz(uxzy)dµxx(y)
which would yield the differentiability of hµxz (F
1
z ) in z. In the general case we
obtain from [75] that
hµxz (F
1
z ) inf
y∈Λz
cxz(y) ≤ hµ(F˜ 1z ) ≤ hµxz(F 1z ) sup
y∈Λz
cxz(y),
and so∣∣hµxz (F 1z )− hµxx(F 1x )∣∣ ≤ hµxz (F 1z )max (| sup
y∈Λz
cxz(y)− 1|, |1− inf
y∈Λz
cxz(y)|
)
.
Since by Ruelle’s inequality (see, for instance [59]),
hµxz (F
1
z ) ≤ sup
y∈Λz
|ϕuz (y)|
we derive both the continuity of hµxz(F
1
z ) in z and the first part of (1.6.2). The
second part of (1.6.2) follows from its first part in view of (1.2.8) taking into account
that the function ϕux(y) defined by (1.2.5) is Ho¨lder continuous in y and uniformly
Lipschitz continuous (even C1) in x (see [16]) and that B(x, y) is Lipschitz contin-
uous in both variables (see (1.2.15)). 
The following result gives, in particular, sufficient conditions for a set to be an
S-compact.
1.6.2. Lemma. (i) There exists C > 0 and for each x ∈ X where the vector field
B is complete there exists r = r(x) > 0 such that if |z1 − x| < r and |z2 − x| < r
then we can construct γ ∈ C0t with t ≤ C|z1 − z2| satisfying
γ0 = z1, γt = z2 and S0t(γ) ≤ C|z1 − z2|.
It follows that R(z˜, z) and R(z, z˜) are locally Lipschitz continuous in z belonging to
the open r-neighborhood of x when z˜ is fixed.
(ii) Let O ⊂ X be a compact Πt-invariant set which either contains a dense in
O orbit of Πt or R(x, z) = 0 for any pair x, z ∈ O. Suppose that B is complete at
each point of O. Then O is an S-compact.
(iii) Assume that for any η > 0 there exists T (η) > 0 such that for each x ∈ O
its orbit {Πtx, t ∈ [0, T (η)]} of length T (η) forms an η-net in O or, equivalently,
that Πt is a minimal flow on O. Suppose that B is complete at a point of O. Then
O is an S-compact.
Proof. (i) Fix some x ∈ X . In view of the ergodic decomposition (see, for
instance, [59]) any µ ∈ Mx can be represented as an integral over the space of
ergodic measures from Mx. Using the specification (see [8] and [27]) any ergodic
µ ∈Mx can be approximated (in the weak sense) by F tx-invariant measures sitting
on its periodic orbits, i.e. by measures of the form µϕ =
1
tϕ
∫ tϕ
0 δF sxyds where
ϕ = {F sxy, 0 ≤ s ≤ tϕ}, F tϕx y = y is a periodic orbit of F tx with a period tϕ. This
is done in a standard way by choosing a generic point of an ergodic measure µ,
i.e. a point w which satisfies limt→∞ t−1
∫ t
0 g(F
s
xw)ds =
∫
gdµ for any continuous
function g on Λx, and then approximating the orbit of w by periodic orbits of F
t
x
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using the specification theorem (see Theorem 3.8 in [8]). It is well known (see [8])
that there are countably many periodic orbits of F tx which together with the above
discussion yield that the closed convex hull Γ
(0)
x of the set {B¯µϕ(x) : ϕ is a periodic
orbit of F tx} ⊂ Rd coincides with Γx = {B¯µ(x) : µ ∈Mx}.
Now assume that B is complete at x. Then {αΓx, α ∈ [0, 1]} = {αΓ(0)x , α ∈
[0, 1]} contains an open neighborhood of 0 in Rd. But then we can find a simplex
∆x with vertices in Γ
(0)
x such that {α∆x, α ∈ [0, 1]} contains an open neighborhood
of 0 in Rd and for some periodic orbits ϕ1, ..., ϕk of F
t
x, k ≥ d+ 1,
∆x = {
k∑
i=1
λiB¯µ(i)(x) :
k∑
i=1
λi = 1, λi ≥ 0 ∀i}
where we denote µ(i) = µϕi . By compactness of ∆x it follows also that
dist(∆x, 0) = dx > 0.
Now, set µ
(i)
xx = µ(i), i = 1, ..., k and include each µ
(i)
xx into the weakly continuous
in z families µ
(i)
xz constructed in Lemma 1.6.1 for z in some neighborhood of x. If
|z − x| ≤ r(x) and r(x) is small enough each simplex
∆z = {
k∑
i=1
λiB¯µ(i)xz
(z) :
k∑
i=1
λi = 1, λi ≥ 0 ∀i}
intersects and not at 0 with any ray emanating from 0 ∈ Rd or, in other words,
{α∆z, α ∈ [0, 1]} contains an open neighborhood of 0 in Rd and, moreover,
dist(0,∆z) ≥ 1
2
dx.
Since all
∑k
i=1 λiµ
(i)
xz are F tz -invariant probability measures provided
∑k
i=1 λi =
1, λi ≥ 0 we conclude that for any z in the r(x)-neighborhood of x and any vector
ξ there exists an F tz -invariant probability measure µξ such that B¯µξ(z) has the same
direction as ξ and
K ≥ |B¯µξ (z)| ≥
1
2
dx
whereK is the same as in (1.2.15). It follows that any two points z1 and z2 from the
open r(x)-neighborhood of x can be connected by a curve γ lying on the interval
connecting z1 and z2 with K ≥ |γ˙(1)s | ≥ 12dx, i.e. γ0 = z1, γt = z2 with some
t ∈ [K−1|z1 − z2|, 2d−1x |z1 − z2|] and by (1.2.9),
S0t(γ) ≤ 2d−1x |z1 − z2| sup
z∈X¯ ,y∈Λz
|ϕuz (y)|.
In view of the triangle inequality for R what we have proved yields the continuity
of R(z˜, z) and R(z, z˜) in z belonging to the open r(x)-neighborhood of x when z˜
is fixed. Covering X¯ by r(x)-neighborhoods of points x ∈ X¯ and choosing a finite
subcover we obtain (i) with the same constant for all X¯ .
Next, we derive the sufficient conditions of (ii) for the S-compactness. First,
observe that both assumptions there imply that for any η > 0 there exist tη > 0
and γη ∈ C0tη such that γη form an η/4C-net in O and S0tη (γη) < η/4 where
C is the same as in (i). Indeed, if there exists a dense orbit of Πt in O then a
sufficiently long piece of this orbit will work as such γ with its S-functional equal
0. If R(x, z) = 0 for any x, z ∈ O then we can choose an η/4C-net x1, ..., xn in O
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and then construct curves γ(i) such that γ
(i)
0 = xi, γ
(i)
ti = xi+1, i = 1, ..., n− 1 with
S0ti(γ
(i)) < η/4n. Taking γηt = γ
(i)
t−P1≤j≤i−1 tj for t ∈ [
∑
1≤j≤i−1 tj ,
∑
1≤j≤i tj ]
we obtain the required curve. Now, for each x ∈ O let Ux be the open r(x)-
neighborhood of x in Rd where the construction of the part (i) can be implemented.
Since O is compact we can choose from the cover {Ux, x ∈ O} of O a finite subcover
U = {Ux1, ..., Uxℓ} of O. For any positive η such that η/4C is less than the Lebesgue
number (see [79]) of U we construct γη as above and then for any z ∈ O there is
i and z˜ ∈ γη such that z, z˜ ∈ Uxi , |z − z˜| ≤ η/4C, and so by the assertion (i) we
can connect z and z˜ by a curve γz ∈ C0tz with tz ≤ η/4 and S0tz (γz) ≤ η/4. It
follows that any two points x, z ∈ O can be connected by a curve γ ∈ C0t with
t ∈ [0, tη+η/2] and S0t(γ) ≤ 3η/4. Now set Oρ = {z : dist(z,O) ≤ ρ} and suppose
that Oρ0 ⊂ ∪1≤i≤ℓUxi . Let η/4C < ρ0 be smaller than the Lebesgue number of
the cover {Uxi, ..., Uxℓ} of Oρ0 and set Uη = {z : dist(z,O) < η/4C}. Then for any
z ∈ Uη there exists x ∈ O with |z−x| < η/4C, and so x, z ∈ Uxi for some i. Hence,
by (i) there exists a curve γ˜ ∈ C0t˜ connecting x with z and such that t˜ ≤ η/4 and
S0t˜(γ˜) ≤ η/4. By above we can connect any x˜ ∈ O with x by a curve γ ∈ C0t with
t ∈ [0, tη + η/2] and S0t(γ) ≤ 3η/4 and then using γ˜ we arrive at a combined curve
connecting x˜ with z and satisfying the conditions required to ensure that O is an
S-compact by taking Tη = tη + η.
(iii) Now assume that for any η > 0 and each x ∈ O its piece of the Πt-orbit
of length T (η) forms an η-net in O and suppose that B is complete at x0 ∈ O. Set
L = sup−1≤t≤1 supz∈V¯ ‖DzΠt‖ where DzΠt is the differential of Πt at z. Let x ∈ O
and z ∈ X with dist(z,O) < ηL−T (η/3C)/3C where η < Cr(x0). Then for some
z˜ ∈ O, |z−z˜| < ηL−T (η/3C)/3C and |Π−sz˜−x0| < η/3C < 13r(x0), |Π−sz˜−Π−sz| <
η/3C < 13r(x0) for some s ∈ [0, T (η/3C)], and so |Π−sz− x0| < 2η/3C < r(x0). In
addition, for any η < 3Cr(x0) there exists t(η) > 0 so that |Πt(η)x − x0| ≤ η/3C
with t(η) ∈ [0, T (η/3C)]. Now, by the assertion (i) we can connect Πt(η)x with x0
by a curve γ(1) ∈ C0t1 with t1 ≤ η/3 and S0t1(γ(1)) ≤ η/3, then connect x0 with
Π−sz by a curve γ(2) ∈ C0t2 with t2 ≤ 2η/3 and S0t2(γ(2)) ≤ 2η/3. Finally, we
can connect x with z by the curve γ ∈ C0,t(η)+t1+t2+s with S0,t(η)+t1+t2+s(γ) ≤ η
and such that γt = Π
tx for t ∈ [0, t(η)], γt = γ(1)t−t(η) for t ∈ [t(η), t(η) + t1],
γt = γ
(2)
t−t(η)−t1 for t ∈ [t(η) + t1, t(η) + t1 + t2], and γt = Πt−t(η)−t1−t2−sz for
t ∈ [t(η) + t1 + t2, t(η) + t1 + t2 + s] yielding that O is an S-compact. 
The following assertion which relies on Lemma 1.6.1 will be also useful in our
analysis.
1.6.3. Lemma. For any η > 0 and T > 0 there exists ζ > 0 such that if γ ∈
C0T , γ ⊂ X , S0T (γ) < ∞, γ0 = x0, and |z0 − x0| < ζ then we can find γ˜ ∈ C0T ,
γ˜ ⊂ X with γ˜0 = z0 satisfying
(1.6.3) r0T (γ, γ˜) < η and |S0T (γ˜)− S0T (γ)| < η.
Proof. By (1.2.13) and the lower semicontinuity of the functionals Iz(ν) there
exist measures νt ∈ Mγt , t ∈ [0, T ] such that γ˙t = B¯νt(γt) for Lebesgue almost all
t ∈ [0, T ] and Iγt(νt) = L(γt, γ˙t) for Lebesgue almost all t ∈ [0, T ]. Recall also
that γ˙t is measurable in t. Introduce the (measurable) map q : [0, T ] × P(W¯) →
R∪ {∞}×Rd defined by q(t, ν) = (Iγt(ν), B¯ν(γt)). Recall that γ˙t is measurable in
t, and so another map r : [0, T ]→ R∪{∞}×Rd defined by r(t) = (L(γt, γ˙t), γ˙t) is
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also measurable in t ∈ [0, T ]. Then q(t, νt) = r(t) and it follows from the measurable
selection in the implicit function theorem (see [15], Theorem III.38) that measures
νt satisfying this condition can be chosen to depend measurably on t ∈ [0, T ].
Now, given η > 0 we pick up a small ζ > 0 which will be specified later on
and employ Lemma 1.4.3 in the same way as in (1.5.31) together with (1.2.9),
(1.2.11), and (1.2.13) in order to conclude that for all n ∈ N large enough there
exists t
(n)
1 ∈ [0, T/n) such that if t(n)j+1 = t(n)1 + jn−1T, j = 1, 2, ..., n− 1, t(n)n+1 = T
then ∫ t(n)1
0
∣∣B¯νs(γs)∣∣ds+∑nj=1 ∫ t(n)j+1t(n)j
∣∣B¯νs(γs)− B¯ν
t
(n)
j
(γ
t
(n)
j
)
∣∣ds(1.6.4)
+S
0t
(n)
1
(γ) +
∑n
j=1
∫ t(n)j+1
t
(n)
j
∣∣Iγs(νs)− Iγ
t
(n)
j
(ν
t
(n)
j
)
∣∣ds < ζ.
Set ψ˙
(n)
s = 0 for s ∈ [0, t(n)1 ) and ψ˙(n)s = B¯ν
t
(n)
j
(γ
t
(n)
j
) for s ∈ [t(n)j , t(n)j+1), j = 1, ..., n.
Then ψ
(n)
t = γ0 +
∫ t
0
ψ˙
(n)
s ds, t ∈ [0, T ] defines a polygonal line such that
r0T (γ, ψ
(n)) < ζ.
Next, set γ˜t = z0 for all t ∈ [0, t(n)1 ] and continue the construction of γ˜ in
the following recursive way. Suppose that γ˜t is already defined for all t ∈ [0, t(n)j ]
and some j ≥ 1. Denote xj = γt(n)j , yj = ψ
(n)
t
(n)
j
, zj = γ˜t(n)j
and suppose that
|zj−xj | < r−KTn−1 where K is the same as in (1.2.15) and r comes from Lemma
1.6.1. For t ∈ [t(n)j , t(n)j+1] define γ˜t as the integral curve starting at zj of the vector
field B˜(z) = B¯µxjz(z), |z − xj | < r with µxjz ∈ Mz obtained in Lemma 1.6.1 for
µxjxj = νt(n)j
, i.e. γ˜t is the solution of the equation
γ˜t = zj +
∫ t
t
(n)
j
B˜(γ˜s)ds.
This definition is legitimate since in view of (1.2.15) and our assumption on zj the
curve γ˜t, t ∈ [t(n)j , t(n)j+1] does not exit the r-neighborhood of xj . By (1.6.1) and the
above for all t ∈ [t(n)j , t(n)j+1],∣∣B˜(γ˜t)− B¯ν
t
(n)
j
(xj)
∣∣ < C(|zj − xj |+KTn−1) < C(|zj − yj |+ ζ +KTn−1),
and so
|zj+1 − yj+1| ≤ sup
t∈[t(n)j ,t
(n)
j+1]
|γ˜t − ψ(n)t | ≤ |zj − yj|(1 +CTn−1) + ζT/n+CKT 2n−2.
Assuming that |z0 − x0| < ζ with ζ small enough and since x0 = y0 we obtain
successively from here that for all j = 1, 2, ..., n,
|zj − yj | ≤ (1 + CTn−1)n(2ζ +KTn−1) ≤ eCT (2ζ +KTn−1),
which enables us to continue our construction recursively for j = 1, 2, ..., n if ζ and
n−1 are small enough yielding also that
r0T (γ˜, ψ
(n)) ≤ eCT (2ζ +KTn−1).
Hence, the first part of (1.6.3) follows provided ζ and n−1 are sufficiently small.
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Next, observe that
sup
t∈[t(n)j ,t(n)j+1]
|γ˜t− xj | ≤ |zj − yj ||yj − xj |+KTn−1 ≤ KTn−1(1+ eCT ) + ζ(1 + 2eCT )
and the right hand side here can be made as small as we wish choosing ζ small and
n large. Hence, by Lemma 1.6.1 we can make
max
0≤j≤n
sup
t∈[t(n)j ,t(n)j+1]
∣∣Iγ˜t(µxj γ˜t)− Ixj (νt(n)j )∣∣ < η/2T
which together with (1.6.4) yield the second part of (1.6.3). 
The following result will enable us to control the time which the slow motion
can spend away from the ω-limit set of the averaged motion.
1.6.4. Lemma. Let G ⊂ X be a compact set not containing entirely any forward
semi-orbit of the flow Πt. Then there exist positive constants a = aG and T = TG
such that for any x ∈ G and t ≥ 0,
inf
{
S0t(γ) : γ ∈ C0t and γs ∈ G for all s ∈ [0, t]
} ≥ a[t/T ]
where [c] denotes the integral part of c.
Proof. For each x ∈ G set σx = inf{t ≥ 0 : Πtx 6∈ G}. By the assumption of
the lemma σx < ∞ for each x ∈ G and it follows from continuous dependence of
solutions of (1.1.6) on initial conditions that σx is upper semicontinuous. Hence,
T˜ + supx∈G σx <∞. Set T = T˜ + 1 and Γ = {γ ∈ C0T : γs ∈ G for all s ∈ [0, T ]}.
Since no γ ∈ Γ can be a solution of the equation (1.2.14) then S0T (γ) > 0 for any
γ ∈ Γ. The set Γ is closed with respect to the uniform convergence and since the
functional S0T is lower semicontinuous we obtain that
inf
γ∈Γ
S0T (γ) = a > 0.
This together with (1.2.13) yield the assertion of Lemma 1.6.4. 
Untill now we have not used specific assumptions of Theorem 1.2.5 but some
of them will be needed for the following auxiliary result.
1.6.5. Lemma. Let V be a connected open set with a piecewise smooth boundary
and assume that (1.2.20) holds true. Then the function R∂(x) is upper semicon-
tinuous at any x0 ∈ V for which R∂(x0) <∞. Let O ⊂ V be an S-compact.
(i) Then for each z ∈ V¯ the function R(x, z) takes on the same value RO(z)
for all x ∈ O, and so R∂(x) takes on the same value R∂ for all x ∈ O and the set
∂min(x) = {z ∈ ∂V : R(x, z) = R∂} coincides with the same (may be empty) set
∂min for all x ∈ O. Furthermore, for each δ > 0 there exists T (δ) > 0 such that for
any x ∈ O we can construct γx ∈ C0tx with tx ∈ (0, T (δ)] satisfying
(1.6.5) γx0 = x, γ
x
tx ∈ ∂V and S0tx(γz) ≤ R∂ + δ.
(ii) Suppose that R∂ <∞ and dist(Πtx,O) ≤ d(t) for some x ∈ V and d(t)→ 0
as t→∞. Then R∂(x) ≤ R∂ and for any δ > 0 there exist Tδ,d > 0 (depending only
on δ and the function d but not on x) and γˆx ∈ C0sx with sx ∈ (0, Tδ,d] satisfying
(1.6.6) γˆx0 = x, γˆ
x
sx ∈ ∂V and S0sx(γˆx) ≤ R∂ + δ.
In particular, if R∂ < ∞ then R∂(x) < ∞ and if O is an S-attractor of the flow
Πt then R∂(x) <∞ for all x ∈ V .
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(iii) Suppose that for any open set U ⊃ O the compact set V¯ \ U does not
contain entirely any forward semi-orbit of the flow Πt. Then the function RO(z)
is lower semicontinuous in z ∈ V¯ , RO(z) → 0 as dist(z,O) → 0, and ∂min is a
nonempty compact set.
Proof. Let R∂(x0) < ∞ for some x0 ∈ V . Then for any α > 0 there exist
T > 0 and γ ∈ C0T such that γ0 = x0, γT ∈ ∂V and S0T (γ) ≤ R∂(x0) + α. By
Lemma 1.6.3 for any η > 0 we can choose ζ > 0 so that if z0 ∈ V, |z0 − x0| <
ζ then there exists γ˜ ∈ C0T such that γ˜0 = z0, r0T (γ˜, γ) < η and |S0T (γ˜) −
S0T (γ)| < η. Let µγT z ∈ Mz, |z − γT | < r be measures obtained in Lemma 1.6.1
for µγT γT = ν with ν satisfying the second part of (1.2.20). Since the boundary
∂V is piecewise smooth it follows from the continuous dependence of solutions of
ordinary differential equations on initial conditions that for all small η > 0 there
exists t(η) → 0 as η → 0 such that if ψt, t ∈ [0, t(η)] is an integral curve of the
vector field B¯µγT z(z), |z − γT | < r with ψ0 = z˜, |z˜ − γT | < η then ψt(η) 6∈ V . Since|γ˜T − γT | < η we can define γ˜t = ψt−T for t ∈ [T, T + t(η)]. Now, γ˜T+t(η) 6∈ V and
by (1.2.9), ∣∣S0,T+t(η)(γ˜)− S0T (γ˜)∣∣ ≤ t(η) sup
x∈X¯ ,y∈Λx
|ϕux(y)|.
Thus we can choose η so small that R∂(z0) ≤ R∂(x0) + 2α and the upper semicon-
tinuity of R∂(x) at x0 follows.
From now on till the end of the proof of this lemma we assume that O is an
S-compact and prove, first, the assertion (i). It follows from the definition of an
S-compact that R(x1, x2) = 0 for any pair x1, x2 ∈ O, and so R(x1, z) = R(x2, z)
for any such x1, x2 and each z ∈ V¯ . It follows that R∂(x) takes on the same value
R∂ for all x ∈ O and all sets ∂min(x), x ∈ O coincide with some, may be empty, set
∂min. Fix x0 ∈ O. Then for each δ > 0 there exists t(0)δ > 0 and γ(0) ∈ C0t(0)δ such
that
γ
(0)
0 = x0, γ
(0)
t
(0)
δ
∈ ∂V and S
0t
(0)
δ
(γ(0)) ≤ R∂ + δ/2.
By the definition of an S-compact there exists Tδ/2 > 0 such that for any z ∈ O we
can construct γ(z,δ) ∈ C
0t
(z)
δ
with t
(z)
δ ∈ [0, Tδ/2] satisfying
γ
(z,δ)
0 = z, γ
(z,δ)
t
(z)
δ
= x0 and S0t(z)δ
(γ(z,δ)) ≤ δ/2.
Defining γz by γzt = γ
(z,δ)
t for t ∈ [0, t(z)δ ] and γzt = γ(0)t−t(z)δ for t ∈ [t
(z)
δ , t
(z)
δ + t
(0)
δ ]
we obtain a curve satisfying (1.6.5) with T (δ) = t
(0)
δ + Tδ/2.
Next, we prove (ii) assuming that R∂ < ∞ and that dist(Πtx,O) ≤ d(t) for
some x ∈ V with d(t) → 0 as t → ∞. By (i), for any η > 0 there exists Tη > 0
such that for any z ∈ O we can construct γz ∈ C0tz with tz ∈ (0, Tη] and γz ∈ C0tz
satisfying (1.6.5) with δ = η. For such η and Tη choose ζ by Lemma 1.6.3 so that
if |x˜ − z| < ζ and z ∈ O then in the same way as at the beginning of the proof of
this lemma we can construct γ˜ ∈ C0,tz+t(η) with t(η)→ 0 as η → 0 such that
γ˜0 = x˜, γ˜tz+t(η) ∈ ∂V and |S0,tz+t(η)(γ˜)− S0tz(γz)| ≤ η + Ct(η).
Pick up t˜ = t˜(d, ζ) so that d(t˜) < ζ. Then |x˜− z| < ζ for x˜ = Πt˜x and some z ∈ O.
Now construct as above γ˜ for such z and define γˆx ∈ C0sx with sx = t˜ + tz + t(η)
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setting
γˆxt = Π
tx for t ∈ [0, t˜] and γˆxt = γ˜(t− t˜) for t ∈ [t˜, t˜+ tz + t(η)].
Then S0sx(γˆ
x) ≤ R∂ + 2η + Ct(η) and sx ∈ (0, Tη + t˜+ t(η)]. Choosing η so small
that 2η+Ct(η) ≤ δ and then taking Tδ,d = Tη+ t˜+t(η) we conclude that γˆx satisfies
(1.6.6). Since η is arbitrary we obtain that R∂(x) ≤ R∂ . If O is an S-attractor
whose basin contains V¯ then we can choose d(t) → 0 as t → 0 which in view of
the continuous dependence of Πtx on x will be the same for all x ∈ V¯ (though for
this lemma d(t) as above depending on x would suffice, as well), so our conditions
are satisfied now for all x ∈ V . Hence, in this case R∂(x) is finite in the whole V ,
completing the proof of (ii).
Finally, we prove (iii). Recall, that by the definition of an S-compact O it
follows that R(x, z) = 0 whenever x, z ∈ O. For all η > 0 let Uη ⊃ O be open sets
appearing in the definition of an S-compact. If x ∈ O and z ∈ Uη then R(x, z) ≤ η.
Hence, if dist(zn,O) → 0 as n → ∞ then R(x, zn) → 0. Now, let z0 ∈ V¯ \ O
and zn → z0 as n → ∞. For each δ ≥ 0 set Oδ = {z ∈ V : dist(z,O) ≤ δ} and
let δ(η) = 12 inf{|x − z| : x ∈ O, z ∈ V¯ \ Uη}. Without loss of generality we will
assume that zi 6∈ Uη0 for some η0 > 0 and all i = 0, 1, 2, . . . . Fix x ∈ O. By the
definition of the function R for any ζ > 0 we can choose tn,ζ > 0 and γ
(n,ζ) ∈ C0tn,ζ ,
n = 0, 1, 2, ... such that
(1.6.7) γ
(n,ζ)
0 = x, γ
(n,ζ)
tn,ζ = zn and S0tn,ζ (γ
(n,ζ)) ≤ R(x, zn) + ζ.
For each η ≤ η0 set
sn = sn,η,ζ = sup{t ≥ 0 : γ(n,ζ)t ∈ Oδ(η)}.
Consider γ˜(n) ∈ C0,tn,ζ−sn defined by γ˜(n)t = γ(n,ζ)t+sn for t ∈ [0, tn,ζ − sn] which stays
in V¯ \intOδ(η) (where intG means the interior of a set G), and so by Lemma 1.6.4
we conclude that
tn,ζ − sn ≤ a−1η (R(x, zn) + 1)
provided, say, ζ ≤ 1/2 where aη > 0 depends only on η. In order to verify the lower
semicontinuity of R(x, z) at z = z0 we have only to consider the case
lim inf
n→∞
R(x, zn) = A <∞,
and so we can assume that R(x, zn) ≤ 2A for all n = 0, 1, 2, . . . . Passing to a
subsequence and denoting its members by the same letters we can assume also that
lim
n→0
R(x, zn) = A.
The curves γ˜(n) are Lipschitz continuous with a constant K from (1.2.15), and so
this sequence is relatively compact. Hence, we can choose a uniformly converging
subsequence and denoting, again, its members by the same letters we obtain now
that
γ˜(n) → γ˜(0) as n→∞
where γ˜(0) ∈ C0t0 with t0 ∈ (0, a−1η (A+1)], dist(γ˜(0)0 ,O) = δ(η) and γ˜(0)t0 = z0. Each
curve γ˜(n), n = 0, 1, 2, ... can be extended to a curve in C0,T with T = a
−1
η (2A+1)
and the same S-functional by adding to one of its ends a piece of the orbit of the
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flow Πt. Hence, we can rely on the lower semicontinuity of the functional S0T in
order to derive from (1.6.7) that
S0t0(γ˜
(0)) ≤ A+ ζ.
By the definition of an S-compact there exists γˆ ∈ C0r with r ∈ [0, T2η] such that
γˆ0 = x, γˆr = γ˜0 and S0r(γˆ) ≤ 2η. It follows that
R(x, z0) ≤ A+ 2η + ζ
and since η and ζ can be chosen arbitrarily small we conclude that R(x, z0) ≤
A obtaining the lower semicontinuity of R(x, z) at z = z0. Finally, the lower
semicontinuity of R(x, z) in z ∈ ∂V for a fixed x ∈ O implies that ∂min(x) is
nonempty and compact and since ∂min(x) is the same for all x ∈ O by (i), the proof
of Lemma 1.6.5 is complete. 
1.7. ”Very long” time behavior: exits from a domain
In this section we derive Theorems 2.2.5 relying on certain ”Markov property
type” arguments which are substantial modifications of the corresponding argu-
ments from Sections 4 and 5 of [48]. In this and the following section in order to
simplify notations we will write Duε (z, α, ρ, C) for Dˆuε (z, α, ρ, C, L) (both introduced
in Section 1.3) with some large L so that appropriate discs on (extended) unstable
leaves Wux and all their Φ
s
ε-iterates belong to this set. We start with the following
result which will not only yield Theorem 1.2.5 but also will play an important role
in the proof of Theorem 1.2.7 in the next section.
1.7.1. Proposition. Let V be a connected open set with a piecewise smooth bound-
ary ∂V such that V¯ = V ∪ ∂V ⊂ X . Assume that for each z ∈ ∂V there exist
ι = ι(z) > 0 and an F t-invariant probability measure ν on Λz so that
(1.7.1) z + sB¯ν(z) ∈ Rd \ V¯ for all s ∈ (0, ι],
i.e. B¯ν(z) 6= 0 and it points out into the exterior of V¯ .
(i) Suppose that for some A1, T > 0 and any z ∈ V¯ there exists ϕz ∈ C0T such
that for some t = t(z) ∈ (0, T ],
(1.7.2) ϕz0 = z, ϕ
z
t 6∈ V and S0t(ϕz) ≤ A1.
Then for each x ∈ V ,
(1.7.3) lim sup
ε→0
ε log
∫
W
τεx,y(V )dm(y) ≤ A1
and for any α > 0 there exists λ(α) = λ(x, α) > 0 such that for all small ε > 0,
(1.7.4) m
{
y ∈ W : τεx,y(V ) ≥ e(A1+α)/ε
} ≤ e−λ(α)/ε.
(ii) Assume that there exists an open set G such that V contains its closure G¯
and the intersection of V¯ \G with the ω-limit set of the flow Πt is empty. Let Γ be
a compact subset of ∂V such that
(1.7.5) inf
x∈G,z∈Γ
R(x, z) ≥ A2
for some A2 > 0. Then for some T > 0 and any β > 0 there exists λ(β) > 0 such
that for each x ∈ V and any small ε > 0,
m
{
y ∈ W : Zεx,y(τεx,y(V )) ∈ Γ, τεx,y(V ) ≤ e(A2−β)/ε
}
(1.7.6)
≤ m{y ∈ W : Zεx,y(τεx,y(V )) ∈ Γ, τεx,y(V ) < T}+ e−λ(β)/ε.
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Suppose that for some x ∈ V ,
(1.7.7) a(x) = inf
t≥0
dist(Πtx, ∂V ) > 0.
Then R∂(x) > 0 and for each T > 0 there exists λˆ(T ) = λˆ(T, x) > 0 such that for
all small ε > 0,
(1.7.8) m{y ∈ W : τεx,y(V ) < T } ≤ e−λˆ(T )/ε
and if the set Γ from (1.7.5) coincides with the whole ∂V then
(1.7.9) lim inf
ε→0
ε log
∫
W
τεx,y(V )dm(y) ≥ A2.
The corresponding to (1.7.3), (1.7.4), (1.7.8) and (1.7.9) assertions hold true also
when W and m in these estimates are replaced by a disc D ∈ Duε (z, α, ρ, C) with
π1z = x and by mD, respectively ((see (1.7.21) and1.7.22), (1.7.34), (1.7.36) and
(1.7.37) below).
Proof. Observe that applying to (1.5.19) and (1.5.23) the arguments which
were used in order to derive Theorem 1.2.3 from Proposition 1.5.2 and the latter
from Proposition 1.3.4 and Lemma 1.4.1 we obtain that (1.2.16) and (1.2.17) can
be written for any disc D ∈ Duε (z, α, ρ, C), z = (x, y) in place of the whole W ,
namely, for any γ ∈ C0T with γ0 = x, δ, λ, a > 0, and ε small enough
(1.7.10) mD {v ∈ D : r0T (Zεv , γ) < δ} ≥ exp
{
−1
ε
(S0T (γ) + λ)
}
and
(1.7.11) mD {v ∈ D : r0T (Zεv ,Ψa0T (x)) ≥ δ} ≤ exp
{
−1
ε
(a− λ)
}
which holds true in the same sense as (1.2.16)–(1.2.17) and (1.7.10)–(1.7.11) are
uniform in D as above.
In order to prove (i) we observe, first, that the assumption (1.7.1) above to-
gether with Lemma 1.6.2(i) and the compactness of ∂V considerations enable us
to extend any ϕz, z ∈ V slightly so that it will exit some fixed neighborhood of V
with only slight increase in its S-functional. Hence, from the beginning we assume
that for each β > 0 there exists δ = δ(β) > 0 such that for any z ∈ V we can find
T > 0, ϕz ∈ C0T and t = t(z) ∈ (0, T ] satisfying
ϕz0 = z, ϕ
z
t 6∈ Vδ and S0t(ϕz) ≤ A1 + β
where Vδ = {x : dist(x, V ) ≤ δ}. It follows that for any x ∈ V, n ≥ 1, and
D ∈ Duε
(
(x,w), α, ρ, C
)
,{
v ∈ D : τεv (V ) > nT
}
=
{
v ∈ D : Zεv(t) ∈ V, ∀ t ∈ [0, nT ]
}
(1.7.12)
=
{
v ∈ D : τε
Φ
kT/ε
ε v
(V ) > T, ∀ k = 0, 1, ..., n− 1} ⊂ Gεn,δ
def
=
{
v ∈ D : ΦkT/εε v 6∈
⋃
z∈V A
ε,T
δ (ϕ
z), ∀ k = 0, 1, ..., n− 1}
where for any subset H ⊂ C0T and c > 0,
Aε,Tc (H) = {v ∈ V ×W : r0T (Zεv , H) < c}.
For k = 1, 2, ... define
Qεk,δ =
{
v ∈ D : UεD(kT/ε, v, δ/4) ∩Gεk,δ 6= ∅
}
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and
Rεk,δ =
⋃
v∈Qεk,δ
UεD(kT/ε, v, δ/4)
which are, clearly, compact sets satisfying
Gεk,δ ⊂ Qεk,δ ⊂ Rεk,δ ⊂ Gεk,δ/2.
Let Ek be a maximal
(
kT/ε, δ/2, ε, Qεk,δ, D
)
- separated set in Qεk,δ. Then
(1.7.13)
⋃
v∈Ek
UD(kT/ε, v, δ/4) ⊂ Rεk,δ ⊂
⋃
v∈Ek
UD(kT/ε, v, 3δ/4)
and the left hand side of (1.7.13) is a disjoint union. This together with Lemma
1.3.6 give
mD(R
ε
k,δ) ≤
∑
v∈Ek mD
(
UD(kT/ε, v, 3δ/4)
)
(1.7.14)
≤ c−13δ/4c−1δ/4
∑
v∈Ek mD
(
UD(kT/ε, v, δ/4)
)
.
By Lemma 1.3.2(ii),
(1.7.15) Dk(v) = Φ
kT/ε
ε UD(kT/ε, v, δ/4) ∈ Duε (ΦkT/εε v, α,
δ
4
√
C
,
√
C).
Clearly, for any v ∈ Ek,
Γk(v) =
{
w ∈ UD(kT/ε, v, δ/4) :(1.7.16)
Φ
kT/ε
ε w ∈
⋃
z∈V A
ε,T
δ/2(ϕ
z)
} ⊂ Rεk,δ \Rεk+1,δ.
In view of (1.7.15) we can apply (1.7.10) which together with the choice of curves
ϕx yield that for any λ > 0 and ε small enough,
mDk(v)
(
Φ
kT/ε
ε Γk(v)
) ≥ mDk(v){w ∈ Dk(v) :(1.7.17)
r0,T (Z
ε
w, ϕ
zεk(v)) < δ/2
} ≥ exp (− 1ε (A1 + β + λ))
where zεk(v) = π1(Φ
kT/ε
ε v). By Lemma 1.3.6 it follows that
(1.7.18) mD(Γk(v)) ≥ c(δ)mD
(
UD(kT/ε, v, δ/4)) exp
(− 1
ε
(A1 + β + λ)
)
for some c(δ) > 0. Since UD(kT/ε, v, δ/4) are disjoint for different v ∈ Ek we derive
from (1.7.14), (1.7.16) and (1.7.18) that
mD(R
ε
k,δ)−mD(Rεk+1,δ) ≥ mD
(⋃
v∈Ek Γk(v)
)
=
∑
v∈Ek mD(Γk(v))(1.7.19)
≥ c(δ) exp (− 1ε (A1 + β + λ))∑v∈Ek UD(kT/ε, v, δ/4)
≥ c˜δmD(Rεk,δ) exp
(− 1ε (A1 + β + λ))
where c˜δ = c(δ)c3δ/4cδ/4. Applying (1.7.19) for k = 1, 2, ..., n− 1 we obtain that
(1.7.20) mD(G
ε
n,δ) ≤ mD(Rεn,δ) ≤
(
1− c˜δ exp
(− 1
ε
(A1 + β + λ)
))n
mD(D).
This together with (1.7.12) yield that for any β > 0 there exists c(β) > 0 such that
for all small ε > 0,
(1.7.21) mD
{
v ∈ D : τεv (V ) > e(A1+β)/ε
}
< e−c(β)/ε.
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Observe that by (1.7.12) and (1.7.20),∫
D
τεv (V )dmD(v) ≤
∑∞
n=0(n+ 1)T
(
mD
{
v ∈ D :(1.7.22)
τεv (V ) > nT
}−mD{v ∈ D : τεv (V ) > (n+ 1)T})
= T
∑∞
n=0mD
{
v ∈ D : τεv (V ) > nT
}
≤ TmD(D)c˜−1δ exp
(
1
ε (A1 + β + λ)
)
.
In the same way as at the end of the proof of Proposition 1.5.2(i) we fix now an
initial point x = Zεv(0) ∈ X and choose discs D to be small balls on the (extended)
local unstable manifolds Wux (w, ̺), w ∈ W which by means of the Fubini theorem
and compactness arguments enable us to extend (1.7.21) and (1.7.22) to the case
when mD is replaced by m and D by W yielding (1.7.3) and (1.7.4) since β and λ
in (1.7.22) can be chosen arbitrarily small as ε→ 0.
Next, we derive the assertion (ii). Let t > 0 and n be the integral part of t/T
where T > 0 will be chosen later. Let, again, D ∈ Duε
(
(x,w), α, ρ, C
)
and x ∈ V .
Then
mD{v ∈ D : Zεv(τεv ) ∈ Γ, τεv (V ) < t}(1.7.23)
≤ mD{v ∈ D : Zεv(τεv (V )) ∈ Γ, τεv (V ) < (n+ 1)T }
=
∑n
k=0mD{v ∈ D : Zεv(τεv (V )) ∈ Γ, kT ≤ τεv (V ) < (k + 1)T }.
Let K be the intersection of the ω-limit set of the flow Πt with V¯ . Then K is a
compact set and by our assumption K ⊂ G. Hence,
δ =
1
3
inf{|x− z| : x ∈ K, z ∈ V¯ \G} > 0
and if we set Uη = {z ∈ V : dist(z,K) < η} then U3δ ⊂ G. Now suppose that
kT ≤ τεx,w(V ) < (k + 1)T for some k ≥ 1 and Zεx,w(τεx,w(V )) ∈ Γ with x ∈ V and
w ∈ W . Then either there is t1 ∈ [(k − 1)T, kT ] such that Zεx,w(t) ∈ V¯ \ U2δ for all
t ∈ [t1, t1 +T ] or there exist t2, t3 > 0 such that (k− 1)T ≤ t2 < t3 < (k+1)T and
Zεx,w(t2) ∈ U2δ while Zεx,w(t3) ∈ Γ. Set Tz = {γ ∈ C0,2T : γ0 = z and either there
is t1 ∈ [0, T ] so that γt ∈ V¯ \U2δ for all t ∈ [t1, t1 + T ] or γt2 ∈ U2δ and γt3 ∈ Γ for
some 0 ≤ t2 < t3 < 2T }. Then for any k ≥ 1,
{v ∈ D : Zεv(τεv (V )) ∈ Γ, kT ≤ τεv (V ) < (k + 1)T }(1.7.24)
⊂ {v ∈ D : Zεv(τεv (V )) ∈ Γ, Φ(k−1)T/εε v ∈ Aε,2T0 (Tzεk−1(v))}
where zεk(v) = π1(Φ
kT/ε
ε v) and A
ε,T
0 (H) = {w ∈ V ×W : Zεw ∈ H}.
Let D ⊂ D0 ∈ Duε
(
(x, y), α, ρ, C3
)
, x ∈ V (later both discs will be small balls
on Wux (y, C
6ρ)) assuming that ρ is small and C ≥ 2 is large so that C6ρ is still
small. Choose a maximal
(
(k− 1)T/ε, Cρ, ε,D0, D0
)
-separated set E˜k−1 in D0 and
let
Ek−1 =
{
v ∈ E˜k−1 : UεD0((k − 1)T/ε, v, Cρ) ∩D 6= ∅
}
.
Then for ε small enough,
(1.7.25) D0 ⊃
⋃
v∈Ek−1
UεD0
(
(k − 1)T/ε, v, Cρ) ⊃ D
and for any v, w ∈ Ek−1, v 6= w,
(1.7.26) UεD0
(
(k − 1)T/ε, v, Cρ/2) ∩ UεD0((k − 1)T/ε, w,Cρ/2) = ∅.
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If v ∈ Ek−1, w ∈ UεD0
(
(k−1)T/ε, v, Cρ) and Φ(k−1)T/εε w ∈ Aε,2T0 (Tzεk−1(w)) then by
Lemma 1.3.2(iii), |zεk−1(w)−zεk−1(v)| is of order ε, and so for each η > 0 if ε is small
enough then Φ
(k−1)T/ε
ε w ∈ Aε,2Tη (Tzεk−1(v)). For each q > 0 set T qz = {γ ∈ C0,2T :
γ0 = z and r0,2T (γ, Tz) ≤ q} and suppose that for some η > 0 there is dη ≥ 0 so
that
(1.7.27) inf
z∈V
inf
γ∈T 2ηz
S0,2T (γ) > dη.
Then T 2ηz ∩Ψdη0,2T (z) = ∅, where Ψa0,t(z) is the same as in Theorem 1.2.3, and so
(1.7.28) T ηz ⊂
{
γ ∈ C0,2T : γ0 = z and r0,2T (γ,Ψdη0,2T (z)) ≥ η
}
.
Hence,
(1.7.29) Aε,2Tη (Tz) ⊂
{
(z, w) ∈ V ×W : r0,2T (Zε(z,w),Ψdη0,2T (z)) ≥ η
}
.
By Lemma 1.3.2(ii),
Dk−1(v) = Φ(k−1)T/εε U
ε
D0
(
(k − 1)T/ε, v, Cρ) ∈ Duε (Φ(k−1)T/εε v, α, ρ,√C),
and so applying (1.7.11) to Dk−1(v) we obtain from (1.7.27)– (1.7.29) that for any
β > 0 and sufficiently small ε uniformly in discs Dk−1(v) as above,
mDk−1(v)
(
Aε,2Tδ (Tzεk−1(v))
) ≤ exp(−(dη − β)/ε).
This together with Lemma 1.3.6 yield that for each v ∈ Ek−1,
mD0
{
v˜ ∈ UεD0
(
(k − 1)T/ε, v, Cρ) : Φ(k−1)T/εε v˜ ∈ Aε,2Tη (Tzεk−1(v))}
≤ C˜e−(dη−β)/εmD0
(
UεD0((k − 1)T/ε, v, Cρ)
)
for some C˜ > 0 depending only on Cρ. Combining this with (1.7.24)–(1.7.26) and
Lemma 1.3.6 we obtain that for any k ≥ 1,
(1.7.30) mD{v ∈ D : Zεv(τεv ) ∈ Γ, kT ≤ τεv < (k + 1)T } ≤ Cˆe−(dη−β)/ε
for some Cˆ > 0 depending only on Cρ.
Next, we will specify dη in (1.7.27) choosing η ≤ 12δ. For each z ∈ V we can
write
(1.7.31) T 2ηz ⊂ T˜ ηz ∪ Tˆ ηz
where T˜ ηz = {γ ∈ C0,2T : γ0 = z, γt2 ∈ U3δ and γt3 ∈ Γ2η for some 0 ≤ t2 < t3 <
2T } with Γr = {z : dist(z,Γ) ≤ r} and Tˆz = {γ ∈ C0,2T : γ0 = z and there is
t1 ∈ [0, T ] so that γt ∈ V2η \ Uδ for all t ∈ [t1, t1 + T ]}. By (1.7.5) and the lower
semicontinuity of the functional S0,2T it follows that for any ζ > 0 we can choose
η > 0 small enough so that
(1.7.32) inf
z∈V
inf
γ∈T˜ ηz
S0,2T (γ) > A2 − ζ.
Since V¯ \ Uδ is disjoint with the ω-limit set of the flow Πt and the latter is
closed then if η is sufficiently small V2η \ Uδ is also disjoint with this ω-limit set
and, in particular, it does not contain any forward semi-orbit of Πt. Hence we can
apply Lemma 1.6.4 which in view of (1.2.13) implies that there exists a > 0 such
that for all small η > 0,
(1.7.33) inf
z∈V
inf
γ∈Tˆz
S0,2T (γ) > aT
1.7. ”VERY LONG” TIME BEHAVIOR: EXITS FROM A DOMAIN 53
which is not less than A2 if we take T = A2/a. Now, (1.7.32) and (1.7.33) produce
(1.7.27) with d = A2 − ζ, and so (1.7.30) follows with such dη. This together with
(1.7.23) yield that for any β > 0 we can choose sufficiently small ζ, λ > 0 and then
η > 0 so that for all ε small enough
mD
{
v ∈ D : Zεv(τεv ) ∈ Γ, τεv (V ) ≤ e(A2−β)/ε
}
(1.7.34)
≤ mD{v ∈ D : Zεv(τεv ) ∈ Γ, τεv (V ) < T }+ e−λ/2ε.
Now assume that (1.7.7) holds true for some x ∈ V . Recall, that S0T (γ) = 0
implies that γ is a piece of an orbit of the flow Πt. Since no γ ∈ C0T satisfying
(1.7.35) γ0 = x and inf
t∈[0,T ]
dist(γt, ∂V ) ≤ a(x)/2
can be such piece of an orbit we conclude by the lower semicontinuity of S0T that
S0T (γ) > c(x) whenever (1.7.35) holds true for some c(x) > 0 independent of γ
(but depending on x). Hence, by (1.7.11),
mD{v ∈ D : τεv < T } ≤ mD
{
v ∈ D : r0T
(
Zεv ,Ψ
c(x)
0T (x)
)
(1.7.36)
≥ a(x)/2} ≤ exp(−c(x)/2ε)
provided ε is small enough and (1.7.8) follows. Observe also that any γ ∈ C0t with
γ0 = x ∈ V and γt ∈ ∂V should contain a piece which either belongs to some T˜ ηz
or Tˆ ηz , as above, or to satify (1.7.35). By (1.7.32), (1.7.33), and the above remarks
it follows that S0t(γ) ≥ q(x) for such γ where q(x) > 0 depends only on x, and so
R∂(x) ≥ q(x).
Finally, similarly to Proposition 1.5.2 we fix x = Zεv(0) ∈ V , choose discs D
and D0 to be small balls on the (extended) local unstable manifolds W
u
x (w, q), w ∈
W , q > 0 and using the Fubini theorem we extend (1.7.34) and (1.7.36) to the case
when D and mD are replaced byW and m, respectively, yielding (1.7.6). If Γ = ∂V
then by (1.7.6) and (1.7.8),∫
W τ
ε
x,y(V )dm(y) ≥ e(A2−β)/εm
{
y ∈ W : τεx,y(V ) ≥ e(A2−β)/ε
}
(1.7.37)
≥ e(A2−β)/ε(1− e−λ(β)/ε − e−λˆ(T )/ε)
and, since β > 0 is arbitrary, (1.7.9) follows completing the proof of Proposition
1.7.1. 
Now we will derive Theorem 1.2.5 from Proposition 1.7.1. Assume, first, that
R∂ < ∞. Then by Lemma 1.6.4, R∂(x) is finite and continuous in the whole V .
Moreover, since O is an S-attractor the conditions of Lemma 1.6.5 are satisfied with
some d(t) → 0 as t → ∞ the same for all points of V which yields the conditions
of Proposition 1.7.1(i) with A1 = R∂ + δ for any δ > 0. Hence, (1.7.3) and (1.7.4)
hold true with A1 = R∂ . Since O is an S-attractor of the flow Πt and its basin
contains V¯ then the intersection of V¯ \ O with the ω-limit set of Πt is empty. By
the definition of an S-attractor for any η > 0 there exists an open set Uη ⊃ O such
that R(x, z) ≤ η whenever x ∈ O and z ∈ Uη. Hence, by the triangle inequality for
the function R and Lemma 1.6.5 for any set Γ ⊂ ∂V ,
(1.7.38) inf
z∈Uζ ,z˜∈Γ
R(z, z˜) ≥ inf
z˜∈Γ
RO(z˜)− η.
If Γ = ∂V then by Lemma 1.6.5 the right hand side of (1.7.38) equals A2 = R∂ − η.
Assuming that R∂ < ∞ we can apply Proposition 1.7.1(ii) with such A2 yielding
(1.7.6), (1.7.8) and since η > 0 is arbitrary (1.2.21) and (1.2.22) follow in this case.
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If R∂ =∞ then (1.2.22) is trivial and by (1.7.38), R(z, z˜) =∞ for any z ∈ Uζ and
z˜ ∈ ∂V , and so we can apply Proposition 1.7.1(ii) with any A2 which sais that the
left hand side in (1.7.9) equals ∞, and so (1.2.21) holds true in this case, as well.
Next, we establish (1.2.23). For small δ, β > 0 and large T > 0 which will
be specified later on set Γ1 = {v ∈ Vδ ×W : Zεv(T ) ∈ V \ Uδ/2(O)}, Γ2 = {v ∈
Uδ/2(O)×W : τεv (Uδ(O)) ≤ eβ/ε} and tε = T + eβ/ε. Then
Θεv((n+ 1)tε ∧ τεv (V ))− Θεv(ntε ∧ τεv (V ))(1.7.39)
≤ T + tε
(
IΓ1(Φ
tεn/ε
ε v) + IVδ×W\Γ1(Φ
tεn/ε
ε v)IΓ2(Φ
tεn/ε
ε v)
)
.
If δ is sufficiently small then Vδ is still contained in the basin of O with respect to
the flow Πt, and so we can choose T (depending only on δ) so that
ΠTVδ ⊂ Uδ/4(O).
Then for some a > 0,
inf
{
S0T (γ) : γ ∈ C0T , γ0 ∈ Vδ, γT 6∈ Uδ/3(O)
}
> a,
and so if γ0 ∈ Vδ and γT 6∈ Uδ/2(O) then dist(γ,Ψa0T (z)) ≥ δ/6 for any z ∈ Vδ.
Relying on (1.7.11) we obtain that for any D˜ ∈ Duε (z, α, ρ,
√
C) with D˜ ⊂ Vρ ×W ,
(1.7.40) mD˜(Γ1 ∩ D˜) ≤ e−a/2ε
provided ε is small enough. Next, the same arguments which yield (1.7.34) and
(1.7.36) enable us to conclude that if β > 0 is small enough then for any D˜ ∈
Duε (z, α, ρ,
√
C) with D˜ ⊂ Uδ/2(O) ×W ,
(1.7.41) mD˜(Γ2 ∩ D˜) ≤ e−β/ε.
Now let D ∈ Duε (z, α, ρ, C), z = (x, y), D ⊂ Vδ ×W and D ⊂ D0 ∈ Duε (z, α, ρ, C3)
with ρ small and C large so that C6ρ is still small. Let E
(1)
n and E
(2)
n be maximal
(ntεε
−1, Cρ, ε,D,D0)− and ((ntε + T )ε−1, Cρ, ε,D,D0)−separated sets, respec-
tively. Then
∪
v∈E(1)n U
ε
D(ntεε
−1, v, Cρ) ⊃ D
and since the last union is contained in a small neighborhood of D and
UεD(ntεε
−1, v, Cρ/2) are disjoint for different v ∈ E(1)n we obtain using Lemma
1.3.6 that ∑
v∈E(1)n
mD
(
UεD(ntεε
−1, v, Cρ)
) ≤ 2c−1Cρc−1Cρ/2mD(D).
Similarly,
∪
v∈E(2)n U
ε
D((ntε + T )ε
−1, v, Cρ) ⊃ D
and ∑
v∈E(2)n
mD
(
UεD((ntε + T )ε
−1, v, Cρ)
) ≤ 2c−1Cρc−1Cρ/2mD(D).
Since by Lemma 1.3.2(ii),
ΦtεU
ε
D(t, v, Cρ) ∈ D(Φtεv, α, ρ,
√
C)
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we can apply (1.7.39)–(1.7.41) together with Lemma 1.3.6 (similarly to the proof
of (1.7.30)) in order to conclude that for sufficiently small β and any much smaller
ε, ∫
D
(
Θεv((n+ 1)tε ∧ τεv (V ))−Θεv(ntε ∧ τεv (V ))
)
dmD(v) ≤ tεe−β/ε(T + 1).
Choosing discs D to be small balls on the (extended) local unstable manifolds
Wux (w, ̺), w ∈ W together with the Fubini theorem we extend this estimate to
(1.7.42)
∫
W
(
Θεv((n+ 1)tε ∧ τεv (V ))−Θεv(ntε ∧ τεv (V ))
)
dm(v) ≤ C˜tεeβ/ε
for some C˜ > 0 depending on δ but independent of n and ε. Finally, (1.2.22)
and (1.7.42) together with the Chebyshev inequality yield that for n(ε) =
[e(R∂+β/4)/εt−1ε ], each x ∈ V , a small β > 0 and any much smaller ε > 0,
m
{
w ∈ W : Θεx,w(τεx,w(V )) ≥ e−β/4ετεx,w(V )
}
(1.7.43)
≤ m{w ∈ W : Θεx,w((n(ε) + 1)tε) ≥ e−β/4εe(R∂−β/4)/ε}
+m
{
w ∈ W : τεx,w(V ) < e(R∂−β/4)/ε or τεx,w(V ) > e(R∂+β/4)/ε
}
≤ C˜e−β/4ε(1 + e−(R∂+β/4)/ε(T + eβ/ε))+ e−λ(β/4)/ε.
Since R∂ > 0 and we can choose β to be arbitrarily small, (1.7.43) yields (1.2.23).
In order to complete the proof of Theorem 1.2.5 we have to derive (1.2.24). If
∂min = ∂V then there is nothing to prove, so we assume that ∂min is a proper subset
of ∂V and in this case, clearly, R∂ < ∞. Since Γ = {z ∈ ∂V : dist(z, ∂min) ≥
δ} is compact and disjoint with ∂min which is also compact then by the lower
semicontinuity of RO(z) established in Lemma 1.6.5(iii) it follows that RO(z) ≥
R∂ +β for some β > 0 and all z ∈ Γ. Then by (1.7.38), R(z, z˜) ≥ R∂ + β/2 for any
z ∈ Uβ/2 and z˜ ∈ Γ. Hence, applying Proposition 1.7.1 we obtain that
m
{
y ∈ W : τεx,y(V ) ≥ e(R∂+
1
3β)/ε
} ≤ e−λ/ε
and
m
{
y ∈ W : Zεx,y(τεx,y(V )) ∈ Γ, τεx,y(V ) ≤ e(R∂+
1
3β)/ε
}
< e−λ/ε
for some λ > 0 and all ε small enough yielding (1.2.24) and completing the proof
of Theorem 1.2.5. 
1.8. Adiabatic transitions between basins of attractors
In this section we will prove Theorem 1.2.7 relying, again, on Proposition 1.7.1
together with ”Markov property type” arguments and at the end of the proof we
will apply even some rough ”strong Markov property type” arguments in order to
deal with subsequent transitions between basins of attractors. In view of (1.2.27)
and Lemma 1.6.2i any curve γ ∈ C0t starting at γ0 = x ∈ Vj1 and ending at γt =
z ∈ ∩1≤i≤k∂Vji , k ≤ ℓ can be extended into each Vji , i = 1, ..., k with arbitrarily
small increase in its S-functional. Hence,
(1.8.1) R
(i)
∂ = minj 6=i
Rij
where R
(i)
∂ = inf{R(x, z) : x ∈ Oi, z ∈ ∂Vi}. Let Q be an open ball of radius at
least r0 centered at the origin of R
d. By Assumption 1.2.6 the slow motion Zεx,y
cannot exit Q provided x ∈ Q and y ∈ W . Furthermore, it is clear that Q contains
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the ω-limit set of the averaged flow Πt. Assumption 1.2.6 enables us to deal only
with restricted basins V Qi = Vi ∩ Q and though the boundaries ∂V Q of V Qi may
include now parts of the boundary ∂Q of Q it makes no difference since Zε cannot
reach ∂Q if it starts in Q. Set V (i) = Q \ ∪j 6=iUδ(Oj) where δ > 0 is small enough.
We claim that in view of (1.2.27) each Vi satisfies conditions of Proposition 1.7.1(i)
for any β > 0 with A1 = R
(i)
∂ + β and some T = Tβ depending on β. Indeed, set
∂(η) = {v ∈ Q : dist(v,∪1≤j≤ℓ∂Vj) ≤ η}, η > 0.
In view of (1.2.9) and (1.2.27) there exists L > 0 such that if η is small enough
and z ∈ ∂(η) we can construct a curve ϕz ∈ C0,Lη with S0,Lη(ϕz) ≤ L˜η, ϕz0 =
z, ϕzt ∈ Vj \ ∂(η) for some t ∈ [0, Lη] and j = 1, ..., ℓ where L˜ = L supx,y |ϕux(y)|.
Since Vj is the basin of Oj there exists T = Tη,δ such that ΠTϕzt ∈ Uδ(Oj) and
extending ϕz by the piece of the orbit of Πt we obtain a curve ϕ˜z ∈ C0,Lη+T starting
at z, entering Uδ(Oj) and satisfying S0,Lη+T (ϕ˜z) ≤ L˜η. Hence, for z ∈ ∂(η) the
condition (1.7.2) holds true with V = V (i) and A1 = L˜η. Since the ω-limit set of the
flow Πt is contained in Q∩(∪1≤j≤ℓ (∂Vj∪Oj)) it follows from Assumption 1.2.6 and
compactness considerations that there exists T˜ = T˜η,δ such that for any z ∈ Q \ Vi
we can find tz ∈ [0, T˜ ] with Πtzz ∈ ∂(η) ∪
( ∪j 6=i Uδ(Oj)). If Πtzz ∈ ∪j 6=iUδ(Oj)
then we take ϕzt = Π
tz, t ∈ [0, T˜ ] to satisfy (1.7.2) for V = V (i) and A1 = 0.
If Πtzz ∈ ∂(η) then we extend the curve ϕzt = Πtz, t ∈ [0, tz] as in the above
argument which yields a curve ϕ˜z starting at z, ending in some Uδ(Oj), j 6= i
and having its S-functional not exceeding L˜η. Finally, in the same way as in the
proof of Theorem 1.2.5 for any β > 0 there exists Tˆ = Tˆη,δ,β such that whenever
z ∈ Vi(η) = Vi ∩ Q \ ∂(η) we can construct ϕz ∈ C0Tˆ such that (1.7.2) holds true
with V = Vi(η) and A1 = R
(i)
∂ + β/2 and, moreover, dist(ϕ
z
t , Vj) ≤ η for some
t ≤ Tˆ and j 6= i with Rij = R(i)∂ . Then in the same way as above we can extend
ϕz to some ϕ˜z ∈ CTˆ+T˜ so that ϕ˜zt ∈ Uδ(Vj) for some j as above, t ≤ Tˆ + T˜
and S0,Tˆ+T˜ (ϕ˜
z) ≤ R(i)∂ + β/2 + L˜η which gives (1.7.2) for all z ∈ V = V (i) with
A1 = R
(i)
∂ + β provided η is small enough. Hence, Proposition 1.7.1(i) yields the
estimates (1.7.3) and (1.7.4) for τεx,y(i) in place of τ
ε
x,y(V ) with A1 = R
(i)
∂ . In order
to obtain the corresponding bounds in the other direction observe that in view of
(1.2.27),
(1.8.2) R
(i)
∂ (δ) = inf{R(x, z) : x ∈ Oi, z 6∈ Vi(η)} → R(i)∂ as δ → 0.
Since Vi(η) is contained in the basin of Oi we can apply to Vi(η) the same estimates
as in Theorem 1.2.5 which together with (1.8.2) and the fact that the exit time of
Zε from Vi(η) is smaller than its exit time from Vi provide the remaining bounds
yielding (1.2.28) and (1.2.29).
Next, we derive (1.2.30) similarly to (1.2.23) but taking into account that
∪1≤j≤ℓ∂Vj may contain parts of the ω-limit set of the flow Πt which allows the
slow motion Zε to stay long time near these boundaries. Still, set
θεv = inf{t ≥ 0 : Zεv(t) ∈ ∪1≤j≤ℓUδ/3(Oj)}.
Using the same arguments as above we conclude that for any η > 0 there exists
T = Tη,δ such that whenever z ∈ Q we can construct ϕz ∈ C0T with ϕz0 = z, ϕzT ∈
∪1≤j≤ℓUδ(Oj) and S0T (ϕz) ≤ η. This together with (1.7.21) and Assumption 1.2.6
1.8. ADIABATIC TRANSITIONS BETWEEN BASINS OF ATTRACTORS 57
yield that for any disc D ∈ Duε (z, α, ρ, C), D ⊂ Q×W ,
mD{v ∈ D : θεv ≥ e2η/ε} ≤ e−λ(η)/ε
for some λ(η) = λ(x, η) > 0 and all small ε. Set
Γ1 =
{
v ∈ Q×W : Zεv(e2η/ε) ∈ Q \ ∪1≤j≤ℓUδ/2(Oj)
}
,
Γ2 =
{
v ∈ ∪1≤j≤ℓUδ/2(Oj) : τεv
( ∪1≤j≤ℓ Uδ(Oj)) ≤ eβ/ε}
and tε = e
2η/ε + eβ/ε where η is much smaller than β. Then proceeding similarly
to the proof of (1.2.23) as in (1.7.40)–(1.7.43) above we arrive at (1.2.30).
Next, we obtain (1.2.31) relying on additional assumptions specified in the
statement of Theorem 1.2.7. Let V Qi be the same as above and ∂
(i)
0 (x) = {z ∈
∂V Qi : R(x, z) = R
(i)
∂ }. Since Oi is an S-attractor it follows from Lemma 1.6.5(i)
that R(x, z) and ∂
(i)
0 (x) coincide with the same function R
Oi(z) and the same (in
general, may be empty) set ∂
(i)
0 , respectively, for all x ∈ Oi. By Lemma 1.6.2(i),
our assumption that B is complete on ∂Vi implies that R
Oi(z) is continuous in a
neighborhood of ∂Vi, and so ∂
(i)
0 is a nonempty compact set. Since we assume that
ι(i) 6= i is the unique index j for which Rij = Riι(i) = R(i)∂ then by (1.2.27),
min
j 6=i,ι(i)
inf
z∈∂(i)0
dist(z, ∂Vj) > 0.
Observe that if O˜ ⊂ ∂Vi is an S-compact then either O˜ ⊂ ∂(i)0 or O˜ ∩ ∂(i)0 = ∅.
Denote by LΠ the ω-limit set of the averaged flow Π
t. Since LΠ ∩ ∂Vi consists of a
finite number of S-compacts it follows that
inf{|z − z˜| : z ∈ LΠ ∩ ∂(i)0 , z˜ ∈ LΠ \ ∂(i)0 } > 0.
By the continuity of ROi(z) in z ∈ ∂Vi there exists a > 0 such that
inf
{
ROi(z) : z ∈ ( ∪j 6=i,ι(i) (∂Vi ∩ ∂Vj)) ∪ ((LΠ \ ∂(i)0 ) ∩ ∂Vi)} ≥ R(i)∂ + 9a.
These considerations enable us to construct a connected open set G with a piecewise
smooth boundary ∂G such that
G¯ ⊂ Vi ∪ (Vι(i) \ Oι(i)) ∪
(
(∂Vi ∩ ∂Vι(i)) \ (LΠ \ ∂(i)0 )
)
and for Γ = ∂G \ Uδ(Oι(i)) and some a(δ) > 0,
(1.8.3) inf
z∈Γ
ROi(z) ≥ R(i)∂ + 8a
provided a ≤ a(δ). The idea of this construction is that if Zεx,y(τεx,y(i)) 6∈ Vι(i)
then the slow motion should exit G through the part Γ of its boundary. Somewhat
similarly to the proof of Proposition 1.7.1(ii) we will show that for ”most” initial
conditions y this can only occur after the time exp
(
(R
(i)
∂ +2a)/ε
)
and, on the other
hand, we conclude from (1.2.29) that for ”most” initial conditions y the exit time
τεx,y(i) does not exceed exp
(
(R
(i)
∂ + a)/ε
)
.
Let U0 be a sufficiently small open neighborhood of ∂
(i)
0 so that, in particular,
sup
z∈U0
ROi(z) ≤ R(i)∂ + a
and set
τεx,y(G) = inf{t ≥ 0 : Zεx,y(τεx,y(G)) 6∈ G}.
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For each disc D ∈ Duε ((x,w), α, ρ, C) we can write{
v ∈ D : τεv (G) ≤ e(R
(i)
∂
+a)/ε, Zεv(τ
ε
v (G)) ∈ Γ
} ⊂ ⋃0≤n≤n(ε)+1 (A(1)D (n) ∪(1.8.4)⋃
(n−1)tε≤k≤(n+1)tε
(
A
(2)
D (k) +A
(3)
D (k) +
⋃
k−2tε≤m≤k−2T A
(4)
D (m) ∩ A(5)D (k)
))
where tε = e
β/ε for some small β > 0, n(ε) =
[
e(R
(i)
∂ +a−β)/ε
]
, A
(1)
D (n) = {v ∈
D : Zεv(t) ∈ G \
(
Uη(Oi) ∪ Uδ(Oι(i))
)
for all t ∈ [(n − 1)tε, ntε]
}
for a sufficiently
small η > 0, A
(2)
D (k) =
{
v ∈ D : ∃t1, t2with k ≤ t1 < t2 < k + 3T, Zεv(t1) ∈
Uη(Oi), Zεv(t2) ∈ Γ
}
, A
(3)
D (k) = {v ∈ D : Zεv(t) ∈ G \
(
U0 ∪ Uη(Oi) ∪
Uδ(Oι(i))
)
for all t ∈ [k, k + T ]}, A(4)D (m) = {v ∈ D : ∃t1, t2withm ≤ t1 < t2 <
m + T, Zεv(t1) ∈ Uη(Oi), Zεv(t2) ∈ U0
}
, and A
(5)
D (k) =
{
v ∈ D : ∃t3, t4with k ≤
t3 < t4 < k + T, Z
ε
v(t3) ∈ U0, Zεv(t4) ∈ Γ
}
. Observe that G \ (Uη(Oi) ∪ Uδ(Oι(i)))
satisfies conditions of Proposition 1.7.1(i) with arbitrarily small A1, so similarly to
(1.7.21) (and taking into account Lemma 1.3.6) we can estimate
(1.8.5) mD(A
(1)
D (n)) ≤ exp(−
1
2
eβ/ε).
Similarly to the proof of Proposition 1.7.1(ii) we obtain also that
(1.8.6) max
(
mD(A
(2)
D (k)),mD(A
(3)
D (k))
) ≤ e−(R(i)∂ +3a)/ε
where we, first, choose η small and then T large enough.
Next, we estimate mD
(
A
(4)
D (m) ∩ A(5)D (k)
)
for m ≤ k − 2T by the follow-
ing Markov property type argument. Let D ⊂ D0 ∈ Duε ((x, y), α, ρ, C3) and
choose a maximal (k/ε, Cρ, ε,D,D0)-separated set E in D. Let E˜ =
{
v ∈ E :
UεD0(k/ε, v, Cρ) ∩ A
(4)
D (m) 6= ∅}, A˜ = ∪v∈E˜UεD0(k/ε, v, Cρ) and T ε =
{
γ ∈ C0T :
∃t1, t2with 0 ≤ t1 < t2 ≤ T, γt1 ∈ U2η(Oi) and dist(γt2 , U0) ≤ η
}
. Assume that
dist(z,Rd \ U0) ≤ η for any z ∈ ∂Vi. By Lemma 1.6.2(i), R(x, z) is continuous in
z when z belong to a sufficiently small neighborhood of ∂Vi which together with
the definition of S-compacts yields that S0T (γ) ≥ R(i)∂ − 3a/2 for any γ ∈ T ε,
provided η is small enough. Observe that Zε
Φ
m/ε
ε v
∈ T ε for any v ∈ A˜, provided
ε is sufficiently small. These together with the arguments similar to the proof of
Proposition 1.7.1(ii) yield the estimate
(1.8.7) mD(A˜) ≤ e−(R
(i)
∂
−2a)/ε
for all ε small enough. Since UεD0(k/ε, v,
1
2Cρ) are disjoint for different v ∈ E we
obtain by Lemma 1.3.6,
(1.8.8) mD(A˜) ≥
∑
v∈E˜
UεD0(k/ε, v,
1
2
Cρ) ≥ c˜
∑
v∈E˜
UεD0(k/ε, v, Cρ) ≥ c˜mD(A˜).
where c˜ = cCρcCρ/2. In a similar way we obtain that for each disc D˜ =
Φ
k/ε
ε UεD0(k/ε, v, Cρ),
(1.8.9) mD˜
(
D˜ ∩A(5)D (k)
) ≤ e−6a/ε
provided ε is small enough. By (1.8.7)–(1.8.9) together with Lemma 1.3.6,
(1.8.10) mD
(
A
(4)
D (m) ∩ A(5)D (k)
) ≤ e−(R(i)∂ +3a)/ε
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provided m ≤ k − 2T and ε is small enough. Summing in m, k and n we obtain
from (1.8.4)–(1.8.6) and (1.8.10) that for a small β and all sufficiently small ε,
(1.8.11) mD
{
v ∈ D : τεv (G) ≤ e(R
(i)
∂ +a)/ε, Zεv(τ
ε
v (G)) ∈ Γ
} ≤ e−a/ε.
Taking discs D to be small balls on the (extended) local unstable manifolds
Wux (w, q) and using the Fubini theorem as before we obtain (1.8.11) for m and
W in place of mD and D, respectively. On the other hand, employing Proposition
1.7.1(i) we derive that
m
{
v ∈ W : τεv (G) > e(R
(i)
∂ +a)/ε
} ≤ e−λ/ε
for some λ > 0 and all ε small enough which together with (1.8.11) considered for
m and W in place of mD and D yield (1.2.31).
In order to complete the proof of Theorem 1.2.7 it remains to derive (1.2.32)
and (1.2.33). Both statements hold true for n = 1 in view of (1.2.29) and (1.2.31)
but, in fact, we will use them as the induction base with mD and D in place of m
and W where D ∈ Duε (z, α, ρ, C) and D ⊂ (Q ∩ Vi) ×W which holds true in view
of (1.8.4)–(1.8.11) together with the corresponding form of Proposition 1.7.1. For
such D and n ∈ N set
HD(n, α) =
{
v ∈ D : Σεi (k,−α) ≤ τv(i, k) ≤ Σεi (k, α) ∀k ≤ n
}
and
GD(n) =
{
v ∈ D : Zεv(τv(i, k)) ∈ Vιk(i) ∀k ≤ n
}
.
As the induction hypotesis we assume that for any α > 0 there exist λ(α) > 0 and
λ > 0 such that for all small ε,
(1.8.12)
mD
(
HD(n, α)
) ≥ mD(D)− ne−λ(α)/ε and mD(GD(n)) ≥ mD(D)− ne−λ/ε.
Set a = δ/4K where K is the same as in (1.2.15) so that if
ΓD(l) = ΓD(l, n, α) =
{
v ∈ D : (l − 1)a ≤ τεv (i, n) < la
} ∩GD(n) ∩HD(n, α)
then
(1.8.13) 3δ/4 ≤ dist(Zεv(t),Oιn(i)) ≤ 5δ/4 for all v ∈ ΓD(l) and t ∈ [(l − 1)a, la].
Choose also N = Na so that for any t ≥ (N − 1)a,
(1.8.14) ΠtU2δ(Oj) ⊂ Uδ/4(Oj) for each j = 1, ..., ℓ.
Let El be a maximal
(
la/ε, Cρ, ε,ΓD(l), D0
)
-separated set where D ⊂ D0 ∈
Duε (z, α, ρ, C3) as before. Set
ΓUD(l) = ∪v∈ElUεD0(la/ε, v, Cρ),
then for ε small enough,
D0 ⊃ ΓUD(l) ⊃ ΓD(l).
We claim that there exists β > 0 such that if Cρ ≤ δ/4 then for all small ε,
(1.8.15) mD
(
ΓUD(l) ∩
∞⋃
j=l+N
ΓUD(j)
) ≤ e−β/εmD(ΓUD(l)).
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Indeed, let T = {γ ∈ C0,Na : γ0 ∈ U2δ(Oιn(i)), γt1 ∈ U3δ/4(Oιn(i)) for some t1 ∈
[0, Na] and γt 6∈ Uδ/2(Oιn(i)) for all t ∈ [0, Na]
}
. Then by (1.8.14) and the lower
semicontinuiti of the functional S0,Na we obtain that
(1.8.16) inf
{
S0,Na(γ) : γ ∈ T
}
= η > 0.
Since by Lemma 1.3.2(ii) and (iii) for any w ∈ D˜(t, v) = ΦtεUεD0(t, v, Cρ) the dis-
tance |π1w− π1Φtεv| has the order of ε we conclude from (1.8.13) and (1.8.16) that
for each v ∈ ΓD(l),
r0,Na
(
Zεv˜ ,Ψ
η
0,Na(z˜)
) ≥ δ/8 for any v˜ ∈ D˜(la/ε, v) ∩ Φla/εε ∪∞j=l+N ΓUD(j).
Hence, by (1.7.11) and Lemma 1.3.6 it follows that for any v ∈ ΓD(l) and all ε
small enough,
mD0
(
UεD0(la/ε, v, Cρ) ∩
∞⋃
j=l+N
ΓUD(j)
) ≤ e−η/2εmD0(UεD0(la/ε, v, Cρ))
and since UεD0(la/ε, v, Cρ/2) are disjoint for different v ∈ El we apply Lemma 1.3.6
once more and obtain (1.8.15).
Set QD(n) = HD(n, α)∩GD(n) \HD(n+1, α)∩GD(n+1). Applying (1.8.12)
with n = 1 to each D˜ = D˜(la/ε, v), v ∈ El and using Lemma 1.3.6 we derive also
that
(1.8.17) mD
(
ΓUD(l) ∩QD(n)
) ≤ e−β/εmD0(ΓUD(l))
for some β > 0 and all small ε. By (1.8.17) we can write
mD(QD(n)) =
∑
Σεi (n,−α)≤l≤Σεi (n,α)mD
(
ΓD(l) ∩QD(n)
) ≤(1.8.18)∑
Σεi (n,−α)≤l≤Σεi (n,α)mD
(
ΓUD(l) ∩QD(n)
) ≤ e−β/ε∑1≤l≤Σεi (n,α)mD0(ΓUD(l)).
Observe that for any finite measure µ, measurable sets A1, A2, ... and integers
k,N > 0,
(1.8.19)
kN∑
l=1
µ(Ai) =
N∑
j=1
(
µ(∪k−1i=0 Aj+ik) +
k−2∑
i=0
µ(Aj+iN ∩
k−1⋃
r=i+1
Aj+rN )
)
which follows applying µ(A ∪ A˜) = µ(A) + µ(A˜) − µ(A ∩ A˜) to A = Aj+iN and
A˜ = ∪k−1r=i+1Aj+rN for i = 0, 1, ..., k − 2. Applying (1.8.19) for µ = mD0 and
Al = Γ
U
D(l) it follows from (1.8.15) that
kN∑
l=1
mD0
(
ΓUD(l)
) ≤ NmD0(D0) + e−β/ε kN∑
l=1
mD0
(
ΓUD(l)
)
,
i.e. for any k ∈ N,
kN∑
l=1
mD0
(
ΓUD(l)
) ≤ (1 − e−β/ε)−1NmD0(D0).
This together with (1.8.12) and (1.8.18) complete the induction step and proves
(1.2.32) and (1.2.33) for D and mD in place of W and m. Finally, as before we
complete the proof of Theorem 1.2.7 by choosing discs D to be small balls on the
(extended) local unstable manifolds Wux (w, ̺), w ∈ W which together with the
Fubini theorem enables us to extend the estimates to W and m as required in
(1.2.32) and (1.2.33). 
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1.9. Averaging in difference equations
For readers convenience we start this section with the setup and necessary tech-
nical results from [52] refering there for the corresponding proofs. These results
are similar to Section 1.3 and we refer the reader also to [54] where more details of
proofs can be found than in [52] and though [54] deals only with the continuous time
case the corresponding discrete time proofs can be obtained, essentially, by simpli-
fication. We will discuss below mainly the Axiom A case since the corresponding
proofs for expanding transformations can be obtained, essentially, by simplification
of the same arguments, roughly speaking, by ignoring the stable direction.
As in Section 1.3 we will use the representations ξ = ξX + ξW of vectors
ξ ∈ T (Rd ×M) = Rd ⊕ TM, the norms |‖ξ|‖ and the distances dM and d(·, ·)
on M and on Rd ×M, respectively. It is known (see [39]) that the hyperbolic
splitting TΛxM = Γ
s
x ⊕ Γux over Λx can be continuously extended to the splitting
TWM = Γsx ⊕ Γux over W which is forward invariant with respect to DFx and
satisfies exponential estimates (1.3.1) with a uniform in x ∈ X exponent κ > 0.
Moreover, by [70] (see also [16]) we can choose these extensions so that Γsx(w) and
Γux(w) will be Ho¨lder continuous in w and C
1 in x in the corresponding Grassmann
bundle. Actually, since W is contained in the basin of each attractor Λx, any point
w ∈ W belongs to the stable manifold W sx (v) of some point v ∈ Λx (see [13]),
and so we choose naturally Γsx(w) to be the tangent space to W
s
x (v) at w. Now
each vector ξ ∈ Tx,w(X ×W) = TxX ⊕ TwW can be represented uniquely in the
form ξ = ξX + ξs + ξu with ξX ∈ TxX , ξs ∈ Γsx(w), and ξu ∈ Γux(w). For each
small ε, α > 0 set Cu(ε, α) = {ξ ∈ T (X × W) : ‖ξs‖ ≤ εα−2‖ξu‖ and ‖ξX ‖ ≤
εα−1‖ξu‖} and Cux,w(ε, α) = Cu(ε, α) ∩ Tx,w(X × W) which are cones around Γu
and Γux(w), respectively. Similarly, we define Cs(ε, α) = {ξ ∈ T (X ×W) : ‖ξu‖ ≤
εα−2‖ξs‖ and ‖ξX ‖ ≤ εα−1‖ξs‖} and Cux,w(ε, α) = Cu(ε, α) ∩ Tx,w(X × W) which
are cones around Γs and Γsx(w), respectively. The corresponding version of Lemma
1.3.1 is proved in [52] and the discrete time versions of Lemmas 1.3.2 and 1.3.3
follow in the same way as in [54]. Let, again, Duε (z, α, ρ, C) be the set of all C1
embedded nu−dimensional closed discs D ⊂ X × W such that z ∈ D, TD ⊂
Cu(ε, α) and if v ∈ ∂D then Cρ ≤ dD(v, z) ≤ C2ρ. For D ∈ Duε (z, α, ρ, C) and
z = (x, y) ∈ D ⊂ X ×W set UεD(n, z, ̺) = {z˜ ∈ D : max0≤k≤n dD(Φkεz,Φkε z˜) ≤ ̺}
and let π1 : X × W → X and π2 : X × W → W be natural projections on the
first and second factors, respectively. The same proof as in [54] yields the following
discrete time version of Proposition 1.3.4.
1.9.1. Proposition. For any ρ, C, b > 0 with C large and Cρ small enough there
exists a positive function ζb,ρ,T (∆, s, ε) satisfying (1.3.7) such that for any x, x
′ ∈
X , y ∈ W , n ≥ n1, k ≤ Tε − n, β ∈ Rd, |β| ≤ b, D ∈ Duε ((x, y), α, ρ, C), z ∈ D and
V = UεD(t, z, Cρ) ⊂ D we have
∣∣∣∣ 1k log ∫V exp〈β,∑n+k−1j=n B(x′, Y εv (j))〉dmD(v) + 1k log Juε (n, z)(1.9.1)
−PFπ1zn (〈β,B(x′, ·)〉+ ϕuπ1zn)
∣∣∣∣ ≤ ζb,ρ,T (εk,min(k, (log 1ε )λ), ε)
where zn = Φ
n
ε z and λ ∈ (0, 1).
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Next, observe that the results of Section 1.4 above are so general that they
work both for the continuous and the discrete time case. Now, we will discuss the
discrete time version of Lemma 1.5.1.
1.9.2. Lemma. Let xi, x˜i ∈ X , i = 0, 1, ..., N, 0 = t0 < t1 < ... < tN−1 < tN = T,
∆ = max0≤i≤N−1(ti+1 − ti), ξi = (xi − xi−1)(ti − ti−1)−1, n(t) = max{j ≥ 0 : t ≥
tj}, ψ(t) = x˜n(t) and
(1.9.2) Ξεj(v, x) = ([ε
−1tj ]− [ε−1tj−1])−1
∑
[ε−1tj−1]≤k≤[ε−1tj ]
B(x, Y εv (k)).
Set for t = εn ∈ [0, T ], n ∈ N,
(1.9.3) Zε,ψv,x (t) = x+ ε
∑
0≤k<n
B(ψ(εk), Y εv (k))
and for t ∈ [nε, (n+ 1)ε),
(1.9.4) Zε,ψv,x (t) = (n+ 1− t/ε)Zε,ψv,x (εn) + (t/ε− n)Zε,ψv,x (ε(n+ 1)).
Then ∣∣Ξεj(v, xj−1)− (tj − tj−1)−1(Zεv(tj)− Zεv(tj−1))∣∣ ≤ K∣∣Zεv(tj−1)− xj−1∣∣(1.9.5)
+ 12K
2(tj − tj−1) +Kε(4 +KT +KT 2 + T |π1v|+ |xj−1|),
sup0≤s≤t
∣∣Zε,ψv,x (s)− ψ(s)∣∣ ≤ |x− x0|+max0≤j≤n(t) |xj − x˜j |(1.9.6)
+2ε(K +max1≤i≤N |ξi|) +K∆+ n(t)∆max1≤j≤n(t)
∣∣Ξεj(v, x˜j−1)− ξj ∣∣
and
(1.9.7) sup
0≤s≤t
∣∣Zεv(s)−Zε,ψv,x (s)∣∣ ≤ eKt(4Kε+ |π1v−x|+Kt sup
0≤s≤t
∣∣Zε,ψv,x (s)−ψ(s)∣∣)
where, recall, Zεv(s) = X
ε
v(s/ε) and π1v = z ∈ X if v = (z, y) ∈ X ×M.
Proof. The proof of (1.9.5) and (1.9.6) is strightforward using the definitions
(1.9.2)–(1.9.4) in the same way as the proof of (1.5.2) and (1.5.3) only the integrals
in the latter case should be replaced by the corresponding sums in the former one.
The estimate (1.9.7) follows in the same way as (1.5.4) only the use of the standard
Gronwall inequality in the latter proof should be replaced by the discrete time
version of the Gronwall inequality as in Lemma 4.20 of [25]. 
Now the proof of the discrete time version of Proposition 1.5.2 and of the
remaining part of the proof of large deviations bounds (1.2.16) and (1.2.17) for
the discrete time case proceeds almost verbatim as the corresponding continuous
time proofs in Section 1.5. Observe that in the discrete time case the functionals
S0T are given again by (1.2.13) with Ix(ν) defined by (1.2.8) where F
1
x = Fx and
ϕu(x) is given by (1.2.34). The property of I-functionals described in Lemma 1.6.1
follows directly in the discrete time case via conjugation since we do not have to
deal with the time change here. Other auxiliary results of Section 1.6 are derived in
the discrete time case exactly in the same way as there. The proof of the discrete
time versions of Theorems 1.2.5 and 1.2.7 under the corresponding assumptions
goes through exactly in the same way as its continuous time counterpart in Section
1.6 yielding the assertion of Theorem 1.2.10. 
Next, we exhibit computations demonstrating a discrete time version of The-
orem 1.2.7 for simple examples. The maps Fx in both examples have the form
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Fxy = 3y+ x (mod 1) where x ∈ R1 and y ∈ [0, 1] but by identifying the end points
of the unit interval we view Fx as expanding maps of the circle T
1. The function
B from (1.1.10) is given in the first example by
B(x, y) = x(x2 − 4)(1− x2) + 50 sin 2πy.
Hence, we are dealing here with the maps Φε : R
1 × T1 → R1 × T1 defined by
Φε(x, y) =
(
x+ ε(x(x2 − 4)(1− x2) + 50 sin 2πy), 3y + x (mod 1)).
All maps Fx preserve the normalized Lebesgue measure Leb on T
1 and it is the
SRB measure µSRBx for each Fx in this simple case. The averaged equation (1.1.11)
for Z¯(t) = X¯ε(t/ε) has here the form
dZ¯(t)
dt
= B¯(Z¯(t)),
where B¯(x) = x(x2 − 4)(1− x2). The one dimensional vector field B¯(x) has three
attracting fixed points O1 = 2,O2 = 0,O3 = −2 and two repelling fixed points 1
and −1. In order to apply the discrete time version of Theorem 1.2.7 (i.e. Theorem
1.2.10) to this example we have to verify that B is complete at the fixed points
−2,−1, 0, 1, 2 of the averaged system. Since at these points Fx coincides with the
map y → 3y(mod 1) we can take the periodic orbits 1/8, 3/8 and 5/8, 7/8 of the
latter and notice that the average of sin 2πy along the former is 1/
√
2 and along
the latter −1/√2 which yields completness of B at zeros of B¯.
According to the corresponding part of Theorem 1.2.10 which is a discrete time
version of Theorem 1.2.7 the transitions between O1,O2, and O3 are determined
by Rij , i, j = 1, 2, 3 which are obtained via the functionals S0t(γ) given by (1.2.13).
Even here these functionals are not easy to compute though their main ingredients
the functionals Ix(ν) from (1.2.8) are given now by the simple formula
Ix(ν) =
{
ln 3− hν(F 1x ) if ν is Fx-invariant
∞ otherwise
and the set of Fx-invariant measures can be reasonably described since all Fx’s
are conjugate to the simple map y → 3y (mod 1). We plot below the histogram
of a single orbit of the slow motion Xεx,y(n), n = 0, 1, 2, ..., 10
9 with ε = 10−3 and
the initial values x = 0, y = 0.001. The histogram shows that most of the points
of the orbit stay near the attractors O1, O2 and O3 and Xεx,y(n) hops between
basins of attraction of these points. The form of the histogram indicates (according
to Theorem 1.2.7) the equality R21 = R23 and in this case Theorem 1.2.7 (or its
discrete time version) cannot specify whether the slow motion exits from the basin
of O2 to the basin of O1 or to the basin of O3. Observe that Theorem 1.2.7 is an
asymptotical as ε → 0 result and it takes an exponential in 1/ε time for a typical
orbit to exit from the basin of one attractor and to hop to the basin of another
one. Hence, the computations should be done for small ε and exponentially long
in 1/ε orbits which is time consuming, so we put a big coefficient in front of sin
which makes this exponent smaller. Of course, it is hard to be absolutely sure
that ε in our computations is small enough and the number of iterates is large
enough to demonstrate faithfully the real situation in this case but we found that
our histograms are rather robust, for instance, their shapes have the same form for
ε = 10−3 when the number of iterates ranges from 108 to, at least, 1011 and various
initial conditions were checked, as well.
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Figure 1.9.1. Symmetrical basins case
Our second example differs from the first one only in B which is given now by
B(x, y) = x(x2 − 4)(1− x)(1.5 + x) + 50 sin 2πy.
Here the averaged system has the same attracting fixed points O1 = 2,O2 = 0,O3 =
−2 but one of two repelling fixed points moves from −1 to −3/2. This makes the
basin of attraction of −2 smaller while the left interval of the basin of attraction of 0
becomes larger. The latter leads to the inequality R23 > R21 which according to the
discrete time version of Theorem 1.2.7 makes it more difficult for the slow motion to
exit to the left from the basin ofO2 than to the right. As in the first example in order
to apply the latter result we have to check that B is complete at all zeros of B¯ but
since we did this already for all integer points it remains to verify completness only
for x = −3/2 which follows since sin 2πy equals 1 and −1 at two fixed points 1/4 and
3/4 of F−3/2, respectively. In the histogram here we plot Xεx,y(n), n = 0, 1, 2, ..., 10
9
with ε = 10−3 and the initial values x = −2, y = 0.001. In compliance with the
discrete time version of Theorem 1.2.7 the histogram demonstrates that the slow
motion leaves the basin of O3 and after arriving at the basin of O2 it exits mostly
to the basin of O1, and so the slow motion hops mostly between basins of O1 and
O2 staying most of the time in small neighborhoods of these points.
1.10. Extensions: stochastic resonance
The scheme for the stochastic resonance type phenomenon described below is
a slight modification of the model suggested by M.Freidlin (cf. [29]) and it can be
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Figure 1.9.2. Asymmetrical basins case
demonstrated in the setup of three scale systems
dW ε,δ(t)
dt = δεA(W
ε,δ(t), Xε,δ(t), Y ε,δ(t))
dXε,δ(t)
dt = εB(W
ε,δ(t), Xε,δ(t), Y ε,δ(t))(1.10.1)
dY ε,δ(t)
dt = b(W
ε,δ(t), Xε,δ(t), Y ε,δ(t)),
W ε,δ = W ε,δw,x,y, X
ε,δ = Xε,δw,x,y, Y
ε,δ = Y ε,δw,x,y with initial conditions W
ε,δ(0) = w,
Xε,δ(0) = x and Y ε,δ(0) = y. We assume that W ε,δ ∈ Rl, Xε,δ ∈ Rd
while Y ε,δ evolves on a compact nM-dimensional C
2 Riemannian manifold M
and the coefficients A, B, b are bounded smooth vector fields on Rl, Rd and
M, respectively, depending on other variables as parameters. The solution of
(1.10.1) determines the flow of diffeomorphisms Φtε,δ on R
l × Rd ×M acting by
Φtε,δ(w, x, y) = (W
ε,δ
w,x,y(t), X
ε,δ
w,x,y(t), Y
ε,δ
w,x,y(t)). Taking ε = δ = 0 we arrive at the
(unperturbed) flow Φt = Φt0,0 acting by Φ
t(w, x, y) = (w, x, F tw,xy) where F
t
w,x is
another family of flows given by F tw,xy = Yw,x,y(t) with Y = Yw,x,y = Y
0,0
w,x,y which
are solutions of
(1.10.2)
dY (t)
dt
= b(w, x, Y (t)), Y (0) = y.
It is natural to view the flow Φt as describing an idealized physical system where
parameters w = (w1, ..., wl), x = (x1, ..., xd) are assumed to be constants of motion
while the perturbed flow Φtε,δ is regarded as describing a real system where evolution
of these parameters is also taken into consideration but unlike the averaging setup
(1.1.1) we have now two sets of parameters moving with very different speeds.
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Set W˜ ε,δ(t) =W ε,δ( tδε ), X˜
ε,δ(t) = Xε,δ( tδε ), Y˜
ε,δ(t) = Y ε,δ( tδε ), and pass from
(1.10.1) to the equations in the new time
dW˜ ε,δ(t)
dt = A(W˜
ε,δ(t), X˜ε,δ(t), Y˜ ε,δ(t))
dX˜ε,δ(t)
dt = δ
−1B(W˜ ε,δ(t), X˜ε,δ(t), Y˜ ε,δ(t))(1.10.3)
dY˜ ε,δ(t)
dt = (δε)
−1b(W˜ ε,δ(t), X˜ε,δ(t), Y˜ ε,δ(t)).
Assume that the equation (1.10.1) satisfy the assumptions similar to Assump-
tions 1.2.1, 1.2.2, 1.2.6 together with other corresponding conditions appearing
in the setup of Theorem 1.2.7 (with Rl × Rd in place of Rd), in particular, that
F tw,xy = Y
0,0
w,x,y(t), w ∈ Rl, x ∈ Rd form a compact set of flows in the C2 topology
with C2 dependence on w, x and for all w, x they are Axiom A flows in a neighbor-
hood W which contains a basic hyperbolic attractor Λw,x for F tw,x and W itself is
contained in the basin of each Λw,x. Set
(1.10.4) B¯w(x) = B¯(w, x) =
∫
B(w, x, y)dµSRBw,x (y)
where µSRBw,x is the SRB measure for F
t
w,x and let X¯
(w) be the solution of the averaged
equation
(1.10.5)
dX¯(w)(t)
dt
= B¯w(X¯
(w)(t)).
First, we apply averaging and large deviations estimates in averaging from the
previous section to two last equations in (1.10.3) freezing the slowest variable w
(i.e. taking for a moment δ = 0). Namely, set Xˆε(t) = Xε,0w,x,y(t/ε) and Yˆ
ε(t) =
Y ε,0w,x,y(t/ε) so that
dXˆε(t)
dt = B(w, Xˆ
ε(t), Yˆ ε(t))(1.10.6)
dYˆ ε(t)
dt = ε
−1b(w, Xˆε(t), Yˆ ε(t)).
Suppose for simplicity that l = d = 1 (i.e. bothW ε,δ and Xε,δ are one dimensional)
and that the solution X¯(w)(t) of (1.10.5) has the limit set consisting of two attracting
points O1 and O2, which for simplicity we assume to be independent of w, and a
repelling fixed pointOw0 depending on w and separating their basins. As an example
of B¯ we may have in mind B¯w(x) = (x − w)(1 − x2),−1 < w < 1. Let Sw0T (γ) be
the large deviations rate functional for the system (1.10.6) defined in (1.2.13) and
set for i, j = 1, 2,
(1.10.7) Rij(w) = inf{Sw0T (γ) : γ ∈ C0T , γ0 = Oi, γT = Oj , T ≥ 0}
(cf. with Rij in Theorem 1.2.7). Set
(1.10.8) A¯i(w) =
∫
A(w,Oi, y)dµSRBw,Oi(y)
and assume that for all w,
(1.10.9) A¯1(w) < 0 and A¯2(w) > 0
which means in view of the averaging principle (see Theorem 1.2.3 and the following
it discussion) that W ε,δw,x,y(t) decreases (increases) while X
ε,δ
w,x,y(t) stays close to O1
(to O2) for ”most” y’s with respect to the Riemannian volume on M restricted to
W .
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The following statement suggests a ”nearly” periodic behavior of the slowest
motion.
1.10.1. Conjecture. Suppose that there exist strictly increasing and decreasing
functions w−(r) and w+(r), respectively, so that
R12(w−(r)) = R21(w+(r)) = r
and w−(λ) = w+(λ) = w∗ for some λ > 0 while w−(r) < w∗ < w+(r) for r < λ.
Assume that δ → 0 and ε→ 0 in such a way that
(1.10.10) lim
ε,δ→0
ε ln(δε) = −ρ > −λ.
Then for any w, x there exists t0 > 0 so that the slowest motion W˜
ε,δ
w,x,y(t+t0), t ≥ 0
converges weakly (as ε, δ → 0 so that (1.10.10) holds true) as a random process on
the probability space (W ,mW) (where mW is the normalized Riemannian volume
on W) to a periodic function ψ(t), ψ(t+ T ) = ψ(t) with
T = T (ρ) =
∫ w+(ρ)
w−(ρ)
dw
|A¯1(w)| +
∫ w+(ρ)
w−(ρ)
dw
|A¯2(w)| .
The argument supporting this conjecture goes as follows. Set Wˇ ε,δ(t) =
W ε,δ(t/ε), Xˇε,δ(t) = Xε,δ(t/ε) and Yˇ ε,δ(t) = Y ε,δ(t/ε) which satisfy
dWˇ ε,δ(t)
dt = δA(Wˇ
ε,δ(t), Xˇε,δ(t), Yˇ ε,δ(t))
dXˇε,δ(t)
dt = B(Wˇ
ε,δ(t), Xˇε,δ(t), Yˇ ε,δ(t))(1.10.11)
dYˇ ε,δ(t)
dt = ε
−1b(Wˇ ε,δ(t), Xˇε,δ(t), Yˇ ε,δ(t)).
Since Wˇ ε,δ moves much slower than Xˇε,δ we can freeze the former and in place
of (1.10.11) we can study (1.10.6). Applying the arguments of Theorem 1.2.7 to
the pair Xˆ, Yˆ from (1.10.6) we conclude by (1.2.30) that the intermediate motion
X˜ε,δ most of the time stays very close to either O1 or O2 before it exits from the
corresponding basin, and so in view of an appropriate averaging principle (which
follows, for instance, from Theorem 1.2.3) on bounded time intervals the slowest
motion W˜ ε,δ mostly stays close to the corresponding averaged motion determined
by the vector fields A¯1 and A¯2 given by (1.10.4). When X˜
ε,δ is close to O1 the
slowest motion W˜ ε,δ decreases until w = w−(ρ) where R12(w) = ρ. In view of
(1.2.29) and the scaling (1.10.10) between ε and δ, a moment later R12(w) becomes
less than ρ and X˜ε,ρ jumps immediately close to O2. There A¯2(w) > 0, and so
W˜ ε,δ starts to grow until it reaches w = w+(ρ) where R21(w) = ρ. A moment later
R21(w) becomes smaller than ρ and in view of (1.2.29) the intermediate motion
X˜ε,δ jumps immediately close to O1. This leads to a nearly periodic behavior of
W˜ ε,δ. In order to make these arguments precise we have to deal here with an
additional difficulty in comparison with the two scale setup considered in previous
sections since now the large deviations S-functionals from Theorem 1.2.3 and the
R-functions describing adiabatic fluctuations and transitions of Theorems 1.2.5 and
1.2.7 depend on another very slowly changing parameter. Still, the technique of
Sections 1.7 and 1.8 above applied on time intervals where changes in the w-variable
can be neglected should work here but the details of this approach have not been
worked out yet.
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On the other hand, when the fast motion Y ε,δ does not depend on the slow
motions, i.e. when the coefficient b in (1.10.1) depend only on the coordinate y
(but not on w and x), then the above arguments can be made precise without
much effort. Indeed, we can obtain estimates for transition times τε(1) and τε(2)
of Xε,δ(t/ε) between neighborhoods of O1 and O2 as in Theorem 1.2.7 applying the
latter to Xˆε and Yˆ ε from (1.10.6) with freezed w-variable. This is possible since
the method of Proposition 1.7.1 requires us to make large deviations estimates,
essentially, only for probabilities m{v ∈ D : kT ≤ τv(i) < (k + 1)T }, i.e. on
bounded time intervals, and then combine them with the Markov property type
arguments. During such times the slowest motion W ε,δ can move only a distance
of order δT . Thus freezing w and using the Gronwall inequality for the equation of
Xε in order to estimate the resulting error we see that the latter is small enough for
our purposes. Observe, that it would be much more difficult to justify freezing w in
the coefficient b of Y ε, if we allow the latter to depend on w, since a strightforward
application of the Gronwall inequality there would yield an error estimate of an
exponential in 1/ε order which is comparable with 1/δ. Still, it may be possible
to take care about the general case using methods of Sections 1.4 and 1.5 since we
produce large deviations estimates there by gluing large deviations estimates on
smaller time intervals where the x-variable (and so, of course, w-variable) can be
freezed. Next, set
W ε,δ,iw,y (t) = w + δε
∫ t
0
A(W δ,ε,iw (s),Oi, Y (s))ds
where now Y does not depend on ε and δ. Then by (1.10.1) together with the
Gronwall inequality we obtain that
|W ε,δw,x,y(t)−W ε,δ,iw,y (t)| ≤ LδεeδεLt
∫ t
0
|Xε,δw,x,y(s)−Oi|ds
where L is the Lipschitz constant of A. If x belongs to the basin Oi then according
to Theorem 1.2.7 Xˆε, and so also Xε,δ, stays most of the time near Oi up to its
exit from the basin of the latter which yields according to the above inequality that
W ε,δ stays close to W ε,δ,i during this time. But now we can employ the averaging
principle for the pairW ε,δ,i(t), Y (t) which sais thatW ε,δ,i(t) stays close on the time
intervals of order 1/δε to the averaged motion W¯ ε,δ,iw (t) defined by
W¯ ε,δ,iw (t) = w +
∫ t
0
A¯i(W¯
ε,δ,i
w (s))ds
and in view of (1.10.9), W¯ ε,δ,1w (t) decreases while W¯
ε,δ,2
w (t) increases which leads to
the behavior described in Conjecture 1.10.1.
A similar conjecture can be made under the corresponding conditions for the
discrete time case determined by a three scale difference system of equations of the
form
W ε,δ(n+ 1)−W ε,δ(n) = εδA(W ε,δ(n), Xε,δ(n), Y ε,δ(n)), W ε,δ(0) = w,
Xε,δ(n+ 1)−Xε,δ(n) = εB(W ε,δ(n), Xε,δ(n), Y ε,δ(n)), Xε,δ(0) = x,(1.10.12)
Y ε,δ(n+ 1) = FW ε,δ(n),Xε,δ(n)Y
ε,δ(n), Y ε,δ(0) = y
where A and B are smooth vector functions and Fw,x : M→M is a smooth map
(a diffeomorphism or an endomorphism). We obtain an example where discrete
time versions of conditions of Conjecture 1.10.1 hold true setting, for instance,
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A(w, x, y) = x cos 2πw+sin 2πy, B(w, x, y) = (x−w)(1−x2)+sin 2πy and Fw,xy =
3y + x+ w (mod 1).
1.11. Young measures approach to averaging
This section deals with the averaging principle and a bit with the correspond-
ing large deviations in the sense of convergence of Young measures and I thank
K.Gelfert for asking me about Young measures applications in averaging and for
indicating to me the paper [3].
Let µ belongs to the space P(Rd×M) of probability measures on Rd×M and
consider the Young measure (which is a map from a measure space to a space of
measures, see [3]) ζε from ([0, T ]× Rd ×M, ℓT × µ) to P(Rd ×M) defined by
ζε(t, x, y) = δXεx,y(t/ε),Y εx,y(t/ε)
where ℓT is the Lebesgue measure on [0, T ], δw is the unit mass at w, and X
ε, Y ε
are solutions of (1.1.1) on the product P(Rd×M). We assume that for all x, z ∈ Rd
and y, v ∈M the coefficients b and B satisfy
|B(x, y)|+ |b(x, y)| ≤ K and(1.11.1)
|B(x, y)−B(z, v)|+ |b(x, y)− b(z, v)| ≤ K(|x− z|+ dM(y, v))
for some L > 0 independent of x, y, z, v. Of course, we could require the Lipschitz
continuity and the boundedness conditions (1.11.1) only in some open domain as
in Section 1.2 but we can always extend these vector fields to the whole Rd keeping
these properties intact.
Suppose that µ ∈ P(Rd ×M) has a disintegration
(1.11.2) dµ(x, y) = dµx(y)dλ(x), λ ∈ P(Rd)
such that for each Lipschitz continuous function g on M and any x, z ∈ Rd,
(1.11.3) |
∫
gdµx −
∫
gdµz| ≤ KL(g)|x− z|
for some KL > 0 depending only on L where L(g) is both a Lipschitz constant of
g and it also bounds |g|. Set
(1.11.4) B¯(x) =
∫
B(x, y)dµx(y)
then by (1.11.1) and (1.11.3), B¯ is bounded and Lipschitz continuous, and so there
exists a unique solution X¯ε(t) = X¯εx(t) of (1.1.3). For any bounded continuous
function g on Rd ×M define
Egε (t, δ) =
{
(x, y) ∈ Rd ×M : ∣∣1
t
∫ t
0
g(x, Y εx,y(u))du − g¯(x)
∣∣ > δ}
where g¯(x) =
∫
g(x, y)dµx(y).
By the definition (see [3]), the Young measures ζε converge as ε → 0 to the
Young measure ζ0 defined by
ζ0(t, x, y) = δZ¯x(t) × µZ¯x(t) ∈ P(Rd ×M),
Z¯x(t) = X¯
ε
x(t/ε), if for any bounded continuous function f on [0, T ]× Rd ×M,∫ T
0
f(s,Φs/εε (x, y))ds→
∫ T
0
f¯(s, Z¯x(s))ds as ε→ 0.
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The following result provides a verifiable (in some interesting cases) criterion for
even stronger convergence.
1.11.1. Theorem. Let µ ∈ P(Rd ×M) has the disintegration (1.11.2) satisfying
(1.11.3). Then
(1.11.5) lim
ε→0
∫
Rd
∫
M
sup
0≤t≤T
∣∣ ∫ t
0
(
f(s,Φs/ε(x, y))− f¯ (s, Z¯x(s))
)
ds
∣∣dµx(y)dλ(x) = 0
for any bounded continuous function f = f(t, x, y) on [0, T ]×Rd×M where f¯(t, x) =∫
f(t, x, y)dµx(y) if and only if for each N ∈ N and any finite collection g1, ..., gN
of bounded Lipschitz continuous functions on Rd×M there exists an integer valued
function n = n(ε)→∞ as ε→ 0 such that for any δ > 0 and l = 1, ..., N ,
(1.11.6) lim
ε→0
max
0≤j<n(ε)
µ{Φ−jt(ε)ε Eglε (t(ε), δ)} = 0,
where t(ε) = Tεn(ε) and, recall, Φ
t
ε(x, y) = (X
ε
x,y(t), Y
ε
x,y(t)).
Proof. First, we prove that (1.11.5) implies (1.11.6). Let g1, ..., gN be
bounded Lipschitz continuous functions on Rd ×M and set
(1.11.7) ρε,lx,y(t) = ε
∫ t
0
(
gl(X
ε
x,y(s), Y
ε
x,y(s)) − g¯l(X¯εx(s))
)
ds.
If
ρε,lx,y = sup
0≤t≤T/ε
|ρε,lx,y(t)|
then by (1.11.5) for each l = 1, ..., N ,
(1.11.8) ρεl =
∫
Rd
∫
M
ρε,lx,ydµ(x, y)→ 0 as ε→ 0.
Choose an integer valued function n(ε)→∞ as ε→ 0 so that
(1.11.9) n(ε) max
1≤l≤N
ρεl → 0 as ε→ 0
and let t(ε) = T/εn(ε). Set xεk = X
ε
x,y(kt(ε)), y
ε
k = Y
ε
x,y(kt(ε)) and x¯
ε
k = X¯
ε
x(kt(ε)),
k = 0, 1, .... Then by (1.11.7),
(1.11.10)
ρε,lx,y((j + 1)t(ε))− ρε,lx,y(jt(ε)) = ε
∫ t(ε)
0
(
gl(X
ε
xεj ,y
ε
j
(u), Y εxεj ,yεj (u))− g¯l(X¯
ε
x¯εj
(u))
)
du.
By (1.11.1),
ε
∣∣ ∫ t(ε)
0
(
gl(X
ε
xεj ,y
ε
j
(u), Y εxεj ,yεj (u))− gl(xεj , Y εxεj ,yεj (u))
)
du
∣∣(1.11.11)
≤ εLl
∫ t(ε)
0 |Xεxεj ,yεj (u)− xεj |du ≤ LlL(εn(ε))2
where Ll is the Lipschitz constant of gl. Similarly, by (1.11.1) and (1.11.3),
(1.11.12) ε
∣∣ ∫ t(ε)
0
(
g¯l(X¯
ε
x¯εj
(u))− g¯l(x¯εj)
)
du
∣∣ ≤ (Ll +KLl)K(εt(ε))2
and
(1.11.13) |g¯l(x¯εj)− g¯l(xεj)| ≤ (Ll +KLl)|x¯εj − xεj | ≤ (Ll +KLl)ρεx,y.
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It follows from (1.11.10)–(1.11.13) that∣∣ 1
t(ε)
∫ t(ε)
0 gl(x
ε
j , Y
ε
xεj ,y
ε
j
(u))du− g¯l(xεj)
∣∣(1.11.14)
≤ TK(2Ll +KLl)/n(ε) + (Ll +KLl + 2T−1n(ε))ρεx,y.
Given δ > 0 choose εδ > 0 such that for all ε ≤ εδ and l = 1, ..., N ,
TK(2Ll +KLl)/n(ε) ≤ δ/2.
Then by (1.11.14),
Φ−jt(ε)ε Eglε (t(ε), δ) ⊂ Aε(δ) =
{
(x, y) ∈ Rd×M : (Ll+KLl+2T−1n(ε))ρε,lx,y > δ/2
}
.
By Chebyshev’s inequality
(1.11.15) µ(Aε(δ)) ≤ 2
δ
(Ll +KLl + 2T
−1n(ε))ρεl .
By (1.11.9) the right hand side of (1.11.15) tends to 0 as ε→ 0 yielding (1.11.6).
Next, we derive (1.11.5) from (1.11.6). Since f in (1.11.5) is a bounded function
and λ is a probability measure it is easy to see that it suffices to prove (1.11.5) when
the integration in x there is restricted to compact subsets of Rd. But if we integrate
in (1.11.5) in x running over a compact set G ⊂ Rd then by (1.1.1) and (1.11.1),
(1.11.16) sup
0≤s≤T
dist
(
Xεx,y(s/ε), G
) ≤ KT,
i.e. both Zεx,y(s) = X
ε
x,y(s/ε) and Z¯x(s) belong to the KT−neighborhood GKT of
the set G when x ∈ G and s ∈ [0, T ]. On [0, T ]× GKT ×M we can approximate
f uniformly by Lipschitz continuous functions. Thus, in place of (1.11.5) it suffices
to show that for any compact set G ⊂ Rd and a bounded Lipschitz continuous
function f on [0, T ]×GKT ×M with a Lipschitz constant L = L(f) in all variables,
(1.11.17)
lim
ε→0
ε
∫
G
∫
M
sup
0≤t≤T/ε
∣∣ ∫ t
0
(
f(εs,Xεx,y(s), Y
ε
x,y(s))−f¯(εs, X¯εx(s))
)
ds
∣∣dµx(y)dλ(x) = 0.
By (1.11.2), (1.11.3) and (1.11.4),
ε
∣∣ ∫ t
0
(
f(εs,Xεx,y(s), Y
ε
x,y(s)) − f¯(εs, X¯εx(s))
)
ds
∣∣(1.11.18)
≤ ε∣∣ ∫ t0 (f(εs,Xεx,y(s), Y εx,y(s))− f¯(εs,Xεx(s)))ds∣∣
+(L+KL)T sup0≤s≤T/ε |Xεx(s)− X¯εx(s)|.
Since (1.11.6) holds true also for g = B, it follows from Theorem 2.1 of [54] that
(1.11.19) lim
ε→0
∫
G
∫
M
sup
0≤s≤T/ε
|Xεx(s)− X¯εx(s)|dµ(x, y) = 0,
and so we have only to deal with the first absolute value in the right hand side of
(1.11.18). As before set xεk = X
ε
x,y(kt(ε)), y
ε
k = Y
ε
x,y(kt(ε)), x¯
ε
k = X¯
ε
x(kt(ε)) and fix
a large N ∈ N. Let l = l(j) = [εjt(ε)N/T ] = [jN/n(ε)] then by (1.11.1), (1.11.2)
and (1.11.3),
ε
∣∣ ∫ t(ε)
0
(
f(εjt(ε) + εu,Xεxεj ,yεj (u), Y
ε
xεj ,y
ε
j
(u))(1.11.20)
−f(lT/N, xεj , Y εxεj ,yεj (u))
)
ds
∣∣ ≤ LT 2/Nn(ε)
+Lε
∫ t(ε)
0 |Xεxεj ,yεj (u)− xεj |du ≤ LT 2/Nn(ε) + LT 2(1 +K)(n(ε))−2
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and
ε
∣∣ ∫ t(ε)
0
(
f¯(εjt(ε) + εu,Xεxεj ,yεj (u))− f¯(lT/N, xεj))du
∣∣(1.11.21)
≤ LT 2/Nn(ε) + T 2(L+KL+KKL)(n(ε))−2.
Now using (1.11.20), (1.11.21) and assuming that |f | ≤ Lˆf for some constant Lˆf > 0
we obtain
ε sup0≤t≤T/ε
∣∣ ∫ t
0
(
f(εs,Xεx,y(s), Y
ε
x,y(s))− f¯(εs,Xεx,y(s))
)
ds
∣∣(1.11.22)
≤ 2Lˆfεt(ε) + ε
∑n(ε)−1
j=0
∣∣ ∫ (j+1)t(ε)
jt(ε)
(
f(εs,Xεx,y(s), Y
ε
x,y(s))− f¯(εs, X¯εx(s))
)
ds
∣∣
≤ 2Lˆfεt(ε) + ε
∑n(ε)−1
j=0
∣∣ ∫ t(ε)
0
(
f(εjt(ε) + εs,Xεxεj ,yεj (s), Y
ε
xεj ,y
ε
j
(s))
−f¯(εjt(ε) + εs,Xεxεj ,yεj (s))
)
ds
∣∣
≤ 2LT 2/N + 2(LˆfT + T 2(L +KL+KKL))/n(ε)
+εt(ε)
∑N−1
l=0
∑
ln(ε)/N≤j<(l+1)n(ε)/N,j≤n(ε)
∣∣ 1
t(ε)
∫ t(ε)
0
f(lT/N, xεj , Y
ε
xεj ,y
ε
j
(s))ds
−f¯(lT/N, xεj)
∣∣ ≤ 2LT 2/N + 2(LˆfT + T 2(L+KL+KKL))/n(ε)
+εt(ε)n(ε)δ + 2Lˆfεt(ε)
∑N−1
l=0
∑
ln(ε)/N≤j<(l+1)n(ε)/N,j≤n(ε) IEflε (t(ε),δ)(x
ε
j , y
ε
j )
where fl(z, v) = f(lT/N, z, v). Integrating against µ both parts of (1.11.22) over
G×M we obtain
ε
∫
G
∫
M
sup0≤t≤T/ε
∣∣ ∫ t
0
(
f(εs,Xεx,y(s), Y
ε
x,y(s))(1.11.23)
−f¯(εs,Xεx,y(s))
)
ds
∣∣dµ(x, y) ≤ 2(LˆfT + T 2(L +KL+KKL))/n(ε)
+2LT 2/N + Tδ + 2Lˆf max0≤l≤N−1 ηl(ε, δ)
where
ηl(ε, δ) = max
0≤j≤n(ε)−1
µ
{
(G×M) ∩ Φ−jt(ε)ε Eflε (t(ε), δ)
}
.
By the assumption there exists an integer valued function n(ε)→∞ as ε→ 0 such
that (1.11.6) holds true for all g = f0, f1, ..., fN−1 and then max0≤l≤N−1 ηl(ε, δ)→
0 as ε → 0. Hence, letting first ε → 0, then δ → 0 and, finally, N → 0 we
obtain (1.11.17) in view of (1.11.18) and (1.11.19), completing the proof of Theorem
1.11.1. 
Observe that (1.11.5) holding true for all bounded continuous functions is, in
principle, stronger than the averaging principle in the form (1.11.19) since the latter
is equivalent to (1.11.5) with f = B. In fact, if we require (1.11.6) only for one
function g = B then in the same way as in the proof of Theorem 1.11.1 above
we conclude that (1.11.6) is equivalent to (1.11.19) if we consider the latter over
all compacts G ⊂ Rd (which was proved earlier in Theorem 2.1 of [54]). Still,
the main interesting classes of systems, we are aware of, for which (1.11.5) holds
true are the same for which (1.11.19) is satisfied though it is easy to construct
examples of (somewhat degenerate) right hand sides b and B in (1.1.1) for which
(1.11.19) holds true but (1.11.5) fails (since in the latter we require convergence for
all functions f and in the former only for f = B).
Set
Eg0 (t, δ) =
{
(x, y) ∈ Rd ×M : ∣∣1
t
∫ t
0
g(x, Fux y)du− g¯(x)
∣∣ > δ}
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where, recall, Fux y = Yx,y(u) and Y (u) satisfies (1.1.2). In the same way as Corollary
3.1 in [54] we obtain
1.11.2. Corollary. Suppose that there exists an integer valued function n = n(ε)→
∞ as ε→ 0 such that t(ε) = T (εn(ε))−1 = o(log(1/ε)) and for any δ > 0 and each
bounded Lipschitz continuous function g = g(x, y) on Rd ×M,
(1.11.24) lim
ε→0
max
0≤j<n(ε)
µ{Φ−jt(ε)ε Eg0 (t(ε), δ)} = 0.
Then (1.11.6) is also satisfied, and so (1.11.5) holds true.
In the same way as in [54] we obtain that (1.11.24) holds true in the Anosov
theorem setup when µx is an F
t
x-invariant measure which is ergodic for λ-almost
all x, where λ is the normalized Lebesgue measure on a large compact in Rd, and
µx(U) =
∫
U
q(x, y)dm(y) with q(x, y) > 0 differentiable in x and y. Furthermore,
in the same way as in Theorem 2.4 of [54] or similarly to Theorem 2.4 of [56]
we conclude that (1.11.6) and (1.11.24) hold true under Assumptions 1.2.1 and
1.2.2. Moreover, employing the method of [56] the result can be extended to some
partially hyperbolic systems.
Observe that under Assumptions 1.2.1 and 1.2.2 we can obtain also large devi-
ations bounds in the form (1.2.16) and (1.2.17) for
Z˜εx,y(t) =
∫ t
0
f(s,Xεx,y(s/ε), Y
ε
x,y(s/ε))ds
with the functional
S˜0T (γ˜) = inf
{
S0T (γ) : S0T (γ) =
∫ T
0 Iγt(νt)dt,
γ˙t = B¯νt(γt), γ˜t =
∫ t
0
f¯νs(s, γs)ds ∀t ∈ [0, T ]
}
, f¯ν(s, x) =
∫
f(s, x, y)dν(y),
where f is a bounded Lipschitz continuous vector function. This can be done
deriving first an estimate similar to Proposition 1.3.4 for f(εs, x′, Y εv (s)) in place of
B(x′, Y εv (s)) there, which should follow in the same way as the proof of Proposition
4.4 of [54], and proceeding similarly to Sections 1.4 and 1.5 above. Of course,
analogous results can be obtained in the discrete time setup of difference equations
(1.1.10).

Part 2
Markov Fast Motions
2.1. Introduction
Many real systems can be viewed as a combination of slow and fast motions
which leads to complicated double scale equations. Already in the 19th century in
applications to celestial mechanics it was well understood (though without rigorous
justification) that a good approximation of the slow motion can be obtained by
averaging its parameters in fast variables. Later, averaging methods were applied
in signal processing and, rather recently, to model climate–weather interactions (see
[35], [18], [36] and [51]). The classical setup of averaging justified rigorously in [12]
presumes that the fast motion does not depend on the slow one and most of the work
on averaging treats this case only. On the other hand, in real systems both slow and
fast motions depend on each other which leads to the more difficult fully coupled
case which we study here. This setup emerges, in particular, in perturbations of
Hamiltonian systems which leads to fast motions on manifolds of constant energy
and slow motions across them.
It is natural to view double scale models as describing physical systems
considered as perturbations of an idealized one which depends on parameters
x = (x1, ..., xd) ∈ Rd assumed to be constants (integrals) of motion. In Part 2
we suppose that the evolution of this idealized sistem is described by certain family
of Markov processes Yx(t) = Yx,y(t) = Yx,y(t, ω), Yx,y(0) = y on a separable metric
space M. In the perturbed system parameters start changing slowly in time and
we assume that the corresponding slow motion Xε(t) = Xεx,y(t) = X
ε
x,y(t, ω) is
described by an ordinary differential equations in Rd having the form
(2.1.1)
dXε(t)
dt
= εB(Xε(t), Y ε(t)), Xε(0) = x, Y ε(0) = y
where B : Rd×M→ Rd is Lipschitz continuous and the fast motion Y ε(t) = Y εx,y(t)
evolves onM, it depends, in general, on the slow one and tends to Yx,y(t) as ε→ 0.
Usually, Y ε(t) is determined by certain equations, in general, coupled with (2.1.1)
which means that their coefficients depend on the slow motion Xε(t).
Assume that a nonrandom limit
(2.1.2) B¯(x) = lim
T→∞
T−1
∫ T
0
B(x, Yx,y(t))dt
exists in some sense, it ”essentially” does not depend on y and it depends Lipschitz
continuously on x. Then there exists a unique solution X¯ε = X¯εx of the averaged
equation
(2.1.3)
dX¯ε(t)
dt
= εB¯(X¯ε(t)), X¯ε(0) = x.
The averaging principle suggests that often
(2.1.4) lim
ε→0
sup
0≤t≤T/ε
|Xεx,y(t)− X¯εx(t)| = 0
in some sense. If unperturbed motions Y εx,y = Yy do not depend on the slow
variables x and Y εx,y = Yy then the averaged principle holds true under quite general
circumstances but when the fast motion depends on the slow one (coupled case)
the situation becomes more complicated and approximation of Xεx,y by X
ε
x in the
weak or the average sense was justified under some conditions in[44] and [76]. An
extension of the averaging principle in the sense of convergence of Young measures
is discussed in Section 2.10 below.
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In this work we are interested in large deviations bounds for probabilities that
the time changed slow motion Zε(t) = Xε(t/ε) belongs to various sets of curves
which leads, in particular, to exponential bounds of the form
(2.1.5) P
{
sup
0≤t≤T
|Zεx,y(t)− Z¯εx(t)| > δ} ≤ e−κ/ε, κ, δ > 0
where Z¯x(t) = X¯
ε
x(t/ε) satisfies
(2.1.6)
dZ¯εx(t)
dt
= εB¯(Z¯εx(t)), Z¯
ε
x(0) = x.
When the fast motion do not depend on the slow one such results were obtained
in [28] and [30] but the coupled case was dealt with much later in [77] though
(as we indicated this to the author) the proof there contained a vicious circle and
substantial gaps which, essentially, were fixed recently in [78]. Still, [78] is rather
difficult to follow and we find it useful to provide a precise and consistent exposition
of this important result which also deals with a more general case including fast
motions being random evolutions whose extreme partial cases are diffusions and
finite Markov chains with continuous time. Moreover, we go beyond bounded time
large deviations and describe the adiabatic behaviour of the slow motion Zε on
exponentially large in 1/ε time intervals such as its exits from a domain of attraction
and transitions between attractors of the averaged system (2.1.6). We observe that
essentially the same proof yields the same results for a bit more general case when
both B in 2.1.1 and the coefficients of the random evolutions in the next section
depend also Lipschitz continuously on ε.
We consider also the discrete time case where (2.1.1) is replaced by a difference
equation of the form
(2.1.7) Xε(n+ 1)−Xε(n) = εB(Xε(n), Y ε(n)), Xε(0) = Xεx = x
where B(x, y) is the same as in (2.1.1) and the fast motion Y ε(n) = Y εx,y(n), n =
0, 1, ..., , Y ε(0) = y is a perturbation of a family Yx,y(n), n ≥ 0 of Markov chains
parametrized by x ∈ Rd. For somewhat less general discrete time situation large
diviations bounds were obtained in [34] by a simpler approach but in our more
general situation we can rely only on methods similar to the continuous time case.
Moreover, unlike [34] we go farther and study also very long time ”adiabatic”
behaviour of the slow motion similar to the continuous time case and illustrate
some of the results by computer simulations for simple models.
The strategy and many of arguments in Part 2 are rather similar to Part 1
where deterministic chaotic fast motions such as Anosov and Axiom A systems
were considered. Still, in view of the heavy dynamical systems background and
machinery Part 1 is hardly accessible for most of probabilists. By this reason we
give full proofs here refering to Part 1 only for proofs of some general results on
large deviations, rate functionals and some others which do not rely on the specific
dynamical systems setup.
2.2. Preliminaries and main results
We will assume that right hand side of (2.1.1) is bounded and Lipschitz con-
tinuous, i.e. for some K > 0,
(2.2.1) sup
x,y
|B(x, y)| ≤ K and |B(x, y)−B(z, v)| ≤ K(|x− z|+ dM(y, v))
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where dM is the metric on M. Our large deviations estimates will be derived
under the following general assumption on the fast motion which is satisfied, as we
explain it below, for random evolutions which are Markov processes with switching
at random times between a finite number of diffusion processes.
2.2.1. Assumption. There exist a convex differentiable in β and Lipschitz con-
tinuous in other variables function H(x, x′, β) defined for all β ∈ Rd and for x, x′
from the closure X¯ of a relatively compact open connected set X ⊂ Rd and a positive
function ζb,T (∆, s, ε) satisfying
(2.2.2) lim sup
∆→0
lim sup
ε→0
lim sup
s→∞
ζb,T (∆, s, ε) = 0
such that for all t > 0, x, x′ ∈ X¯ , y ∈M and |β| ≤ b,∣∣ 1
t logE exp〈β,
∫ t
0 B
(
x′, Y εx,y(s)
)
ds〉(2.2.3)
−H(x, x′, β)∣∣ ≤ ζb,T (εt,min(t, (log 1/ε)λ), ε)
where λ ∈ (0, 1) and 〈·, ·〉 is the inner product.
Set
(2.2.4) L(x, x′, α) = sup
β∈Rd
(
< α, β > −H(x, x′, β)),
H(x, β) = H(x, x, β) and L(x, α) = L(x, x, α). Since H(x, h′, 0) = 0 then
L(x, x′, α) ≥ 0. In view of Assumption 2.2.1 and standard convex analysis du-
ality results (see [2] and [69]) L(x, x′, α) is (strictly) convex, lower semicontinuous
and we have also that
(2.2.5) H(x, x′, β) = sup
α∈Rd
(
< α, β > −L(x, x′, α)).
It follows also from Assumption 2.2.1 that
(2.2.6) |H(x, x′, β)| ≤ K|β|.
Since H(x, h′, 0) = 0 by (2.2.6) and L(x, x′, α) is lower semicontinuous then it
follows from (2.2.5) that there exists a unique αx,x′ ∈ Rd such that
(2.2.7) L(x, x′, αx,x′) = 0.
Set αx = αx,x. If αx = α(x) depends Lipschitz continuously in x then we can define
the averaged motion X¯ε = X¯εx in this general setup as the solution of the ordinary
differential equation
(2.2.8)
dX¯ε(t)
dt
= α(X¯ε(t)) Xε(0) = x.
Denote by C0T the space of continuous curves γt = γ(t), t ∈ [0, T ] in X which is the
space of continuous maps of [0, T ] into X . For each absolutely continuous γ ∈ C0T its
velocity γ˙t can be obtained as the almost everywhere limit of continuous functions
n(γt+n−1 − γt) when n→∞. Hence γ˙t is measurable in t, and so we can set
(2.2.9) S0T (γ) =
∫ T
0
L(γt, γ˙t)dt
Define the uniform metric on C0T by
r0T (γ, η) = sup
0≤t≤T
|γt − ηt|
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for any γ, η ∈ C0T . Set Ψa0T (x) = {γ ∈ C0T : γ0 = x, S0T (γ) ≤ a}. Since L(x, α)
is lower semicontinuous and convex in α and, in addition, L(x, α) = ∞ if |α| > K
it follows that the conditions of Theorem 3 in Ch.9 of [40] are satisfied as we can
choose a fast growing minorant of L(x, α) required there to be zero in a sufficiently
large ball and to be equal, say, |α|2 outside of it. As a result we conclude that S0T
is lower semicontinuous functional on C0T with respect to the metric r0T , and so
Ψa0T (x) is a closed set which plays a crucial role in the large deviations arguments
below. Set Xt = {x ∈ X : infz∈∂X |x− z| ≥ 2Kt}.
2.2.2. Theorem. Suppose that (2.2.1) and Assumption 2.2.1 hold true. Set
Zεx,y(t) = X
ε
x,y(t/ε) and let x ∈ XT . Then for any a, δ, λ > 0 and every
γ ∈ C0T , γ0 = x there exists ε0 = ε0(x, γ, a, δ, λ) > 0 such that for ε < ε0 uni-
formly in y ∈M,
(2.2.10) P
{
r0T (Z
ε
x,y, γ) < δ
} ≥ exp{−1
ε
(S0T (γ) + λ)
}
and
(2.2.11) P
{
r0T (Z
ε
x,y,Ψ
a
0T (x)) ≥ δ
} ≤ exp{−1
ε
(a− λ)
}
.
Next, let V ⊂ X be a connected open set and put τεx,y(V ) = inf{t ≥ 0 :
Zεx,y(t) /∈ V } where we take τεx,y(V ) =∞ if Xεx,y(t) ∈ V for all t ≥ 0. The following
result follows directly from Theorem 2.2.2.
2.2.3. Corollary. Under the conditions of Theorem 2.2.2 for any T > 0 and x ∈ V,
limε→0 ε logP
{
τεx,y(V ) < T
}
= − inf {S0t(γ) : γ ∈ C0T , t ∈ [0, T ], γ0 = x, γt 6∈ V } .
The main class of Markov processes satisfying our conditions which we have in
mind consists of random evolutions on M =M × {1, ..., N} where M is a compact
n-dimensional C2 Riemannian manifold and the unperturbed parametric family of
Markov processes Yx,y(t) is the pair Yx,v,k(t) = (Yˆx,v,k(t), νx,v,k(t)) governed by the
stochastic differential equations
(2.2.12) dYˆx,v,k(t) = σνx,v,k(t)
(
x, Yˆx,v,k(t)
)
dwt + bνx,v,k(t)
(
x, Yˆx,v,k(t)
)
dt
where Yˆx,v,k(0) = v, νx,v,k(0) = k and for all 1 ≤ i, j ≤ N, i 6= j,
(2.2.13)
P
{
νx,v,k(t+∆) = j
∣∣νx,v,k(t) = i, Yˆx,v,k(t) = w} = qij(x,w)∆ + o(∆) as∆ ↓ 0.
We assume that qkl(x,w), k, l = 1, ..., N are bounded positive C
1 functions,
σk(x, v)σ
∗
k(x, v) = ak(x, v) =
(
aijk (x, v), i, j = 1, ..., n
)
is a C1 field of positively
definite symmetric matrices on M , bk(x, v) =
(
b1k(x, v), ..., b
n
k (x, v)
)
is a C1 vector
field and all functions are defined and satisfy the above properties for v ∈ M and
x belonging to an open neighborhood of X¯ . Here wt is the Brownian motion and
the equation (2.2.12) is written in local coordinats. Observe that the existence and
some properties of such Markov processes are discussed in [71]. The generator Lx
of the Markov process (Yˆx(t), νx(t)) is the operator acting on C
2 vector functions
f = (f1, ..., fN ) on M by the formula
(2.2.14) (Lxf)k(y) = Lxkfk(y) +
N∑
l=1
qkl(x, y)
(
fl(y)− fk(y)
)
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where Lxk is the elliptic second order differential operator
(2.2.15) Lxk =
1
2
〈ak(x, ·)∇,∇〉+ 〈bk(x, ·),∇〉.
Now, the perturbed fast motion Y ε = (Yˆ ε, νε) satisfies
(2.2.16)
dYˆ εx,v,k(t) = σνεx,v,k(t)
(
Xεx,v,k(t), Yˆ
ε
x,v,k(t)
)
dwt + bνεx,v,k(t)
(
Xεx,v,k(t), Yˆ
ε
x,v,k(t)
)
dt,
Xεx,v,k(0) = x, Y
ε
x,v,k(0) = v, ν
ε
x,v,k(0) = k and
P
{
νεx,v,k(t+∆) = j
∣∣νεx,v,k(t) = i,Xεx,v,k(t) = z, Yˆ εx,v,k(t) = w}(2.2.17)
= qij(x,w)∆ + o(∆) as ∆ ↓ 0 for all 1 ≤ i, j ≤ N, i 6= j
where Xε is given by (2.1.1) with B(x, y) = B(x, v, k) = Bk(x, v), y = (v, k)
smoothly depending on x and v, so that the triple (Xε(t), Y ε(t), νε(t)) is a Markov
processes. The following result which will be proved in Section 2.4 claims, in par-
ticular, that random evolutions above satisfy Assumption 2.2.1
2.2.4. Proposition. For the process Yx(t) = (Yˆx(t), νx(t)) defined by (2.2.12) and
(2.2.13) the limit
(2.2.18) H(x, x′, β) = lim
t→∞
1
t
logE exp〈β,
∫ t
0
Bνx,v,k(s)(x
′, Yˆx,v,k(s))ds〉
exists uniformly in x, x′ ∈ X¯ , y ∈ M and |β| ≤ b, it is strictly convex and differ-
entiable in β and Lipschitz continuous in other variables, and it does not depend
under our conditions on v and k. In this circumstances the function L(x, x′, α)
given by (2.2.4) can be represented in the explicit form
(2.2.19) L(x, x′, α) = inf
{
Ix(µ) :
N∑
k=1
∫
M
Bk(x, v)dµk(v) = α
}
where
(2.2.20) Ix(µ) = − inf
u>0
N∑
k=1
∫
M
(Lxu)k
uk
dµk
and the first infinum is taken over the set P(M) of probability measures on M, i.e.
over the vector measures µ = (µ1, ..., µN ) with
∑N
k=1 µk(M) = 1, and the second
one is taken over positive vector functions u on M belonging to the domain of the
operator Lx. Clearly, Ix(µ) ≥ 0 and, furthermore, Ix(µ) = 0 if and only if µ is
the invariant measure µx = (µx1 , ..., µ
x
N ) of the Markov process Yx which is unique
in our circumstances since the Doeblin condition (see [19]) holds true here. The
vector field B¯(x) =
∫
M
B(x, y)dµx(y) =
∑N
k=1
∫
M
Bk(x, v)dµk(v) is C
1 in x, and
so we can define the averaged motion X¯ε = X¯εx by
(2.2.21)
dX¯ε(t)
dt
= εB¯(X¯ε(t)), Xε(0) = x.
Hence, S0T (γ) = 0 if and only if γt = Z¯(t) = X¯
ε(t/ε) for all t ∈ [0, T ]. The
processes Y ε given by (2.2.16) and (2.2.17) together with the function H(x, x′, β)
satisfy Assumption 2.2.1.
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Clearly, if N = 1 above then Y ε becomes a diffusion process and if all opera-
tors Lxk are just zero then we arrive to the case of continuous time Markov chains
as fast motions which also satify all our assumptions. We observe also that both
Proposition 2.2.4 and the results below can be extended to the case when Lxk are
hypoelliptic operators satisfying natural conditions so that we could rely, in partic-
ular, on results of Section 6.3 from [22].
Suppose that the coefficients σk, bk and qij in (2.2.12) and (2.2.13) do not
depend on x. Then Y εx,y(t) = Yx,y(t) = Yy(t) is an ergodic Markov process with the
unique invariant measure µ and for any y almost surely
lim
T→∞
T−1
∫ T
0
B(x, Yy(t))dt = B¯(x) =
∫
B(x, y)dµ(y)
and by standard general results on the uncoupled averaging (see [72]) it follows
that for any y almost surely
(2.2.22) sup
0≤t≤T
|Xεx,y(t/ε)− X¯εx(t/ε)| → 0 as ε→ 0.
In the fully coupled case (i.e. when ak, bk, qij depend on x) Theorem 2.2.2 implies
in the case of fast motions given by (2.2.16) and (2.2.17) that for each δ > 0 there
is α(δ) > 0 such that for all small ε,
(2.2.23) P{ sup
0≤t≤T
|Xεx,y(t/ε)− X¯εx(t/ε)| > δ} ≤ e−α(δ)/ε
which means, in particular, that in this case we have in (2.2.22) convergence in
probability. Examples from [11] show that, in general, in the fully coupled setup
we do not have convergence in (2.2.22) with probability one though in some cases
such convergence can be derived from (2.2.23) if the derivatives of Xε and Y ε in ε
grow subexponentially in 1/ε on time intervals of order 1/ε (see Remark 2.3.6).
In the following assertions we assume always that the fast motions are obtained
by means of (2.2.12) and (2.2.13) so that we could rely on (2.2.18)–(2.2.20) though,
in principle, it is possible to impose some general conditions on functions L(x, α)
which would enable us to proceed with our arguments.
Precise large deviations bounds such as (2.2.10) and (2.2.11) of Theorem 2.2.2
are crucial in our study in Sections 2.6 and 2.7 of the ”very long”, i.e. exponential
in 1/ε, time ”adiabatic” behaviour of the slow motion. Namely, we will describe
such long time behavior of Zε in terms of the function
R(x, z) = inf
t≥0,γ∈C0t
{S0t(γ) : γ0 = x, γt = z}
under various assumptions on the averaged motion Z¯. Observe that R satisfies the
triangle inequality R(x1, x2) + R(x2, x3) ≥ R(x1, x3) for any x1, x2, x3 ∈ X and it
determines a semi metric on X which measures ”the difficulty’” for the slow motion
to move from point to point in terms of the functional S.
Introduce the averaged flow Πt on Xt by
(2.2.24)
dΠtx
dt
= B¯(Πtx), x ∈ Xt
where B¯(z) is the same as in (2.2.21) and set B¯µ(z) =
∫
M
B(z, y)dµ(y) =∑N
k=1
∫
M Bk(x, v)dµk(v) for any probability measure µ = (µ1, ..., µN ) on M =
M × {1, ..., N}. Call a Πt-invariant compact set O ⊂ X an S-compact if for any
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η > 0 there exist Tη ≥ 0 and an open set Uη ⊃ O such that whenever x ∈ O and
z ∈ Uη we can pick up t ∈ [0, Tη] and γ ∈ C0t satisfying
γ0 = x, γt = z and S0t(γ) < η.
It is clear from this definition that R(x, z) = 0 for any pair points x, z of an S-
compact O and by the above triangle inequality for R we see that R(x, z) takes on
the same value when z ∈ X is fixed and x runs over O. We say that the vector
field B on X ×M is complete at x ∈ X if the convex set of vectors {βB¯µ(x) : β ∈
[0, 1], µ ∈ P(M), Ix(µ) <∞} contains an open neigborhood of the origin in Rd. It
follows by Lemma 1.6.2 in Part 1 that if O ⊂ X is a compact Πt-invariant set such
that B is complete at each x ∈ O and either O contains a dense orbit of the flow
Πt (i.e. Πt is topologically transitive on O) or R(x, z) = 0 for any x, z ∈ O then O
is an S-compact. Moreover, to ensure that O is an S-compact it suffices to assume
that B is complete already at some point of O and the flow Πt on O is minimal,
i.e. the Πt-orbits of all points are dense in O or, equivalently, for any η > 0 there
exists T (η) > 0 such that the orbit {Πtx, t ∈ [0, T (η)]} of length T (η) of each point
x ∈ O forms an η-net in O which is equivalent to minimality of the flow Πt on O
(see [79]). The latter condition obviously holds true when O is a fixed point or a
periodic orbit of Πt but also, more generally, when Πt on O is uniquely ergodic (see
[79]).
A compact Πt-invariant set O ⊂ X is called an attractor (for the flow Πt) if
there is an open set U ⊃ O and tU > 0 such that
ΠtU U¯ ⊂ U and lim
t→∞
dist(Πtz,O) = 0 for all z ∈ U.
For an attractor O the set V = {z ∈ X : limt→∞ dist(Πtz,O) = 0}, which is
clearly open, is called the basin (domain of attraction) of O. An attractor which is
also an S-compact will be called an S-attractor .
In what follows we will speak about connected open sets V with piecewise
smooth boundaries ∂V . The latter can be introduced in various ways but it will
be convenient here to adopt the definition from [17] saying that ∂V is the closure
of a finite union of disjoint, connected, codimension one, extendible C1 (open or
closed) submanifolds of Rd which are called faces of the boundary. The extendibility
condition means that the closure of each face is a part of a larger submanifold of
the same dimension which coincides with the face itself if the latter is a compact
submanifold. This enables us to extend fields of normal vectors to the boundary of
faces and to speak about minimal angles between adjacent faces which we assume
to be uniformly bounded away from zero or, in other words, angles between exterior
normals to adjacent faces at a point of intersection of their closures are uniformly
bounded away from π and −π. The following result which will be proved in Section
2.6 describes exits of the slow motion from neighborhoods of attractors of the
averaged motion.
2.2.5. Theorem. Let O ⊂ X be an S-attractor of the flow Πt whose basin contains
the closure V¯ of a connected open set V with a piecewise smooth boundary ∂V such
that V¯ ⊂ X and assume that for each z ∈ ∂V there exists ̟ = ̟(z) > 0 and a
probability measure η = ηz with Iz(ηz) <∞ such that
(2.2.25) z + sB¯(z) ∈ V but z + sB¯η(z) ∈ Rd \ V¯ for all s ∈ (0, ̟],
i.e. B¯(z) 6= 0, B¯η(z) 6= 0 and the former vector points out into the interior while
the latter into the exterior of V . Set R∂(z) = inf{R(z, z˜) : z˜ ∈ ∂V } and ∂min(z) =
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{z˜ ∈ ∂V : R(z, z˜) = R∂(z)}. Then R∂(z) takes on the same value R∂ and ∂min(z)
coincides with the same compact nonempty set ∂min for all z ∈ O while R∂(x) ≤ R∂
for all x ∈ V . Furthermore, for any x ∈ V uniformly in y ∈M,
(2.2.26) lim
ε→0
ε logEτεx,y(V ) = R∂ > 0
and for each α > 0 there exists λ(α) = λ(x, α) > 0 such that uniformly in y ∈ M
for all small ε > 0,
(2.2.27) P
{
e(R∂−α)/ε > τεx,y(V ) or τ
ε
x,y(V ) > e
(R∂+α)/ε
} ≤ e−λ(α)/ε.
Next, set
Θεv(t) = Θ
ε,δ
v (t) =
∫ t
0
IV \Uδ(O)(Z
ε
v(s))ds
where Uδ(O) = {z ∈ X : dist(z,O) < δ} and IΓ(z) = 1 if z ∈ Γ and = 0, otherwise.
Then for any x ∈ V and δ > 0 there exists λ(δ) = λ(x, δ) > 0 such that uniformly
in y ∈M for all small ε > 0,
(2.2.28) P
{
Θεx,y(τ
ε
x,y(V )) ≥ e−λ(δ)/ετεx,y(V )
} ≤ e−λ(δ)/ε.
Finally, for every x ∈ V and δ > 0,
(2.2.29) lim
ε→0
P
{
dist
(
Zεx,y(τ
ε
x,y(V )), ∂min
) ≥ δ} = 0
provided R∂ <∞ and the latter holds true if and only if for some T > 0 there exists
γ ∈ C0T , γ0 ∈ O, γT ∈ ∂V such that γ˙t = B¯νt(γt) for Lebesgue almost all t ∈ [0, T ]
with νt ∈ Mγt then R∂ <∞.
Theorem 2.2.5 asserts, in particular, that typically the slow motion Zε performs
rare (adiabatic) fluctuations in the vicinity of an S-attractor O since it exists from
any domain U ⊃ O with U¯ ⊂ V for the time much smaller than τε(V ) (as the
corresponding number R∂ = R∂U will be smaller) and by (2.2.28) it can spend
in V \ Uδ(O) only small proportion of time which implies that Zε exits from U
and returns to Uδ(O) (exponentially in 1/ε) many times before it finally exits V .
We observe that in the much simpler uncoupled setup corresponding results in the
case of O being an attracting point were obtained for a continuous time Markov
chain as a fast motion in [28] but the proofs there rely on the lower semicontinuity
of the function R which does not hold true in general, and so extra conditions
like S-compactness of O or, more specifically, the completness of B at O should
be assumed there, as well. It is important to observe that the intuition based on
diffusion type small random perturbations of dynamical systems should be applied
with caution to problems of large deviations in averaging since the S-functional of
Theorem 2.2.2 describing them is more complex and have rather different properties
than the corresponding functional emerging in diffusion type random perturbations
of dynamical systems (see [30]). The reason for this is the deterministic nature of
the slow motion Zε which unlike a diffusion can move only with a bounded speed
and, moreover, even in order to ensure its ”diffusive like” local behaviour (i.e. to let
it go in many directions) some extra nondegeneracy type conditions on the vector
field B are required.
Our next result describes rare (adiabatic) transitions of the slow motion Zε
between basins of attractors of the averaged flow Πt which we consider now in the
whole Rd and impose certain conditions on the structure of its ω-limit set.
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2.2.6. Assumption. Assumption 2.2.1 holds true for X = Rd, the families
aijk (x, ·), i, j = 1, ..., n
)
and bk(x, ·) =
(
b1k(x, ·), ..., bnk (x, ·)
)
of matrix and vector
fields are compact sets in the C1 topology,
(2.2.30) ‖B(x, y)‖C2(Rd×M) ≤ K
for some K > 0 independent of x, y and there exists r0 > 0 such that
(2.2.31)
(
x,B(x, y)
) ≤ −K−1 for any y ∈M and |x| ≥ r0.
The condition (2.2.31) means that outside of some ball all vectors B(x, y) have
a bounded away from zero projection on the radial direction which points out to
the origin. This condition can be weakened, for instance, it suffices that
lim
d→∞
inf{R(x, z) : dist(x, z) ≥ d} =∞
but, anyway, we have to make some assumption which ensure that the slow motion
stays in a compact region where really interesting dynamics takes place.
Next, suppose that the ω-limit set of the averaged flow Πt is compact and
it consists of two parts, so that the first part is a finite number of S-attractors
O1, ...,Oℓ whose basins V1, ..., Vℓ have piecewise smooth boundaries ∂V1, ..., ∂Vℓ and
the remaining part of the ω-limit set is contained in ∪1≤j≤ℓ∂Vj . We assume also
that for any z ∈ ∩1≤i≤k∂Vji , k ≤ ℓ there exist ̟ = ̟(z) > 0 and probability
measures η1, ..., ηk such that I(ηi) <∞, i = 1, ..., k and
(2.2.32) z + sB¯ηi(z) ∈ Vji for all s ∈ (0, ̟] and i = 1, ..., k,
i.e. B¯ηi(z) 6= 0 and it points out into the interior of Vji which means that from
any boundary point it is possible to go to any adjacent basin along a curve with
an arbitrarily small S-functional. Let δ > 0 be so small that the δ-neighborhood
Uδ(Oi) = {z ∈ X : dist(z,Oi) < δ} of each Oi is contained with its closure in the
corresponding basin Vi. For any x ∈ Vi set
τεx,y(i) = τ
ε,δ
x,y(i) = inf
{
t ≥ 0 : Zεx,y(t) ∈ ∪j 6=iUδ(Oj)
}
.
In Section 2.7 we will derive the following result.
2.2.7. Theorem. The function Rij(x) = infz∈Vj R(x, z) takes on the same value
Rij for all x ∈ Oi, i 6= j. Let Ri = minj 6=i,j≤ℓ Rij. Then for any x ∈ Vi uniformly
in y ∈M,
(2.2.33) lim
ε→0
ε logEτεx,y(i) = Ri > 0
and for any α > 0 there exists λ(α) = λ(x, α) > 0 such that for all small ε > 0,
(2.2.34) P
{
e(Ri−α)/ε > τεx,y(i) or τ
ε
x,y(i) > e
(Ri+α)/ε
} ≤ e−λ(α)/ε.
Next, set
Θε,iv (t) = Θ
ε,i,δ
v (t) =
∫ t
0
IVi\Uδ(Oi)(Z
ε
v(s))ds.
Then for any x ∈ Vi and δ > 0 there exists λ(δ) = λ(x, δ) > 0 such that uniformly
in y ∈M for all small ε > 0,
(2.2.35) P
{
Θε,ix,y(τ
ε
x,y(i)) ≥ e−λ(δ)/ετεx,y(i)
} ≤ e−λ(δ)/ε.
Now, suppose that the vector field B is complete on ∂Vi for some i ≤ ℓ (which
strengthens (2.2.32) there) and the restriction of the ω-limit set of Πt to ∂Vi consists
of a finite number of S-compacts. Assume also that there is a unique index ι(i) ≤
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ℓ, ι(i) 6= i such that Ri = Riι(i). Then for any x ∈ Vi there exists λ = λ(x) > 0
such that uniformly in y ∈M for all small ε > 0,
(2.2.36) P
{
Zεx,y(τ
ε
x,y(i)) 6∈ Vι(i)
} ≤ e−λ/ε.
Finally, suppose that the above conditions hold true for all i = 1, ..., ℓ. Define
ι0(i) = i, τ
ε
v (i, 1) = τ
ε
v (i) and recursively,
ιk(i) = ι(ιk−1(i)) and τεv (i, k) = τ
ε
v (i, k − 1) + τεvε(k−1)
(
j(vε(k − 1))
)
,
where vε(k) = Φ
ε−1τεv (i,k)
ε v, j((x, y)) = j if x ∈ Vj , and set Σεi (k, a) =∑k
l=1 exp
(
(Rιl−1(i),ιl(i) + a)/ε
)
. Then for any x ∈ Vi and α > 0 there exists
λ(α) = λ(x, α) > 0 such that uniformly in y ∈ M for all n ∈ N and sufficiently
small ε > 0,
P
{
Σεi (k,−α) > τεx,y(i, k) or(2.2.37)
τεx,y(i, k) > Σ
ε
i (k, α) for some k ≤ n
} ≤ ne−λ(α)/ε
and for some λ = λ(x) > 0,
(2.2.38) P
{
Zεx,y(τ
ε
x,y(i, k)) 6∈ Vιk(i) for some k ≤ n
} ≤ ne−λ/ε.
Generically there exists only one index ι(i) such that Ri = Riι(i) and in this
case Theorem 2.2.7 asserts that Zεx,y, x ∈ Vi arrives (for ”most” y ∈ W) at Vι(i)
after it leaves Vi. If I(i) = {j : Ri = Rij} contains more than one index then
the method of the proof of Theorem 2.2.7 enables us to conclude that in this case
Zεx,y, x ∈ Vi arrives (for ”most” y ∈ W) at ∪j∈I(i)Vj after leaving Vi but now we
cannot specify the unique basin of attraction of one of Oj ’s where Zεx,y exits from
Vi. If the succession function ι is uniquely defined then it determines an order of
transitions of the slow motion Zε between basins of attractors of Z¯ and because
of their finite number Zε passes them in certain cyclic order going around such
cycle exponentially many in 1/ε times while spending the total time in a basin
Vi which is approximately proportional to e
Ri/ε. If there exist several cycles of
indices i0, i1, ..., ik−1, ik = i0 where ij ≤ ℓ and ij+1 = ι(ij) then transitions between
different cycles may also be possible. In the uncoupled case with fast motions
being continuous time Markov chains a description of such transitions via certain
hierarchy of cycles appeared without a detailed proof in [28] and [30]. In our fully
coupled setup the corresponding description does not seem to be different from
the uncoupled situation since its justification relies only on the Markov property
arguments and estimates of probabilities of transitions of Zε from Uδ(Oi) to Uδ(Oj).
Set I = {1, ..., ℓ}. Following [30] we call a graph consisting of arrows (k → l)
(k 6= i, k, l ∈ I, k 6= l) an i-graph if every point l 6= i is the origin of exactly one
arrow and the graph has no circles. Let G(i) be the set of all i-graphs. Next, choose
δ > 0 so small that U2δ(Oj) ⊂ Vj , j = 1, ..., ℓ and define stopping times σε,δx,y(0) = 0
and by induction for k ≥ 1,
σˆε,δx,y(k) = inf{t ≥ σε,δx,y(k − 1) : Zεx,y(t) 6∈ ∪1≤j≤ℓU2δ(Oj)},
σε,δx,y(k) = inf{t ≥ σˆε,δx,y(k) : Zεx,y(t) ∈ ∪1≤j≤ℓUδ(Oj)}.
Define the Markov chain
W εx,y(k) =
(
Zεx,y(σ
ε,δ
x,y(k)), Y
ε
x,y(ε
−1σε,δx,y(k))
)
which evolves on the phase space ∪1≤j≤ℓΓj where Γj = ∂Uδ(Oj)×M.
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2.2.8. Theorem. Let P (·, ·) be the transition probability of the Markov chain W ε.
Then for any β > 0 there exist δ0, ε0 > 0 such that if δ < δ0 and ε < ε0 then
(2.2.39) e(−Rij−β)/ε ≤ P ((x, y),Γj) ≤ e(−Rij+β)/ε
whenever (x, y) ∈ Γi. Furthermore, if µεW is an invariant measure of W ε on
∪1≤j≤ℓΓj then
(2.2.40) e−2β(ℓ−1)/ε
Qj
Q1 + · · ·+Qℓ ≤ µ
ε
W (Γj) ≤ e2β(ℓ−1)/ε
Qj
Q1 + · · ·+Qℓ
where
(2.2.41) Qi =
∑
g∈G(i)
exp
(− ε−1 ∑
(k→l)∈g
Rkl
)
.
Since total times spent by a Markov process in different sets are asymptotically
proportional to masses given to these sets by corresponding invariant measures then
Theorem 2.2.8 (together with Theorem 2.2.7) yields actually that the slow motion
Zε(t) spends in a basin Vj of the attractor Oj a percentage of total time approxi-
mately proportional to Qj which will be illustrated by computational examples in
Section 2.8. In fact, this description is effective only if there is a unique i0 and a
graph g ∈ G(i0) such that
∑
(k→l)∈g Rkl is minimal possible among all such sums
over all j-graphs. In this case the slow motion spends in Vi0 a proportion of time
close to one.
Next, we formulate our results for the discrete time case of difference equations
(2.1.7).
2.2.9. Assumption. There exist a convex differentiable in β and Lipschitz con-
tinuous in other variables function H(x, x′, β) defined for all β ∈ Rd and for x, x′
from the closure X¯ of a relatively compact open connected set X ⊂ Rd and a positive
function ζb,T (∆, s, ε) satisfying (2.2.2) such that for all k > 0, x, x
′ ∈ X¯ , y ∈ M
and |β| ≤ b, ∣∣ 1
k logE exp〈β,
∑k
j=1B
(
x′, Y εx,y(j)
)〉(2.2.42)
−H(x, x′, β)∣∣ ≤ ζb,T (εk,min(k, (log 1/ε)λ), ε)
where λ ∈ (0, 1) and Y εx,y(n), n = 0, 1, 2, ... appears in (2.1.7).
2.2.10. Theorem. Suppose that (2.2.1) and Assumption 2.2.9 are satisfied and
that Xε(n) = Xεx,y(n), n = 0, 1, 2, ... are given by (2.1.7). For t ∈ [n, n + 1] define
Xε(t) = (t− n)Xε(n+ 1) + (n+ 1− t)Xε(n) and set Zε(t) = Zεx,y(t) = Xεx,y(t/ε).
Then Theorem 2.2.2 and Corollary 2.2.3 hold true with the corresponding function-
als S0T .
In a bit more restricted situation Theorem 2.2.10 was proved by a simpler
method in [34].
The main model of Markov chains serving as fast motions Y ε(n), n ≥ 0, we
have in mind, is obtained in the following way. We start with a parametric family
of Markov chains Yx,y(n), n ≥ 0, Yx,y(0) = y on a compact C2 Riemannian man-
ifold M with transition probabilities P x(y,Γ) = P xy {Yx,y(1) ∈ Γ} having positive
densities px(y, z) = P x(y, dz)/m(dz) with respect to the Riemannian volume m, so
that px(y, z) is C1 in x and continuous in other variables. Next, we define Xε(n)
and Y ε(n) adding to (2.1.7) another equation
(2.2.43) P
{
Y ε(n+ 1) ∈ Γ∣∣Xε(n) = x, Y ε(n) = y} = P x(y,Γ).
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2.2.11. Proposition. Let Yx,y(n) be as above. Then the limit
(2.2.44) H(x, x′, β) = lim
k→∞
1
k
logE exp〈β,
k∑
j=1
B(x′, Yx,y(j))〉
exists uniformly in x, x′ running over a compact set and in y ∈M and it satisfies
conditions of Assumption 2.2.9. In this circumstances the functionals S0T appearing
in the large deviations estimates (2.2.10) and (2.2.11) again have the form (2.2.9)
with L(x, α) given by (2.2.19) where now
(2.2.45) Ix(µ) = − inf
u>0
∫
M
log
∫
M
px(y, v)u(v)dm(v)
u(y)
dµ(y).
Clearly, Ix(µ) ≥ 0 and, furthermore, Ix(µ) = 0 if and only if µ is the invariant
measure µx of the Markov chain Yx which is unique since the Doeblin condition (see
[19]) holds true here. The vector field B¯(x) =
∫
M
B(x, y)dµx(y) is C1 in x, and
so we can define uniquely the averaged motion X¯ε = X¯εx by (2.2.21) and, again,
S0T (γ) = 0 if and only if γt = Z¯(t) = X¯
ε(t/ε) for all t ∈ [0, T ]. Furthermore,
Y ε(n), n ≥ 0 given by (2.2.43) satisfies (2.2.42).
The existence of the limit (2.2.44) and its properties in our circumstances are
well known (see [23], [24], [46], [42], [38]) and the fact that (2.2.42) holds true
here will be explained at the beginning of Section 2.8.
2.2.12. Theorem. Let the fast motion Y ε(n) = Y εx,y(n) be constructed as above via
(2.2.43) then with the corresponding definitions of S-compacts and under similar
conditions the conclusions of Theorems 2.2.5, 2.2.7 and 2.2.8 remain true for the
corresponding slow motion Zε(t) defined in Theorem 2.2.10.
Observe, that we can easily produce a wide class of systems satisfying the
conditions of Theorems 2.2.5, 2.2.7, and 2.2.8 or Theorem 2.2.12 by setting
B(x, y) = B˜(x) + Bˆ(x, y) so that
∫
Bˆ(x, y)dµx(y) = 0 where µx is the unique
invariant measure of Yx and the vector field B˜, which becomes now the averaged
vector field B¯, has an ω-limit set satisfying conditions of the above theorems. Sim-
ple examples of this construction will be exhibited in Section 2.8 for which we also
compute historgrams indicating proportions of time the slow motion spends near
different attracting points of the averaged motion. We observe that the functional
S0T , which plays a crucial role in the above theorems, seems to be quite difficult to
compute since this leads to difficult nonclassical variational problems.
2.3. Large deviations
We will need the following version of general large deviations bounds when usual
assumptions hold true with errors. The proof is a strightforward modification of
the standard one (cf. [46]) and its details can be found in Part 1, Lemma 1.4.1.
2.3.1. Lemma. Let H = H(β), η = η(β) be uniformly bounded on compact sets
functions on Rd and {Ξτ , τ ≥ 1} be a family of Rd−valued random vectors on a
probability space (Ω,F , P ) such that |Ξτ | ≤ C < ∞ with probability one for some
constant C and all τ ≥ 1. For any a > 0 and α, β0 ∈ Rd set
(2.3.1) Lβ0a (α) = sup
β∈Rd,|β+β0|≤a
(〈β, α〉 −H(β)), La(α) = L0a(α), L(α) = L∞(α).
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(i) For any λ, a > 0 there exists τ0 = τ(λ, a, C) such that whenever for some τ ≥ τ0,
β0 ∈ Rd and each β ∈ Rd with |β + β0| ≤ a,
(2.3.2) Hτ (β) = τ
−1 logEeτ〈β,Ξτ〉 ≤ H(β) + η(β)
then for any compact set K ⊂ Rd,
(2.3.3) P{Ξτ ∈ K} ≤ exp
(−τ(Lβ0a (K)− ηβ0a − λ|β0| − λ))
where
(2.3.4) ηβ0a = sup{η(β) : |β + β0| ≤ a} and Lβ0a (K) = inf
α∈K
Lβ0a (α).
(ii) Suppose that α0 ∈ Rd, 0 < a ≤ ∞ and there exists β0 ∈ Rd such that |β0| ≤ a
and
(2.3.5) H(β0) = 〈β0, α0〉 − La(α0).
If (2.3.2) holds true then for any δ > 0,
(2.3.6) P{|Ξτ − α0| ≤ δ} ≤ exp (−τ(La(α0)− η(β0)− δ|β0|)) .
(iii) Assume that α0, β0 ∈ Rd satisfy (2.3.5). For any λ, a > 0 there exists τ0 =
τ(λ, a, C) such that whenever for some τ ≥ τ0 and each β ∈ Rd with |β| ≤ a the
inequality (2.3.2) holds true together with
(2.3.7) τ−1 logEeτ〈β,Ξτ〉 ≥ H(β)− η(β)
then for any γ, δ > 0, γ ≤ δ,
P{|Ξτ − α0| < δ} ≥ exp (−τ(L(α0) + η(β0) + γ|β0|))(2.3.8)
×
(
1− exp (− τ(L˜β0a (Kγ,C(α0))− ηa − η(β0)− λ|β0| − λ)))
where
L˜β0a (α) = La(α) − 〈β0, α〉+H(β0),
L˜β0a (K) = infα∈K L˜β0a (α), ηa = η0a, Kγ,C(α0) = UC(0) \ Uγ(α0), Uγ(α) = {α˜ :
|α˜− α| < γ} and U¯ denotes the closure of U .
The proof of the following result is also standard and can be found in Part 1,
Lemma 1.4.2.
2.3.2. Lemma. Let Sn, n = 1, 2, ... be a nondecreasing sequence of lower semicon-
tinuous functions on a metric space M and let S = limn→∞ Sn. Assume that S is
also lower semicontinuous and for any compact set K ⊂M denote
Sn(K) = inf
γ∈K
Sn(γ) and S(K) = inf
γ∈K
S(γ).
Then
(2.3.9) lim
n→∞
Sn(K) = S(K).
We will need also the following general result which will enable us to subdivide
time into small intervals freezing the slow variable on each of them so that the
estimate (2.2.3) of Assumption 2.2.1 becomes sufficiently precise and, on the other
hand, we will not change much the corresponding functionals S0T appearing in
required large deviations estimates. This result is certainly not new, it is cited in
[78] as a folklore fact and a version of it can be found in [58], p.67 while for a
complete proof we refer the reader to Part 1, Lemma 1.4.3.
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2.3.3. Lemma. Let f = f(t) be a measurable function on R1 equal zero outside
of [0, T ] and such that
∫ T
0
|f(t)|dt <∞. For each positive integer m and c ∈ [0, T ]
define fm(t, c) = f([(t+ c)∆
−1]∆− c) where ∆ = T/m and [·] denotes the integral
part. Then there exists a sequence mi → ∞ such that for Lebesgue almost all
c ∈ [0, T ],
(2.3.10) lim
i→∞
∫ T
0
|f(t)− fmi(t, c)|dt = 0.
Next we will need the following simple estimates whose proof uses the Gronwall
inequality and can be found in Part 1, Lemma 1.5.1.
2.3.4. Lemma. Let xi, x˜i ∈ X , i = 0, 1, ..., N, 0 = t0 < t1 < ... < tN−1 < tN = T,
∆ = max0≤i≤N−1(ti+1 − ti), ξi = (xi − xi−1)(ti − ti−1)−1, n(t) = max{j ≥ 0 : t ≥
tj}, ψ(t) = x˜n(t), v ∈ X ×M,
Ξεj(v, x) = (tj − tj−1)−1
∫ tj
tj−1
B(x, Y εv (s/ε))ds,
and for t ∈ [0, T ],
(2.3.11) Zε,ψv,x (t) = x+
∫ t
0
B(ψ(s), Y εv (s/ε))ds.
Then ∣∣Ξεj(v, xj−1)− (tj − tj−1)−1(Zεv(tj)− Zεv(tj−1))∣∣(2.3.12)
≤ K∣∣Zεv(tj−1)− xj−1∣∣+ 12K2(tj − tj−1),
sup0≤s≤t
∣∣Zε,ψv,x (s)− ψ(s)∣∣ ≤ |x− x0|+max0≤j≤n(t) |xj − x˜j |(2.3.13)
+K∆+ n(t)∆max1≤j≤n(t)
∣∣Ξεj(v, x˜j−1)− ξj ∣∣
and
(2.3.14) sup
0≤s≤t
∣∣Zεv(s)− Zε,ψv,x (s)∣∣ ≤ eKt(|π1v − x|+Kt sup
0≤s≤t
∣∣Zε,ψv,x (s)− ψ(s)∣∣)
where, recall, Zεv(s) = X
ε
v(s/ε) and π1v = z ∈ X if v = (z, y) ∈ X ×M.
For any x′, x′′ ∈ X and β, ξ ∈ Rd set
Lb(x
′, x′′, ξ) = sup
β∈Rd,|β|≤b
(〈β, ξ〉 −H(x′, x′′, β)),
and Lb(x, ξ) = Lb(x, x, ξ) with H(x
′, x′′, β) given by Assumption 2.2.1. The follow-
ing result is the crucial step in the proof of Theorem 2.2.2.
2.3.5. Proposition. Let xj , tj , ξj , N,∆, T and Ξ
ε
j be the same as in Lemma 2.3.4
and assume that
(2.3.15) ∆ˆ = min
0≤i≤N−1
(ti+1 − ti) ≥ ∆/3.
(i) There exist δ0 > 0, ε0(∆) > 0 and CT (b) > 0 independent of x, y, xj , x˜j , ξj
such that if δ ≤ δ0 and ε ≤ ε0(∆) then for any b > 0,
P
(
max1≤j≤N
∣∣Ξεj((x, y), x˜j−1)− ξj | < δ)(2.3.16)
≤ exp{− 1ε(∑Nj=1(tj − tj−1)Lb(x˜j−1, ξj)− ηb,T (ε,∆)− CT (b)(d+ δ))}
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where d = |x−x0|+max0≤j≤N |xj − x˜j |, ηb,T (ε,∆) does not depend on x, xj , x˜j , ξj
and
(2.3.17) lim
∆→0
lim sup
ε→0
ηb,T (ε,∆) = 0.
In particular, if for each j = 1, ..., N there exists βj ∈ Rd such that
(2.3.18) L(x˜j , ξj) = 〈βj , ξj〉 −H(x˜j , βj)
and
(2.3.19) max
1≤j≤N
|βj | ≤ b <∞
then (2.3.16) holds true with L(x˜j , ξj) in place of Lb(x˜j , ξj), j = 1, ..., N .
(ii) For any b, λ, δ, q > 0 there exist ∆0 = ∆0(b, λ, δ, q) > 0 and ε0 =
ε0(b, λ, δ, q,∆), the latter depending also on ∆ > 0, such that if ξj and βj sat-
isfy (2.3.18) and (2.3.19), max1≤j≤N |ξj | ≤ q, ∆ < ∆0 and ε < ε0 then
P
(
max1≤j≤N
∣∣Ξεj((x, y), x˜j−1)− ξj | < δ)(2.3.20)
≥ exp{− 1ε(∑Nj=1(tj − tj−1)L(x˜j−1, ξj)− ηb,T (ε,∆) + CT (b)d+ λ)}
with some CT (b) > 0 depending only on b and T .
Proof. (i) Introduce the events
Γj(r) =
{∣∣Ξj(v, x˜j−1)− ξj∣∣ < r}, j = 1, ..., N
so that we have
(2.3.21) P
{
max
1≤j≤n
∣∣Ξεj(v, x˜j−1)− ξj | < r} = P ( ∩nj=1 Γj(r)).
Now for v = (x, y) by the Markov property
P
( ∩nj=1 Γj(δ))(2.3.22)
= E I∩n−1j=1 Γj(δ)PXεx,y(tn−1ε−1),Y εx,y(tn−1ε−1)
{∣∣(tn − tn−1)−1
× ∫ tn−tn−10 B(x˜n−1, Y εXεx,y(tn−1ε−1),Y εx,y(tn−1ε−1)(s/ε))ds− ξn∣∣ < δ}.
If ω ∈ ∩n−1j=1 Γj(δ) then Xεx,y(tn−1ε−1, ω) = Zεx,y(tn−1, ω) in view of (2.3.13) and
(2.3.14) satisfies∣∣Xεx,y(tn−1ε−1, ω)− x˜n−1∣∣ ≤ dn−1 = (eKtn−1Ktn−1 + 1)(2.3.23)
×(|x− x0|+max0≤j≤n−1 |xj − x˜j |+K∆+ (n− 1)∆δ).
Since H(x′, x′′, β) is Lipschitz continuous in x′ and x′′ it follows from (2.3.22) that
(2.3.24)
∣∣H(Xεx,y(tn−1ε−1, ω), x˜n−1, β(a)n )−H(x˜n−1, β(a)n )∣∣ ≤ C(a)dn−1
provided ω ∈ ∩n−1j=1 Γj(δ) where C(a) > 0 depends only on a. In view of Assumption
2.2.1 we can estimate from above the probability in the right hand side of (2.3.22)
by means of Lemma 2.3.1(i) which together with (2.3.24) yield that
P
( ∩nj=1 Γj(δ)) ≤ P ( ∩n−1j=1 Γj(δ))(2.3.25)
× exp (− (tn−tn−1)ε (La(x˜n−1, ξn)− η˜a,T (ε,∆)− C(a)dn−1 − ra))
where η˜a,T (ε,∆) → 0 as, first, ε → 0 and then ∆ → 0. Applying (2.3.25) for
n = N,N − 1, ..., 2 and estimating P (Γ1(δ)) by means of Lemma 2.3.1(i) we derive
(2.3.16) in view of (2.3.21).
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(ii) In order to obtain (2.3.20) we rely on Assumption 2.2.1 and Lemma 2.3.1(iii)
estimating from below the probability in the right hand side of (2.3.22) which
together with (2.3.23) yield
P
( ∩nj=1 Γj(δ)) ≥ P ( ∩n−1j=1 Γj(δ))(2.3.26)
× exp (− (tn−tn−1)ε La(x˜n−1, ξn))gn,b(ε, δ, ς, σ)
where
gn,b(ε,∆, ς, σ) = exp
(
− (tn−tn−1)ε
(
η˜b,T (ε,∆) + CT (b)dn−1 + ςb
))
×
(
1− exp (− (tn−tn−1)ε (d(b)− η˜b,T (ε,∆)− σb− σ))
)
,
d(b) = min
1≤j≤N
L˜
βj
b (x˜j−1,Kς,C(ξj)), L˜βb (x,K) = infα∈K L˜
β
b (x, α),
Kς,C(α) = U¯C(0) \ Uς(α), L˜βb (x, α) = Lb(x, α) − 〈β, α〉 +H(x, β), CT (b) > 0,
and η˜b,T (ε,∆) → 0 as, first, ε → 0 and then ∆ → 0. Employing (2.3.26) for
n = N,N − 1, ..., 2 and estimating P (Γ1(δ)) by means of Lemma 2.3.1(iii) we
obtain from (2.3.21) that
P
{
max1≤j≤n
∣∣Ξεj(v, x˜j−1)− ξj | < δ}(2.3.27)
≥ exp
(
− 1ε
(∑N
j=1(tj − tj−1)L(x˜j−1, ξj) + C(ρ, δ)ε∆−1
))
×∏Nn=1 gn,b(ε,∆, ς, σ)
for some C(ρ, δ) > 0 provided, say, NC1ε∆
−1 ≤ 2TC1ε∆−2 ≤ δ2 and Tε∆−1 <
Cρ/2. Since H(x, β) is differentiable in β then
L˜(x˜j , α) = L(x˜j , α)− 〈βj , ξj〉+H(x˜j , βj) > 0
for any α 6= ξj (see Theorems 23.5 and 25.1 in [69]), and so by the lower semicon-
tinuity of L(x, α) in α (and, in fact, also in x),
L˜βj(x˜j−1,Kς,C(ξj)) = inf
α∈Kς,C(ξj)
L˜βj (x˜j−1, α) > 0.
This together with Lemma 2.3.2 yield that d(b) appearing in the definition of
gn,b(ε,∆, ς, σ) is positive provided b is sufficiently large. In fact, it follows from
the lower semicontinuity of L(x, α) that d(b) is bounded away from zero by a posi-
tive constant independent of x˜j and ξj , j = 1, ..., N if these points vary over fixed
compact sets and (2.3.18) together with (2.3.19) hold true. Now, given λ > 0
choose, first, sufficiently large b as needed and then subsequently choosing small σ
and ς , then small ∆, and, finally, small enough ε we end up with an estimate of the
form
(2.3.28) gn,b(ε,∆, ς, σ) ≥ exp
(− (tn − tn−1)
ε
(ηb,ρ,T (ε, T ) + CT (b)d+ λ)
)
where CT (b) > 0 and ηb,ρ,T (ε, T ) satisfies (2.3.17). Finally, (2.3.20) follows from
(2.3.27) and (2.3.28). 
The remaining part of the proof of Theorem 2.2.2 contains mostly some convex
analysis arguments and it repeats almost verbatim the corresponding part of the
proof of Theorem 1.2.3 in Part 1 but for readers’ convenience we exhibit it also here.
We remark that some of the details below are borrowed from [78] but we believe
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that our exposition and the way of proof are more precise, complete and easier to
follow. We start with the lower bound. Assume that S0T (γ) <∞, and so that γ is
absolutely continuous, since there is nothing to prove otherwise. Then by (2.2.9),
L(γs, γ˙s) <∞ for Lebesgue almost all s ∈ [0, T ]. By (2.2.1) and Assumption 2.2.1,
(2.3.29) H(x, β) ≤ K˜|β|
for some K˜ > 0, and so if L(γs, γ˙s) < ∞ it follows from (2.2.4) that |γ˙| ≤ K˜.
Suppose that D(Ls) = {α : L(γs, α) < ∞} 6= ∅ and let riD(Ls) be the interior
of D(Ls) in its affine hull (see [69]). Then either riD(Ls) 6= ∅ or D(Ls) (by its
convexity) consists of one point and recall that γ˙s ∈ D(Ls) for Lebesgue almost all
s ∈ [0, T ]. By (2.2.6) and (2.3.29),
(2.3.30) 0 = H(γs, 0) = inf
α∈Rd
L(γs, α).
This together with the nonnegativity and lower semi-continuity of L(γs, ·) yield
that there exists αˆs such that L(γs, αˆs) = 0 and by a version of the measurable
selection (of the implicit function) theorem (see [15], Theorem III.38), αˆs can be
chosen to depend measurably in s ∈ [0, T ]. Of course, if riD(Ls) = ∅ then D(Ls)
contains only αˆs and in this case αˆs = γ˙s for Lebesgue almost all s ∈ [0, T ]. Taking
αs = αˆs and βs = 0 we obtain
(2.3.31) L(γs, αs) = 〈βs, αs〉 −H(γs, βs).
Observe that ℓ(s, α) = L(γs, α) is measurable as a function of s and α since it
is obtained via (2.2.4) as a supremum in one argument of a family of continuous
functions, and so this supremum can be taken there over a countable dense set of
β’s. Hence, the set A = {(s, α) : s ∈ [0, T ], α ∈ D(Ls)} = ℓ−1[0,∞) is measurable,
and so the set B = A \ {(s, γ˙s), s ∈ [0, T ]} is measurable, as well. Its projection
V = {s ∈ [0, T ] : (s, α) ∈ B for someα ∈ Rd} on the first component of the product
space is also measurable and V is the set of s ∈ [0, T ] such that D(Ls) contains more
than one point. Employing Theorem III.22 from [15] we select α¯s ∈ Rd measurably
in s ∈ V and such that (s, α¯s) ∈ B. By convexity and lower semicontinuity of
L(γs, ·) it follows from Corollary 7.5.1 in [69] that
(2.3.32) L(γs, γ˙s) = lim
p↑∞
L(γs, α
(p)
s ) where α
(p)
s = (1− p−1)γ˙s + p−1α¯s.
For each δ > 0 set
nδ(s) = min{n ∈ N : |L(γs, γ˙s)− L(γs, α(n)s )|+ |γ˙s − α(n)s | < δ}.
Then, clearly, nδ(s) is a measurable function of s, and so αs = α
(δ)
s = α
(nδ(s))
s and
L(γs, αs) are measurable in s, as well. By Theorems 23.4 and 23.5 from [69] for
each αs = α
(δ)
s there exists βs = β
(δ)
s ∈ Rd such that (2.3.31) holds true. Given
δ′, λ > 0 take δ = min(δ′, λ/3) and for s ∈ [0, T ] \ V set αs = αˆs. Then
(2.3.33)
∫ T
0
∣∣L(γs, γ˙s)− L(γs, αs)∣∣ds < λ/3 and
∫ T
0
|γ˙s − αs|ds < δ′.
For each b > 0 set αbs = αs if the corresponding βs in (2.3.31) satisfies |βs| ≤ b
and αbs = αˆs, otherwise. Note, that (2.3.31) remains true with α
b
s in place of αs with
βs = 0 if α
b
s = αˆs. As observed above |α| ≤ K whenever L(z, α) <∞, and so |αˆs| ≤
K for Lebesgue almost all s ∈ [0, T ]. We recall also that |γ˙s − αs| < δ and γ˙s ≤ K
for Lebesgue almost all s ∈ [0, T ]. Since S0T (γ) < ∞, |L(γs, γ˙s) − L(γs, αs)| < δ,
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and L(γs, α
b
s) ↑ L(γs, αs) as b ↑ ∞ for Lebesgue almost all s ∈ [0, T ], we conclude
from (2.3.33) and the above observations that for b large enough
(2.3.34)
∫ T
0
∣∣L(γs, αs)− L(γs, αbs)∣∣ds < λ/3 and
∫ T
0
|αs − αbs|ds < δ′.
Next, we apply Lemma 2.3.3 to conclude that there exists a sequence mj → ∞
such that for each ∆j = T/mj and Lebesgue almost all c ∈ [0, T ),
(2.3.35)∫ T
0
∣∣L(γs, αbs)− L(γqj(s,c), αbqj(s,c))∣∣ds < λ/3 and
∫ T
0
|αbs − αbqj(s,c)|ds < δ′.
where qj(s, c) = [(s + c)∆
−1
j ]∆j − c, [·] denotes the integral part and we assume
L(γs, α
b
s) = 0 and α
b
s = 0 if s < 0.
Choose c = cj ∈ [ 13∆j , 23δj ] and set γˆs = x +
∫ s
0 α
b
qj(u,c)
du, ψs = γqj(s,c)
where γu = γ0 if u < 0, x0 = x˜0 = x, xN = γˆT , x˜N = γT and xk = γˆk∆j−c,
x˜k = γk∆j−c for k = 1, ..., N − 1 and ξk = αb(k−1)∆j−c for k = 1, 2, ..., N where
N = min{k : k∆j − c > T }. Since |γ˙s| ≤ K˜ for Lebesgue almost all s ∈ [0, T ]
then r0T (γ, ψ) ≤ K˜∆j and, in addition, r0T (γ, γˆ) ≤ 3δ′ by (2.3.33)–(2.3.35). This
together with (2.3.13) and (2.3.14) yield that for v = (x, y),
r0T (Z
ε
v , γ) ≤ r0T (Zεv , ψ) + K˜∆j ≤ (KTeKT + 1)r0T (Zε,ψv , ψ) + K˜∆j(2.3.36)
≤ (KTeKT + 1)(3δ′ + K˜∆j + (T + 1)max1≤k≤N ∣∣Ξεk(v, x˜k−1)− ξk∣∣)+ K˜∆j
provided ∆j ≤ 1 where Zε,ψv and Ξεk(v, x) are the same as in Lemma 2.3.4, the
latter is defined with tk = k∆j − c, k = 1, ..., N − 1 and tN = T . Choose δ′ so small
and mj so large that
(KTeKT + 1)
(
3δ′ + K˜∆j + (T + 1)δ′
)
+ K˜∆j < δ
then by (2.3.36),
(2.3.37)
{
r0T (Z
ε
x,y, γ) < δ
} ⊃ { max
1≤k≤N
∣∣Ξεk(v, x˜k−1)− ξk∣∣ < δ′}.
By (2.3.33)–(2.3.35),
(2.3.38)
N∑
k=1
(tk − tk−1)L(x˜k−1, ξk) ≤ S0T (γ) + λ
and by the construction above the conditions of the assertion (ii) of Proposition
2.3.5 hold true, so choosing mj sufficiently large we derive (2.2.6) (with 2λ in place
of λ) from (2.3.20), (2.3.37) and (2.3.38) provided ε is small enough.
Next, we pass to the proof of the upper bound (2.2.7). Assume that (2.2.7) is
not true, i.e. there exist a, λ, δ > 0 and x ∈ XT such that for some sequence εk → 0
as k→∞,
(2.3.39) P
{
r0T
(
Zεkx,y,Ψ
a
0T (x)
) ≥ 3δ} > exp (− 1
εk
(a− λ)).
Since |B(x, y)| ≤ K by (2.2.1) all paths of Zεx,y(t), t ∈ [0, T ] and of Zε,ψv,x (t), t ∈ [0, T ]
given by (2.3.11) (the latter for any measurable ψ) belong to a compact set K˜x ⊂
C0T which consists of curves starting at x and satisfying the Lipschitz condition
with the constant K. Let U˜xρ denotes the open ρ-neighborhood of the compact set
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Ψa0T (x) and Kxρ = K˜x \ U˜xρ . For any small δ′ > 0 choose a δ′-net γ1, ..., γn in Kx2δ
where n = n(δ′). Since{
r0T
(
Zεkx,y,Ψ
a
0T (x)
) ≥ 3δ} ⊂ ⋃
n≥j≥1
{
r0T
(
Zεkx,y, γj) ≤ δ′
}
then there exists j and a subsequence of {εk}, for which we use the same notation,
such that
(2.3.40) P
{
r0T (Z
εk
x,y, γj) ≤ δ′
}
> n−1 exp
(− 1
εk
(a− λ)).
Denote such γj by γ
δ′ , choose a sequence δl → 0 and set γ(l) = γδl . Since Kx2δ
is compact there exists a subsequence γ(lj) converging in C0T to γˆ ∈ Kx2δ which
together with (2.3.40) yield
(2.3.41) lim sup
ε→0
ε lnP
{
r0T (Z
ε
x,y, γˆ) ≤ δ′
}
> −a+ λ
for all δ′ > 0.
We claim that (2.3.41) contradicts (2.3.12) and the assertion (i) of Proposition
2.3.5. Indeed, set
Sψb,0T (γ) =
∫ T
0
Lb(ψ(s), γ˙(s))ds and Sb,0T (γ) = S
γ
b,0T (γ).
By the monotone convergence theorem
(2.3.42) Sψb,0T (γ) ↑ Sψ0T (γ) and Sb,0T (γ) ↑ S0T (γ) as b ↑ ∞.
Similarly to our remark in Section 2.2 it follows from the results of Section 9.1 of [40]
that the functionals Sψb,0T (γ), S
ψ
0T (γ) and Sb,0T (γ), S0T (γ) are lower semicontinuous
in ψ and γ (see also Section 7.5 in [30]). This together with (2.3.42) enable us to
apply Lemma 2.3.2 in order to conclude that
(2.3.43) lim
b→∞
Sb,0T (Kxδ ) = S0T (Kxδ ) = inf
γ∈Kxδ
S0T (γ) > a
where Sb,0T (Kxδ ) = infγ∈Kxδ Sb,0T (γ). The last inequality in (2.3.43) follows from
the lower semicontinuity of S0T . Thus we can and do choose b > 0 such that
(2.3.44) Sb,0T (Kxδ ) > a− λ/8.
By the lower semicontinuity of Sψb,0T (γ) in ψ there exists a function δ(γ) > 0
on Kxδ such that for each γ ∈ Kxδ ,
(2.3.45) Sψb,0T (γ) > a− λ/4 provided r0T (γ, ψ) < δλ(γ).
Next, we restrict the set of functions ψ to make it compact. Namely, we allow from
now on only functions ψ for which there exists γ ∈ Kxδ such that either ψ ≡ γ or
ψ(t) = γ(kT/m) for t ∈ [kT/m, (k + 1)T/m), k = 0, 1, ...,m− 1 and ψ(T ) = γ(T )
where m is a positive integer. It is easy to see that the set of such functions ψ is
compact with respect to the uniform convergence topology in C0T and it follows
that δλ(γ) in (2.3.45) constructed with such ψ in mind is lower semicontinuous in
γ. Hence
(2.3.46) δλ = inf
γ∈Kxδ
δλ(γ) > 0.
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Now take γˆ satisfying (2.3.41) and for any integer m ≥ 1 set ∆ = ∆m = T/m,
xk = x
(m)
k = γˆ(k∆), k = 0, 1, ...,m and ξk = ξ
(m)
k = ∆
−1(γˆ(k∆) − γˆ((k − 1)∆)),
k = 1, ...,m. Define a piecewise linear χm and a piecewise constant ψm by
(2.3.47) χm(t) = xk + ξk∆ and ψk(t) = xk for t ∈ [k∆, (k + 1)∆)
and k = 0, 1, ...,m−1 with χm(T ) = ψm(T ) = γˆ(T ). Since γˆ is Lipschitz continuous
with the constant K˜ then
(2.3.48) r0T (χm, ψm) ≤ K˜∆ and r0T (γˆ, ψm) ≤ K˜∆.
If m is large enough and ε > 0 is sufficiently small then
(2.3.49) ∆ < K˜−1min(δ/2, δλ) and ηb,T (ε,∆) < λ/8
where ηb,T (ε,∆) is the same as in (2.3.16). Since γˆ ∈ Kx2δ it follows from (2.3.48)
and (2.3.49) that χm ∈ Kxδ and by (2.3.45) and the first inequality in (2.3.49) we
obtain that
(2.3.50) Sψmb,0T (χm) = ∆
m−1∑
k=0
Lb(xk, ξk) > a− λ
4
.
Hence, by (2.3.16) and the second inequality in (2.3.49) for all ε small enough,
(2.3.51) P
{
max
1≤k≤m
∣∣Ξεk((x, y), xk−1)− ξk| < ρ} ≤ e− 1ε (a−λ/2)
provided CT (b)ρ < λ/8 (taking into account that x0 = x). By (2.3.12) and the
definition of vectors ξk for any v ∈ W ,∣∣Ξεk(v, xk−1)− ξk∣∣ ≤ ∣∣Ξεk(v, xk−1)−∆−1(Zεv(k∆)− Zεv((k − 1)∆))∣∣(2.3.52)
+2∆−1r0T (Zεv , γˆ) ≤ (K + 2∆−1)r0T (Zεv , γˆ) + 12K˜2∆.
Therefore, {
r0T (Z
ε
x,y, γˆ) ≤ δ′
}
(2.3.53)
⊂ {max1≤k≤m ∣∣Ξεk((x, y), xk−1)− ξk| ≤ (K˜ + 2∆−1)δ′ + 12K˜2∆}.
Choosing, first, m large enough so that ∆ satisfies (2.3.49) with all sufficiently small
ε and also that 8CT (b)K˜
2∆ < λ, and then choosing δ′ so small that 16CT (b)(K˜ +
2∆−1)δ′ < δ, we conclude that (2.3.51) together with (2.3.53) contradicts (2.3.41),
and so the upper bound (2.2.7) holds true, completing the proof of Theorem 2.2.2.

2.3.6. Remark. In view of examples from [11] in the fully coupled setup we should
not expect convergence (2.2.22) in the averaging principle with probability one in
spite of exponentially fast convergence in probability (2.2.23) provided by the upper
large deviations bound (2.2.11). Still, when derivatives of Xε and Y ε in ε grow
not too fast we can derive convergence with probability one from (2.2.23). Indeed,
consider, for instance, the following example
Xε(t) = x+ ε
∫ t
0 B(X
ε(s), Y ε(s))ds and(2.3.54)
Y ε(t) = y + cwt +
∫ t
0
b(Xε(s))ds (mod 1)
where c 6= 0 is a constant, wt is the standard one dimensional Brownian motion,
B(x, y) satisfies (2.2.1) and it is 1-periodic in y and b has a bounded derivative in
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x. Set
xε(t) =
dXε(t)
dε
and yε(t) =
dY ε(t)
dε
.
Then
d
dt
(
xε(t)
yε(t)
)
=

ε∂B
(
Xε(t),Y ε(t)
)
∂x ε
∂B
(
Xε(t),Y ε(t)
)
∂y
∂b
(
Xε(t)
)
∂x 0

(xε(t)
yε(t)
)
+
(
B
(
Xε(t), Y ε(t)
)
0
)
.
The solution of this linear equation is easy to estimate which yields that for some
constant C > 0,
(2.3.55) sup
0≤t≤T/ε
∣∣dXε(t)
dε
∣∣ ≤ C exp(C/√ε).
Let µx be the invariant measure of the diffusion Yx(t) = y + wt + tb(x) (mod 1)
(which is unique since the Doeblin condition is satisfied here) and assume that
(2.3.56)
∫
B(x, y)dµx(y) = 0 for all x
which does not harm the generality since we always can consider B(x, y) −∫
B(x, y)dµx(y) in place of B(x, y). Set εk = α(δ)/2 ln k where α(δ) is the same
as in (2.2.23) written for our specific situation. Then e−α(δ)/εk = k−2 and by the
Borel–Cantelli lemma we obtain that there exists kδ(ω), finite with probability one,
so that for all k ≥ kδ(ω),
max
0≤t≤T/εk
|Xεkx,y(t)− x| < δ.
By (2.3.55) for εk+1 < ε ≤ εk and k ≥ 2,
max0≤t≤T/εk+1 |Xεkx,y(t)−Xεx,y(t)| ≤ CeC/
√
εk(εk − εk+1)
≤ C exp (C√2(lnk)/α(δ)) ln(1 + 1k )(ln k)−2 −→ 0 as k →∞.
It follows that with probability one,
max
0≤n≤T/ε
|Xεx,y(t)− x| → 0 as k →∞
which is what we need since in our case Xεx,y(t) ≡ x in view of (2.3.56).
2.4. Verifying assumptions for random evolutions
In this section we will prove Proposition 2.2.4. Observe that H(x, x′, β) ob-
tained by (2.2.18) is the principal eigenvalue of the operator Lx + 〈β,B(x′, ·)〉 act-
ing on C2 vector functions f = (f1, ..., fN ) on the manifold M by the formula (see
[47]), (
(Lx + 〈β,B(x′, ·)〉)f)
k
= Lxkfk + 〈β,Bk(x′, ·)〉fk
where x, x′ and β are considered as parameters. According to [67] this operator
satisfies the strong maximum principle. Thus, the first part of Proposition 2.2.4
follows from the well known results on operators satisfying the maximum principle
(see [23], [24] and [47]) and the results on the principle eigenvalue of positive
operators (see [57], [61] and [38]) and of its smooth dependence on parameters
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which can be derived from the general perturbation theory of linear operators (see
[42]).
Now we obtain from (2.2.18) that for k = 1, ..., N uniformly in z, x′ ∈ X¯ , v ∈M
and |β| ≤ b,
(2.4.1)
∣∣1
s
logE exp〈β,
∫ s
0
Bνz,v,k(u)(x
′, Yˆz,v,k(u))du〉 −H(z, x′, β)
∣∣ ≤ ρb(s)
where ρb(s)→ 0 as s→∞. Next, we want to compare
Qz,v,k(s) = E exp〈β,
∫ s
0 Bνz,v,k(u)(x
′, Yˆz,v,k(u))du〉 and
Qεz,v,k(s) = E exp〈β,
∫ s
0 Bνεz,v,k(u)(x
′, Yˆ εz,v,k(u))du〉.
In order to do this we introduce auxiliary random evolutions Wz,v,k(s) =
(Wˆz,v,k(s), ηk(s)) and W
ε
z,v,k(s) = (Wˆ
ε
z,v,k(s), ηk(s)) governed by the stochastic dif-
ferential equations
(2.4.2) dWˆz,v,k(s) = σηk(s)
(
z, Wˆz,v,k(s)
)
dws + bηk(s)
(
z, Wˆz,v,k(s)
)
ds
and
(2.4.3)
dWˆ εz,v,k(s) = σηk(s)
(
X˜εz,v,k(s), Wˆ
ε
z,v,k(s)
)
dws + bηk(s)
(
X˜εz,v,k(s), Wˆ
ε
z,v,k(s)
)
ds,
respectively, where Wˆz,v,k(0) = Wˆ
ε
z,v,k(0) = v,
(2.4.4)
dX˜ε(s)
dt
= εB
(
X˜ε(s),W ε(s)), X˜εz,v,k(0) = z
and for i 6= j,
(2.4.5) P
{
ηk(s+∆) = j
∣∣ηk(s) = i} = ∆+ o(∆), ηk(0) = k.
According to [26] (which relies on Theorem 2 in §6, Ch. VII of [33]) the distribu-
tions in the path space of the processes Yz,v,k and Y
ε
z,v,k are absolutely continuous
with respect to the distributions in the path space of the processes Wz,v,k and
W εz,v,k, respectively, with the densities
ps(Wˆz,v,k(·), η) =
∏n(s)−1
i=0 qηk(ζi)ηk(ζi+1)(z, Wˆz,v,k(ζi))(2.4.6)
× exp (−∑n(s)i=0 ∫ ζi+1∧sζi (qηk(ζi)(z, Wˆz,v,k(u))−N + 1)du)
and
pεs(X˜
ε
z,v,k(·), Wˆ εz,v,k(·), η) =
∏n(s)−1
i=0 qηk(ζi)ηk(ζi+1)(X˜
ε
z,v,k(ζi), Wˆ
ε
z,v,k(ζi))(2.4.7)
exp
(−∑n(s)i=0 ∫ ζi+1∧sζi (qηk(ζi)(X˜εz,v,k(u), Wˆ εz,v,k(u))−N + 1)du),
respectively, where
qk(z, y) =
N∑
l=1,l 6=k
qkl(z, y),
ζ0 = 0, ζi+1 = inf{u > ζi : ηk(u) 6= ηk(ζi)} and n(s) = max{i : ηi ≤ s}.
Thus, we have to compare
(2.4.8) Qz,v,k(s) = Eps(Wˆz,v,k(·), η) exp〈β,
∫ s
0
Bηk(u)(x
′, Wˆz,v,k(u))du〉
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and
(2.4.9) Qεz,v,k(s) = Ep
ε
s(X˜
ε
z,v,k(·), Wˆz,v,k(·), η) exp〈β,
∫ s
0
Bηk(u)(x
′, Wˆ εz,v,k(u))du〉.
Observe that by (2.2.1),
(2.4.10) sup
0≤u≤s
|X˜εz,v,k(u)− z| ≤ εsK.
Let Kq be both an upper bound for |qij(x, y)| and their Lipschitz constant then we
see from (2.2.1) and (2.4.6)–(2.4.10) that
|Qz,v,k(s)−Qεz,v,k(s)| ≤ e(N+Kq+K|β|)sE
(
n(s)K
n(s)
q
(
εsKKq(2.4.11)
+Kq sup0≤u≤s dist(Wˆz,v,k(s), Wˆ
ε
z,v,k(s)) + 2
∣∣ exp (εsK(Kq + |β|)
+s(Kq +K|β|) sup0≤u≤s dist(Wˆz,v,k(s), Wˆ εz,v,k(s))
)− 1∣∣)).
Employing the Witney theorem embed smoothly M as a compact submanifold in
an Euclidean space RD of a sufficiently high dimension D and extend the operator
Lx + 〈β,B(x′, ·)〉 from M to Rd so that its coefficients remain C2 and they vanish
outside a relatively compact set containing M (cf. [37]). Now we can view (2.4.2)
and (2.4.3) as stochastic differential equations in Rd keeping the same notations
for their coefficients and processes there. Then using standard martingale moment
estimates for stochastic integrals (see, for instance, [41]) together with (2.4.10) and
the Lipschitz continuity of coefficients in (2.4.2) and (2.4.3) we obtain
E sup0≤u≤s |Wˆz,v,k(u)− Wˆ εz,v,k(u)|2
≤ C1(1 + s)
(
ε2s2K2 +
∫ s
0 E sup0≤r≤u |Wˆz,v,k(r) − Wˆ εz,v,k(r)|2du
)
for some C1 > 0 independent of t, x, v, k and ε. Hence, by the Gronwall inequality
E sup0≤u≤s
(
dist(Wˆz,v,k(u), Wˆ
ε
z,v,k(u))
)2
(2.4.12)
= E sup0≤u≤s |Wˆz,v,k(u)− Wˆ εz,v,k(u)|2 ≤ C1(1 + s)ε2s2K2eC1(1+s)s.
Observe also that the distribution of n(s) can be written explicitly as (see §55 in
[32]),
(2.4.13) P{n(s) = k} = e−(N−1)s ((N − 1)s)
k
k!
.
In order to estimate the last expression in the right hand side of (2.4.11) we
note that for any random variable ξ,
|eξ − 1| ≤ 2|ξ|+ (1 + eξ)I|ξ|>1,
and so by the Cauchy–Schwarz and the Chebyshev’s inequalities
(2.4.14) E(eξ − 1)2 ≤ 4Eξ2 + 2(E(1 + eξ)4)1/2(Eξ2)1/2.
Now by (2.4.11)–(2.4.14) together with the Cauchy–Schwarz inequality we obtain
that for k = 1, ..., N uniformly in x, x′ ∈ X¯ , v ∈M and |β| ≤ b,
(2.4.15) |Qz,v,k(s)−Qεz,v,k(s)| ≤ C2(1 + b+ s)(εs+
√
εs)eC2(1+b+s)s
for another constant C2 > 0 independent of z, x
′, v, β, t and ε.
2.5. FURTHER PROPERTIES OF S-FUNCTIONALS 99
Choose s = s(ε) = (log(1/ε))1/3 and set l(ε) = [t/(log(1/ε))1/3]. By (2.2.21),
(2.4.16) e−Kbs(ε)Qεx,y,k(l(ε)s(ε)) ≤ Qεx,y,k(t) ≤ eKbs(ε)Qεx,y,k(l(ε)s(ε)).
If |z − x| ≤ Kεt and s ≤ t then by (2.4.1), (2.4.15) and the Lipschitz continuity of
H we obtain that
−C2(1 + b+ s)(εs+√εs)eC2(1+b+s)s + exp
(
s(H(x, x′, β)(2.4.17)
−C(b)Kεt− ρb(s))
) ≤ Qεz,v,k(s) ≤ C2(1 + b+ s)(εs+√εs)eC2(1+b+s)s
+exp
(
s(H(x, x′, β)− C(b)Kεt− ρb(s))
)
for some constant C(b) > 0 independent of z, x, x′ ∈ X¯ , v ∈ M , |β| ≤ b, t and ε.
Observe that by the Markov property,
Qεx,y,k(ls(ε)) = E exp〈β,
∫ (l−1)s(ε)
0
(Bνεx,y,k(u)(x
′, Yˆ εx,y,k(u))du〉(2.4.18)
×QεXεx,y,k((l−1)s(ε)),Y εx,y,k((l−1)s(ε)),νεx,y,k((l−1)s(ε))
(
s(ε)
)
.
Now by (2.4.10) and (2.4.17) applying (2.4.18) for l = l(ε), l(ε)− 1, ..., 2 we obtain
that
(2.4.19)
∣∣1
t
logQεx,y,k(t)−H(x, x′, β)
∣∣ ≤ C˜(b)(ε1/3 + εt+ ρb(min(t, s(ε)))
for some C˜(b) > 0 independent of x, x′ ∈ X¯ , y ∈ M , |β| ≤ b, t and ε, which yields
(2.2.3) completing the proof of Proposition 2.2.4. 
2.5. Further properties of S-functionals
In this section we study essential properties of the functionals S0T which will
be needed in the proofs of Theorems 2.2.5 and 2.2.7 in the next sections. The
following result which follows from [66] is a basic step in our analysis of functionals
S0t(γ) and our thanks go to R. Pinsky who quickly produced on our request [66]
deriving some properties of functionals Ix(µ) needed here.
2.5.1. Lemma. For each x ∈ X¯ and any vector measure µ = (µ1, ..., µN ) on M
with
∑N
k=1 µk(M) = 1, Ix(µ) < ∞ if and only if each µk, k = 1, ..., N has density
gk = dµk/dm with respect to the Riemannian volume m on M such that
(2.5.1)
∫
M
∥∥∇√gk‖2dm <∞, k = 1, ..., N
where ∇ is the Riemannian gradient and ‖·‖ is a corresponding norm. Furthermore,
there exists C > 0 such that for any x ∈ X¯ and each µ as above for which (2.5.1)
holds true,
(2.5.2)
C−1
N∑
k=1
ak
∫
M
‖∇√gk‖2dm− C ≤ Ix(µ) ≤ C
∑
1≤k≤N
ak
∫
M
‖∇√gk‖2dm+ C
where ak = µk(M), and if z ∈ X¯ is another point then
(2.5.3) |Ix(µ)− Iz(µ)| ≤ C|x− z|
N∑
k=1
ak
∫
M
‖∇√gk‖2dm.
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Next, using Lemma 2.5.1 we are able to show that each point where B is
complete can be connected with close points by curves with small S-functionals
which, in particular, enables us to obtain important examples of S-compacts.
2.5.2. Lemma. (i) There exists C > 0 and for each x ∈ X¯ where the vector field
B is complete there exists r = r(x) > 0 such that if |z1 − x| < r and |z2 − x| < r
then we can construct γ ∈ C0t with t ≤ C|z1 − z2| satisfying
γ0 = z1, γt = z2 and S0t(γ) ≤ C|z1 − z2|.
It follows that R(z˜, z) and R(z, z˜) are locally Lipschitz continuous in z belonging to
the open r-neighborhood of x when z˜ is fixed.
(ii) Let O ⊂ X be a compact Πt-invariant set which either contains a dense in
O orbit of Πt or R(x, z) = 0 for any pair x, z ∈ O. Suppose that B is complete at
each point of O. Then O is an S-compact.
(iii) Assume that for any η > 0 there exists T (η) > 0 such that for each x ∈ O
its orbit {Πtx, t ∈ [0, T (η)]} of length T (η) forms an η-net in O and suppose that
B is complete at a point of O. Then O is an S-compact.
Proof. (i) Fix some x ∈ X¯ and assume that B is complete at x. Then we
can find a simplex ∆x with vertices in Γx = {B¯µ(x) : Ix(µ) < ∞} such that
{α∆x, α ∈ [0, 1]} contains an open neighborhood of 0 in Rd and
∆x = {
k∑
i=1
λiB¯µ(i)(x) :
k∑
i=1
λi = 1, λi ≥ 0 ∀i}
for some µ(i) with Ix(µ
(i)) <∞. By compactness of ∆x it follows that
dist(∆x, 0) = dx > 0.
By (2.2.1) there exists a small r(x) > 0 such that if |z−x| ≤ r(x) then each simplex
∆z = {
k∑
i=1
λiB¯µ(i)(z) :
k∑
i=1
λi = 1, λi ≥ 0 ∀i}
intersects and not at 0 with any ray emanating from 0 ∈ Rd or, in other words,
{α∆z, α ∈ [0, 1]} contains an open neighborhood of 0 in Rd and, moreover,
dist(0,∆z) ≥ 1
2
dx.
It follows that for any z in the r(x)-neighborhood of x and any vector ξ there exist
λ1, ..., λk ≥ 0 with λ1 + · · ·+ λk = 1 such that
k∑
i=1
λiB¯µ(i)(z) = B¯
P
1≤i≤k λiµ
(i)(z) = ξ.
Observe that by (2.5.2) and convexity of Iz,
Iz(
∑
1≤i≤k
λiµ
(i)) ≤ max
1≤i≤k
Iz(µ
(i)) ≤ C˜( max
1≤i≤k
Iz(µ
(i)) + 1
)
for some C˜ > 0. Hence, any two points z1 and z2 from the open r(x)-neighborhood
of x can be connected by a curve γ lying on the interval connecting z1 and z2 with
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K ≥ |γ˙(1)s | ≥ 12dx, i.e. γ0 = z1, γt = z2 with some t ∈ [K−1|z1 − z2|, 2d−1x |z1 − z2|]
and by (2.2.9),
S0t(γ) ≤ 2C˜d−1x |z1 − z2|( max
1≤i≤k
Ix(µ
(i)) + 1).
In view of the triangle inequality for R what we have proved yields the continuity
of R(z˜, z) and R(z, z˜) in z belonging to the open r(x)-neighborhood of x when z˜
is fixed. Covering X¯ by r(x)−neighborhoods of points x ∈ X¯ and choosing a finite
subcover we obtain (i) with the same constant C > 0 for all points in X¯ .
For the proof of sufficient conditions (ii) and (iii) of S-compacthess see Lemma
1.6.2(ii)–(iii) in Part 1. 
2.5.3. Lemma. For any η > 0 and T > 0 there exists ζ > 0 such that if γ ∈
C0T , γ ⊂ X , S0T (γ) < ∞, γ0 = x0, and |z0 − x0| < ζ then we can find γ˜ ∈ C0T ,
γ˜ ⊂ X with γ˜0 = z0 satisfying
(2.5.4) r0T (γ, γ˜) < η and |S0T (γ˜)− S0T (γ)| < η.
Proof. By (2.2.9), (2.2.19) and the lower semicontinuity of the functionals
Iz(ν) there exist measures νt ∈ Mγt , t ∈ [0, T ] such that γ˙t = B¯νt(γt) for Lebesgue
almost all t ∈ [0, T ] and Iγt(νt) = L(γt, γ˙t) for Lebesgue almost all t ∈ [0, T ]. Recall
also that γ˙t is measurable in t. Introduce the (measurable) map q : [0, T ]×P(W¯)→
R∪ {∞}×Rd defined by q(t, ν) = (Iγt(ν), B¯ν(γt)). Recall that γ˙t is measurable in
t, and so another map r : [0, T ]→ R∪{∞}×Rd defined by r(t) = (L(γt, γ˙t), γ˙t) is
also measurable in t ∈ [0, T ]. Then q(t, νt) = r(t) and it follows from the measurable
selection in the implicit function theorem (see [15], Theorem III.38) that measures
νt satisfying this condition can be chosen to depend measurably on t ∈ [0, T ]. Since
S0T (γ) <∞ and the I-functionals are nonnegative then Iγt(νt) <∞ for Lebesgue
almost all t ∈ [0, T ] (and, actually, without loss of generality we can assume that
Iγt(νt) is finite for all t ∈ [0, T ]).
Now let
γ˜t = z0 +
∫ t
0
B¯νs(γ˜s)ds, t ∈ [0, T ],
which in view of (2.2.1) determines γ˜ ∈ C0T . Then by (2.2.1),
r0t(γ, γ˜) ≤ ζ +K
∫ t
0
r0s(γ, γ˜)ds
and by Gronwall’s inequality
r0T (γ, γ˜) ≤ ζeKT .
This together with (2.5.2) and (2.5.3) yields that
∣∣ ∫ T
0
Iγt(νt)dt−
∫ T
0
Iγ˜t(νt)dt
∣∣ ≤ C˜ζeKTS0T (γ)
for some C˜ > 0 independent of ζ and γ. Exchanging γ and γ˜, applying the same
argument and using the inequality S0T (γ˜) ≤
∫ T
0 Iγ˜t(νt)dt we conclude that∣∣S0T (γ)− S0T (γ˜)∣∣ ≤ C˜ζeKT max (S0T (γ), S0T (γ˜)) ≤ C˜ζeKT (1 + C˜ζeKT )S0T (γ).
Choosing ζ small enough we arrive at (2.5.4). 
The following result will enable us to control the time which the slow motion
can spend away from the ω-limit set of the averaged motion.
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2.5.4. Lemma. Let G ⊂ X be a compact set not containing entirely any forward
semi-orbit of the flow Πt. Then there exist positive constants a = aG and T = TG
such that for any x ∈ G and t ≥ 0,
inf
{
S0t(γ) : γ ∈ C0t and γs ∈ G for all s ∈ [0, t]
} ≥ a[t/T ]
where [c] denotes the integral part of c.
Proof. The result is a simple consequence of lower semicontinuity of function-
als S0t and the fact that S0T (γ) = 0 if and only if γ is a part of an orbit of the flow
Πt. Further details of the argument can be found in Lemma 1.6.4 in Part 1 and in
Lemma 2.2(a), Chapter 4 of [30]. 
For the proof of the following result see Lemma 1.6.5 in Part 1.
2.5.5. Lemma. Let V be a connected open set with a piecewise smooth boundary
and assume that (2.2.25) holds true. Then the function R∂(x) is upper semicon-
tinuous at any x0 ∈ V for which R∂(x0) <∞. Let O ⊂ V be an S-compact.
(i) Then for each z ∈ V¯ the function R(x, z) takes on the same value RO(z)
for all x ∈ O, and so R∂(x) takes on the same value R∂ for all x ∈ O and the set
∂min(x) = {z ∈ ∂V : R(x, z) = R∂} coincides with the same (may be empty) set
∂min for all x ∈ O. Furthermore, for each δ > 0 there exists T (δ) > 0 such that for
any x ∈ O we can construct γx ∈ C0tx with tx ∈ (0, T (δ)] satisfying
(2.5.5) γx0 = x, γ
x
tx ∈ ∂V and S0tx(γz) ≤ R∂ + δ.
(ii) Suppose that R∂ <∞ and dist(Πtx,O) ≤ d(t) for some x ∈ V and d(t)→ 0
as t→∞. Then R∂(x) ≤ R∂ and for any δ > 0 there exist Tδ,d > 0 (depending only
on δ and the function d but not on x) and γˆx ∈ C0sx with sx ∈ (0, Tδ,d] satisfying
(2.5.6) γˆx0 = x, γˆ
x
sx ∈ ∂V and S0sx(γˆx) ≤ R∂ + δ.
In particular, if R∂ < ∞ then R∂(x) < ∞ and if O is an S-attractor of the flow
Πt then R∂(x) <∞ for all x ∈ V .
(iii) Suppose that for any open set U ⊃ O the compact set V¯ \ U does not
contain entirely any forward semi-orbit of the flow Πt. Then the function RO(z)
is lower semicontinuous in z ∈ V¯ , RO(z) → 0 as dist(z,O) → 0, and ∂min is a
nonempty compact set.
2.6. ”Very long” time behavior: exits from a domain
We start with the following result which will not only yield Theorem 2.2.5 but
also will play an important role in the proof of Theorem 2.2.7.
2.6.1. Proposition. Let V be a connected open set with a piecewise smooth bound-
ary ∂V such that V¯ = V ∪ ∂V ⊂ X . Assume that for each z ∈ ∂V there exist
ι = ι(z) > 0 and a probability measure µ with Iz(µ) <∞ so that
(2.6.1) z + sB¯µ(z) ∈ Rd \ V¯ for all s ∈ (0, ι],
i.e. B¯µ(z) 6= 0 and it points out into the exterior of V¯ .
(i) Suppose that for some A1, T > 0 and any z ∈ V¯ there exists ϕz ∈ C0T such
that for some t = t(z) ∈ (0, T ],
(2.6.2) ϕz0 = z, ϕ
z
t 6∈ V and S0t(ϕz) ≤ A1.
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Then for any x ∈ V uniformly in y ∈M,
(2.6.3) lim sup
ε→0
ε logEτεx,y(V ) ≤ A1
and for any α > 0 there exists λ(α) = λ(x, α) > 0 such that uniformly in y ∈ M
for all small ε > 0,
(2.6.4) P
{
τεx,y(V ) ≥ e(A1+α)/ε
} ≤ e−λ(α)/ε.
(ii) Assume that there exists an open set G such that V contains its closure G¯
and the intersection of V¯ \G with the ω-limit set of the flow Πt is empty. Let Γ be
a compact subset of ∂V such that
(2.6.5) inf
x∈G,z∈Γ
R(x, z) ≥ A2
for some A2 > 0. Then for some T > 0 and any β > 0 there exists λ(β) > 0 such
that uniformly in y ∈M for each x ∈ V and any small ε > 0,
P
{
Zεx,y(τ
ε
x,y(V )) ∈ Γ, τεx,y(V ) ≤ e(A2−β)/ε
}
(2.6.6)
≤ P{Zεx,y(τεx,y(V )) ∈ Γ, τεx,y(V ) < T}+ e−λ(β)/ε.
Suppose that for some x ∈ V ,
(2.6.7) a(x) = inf
t≥0
dist(Πtx, ∂V ) > 0.
Then R∂(x) > 0 and for each T > 0 there exists λˆ(T ) = λˆ(T, x) > 0 such that
uniformly in y ∈M for all small ε > 0,
(2.6.8) P{τεx,y(V ) < T } ≤ e−λˆ(T )/ε
and if the set Γ from (2.6.5) coincides with the whole ∂V then for all x ∈ V
uniformly in y ∈M,
(2.6.9) lim inf
ε→0
ε logEτεx,y(V ) ≥ A2.
Proof. In order to prove (i) we observe, first, that the assumption (2.6.1)
above together with Lemma 2.5.2(i) and the compactness of ∂V considerations en-
able us to extend any ϕz , z ∈ V slightly so that it will exit some fixed neighborhood
of V with only slight increase in its S-functional. Hence, from the beginning we
assume that for each β > 0 there exists δ = δ(β) > 0 such that for any z ∈ V we
can find T > 0, ϕz ∈ C0T and t = t(z) ∈ (0, T ] satisfying
ϕz0 = z, ϕ
z
t 6∈ Vδ and S0t(ϕz) ≤ A1 + β
where Vδ = {x : dist(x, V ) ≤ δ}. Employing the Markov property we obtain that
for any x ∈ V, y ∈M, n ≥ 1,
P
{
τεx,y(V ) > nT
}
= P
{
Zεx,y(t) ∈ V, ∀ t ∈ [0, nT ]
}
(2.6.10)
= P
{
τεZεx,y(kT )
(V ) > T, ∀ k = 0, 1, ..., n− 1} ≤ ( supw∈V×M P{τεw(V ) > T})n.
From (2.2.10) and (2.6.2) it follows that
(2.6.11)
P
{
τεw(V ) > T
} ≤ P{r0T (Zεw, ϕz) ≥ δ for any z ∈ V } ≤ 1−exp (−(A1+β+λ)/ε).
By (2.6.10) and (2.6.11),
(2.6.12) P
{
τεw(V ) > e
(A1+β)/ε
}
< e−c(β)/ε
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and
Eτεw(V ) ≤
∑∞
n=0(n+ 1)T
(
P
{
τεw(V ) > nT
}− P{τεw(V )(2.6.13)
> (n+ 1)T
})
= T
∑∞
n=0 P
{
τεw(V ) > nT
} ≤ T exp ( 1ε (A1 + β + λ))
yielding (2.6.3) and (2.6.4) since β and λ in (2.6.13) can be chosen arbitrarily small
as ε→∞.
Next, we derive the assertion (ii). Let t > 0 and n be the integral part of t/T
where T > 0 will be chosen later. Let, again, w = (x, y) with x ∈ V and y ∈ M.
Then
P{Zεw(τεw) ∈ Γ, τεw(V ) < t}(2.6.14)
≤ P{Zεw(τεw(V )) ∈ Γ, τεw(V ) < (n+ 1)T }
=
∑n
k=0 P{Zεw(τεw(V )) ∈ Γ, kT ≤ τεw(V ) < (k + 1)T }.
Let K be the intersection of the ω-limit set of the flow Πt with V¯ . Then K is a
compact set and by our assumption K ⊂ G. Hence,
δ =
1
3
inf{|x− z| : x ∈ K, z ∈ V¯ \G} > 0
and if we set Uη = {z ∈ V : dist(z,K) < η} then U3δ ⊂ G. Now suppose that
kT ≤ τεx,v(V ) < (k + 1)T for some k ≥ 1 and Zεx,v(τεx,v(V )) ∈ Γ with x ∈ V and
v ∈M. Then either there is t1 ∈ [(k − 1)T, kT ] such that Zεx,v(t) ∈ V¯ \ U2δ for all
t ∈ [t1, t1 +T ] or there exist t2, t3 > 0 such that (k− 1)T ≤ t2 < t3 < (k+1)T and
Zεx,v(t2) ∈ U2δ while Zεx,v(t3) ∈ Γ. Set Tz = {γ ∈ C0,2T : γ0 = z and either there is
t1 ∈ [0, T ] so that γt ∈ V¯ \ U2δ for all t ∈ [t1, t1 + T ] or γt2 ∈ U2δ and γt3 ∈ Γ for
some 0 ≤ t2 < t3 < 2T }. Then for any k ≥ 1,
{Zεw(τεw(V )) ∈ Γ, kT ≤ τεw(V ) < (k + 1)T }(2.6.15)
⊂ {Zεw(τεw(V )) ∈ Γ, ZεZεw((k−1)T ) ∈ TZεw((k−1)T )}.
For each q > 0 set T qz = {γ ∈ C0,2T : γ0 = z and r0,2T (γ, Tz) ≤ q} and suppose
that for some η > 0 there is dη ≥ 0 so that
(2.6.16) inf
z∈V
inf
γ∈T 2ηz
S0,2T (γ) > dη.
Then T 2ηz ∩Ψdη0,2T (z) = ∅, where Ψa0,t(z) is the same as in Theorem 2.2.2, and so
(2.6.17) T ηz ⊂
{
γ ∈ C0,2T : γ0 = z and r0,2T (γ,Ψdη0,2T (z)) ≥ η
}
.
From (2.2.10) and (2.6.15)–(2.6.17) we obtain that for any β > 0 and all sufficiently
small ε,
(2.6.18) P{Zεw(τεw(V )) ∈ Γ, kT ≤ τεw(V ) < (k + 1)T } ≤ Cˆe−(dη−β)/ε
for some Cˆ > 0.
Next, we will specify dη in (2.6.16) choosing η ≤ 12δ. For each z ∈ V we can
write
(2.6.19) T 2ηz ⊂ T˜ ηz ∪ Tˆ ηz
where T˜ ηz = {γ ∈ C0,2T : γ0 = z, γt2 ∈ U3δ and γt3 ∈ Γ2η for some 0 ≤ t2 < t3 <
2T } with Γr = {z : dist(z,Γ) ≤ r} and Tˆz = {γ ∈ C0,2T : γ0 = z and there is
t1 ∈ [0, T ] so that γt ∈ V2η \ Uδ for all t ∈ [t1, t1 + T ]}. By (2.6.5) and the lower
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semicontinuity of the functional S0,2T it follows that for any ζ > 0 we can choose
η > 0 small enough so that
(2.6.20) inf
z∈V
inf
γ∈T˜ ηz
S0,2T (γ) > A2 − ζ.
Since V¯ \ Uδ is disjoint with the ω-limit set of the flow Πt and the latter is
closed then if η is sufficiently small V2η \ Uδ is also disjoint with this ω-limit set
and, in particular, it does not contain any forward semi-orbit of Πt. Hence we can
apply Lemma 2.5.4 which in view of (2.2.9) implies that there exists a > 0 such
that for all small η > 0,
(2.6.21) inf
z∈V
inf
γ∈Tˆz
S0,2T (γ) > aT
which is not less than A2 if we take T = A2/a. Now, (2.6.20) and (2.6.21) produce
(2.6.16) with d = A2 − ζ, and so (2.6.18) follows with such dη. This together with
(2.6.14) yield that for any β > 0 we can choose sufficiently small ζ, λ > 0 and then
η > 0 so that for all ε small enough
P
{
Zεv(τ
ε
v ) ∈ Γ, τεv (V ) ≤ e(A2−β)/ε
}
(2.6.22)
≤ P{Zεv(τεv ) ∈ Γ, τεv (V ) < T }+ e−λ/2ε
and (2.6.6) follows.
Now assume that (2.6.7) holds true for some x ∈ V . Recall, that S0T (γ) = 0
implies that γ is a piece of an orbit of the flow Πt. Since no γ ∈ C0T satisfying
(2.6.23) γ0 = x and inf
t∈[0,T ]
dist(γt, ∂V ) ≤ a(x)/2
can be such piece of an orbit we conclude by the lower semicontinuity of S0T that
S0T (γ) > c(x) whenever (2.6.23) holds true for some c(x) > 0 independent of γ
(but depending on x). Hence, by (2.2.11),
P{τεv < T } ≤ P
{
r0T
(
Zεv ,Ψ
c(x)
0T (x)
)
(2.6.24)
≥ a(x)/2} ≤ exp(−c(x)/2ε)
provided ε is small enough and (2.6.8) follows. Observe also that any γ ∈ C0t with
γ0 = x ∈ V and γt ∈ ∂V should contain a piece which either belongs to some T˜ ηz or
to Tˆ ηz , as above, or to satify (2.6.23). By (2.6.20), (2.6.21), and the above remarks
it follows that S0t(γ) ≥ q(x) for such γ where q(x) > 0 depends only on x, and so
R∂(x) ≥ q(x). If Γ = ∂V then by (2.6.6) and (2.6.8),
Eτεx,y(V ) ≥ e(A2−β)/ε P
{
τεx,y(V ) ≥ e(A2−β)/ε
}
(2.6.25)
≥ e(A2−β)/ε(1− e−λ(β)/ε − e−λˆ(T )/ε)
and, since β > 0 is arbitrary, (2.6.9) follows completing the proof of Proposition
2.6.1. 
Now we will derive Theorem 2.2.5 from Proposition 2.6.1. Assume, first, that
R∂ < ∞. Then by Lemma 2.5.5, R∂(x) is finite in the whole V . Moreover, since
O is an S-attractor the conditions of Lemma 2.5.5 are satisfied with some d(t)→ 0
as t → ∞ the same for all points of V which yields the conditions of Proposition
2.6.1(i) with A1 = R∂ + δ for any δ > 0. Hence, (2.6.3) and (2.6.4) hold true with
A1 = R∂ . Since O is an S-attractor of the flow Πt and its basin contains V¯ then
the intersection of V¯ \ O with the ω-limit set of Πt is empty. By the definition of
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an S-attractor for any ζ > 0 there exists an open set Uζ ⊃ O such that R(x, z) ≤ ζ
whenever x ∈ O and z ∈ Uζ . Hence, by the triangle inequality for the function R
and Lemma 2.5.5 for any set Γ ⊂ ∂V ,
(2.6.26) inf
z∈Uζ ,z˜∈Γ
R(z, z˜) ≥ inf
z˜∈Γ
RO(z˜)− ζ.
If Γ = ∂V then by Lemma 2.5.5 the right hand side of (2.6.26) equals A2 = R∂ − ζ.
Assuming that R∂ < ∞ we can apply Proposition 2.6.1(ii) with such A2 yielding
(2.6.6), (2.6.8) and since ζ > 0 is arbitrary (2.2.26) and (2.2.27) follow in this case.
If R∂ =∞ then (2.2.27) is trivial and by (2.6.26), R(z, z˜) =∞ for any z ∈ Uζ and
z˜ ∈ ∂V , and so we can apply Proposition 2.6.1(ii) with any A2 which sais that the
left hand side in (2.6.9) equals ∞, and so (2.2.26) holds true in this case, as well.
Next, we establish (2.2.28). For small δ, β > 0 and large T > 0 which will be
specified later on set tε = T + e
β/ε and define the event
ΞεT (n) = {τεZεv(tεn+T ),Y εv ((tεn+T )/ε)(Uδ(O)) ≤ e
β/ε}.
Then
Θεv((n+ 1)tε ∧ τεv (V ))− Θεv(ntε ∧ τεv (V ))(2.6.27)
≤ T + tεIV (Zεv(tεn))
(
IV \Uδ/2(O)(Z
ε
v(tεn+ T )) + IUδ/2(O)(Z
ε
v(tεn+ T ))IΞεT (n)
)
.
If δ is sufficiently small then Vδ is still contained in the basin of O with respect to
the flow Πt, and so we can choose T (depending only on δ) so that
ΠTVδ ⊂ Uδ/4(O).
Then for some a > 0,
inf
{
S0T (γ) : γ ∈ C0T , γ0 ∈ Vδ, γT 6∈ Uδ/3(O)
}
> a,
and so if γ0 ∈ Vδ and γT 6∈ Uδ/2(O) then dist(γ,Ψa0T (z)) ≥ δ/6 for any z ∈ Vδ.
Relying on (2.2.11) and the Markov property we obtain that for any v = (z, y) with
z ∈ V ,
(2.6.28) P
{
Zεv(tεn) ∈ V and Zεv(tεn+ T ) ∈ V \ Uδ/2(O)
} ≤ e−a/2ε
provided ε is small enough. Next, the same arguments which yield (2.6.22) and
(2.6.24) together with the Markov property enable us to conclude that if β > 0 is
small enough then for any v = (z, y) with z ∈ V ,
(2.6.29) P
{
Zεv(tεn+ T ) ∈ Uδ/2(O) and ΞεT (n)
} ≤ e−β/ε.
Applying (2.6.27)–(2.6.29) we conclude that for sufficiently small β and any
much smaller ε,
(2.6.30) E
(
Θεv((n+ 1)tε ∧ τεv (V ))−Θεv(ntε ∧ τεv (V ))
) ≤ tεe−β/ε(T + 1).
Finally, (2.2.27) and (2.6.30) together with the Chebyshev inequality yield that for
n(ε) = [e(R∂+β/4)/εt−1ε ], each x ∈ V , a small β > 0 and any much smaller ε > 0,
P
{
Θεx,w(τ
ε
x,w(V )) ≥ e−β/4ετεx,w(V )
}
(2.6.31)
≤ P{Θεx,w((n(ε) + 1)tε) ≥ e−β/4εe(R∂−β/4)/ε}
+P
{
τεx,w(V ) < e
(R∂−β/4)/ε or τεx,w(V ) > e
(R∂+β/4)/ε
}
≤ C˜e−β/4ε(1 + e−(R∂+β/4)/ε(T + eβ/ε))+ e−λ(β/4)/ε.
Since R∂ > 0 and we can choose β to be arbitrarily small, (2.6.31) yields (2.2.28).
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In order to complete the proof of Theorem 2.2.5 we have to derive (2.2.29). If
∂min = ∂V then there is nothing to prove, so we assume that ∂min is a proper subset
of ∂V and in this case, clearly, R∂ < ∞. Since Γ = {z ∈ ∂V : dist(z, ∂min) ≥
δ} is compact and disjoint with ∂min which is also compact then by the lower
semicontinuity of RO(z) established in Lemma 2.5.5(iii) it follows that RO(z) ≥
R∂ +β for some β > 0 and all z ∈ Γ. Then by (2.6.26), R(z, z˜) ≥ R∂ + β/2 for any
z ∈ Uβ/2 and z˜ ∈ Γ. Hence, applying Proposition 2.6.1 we obtain that
P
{
τεx,y(V ) ≥ e(R∂+
1
3β)/ε
} ≤ e−λ/ε
and
P
{
Zεx,y(τ
ε
x,y(V )) ∈ Γ, τεx,y(V ) ≤ e(R∂+
1
3β)/ε
}
< e−λ/ε
for some λ > 0 and all ε small enough yielding (2.2.29) and completing the proof
of Theorem 2.2.5. 
2.7. Adiabatic transitions between basins of attractors
In this section we will prove Theorem 2.2.7 relying, again, on Proposition
2.6.1 together with Markov and strong Markov property of the Markov process
(Xε(t), Y ε(t)). In view of (2.2.32) and Lemma 2.5.2(i) any curve γ ∈ C0t starting
at γ0 = x ∈ Vj1 and ending at γt = z ∈ ∩1≤i≤k∂Vji , k ≤ ℓ can be extended into
each Vji , i = 1, ..., k with arbitrarily small increase in its S-functional. Hence,
(2.7.1) R
(i)
∂ = minj 6=i
Rij
where R
(i)
∂ = inf{R(x, z) : x ∈ Oi, z ∈ ∂Vi}. Let Q be an open ball of radius at
least r0 centered at the origin of R
d. By Assumption 2.2.6 the slow motion Zεx,y
cannot exit Q provided x ∈ Q and y ∈ W . Furthermore, it is clear that Q contains
the ω-limit set of the averaged flow Πt. Assumption 2.2.6 enables us to deal only
with restricted basins V Qi = Vi ∩ Q and though the boundaries ∂V Q of V Qi may
include now parts of the boundary ∂Q of Q it makes no difference since Zε cannot
reach ∂Q if it starts in Q. Set V (i) = Q \ ∪j 6=iUδ(Oj) where δ > 0 is small enough.
We claim that in view of (2.2.32) each Vi satisfies conditions of Proposition 2.6.1(i)
for any β > 0 with A1 = R
(i)
∂ + β and some T = Tβ depending on β. Indeed, set
∂(η) = {v ∈ Q : dist(v,∪1≤j≤ℓ∂Vj) ≤ η}, η > 0.
In view of (2.2.32) and Lemma 2.5.1 there exists L > 0 such that if η is small
enough and z ∈ ∂(η) we can construct a curve ϕz ∈ C0,Lη with S0,Lη(ϕz) ≤ Lη,
ϕz0 = z, ϕ
z
t ∈ Vj \ ∂(η) for some t ∈ [0, Lη] and j = 1, ..., ℓ. Since Vj is the basin of
Oj there exists T = Tη,δ such that ΠTϕzt ∈ Uδ(Oj) and extending ϕz by the piece
of the orbit of Πt we obtain a curve ϕ˜z ∈ C0,Lη+T starting at z, entering Uδ(Oj)
and satisfying S0,Lη+T (ϕ˜
z) ≤ Lη. Hence, for z ∈ ∂(η) the condition (2.6.2) holds
true with V = V (i) and A1 = Lη. Since the ω-limit set of the flow Π
t is contained
in Q ∩ ( ∪1≤j≤ℓ (∂Vj ∪ Oj)) it follows from Assumption 2.2.6 and compactness
considerations that there exists T˜ = T˜η,δ such that for any z ∈ Q \ Vi we can find
tz ∈ [0, T˜ ] with Πtzz ∈ ∂(η) ∪
( ∪j 6=i Uδ(Oj)). If Πtzz ∈ ∪j 6=iUδ(Oj) then we take
ϕzt = Π
tz, t ∈ [0, T˜ ] to satisfy (2.6.2) for V = V (i) and A1 = 0. If Πtzz ∈ ∂(η) then
we extend the curve ϕzt = Π
tz, t ∈ [0, tz] as in the above argument which yields a
curve ϕ˜z starting at z, ending in some Uδ(Oj), j 6= i and having its S-functional
not exceeding Lη. Finally, in the same way as in the proof of Theorem 2.2.5 for any
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β > 0 there exists Tˆ = Tˆη,δ,β such that whenever z ∈ Vi(η) = Vi ∩Q \ ∂(η) we can
construct ϕz ∈ C0Tˆ such that (2.6.2) holds true with V = Vi(η) and A1 = R(i)∂ +β/2
and, moreover, dist(ϕzt , Vj) ≤ η for some t ≤ Tˆ and j 6= i with Rij = R(i)∂ . Then in
the same way as above we can extend ϕz to some ϕ˜z ∈ CTˆ+T˜ so that ϕ˜zt ∈ Uδ(Vj)
for some j as above, t ≤ Tˆ + T˜ and S0,Tˆ+T˜ (ϕ˜z) ≤ R(i)∂ + β/2 + Lη which gives
(2.6.2) for all z ∈ V = V (i) with A1 = R(i)∂ + β provided η is small enough. Hence,
Proposition 2.6.1(i) yields the estimates (2.6.3) and (2.6.4) for τεx,y(i) in place of
τεx,y(V ) with A1 = R
(i)
∂ . In order to obtain the corresponding bounds in the other
direction observe that in view of (2.2.32),
(2.7.2) R
(i)
∂ (δ) = inf{R(x, z) : x ∈ Oi, z 6∈ Vi(η)} → R(i)∂ as δ → 0.
Since Vi(η) is contained in the basin of Oi we can apply to Vi(η) the same estimates
as in Theorem 2.2.5 which together with (2.7.2) and the fact that the exit time of
Zε from Vi(η) is smaller than its exit time from Vi provide the remaining bounds
yielding (2.2.33) and (2.2.34).
Next, we derive (2.2.35) similarly to (2.2.28) but taking into account that
∪1≤j≤ℓ∂Vj may contain parts of the ω-limit set of the flow Πt which allows the
slow motion Zε to stay long time near these boundaries. Still, set
θεv = inf{t ≥ 0 : Zεv(t) ∈ ∪1≤j≤ℓUδ/3(Oj)}.
Using the same arguments as above we conclude that for any η > 0 there exists
T = Tη,δ such that whenever z ∈ Q we can construct ϕz ∈ C0T with ϕz0 = z, ϕzT ∈
∪1≤j≤ℓUδ(Oj) and S0T (ϕz) ≤ η. This together with (2.6.12) and Assumption 2.2.6
yield that
P{θεv ≥ e2η/ε} ≤ e−λ(η)/ε
for some λ(η) = λ(x, η) > 0 and all small ε. Set
Γ1(v) =
{
Zεv(e
2η/ε) ∈ Q \ ∪1≤j≤ℓUδ/2(Oj)
}
,
Γ2(v) =
{
τεv
( ∪1≤j≤ℓ Uδ(Oj)) ≤ eβ/ε}
and tε = e
2η/ε + eβ/ε where η is much smaller than β. Then proceeding similarly
to the proof of (2.2.28) as in (2.6.28)–(2.6.31) above we arrive at (2.2.35).
Next, we obtain (2.2.36) relying on additional assumptions specified in the
statement of Theorem 2.2.7. Let V Qi be the same as above and ∂
(i)
0 (x) = {z ∈
∂V Qi : R(x, z) = R
(i)
∂ }. Since Oi is an S-attractor it follows from Lemma 2.5.5(i)
that R(x, z) and ∂
(i)
0 (x) coincide with the same function R
Oi(z) and the same (in
general, may be empty) set ∂
(i)
0 , respectively, for all x ∈ Oi. By Lemma 2.5.2(i),
our assumption that B is complete on ∂Vi implies that R
Oi(z) is continuous in a
neighborhood of ∂Vi, and so ∂
(i)
0 is a nonempty compact set. Since we assume that
ι(i) 6= i is the unique index j for which Rij = Riι(i) = R(i)∂ then by (2.2.32),
min
j 6=i,ι(i)
inf
z∈∂(i)0
dist(z, ∂Vj) > 0.
Observe that if O˜ ⊂ ∂Vi is an S-compact then either O˜ ⊂ ∂(i)0 or O˜ ∩ ∂(i)0 = ∅.
Denote by LΠ the ω-limit set of the averaged flow Π
t. Since LΠ ∩ ∂Vi consists of a
finite number of S-compacts it follows that
inf{|z − z˜| : z ∈ LΠ ∩ ∂(i)0 , z˜ ∈ LΠ \ ∂(i)0 } > 0.
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By the continuity of ROi(z) in z ∈ ∂Vi there exists a > 0 such that
inf
{
ROi(z) : z ∈ ( ∪j 6=i,ι(i) (∂Vi ∩ ∂Vj)) ∪ ((LΠ \ ∂(i)0 ) ∩ ∂Vi)} ≥ R(i)∂ + 9a.
These considerations enable us to construct a connected open set G with a piecewise
smooth boundary ∂G such that
G¯ ⊂ Vi ∪ (Vι(i) \ Oι(i)) ∪
(
(∂Vi ∩ ∂Vι(i)) \ (LΠ \ ∂(i)0 )
)
and for Γ = ∂G \ Uδ(Oι(i)) and some a(δ) > 0,
(2.7.3) inf
z∈Γ
ROi(z) ≥ R(i)∂ + 8a
provided a ≤ a(δ). The idea of this construction is that if Zεx,y(τεx,y(i)) 6∈ Vι(i)
then the slow motion should exit G through the part Γ of its boundary. Somewhat
similarly to the proof of Proposition 2.6.1(ii) we will show that ”most likely” this can
only occur after the time exp
(
(R
(i)
∂ + 2a)/ε
)
and, on the other hand, we conclude
from (2.2.34) that except for small probability the exit time τεx,y(i) does not exceed
exp
(
(R
(i)
∂ + a)/ε
)
.
Let U0 be a sufficiently small open neighborhood of ∂
(i)
0 so that, in particular,
sup
z∈U0
ROi(z) ≤ R(i)∂ + a
and set
τεx,y(G) = inf{t ≥ 0 : Zεx,y(τεx,y(G)) 6∈ G}.
Then {
τεv (G) ≤ e(R
(i)
∂ +a)/ε, Zεv(τ
ε
v (G)) ∈ Γ
} ⊂ ⋃0≤n≤n(ε)+1 (A(1)(n) ∪(2.7.4)⋃
(n−1)tε≤k≤(n+1)tε
(
A(2)(k) +A(3)(k) +
⋃
k−2tε≤m≤k−2T A
(4)(m) ∩ A(5)(k)))
where tε = e
β/ε for some small β > 0, n(ε) =
[
e(R
(i)
∂ +a−β)/ε
]
, A(1)(n) = {Zεv(t) ∈
G \ (Uη(Oi) ∪ Uδ(Oι(i))) for all t ∈ [(n − 1)tε, ntε]} for a sufficiently small η > 0,
A(2)(k) =
{∃t1, t2with k ≤ t1 < t2 < k + 3T, Zεv(t1) ∈ Uη(Oi), Zεv(t2) ∈ Γ},
A(3)(k) = {Zεv(t) ∈ G \
(
U0 ∪Uη(Oi)∪Uδ(Oι(i))
)
for all t ∈ [k, k+ T ]}, A(4)(m) ={∃t1, t2withm ≤ t1 < t2 < m + T, Zεv(t1) ∈ Uη(Oi), Zεv(t2) ∈ U0}, and A(5)(k) ={∃t3, t4with k ≤ t3 < t4 < k + T, Zεv(t3) ∈ U0, Zεv(t4) ∈ Γ}. Observe that G \(
Uη(Oi)∪Uδ(Oι(i))
)
satisfies conditions of Proposition 2.6.1(i) with arbitrarily small
A1, so similarly to (2.6.12) we can estimate
(2.7.5) P (A(1)(n)) ≤ exp(−1
2
eβ/ε).
Similarly to the proof of Proposition 2.6.1(ii) we obtain also that
(2.7.6) max
(
P (A(2)(k)), P (A(3)(k))
) ≤ e−(R(i)∂ +3a)/ε
where we, first, choose η small and then T large enough.
Next, relying on the Markov property and the arguments similar to the proof
of Proposition 2.6.1(ii) we estimate
(2.7.7) P
(
A(4)(m) ∩ A(5)(k)) ≤ e−(R(i)∂ +3a)/ε
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provided m ≤ k − 2T and ε is small enough. Summing in m, k and n we obtain
from (2.7.4)–(2.7.7) that for a small β and all sufficiently small ε,
(2.7.8) P
{
τεv (G) ≤ e(R
(i)
∂ +a)/ε, Zεv(τ
ε
v (G)) ∈ Γ
} ≤ e−a/ε.
Employing Proposition 2.6.1(i) we derive that
P
{
τεv (G) > e
(R
(i)
∂ +a)/ε
} ≤ e−λ/ε
for some λ > 0 and all ε small enough which together with (2.7.8) yield (2.2.36).
In order to complete the proof of Theorem 2.2.7 it remains to derive (2.2.37)
and (2.2.38). Both statements hold true for n = 1 in view of (2.2.34) and (2.2.36)
and we proceed by induction. Set
H(n, α) =
{
Σεi (k,−α) ≤ τv(i, k) ≤ Σεi (k, α) ∀k ≤ n
}
and
G(n) =
{
Zεv(τv(i, k)) ∈ Vιk(i) ∀k ≤ n
}
.
As the induction hypotesis we assume that for any α > 0 there exist λ(α) > 0 and
λ > 0 such that for all small ε,
(2.7.9) P
(
H(n, α)
) ≥ 1− ne−λ(α)/ε and m(G(n)) ≥ 1− ne−λ/ε.
By (2.2.36) and the strong Markov property
P
(
G(n) \G(n+ 1)) = P ({Zεv(τv(i, n+ 1)) 6∈ Vιn+1(i)} ∩G(n))(2.7.10)
EIZεv(τv(i,n))∈∂Uδ(Oιn(i))P
{
ZεZεv(τv(i,n))
(τZεv(τv(i,n))(ιn(i)) 6∈ Vιn+1(i)
} ≤ e−λ/ε
which implies (2.2.38). Similarly, by (2.2.34) and the strong Markov property
P
(
(H(n, α) \H(n+ 1, α)) ∩G(n)) ≤ EIZεv(τv(i,n))∈∂Uδ(Oιn(i))(2.7.11)
×P{τZεv(τv(i,n))(ιn(i)) > Σεi (n, α) or τZεv(τv(i,n))(ιn(i)) < Σεi (n,−α)} < e−λ(α)/ε
proving (2.2.37) and completing the proof of Theorem 2.2.7. 
Finally, we prove Theorem 2.2.8 employing the arguments similar to §2 and §3
in Ch. 6 of [30]. Namely, in order to obtain the upper bound in (2.2.39) observe
that for any h > 0 there are ρ0, δ0 > 0 such that if ρ < ρ0, δ < δ0 and a curve
γ ∈ C0t satisfies γ0 ∈ ∂Uδ(Oi) and dist(γt, ∂Uδ(Oj)) < ρ then S0t(γ) ≥ Rij − h.
Using Lemma 2.5.4 and the upper bound of large deviations (2.2.11) we can choose
t = T1 such that for all small ε and any v ∈ ∪1≤j≤ℓ∂U2δ(Oj),
(2.7.12) P
{
σε,δv (1) > T1
} ≤ e−Rijε .
Any path of Zε starting at a point of ∂U2δ(Oi) and reaching ∂Uδ(Oj) at time σε,δv (1)
either spends the time T1 without touching the set ∪1≤k≤ℓ∂Uδ(Ok) or arrives at Γj
during the time T1. In the latter case r0T1
(
Zε,Ψ
Rij−h
0T1
(x)
) ≥ ρ and by (2.2.11) and
(2.7.12) for any v = (x, y) with x ∈ ∂U2δ(Oi), all ε small enough and j 6= i,
P
{
Zεv(σ
ε,δ
v (1)) ∈ ∂Uδ(Oj)
} ≤ P{σε,δv (1) > T1}(2.7.13)
+P
{
r0T1(Z
ε,Ψ
Rij−h
0T1
(x)) ≥ ρ} ≤ exp (− (Rij − h− β˜)/ε)
for some β˜ > 0 independent of ε. Any path of Zεv starting at x ∈ ∂Uδ(Oi) and reach-
ing ∂Uδ(Oj) at the time σε,δv (1) must first hit at time σˆε,δv (1) the set ∂U2δ(Oi), and
so (2.7.13) together with the Markov property yields the upper bound in (2.2.39).
In order to derive the lower bound in (2.2.39) observe that using the definition
of S-attractors and Lemma 2.5.3 (similarly to the proof of Lemma 1.6.5(ii) in Part
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1 and see also §2 in Ch. 6 of [30]) we conclude that for any h > 0 there exists
δ0 such that if δ < δ0 then for any v = (x, y) ∈ Γi there exists a curve γ ∈ C0t
such that γ0 = x, γs ∈ U2δ(Oi) for s ∈ [0, s1], γs 6∈ ∪1≤k≤ℓ,k 6=j∂Uδ(Ok) for s > s1,
γt ∈ Uδ/2(Oj) and, finally, S0t(γ) ≤ Rij + h. Then by (2.2.10) for all small ε > 0,
(2.7.14)
P
{
Zεv(σ
ε,δ
v (1)) ∈ ∂Uδ(Oj)
} ≥ P{r0t(Zε, γ) < δ/2} ≥ exp (− (Rij + h+ β˜)/ε)
for some β˜ > 0 independent of ε which together with (2.7.13) yields (2.2.39).
Now, (2.2.40) follows from (2.2.39) and the estimates for invariant measures of
Markov chains from §3, Ch. 6 in [30]. 
2.8. Averaging in difference equations
Theorem 2.2.10 follows by a slight modification (essentially, by simplification)
of the proof of Theorems 2.2.2, in particular, the standard Gronwall inequality
required in the proof of Lemma 2.3.4 should be replaced by its discrete time version
from [25]. We have also to check that (2.2.42) holds true here which is easier to do
than in the continuous time case. Indeed,
Qεk(x
′, x, y) = E exp〈β,∑kj=1 B(x′, Y εx,y(j))〉 = ∫M · · · ∫M dm(y1)px(y, y1)
× exp〈β,B(x′, y1)〉dm(y2)px1(y1, y2) exp〈β,B(x′, y2)〉
× · · · × dm(yk)pxk−1(yk−1, yk) exp〈β,B(x′, yk)〉
where xk+1 = xk + εB(xk, yk), k = 0, 1, ..., k − 1, x0 = x, y0 = y. By (2.2.1),
|xj − x| ≤ Kkε for j = 1, ..., k.
Since all yj ∈ M which is compact and |xj − x| ≤ KT , i.e. all xj stay also in a
compact set, we obtain from our assumptions on transition densities that for all
y, y˜ ∈M and j = 0, 1, ..., k − 1,
1− CKkε ≤ p
xj (y, y˜)
px(y, y˜)
≤ 1 + CKkε
for some C > 0 independent of ε, k, y, y˜ and x staying in a compact set. Hence,
(1 − CKkε)k ≤ Q
ε
k(x
′, x, y)
Qk(x′, x, y)
≤ (1 + CKkε)k
where Qk(x
′, x, y) = Q0k(x
′, x, y) is obtained from Qεk(x
′, x, y) by replacing Y εx,y in
the latter by Y 0x,y = Yx,y. It follows from standard facts on principal eigenvalues of
positive operators (see, for instance, [61] and [38]) that uniformly in y ∈ M and
x, x′ ∈ X¯ the limit
lim
k→∞
1
k
logQk((x
′, x, y) = H(x, x′, β),
exists and it satisfies the conditions of Assumption 2.2.9, and so taking the loga-
rithm in the ineguality above and dividing by k we arrive at (2.2.42).
Theorem 2.2.12 also follows by a slight modification of proofs of Theorems
2.2.5 and 2.2.7, only we have to derive a result which replaces Lemma 2.5.1 pro-
viding required properties of I-functionals given by (2.2.45). Since, without loss of
generality, we can assume that C−1 ≤ px(y, v) ≤ C for some C > 0 and by (2.2.45),
Ix(µ) = sup
u>0
∫
M
log
u(y)∫
M
px(y, v)u(v)dm(v)
dµ(y),
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where the supremum is taken over positive continuous functions u. Then
sup
u>0
∫
M
log
C−1u(y)∫
M
u(v)dm(v)
dµ(y) ≤ Ix(µ) ≤ sup
u>0
∫
M
log
Cu(y)∫
M
u(v)dm(v)
dµ(y).
It is easy to see from here that Ix(µ) < ∞ if and only if dµ(y) = g(y)dm(y) and
the density g is bounded. Hence, in this case,
Ix(µ) ≤ supu>0
∫
M
sup g log Cu(y)R
M
u(v)dm(v)
dm(y) ≤ sup g( logC
+supu>0(
∫
M
log u(y)dm(y)− log ∫
M
u(y)dm(y))
) ≤ sup g logC.
Since
|pz(y, v)− px(y, v)| ≤ D|x− z| ≤ CD|x− z|min(pz(y, v), px(y, v))
for some D > 0, we obtain
|Ix(µ)− Iz(µ)| ≤ supu>0
∫
M
∣∣ log ( RM pz(y,v)u(v)dm(v)R
M
px(y,v)u(v)dm(v)
)∣∣dµ(y)
≤ log(1 + CD|x− z|).
Two last inequalities provide all properties of I-fuctionals which are needed in order
to replace Lemma 2.5.1 and to proceed with arguments of Sections 2.5–2.7 in the
discrete time case.
Theorem 2.2.10 provides, in particular, an approximation of the slow motion
by the averaged one in probability but, in general, we do not have convergence in
(2.1.4) also with probability one (see [11]). Sometimes, we can derive this almost
sure convergence from the upper large deviations bound estimating the derivative
in ε of the slow motion as in the following example. Let B(x, y) be a bounded
1-periodic in y function on R1 × R1 with bounded derivatives and let ξ1, ξ2, ... be
a sequence of independent identically distributed (i.i.d.) random variables. Define
recursively
Xεv(n+ 1) = X
ε
v(n) + εB
(
Xεv(n), Y
ε
v (n)
)
,(2.8.1)
Y εv (n+ 1) = Y
ε
v (n) +X
ε
v(n) + ξn+1
where v = (z, w) and Xεv(0) = z, Y
ε
v (0) = w. Then
dXεv(n+1)
dε =
dXεv(n)
dε +B
(
Xεv(n), Y
ε
v (n)
)
(2.8.2)
+ε
∂B
(
Xεv (n),Y
ε
v (n)
)
∂x
dXεv(n)
dε + ε
∂B
(
Xεv(n),Y
ε
v (n)
)
∂y
dY εv (n)
dε ,
dY εv (n+1)
dε =
dY εv (n)
dε +
dXεv(n)
dε .
Set
Aεv(n) =
(
∂B
(
Xεv(n),Y
ε
v (n)
)
∂x
∂B
(
Xεv(n),Y
ε
v (n)
)
∂y
0 0
)
and qεv(n) =
(
B
(
Xεv(n), Y
ε
v (n)
)
0
)
which are sequences of bounded matrices and vectors. Taking into account the
equalities
dXεv(0)
dε
=
dY εv (0)
dε
= 0 and
(
1 0
1 1
)k
=
(
1 0
k 1
)
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we obtain from (2.8.2) by induction (with the agreement
∏n−1
j=n = 1) that(
dXεv(n)
dε
dY εv (n)
dε
)
=
∑n−1
k=0
∏n−1
j=k+1
((1 0
1 1
)
+ εAεv(j)
)
qεv(k)
=
∑n−1
k=0
(∑n−k−2
l=0
(
1 0
l 1
)
×εn−k−l−2∑k+1≤j1<...<jn−k−l−2≤n−1∏n−k−l−2i=1 Aεv(ji))qεv(k).
Since Aεv(j) and q
ε
v(k) are bounded we obtain that
(2.8.3)
∣∣dXεv(n)
dε
∣∣ ≤ Cn n−1∑
k=0
(1 + Cε)n−k−2 ≤ nε−1(1 + Cε)n
for some C > 0 independent of n and ε.
Since B(x, y) is 1-periodic in y we can replace the second equality in (2.8.1) by
(2.8.4) Y εv (n+ 1) = Y
ε
v (n) +X
ε
v(n) + ξn+1 (mod 1),
i.e. we consider now Y εv (n) evolving on the interval [0, 1] with 0 and 1 identified
which makes it the circle of radius 1/2π. Suppose that the distribution of ξ1 has a C
1
density p(y) with respect to the Lebesgue measure which is positive on [0, 1]. Now
we have the family of Markov chains Yx,y(n), n ≥ 0 with transition probabilities
(2.8.5) Px(y,Γ) = P{Yx,y(1) ∈ Γ} = P{x+y+ξ1 (mod 1) ∈ Γ} =
∫
Γ
p(z−x−y)dz.
Thus we are in the framework of our main model satisfying Assumption 2.2.9, and
so the assertion of Theorem 2.2.10 holds true. Let µx be the invariant measure of
the Markov chain Yx (which is unique since the Doeblin condition is satisfied here)
and assume that
(2.8.6)
∫
B(x, y)dµx(y) = 0 for all x
which is, essentially, not a restriction since we always can consider B(x, y) −∫
B(x, y)dµx(y) in place of B(x, y). This means that X¯εx(n) ≡ x and we derive
from Theorem 2.2.10 that for any δ > 0 there exists α(δ) > 0 such that for all small
ε,
(2.8.7) P{ max
0≤n≤T/ε
|Xεx,y(n)− x| ≥ δ} ≤ e−α(δ)/ε.
Set εk = α(δ)/2 ln k then e
−α(δ)/εk = k−2 and by the Borel–Cantelli lemma we
obtain that there exists kδ(ω) finite with probability one so that for all k ≥ kδ(ω),
(2.8.8) max
0≤n≤T/εk
|Xεkx,y(n)− x| < δ.
By (2.8.3) for εk+1 < ε ≤ εk and k ≥ 2,
max0≤n≤T/εk+1 |Xεkx,y(n)−Xεx,y(n)| ≤ Tε−2k+1(1 + Cεk)T/εk+1 (εk − εk+1)(2.8.9)
≤ 2Te2CT (α(δ))−1 ln(1 + 1k ) −→ 0 as k →∞.
It follows that with probability one,
(2.8.10) max
0≤n≤T/ε
|Xεx,y(n)− x| → 0 as k →∞.
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The conditions above can be relaxed a bit but this method will not already work
if, for instance, the second equality in (2.8.1) is replaced by
Y εv (n+ 1) = 2Y
ε
v (n) +X
ε
v(n) + δξn+1
since in this case the derivative
dXεv(n)
dε may grow exponentially in n and, indeed,
we show in [11] that for the latter example there is no convergence with probability
one in (2.8.10) provided δ > 0 is small enough.
Next, we exhibit two examples of computations which demonstrate adiabatic
transitions between attractors of the averaged system via the statistics of propor-
tions of time the slow motion spends in basins of different attractors. The fast
motions Y εv in both examples are given by the second equation in (2.8.1) where
ξ1, ξ2, ... are i.i.d. random variables with the uniform distribution on [0, 1]. The
slow motion Xεv is given by the first equation in (2.8.1) where in the first example
B(x, y) = B1(x, y) = x(x
2 − 4)(1− x2) + 50 sin2πy
and in the second example
B(x, y) = B2(x, y) = x(x
2 − 4)(1− x)(1.5 + x) + 50 sin 2πy.
The Markov chains Yx preserve here the Lebesgue measure on [0, 1] which is the
unique invariant measure for them, and so the averaged equation (2.1.6) for Z¯(t) =
X¯ε(t/ε) has the right hand side B¯(x) = B¯1(x) = x(x
2 − 4)(1 − x2) in the first
case and, B¯(x) = B¯2(x) = x(x
2 − 4)(1 − x)(1.5 + x) in the second case. The
one dimensional vector field B¯(x) has three attracting fixed points O1 = 2,O2 =
0,O3 = −2 and two repelling fixed points 1 and −1, while B¯2(x) has the same
attracting fixed points but one repelling fixed point moves now from −1 to −3/2
making the basin of −2 smaller which makes it easier for the slow motion to escape
from there. It is easy to see that B1 and B2 are complete at the fixed points of the
averaged system, and so Theorem 2.2.12 is applicable in this situation. According
to the corresponding part of Theorem 2.2.12 the transitions between O1,O2, and O3
are determined by Rij , i, j = 1, 2, 3 which are obtained via the functionals S0t(γ)
given by (2.2.9) but even here these functionals are not easy to compute. The
functionals S0t(γ) yield non classical variational problems and the effective ways of
their computation remain for further research .
In the first example we plot above the histogram with 104 intervals of a single
orbit of the slow motion Xεx,y(n), n = 0, 1, 2, ..., 10
8 with ε = 10−3 and the initial
values x = 0, y = 0. The histogram shows that most of the points of the orbit stay
near the attractors O1, O2 and O3 and Xεx,y(n) hops between basins of attraction
of these points. The form of the histogram indicates the equality R21 = R23, which
follows also by the symmetry considerations, but in this case Theorem 2.2.12 cannot
specify whether the slow motion mostly exits from the basin of O2 to the basin of
O1 or to the basin of O3.
In the second example the basin of attraction of −2 becomes smaller while the
left interval of the basin of attraction of 0 becomes larger. The latter leads to the
inequality R23 > R21 which according to Theorem 2.2.12 makes it more difficult for
the slow motion to exit to the left from the basin of O2 than to the right. In the
histogram below (which has again 104 intervals) we plot Xεx,y(n), n = 0, 1, 2, ..., 10
8
with ε = 10−3 and the initial values x = −2, y = 0. In compliance with Theorem
2.2.12 the histogram demonstrates that the slow motion leaves the basin of O3
and after arriving at the basin of O2 it exits mostly to the basin of O1, and so
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Figure 2.8.1. Symmetrical basins case
the slow motion hops mostly between basins of O1 and O2 staying most of the
time in small neighborhoods of these points. Still, a complete rigorous explanation
of these histograms even for our simple examples requires nontrivial additional
arguments. It is interesting to observe that these histograms have the same form as
in Section 1.9 of Part 1 where randomness is generated by the expanding (chaotic)
map y → 3y instead of adding uniformly distributed random variables as we do it
here.
2.9. Extensions: stochastic resonance
The scheme for the stochastic resonance type phenomenon described below is
a slight modification of the model suggested by M.Freidlin (cf. [29]) and it can be
demonstrated in the setup of three scale systems
dV ε,δ(t)
dt = δεA(V
ε,δ(t), Xε,δ(t), Y ε,δ(t))
dXε,δ(t)
dt = εB(V
ε,δ(t), Xε,δ(t), Y ε,δ(t))(2.9.1)
dY ε,δ(t) = σ(V ε,δ(t), Xε,δ(t), Y ε,δ(t))dwt + b(V
ε,δ(t), Xε,δ(t), Y ε,δ(t))dt,
V ε,δ = V ε,δv,x,y, X
ε,δ = Xε,δv,x,y, Y
ε,δ = Y ε,δv,x,y with initial conditions V
ε,δ(0) = v,
Xε,δ(0) = x and Y ε,δ(0) = y and the last equation in (2.9.1) is a stochastic dif-
ferential equation coupled with first two ordinary differential equations though to-
gether they should be considered as a system of stochastic differential equations
(with a degeneration in the first two). We assume that V ε,δ ∈ Rl, Xε,δ ∈ Rd while
Y ε,δ evolves on a compact nM-dimensional C
2 Riemannian manifold M and the
coefficients A, B, b are bounded smooth vector fields on Rl, Rd and M, respec-
tively, depending on other variables as parameters. We suppose also that a = σσ∗
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is a uniformly positive definite smooth matrix field on M. In the same way as in
Section 2.2 we can generalize the setup taking Y ε,δ to be random evolutions but
in order to simplify the notations we restrict ourselves to fast motions Y ε,δ being
diffusions. The solution of (2.9.1) determines a Markov diffusion process which
the triple (V ε,δ, Xε,δ, Y ε,δ). Taking ε = δ = 0 we arrive at the (unperturbed)
process (v, x, Y 0,0v,x,y) where Y = Yv,x,y = Y
0,0
v,x,y solves the unperturbed stochastic
differential equation
(2.9.2) dY (t) = σ(v, x, Y (t))dwt + b(v, x, Y (t))dt.
It is natural to view the diffusion Y (t) as describing an idealized physical system
where parameters v = (v1, ..., vl) and x = (x1, ..., xd) are assumed to be constants
of motion while the perturbed process (V ε,δ, Xε,δ, Y ε,δ) is regarded as describing
a real system where evolution of these parameters is also taken into consideration
but unlike the averaging setup (2.1.1) we have now two sets of parameters moving
with very different speeds.
Let µv,x be the unique invariant measure of the diffusion Y (t) = Yv,x,y(t). Set
(2.9.3) B¯v(x) = B¯(v, x) =
∫
B(v, x, y)dµv,x(y)
and let X¯(v) be the solution of the averaged equation
(2.9.4)
dX¯(v)(t)
dt
= B¯v(X¯
(v)(t)).
First, we apply averaging and large deviations estimates in averaging from the
previous sections to two last equations in (2.9.1) freezing the slowest variable v
2.9. EXTENSIONS: STOCHASTIC RESONANCE 117
(i.e. taking for a moment δ = 0). Namely, set Xˆε(t) = Xε,0v,x,y(t/ε) and Yˆ
ε(t) =
Y ε,0v,x,y(t/ε) so that
dXˆε(t)
dt = εB(v, Xˆ
ε(t), Yˆ ε(t))(2.9.5)
dYˆ ε(t)
dt = σ(v, Xˆ
ε(t), Y ε(t))dwt + b(v, Xˆ
ε(t), Yˆ ε(t))dt.
Suppose for simplicity that l = d = 1 (i.e. both V ε,δ and Xε,δ are one dimensional)
and that the solution X¯(v)(t) of (2.9.4) has the limit set consisting of two attracting
points O1 and O2, which for simplicity we assume to be independent of v, and a
repelling fixed point Ov0 depending on v and separating their basins. As an example
of B¯ we may have in mind B¯v(x) = (x − v)(1 − x2),−1 < v < 1. Let Sv0T (γ) be
the large deviations rate functional for the system of last two equations in (2.9.1)
defined in (2.2.9) and set for i, j = 1, 2,
(2.9.6) Rij(v) = inf{Sv0T (γ) : γ ∈ C0T , γ0 = Oi, γT = Oj , T ≥ 0}
(cf. with Rij in Theorem 2.2.7).
Set
(2.9.7) A¯i(v) =
∫
A(v,Oi, y)dµv,Oi(y)
and assume that for all v,
(2.9.8) A¯1(v) < 0 and A¯2(v) > 0
which means in view of the averaging principle (see Theorem 2.2.2 and the follow-
ing it discussion) that V ε,δv,x,y(t) decreases (increases) with high probability while
Xε,δv,x,y(t) stays close to O1 (to O2).
The following statement suggests a ”nearly” periodic behavior of the slowest
motion.
2.9.1. Conjecture. Suppose that there exist strictly increasing and decreasing
functions v−(r) and v+(r), respectively, so that
R12(v−(r)) = R21(v+(r)) = r
and v−(λ) = v+(λ) = v∗ for some λ > 0 while v−(r) < v∗ < v+(r) for r < λ.
Assume that δ → 0 and ε→ 0 in such a way that
(2.9.9) lim
ε,δ→0
ε ln(δε) = −ρ > −λ.
Then for any v, x there exists t0 > 0 so that the slowest motion V˜
ε,δ
v,x,y(t + t0) =
V ε,δv,x,y
(
(t+ t0)/δε
)
, t ≥ 0 converges in distribution (as ε, δ → 0 so that (2.9.9) holds
true) to a periodic function ψ(t), ψ(t+ T ) = ψ(t) with
T = T (ρ) =
∫ v+(ρ)
v−(ρ)
dv
|A¯1(v)| +
∫ v+(ρ)
v−(ρ)
dv
|A¯2(v)| .
The argument supporting this conjecture goes as follows. Since V ε,δ moves
much slower than Xε,δ we can freeze the former and in place of (2.9.1) we can study,
first, (2.9.5). Applying the arguments of Theorem 2.2.7 to the pair Xˆ, Yˆ from (2.9.5)
we conclude from (2.2.35) that the intermediate motion Xε,δ most of the time stays
very close to either O1 or O2 before it exits from the corresponding basin, and so
in view of an appropriate averaging principle (which follows, for instance, from
Theorem 2.2.2) on bounded time intervals the slowest motion V ε,δ mostly stays
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close to the corresponding averaged motion determined by the vector fields A¯1 and
A¯2 given by (2.9.7). WhenX
ε,δ is close toO1 the slowest motion V ε,δ decreases until
v = v−(ρ) where R12(v) = ρ. In view of (2.2.34) and the scaling (2.9.9) between ε
and δ, a moment later R12(v) becomes less than ρ andX
ε,ρ jumps immediately close
to O2. There A¯2(v) > 0, and so V ε,δ starts to grow until it reaches v = v+(ρ) where
R21(v) = ρ. A moment later R21(v) becomes smaller than ρ and in view of (2.2.34)
the intermediate motion Xε,δ jumps immediately close to O1. This leads to a nearly
periodic behavior of V ε,δ. In order to make these arguments precise we have to deal
here with an additional difficulty in comparison with the two scale setup considered
in previous sections since now the large deviations S-functionals from Theorem 2.2.2
and the R-functions describing adiabatic fluctuations and transitions of Theorems
2.2.5 and 2.2.7 depend on another very slowly changing parameter. Still, we can
use the technique of Sections 2.6 and 2.7 above applied on time intervals where
changes in the v-variable can be neglected should work here but the details of this
approach have not been worked out yet.
On the other hand, when the fast motion Y ε,δ does not depend on the slow
motions, i.e. when the coefficients σ and b in (2.9.1) depend only on the coordinate
y (but not on v and x), then the above arguments can be made precise without
much effort. Indeed, we can obtain estimates for transition times τε(1) and τε(2)
of Xε,δ(t/ε) between neighborhoods of O1 and O2 as in Theorem 2.2.7 applying
the latter to Xˆε and Yˆ ε from (2.9.5) with freezed v-variable. This is possible since
the method of Proposition 2.6.1 requires us to make large deviations estimates,
essentially, only for probabilities P{kT ≤ τ(i) < (k + 1)T }, i.e. on bounded time
intervals, and then combine them with the Markov property arguments. During
such times the slowest motion V ε,δ can move only a distance of order δT . Thus
freezing v and using the Gronwall inequality for the equation of Xε in order to
estimate the resulting error we see that the latter is small enough for our purposes.
Observe, that it would be much more difficult to justify freezing v in the coeffi-
cients σ and b of Y ε, if we allow the latter to depend on v, since a strightforward
application of the Gronwall inequality there would yield an error estimate of an
exponential in 1/ε order which is comparable with 1/δ. Still, it may be possible
to take care about the general case using methods of Section 2.3 since we produce
large deviations estimates there by gluing large deviations estimates on smaller time
intervals where the x-variable (and so, of course, v-variable) can be freezed. Next,
set
V ε,δ,iv,y (t) = v + δε
∫ t
0
A(V δ,ε,iv (s),Oi, Y (s))ds
where now Y does not depend on ε and δ. Then by (2.9.1) together with the
Gronwall inequality we obtain that
|V ε,δv,x,y(t)− V ε,δ,iv,y (t)| ≤ KδεeδεKt
∫ t
0
|Xε,δv,x,y(s)−Oi|ds
where K is the Lipschitz constant of A. If x belongs to the basin Oi then according
to Theorem 2.2.7 Xˆε, and so also Xε,δ, stays most of the time near Oi up to its
exit from the basin of the latter which yields according to the above inequality that
V ε,δ stays close to V ε,δ,i during this time. But now we can employ the averaging
principle for the pair V ε,δ,i(t), Y (t) which sais that V ε,δ,i(t) stays close on the time
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intervals of order 1/δε to the averaged motion V¯ ε,δ,iv (t) defined by
V¯ ε,δ,iv (t) = v +
∫ t
0
A¯i(V¯
ε,δ,i
v (s))ds
and in view of (2.9.9), V¯ ε,δ,1v (t) decreases while V¯
ε,δ,2
v (t) increases which leads to
the behavior described in Conjecture 2.9.1.
A similar conjecture can be made under the corresponding conditions for the
discrete time case determined by a three scale difference system of equations of the
form
V ε,δ(n+ 1)− V ε,δ(n) = εδA(V ε,δ(n), Xε,δ(n), Y ε,δ(n)), V ε,δ(0) = v,
Xε,δ(n+ 1)−Xε,δ(n) = εB(V ε,δ(n), Xε,δ(n), Y ε,δ(n)), Xε,δ(0) = x
where A and B are smooth vector functions and Y ε,δ(n)) = Y ε,δv,x,y(n), Y
ε,δ
v,x,y(0) = y
are coupled with V ε,δ(n) and Xε,δ(n) perturbations of a parametrized by v and x
appropriate family of Markov chains having smooth transition densities similar to
those considered in Theorem 2.2.12.
2.10. Young measures approach to averaging
In this section we derive the averaging principle and discuss corresponding
large deviations in the sense of convergence of Young measures adapted to our
probabilistic setup. For more detailed information about Young measures we refer
the reader to [3] and references there.
Let µ belongs to the space P(Rd×M) of probability measures on Rd×M. We
consider a random Young measure ζε from ([0, T ]×Rd×M, ℓT ×µ) to P(Rd×M)
which we define by
ζε(t, x, y) = δXεx,y(t/ε),Y εx,y(t/ε)
where ℓT is the Lebesgue measure on [0, T ], δw is the unit mass at w, and X
ε, Y ε
are the same as in (2.1.1).
Suppose that µ ∈ P(Rd ×M) has a disintegration
(2.10.1) dµ(x, y) = dµx(y)dλ(x), λ ∈ P(Rd)
such that for each Lipschitz continuous function g on M and any x, z ∈ Rd,
(2.10.2) |
∫
gdµx −
∫
gdµz| ≤ KL(g)|x− z|
for some KL > 0 depending only on L where L(g) is both a Lipschitz constant of
g and it also bounds |g|. Set
(2.10.3) B¯(x) =
∫
B(x, y)dµx(y)
and assume that (2.2.1) holds true which together with (2.10.2) yields that B¯ is
bounded and Lipschitz continuous, and so there exists a unique solution X¯ε(t) =
X¯εx(t) of (2.1.3). For any bounded continuous function g on R
d ×M define
Egε (t, δ) =
{
(x, y) ∈ Rd ×M : E∣∣1
t
∫ t
0
g(x, Y εx,y(u))du − g¯(x)
∣∣ > δ}
where g¯(x) =
∫
g(x, y)dµx(y).
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In the spirit of [3]) we say that the Young measures ζε converge as ε→ 0 to a
Young measure ζ0 defined by
ζ0(t, x, y) = δZ¯x(t) × µZ¯x(t) ∈ P(Rd ×M),
Z¯x(t) = X¯
ε
x(t/ε), if for any bounded continuous function f(t, x, y) on ([0, T ]×Rd×
M,
E
∣∣ ∫ T
0
(
f(s,Xεx,y(s/ε), Y
ε
x,y(s/ε))− f¯(s, Z¯x(s))
)
ds
∣∣→ 0 as ε→ 0.
The following result provides a verifiable (in some interesting cases) criterion for
even stronger convergence.
2.10.1. Theorem. Let µ ∈ P(Rd ×M) has the disintegration (2.10.1) satisfying
(2.10.2). Then
(2.10.4)
lim
ε→0
∫
Rd
∫
M
E sup
0≤t≤T
∣∣ ∫ t
0
(
f(s,Xεx,y(s/ε), Y
ε
x,y(s/ε))− f¯(s, Z¯x(s))
)
ds
∣∣dµ(x, y) = 0
for any bounded continuous function f = f(t, x, y) on [0, T ]×Rd×M where f¯(t, x) =∫
f(t, x, y)dµx(y) if and only if for each N ∈ N and any finite collection g1, ..., gN
of bounded Lipschitz continuous functions on Rd×M there exists an integer valued
function n = n(ε)→∞ as ε→ 0 such that for any δ > 0 and l = 1, ..., N ,
(2.10.5)
lim
ε→0
max
0≤j<n(ε)
∫
Rd
∫
M
P
{(
Xεx,y(jt(ε)), Y
ε
x,y(jt(ε))
) ∈ Eglε (t(ε), δ)}dµ(x, y) = 0,
where t(ε) = Tεn(ε) .
Proof. First, we prove that (2.10.4) implies (2.10.5). Let g1, ..., gN be
bounded Lipschitz continuous functions on Rd ×M and set
(2.10.6) ρε,lx,y(t) = ε
∫ t
0
(
gl(X
ε
x,y(s), Y
ε
x,y(s)) − g¯l(X¯εx(s))
)
ds.
If
ρε,lx,y = sup
0≤t≤T/ε
|ρε,lx,y(t)|
then by (2.10.4) for each l = 1, ..., N ,
(2.10.7) ρεl =
∫
Rd
∫
M
Eρε,lx,ydµ(x, y)→ 0 as ε→ 0.
Choose an integer valued function n(ε)→∞ as ε→ 0 so that
(2.10.8) n(ε) max
1≤l≤N
ρεl → 0 as ε→ 0
and let t(ε) = T/εn(ε). Set xεk = X
ε
x,y(kt(ε)), y
ε
k = Y
ε
x,y(kt(ε)) and x¯
ε
k = X¯
ε
x(kt(ε)),
k = 0, 1, .... Then by (2.10.6),
(2.10.9)
ρε,lx,y((j + 1)t(ε))− ρε,lx,y(jt(ε)) = ε
∫ t(ε)
0
(
gl(X
ε
xεj ,y
ε
j
(u), Y εxεj ,yεj (u))− g¯l(X¯
ε
x¯εj
(u))
)
du
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where Xεxεj ,yεj (u) = X
ε
x,y(jt(ε) + u) and Y
ε
xεj ,y
ε
j
(u) = Y εx,y(jt(ε) + u). By (2.2.1),
ε
∣∣ ∫ t(ε)
0
(
gl(X
ε
xεj ,y
ε
j
(u), Y εxεj ,yεj (u))− gl(xεj , Y εxεj ,yεj (u))
)
du
∣∣(2.10.10)
≤ εLl
∫ t(ε)
0
|Xεxεj ,yεj (u)− xεj |du ≤ LlK(εn(ε))2
where Ll is the Lipschitz constant of gl. Similarly, by (2.2.1) and (2.10.2),
(2.10.11) ε
∣∣ ∫ t(ε)
0
(
g¯l(X¯
ε
x¯εj
(u))− g¯l(x¯εj)
)
du
∣∣ ≤ (Ll +KLl)K(εt(ε))2
and
(2.10.12) |g¯l(x¯εj)− g¯l(xεj)| ≤ (Ll +KLl)|x¯εj − xεj | ≤ (Ll +KLl)ρεx,y.
It follows from (2.10.9)–(2.10.12) that∣∣ 1
t(ε)
∫ t(ε)
0 gl(x
ε
j , Y
ε
xεj ,y
ε
j
(u))du− g¯l(xεj)
∣∣(2.10.13)
≤ TK(2Ll +KLl)/n(ε) + (Ll +KLl + 2T−1n(ε))ρεx,y.
Given δ > 0 choose εδ > 0 such that for all ε ≤ εδ and l = 1, ..., N ,
TK(2Ll +KLl)/n(ε) ≤ δ/2.
Then by (9.13) and the Markov property,{
(x, y) ∈ Rd ×M : (Xεx,y(jt(ε)), Y εx,y(jt(ε))) ∈ Eglε (t(ε), δ) ⊂ Aε(δ)
=
{
(x, y) ∈ Rd ×M : (Ll +KLl + 2T−1n(ε))Exεj ,yεj ρε,lx,y > δ/2
}
where
Exεj ,yεj = E
( · ∣∣Xεx,y(jt(ε)), Y εx,y(jt(ε)))
is the conditional expectation. By Chebyshev’s inequality
(2.10.14) Eµ(Aε(δ)) ≤ 2
δ
(Ll +KLl + 2T
−1n(ε))Eρεl .
By (2.10.8) the right hand side of (2.10.14) tends to 0 as ε→ 0 yielding (2.10.5).
Next, we derive (2.10.4) from (2.10.5). Since f in (2.10.4) is a bounded function
and λ is a probability measure it is easy to see that it suffices to prove (2.10.4) when
the integration in x there is restricted to compact subsets ofRd. But if x belongs to a
compact setG ⊂ Rd in view of (2.1.1) and (2.2.1) the slow motionXεx,y(s), as well as
the averaged one X¯εx(s), stays during the time T/ε in a KT−neighborhood GKT of
G. But on [0, T ]×GKT×M we can approximate f uniformly by Lipschitz continuous
functions. Thus, in place of (2.10.4) it suffices to show that for any compact set
G ⊂ Rd and a bounded Lipschitz continuous function f on [0, T ]×GKT ×M with
a Lipschitz constant L = L(f) in all variables,
limε→0 ε
∫
G
∫
M
E sup0≤t≤T/ε
∣∣ ∫ t
0
(
f(εs,Xεx,y(s), Y
ε
x,y(s))(2.10.15)
−f¯(εs, X¯εx(s))
)
ds
∣∣dµx(y)dλ(x) = 0.
By (2.2.1), (2.10.2) and (2.10.3),
ε
∣∣ ∫ t
0
(
f(εs,Xεx,y(s), Y
ε
x,y(s)) − f¯(εs, X¯εx(s))
)
ds
∣∣(2.10.16)
≤ ε∣∣ ∫ t0 (f(εs,Xεx,y(s), Y εx,y(s))− f¯(εs,Xεx(s)))ds∣∣
+(L+KL)T sup0≤s≤T/ε |Xεx(s)− X¯εx(s)|.
122
By (2.1.1), (2.2.1), (2.10.2) and (2.10.3),
|Xεx,y(t)− X¯εx(t)| = ε
∣∣ ∫ t
0
(
B(Xεx,y(s), Y
ε
x,y(s))− B¯(X¯εx(s))
)
ds
∣∣
≤ ε∣∣ ∫ t
0
(
B(Xεx,y(s), Y
ε
x,y(s))− B¯(Xεx,y(s))
)
ds
∣∣
+(K +KK)ε
∫ t
0
|Xεx,y(s)− X¯εx(s)|ds.
This together with the Gronwall inequality gives
sup0≤t≤T/ε |Xεx,y(t)− X¯εx(t)|(2.10.17)
≤ e(K+KK)T ε sup0≤t≤T/ε
∣∣ ∫ t
0
(
B(Xεx,y(s), Y
ε
x,y(s))− B¯(Xεx,y(s))
)
ds
∣∣.
Now we see that the integral term in the right hand side of (2.10.17) is a particular
case of the integral term in the right hand side of (2.10.16) with f = B, and so it
suffices to estimate only the latter.
Set, again, xεk = X
ε
x,y(kt(ε)), y
ε
k = Y
ε
x,y(kt(ε)), x¯
ε
k = X¯
ε
x(kt(ε)), k = 0, 1, ... and
fix a large N ∈ N. Let l = [εjt(ε)N/T ] = [jN/n(ε)] then by (2.2.1), (2.10.1) and
(2.10.2),
ε
∣∣ ∫ t(ε)
0
(
f(εjt(ε) + εu,Xεxεj ,yεj (u), Y
ε
xεj ,y
ε
j
(u))(2.10.18)
−f(lT/N, xεj, Y εxεj ,yεj (u))
)
ds
∣∣ ≤ LT 2((Nn(ε))−1 + (n(ε))−2)
+Lε
∫ t(ε)
0
|Xεxεj ,yεj (u)− xεj |du ≤ LT 2/Nn(ε) + LT 2(1 +K))(n(ε))−2
and
ε
∣∣ ∫ t(ε)
0
(
f¯(εjt(ε) + εu,Xεxεj ,yεj (u))− f¯(lT/N, xεj))du
∣∣(2.10.19)
≤ LT 2/Nn(ε) + T 2(L+ LK +KKL)(n(ε))−2.
Now using (2.10.18), (2.10.19) together with the Markov property and assuming
that |f | ≤ Lˆf for some constant Lˆf > 0 we obtain
εE sup0≤t≤T/ε
∣∣ ∫ t
0
(
f(εs,Xεx,y(s), Y
ε
x,y(s))− f¯(εs,Xεx,y(s))
)
ds
∣∣ ≤(2.10.20)
2Lˆfεt(ε) + εE
∑n(ε)−1
j=0
∣∣ ∫ (j+1)t(ε)
jt(ε)
(
f(εs,Xεx,y(s), Y
ε
x,y(s))− f¯(εs, X¯εx(s))
)
ds
∣∣
≤ 2Lˆfεt(ε) + εE
∑n(ε)−1
j=0
∣∣ ∫ t(ε)
0
(
f(εjt(ε) + εs,Xεxεj ,yεj (s), Y
ε
xεj ,y
ε
j
(s))
−f¯(εjt(ε) + εs,Xεxεj ,yεj (s))
)
ds
∣∣
≤ 2LT 2/N + 2(LˆfT + T 2(L+ LK +KKL))/n(ε) + εt(ε)
×∑N−1l=0 ∑ln(ε)/N≤j<(l+1)n(ε)/N,j≤n(ε) E∣∣ 1t(ε) ∫ t(ε)0 f(lT/N, xεj , Y εxεj ,yεj (s))ds
−f¯(lT/N, xεj)
∣∣ ≤ 2LT 2/N + 2(LˆfT + T 2(L+ LK +KKL))/n(ε)
+εt(ε)n(ε)δ + 2Lˆfεt(ε)
∑N−1
l=0
∑
ln(ε)/N≤j<(l+1)n(ε)/N,j≤n(ε)
P
{(
Xεx,y(jt(ε)), Y
ε
x,y(jt(ε))
) ∈ Eflε (t(ε), δ)}
where fl(z, v) = f(lT/N, z, v). Integrating against µ both parts of (2.10.20) over
G×M we obtain
ε
∫
G
∫
M
E sup0≤t≤T/ε
∣∣ ∫ t
0
(
f(εs,Xεx,y(s), Y
ε
x,y(s))(2.10.21)
−f¯(εs,Xεx,y(s))
)
ds
∣∣dµ(x, y) ≤ 2(LˆfT + T 2(L + LK +KKL))/n(ε)
+2LT 2/N + Tδ + 2Lˆf max0≤l≤N−1 ηl(ε, δ)
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where
ηl(ε, δ) = max
0≤j≤n(ε)−1
∫
G
∫
M
P
{(
Xεx,y(jt(ε)), Y
ε
x,y(jt(ε))
) ∈ Eflε (t(ε), δ)}dµ(x, y).
By the assumption there exists an integer valued function n(ε)→∞ as ε→ 0 such
that (2.10.5) holds true for all g = f0, f1, ..., fN−1 and then max0≤l≤N−1 ηl(ε, δ)→
0 as ε → 0. Hence, letting first ε → 0, then δ → 0 and, finally, N → 0 we
obtain (2.10.15) in view of (2.10.16) and (2.10.17), completing the proof of Theorem
2.10.1. 
Observe that (2.10.4) holding true for all bounded continuous functions is, in
principle, stronger than the averaging principle in the form
(2.10.22) lim
ε→0
ε
∫
G
∫
M
E sup
0≤t≤T/ε
∣∣Xεx,y(t)− X¯εx(t)∣∣dµ(x, y)→ 0 as ε→ 0
since (2.10.22) is equivalent to (2.10.15) with f = B. In fact, if we require (2.10.5)
only for one function g = B then it will be equivalent to (2.10.22) which follows
in the same way as the proof of Theorem 2.10.1 above. Still, the main interesting
classes of systems, we are aware of, for which (2.10.4) holds true are the same for
which (2.10.22) is satisfied though it is easy to construct examples of (somewhat
degenerate) right hand sides B in (2.1.1) for which (2.10.22) holds true but (2.10.4)
fails (since in the latter we require convergence for all functions f and in the former
only for f = B).
It follows from [50] that the assumptions of Theorem 2.10.1 hold true when
the unperturbed fast motions Yx,y(t) are diffusion processes on M so that µx is an
invariant measure of Yx onM ergodic for λ-almost all x, where λ is the normalized
Lebesgue measure on a large compact in Rd, and µx(U) =
∫
U q(x, y)dm(y) with
q(x, y) > 0 differentiable in x and y. This can be extended to random evolutions
considered in previous sections.
Observe that under assumptions of Theorem 2.2.2 we can obtain also large
deviations bounds in the form (2.2.10) and (2.2.11) for
Z˜εx,y(t) =
∫ t
0
f(s,Xεx,y(s/ε), Y
ε
x,y(s/ε))ds
with the functional
S˜0T (γ˜) = inf
{
S0T (γ) : S0T (γ) =
∫ T
0 Iγt(νt)dt,
γ˙t = B¯νt(γt), γ˜t =
∫ t
0
f¯νs(s, γs)ds ∀t ∈ [0, T ]
}
, f¯ν(s, x) =
∫
f(s, x, y)dν(y),
where f is a bounded Lipschitz continuous vector function. The proof can be
carried out quite similarly to the proof of Theorem 2.2.2. Analogous results can be
obtained in the discrete time setup of difference equations (2.1.7).
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