How do perception and language interact to form the representations that guide our thoughts and actions over the short-term? Here, we provide a first examination of this question by investigating the role of verbal labels in a continuous visual working memory (WM) task. Across four experiments, participants retained in memory the continuous color of a set of dots which were presented sequentially (Experiments 1-3) or simultaneously (Experiment 4). At test, they reproduced the colors of all dots using a color wheel. During stimulus presentation participants were required to either label the colors (color labeling) or to repeat ''bababa" aloud (articulatory suppression), hence prompting or preventing verbal labeling, respectively. We tested four competing hypotheses of the labeling effect: (1) labeling generates a verbal representation that overshadows the visual representation; (2) labeling yields a verbal representation in addition to the visual one; (3) the labels function as a retrieval cue, adding distinctiveness to items in memory; and (4) labels activate visual categorical representations in long-term memory. Collectively, our experiments show that labeling does not overshadow the visual input; it augments it. Mixture modeling showed that labeling increased the quantity and quality of information in WM. Our findings are consistent with the hypothesis that labeling activates visual long-term categorical representations which help in reducing the noise in the internal representations of the visual stimuli in WM.
Introduction
The present study is concerned with how visual perception and language interact to form the representations that guide our thoughts and actions over the short-term. The memory system holding information accessible for the moment-to-moment cognition is known as working memory (WM). In WM research, the mainstream strategy has been to study processing of visual and verbal inputs in isolation. In contrast to the laboratory, day-today observations suggest a more interactive scenario in which visual inputs and language co-exist and interact. For example, in order to safely change lanes, one has to locate the positions of the other cars, check for traffic signs, and look for potential pedestrians. In each of these steps, one may generate or receive verbal descriptions of the ongoing events. How are these incoming inputs combined in mind to effectively guide action? At the moment, we lack a systematic treatment of the consequences of having both visual and verbal inputs regarding the same event to guide behavior over the short-term. Here, we provide a first examination of this question by investigating the role of verbal labeling for the temporary retention and retrieval of visual inputs varying along a continuous dimension.
The retention of continuous feature values in memory can be studied with the continuous delayed estimation task (Prinzmetal, Amiri, Allen, & Edwards, 1998; Wilken & Ma, 2004; Zhang & Luck, 2008) . Color reproduction has received the largest attention in the visual WM literature (Allred & Flombaum, 2014) . In a typical WM color delayed-estimation task, participants have to retain the precise color-hues of an array of objects. At test, the hue of a target object has to be reproduced using a continuous color wheel. The dependent measure in this task is recall error computed as the distance between the reported value and the target's true value. The more precise the representation of the studied items in memory, the smaller the error in reproducing the target's feature. Furthermore, the distribution of responses in this task can be submitted to mixture modeling to estimate the probability that responses were informed by memory as opposed to guessing, and the variability (imprecision) with which this information was stored (cf. Bays, Catalao, & Husain, 2009; Zhang & Luck, 2008 q This research was supported by a grant from the Forschungskredit and from the Swiss National Science Foundation (project no. 169302) to Alessandra S. Souza.
