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Abstract
The lace expansion for the Ising two-point function was successfully derived in
[23]. It is an identity that involves an alternating series of the lace-expansion coef-
ficients. In the same paper, we claimed that the expansion coefficients obey certain
diagrammatic bounds which imply faster x-space decay (as the two-point function
cubed) above the critical dimension dc (= 4 for finite-variance models), if the spin-
spin coupling is ferromagnetic, translation-invariant, summable and symmetric with
respect to the underlying lattice symmetries. However, we recently found a flaw in
the proof of [23, Lemma 4.2], a key lemma to the aforementioned diagrammatic
bounds.
In this paper, we no longer use the problematic [23, Lemma 4.2], and prove new
diagrammatic bounds on the expansion coefficients that are slightly more compli-
cated than those in [23, Proposition 4.1] but nonetheless obey the same fast decay
above the critical dimension dc. Consequently, the lace-expansion results for the
Ising and ϕ4 models so far [9, 10, 19, 24] are all saved. The proof is based on
the random-current representation and its source-switching technique of Griffiths,
Hurst and Sherman [12], combined with a double expansion: a lace expansion for
the lace-expansion coefficients.
1 Background
The (ferromagnetic) Ising model is a paradigmatic model in statistical physics that ex-
hibits a phase transition and critical behavior. One of the most powerful methods to
investigate those phenomena is to use the random-current representation, which is a so-
phisticated version of the high-temperature expansion and provides a way to translate
spin correlations into connectivity of the corresponding vertices via paths of bonds with
positive current. It was initiated by Griffiths, Hurst and Sherman [12] to prove the GHS
inequality, and then made the most of it by Aizenman et al., in 1980s. Since then, the
random-current representation has given rise to many useful results for the Ising model,
such as the uniqueness of the critical point and mean-field bounds on critical exponents
[2, 3], a sufficient condition, known as the bubble condition, for the mean-field behav-
ior [1, 4, 5] and a sufficient condition for the continuity of the spontaneous magnetiza-
tion [3]. Those sufficient conditions hold in dimensions above 4 and 2, respectively, if
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the critical two-point function obeys an infrared bound on the underlying short-range
random-walk Green function, which is true for reflection-positive models [11]. However,
the reflection-positivity is too restrictive and may easily be violated by slight modifica-
tion of the spin-spin coupling, such as introducing relatively large next-nearest-neighbor
interaction. Moreover, the reflection-positivity alone does not imply infrared asymptotics
of the critical two-point function, i.e., the anomalous dimension η = 0, even in high di-
mensions; only a one-sided inequality is proved. To prove universal results, it is desirable
to get rid of this strong symmetry condition.
The lace expansion is one of the few mathematically rigorous methods to prove mean-
field critical behavior in high dimensions. Since it does not require reflection-positivity,
we can deal with a wider class of spin-spin couplings. It is also applied to other models,
such as percolation [15], for which it is argued that reflection-positivity does not hold.
The first lace expansion was invented by Brydges and Spencer [8] for weakly self-avoiding
walk (SAW). Since then, it has been extended to strictly SAW [17], lattice trees and
lattice animals [16], oriented percolation [21], the contact process [22], the Ising model
[23], the |ϕ|4 model [7, 24] and the random-connection model [18]; see also [25] for the
development of the subject until mid 2000s. In general, the lace expansion gives rise
to a recursion equation for the two-point function, which is almost identical to that for
the Green function of the underlying random walk. The difference between the two is
the kernel: an alternating series of the lace-expansion coefficients for the former, and the
1-step distribution for the latter. If the alternating series is absolutely convergent, then
it can be treated as a 1-step distribution (after normalization) and the critical two-point
function exhibits the same infrared asymptotics as the Green function. Therefore, absolute
summability of the expansion coefficients (and existence of their lower-order moments) is
a sufficient condition for the mean-field behavior.
To prove this sufficient condition for all dimensions above the model-dependent upper
critical dimension dc, we need correlation inequalities, such as the famous BK inequality
for percolation (see [6] for the ever simplest proof), with which the expansion coefficients
can be bounded by optimal diagrams consisting of two-point functions. For example, the
0th-order expansion coefficient for bond percolation is the probability that there are at
least two bond-disjoint paths of occupied bonds from o to x, and by the BK inequality,
it is bounded by the two-point function squared: Pp(o ⇒ x) ≤ Pp(o → x)2. The higher-
order expansion coefficients for percolation are bounded similarly by diagrams that can
be decomposed into triangles, which implies dc = 6 for percolation.
For the Ising model, there was no equivalent to the BK inequality to control the
expansion coefficients that are defined by using the aforementioned random-current rep-
resentation. Inspired by the so-called Source-Switching Technique (SST) [12], i.e., the way
to exchange sources between two current configurations, we came up with [23, Lemma 4.2]
that was supposed to provide optimal diagrammatic bounds on the expansion coefficients.
However, as explained more in detail in Section 2.5, we found a flaw in its proof, thanks
to an inquiry by Duminil-Copin, and the diagrammatic bounds [23, Proposition 4.1] be-
came no longer reliable; the directly affected are the proof of the bound on the 0th-order
expansion coefficient in [23, pp.306–307] and [23, Lemma 4.4]; the rest of that paper is
secure.
In this paper, we prove new diagrammatic bounds on the Ising lace-expansion coeffi-
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cients that are slightly more complicated than those in [23, Proposition 4.1] but nonethe-
less obey the same x-space decay in high dimensions. As an example, we demonstrate how
to derive the wanted x-space decay from the new diagrammatic bounds for sufficiently
spread-out (finite-variance) models in dimensions d > 4; as a byproduct, we obtain better
multiplicative constants in the x-space decay of the lace-expansion coefficients of order
j ≥ 2 (see Corollary 3.14 below). The proof of those diagrammatic bounds is based on the
standard SST and a double expansion, i.e., a lace expansion for the expansion coefficients
along the “earliest” path of odd current joining the two sources. See Section 4.1 for more
details.
The rest of this paper is organized as follows. In Section 2.1, we define the model and
introduce some notation. In Section 2.2, we explain the random-current representation. In
Section 2.3, we provide two examples of the aforementioned SST; the second is nontrivial
and its proof shares the key idea (i.e., the use of the earliest path of odd current) used in
the proof of the aforementioned new diagrammatic bounds on the expansion coefficients.
In Section 2.4, we briefly review the lace expansion and its implication from assuming
bounds on the expansion coefficients. In Section 2.5, we explain why the proof of [23,
Lemma 4.2], on which the previous diagrammatic bounds in [23, Proposition 4.1] rely, does
not work. Then, in Section 3, we present the new diagrammatic bounds on four main
building blocks of the expansion coefficients. Those bounds are proven in Sections 4.1–4.4,
respectively.
2 Definition
2.1 The Ising model
For simplicity, we consider the d-dimensional integer lattice Zd as space. Let J : Zd →
[0,∞) be symmetric in such a way that J(x) = J(y) as long as |x| = |y|. Let {Jx,y}
be a collection of spin-spin couplings that satisfy Jx,y = J(y − x). We say that a subset
Λ ⊂ Zd is a connected domain if any pair of distinct vertices x, y ∈ Λ are connected by a
path of bonds in BΛ ≡ {{x, y} ⊂ Λ : Jx,y > 0}, i.e., there is a sequence {vj}nj=0 ⊂ Λ such
that v0 = x, vn = y and {vj−1, vj} ∈ BΛ for all j = 1, . . . , n. Given a connected domain
Λ ⊂ Zd, we define the Ising Hamiltonian as
HΛ(ϕ) = −
∑
{x,y}⊂Λ
Jx,yϕxϕy, (2.1)
where ϕ ≡ {ϕx}x∈Λ ∈ {±1}Λ is a spin configuration. Then, we define the finite-volume
two-point function and its infinite-volume limit at the inverse temperature β ∈ [0,∞) as
〈ϕxϕy〉β,Λ =
∑
ϕ∈{±1}Λ
ϕxϕye
−βHΛ(ϕ)
∑
ϕ∈{±1}Λ
e−βHΛ(ϕ)
, Gβ(x) = lim
Λ↑Zd
〈ϕoϕx〉β,Λ, (2.2)
where the limit exists and is unique due to monotonicity in terms of volume-increasing
limits. The summable model (i.e.,
∑
x∈Zd J(x) <∞) is known to exhibit a phase transition
3
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Figure 1: Current configurations satisfying the source constraint in (2.5) (left) and that
in (2.6) (right). Bonds with odd current are bold (in red), while those with positive-even
current are thin-solid (in blue).
at the critical point defined by
βc = sup
{
β ≥ 0 :
∑
x∈Zd
G(x) <∞
}
. (2.3)
2.2 The random-current representation
Given a current configuration n ≡ {nb}b∈BΛ ∈ ZBΛ+ and a bond set B ⊂ BΛ, we define the
source set and the weight on B as
∂n =
{
x :
∑
b3x
nb is odd
}
, wB(n) =
∏
{x,y}∈B
(βJx,y)
nx,y
nx,y!
. (2.4)
Then, by simple arithmatic, we obtain the rewrite∑
ϕ∈{±1}Λ
e−βHΛ(ϕ) =
∑
ϕ∈{±1}Λ
∏
{x,y}∈BΛ
eJx,yϕxϕy =
∑
ϕ∈{±1}Λ
∏
{x,y}∈BΛ
∑
nx,y∈Z+
(βJx,yϕxϕy)
nx,y
nx,y!
=
∑
n∈ZBΛ+
wBΛ(n)
∏
x∈Λ
∑
ϕx=±1
ϕ
∑
b3x nb
x︸ ︷︷ ︸
2×1{x/∈∂n}
= 2|Λ|
∑
n∈ZBΛ+ :
∂n=∅
wBΛ(n), (2.5)
where 1{··· } is the indicator function. By this representation, we can interpret the partition
function (= the denominator in the definition of the two-point function) as the sum of
the weight over the current configurations in which bonds with odd current form loops
(see the left of Figure 1). Similarly, we have∑
ϕ∈{±1}Λ
ϕxϕye
−βHΛ(ϕ) = 2|Λ|
∑
n∈ZBΛ+ :
∂n=xMy
wBΛ(n), (2.6)
where x M y is an abbreviation for the heavier notation of symmetric difference {x}4{y}.
By this representation, we can interpret the numerator in the definition of the two-point
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function as the sum of the weight over the current configurations in which there is a path
of bonds with odd current between x and y in the sea of loops with odd current (see
the right of Figure 1). As a result, we obtain the random-current representation for the
two-point function: for any B ⊂ BΛ,
〈ϕxϕy〉B =
∑
n∈ZB+ :
∂n=xMy
wB(n)
ZB
, 〈ϕxϕy〉BΛ = 〈ϕxϕy〉β,Λ, (2.7)
where
ZB =
∑
n∈ZB+ :
∂n=∅
wB(n). (2.8)
From now on, we omit the β-dependence if unnecessary, such as G(x) = Gβ(x). Similarly,
we have the random-current representation for the four-point function:
〈ϕxϕyϕuϕv〉B =
∑
n∈ZB+ :
∂n=xMyMuMv
wB(n)
ZB
. (2.9)
2.3 The source-switching technique (SST)
One of the advantages of the random-current representation (as compared to other simi-
lar representations, such as the high-temperature expansion) is the source-switching tech-
nique of Griffiths, Hurst and Sherman [12]. It provides a way to exchange sources between
two current configurations. The following is a standard example, which we repeatedly use
in the rest of the paper.
Lemma 2.1. For any B ⊂ BΛ,∑
n∈ZB+ :
∂n=oMx
wB(n)
ZB
1{o−→
n
y} ≤ (G
y∗G)(o, x) ≡ G(y)G(x− y). (2.10)
In particular, when x = o, ∑
n∈ZB+ :
∂n=∅
wB(n)
ZB
1{o−→
n
x} ≤ G(x)2. (2.11)
Proof. First, by choosing B′ ⊃ B, multiplying 1 ≡ ZB′/ZB′ to the left-hand side of (2.10)
and using the monotonicity {o −→
n
y (in B)} ⊂ {o −−−→
m+n
y in B} for any m ∈ ZB′+ , we
obtain∑
m∈ZB′+ :
∂m=∅
∑
n∈ZB+ :
∂n=oMx
wB′(m)
ZB′
wB(n)
ZB
1{o−→
n
y} ≤
∑
m∈ZB′+ :
∂m=∅
∑
n∈ZB+ :
∂n=oMx
wB′(m)
ZB′
wB(n)
ZB
1{o −→
m+n
y in B}.
(2.12)
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y
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+
y
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+
y
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Figure 2: A schematic representation of T (o, x, y). The slashed line segments represent
G.
Then, by the SST (cf., e.g., [23, Lemma 2.3]), the right-hand side equals1∑
m∈ZB′+ :
∂m=oMy
∑
n∈ZB+ :
∂n=yMx
wB′(m)
ZB′
wB(n)
ZB
1{o −→
m+n
y in B}. (2.14)
By omitting the indicator and using the monotonicity in volume mentioned below (2.2),
this is bounded by∑
m∈ZB′+ :
∂m=oMy
∑
n∈ZB+ :
∂n=yMx
wB′(m)
ZB′
wB(n)
ZB
= 〈ϕoϕy〉B′ 〈ϕyϕx〉B ≤ (G y∗G)(o, x), (2.15)
as required.
Another example involves T (o, x, y) that is defined as (see Figure 2)
T (o, x, y) =
∑
z
(G
z∗G)(o, x)G(z − y)
×
(
G(x)G(z − y) +G(y)G(z − x) +G(z)G(y − x)
)
. (2.16)
Lemma 2.2. For any B ⊂ BΛ,∑
n∈ZB+ :
∂n=∅
wB(n)
ZB
1{o−→
n
x}∩{o−→
n
y} ≤ T (o, x, y). (2.17)
The proof of (2.17) turns out to require the same idea used later in the proof of the
new diagrammatic bounds on the expansion coefficients, as well as Lebowitz’ inequality
[20], by which the four-point function is bounded by the three terms in the second line of
(2.16). We prove Lemma 2.2 in Section 4.1.
1If B′ 6⊃ B, then we cannot naively exchange sources as in (2.14). In that case, we use the following
inequality, which is proven for B′ ⊂ B in [23, (4.55)–(4.62)] and easily extended to more general B′ 6⊃ B:
∑
m∈ZB′+ :
∂m=∅
∑
n∈ZB+ :
∂n=oMx
wB′(m)
ZB′
wB(n)
ZB
1{o −→
m+n
y in B} ≤
∑
v
(G
v∗G)(o, x)
∞∑
j=0
(G˜2)∗j(y − v), (2.13)
where (G˜2)∗j is the j-fold convolution of G˜2 ≡ (tanh(βJ) ∗G)2 (cf., (3.1)).
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2.4 The lace expansion
Making heavy use of the random-current representation and the SST, we derived in [23]
the lace expansion (= the recursion equation (2.19) below) for the two-point function. To
explain it, we first define
τ(x) = tanh
(
βJ(x)
)
. (2.18)
Then, for any β ≥ 0, there are lace-expansion coefficients {pi(i)BΛ}i∈Z+ , which are nonneg-
ative functions on Λ for ferromagnetic models, such that the following identity holds for
every j ∈ Z+:
〈ϕoϕx〉BΛ = Π(j)BΛ(x) +
∑
u,v∈Λ
(Π(j)BΛ
u∗ τ)(o, v) 〈ϕvϕx〉BΛ + (−1)j+1R(j+1)BΛ (x), (2.19)
where the remainder R(j+1)BΛ is nonnegative for ferromagnetic models, and
Π(j)BΛ(x) =
j∑
i=0
(−1)ipi(i)BΛ(x). (2.20)
In fact, the identity (2.19) holds independently of the signs of the spin-spin couplings.
However, as defined in the beginning of this section, if we restrict our attention to ferro-
magnetic models, then pi(j)BΛ(x) and R
(j+1)
BΛ (x) are proven to obey the bounds
pi(j)BΛ(x) ≥ δj,0δo,x, R(j+1)BΛ (x) ≤
∑
u,v∈Λ
(pi(j)BΛ
u∗ τ)(o, v) 〈ϕvϕx〉BΛ . (2.21)
We note that the lace expansion (2.19) looks similar to the recursion equation for the
random-walk Green function Sp generated by the 1-step distribution D with fugacity p:
Sp(x) = (δ + pD ∗ Sp)(x) ≡ δo,x +
∑
v∈Zd
(pD
v∗ Sp)(o, x). (2.22)
If D(x) decays faster than |x|−d−α for some α > 2 (hence σ2 = ∑x |x|2D(x) < ∞), then
the critical Green function S1(x) exists in dimensions d > 2 and exhibits the asymptotic
behavior ∼ ad
σ2
|x|2−d as |x| ↑ ∞, where ad = d2Γ(d−22 )pi−d/2. Suppose that J is the spread-
out interaction with parameter L ∈ [1,∞) of the form
J(x) =
h(x/L)1{x 6=o}∑
y 6=o h(y/L)
, (2.23)
where h : Rd → [0,∞) is Zd-symmetric, piecewise continuous and satisfies h(0) > 0 and∫
Rd h(x) d
dx = 1. We also assume
∑
x |x|2J(x) < ∞ (finite-variance). It has been shown
in [9, 23] that, if d > 4, θ ≡ L−2  1 and
sup
j∈Z+
|Π(j)BΛ(x)− δo,x| ≤ O(L−d) δo,x +
O(θ3)
(|x| ∨ 1)3(d−2) , R
(j)
BΛ(x) −−→j↑∞ 0 (2.24)
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hold uniformly in x ∈ Λ ⊂ Zd and β ≤ βc, then the aforementioned similarity to random
walk is justified and that Gβc(x) ∼ Aad|x|2−d as |x| ↑ ∞, where, by denoting the limit
limβ↑βc limΛ↑Zd limj↑∞Π
(j)
β,BΛ by Πβc ,
A =
1∑
x τβc(x)
(∑
x∈Zd
|x|2
(
τβc(x)∑
y τβc(y)
+
Πβc(x)∑
y Πβc(y)
))−1
. (2.25)
So far, so good...
2.5 Problematic bounds on the expansion coefficients
To verify the above assumption (2.24), we want to bound the lace-expansion coefficients
by diagrams consisting of two-point functions G. For example, we claimed in [23] that
pi(0)BΛ(x) ≡
∑
n∈ZBΛ+ :
∂n=oMx
wBΛ(n)
ZBΛ
1{o=⇒
n
x}
(∗)
≤ 〈ϕoϕx〉3BΛ ≤ G(x)3, (2.26)
where o =⇒
n
x means either o = x or there are at least two bond-disjoint paths from o
to x consisting of bonds b with positive current nb > 0. The last inequality is due to
the monotonicity in volume mentioned below (2.2). The inequality (∗) is the issue to be
discussed in this paper.
We also claimed in [23] that the higher-order expansion coefficients pi(j)BΛ(x), j ≥ 1,
were bounded similarly, but by more involved diagrams. There are two key lemmas to
show those diagrammatic bounds: [23, Lemmas 4.3 & 4.4]. The former is affirmatively
obtained by repeated use of the SST. On the other hand, the latter (= [23, Lemma 4.4])
is based on the same idea used in showing the inequality (∗) in (2.26). As a result, we
cannot justify the credibility of the diagrammatic bounds in [23, Proposition 4.1].
The common culprit is [23, Lemma 4.2], which was supposed to be an extension of
the SST and to derive a similar inequality to the BK inequality for percolation. As seen
in (2.14), the identity due to the SST holds if and only if o is connected to y via a path
of bonds in B with positive current in the superposition m + n ≡ {mb + nb}b∈BΛ . Any
such path can be used to define a bijection2 between two sets of pairs (m,n) with m+n
fixed: one with ∂m = ∅, ∂n = o M x and the other with ∂m = o M y, ∂n = y M x. To
generalize this idea to deal with bond-disjoint connections, such as o =⇒
n
x, and exchange
sources among more than two current configurations simultaneously, in the proof of [23,
Lemma 4.2] we used the “earliest” path from o to x and another disjoint one to define
a bijection between two sets of triples (n,m1,m2) with n + m1 and n + m2 fixed:
one with the source constraint ∂n = o M x, ∂m1 = ∂m2 = ∅ and the other with
2In fact, what we do is to consider the multi-edge graph Gm+n = (Λ,Bm+nΛ ), where each bond b ∈ BΛ
is duplicated mb + nb times. Choose any path (o = v0, v1, . . . , vn = y) of bonds bj = {vj−1, vj} with
mbj + nbj > 0, let ej = {vj−1, vj} be one of those mbj + nbj multi-edges, and set ω = {ej}nj=1. Then, the
aforementioned bijection is defined by taking the symmetric difference between ω and E ⊂ Bm+nΛ with
the set of odd-degree vertices ∂E = o M x; the image satisfies the required condition ∂(E4ω) = y M x.
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Um(y, z; y′, z′) =
m∑
j=0
y
z y′
z′
j V m(y, z;x) =
m∑
j=1
y
z
x
j
Figure 3: Schematic representations of Um(y, z; y′, z′) and V m(y, z;x) for m ≥ 1. The
slashed line segment representsG (as in Figure 2), while the other unslashed ones represent
G˜ ≡ τ ∗G. In addition, the small filled discs represent δ + τ 2.
∂n = ∂m1 = ∂m2 = o M x. The ordering used in defining the earliest path was non-
local, so as to ensure existence of another unaffected path after removal of the earliest.
It turns out that this non-local rule disrupts construction of a bijection; for some cases,
the image is empty because the first two earliest paths used to define the bijection are
no longer the first two earliest in the image. Therefore, we have decided to abandon [23,
Lemma 4.2] and to seek alternative diagrammatic bounds on the expansion coefficients.
3 Main results
3.1 Results for the 0th-order expansion coefficient
To explain the new diagrammatic bounds on the expansion coefficients, we define
G˜(x) = (τ ∗G)(x) ≡
∑
y
(τ
y∗G)(o, x) ≡
∑
y
τ(y)G(x− y), (3.1)
and for m ≥ 1 we define (see Figure 3)
Um(y, z; y′, z′) = G˜(z′ − y)G(z′ − y′)
×
{
G(y′ − z)2 (m = 0),(
(δ + τ 2) ∗∑mj=0(G˜2)∗j ∗ (δ + τ 2))(y′ − z) (m ≥ 1), (3.2)
V m(y, z;x) = G˜(x− y)
m∑
j=1
(G˜2)∗j(x− z), (3.3)
where (G˜2)∗0(x) = δo,x by convention. Also, we define
Xmo,x =
∞∑
i=0
∑
u0,...,ui,
v0,...,vi:
u0=v0=o
i∏
j=1
Um(uj−1, vj−1;uj, vj)V m(ui, vi;x), (3.4)
where the empty product
∏0
j=1 for i = 0 is regarded as 1. To make it short, we abbreviate
this to
Xmo,x =
∞∑
i=0
(
(Um)?i ? V m
)
o,x
. (3.5)
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In the following diagrammatic bounds (in Theorems 3.1, 3.4, 3.7 and 3.11), we only use
the two extremes: m = 1 or ∞; U0 is used later only for quantitative estimates (cf.,
(3.10)).
Theorem 3.1. Let x 6= o. For the ferromagnetic models defined above (2.1),
pi(0)BΛ(x) ≤ 2X1o,x ≡ 2
(
o x +
1∑
j=0 o
x
j
+
1∑
i,j=0 o x
i
j + · · ·
)
.
(3.6)
Now we demonstrate how to derive the wanted x-space decay (see (3.12) below) from
the diagrammatic bound (3.6) for the spread-out model (2.23) with L 1 in dimensions
d > 4. To do so, we repeatedly use the convolution bound [9, Lemma 3.2(i)]3, which is
an improved version of [14, Proposition 1.7]. Let
‖|x‖|L = |x| ∨ L. (3.8)
Lemma 3.2. Let Jo,x be the spread-out interaction (2.23) and let θ = O(L
−2). Suppose
‖τ‖1 ∨ sup
x 6=o
G(x)
θ‖|x‖|2−dL
≤ 2. (3.9)
If d > 4 and θ  1, then Um and V m for any m ≥ 1 obey the same x-space bounds on U0
and V 1, respectively (modulo L-independent constant multiplication). We denote this by
Um(y, z; y′, z′) . U0(y, z; y′, z′), V m(y, z;x) . V 1(y, z;x). (3.10)
As a result, for x 6= o and m ≥ 1,
Xmo,x . V 1(o, o;x) ≡ G˜(x)3. (3.11)
Corollary 3.3 (cf., (3.3) of [23]). Under the same condition as in Lemma 3.2,
δo,x ≤ pi(0)BΛ(x) ≤ δo,x +
O(θ3)
‖|x‖|3(d−2)L
. (3.12)
Proof of Lemma 3.2. First we note that, under the hypothesis (3.9), we have
G(x)− δo,x ≤ G˜(x)
[9, (3.11)]
≤ O(θ)‖|x‖|d−2L
. (3.13)
3The convolution bound [9, Lemma 3.2(i)] for spread-out models is stated as follows: for any a ≥ b > 0
with a+ b > d, there is an L-independent constant C = C(a, b, d) <∞ such that
∑
y∈Zd
‖|x− y‖|−aL ‖|y‖|−bL ≤
{
CLd−a‖|x‖|−bL (a > d),
C‖|x‖|d−a−bL (a < d).
(3.7)
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Also, by repeated use of [9, (3.11)], we have
(τ ∗j ∗ G˜)(x) . G˜(x) (j = 1, 2). (3.14)
Now we begin the proof. By the convolution bound (3.7), a degree-4 vertex (= x in
the following example) can be eliminated as follows: since |u− x| ∨ |x− u′| ≥ |u− u′|/2
and |v − x| ∨ |x− v′| ≥ |v − v′|/2, we have∑
x
G˜(u− x) G˜(x− u′) G˜(v − x) G˜(x− v′)
(3.13)
≤
∑
x
O(θ)
‖|u− x‖|d−2L
O(θ)
‖|x− u′‖|d−2L
O(θ)
‖|v − x‖|d−2L
O(θ)
‖|x− v′‖|d−2L
d>4≤ O(θ
4L4−d)
‖|u− u′‖|d−2L ‖|v − v′‖|d−2L
. (3.15)
This may be depicted as4
u
v
u′
v′
.
u
v
u′
v′
× L−d. (3.16)
By taking u = v and u′ = v′, we obtain G˜2∗G˜2 . L−d G˜2. By repeated use of this relation,
we obtain
∑m
j=1(G˜
2)∗j . G˜2, which proves the second relation in (3.10). Moreover, since
τ ≤ G˜ and (δ + τ 2) ∗ f 2 ≤ ((δ + τ) ∗ f)2 for any f : Zd → [0,∞), we obtain(
(δ + τ 2) ∗ (δ + G˜2) ∗ (δ + τ 2)
)
(x)− δo,x
= (δ + τ 2)(x) +
(
(δ + τ 2) ∗ τ 2)(x) + ((δ + τ 2)∗2 ∗ G˜2)(x)− δo,x
≤ τ(x)2 + ((δ + τ) ∗ τ)(x)2 + ((δ + τ)∗2 ∗ G˜)(x)2
≤ G˜(x)2 + ((δ + τ) ∗ G˜)(x)2 + ((δ + τ)∗2 ∗ G˜)(x)2, (3.17)
which, together with (3.13)–(3.14), implies (δ + τ 2) ∗ (δ + G˜2) ∗ (δ + τ 2) . G2 and proves
the first relation in (3.10).
To prove (3.11), we repeatedly use the convolution bound (3.7) to eliminate all diagram
vertices of degree 4 one by one. For example, if one of the four line segments in (3.16),
say, between u and x, is slashed, then we use (3.13) to replace G(u−x) by δu,x+G˜(u−x).
The contribution from G˜(u− x) is identical to (3.16). The contribution from δu,x is equal
to G˜(u − u′) G˜(v − u) G˜(u − v′). However, since |v − u| ∨ |u − v′| ≥ |v − v′|/2, we have
G˜(v − u) G˜(u− v′) . L−d G˜(v − v′). Therefore,
u
v
u′
v′
.
u
v
u′
v′
× L−d. (3.18)
4The multiplicative factor of L−d in (3.16) and (3.18)–(3.19) is better than those in the previous work
for the spread-out model, in which we simply ignore the factor of L4−d since d > 4.
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ox
.
o x
× 13 .
o
x
× 13L−d .
o x
× 13(L−d)2
Figure 4: Reduction of the simplified version of the n = 3 term in (3.5) to even simpler
diagrams, by using (3.21) three times and then using (3.18) twice. Using (3.18) once more
yields V 1(o, o;x) ≡ G˜(x)3 multiplied by a factor of (L−d)3 .
Similarly, we obtain
u
v
u′
v′
.
u
v
u′
v′
× L−d, (3.19)
u
v
u′
v′
u
v
u′
v′

.
u
v
u′
v′
× 1, (3.20)
u
v
u′
v′
.
u
v
u′
v′
× 1, (3.21)
u
v
u′
v′
.
u
v
u′
v′
× 1. (3.22)
As a rule of thumb, the factor of L−d arises when at least one of those two removed line
segments is unslashed.
To evaluate the ith term in (3.5), we first use (3.21) with u = v to eliminate all bubbles
(= G2) and then use (3.18) to eliminate all degree-4 vertices (see Figure 4). As a result,
the ith term in (3.5) is reduced to the simplest diagram V 1(o, o;x) ≡ G˜(x)3 multiplied by
a factor of (L−d)i, which is summable in i if L 1. This completes the proof of (3.11).
3.2 Results for the 1st-order expansion coefficient
Next we show a diagrammatic bound on the following Θ′o,x;A, which appears in the bounds
[23, Lemma 4.3] on the higher-order expansion coefficients pi(j)BΛ(x) for j ≥ 1 (see (3.32)
below). Given a vertex set A ⊂ Λ, we denote by BAc the set of bonds whose end vertices
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•
Uma (y, z; y
′, z′) =
m∑
j=0
(
y
z y′
z′
a
j +
y
z y′
z′
aj
)
•
V ma (y, z;x) =
m∑
j=1 y
z
x
a
j
Figure 5: Schematic representations of
•
Uma (y, z; y
′, z′) and
•
V ma (y, z;x) for m ≥ 1.
are both in Ac, and define
Θ′o,x;A =
∑
m∈ZBAc+ :
∂m=∅
wBAc (m)
ZBAc
∑
n∈ZBΛ+ :
∂n=oMx
wBΛ(n)
ZBΛ
1{o A=⇒
m+n
x}, (3.23)
where o
A
=⇒
m+n
x means that o =⇒
m+n
x and that all paths from o to x with positive current
in m+ n must go through the set A. Then we define (see Figure 5)
•
Uma (y, z; y
′, z′) =
(
(G
a∗ G˜)(y, z′)G(z′ − y′) + G˜(z′ − y) (G˜ a∗G)(y′, z′)
)
×
{
G(y′ − z)2 (m = 0),(
(δ + τ 2) ∗∑mj=0(G˜2)∗j ∗ (δ + τ 2))(y′ − z) (m ≥ 1), (3.24)
•
V ma (y, z;x) = (G
a∗ G˜)(y, x)
m∑
j=1
(G˜2)∗j(x− z), (3.25)
and let
•
Xmo,x;a =
∞∑
i=0
(
(Um)?i ?
•
V ma
)
o,x
+
∞∑
i,j=0
(
(Um)?i ?
•
Uma ? (U
m)?j ? V m
)
o,x
. (3.26)
Theorem 3.4 (cf., Lemma 4.4 of [23]). Let x 6= o. For the ferromagnetic models defined
above (2.1),
Θ′o,x;A ≤ 2
∑
a∈A
(
X∞o,x δx,a +
•
X∞o,x;a
)
. (3.27)
By the same reason as in Lemma 3.2 (see around (3.17) in particular),
•
Uma and
•
V ma obey
the same x-space bounds on
•
U0a and
•
V 1a, respectively (modulo L-independent constant
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multiplication) if d > 4 and L 1. Then, by repeated use of the convolution bound (3.7)
(as in Figure 4), we can show that (Um)?i ?
•
V ma and (U
m)?i ?
•
Uma ? (U
m)?j ? V m in (3.26)
obey the same x-space bound on
•
V 1a(o, o;x) multiplied by factors of (L
−d)i and (L−d)i+j,
respectively, which are summable if L 1. As a result, we obtain the following:
Lemma 3.5. Under the same condition as in Lemma 3.2, we have that, for m ≥ 1,
•
Uma (y, z; y
′, z′) .
•
U0a(y, z; y
′, z′),
•
V ma (y, z;x) .
•
V 1a(y, z;x). (3.28)
As a result, for x 6= o,
•
Xmo,x;a .
•
V 1a(o, o;x) ≡ (G
a∗ G˜)(o, x) G˜(x)2. (3.29)
Since Θ′o,x;A1{o=x} = 1{o=x∈A} and δ + G˜ . G, we immediately obtain the following:
Corollary 3.6. Under the same condition as in Lemma 3.2,
Θ′o,x;A .
∑
a∈A a
o
x
≡
∑
a∈A
G(x)2 (G
a∗G)(o, x). (3.30)
Next we show a diagrammatic bound on p˜i(0)BΛ;y(x), which is a variant of pi
(0)
BΛ(x) and is
defined as
p˜i(0)BΛ;y(x) =
∑
n∈ZBΛ+ :
∂n=oMx
wBΛ(n)
ZBΛ
1{o=⇒
n
x}∩{o−→
n
y}. (3.31)
This shows up in the bounds on the higher-order expansion coefficients pi(j)BΛ(x) for j ≥ 1.
For example, by using C˜bn(o) = {z ∈ Λ : o −→
n
z in BΛ \ b} (here and in the rest of the
paper, we abbreviate BΛ \ {b} to BΛ \ b for any b ∈ BΛ), we obtain [23, (4.37)]:
pi(1)BΛ(x) ≤
∑
u
∑
n∈ZBΛ+ :
∂n=oMu
wBΛ(n)
ZBΛ
1{o=⇒
n
u}
∑
v,y
(τ
v∗G)(u, y) Θ′
y,x;C˜{u,v}n (o)
(3.30)
.
∑
a,u,y
p˜i(0)BΛ;a(u) G˜(y − u)G(x− y)2 (G
a∗G)(y, x). (3.32)
In the previous work, we claimed that p˜i(0)BΛ;y(x) obeys the diagrammatic bound [23, (4.16)],
but its proof given around [23, (4.23)–(4.26)] is based on the problematic [23, Lemma 4.2].
We no longer use it and prove the following theorem instead, in which we use for m ≥ 1
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••
Uma (y, z; y
′, z′) =
m−1∑
j1,j2,j3=0
y
z y′
z′
a
j1 j2
j3
••
V ma (y, z;x) =
m−1∑
j1,j2,j3=0
y
z ( 6= x)
x
j2
j1
aj3
Figure 6: Schematic representations of
••
Uma (y, z; y
′, z′) and
••
V ma (y, z;x) for m ≥ 1. The
shaded triangles represent T (v1, v2, v3) in (3.33)–(3.34).
(see Figure 6)
••
Uma (y, z; y
′, z′) = G˜(z′ − y)G(z′ − y′)
∑
u1,u2,u3,
v1,v2,v3
(δ + τ 2)(z − u1) (δ + τ 2)(y′ − u2) δu3,a
×
3∏
i=1
m−1∑
ji=0
(G˜2)∗ji(ui − vi)T (v1, v2, v3), (3.33)
••
V ma (y, z;x) = 1{z 6=x} G˜(x− y)
∑
u1,u2,u3,
v1,v2,v3
(δ + τ 2)(z − u1) δu2,x δu3,a
×
3∏
i=1
m−1∑
ji=0
(G˜2)∗ji(ui − vi)T (v1, v2, v3), (3.34)
and
••
Xmo,x;y =
∞∑
i=0
(
(Um)?i ? 1
2
••
V my
)
o,x
+
∞∑
i,j=0
(
(Um)?i ?
••
Umy ? (U
m)?j ? V m
)
o,x
. (3.35)
Theorem 3.7. Let x 6= o. For the ferromagnetic models defined above (2.1),
p˜i(0)BΛ;y(x) ≤ 2
(
X1o,x δx,y +
•
X1o,x;y +
••
X1o,x;y
)
. (3.36)
Again, by repeated use of the convolution bound (3.7), we can show that
••
Uma and
••
V ma
obey the same x-space bounds on
••
U1a and
••
V 1a, respectively, if d > 4 and L 1, where
••
U1a(y, z; y
′, z′) = G˜(z′ − y)G(z′ − y′)
∑
v,v′
(δ + τ 2)(z − v) (δ + τ 2)(y′ − v′)T (v, v′, a),
(3.37)
••
V 1a(y, z;x) = 1{z 6=x} G˜(x− y)
∑
v
(δ + τ 2)(z − v)T (v, x, a). (3.38)
Moreover, by (3.22), we have
T (v, x, a)
d>4
. G(x− v) (G a∗G)(v, x) ≡ G(x− v)G(a− v)G(x− a). (3.39)
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••
U0a(y, z; y
′, z′) =
y
z y′
z′
a
••
V 0a(y, z;x) =
y
z
x
a
Figure 7: Schematic representations of
••
U0a(y, z; y
′, z′) and
••
V 0a(y, z;x) in (3.43)–(3.44).
Plugging this back to (3.38) yields
••
V 1a(y, z;x) . G˜(x− y)
(
1{z 6=x} G(x− z)︸ ︷︷ ︸
≤ G˜(x−z)
(G
a∗G)(z, x)︸ ︷︷ ︸
≤ 2(G˜ a∗G)(z,x)
+
∑
v
τ(z − v)2G(x− v)G(a− v)︸ ︷︷ ︸
≤ G˜(x−z) G˜(a−z)
G(x− a)
)
, (3.40)
where we have used
(G
a∗G)(z, x) ≤ ((δ + G˜) a∗G)(z, x) z 6=x≤ (G˜+ (G˜ a∗G))(z, x) δ≤G≤ 2(G˜ a∗G)(z, x). (3.41)
Similarly, we can show (cf., (3.17))
••
U1a(y, z; y
′, z′) . G˜(z′ − y)G(z′ − y′)G(y′ − z) (G a∗G)(z, y′). (3.42)
Let (see Figure 7)
••
U0a(y, z; y
′, z′) = G˜(z′ − y)G(z′ − y′)G(y′ − z) (G a∗G)(z, y′), (3.43)
••
V 0a(y, z;x) = G˜(x− y) G˜(x− z) (G˜
a∗G)(z, x). (3.44)
Then,
••
Xmo,x;y in (3.35) obeys the same x-space bound on
••
X0o,x;y. Repeatedly applying the
convolution bound (3.7) to
••
X0o,x;y (as in Figure 4), we can show that
••
X0o,x;y obeys the same
x-space bound on
••
V 0y(o, o;x) if d > 4 and L 1. As a result, we obtain the following:
Lemma 3.8. Under the same condition as in Lemma 3.2, we have that, for m ≥ 1,
••
Uma (y, z; y
′, z′) .
••
U0a(y, z; y
′, z′),
••
V ma (y, z;x) .
••
V 0a(y, z;x). (3.45)
As a result, for x 6= o,
••
Xmo,x;y .
••
V 0y(o, o;x) ≡ G˜(x)2 (G˜
y∗G)(o, x). (3.46)
Since p˜i(0)BΛ;y(x)1{o=x} ≤ 1{o=x}G(y)2 (cf., (2.11)), we readily obtain the following:
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Corollary 3.9. Under the same condition as in Lemma 3.2,
p˜i(0)BΛ;y(x) .
o
x
y
≡ G(x)2 (G y∗G)(o, x). (3.47)
Substituting this back into (3.32) and using (3.21)–(3.22), we can conclude the wanted
x-space bound on pi(1)BΛ :
Corollary 3.10 (cf., (3.3) of [23]). Under the same condition as in Corollary 3.3, we
have
pi(1)BΛ(x) .
o x
≤ O(L−d) δo,x + O(θ
3)
‖|x‖|3(d−2)L
. (3.48)
3.3 Results for the higher-order expansion coefficients
Finally we show a diagrammatic bound on Θ′′o,x,y;A, which is a variant of Θ
′
o,x;A and is
defined as
Θ′′o,x,y;A =
∑
m∈ZBAc+ :
∂m=∅
wBAc (m)
ZBAc
∑
n∈ZBΛ+ :
∂n=oMx
wBΛ(n)
ZBΛ
1{o A=⇒
m+n
x}∩{o −→
m+n
y}. (3.49)
This shows up in the bounds on the higher-order expansion coefficients pi(j)BΛ for j ≥ 2. For
example, by using the same notation as in (3.32), we have (cf., [23, (4.38)])
pi(2)BΛ(x)
(3.30)
.
∑
u
∑
n∈ZBΛ+ :
∂n=oMu
wBΛ(n)
ZBΛ
1{o=⇒
n
u}
×
∑
v,z,y,
u′,a′
(τ
v∗G)(u, z)
(
G˜(y − z) δz,a′ Θ′y,u′;C˜{u,v}n (o) + δy,z Θ
′′
y,u′,a′;C˜{u,v}n (o)
)
×
∑
y′
G˜(y′ − u′)G(x− y′)2 (G a
′
∗ G)(y′, x). (3.50)
By (3.30) and (3.47) and then using (3.20)–(3.22) for d > 4, the contribution from
Θ′
y,u′;C˜{u,v}n (o)
is bounded by
o
x
. G˜(x)3. (3.51)
It thus remains to control the other contribution from Θ′′
y,u′,a′;C˜{u,v}n (o)
.
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To show a diagrammatic bound on Θ′′o,x,y;A, we introduce the following building blocks
of the diagrams that are mixtures of (3.24)–(3.25) and (3.52)–(3.53): for m ≥ 1,
•••
U ma,v(y, z; y
′, z′) =
(
(G
a∗ G˜)(y, z′)G(z′ − y′) + G˜(z′ − y) (G˜ a∗G)(y′, z′)
)
×
∑
u1,u2,u3,
v1,v2,v3
(δ + τ 2)(z − u1) (δ + τ 2)(y′ − u2) δu3,v
×
3∏
i=1
m−1∑
ji=0
(G˜2)∗ji(ui − vi)T (v1, v2, v3), (3.52)
•••
V ma,v(y, z;x) = 1{z 6=x} (G
a∗ G˜)(y, x)
∑
u1,u2,u3,
v1,v2,v3
(δ + τ 2)(z − u1) δu2,x δu3,v
×
3∏
i=1
m−1∑
ji=0
(G˜2)∗ji(ui − vi)T (v1, v2, v3). (3.53)
Let
•••
Xmo,x;a,y =
∞∑
i=0
(
(Um)?i ? 1
2
•••
V ma,y
)
o,x
+
∞∑
i,j=0
(
(Um)?i ?
•••
U ma,y ? (U
m)?j ? V m
)
o,x
+
∞∑
i,j=0
(
(Um)?i ?
•
Uma ? (U
m)?j ? 1
2
••
V my
)
o,x
+
∞∑
i,j=0
(
(Um)?i ?
••
Umy ? (U
m)?j ?
•
V ma
)
o,x
+
∞∑
i,j,k=0
(
(Um)?i ?
•
Uma ? (U
m)?j ?
••
Umy ? (U
m)?k ? V m
)
o,x
+
∞∑
i,j,k=0
(
(Um)?i ?
••
Umy ? (U
m)?j ?
•
Uma ? (U
m)?k ? V m
)
o,x
. (3.54)
This may look terrifying, but in fact, it is not so complicated. The difference among those
six terms is due to where those arms connected to a or v are attached.
Theorem 3.11 (cf., Lemma 4.4 of [23]). Let x 6= o. For the ferromagnetic models defined
above (2.1),
Θ′′o,x,y;A ≤ 2
∑
a∈A
(
••
X∞o,x;yδa,x +
•••
X∞o,x;a,y +
∑
y′
( ••
X∞o,x;aδy′,x +
•••
X∞o,x;y′,a
) ∞∑
i=0
(G˜2)∗i(y − y′)
)
.
(3.55)
Again, by repeated use of the convolution bound (3.7), we can reduce
•••
U ma,y and
•••
V ma,y
to
•••
U 0a,y and
•••
V 0a,y, respectively, if d > 4 and L 1, where
•••
U 0a,v(y, z; y
′, z′) =
(
(G
a∗ G˜)(y, z′)G(z′ − y′) + G˜(z′ − y) (G˜ a∗G)(y′, z′)
)
×G(y′ − z) (G v∗G)(z, y′), (3.56)
•••
V 0a,v(y, z;x) = (G
a∗ G˜)(y, x) G˜(x− z) (G˜ v∗G)(z, x). (3.57)
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In addition, by Lemmas 3.2, 3.5 and 3.8, we can reduce Um, V m,
•
Uma ,
•
V ma ,
••
Umy and
••
V my in
(3.54) to simpler U0, V 1,
•
U0a,
•
V 1a,
••
U0y and
••
V 0y, respectively, if d > 4 and L 1. Moreover,
due to the observation below (3.22), the sums over i, j, k are convergent if d > 4 and
L  1, and the dominant terms come from the i = j = k = 0 case. Among those six
terms, the largest (in terms of coefficients) is
•••
V 0a,y(o, o;x). As a result, we obtain the
following:
Lemma 3.12. Under the same condition as in Lemma 3.2, we have that, for m ≥ 1,
•••
U ma,v(y, z; y
′, z′) .
•••
U 0a,v(y, z; y
′, z′),
•••
V ma,v(y, z;x) .
•••
V 0a,v(y, z;x). (3.58)
As a result, for x 6= o,
•••
Xmo,x;a,y .
•••
V 0a,y(o, o;x) ≡ (G
a∗ G˜)(o, x) G˜(x) (G˜ y∗G)(o, x). (3.59)
Since Θ′′o,x,y;A1{o=x} ≤ 1{o=x∈A}
∑∞
j=0(G˜
2)∗j(y) . 1{o=x∈A}G(y)2 (due to (2.13)), we
readily obtain the following:
Corollary 3.13. Under the same condition as in Lemma 3.2,
Θ′′o,x,y;A .
∑
a∈A a
o
x
y
≡
∑
a∈A
(G
a∗G)(o, x)G(x) (G y∗G)(o, x). (3.60)
Substituting this back into (3.50), with more general j ≥ 2, and repeatedly using
(3.21)–(3.22), we can conclude the following:
Corollary 3.14. Under the same condition as in Lemma 3.2, we have that, for j ≥ 2,
pi(j)BΛ(x) .
∑
y1,...,yj ,
z1,...,zj o
y1
z1
j−1∏
i=1
yi
zi
zi+1
yi+1
+
yi
zi yi+1
zi+1

x
yj
zj
≤ O(L−jd) δo,x + O(L
−d(j−2)θ3)
‖|x‖|3(d−2)L
, (3.61)
which is an improved version of [23, (3.3)] (see also [9, (3.4)] and [10, (3.22)].
Proof. First we note that, by (3.21),
yi
zi
zi+1
yi+1
+
yi
zi yi+1
zi+1
d>4
.
yi
zi yi+1
zi+1
d>4
.
yi
zi = yi+1
zi+1
.
(3.62)
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Moreover, by using (3.19) twice, we have
d>4
. × L−d
d>4
. × (L−d)2, (3.63)
hence the recurrence formula pi(j)BΛ(x) . (L
−d)2 pi(j−2)BΛ (x) for j ≥ 4. However, by repeated
use of (3.21), we obtain pi(2)BΛ(x) . G˜(x)
2G(x) and pi(3)BΛ(x) . L
−d G˜(x)2G(x). Therefore,
pi(j)BΛ(x) . (L
−d)j−2 G˜(x)2G(x)
(3.13)
≤ (L−d)j−2( G˜(o)2︸ ︷︷ ︸
.L−2d
δo,x + G˜(x)
3
)
, (3.64)
as required.
4 Proofs of diagrammatic bounds
In Section 4.1, we first prove Theorem 3.1 in detail, as it provides a common foundation for
the other three theorems. We prove those three theorems in Sections 4.2–4.4, respectively,
only focusing on differences from Theorem 3.1. In the course of the proof of Theorem 3.1
(at the end of Step 1 in Section 4.1), we also prove Lemma 2.2.
4.1 Proof of Theorem 3.1
The proof is progressed along the following five steps.
1. Rewrite pi(0)BΛ(x) by identifying the “earliest” path from o to x with odd current.
2. A double expansion: a sort of lace expansion along the earliest path chosen above.
Let N ≥ 1 be the number of lace edges in the expansion.
3. Proof for the N = 1 case.
4. Proof for the N ≥ 2 case, part 1: bounds on the contributions from lace edges.
5. Proof for the N ≥ 2 case, part 2: bound on the contribution from the earliest path.
Step 1. First we note that, due to the source constraint in the definition of pi(0)BΛ , there
must be a path from o to x (assumed not to be o) of bonds with odd current. To identify
a unique one among those paths, we introduce a fixed (e.g., lexicographic) ordering in the
set of bonds incident on each vertex. Given a pair of bonds b1 = {u, v1} and b2 = {u, v2}
that are incident on a common vertex u, we write b1  b2 (and v1  v2) if b1 is earlier
than or equal to b2 in that ordering. Let Ω(o, x) be the set of nonzero paths from o to
x each of which may intersect to itself (except for the terminal x) but does not traverse
any bond more than once:
Ω(o, x) =
{
ω = (ω0, . . . , ω|ω|) :
|ω| ≥ 1, ω0 = o, ω|ω| = x, ωj 6= x [∀j < |ω|],
{ωi−1, ωi} 6= {ωj−1, ωj} [1 ≤ ∀i < ∀j ≤ |ω|]
}
. (4.1)
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xo
x
o
Figure 8: Current configurations for pi(0)BΛ(x) in (4.3). As in Figure 1, bonds with odd
current are bold (in red), while those with positive-even current are thin-solid (in blue).
On the left, o and x are still connected by a path of bonds with positive current, even
after removal of the path of bonds with odd current, which is not the case on the right.
Given an ω ∈ Ω(o, x), we let Bω = {{ωj−1, ωj} : j = 1, . . . , |ω|} and inductively define the
bond set B˜ω (⊃ Bω) as
B˜ω(j) =
{
{ωj−1, v} /∈
j−1⋃
i=1
B˜ω(i) : v  ωj
}
, B˜ω =
|ω|⋃
j=1
B˜ω(j), (4.2)
where
⋃0
i=1 B˜ω(i) = ∅ by convention. Then we can decompose pi
(0)
BΛ(x) in the second
expression in (2.26) as
pi(0)BΛ(x) =
∑
n∈ZBΛ+ :
∂n=oMx
wBΛ(n)
ZBΛ
1{o=⇒
n
x}
∑
ω∈Ω(o,x)
1{ω odd & earliest}(n)
≡
∑
n∈ZBΛ+ :
∂n=oMx
wBΛ(n)
ZBΛ
1{o=⇒
n
x}
∑
ω∈Ω(o,x)
∏
b∈Bω
1{nb odd}
∏
b′∈B˜ω\Bω
1{nb′ even}. (4.3)
By splitting the weight as wBΛ(n) = wB˜ω(m)wBΛ\B˜ω(k), where m and k are the restric-
tions of n on B˜ω and on BΛ \ B˜ω, repectively, we have the rewrite
pi(0)BΛ(x) =
∑
ω∈Ω(o,x)
∑
m∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(m)
ZBΛ
∑
k∈ZBΛ\B˜ω+ :
∂k=∅
wBΛ\B˜ω(k)1{o =⇒m+kx}
. (4.4)
Remark. Suppose 1{o =⇒
m+k
x} ≤ 1{o−→
k
x} in (4.4), i.e., the double connection implies exis-
tence of a path from o to x of positive current in the restricted region BΛ \ B˜ω (as on the
left of Figure 8, where we regard the set of bold red bonds as B˜ω). Then, by (2.11), the
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sum over k is bounded as∑
k∈ZBΛ\B˜ω+ :
∂k=∅
wBΛ\B˜ω(k)1{o−→k x}
≤ ZBΛ\B˜ω G(x)2. (4.5)
As a result, we obtain that, for x 6= o,∑
ω∈Ω(o,x)
∑
m∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(m)
ZBΛ
∑
k∈ZBΛ\B˜ω+ :
∂k=∅
wBΛ\B˜ω(k)1{o−→k x}
≤ G(x)2
∑
ω∈Ω(o,x)
∑
m∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(m)
ZBΛ
ZBΛ\B˜ω = G(x)
2
∑
n∈ZBΛ+ :
∂n=oMx
wBΛ(n)
ZBΛ︸ ︷︷ ︸
〈ϕoϕx〉BΛ
(3.13)
≤ G˜(x)3. (4.6)
However, the above argument is incomplete, due to the possibility of 1{o =⇒
m+k
x} > 1{o−→
k
x},
as depicted on the right of Figure 8, i.e., o and x may no longer connected after removal
of B˜ω. To overcome this problem, we will introduce a notion of lace in Step 2.
Proof of Lemma 2.2. First, by multiplying 1 ≡ ZB/ZB, using the monotonicity {o −→
n
x} ⊂ {o −→
m+n
x} and then the SST, we obtain
∑
n∈ZB+ :
∂n=∅
wB(n)
ZB
1{o−→
n
x}∩{o−→
n
y} ≤
∑
m,n∈ZB+ :
∂m=∂n=∅
wB(m)
ZB
wB(n)
ZB
1{o −→
m+n
x}∩{o −→
m+n
y}
SST
=
∑
m,n∈ZB+ :
∂m=∂n=oMx
wB(m)
ZB
wB(n)
ZB
1{o −→
m+n
y}. (4.7)
Now, as explained above in Step 1, we can define the earliest path ω ∈ Ω(o, x) of bonds
b ∈ B with odd mb. Splitting the weight wB(m) as wB˜ω(k)wB\B˜ω(`), we obtain
(4.7) =
∑
ω∈Ω(o,x)
∑
k∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(k)
ZB
∑
`∈ZB\B˜ω+ :
∂`=∅
wB\B˜ω(`)
∑
n∈ZB+ :
∂n=oMx
wB(n)
ZB
1{o−−−−→
k+`+n
y}. (4.8)
Notice that, if o −−−−→
k+`+n
y, then there must be a z ∈ V (B˜ω) (≡ the set of end vertices
of bonds in B˜ω) such that z −−→
`+n
y in B \ B˜ω (zero length is allowed) without using the
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current configuration k. Therefore, the above expression is bounded by∑
ω∈Ω(o,x)
∑
z∈V (B˜ω)
∑
k∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(k)
ZB
∑
`∈ZB\B˜ω+ :
∂`=∅
wB\B˜ω(`)
∑
n∈ZB+ :
∂n=oMx
wB(n)
ZB
1{z−→
`+n
y in B\B˜ω}
SST
=
∑
ω∈Ω(o,x)
∑
z∈V (B˜ω)
∑
k∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(k)
ZB
ZB\B˜ω
∑
`∈ZB\B˜ω+ :
∂`=zMy
wB\B˜ω(`)
ZB\B˜ω
︸ ︷︷ ︸
〈ϕzϕy〉B\B˜ω
∑
n∈ZB+ :
∂n=oMxMzMy
wB(n)
ZB
︸ ︷︷ ︸
〈ϕoϕxϕzϕy〉B (∵ (2.9))
.
(4.9)
Furthermore, by Lebowitz’ inequality [20] and monotonicity in volume,
〈ϕoϕxϕzϕy〉B ≤ 〈ϕoϕx〉B 〈ϕzϕy〉B + 〈ϕoϕy〉B 〈ϕxϕz〉B + 〈ϕoϕz〉B 〈ϕxϕy〉B
≤ G(x)G(z − y) +G(y)G(z − x) +G(z)G(y − x). (4.10)
As a result, we obtain
(4.9) ≤
∑
z
∑
ω∈Ω(o,x)
1{z∈V (B˜ω)}
∑
k∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(k)
ZB
ZB\B˜ω G(z − y)
×
(
G(x)G(z − y) +G(y)G(z − x) +G(z)G(y − x)
)
≤
∑
z
∑
n∈ZB+ :
∂n=oMx
wB(n)
ZB
1{o−→
n
z}
︸ ︷︷ ︸
≤G(z)G(z−x) (∵ (2.10))
G(z − y)
×
(
G(x)G(z − y) +G(y)G(z − x) +G(z)G(y − x)
)
, (4.11)
as required.
Step 2. To overcome the problem explained below (4.6), we use B˜ω as a time line for an
expansion, similar to the lace expansion, of the sum over k in (4.4); we call this a double
expansion. First, we define the vertex set V˜m(j) for a current configuration m ∈ ZB˜ω+
satisfying the constraint in the second sum on the right-hand side of (4.4) as
V˜m(j) =
{
{ωj} ∪
{
v : {ωj, v} ∈ B˜ω(j + 1), mωj ,v is positive-even
}
(0 ≤ j < |ω|),
{ω|ω|} (j = |ω|).
(4.12)
Given those vertex sets and a k ∈ ZBΛ\B˜ω+ in the third sum on the right-hand side of (4.4),
we uniquely define a lace Lm,k = {sjtj}Nj=1 as follows (see Figure 9):
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s1 = 0 t3 = |ω|s2 t1 t2 = s3
Figure 9: An example of a lace consisting of three edges s1t1, s2t2, s3t3. A dashed arc from
s to t represents V˜m(s) −→
k
V˜m(t).
• First we define
s1 = 0, t1 = max
{
j : V˜m(0) −→
k
V˜m(j)
}
. (4.13)
where V˜m(0) −→
k
V˜m(j) means either V˜m(0)∩ V˜m(j) 6= ∅ or there is a nonzero path
of bonds b with kb > 0 from a vertex in V˜m(0) to another in V˜m(j). If t1 = |ω| (as
on the left of Figure 8), then it is done with Lm,k = {0|ω|} and N = 1.
• If t1 < |ω|, then, since o =⇒
m+k
x, there must be a s2t2 uniquely defined as
t2 = max
{
j : ∃i ≤ t1 s.t. V˜m(i) −→
k
V˜m(j)
}
, (4.14)
s2 = min
{
i : V˜m(i) −→
k
V˜m(t2)
}
. (4.15)
If t2 = |ω|, then it is done with Lm,k = {0t1, s2|ω|} and N = 2.
• Repeat this procedure until it reaches tN = |ω| with Lm,k = {sjtj}Nj=1.
Let L(N)[0,|ω|] be the set of N -edge graphs Γ = {sjtj}Nj=1 satisfying
0 = s1 < t1 = |ω| (N = 1),
0 = s1 < s2 ≤ t1 < t2 = |ω| (N = 2),
0 = s1 < s2 ≤ · · · < sn ≤ tn−1 < sn+1 ≤ tn < · · · ≤ tN−1 < tN = |ω| (N ≥ 3).
(4.16)
Then, we can rewrite the sum over k in (4.4) to obtain
pi(0)BΛ(x) =
∞∑
N=1
∑
ω∈Ω(o,x)
∑
Γ∈L(N)
[0,|ω|]
∑
m∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(m)
ZBΛ
×
∑
k∈ZBΛ\B˜ω+ :
∂k=∅
wBΛ\B˜ω(k)1{Lm,k=Γ}
∏
st∈Γ
1{V˜m(s)−→
k
V˜m(t)}. (4.17)
Step 3. As a practice before considering more complicated cases, we first prove that
the N = 1 term in (4.17) is bounded by 2V 1(o, o;x) ≡ 2G˜(x)3, which is the i = 0 term in
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(3.6). Since L(1)[0,|ω|] = {{0|ω|}}, V˜m(|ω|) = {x} (cf., (4.12)) and 1{Lm,k=Γ} ≤ 1, the N = 1
term in (4.17) is bounded by
∑
ω∈Ω(o,x)
∑
m∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(m)
ZBΛ
∑
k∈ZBΛ\B˜ω+ :
∂k=∅
wBΛ\B˜ω(k)
∑
u∈V˜m(0)
1{u−→
k
x}. (4.18)
We note that
1{u∈V˜m(0)} = δo,u + 1{u∈V˜m(0)\{o}}. (4.19)
By (4.6), the contribution from δo,u is bounded by G˜(x)
3, while the contribution from
1{u∈V˜m(0)\{o}} is bounded as (see Figure 10)∑
u
∑
ω∈Ω(o,x)
∑
m∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(m)
ZBΛ
1{u∈V˜m(0)\{o}}
∑
k∈ZBΛ\B˜ω+ :
∂k=∅
wBΛ\B˜ω(k)1{u−→k x}
(2.11)
≤
∑
u
G(x− u)2
∑
ω∈Ω(o,x)
∑
m∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(m)
ZBΛ
ZBΛ\B˜ω 1{u∈V˜m(0)\{o}}
≤
∑
u
G(x− u)2
∑
n∈ZBΛ+ :
∂n=oMx
wBΛ(n)
ZBΛ
1{no,u>0, even}, (4.20)
where we have used 1{u∈V˜m(0)\{o}} ≤ 1{mo,u>0, even}. Notice that∑
n∈ZBΛ+ :
∂n=oMx
wBΛ(n)
ZBΛ
1{no,u>0, even} =
(
cosh(βJo,u)− 1
) ∑
n∈ZBΛ\{o,u}+ :
∂n=oMx
wBΛ\{o,u}(n)
ZBΛ
=
(
cosh(βJo,u)− 1
) ZBΛ\{o,u} 〈ϕoϕx〉BΛ\{o,u}
ZBΛ
. (4.21)
Since
ZBΛ ≥ ZBΛ\{o,u}
∑
no,u even
(βJo,u)
no,u
no,u!
= ZBΛ\{o,u} cosh(βJo,u), (4.22)
and since
cosh(βJo,u)− 1
cosh(βJo,u)
≤ cosh(βJo,u)− 1
cosh(βJo,u)
cosh(βJo,u) + 1
cosh(βJo,u)︸ ︷︷ ︸
≥ 1
=
sinh2(βJo,u)
cosh2(βJo,u)
= τ(u)2, (4.23)
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o x
u
u
x
G(x− u)2
→
o x
u
o
τ (u)2
G˜(x)
Figure 10: Explanation of how to decompose (4.18) into two-point functions. The left
figure explains the extraction of G(x− u)2 as in (4.20), and then the right figure explains
the extraction of τ(u)2 and G˜(x) after removal of G(x− u)2 as in (4.21)–(4.24).
we obtain
(4.20) ≤ G˜(x)
∑
u
G(x− u)2 τ(u)2︸ ︷︷ ︸
≤ G˜(x)2
≤ G˜(x)3. (4.24)
As a result, we arrive at
(4.18) ≤ 2G˜(x)3 ≡ 2V 1(o, o;x). (4.25)
Step 4. Next we investigate the contribution to (4.17) from more general N ≥ 2, which
corresponds to the i ≥ 1 case in (3.6) and is bounded by
∑
u1,...,uN ,
v1,...,vN
(distinct)
∑
ω∈Ω(o,x)
∑
{sjtj}Nj=1∈L(N)[0,|ω|]
∑
m∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(m)
ZBΛ
N∏
j=1
1{uj∈V˜m(sj)}1{vj∈V˜m(tj)}
×
∑
k∈ZBΛ\B˜ω+ :
∂k=∅
wBΛ\B˜ω(k)1{Lm,k={sjtj}Nj=1}
N∏
j=1
1{uj−→
k
vj}, (4.26)
where the sum over u1, . . . , uN , v1, . . . , vN is taken over 2N distinct vertices.
Let N = 2, for example, and let Γ = {st, s′t′} ≡ {0t, s′|ω|}. Then the sum over k is
(n.b., V˜m(|ω|) = {x})∑
k∈ZBΛ\B˜ω+ :
∂k=∅
wBΛ\B˜ω(k)1{Lm,k={0t,s′|ω|}}1{u1−→k v1}
1{u2−→
k
x}. (4.27)
Notice that, under the constraint Lm,k = {0t, s′|ω|} (recall (4.13)–(4.15), where lace
edges are defined by min/max of connectivity), the clusters Ck(uj) ≡ {y : uj −→
k
y}
are disjoint, i.e., Ck(u1) ∩ Ck(u2) = ∅. Therefore, we can condition on Ck(u1), say,
Ck(u1) = A (3 v1), split the weight wBΛ\B˜ω(k) as wBA¯(k1)wBAc (k2), where BA¯ is an
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o xωs2 ωt1 ωt2 = ωs3
u1 u2 v1 v2 u3
G(v1 − u1)2 G(v2 − u2)2 G(x− u3)2
Figure 11: Explanation of Step 4: extracting the two-point functions
∏3
i=1 G(vi − ui)2 in
(4.29) from (4.26) with three lace edges (cf., Figure 9).
abbreviation for BΛ \ B˜ω \ BAc (recall that BAc is the set of bonds whose end vertices are
both in Ac, as defined above (3.23)), and then sum over k2 to obtain
(4.27) ≤
∑
A3v1
∑
k1∈ZBA¯+ :
∂k1=∅
wBA¯(k1)1{Ck1 (u1)=A}
∑
k2∈ZBAc+ :
∂k2=∅
wBAc (k2)1{u2−→
k2
x}
(2.11)
≤ G(x− u2)2
∑
A3v1
∑
k1∈ZBA¯+ :
∂k1=∅
wBA¯(k1)ZBAc1{Ck1 (u1)=A}
= G(x− u2)2
∑
k∈ZBΛ\B˜ω+ :
∂k=∅
wBΛ\B˜ω(k)1{u1−→k v1}
(2.11)
≤ G(x− u2)2G(v1 − u1)2 ZBΛ\B˜ω . (4.28)
It is easy to extend the above analysis to more general N ≥ 3. As a result, we obtain
(see Figure 11)
(4.26) ≤
∑
u1,...,uN ,
v1,...,vN
(distinct)
N∏
i=1
G(vi − ui)2
∑
ω∈Ω(o,x)
∑
{sjtj}Nj=1∈L(N)[0,|ω|]
∑
m∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(m)
ZBΛ
ZBΛ\B˜ω
×
N∏
j=1
1{uj∈V˜m(sj)}1{vj∈V˜m(tj)}. (4.29)
Step 5. We complete the proof for N ≥ 2 by first extracting 2N−1 factors of δ+τ 2 and
then extracting 2N−1 two-point functions from the sum over ω ∈ Ω(o, x) in (4.29), just as
done for N = 1 in (4.21)–(4.24). To do so, we first use 1{u∈V˜m(s)} = δu,ωs + 1{u∈V˜m(s)\{ωs}}
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(cf., (4.19)) to rewrite the sum over ω ∈ Ω(o, x) in (4.29) as∑
ω∈Ω(o,x)
∑
{sjtj}Nj=1∈L(N)[0,|ω|]
∑
m∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(m)
ZBΛ
ZBΛ\B˜ω
×
N∏
j=1
(
δuj ,ωsj + 1{uj∈V˜m(sj)\{ωsj }}
)(
δvj ,ωtj + 1{vj∈V˜m(tj)\{ωtj }}
)
=
∑
ω∈Ω(o,x)
∑
{sjtj}Nj=1∈L(N)[0,|ω|]
∑
I,J⊂[N ]:
N∈Jc
(∏
i∈Ic
δui,ωsi
∏
j∈Jc
δvj ,ωtj
)
×
∑
m∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(m)
ZBΛ
ZBΛ\B˜ω
∏
i∈I,
j∈J
1{ui∈V˜m(si)\{ωsi}}1{vj∈V˜m(tj)\{ωtj }}, (4.30)
where [N ] = {1, . . . , N}, and Ic is an abbreviation for [N ]\I. Since u1, . . . , uN , v1, . . . , vN
are distinct vertices, so are the bonds in B˜I,J ≡ {{ωsi , ui}, {ωtj , vj}}i∈I,j∈J ⊂ B˜ω \Bω that
are depicted as dashed short line segments in Figure 11. Then, by the same analysis as
in (4.21)–(4.24), the last line of (4.30) equals∏
i∈I,
j∈J
τ(ωsi − ui)2 τ(ωtj − vj)2
∑
m∈ZB˜ω\B˜I,J+ :
odd on Bω ,
even on B˜ω\B˜I,J\Bω
wB˜ω\B˜I,J (m)
ZBΛ\B˜I,J
ZBΛ\B˜ω . (4.31)
Therefore, by changing the order of summations, we obtain
(4.30) =
∑
y1,...,yN ,
z1,...,zN :
y1=o,
zN=x
∑
I⊂[N ]
(∏
i∈Ic
δui,yi
∏
i′∈I
τ(yi′ − ui′)2
) ∑
J⊂[N ]:
N∈Jc
( ∏
j∈Jc
δvj ,zj
∏
j′∈J
τ(zj′ − vj′)2
)
×
∑
ω∈Ω(o,x)
∑
{sjtj}Nj=1∈L(N)[0,|ω|]
N∏
j=1
δωsj ,yjδωtj ,zj
∑
m∈ZB˜ω\B˜I,J+ :
odd on Bω ,
even on B˜ω\B˜I,J\Bω
wB˜ω\B˜I,J (m)
ZBΛ\B˜I,J
ZBΛ\B˜ω .
(4.32)
The remaining task is to extract 2N − 1 two-point functions one by one from the
second line of (4.32). To do so, we first split the sum over ω ∈ Ω(o, x) into ξ ∈ Ω(o, zN−1)
and η ∈ Ω˜ξ,I,J(zN−1, x) with zN−1 6= x (due to the construction of lace edges), where
Ω˜ξ,I,J(z, x) =
{
η ∈ Ω(z, x) : ∀j = 1, . . . , |η|, {ηj−1, ηj} /∈ B˜ξ ∪ B˜I,J
}
. (4.33)
This is the set of paths from z to x consisting of bonds that are not yet explored by
ξ or used to extract τ 2 as in (4.32). Then, by splitting the weight wB˜ω\B˜I,J (m) as
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wB˜ξ\B˜I,J (k)wB˜η\(B˜ξ∪B˜I,J )(m) and multiplying 1 ≡ ZBΛ\(B˜ξ∪B˜I,J )/ZBΛ\(B˜ξ∪B˜I,J ), the second
line of (4.32) equals∑
ξ∈Ω(o,zN−1)
∑
{sjtj}N−1j=1 ∈L(N−1)[0,|ξ|] ,
sN∈(tN−2,tN−1]
N−1∏
j=1
δξsj ,yjδξtj ,zjδξsN ,yN
∑
k∈ZB˜ξ\B˜I,J+ :
odd on Bξ,
even on B˜ξ\B˜I,J\Bξ
wB˜ξ\B˜I,J (k)
ZBΛ\B˜I,J
ZBΛ\(B˜ξ∪B˜I,J )
× 1{zN−1 6=x}
∑
η∈Ω˜ξ,I,J (zN−1,x)
∑
m∈ZB˜η\(B˜ξ∪B˜I,J )+ :
odd on Bη ,
even on B˜η\(B˜ξ∪B˜I,J )\Bη
wB˜η\(B˜ξ∪B˜I,J )(m)
ZBΛ\(B˜ξ∪B˜I,J )
ZBΛ\(B˜ξ∪B˜η). (4.34)
Since (
B˜η \ (B˜ξ ∪ B˜I,J)
) ∩ (BΛ \ (B˜ξ ∪ B˜η)) = ∅, (4.35)(
B˜η \ (B˜ξ ∪ B˜I,J)
) ∪ (BΛ \ (B˜ξ ∪ B˜η)) = BΛ \ (B˜ξ ∪ B˜I,J), (4.36)
and since η is the earliest path of odd current in the restricted region BΛ \ (B˜ξ ∪ B˜I,J),
the last line of (4.34) is exactly equal to 〈ϕzN−1ϕx〉BΛ\B˜I,J\B˜ξ , which is further bounded by
G˜(x − zN−1) for zN−1 6= x. Repeating the above analysis to extract two-point functions
one by one, we obtain
(4.34) ≤ G˜(y2)
N−1∏
i=1
G(zi − yi+1)
N−1∏
j=2
G˜(yj+1 − zj−1) G˜(x− zN−1), (4.37)
where we have used (3.13) to gain G˜ instead of G for y2 6= o and yj+1 6= zj−1 for all
j = 2, . . . , N − 1, due to the construction of lace edges (see also (4.16)). The empty
product
∏0
j=2 is regarded as 1 by convention, as always. As a result, we obtain
(4.32) ≤
∑
y1,...,yN ,
z0,...,zN :
y1=z0=o,
zN=x
N−1∏
j=1
G(zj − yj+1) G˜(yj+1 − zj−1) G˜(x− zN−1)
×
∑
I⊂[N ]
(∏
i∈Ic
δui,yi
∏
i′∈I
τ(yi′ − ui′)2
)
︸ ︷︷ ︸∏N
j=1(δ+τ
2)(yj−uj)
∑
J⊂[N ]:
N∈Jc
( ∏
j∈Jc
δvj ,zj
∏
j′∈J
τ(zj′ − vj′)2
)
︸ ︷︷ ︸∏N−1
j=1 (δ+τ
2)(zj−vj) δvN ,x
, (4.38)
hence
(4.29) ≤
∑
y1,...,yN ,
z0,...,zN−1:
y1=z0=o
N−1∏
j=1
(
(δ + τ 2) ∗G2 ∗ (δ + τ 2)
)
(zj − yj)G(zj − yj+1) G˜(yj+1 − zj−1)︸ ︷︷ ︸
≤U1(zj−1,yj ;zj ,yj+1) (∵ (3.13))
× G˜(x− zN−1)
(
(δ + τ 2) ∗G2)(x− yN)︸ ︷︷ ︸
≤ 2V 1(zN−1,yN ;x) (∵ (4.25))
≤ 2((U1)?(N−1) ? V 1)
o,x
. (4.39)
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Together with the bound (4.25) for N = 1, we complete the proof of Theorem 3.1.
4.2 Proof of Theorem 3.4
Recall the definition (3.23) of Θ′o,x;A:
Θ′o,x;A =
∑
`∈ZBAc+ :
∂`=∅
wBAc (`)
ZBAc
∑
n∈ZBΛ+ :
∂n=oMx
wBΛ(n)
ZBΛ
1{o A=⇒
n+`
x}. (4.40)
Since it is similar to pi(0)BΛ(x), we can follow the same line of proof as explained in the
previous section, by taking note of the following two differences:
(i) All paths from o to x with positive current in the superposition of two current
configurations must go through the vertex set A, so that the earliest path ω ∈ Ω(o, x)
of odd current also contains a vertex in A.
(ii) A double connection from o to x is achieved by the superposition of two current
configurations, not by a single current configuration as in pi(0)BΛ(x), and one of them
is defined in the restricted region BAc .
Now we begin the proof of Theorem 3.4. First, by identifying the earliest path ω ∈
Ω(o, x) of bonds b with odd nb (as done in Step 1 of the previous section) and then relaxing
the through-A condition to ω∩A 6= ∅, we obtain the following inequality similar to (4.4):
Θ′o,x;A ≤
∑
ω∈Ω(o,x):
ω∩A 6=∅
∑
m∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(m)
ZBΛ
∑
k∈ZBΛ\B˜ω+ :
∂k=∅
wBΛ\B˜ω(k)
∑
`∈ZBAc+ :
∂`=∅
wBAc (`)
ZBAc
1{o=====⇒
m+k+`
x}.
(4.41)
Then, by using the double expansion with a lace Lm,k+` (as done in Step 2 of the previous
section), we obtain the following inequality similar to (4.17):
Θ′o,x;A ≤
∞∑
N=1
∑
ω∈Ω(o,x):
ω∩A 6=∅
∑
Γ∈L(N)
[0,|ω|]
∑
m∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(m)
ZBΛ
∑
k∈ZBΛ\B˜ω+ :
∂k=∅
wBΛ\B˜ω(k)
∑
`∈ZBAc+ :
∂`=∅
wBAc (`)
ZBAc
× 1{Lm,k+`=Γ}
∏
st∈Γ
1{V˜m(s)−→
k+`
V˜m(t) in BΛ\B˜ω}
≤
∞∑
N=1
∑
u1,...,uN ,
v1,...,vN
(distinct)
∑
ω∈Ω(o,x):
ω∩A 6=∅
∑
{sjtj}Nj=1∈L(N)[0,|ω|]
∑
m∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(m)
ZBΛ
N∏
j=1
1{uj∈V˜m(sj)}1{vj∈V˜m(tj)}
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×
∑
k∈ZBΛ\B˜ω+ :
∂k=∅
wBΛ\B˜ω(k)
∑
`∈ZBAc+ :
∂`=∅
wBAc (`)
ZBAc
1{Lm,k+`={sjtj}Nj=1}
N∏
j=1
1{uj−→
k+`
vj in BΛ\B˜ω}.
(4.42)
However, we cannot use (2.11) here to extract ZBΛ\B˜ω
∏N
j=1G(vj − uj)2 from the double
sum over k, ` (as done in Step 3 and Step 4 in the previous section), due to the difference
(ii) mentioned above. Instead, as described in (2.13), the last line of (4.42) is bounded by
chains of nonzero bubbles ZBΛ\B˜ω
∏N
j=1
∑∞
i=0(G˜
2)∗i(vj−uj). Then, we obtain the following
inequality similar to (4.29):
Θ′o,x;A ≤
∞∑
N=1
∑
u1,...,uN ,
v1,...,vN
(distinct)
N∏
j=1
∞∑
ij=0
(G˜2)∗ij(vj − uj)
∑
ω∈Ω(o,x):
ω∩A6=∅
∑
{sjtj}Nj=1∈L(N)[0,|ω|]
∑
m∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(m)
ZBΛ
×ZBΛ\B˜ω
N∏
j=1
1{uj∈V˜m(sj)}1{vj∈V˜m(tj)}. (4.43)
The remaining task is to extract two-point functions and factors of δ + τ 2 from the
above sum over ω, as done in Step 5 of the previous section. However, since ω ∩ A 6= ∅,
among 2N − 1 segments {ω[0,s2), ω[s2,t1), ω[t1,s3), . . . , ω[sN ,tN−1), ω[tN−1,|ω|]}, where ω[s,t) =
(ωs, ωs+1, . . . , ωt−1) and ω[tN−1,|ω|] = ω[tN−1,|ω|) ∪ {ω|ω|}, there is always a segment that
contains a vertex a ∈ A. Therefore, to bound (4.43), we replace the product of 2N − 1
two-point functions in (4.38), i.e.,
N−1∏
j=1
G(zj − yj+1) G˜(yj+1 − zj−1) G˜(x− zN−1), where z0 = o, (4.44)
by
∑
a∈A
(N−1∏
j=1
G(zj − yj+1) G˜(yj+1 − zj−1)
(
(G
a∗ G˜)(zN−1, x) +G(x− zN−1) δa,x
)
+
N−1∑
i=1
(
(G
a∗ G˜)(yi+1, zi) G˜(yi+1 − zi−1) +G(zi − yi+1) (G a∗ G˜)(zi−1, yi+1)
)
×
N−1∏
j=1
(j 6=i)
G(zj − yj+1) G˜(yj+1 − zj−1) G˜(x− zN−1)
)
, (4.45)
which is obtained by applying (2.10) to each segment. Assembling all the above estimates
yields the wanted bound (3.27), just as done in (4.39) for pi(0)BΛ(x).
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4.3 Proof of Theorem 3.7
Recall the definition (3.31) of p˜i(0)BΛ;y(x):
p˜i(0)BΛ;y(x) =
∑
n∈ZBΛ+ :
∂n=oMx
wBΛ(n)
ZBΛ
1{o=⇒
n
x}∩{o−→
n
y}. (4.46)
This looks simpler than Θ′o,x;A, as we only need to control one current configuration, not
two. It turns out to be a little more involved, due to the extra 1{o−→
n
y}, as explained now.
First, by identifying the earliest path ω ∈ Ω(o, x) of bonds b with odd nb (as done in
Step 1 of Section 4.1), we can rewrite p˜i(0)BΛ;y(x) as (cf., (4.4))
p˜i(0)BΛ;y(x) =
∑
ω∈Ω(o,x)
∑
m∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(m)
ZBΛ
∑
k∈ZBΛ\B˜ω+ :
∂k=∅
wBΛ\B˜ω(k)1{o =⇒m+kx}∩{o −→m+ky}
. (4.47)
Then, by the double expansion as in Step 2 of Section 4.1, we obtain (see (4.17) for the
equality below and then (4.26) for the inequality)
(4.47) =
∞∑
N=1
∑
ω∈Ω(o,x)
∑
Γ∈L(N)
[0,|ω|]
∑
m∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(m)
ZBΛ
×
∑
k∈ZBΛ\B˜ω+ :
∂k=∅
wBΛ\B˜ω(k)1{o −→m+ky}
1{Lm,k=Γ}
∏
st∈Γ
1{V˜m(s)−→
k
V˜m(t)}
≤
∞∑
N=1
∑
u1,...,uN ,
v1,...,vN
(distinct)
∑
ω∈Ω(o,x)
∑
{sjtj}Nj=1∈L(N)[0,|ω|]
∑
m∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(m)
ZBΛ
N∏
j=1
1{uj∈V˜m(sj)}1{vj∈V˜m(tj)}
×
∑
k∈ZBΛ\B˜ω+ :
∂k=∅
wBΛ\B˜ω(k)1{o −→m+ky}
1{Lm,k={sjtj}Nj=1}
∏
st∈Γ
1{uj−→
k
vj}. (4.48)
Next we investigate the effect of the indicator 1{o −→
m+k
y}. Since {Ck(uj)}Nj=1 are disjoint,
i.e., Ck(ui) ∩ Ck(uj) = ∅ for i 6= j, we have the rewrite
1{o −→
m+k
y} =
N∑
i=1
1{ui−→
k
y}+ 1{o −→
m+k
y}\⋃Ni=1{ui−→
k
y}. (4.49)
By conditioning on clusters (as done in Steps 3 & 4 in Section 4.1) and using Lemma 2.2,
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the contribution to (4.48) from 1{uN−→
k
y} is bounded by (cf., (4.39))
(
(U1)?(N−1) ?
••
V 1y
)
o,x
≡
∑
y1,...,yN ,
z0,...,zN−1:
y1=z0=o
N−1∏
j=1
U1(zj−1, yj; zj, yj+1)
••
V 1y(zN−1, yN ;x), (4.50)
while the contribution from each 1{ui−→
k
y} with i < N is bounded by
2
(
(U1)?(i−1) ?
••
U1y ? (U
1)?(N−1−i) ? V 1
)
o,x
, (4.51)
where
••
U1y and
••
V 1y are defined in (3.33)–(3.34).
To bound the contribution to (4.48) from 1{o −→
m+k
y}\⋃Nj=1{uj−→k y} in (4.49) is not much
difficult, as we can follow the same line up to (4.32), with its second line replaced by
∑
ω∈Ω(o,x)
∑
{sjtj}Nj=1∈L(N)[0,|ω|]
N∏
j=1
δωsj ,yjδωtj ,zj
∑
m∈ZB˜ω\B˜I,J+ :
odd on Bω ,
even on B˜ω\B˜I,J\Bω
wB˜ω\B˜I,J (m)
ZBΛ\B˜I,J
×
∑
k∈ZBΛ\B˜ω+ :
∂k=∅
wBΛ\B˜ω(k)
2N−1∑
i=1
1{ωIi −→m+ky}\
⋃
j>i{ωIj −→m+ky}
, (4.52)
where ωI = (ωs, . . . , ωt−1) for I = [s, t) (cf., below (4.43)) and
(I1, I2, I3, . . . , I2N−2, I2N−1) = ([0, s2), [s2, t1), [t1, s3), . . . , [sN , tN−1), [tN−1, |ω|]). (4.53)
Then, by repeated applications of conditioning on clusters to extract two-point func-
tions one by one (as done in showing (4.37)) and using (2.10) to deal with the indicator
1{ωIi −→m+ky}
, we can bound (4.52) by (4.45) with A replaced by a singleton {y}. Therefore,
the contribution to (4.48) from 1{o −→
m+k
y}\⋃Nj=1{uj−→
k
y} in (4.49) obeys the same bound as
Θ′o,x;{y}, with U
∞,
•
U∞a , V
∞,
•
V ∞a replaced by U
1,
•
U1y, V
1,
•
V 1y, respectively. Combining this
with (4.50)–(4.51), we complete the proof of Theorem 3.7.
4.4 Proof of Theorem 3.11
Recall the definition (3.49) of Θ′′o,x,y;A:
Θ′′o,x,y;A =
∑
`∈ZBAc+ :
∂`=∅
wBAc (`)
ZBAc
∑
n∈ZBΛ+ :
∂n=oMx
wBΛ(n)
ZBΛ
1{o A=⇒
n+`
x}∩{o−→
n+`
y}. (4.54)
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First, by identifying the earliest path ω ∈ Ω(o, x) of bonds b with odd nb (as done in
Step 1 of Section 4.1; cf., (4.41) and (4.47)), we can rewrite Θ′′o,x,y;A as
Θ′′o,x,y;A =
∑
ω∈Ω(o,x)
∑
m∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(m)
ZBΛ
∑
k∈ZBΛ\B˜ω+ :
∂k=∅
wBΛ\B˜ω(k)
×
∑
`∈ZBAc+ :
∂`=∅
wBAc (`)
ZBAc
1{o A=====⇒
m+k+`
x}∩{o−−−−→
m+k+`
y}. (4.55)
Then, by the double expansion (as done in Step 2 of Section 4.1), we obtain the following
inequality that is a mixture of (4.42) and (4.48):
Θ′′o,x,y;A ≤
∞∑
N=1
∑
u1,...,uN ,
v1,...,vN
(distinct)
∑
ω∈Ω(o,x)
∑
{sjtj}Nj=1∈L(N)[0,|ω|]
∑
m∈ZB˜ω+ :
odd on Bω ,
even on B˜ω\Bω
wB˜ω(m)
ZBΛ
N∏
j=1
1{uj∈V˜m(sj)}1{vj∈V˜m(tj)}
×
∑
k∈ZBΛ\B˜ω+ :
∂k=∅
wBΛ\B˜ω(k)
∑
`∈ZBAc+ :
∂`=∅
wBAc (`)
ZBAc
1{o A−−−−→
m+k+`
x}1{o−−−−→
m+k+`
y}
×1{Lm,k+`={sjtj}Nj=1}
N∏
j=1
1{uj−→
k+`
vj in BΛ\B˜ω}. (4.56)
Then we rewrite 1{o−−−−→
m+k+`
y}, by using (4.49) with k replaced by k + `, as
1{o−−−−→
m+k+`
y} =
N∑
i=1
1{ui−→
k+`
y}+ 1{o−−−−→
m+k+`
y}\⋃Ni=1{ui−→
k+`
y}. (4.57)
For the contribution from
∑N
i=1 1{ui−→
k+`
y}, we ignore 1{o A−−−−→
m+k+`
x} and impose the through-
A condition only on m by replacing the sum over ω by
∑
ω:ω∩A 6=∅, as done in (4.41).
Then the contribution from
∑N
i=1 1{ui−→
k+`
y} is bounded by the right-hand side of (4.43)
with
∏N
j=1
∑∞
ij=0
(G˜2)∗ij(vj − uj) replaced by
N∑
i=1
N∏
j=1
(j 6=i)
∞∑
tj=0
(G˜2)∗tj(vj − uj)
∑
z1,z2,z3,
z′1,z
′
2,z
′
3
(δ + τ 2)(ui − z1) (δ + τ 2)(vi − z2) δz3,y
×
3∏
k=1
∞∑
tk=0
(G˜2)∗tk(z′i − zi)T (z′1, z′2, z′3). (4.58)
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The rest is the same as described in the last paragraph of Section 4.2. Consequently, the
contribution from
∑N
i=1 1{ui−→
k+`
y} is bounded by
2
∑
a∈A
(
••
X∞o,x;yδa,x +
∞∑
i=0
(
(U∞)?i ? 1
2
•••
V ∞a,y
)
o,x
+
∞∑
i,j=0
(
(U∞)?i ?
•••
U∞a,y ? (U
∞)?j ? V ∞
)
o,x
+
∞∑
i,j=0
(
(U∞)?i ?
•
U∞a ? (U
∞)?j ? 1
2
••
V ∞y
)
o,x
+
∞∑
i,j=0
(
(U∞)?i ?
••
U∞y ? (U
∞)?j ?
•
V ∞a
)
o,x
+
∞∑
i,j,k=0
(
(U∞)?i ?
•
U∞a ? (U
∞)?j ?
••
U∞y ? (U
∞)?k ? V ∞
)
o,x
+
∞∑
i,j,k=0
(
(U∞)?i ?
••
U∞y ? (U
∞)?j ?
•
U∞a ? (U
∞)?k ? V ∞
)
o,x
)
. (4.59)
For the contribution from 1{o−−−−→
m+k+`
y}\⋃Ni=1{ui−→k+`y} in (4.57), on the other hand, we
again ignore the indicator 1{o A−−−−→
m+k+`
x}, but impose the through-A condition on k + ` by
replacing
∏N
j=1 1{uj−→
k+`
vj in BΛ\B˜ω} in (4.56) by
∑
a∈A
N∑
i=1
N∏
j=1
(j 6=i)
1{uj−→
k+`
vj in BΛ\B˜ω}1{ui−→
k+`
vi in BΛ\B˜ω}∩{ui−→
k+`
a in BΛ\B˜ω}, (4.60)
which yields (4.58) with δz3,y replaced by δz3,a and summed over a ∈ A. Then the rest is
almost the same as described in the last paragraph of Section 4.3, except for two things:
there are three current configurations involved, instead of two as in (4.52), and one of them
is restricted on BAc . Taking them into account, we can conclude that the contribution
from 1{o−−−−→
m+k+`
y}\⋃Ni=1{ui−→
k+`
y} in (4.57) is bounded by (4.59) with a and y swapped, y
replaced by y′ and then multiplied by
∑∞
i=0(G˜
2)∗i(y − y′). This completes the proof of
Theorem 3.11.
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