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The particle production in a de Sitter space provides an interesting model to understand the curvature
effect on Schwinger pair production by a constant electric field or Schwinger mechanism on the de Sitter
radiation. For that purpose, we employ the recently introduced complex analysis method, in which the
quantum evolution in the complex time explains the pair production via the geometric transition amplitude
and gives the pair-production rate as the contour integral. We compare the result by the contour integral
with that of the phase-integral method.
1 Introduction
A background electromagnetic field probes the vac-
uum structure of Dirac sea of virtual charged pairs
and a spacetime curvature also changes the vacuum
structure. Schwinger mechanism of pair production
and the vacuum polarization in the elecromagnetic
field is the most prominent feature of the nonper-
turbative quantum effects [1]. In fact, the one-loop
effective action in the electromagentic field with a
nonvanishing electric field is complex, whose imagi-
nary part is related to the pair production [2,3]. In
a curved spacetime particles are produced due to
the presence of a horizon or nonstationary nature
of the spacetime itself, of which Hawking radiation
from a black hole and Gibbons-Hawking radiation
from a de Sitter space are the most well-known phe-
nomenon.
Recently the author has introduced a complex
analysis method for particle production in an elec-
tric field or a de Sitter space by expressing the pro-
duction rate as the contour integral of the frequency
in the complex plane of time [4–6]. The particle-
production rate is given by [7]
Nκ =
∣∣∣∑
J
exp
[
−i
∮
C
(1)
J
(t0)
ωκ(z)dz
]∣∣∣, (1)
where ωκ(z) is the frequency with the quantum
number κ of a quantum field in the complex plane,
C
(1)
J (t0) exhausts all the classes of closed loops
of winding number one with the base point t0 .
The particle-production rate (1) is one method to
compute the Bogoliubov coefficient. The conven-
tional wisdom has introduced the in-vacuum and
the out-vacuum and found the Bogoliubov coeffi-
cients between two vacua. The complex analysis
has also been used in the phase-integral method,
which gives the probability for scattering over and
under the potential barrier [8–12].
In this paper, we critically review the com-
plex analysis method for particle production and
then apply the formula (1) to pair production of
charged scalars by a constant electric field in the
(1+1)-dimensional de Sitter space. By doing so, we
may see how Schwinger mechanism and Gibbons-
Hawking mechanism are intertwined for the radia-
tion. Schwinger pair production has been studied
in the de Sitter space [13–18]. What is new in this
paper is that we study the pair production using
the formula (1) and clarify the origin of particle
production. Finally, we compare the contour inte-
gral method with the phase-integral method.
2 Charged Scalars in Electric Field
in de Sitter Space
We consider a charged scalar field in a constant
electric field in the (1+1)-dimensional planar coor-
dinates of de Sitter space [in units of ~ = c = 1]
ds2 = −dt2 + a2(t)dx2, a(t) = eHt. (2)
The constant electric field has the vector potential
in a one-form [15]
A(t) = −E
H
(
eHt − 1)dx, (3)
where a constant is subtracted to have the Minkowski
limit when H = 0, and the field tensor in a two-
form [15]
F = dA = E
√−gdx ∧ dt. (4)
2Then the charged scalar field has the Hamiltonian
[19]
H =
∫
dx
[1
a
|pi|2 + 1
a
|(∂x − iqA)φ|2 +m2a|φ|2
]
, (5)
where the conjugate momenta are pi = aφ˙∗ and
pi∗ = aφ˙ . Note that Eq. (5) is the standard QED
action with the minimal interaction in a curved
spacetime but other theory describing the inter-
action between gravity and electromagnetism, for
instance Ref. [20], may be used. In terms of the
Fourier modes
φ(t, x) =
∫
dk
2pi
φke
ikx, φ∗(t, x) =
∫
dk
2pi
φ∗ke
ikx (6)
and similarly for pi(t, x) and pi∗(t, x), the Hamilto-
nian is the sum of time-dependent oscillators
H(t) :=
∑
k
Hk(t) =
∫
dk
2pi
[1
a
pi∗kpik + aω
2
kφ
∗
kφk
]
, (7)
where
ω2k =
1
a2
(
k − qE
H
+
qE
H
a
)2
+m2. (8)
3 Real-Time Evolution
The quantum theory in the real-time formalism is
the time-dependent (functional) Schro¨dinger equa-
tion
i
∂
∂t
|Ψ(t)〉 = Hˆ(t)|Ψ(t)〉, (9)
where the quantum state of the field is the product
of the quantum state for each oscillator Hˆk(t)
|Ψ(t)〉 =
∏
k
|ψk(t)〉. (10)
To find the quantum states, we may use the quan-
tum invariants known as Lewis-Riesenfeld invari-
ants [21]
i
∂Iˆk(t)
∂t
+ [Iˆk(t), Hˆk(t)] = 0. (11)
A pair of quantum invariants, which play the role of
the time-dependent annihilation and creation oper-
ators, constructs the time-dependent vacuum states
and the excited number states [22,23].
Following Ref. [19], we may introduce the lin-
ear quantum invariant operators for particles and
antiparticles, respectively,
cˆk(t) = i
(
ϕ∗k(t)pˆi
∗
k − ϕ˙∗k(t)φˆk
)
,
dˆk(t) = i
(
ϕ∗k(t)pˆik − ϕ˙∗k(t)φˆ∗k
)
, (12)
and their Hermitian conjugates, where the auxil-
iary field satisfies the field equation
ϕ¨k + ω
2
k(t)ϕk = 0. (13)
The operators (12) become the time-dependent an-
nihilation operators for particles and anti-particles
when the Wronskian condition from the quantiza-
tion rule holds
a(t)Wr[ϕk(t), ϕ
∗
k(t)] = i. (14)
The time-dependent vacuum state is annihilated by
the annihilation operators for all the momenta
cˆk(t)|0, t〉 = dˆk(t)|0, t〉 = 0. (15)
In the in-out formalism, the scattering matrix be-
tween the in-vacuum in the asymptotic past and
the out-vacuum in the asymptotic future gives the
vacuum persistence amplitude [3]
〈0, t =∞|0, t = −∞〉 = ei
∫
dtdxLeff , (16)
and the imaginary part of the effective action re-
lates the pair production via the Bogoliubov trans-
formation
e−2
∫
dtdxImLeff = e−T
∫
dk
2pi
ln(1+Nk). (17)
The positive and negative frequency solutions sat-
isfying Eq. (14) are given by [24]
ϕ
(+)
k (t) =
epiλ/2√
2k¯
W−iλ,iµ(−2i k¯
H
e−Ht),
ϕ
(−)
k (t) =
epiλ/2√
2k¯
Wiλ,iµ(2i
k¯
H
e−Ht), (18)
where W is the Whittaker function and
λ =
qE
H
, µ =
√(qE
H
)2
+m2 − 1
4
, (19)
and k¯ = k − (qE)/H is the shifted momentum.
The solution differs from Eq. (19) of Ref. [13] by
the normalization constant.
The evolution operator for each oscillator is ex-
pressed in the time-ordered integral
|ψk(t)〉 = Texp
[
−i
∫ t
t0
dt′Hˆk(t
′)
]
|ψk(t0)〉. (20)
To have the matrix representation of the evolution
operator [25], we may use the basis of instantaneous
number states
Hˆk(t)|nk, t〉 = ωk(t)
(
nk +
1
2
)
|nk, t〉. (21)
3In that representation the Hamiltonian has the di-
agonal matrix
Hk = ωk
(1
2
,
3
2
, · · · 2n+ 1
2
, · · · ), (22)
and the basis induces the gauge potential
(Ak)mknk = i
ω˙k
4ωk
(√
nk(nk − 1)δmknk−2
−
√
(nk + 1)(nk + 2)δmknk+2
)
. (23)
Therefore, there is no contribution to the vacuum
persistence if there are not either simple poles or ze-
ros of ωk along the real-time axis. Otherwise, the
evolution of the vacuum state along a path C on
the real-time axis gives a trivial result 〈0k, C(t =
−∞)|0k, t = −∞〉 = 1. Hence, in the in-in formal-
ism the particle production could be understood by
extending the quantum evolution to the complex
plane of time as will be shown in the next section.
4 Quantum Evolution in the Com-
plex Plane
To extend the quantum evolution (9) to the com-
plex plane z , we assume that [6]
• there exist an analytical operator Hˆk(z) and
an analytical function ωk(z) in the complex
plane that reduce to Hˆk(t) and ωk(t), respec-
tively, on the real-time axis,
• Hˆk(z) has an orthonormal basis {|nk, z〉}
with 〈nk, z|mk, z〉 = δnkmk that reduces to
{|nk, t〉} on the real-time axis,
• there exists a conformal mapping from the
complex t to the whole complex plane z .
The above conditions can be satisfied for the Hamil-
tonian (7) in the de Sitter space since a(t) = eHt
has an analytical continuation in the complex plane
of time. Furthermore, the othornormal basis can be
constructed in the complex plane from those oper-
ators (12) with ϕ
(+)
k (t) for ϕk(t) and ϕ
(−)
k (t) for
ϕ∗k(t) since the positive and negative frequency so-
lutions satisfy the Wronskian condition in the com-
plex plane [24].
Thus, the scattering matrix between the in-
vacuum at t = −∞ and another in-vacuum trans-
ported along a closed clockwise path CJ(z) and
returned to the same base point t = −∞ in the
complex plane is to the lowest order of the Magnus
expansion given by
〈0k, t0|0k, CJ(−∞)〉 = exp
[
− i
2
∮
CJ (−∞)
dzωk(z)
]
.(24)
Then the production rate for one pair (1) is the
sum of the scattering matrix squared over all in-
dependent paths C
(1)
J which are classified by the
homotopy class for the simple poles and have the
winding number 1. The higher winding number
corresponds to multiple pair production.
5 Geometric Transition for Pair
Production
The Hamiltonian (7) and the frequency (8) in the
de Sitter space have an analytical continuation by
introducing the conformal mapping
z = eHt, (25)
which covers the whole complex plane for a strip
t = [0, 2pii/H] along the real axis. Then, the fre-
quency is an analytical function
ωk(z) =
√
1
z2
(
k¯ +
qE
H
z
)2
+m2, (26)
and the contour integral is given by
1
H
∮
dz
z
ωk(z) (27)
In the large z -expansion limit, the contour integral
takes the form
µ¯
H
∮
dz
z
[
1 +
k¯qE
Hµ¯
1
z
+O
( 1
z2
)]
= −2pii µ¯
H
, (28)
where the minus sign is due to the simple pole at
infinity and
µ¯ =
√(qE
H
)2
+m2. (29)
In the small z -expansion limit, the contour integral
leads to
1
H
∮
dz
z
[ k¯
z
+
qE
H
+
m2
2
z
k¯
+O
(
z2
)]
= 2pii
qE
H2
.(30)
Therefore, the pair-production rate (1) by a con-
stant electric field in the de Sitter space is given
by
Nk = exp
[
−2pi
H
(
µ¯− qE
H
)]
. (31)
4The pair-production rate (31) is consistent with the
leading term of Refs. [13, 15,16].
We now compare the contour integral method
with the phase-integral method, which reads [9,26]
Nk = exp
[
−2Im
∫ z∗
k(2)
z∗
k(1)
ωk(z)dz
]
, (32)
where z∗k denotes a turning point in the complex
plane, which is a root ωk(z
∗
k) = 0,
z∗k = −
k¯qE
Hµ¯2
± i k¯m
µ¯2
. (33)
A direct integration by quadrature gives
∫ z∗
k(2)
z∗
k(1)
dzωk(z) = ipi
( µ¯
H
− qE
H2
)
. (34)
The phase-integral method gives the same result as
the contour integral method. However, the advan-
tage of the complex analysis method is the com-
putational usefulness and diversity of contour inte-
grals, which can be done for many models for which
the phase-integral may not be explicitly performed.
6 Conclusion
In this paper we have applied the complex analysis
method to pair production by a constant electric
field in the (1+1)-dimensional de Sitter space. In
the in-in formalism, the real-time dynamics gives
a null result while the complex-time evolution ex-
plains the particle production as originating from
the pole structure of the frequency. We have shown
that the pair-production rate expressed by the con-
tour integral gives the correct leading term for the
exact result. We thus argue that pair production
has its origin in the transition amplitude in the
complex plane of time along a contour of winding
number one.
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