A Feature Correction Two Stage Vector Quantization FC2VQ algorithm was previously developed to compress gray-scale photo ID pictures. This algorithm is extended to color images in this paper. Three options are compared, which apply the FC2VQ algorithm in R-G-B, YCbCr, and Karhunen-Loeve transform KLT color spaces, respectively. The RGB-FC2VQ algorithm is found to yield better image quality than KL-FC2VQ or YCbCr-FC2VQ at similar bitrates. With the RGB-FC2VQ algorithm, a 128128 24-bit color ID image 49,152 bytes can be compressed down to about 500 bytes with satisfactory quality. When the codeword indices are further compressed losslessy using a rst order Hu man coder, this size is further reduced to about 450 bytes.
Introduction
In a digital personal identi cation ID system, it is desirable to store a photo ID picture along with other personal information such a s I D n umber, other demographic information, and certain biometric information ngerprint, voice, signature, etc.. To s a ve the storage space, compression of the ID picture is necessary. This is especially important with portable ID devices where the ID information are stored locally in a portable card, e.g., in a barcode or a magnetic stripe. For example, a PDF 417 label a type of 2D barcode 1, 2 can store up to 1 kilobytes KBs of data, among which less than 500 bytes could be allocated to store the ID picture. On the other hand, a color ID picture digitized to 128128 pixels @ 24 bits pixel will take 48 KBs in the raw format. This implies that a compression ratio of more than 96 is required. At such high compression ratio and low resolution, standard techniques such as the JPEG algorithm create noticeable blocking artifacts.
A Feature Correction Two-Stage Vector Quantization FC2VQ algorithm 3 has been developed previously for compression of gray-scale ID pictures. This algorithm can compress an 128128 8-bit gray-scale image to an average of 350 bytes with an acceptable quality. In what follows, we present the extension of the FC2VQ algorithm to color images, which can compress an 128128 pixels 24-bit color ID picture to an average size of 500 bytes before entropy coding such as Hu man coding. Furthermore, 25 percent storage reduction can be obtained by rst-order conditional Hu man coding. Image quality of this algorithm is superior to JPEG at an average size of 500 bytes.
In this paper, an overview of the FC2VQ algorithm is given in Section 2. Three options for extending the FC2VQ algorithm to color images are described in Section 3. Computer simulation results are presented in Section 4. Section 5 concludes the paper.
Overview of the FC2VQ Algorithm
The FC2VQ algorithm recognizes the importance of facial features such as the eyes and the mouth. It quantizes an image in two stages. First, the entire image is vector quantized coarsely. Then, a region of facial features ROFF, containing the eyes and the mouth, is detected and re ned by second stage vector quantization.
Figures 1 and 2 show the block diagrams of the FC2VQ encoder and decoder, respectively. In the encoder, an input image is rst vector quantized using a rst stage codebook. To reduce the blocking artifact, a 33 average lter is applied along the block boundaries on the rst-stage quantized image. In the meantime, the ROFF is detected. The error in the ROFF is then vector quantized using a second stage codebook. Finally, rst-order conditional Hu man coding is applied to codeword indices produced in both stages, which uses the symbol to the left of the current symbol as the conditional state.
To compress an 128128 8-bit gray-scale image down to below 500 bytes, the vector dimensions in the rst and second stages can be 88 and 44, respectively, while the codebook sizes can be 256 in both stages. We h a ve found that this parameter set yields satisfactory image quality in our previous study for gray-scale photo images 3 . Other choices for block sizes and codebook sizes may be more appropriate for di erent input image sizes and desired compression ratios.
The crucial step of FC2VQ is the detection of the ROFF. By observing that facial features eyes and mouth contain many horizontal edges, a vertical gradient image is generated rst. The eyes and mouth are then located by detecting rectangular regions with the largest sum of vertical gradient magnitude in some predetermined search areas. Finally, the position and the size of the ROFF are derived from those of the eyes and mouth. More detailed designs of the detection algorithm and the FC2VQ algorithm in general can be found in 3 . For a good treatment o n v ector quantization, see, e.g. 4 . 
FC2VQ for Color Images
There are several options to apply FC2VQ for color images. One way is to apply vector quantization to 3D blocks where the third dimension is the color plane, which is referred as joint-component v ector quantization. Another way is to apply FC2VQ t o e a c h color component i n a c hosen color space, which is referred as separate-component v ector quantization. In either case, one could use various color spaces, such a s R GB, YUV, YCbCr, HSI, etc. In the following, we rst describe and compare several color spaces, and then discuss the selections of color spaces and coding parameters for joint-component coding and separate-component coding.
Evaluation of Several Color Spaces
We assume that the original images are acquired in the RGB format. But the RGB coordinate may not be the best color space to use for either joint or separate component coding. We h a ve i n vestigated several other color coordinates that can be transformed from the RGB coordinate, including Karhunen-Loeve transform, YCbCr, and HSI color spaces. In this section, we describe the color transformations associated with each color space and compare the energy compaction and decorrelation capabilities of these spaces.
Karhunen-Loeve T ransformation
Karhunen-Loeve transformation KLT is based on the second order statistics of the signal. It transforms R, G and B into three components, namely, C 1 , C 2 and C 3 , and eliminates the correlation among components. Most of the signal energy is in the C 1 component and little in the other two. Statistical data, namedly, the covariances of R, G and B, are collected from a training set of RGB photo images. A KL transform matrix is then generated. The reason to generate a single transform matrix is to avoid storing an inverse matrix for every individual image. Note that the transformation developed from a set of training images is no longer optimal for individual images. After an RGB image is transformed into the KL domain, the C 1 component is scaled down to the range between 0 and 255 by a factor of p 3 when FC2VQ is applied. 3. 1.3 Transformation to HSI Space
Transformation to YCbCr Space
In the HSI hue, saturation, intensity color space, hue describes the color tone, saturation describes the purity of the color, and nally intensity speci es the luminance or brightness of the color. The intensity i s decoupled from the chrominance information in the image and the hue and saturation are related to the way in which h uman beings perceive color. The conversion from RGB to HSI is described by 8 :
More details on the HSI color space and the inverse conversion can be found in 8 .
Comparison of Di erent Color Spaces
To determine which color space is the best for joint-and separate-component coding methods, respectively, w e have e v aluated the second-order statistics of the above color spaces. The results are given in Table 1 . It can be seen that with the raw R GB coordinate, there is a strong correlation between any t wo color components, and that the energies of the three components are about equal. On the other hand, the KLT completely decorrelates the three color components, and packs the energy almost exclusively in the rst component. The HSI and the YCbCr coordinates o ers intermediate degrees of energy compaction and decorrelation. The components in the HSI coordinate are less correlated than those in the YCbCr coordinate, but the variances of the HSI components are more evenly spread than the YCbCr components.
Joint-Component V ector Quantization
For the joint-component v ector quantization, we c hoose to use the raw R GB representation directly because the 3D vector quantization would automatically exploit the correlation among color components of a pixel and the color correlation among adjacent pixels. There is no need for using a color transformation to decorrelate color components.
Studies of joint-component v ector quantization for color images have been presented in 5, 6 . In these methods, the RGB or YIQ components are rst predicted using linear predictors and then the errors in separate components are coded jointly. Their results have shown that encoding in RGB component can achieve a slightly higher or comparable encoding e ciency, and the resolution at strong color edges, especially edges de ned by the primary colors, is generally better 5, 6 . On the other hand, the granular noise is less objectionable in YIQ encoded pictures. However, the advantage of YIQ coding is not very noticeable for facial compression because the color variations of facial images are very limited.
FC2VQ in R-G-B Color Space RGB-FC2VQ
In the joint-component coding method using the RGB coordinate to be referred as RGB-FC2VQ, the image is coded in two stages. In the rst stage, the entire image is segmented into M 1 M 1 blocks. Each pixel consists of three color components red, green, and blue and each color block forms a K 1 = M 1 M 1 3 dimensional vector, which is quantized using a codebook of size N 1 . In the second stage, the ROFF is divided into M 2 M 2 blocks and each color block forms a vector of dimension K 2 = M 2 M 2 3, which i s quantized using a codebook of size N 2 . T o locate the ROFF, the luminance component of the color image is calculated. The facial feature detection algorithm used in FC2VQ is applied to this luminance image and the parameters of ROFF are calculated.
Separate-Component V ector Quantization
For the separate-component v ector quantization, it is better to use a color space in which the three color components are not strongly correlated. Such a c hoice would minimize the loss of coding gain due to coding the color components separately. In addition, it is more desirable that the energy is concentrated on one component rather than if it spreads evenly among all components. Based on the analysis results presented in Sec. 3. 1.4 , we c hoose to experiment with two color representations in the separate component coding scheme: the KLT space and the YCbCr color coordinate.
FC2VQ in the KL-transformed Color Space KL-FC2VQ
As shown in Table 1 , the variance of C 1 is much higher than C 2 and C 3 . The variance of the error between the original C 1 and the quantized C 1 in our study is also much higher than the variances of the C 2 and C 3 . Hence, it is not necessary to quantize C 2 and C 3 in the second stage. Only the C 1 component is quantized in two stages.
To detect the ROFF, the C 1 component is used in KL-FC2VQ. For the C 1 component, the vector dimensions used in the rst stage and the second stage are denoted by M 1 M 1 and M 2 M 2 , and the codebook sizes by N 1 and N 2 , respectively. The vector dimensions for C 2 and C 3 are chosen to be the same, denoted by K 3 = M 3 M 3 , and the codebook sizes for C 2 and C 3 are denoted by N 3 and N 4 , respectively. T o determine the appropriate vector dimensions and codebook sizes for C 1 , C 2 and C 3 , w e relied primarily on visual observation of image quality obtained using di erent parameter settings. More detailed descriptions on the selection of coding parameters are given in Sec. 4. 
FC2VQ in Y-Cb-Cr Color Space YCbCr-FC2VQ
As shown in and the codebook sizes as N 3 and N 4 . Unlike with KLT, where the three color components are completely decorrelated, there is a quite strong correlation between Cb and Cr as shown in Table 1 . Because of this correlation, separate coding of Cb and Cr is not very e cient. To exploit the correlation between Cb and Cr components, we also developed a method which codes the Cb and Cr component jointly using a single vector codebook. Results of this method are compared to the previous method in Sec. 4 .
As with the KL-FC2VQ, the vector dimensions and codebook sizes for di erent components are determined by trials-and-errors and visual observations.
Hu man Coding
To exploit the spatial correlation among the codeword indices, conditional Hu man coding is employed, which determines the Hu man table to be used for a given symbol based on previous symbols 4 . In theory, the more symbols that are involved in the conditional state, the higher compression ratio we can obtain. However, as the order of the conditional Hu man coding i.e. the numb e r o f s y m bols in the conditional state increases, the number of Hu man tables increases exponentially. The number of symbols required in the training stage to obtain an accurate probabilistic model also grows exponentially. Hence, we h a ve limited our study to rst-order conditional Hu man coding, which uses a single symbol to the left of the current symbol as the conditional state. Since we h a ve v ery limited data in the training set for each conditional state, many possible codeword indices do not appear and no codewords are designed for these symbols. In order to circumvent this problem, we insert an escape symbol in each Hu man table. Whenever a codeword index is not included in the Hu man table, an escape symbol is sent and followed by a xed length code of that index.
Simulation Results
In our facial image database, we h a ve 58 24-bit color photo images. Each image has 128128 pixels. This collection includes a variety of ethnic white, black, and oriental, age and gender groups. Among the 58 images, 50 Images 20 69 are used in the training sets when codebooks are generated in the rst stage and the second stage. The remaining 8 images Images 12 19 are used as test images.
In the RGB-FC2VQ, we compared the performance obtained with di erent codebook sizes. In the rst case to be referred as RGB1, N 1 = 512 codewords are used in the rst stage and N 2 = 256 codewords are used in the second stage. In the second case to be referred as RGB2, N 1 = 1024 codewords and N 2 = 256 codewords. In the third case to be referred as RGB3, N 1 = 2048 codewords and N 2 = 128 codewords. These parameters are chosen so that the total numb e r o f b ytes used in the rst stage and the second stage is approximately 500 bytes. In all three cases, the vector dimensions in the rst stage and second stages are K 1 = 8 83 and K 2 = 4 43, respectively. With xed length coding of the codeword indices, 9 bits, 10 bits, and 11 bits are required for each codeword in the rst stage. Because there are a total of 256 blocks, 288 bytes, 320 bytes, and 352 bytes are required by R GB1, RGB2, and RGB3 in the rst stage, respectively. In the second stage, the number of bytes required depends on the size of the ROFF. The average size of the ROFF is about 160 blocks, therefore, the average sizes of the second stage are about 160, 160, and 140 bytes for RGB1, RGB2 and RGB3, respectively. The total number of bytes required for RGB1 is 32 bytes less than for RGB2; and the total number of bytes required for RGB3 is about 10 bytes more than for RGB2.
In Same as with KL-FC2VQ, when we further reduce the bits for the chrominance components, the color distortion becomes unacceptable. On the other hand, we h a ve also observed that there is no signi cant improvement on the image quality when we increased the codebook sizes of Cb and Cr to 32 or even 64. Because there is a high correlation between Cb and Cr, we h a ve also explored a method by which the Cb and Cr components are jointly quantized. In this case, a vector consists of 16 16 Cb pixels and 16 16
Cr pixels, and the codebook size is 256. The total numb e r o f b ytes used for Cb and Cr is therefore 64 bytes. Even though the objective qualities are improved in terms of the MSE mean-square-error, the results of this method are not presented below because there is no signi cant visual quality improvement. In fact, the color rendition is poor if the color in a test image is not included in the joint codebook. Figures 3 and 4 show PSNR values and byte counts of compressed images obtained by di erent methods. The byte counts were derived by assuming the codeword indices are coded using xed length coding. PSNR is de ned as 10log 255 2 MSE , where the MSE value is de ned as the average MSE values for the three components R, G and B. Note that to calculate the MSE for the KL-FC2VQ or YCbCr-FC2VQ algorithm, a KL or YCbCr image is rst converted back t o R GB image. The MSE is the average MSE of R, G and B components. Among the three RGB-FC2VQ methods, the RGB3 method has the highest PSNR over the entire image and the highest PSNR in ROFF for training images . However, the three methods performed about the same in the ROFF when the image is not in the training set. Note that the facial region is more important for identi cation purpose.
The KL-FC2VQ and YCbCr-FC2VQ require the same number of bytes as the RGB2 method. It can be seen that RGB2 has a higher PSNR value than YCbCr-FC2VQ or KL-FC2VQ both over the entire image and the ROFF. The KL-FC2VQ method has slightly higher PSNR than YCbCr-FC2VQ, on average. On the other hand, RGB1 requires less storage than YCbCr-FC2VQ or KL-FC2VQ under similar PSNR constraint. Figure 4 shows either KL-FC2VQ, YCbCr-FC2VQ, or RGB2 can compress an image down to about 500 bytes with an average PSNR of about 26 dB over entire image or about 28 dB in the ROFF. Figures 3 and  4 show that there is no signi cant di erences in the PSNR values and required storages for the test and training images. This reveals that the VQ parts of the proposed algorithms are not very sensitive to the selection of training images.
As a comparison, we also applied baseline JPEG to luminance Y and chrominance Cb and Cr components separately. The Y image is compressed to about 400 bytes, and the Cb and Cr images downsampled by 2 horizontally and vertically are compressed to about 40 bytes. Figure 6 shows for four test images Images 12 and 14 are in the training set while 22 and 28 are outside the training set: the original image, JPEG compressed image, and the compressed images by di erent F C2VQ methods KL-FC2VQ, YCbCr-FC2VQ, RGB1 and RGB2. The area enclosed by the rectangle is the ROFF detected by our algorithm. From Figure 6 , we observe that either methods of FC2VQ produces better quality in the facial region than JPEG does. The RGB2 method yields better image quality than KL-FC2VQ or YCbCr-FC2VQ at the same compression ratio. The two images inside the training set have o verall slightly better visual quality than the two images outside the training set for all the FC2VQ-based methods. The storage requirement o f e a c h method for the four test images is presented in Table 2 . They are all required the similar storage. However, storage is signi cantly less if source coding such as Hu man coding is used.
Because of the superior performance of the RGB-FC2VQ method, we h a ve only investigated the variable length coding of the codeword indices produced by R GB2. We used the same training set used for VQ codebook design to generate rst-order conditional Hu man tables for each stage. A total of 12,800 indices 256 indices image 50 images is collected for the rst stage training set and 8,857 indices equal to the total number of blocks in ROFF in those 50 images for the second stage. We h a ve observed that about half of the indices in an image are not included in Hu man tables if this image is not in the training sets. This case is indicated by an escape symbol, followed by the bits representing the actual index using a xed length coding. A single bit is used to code the escape symbol, which a c hieves the best overall compression ratio. Figure 5 compares the total numbers of bytes before Hu man coding and after Hu man coding. For Images 12 19, which w ere not included in the training processing, only about 10 percent bitrate reduction is achieved. On the other hand, for the 50 images that are in the training sets 20 69, about 40 percent reduction is obtained. The total numb e r o f b ytes after Hu man coding is on an average of 440 bytes for images not in the training sets, and 277 bytes for those in the training set.
Conclusions
We h a ve explored three methods to compress photo ID images: KL-FC2VQ, YCbCr-FC2VQ, and RGB-FC2VQ. KL-FC2VQ has slightly better image quality than YCbCr-FC2VQ. However, it is hardly visible. The RGB-FC2VQ takes advantage of the limited color variation in photo ID images and the correlation of color components red, green, and blue. At similar bit rates, it yields better picture quality than KL-FC2VQ or YCbCr-FC2VQ. On the other hand, the KL-g2VQ or YCbCr-FC2VQ method requires smaller codebooks and smaller vector dimensions, and therefore are less demanding in memory requirement and require less computation in encoding stage. These methods have been applied to a database of 58 images. Most of the images can be compressed down to 500 bytes when the codeword indices are represented by xed length codewords. The picture quality obtained by the RGB-FC2VQ method is quite satisfactory under an image bit rate of 500 bytes before Hu man coding and 450 bytes after Hu man coding.
In general, the reconstruction of a color is more truthful if the color is not in the training set for KL-FC2VQ or YCbCr-FC2VQ as compared to RGB-FC2VQ. However, the advantage of separate component coding are not very noticeable for facial image compression because the color variation of facial images is very limited. RGB-FC2VQ can achieve better result than KL-FC2VQ or YCbCr-FC2VQ because RGB-FC2VQ can exploit the correlation among color components and the correlation between pixels more extensively. E v en though RGB-FC2VQ requires more computation in the encoding stage, it is less computationally intensive in the decoding stage because there is no color conversion involved for display purpose.
A problem with the proposed method is that the gain of the conditional Hu man coding method is quite sensitive to the training images used to design the Hu man tables. To improve the robustness of the algorithm, we h a ve also attempted to use adaptive Hu man coding and adaptive arithmetic coding. The performance of these methods were found to be slightly inferior to the non-adaptive method presented here because the number of symbols to be coded in each image is very small and the adaptive algorithms do not perform well under these circumstances. Tables   1 Second order statistics 
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