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Cosmic Rays (CRs) are energetic particles that continuously hit the top of the Earth
atmosphere at the considerable rate of ∼ 104m−2 s−1. The exact composition depends on
which part of the spectrum is considered, but we can say that approximately 86% of these
particles are protons, 11% are alpha articles, 1% consists of stable nuclei, up to Uranium,
then 2% are electrons and a non negligible fraction (about 1%) consists of antiparticles
(positrons and antiprotons).
The energetic spectrum is non-thermal and – for the hadronic part – almost featureless
from ∼ 1 GeV to the highest recorded energies (about 1020 eV): it can be well described
by a power-law with spectral index equal to −2.7 up to ≃ 1015 eV (the so-called “knee”);
above the knee a steepening of the slope is observed, up to ∼ 1018 eV (the “ankle”) where
a hardening is detected; it is generally believed that the ankle traces the change from CRs
of Galactic origin to CRs coming from outside our Galaxy.
The study of Cosmic Rays was a very important and prolific research field in the first
half of XX century since it permitted the discovery of many new particles: in fact, CRs
interact with the atmosphere of the Earth and produce showers of secondary particles,
such as pions, muons, positrons, which could be detected and identified for the first time.
Nowadays, CR study is still a very relevant sector because, as I will show in detail, there
are many open problems regarding their origin and properties, and the open questions in
this field are related to many interesting astrophysical issues and with some of the most
intriguing puzzles of modern physics, such as the nature of Dark Matter.
The standard picture that is commonly accepted by the scientific community can be
summarized in the following way. CRs from 1 GeV to the knee originate in our Galaxy and
are accelerated in Supernova Remnants via first-order Fermi mechanism; the energy spec-
trum that comes out of this phase (the injection) is a power-law. Then, the accelerated
particles propagate in the insterstellar medium, and are deflected by the galactic magnetic
field (GMF); since the GMF has a turbulent component whose amplitude is comparable
with the regular one, they follow an erratic path and their motion is well described by a
diffusion equation: in fact the correlation length is smaller than the Larmor radius; since
the particles diffuse more quickly at higher energies, the effect of diffusion is to steepen
the spectrum. During their flight, these particles may also be stochastically re-accelerated
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by the interaction with Alfve´n waves1 and drifted by convective winds, these effects being
greater at lower energies; moreover, the leptonic part (electrons and positrons) suffers
severe energy losses due to synchrotron emission and Inverse Compton scattering on the
Interstellar Radiation Field (ISRF), while the hadronic part interacts with interstellar gas
and produces by spallation lighter nuclei (which are called secondary CRs when propa-
gation in the Galaxy is considered, and must not be confused with secondary particles
that are produced in the atmosphere). Once they reach the Solar System, CRs interact
with the solar wind: this effect is called “solar modulation” and consists of a deflection
through the magnetic field which is frozen into the solar wind plasma, an adiabatic energy
loss and a convection by the outward motion of the particle stream which constitutes the
wind. This effect depends on the solar cycle and originates an anti-correlation between
the flux of CRs and the sunspots number count; of course it affects the less energetic part
of the spectrum, being almost negligible above 10 GeV.
At last, CR particles arrive in the proximity of the Earth, where they can be de-
tected by space (Fermi-LAT, PAMELA, the forthcoming AMS-02) or balloon experiments
(CREAM, TRACER, and many others).
Many aspects of this picture are still unclear.
• Origin. Although the 1st order Fermi acceleration mechanism mentioned above
appears the most likely for many reasons, direct evidence of hadronic acceleration in
a SNR is still missing. Moreover, little is known of the spectrum that should emerge
from the acceleration, both for the hadronic and for the leptonic part; however, the
leptonic spectrum is expected to be steeper due to energy losses at the source.
• Propagation. Many aspects of CR diffusion are still unclear; in particular, the
absolute value and energy dependence of the diffusion coefficient are not known yet
with the desired precision; also the effectiveness of reacceleration and convection is
not known. In general, all low-energy effects, including solar modulation, due to
the large amount of free parameters involved in their description, are still poorly
understood. That is the reason why it is interesting to look at high energies, where
the dominant mechanism that acts is diffusion and it is easier to build theoretical
models, but – on the other hand – since at higher energies the fluxes are lower,
measures are affected by larger statistical uncertainties and can provide less strong
constraints on models themselves. Due to all these difficulties, it has been quite hard
so far to create a comprehensive model of CR propagation which fits all observed
fluxes: for example, an important open problem is the compatibility between light
nuclei and antiproton measurements (see for example [1]).
I will describe in the first part of this thesis work how we succeeded in building
a comprehensive model which provides a good fit of most CR light nuclei and an-
1Alfve´n waves are travelling oscillations of ion density and magnetic field in a magnetized plasma.
They are present in the ionized component of the interstellar medium.
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tiproton spectra making use of a new numerical code called DRAGON designed by our
group to solve the CR diffusion equation and compute all the relevant processes
(spallation, energy losses) that are involved in CR propagation. The model param-
eters were determined through a combined maximum likelihood analysis based on
light nuclei and antiproton-to-proton ratio data; the analysis focused on the high-
energy part of the measurements, following a very different strategy with respect to
the previous analyses that can be found in the literature.
• Interaction with Heliosphere The details of the interaction of Cosmic Rays with
solar wind is a challenging topic: it is very important because it helps to explain the
low-energy part of the observed CR fluxes. Currently, most calculations are made
in the force-field appoximation (Gleeson and Axford 1968, [2]) in which a single free
parameter is involved, the modulation potential, whose value is fixed by comparison
with observed fluxes.
• Interaction with Earth atmosphere. Even if I will not go through these issues,
it is interesting to mention that the interaction with the atmosphere is a wide field of
research, since CRs are believed to be involved – as catalyzers – in cloud formation,
and also in the development of lightings. Connections with climatology have also
been argued, and this is currently a hot matter of debate.
• Signals of new physics. Part of CR fluxes that reach the Earth may arise from
exotic processes, different from those described above. This intriguing possibility is
supported in particular by Particle Dark Matter models which predict the existence
of weakly interacting particles that constitute the so called dark mass of our Galaxy,
i.e. the portion of galactic matter which does not radiate, whose presence is inferred
from dynamical observation and whose nature is still unknown. These particles
might be indirectly revealed because, through annihilation or decay, they should
convert into ordinary particles which should add to the “standard” cosmic rays
originating from Supernovae.
This possibility has been considered with particular attention in the last 3 years,
since several experiments reported relevant excesses of some components of CR flux
with respect to model predictions: the debate that arose from these measurements
was particularly exciting.
First of all, in 2008, ATIC observed [3] a sharp spectral feature around 500 GeV
in the electron+positron spectrum. A great number of papers were written in that
year to explain the nature of this excess, but such feature was not confirmed by
Fermi-LAT, which published in May, 2009 [4] a measure of the electron+positron
spectrum of unprecedented accuracy, marking a very important point in the history
of this kind of measure: Fermi-LAT spectrum appeared almost featureless in a wide
range (from 20 GeV to 1 TeV), but considerably harder than previous measurements,
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therefore still showing an excess at high energy with respect to model predictions,
whose parameters were tuned on older measurements. The measure was then refined
and extended to lower energy in 2010 [5]
On the positron side, PAMELA collaboration observed [6] a rising positron-to-
electron ratio; this rise was recently confirmed by the Fermi collaboration too. This
kind of behaviour is in strong contrast with models: in fact, in a scenario in which
positrons are created as secondary products by the interaction of primary CR nuclei
with interstellar gas, the positron-to-electron ratio should be decreasing with energy,
unless one assumes a very steep electron injection spectrum, hardly compatible with
pre-Fermi data and now ruled out by Fermi-LAT measurements.
All these “excesses” were interpreted by many authors as indications of extra pri-
mary sources of electrons and/or positrons, either of astrophysical nature (e.g. pul-
sars) or exotic (Dark Matter annihilation or decay).
I will discuss these different scenarios with particular emphasis on the interpretation
of Fermi-LAT dataset which, due to the high statistics and the precise evaluation
of systematic effects, appears as the most reliable. I will show in detail what we
discussed in our publications that followed Fermi-LAT measurement [7]: we found
that a simple phenomenological model, in which a primary extra component of
electrons and positrons is added to a diffuse conventional emission, is compatible
with all the existing observations (including recent measurements of upper limits
on CRE anisotropy reported by Fermi-LAT). Concerning the nature of this extra-
component, the debate is still open. We pointed out that, under simple assumptions,
the observed pulsars – that are known as electron+positron pair emitters – are
natural candidates; on the other hand, the hypothesis of a Dark Matter origin for
the extra electrons and positrons is losing part of its appeal for the reasons I will
explain in detail in this work, but it remains a fascinating possibility which must
not be considered ruled out yet.
It is important to point out that all these open problems require a multi-messenger
approach to be solved: i.e. it is important to look not only at CR charged particles,
but also at secondary radiation originating from CRs through various mechanism such as
synchrotron, bremmstrahlung, Inverse Compton, decay of pions produced via interaction
with IS gas.
In particular, gamma-rays and radio waves can help to test model predictions. In this
perspective Fermi-LAT mission has a crucial role: the high-statistics full sky gamma-ray
maps released by Fermi collaboration cover a wide energy range (from the MeV region up
to hundreds of GeV) and are a very important tool to test CR propagation models since
the diffuse gamma emission traces CR distribution throughout the Galaxy and not only
at Solar System position.
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An important open problem that already existed in pre-Fermi era (when COS-B and
more recently EGRET data were released) concerning modelling of diffuse gamma-rays is
the so called gradient problem. The gradient problems consist in the discrepancy between
the Galactic distribution of emissivity per H atom, which is a measure of the CR flux
distribution, and the observed pulsar distribution (which traces CR sources) that turns
out to be much steeper. The problem is still present in Fermi-LAT data and several
explanations have been proposed by many authors (e.g. a very large diffusion halo, a
flatter CR source distribution in the outer Galaxy, the presence of a convective wind); I
will show that the assumption of a spatially varying diffusion coefficient, as expected by
simple physical considerations, may provide a natural solution to the problem.
In the forthcoming years other developments are expected, as new experiments will
start their activity: in particular, AMS-02 space mission will be very important since it
will be able to distinguish between electrons and positrons and therefore confirm PAMELA
claim of a positron excess.
Of course, also currently operating satellite missions, i.e. Fermi-LAT and PAMELA,
will release new and more accurate data: in conclusion, exciting times will arrive for CR
studies in the near future.
Chapter 1
Cosmic Ray diffusion in the Galaxy
1.1 Introduction
In this Chapter I will describe the physics that stands behind the problem of CR propa-
gation.
• Since the battlefield in which CR propagation takes place is the interstellar medium
(ISM) of our Galaxy, I will first present a complete description of the Galactic
environment and its components, with particular attention to the interstellar gas,
the magnetic field (related to CR diffusion and spallation) and the distribution
of pulsars and Supernova Remnants (related to CR origin); I will point out the
deep interplay that exist between these components that continuously interact one
another: the gas triggers star formation, massive stars quickly generate Supernova
explosions that accelerate CRs, the gas returns back again in the ISM and the
released energy triggers the turbulence that is responsible of the CR random walk.
• With this scenario in mind, I will treat in a formal way the problem of CR prop-
agation in the Galactic plasma as a kinetic physics problem and I will show that
the interaction with CRs with the magnetised medium that permeates the Galaxy
is naturally described by a diffusion-reacceleration equation.
1.2 History of CR measurements
It took almost 40 years to understand what Cosmic Rays actually are.
The first signature of their existence was discovered in 1912 by Victor Hess, who was
awarded with the Nobel prize for that. Hess observed that the level of ionisation in
the atmosphere decreased with elevation up to about 1000 m (as expected if the only
source of ionizing radiation were natural radioactivity on Earth surface) but, above that
altitude, it increased considerably, and at ≃ 5000 m he measured a value several times
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that observed at sea level: his conclusion was that there was some kind of unknown
high energy radiation penetrating the atmosphere from outer space. His discovery was
confirmed by Robert Millikan in 1925, who gave the radiation the name Cosmic Rays
(CRs).
For many years after this important discovery the cosmic origin of the radiation was in
doubt: the increased ionisation rate could be due, for example, to some kind of radioactive
emanation from the upper atmosphere. Moreover, the radiation was believed to consist
of γ rays, since at that time gamma radiation was believed to be the most penetrating.
Only after the discovery of the geomagnetic effect in 1927 it was clearly shown that
CRs were charged particles. A complete picture of the composition of CRs was obtained
at the end of the ′40s, when it was clear that they were mainly composed of protons, that
all heavier nuclei were present in minor quantities, and that also relativistic electrons
contributed to the radiation in a quantity that did not exceed 1%.
During the ′30s and the ′40s particle physicists were very interested in CRs and sev-
eral new particles were discovered in the cosmic radiation, e.g the positron (1932, Carl
Anderson) and the muon (1936, Carl Anderson); on the other hand, the importance of
CRs for astrophysics was not completely understood and little was known on their origin.
Enrico Fermi gave a very important contribution to the Astrophysics of Cosmic Rays
when he proposed in 1949 a hypothesis on their origin [8]. The idea is that charged
particles may be reflected by the moving interstellar magnetic fields either gaining or
losing energy, depending on whether the magnetic “mirror” is approaching or receding.
Since in a typical environment the probability of a head-on collision is greater than a
head-tail one, the particles would, on average, be accelerated. This random process is
now called second-order Fermi acceleration because the mean energy gain per bounce
depends on the square of the mirror velocity.
In 1977 theorists showed that Fermi acceleration by Supernova remnant shocks is
particularly efficient, because in this case the motions are not random. In this new
mechanism, a charged particle ahead of the shock front can pass through the shock and
then be scattered by magnetic inhomogeneities behind it; the particle gains energy from
this bounce and comes back across the shock, where it can be scattered by magnetic
inhomogeneities ahead of the shock. This enables the particle to bounce back and forth
again and again, gaining energy each time. Because the mean energy gain depends linearly
on the shock velocity, this process is now called first-order Fermi acceleration and is
believed to be the mechanism that permits CRs to reach the very high energies recorded
by the experiments.
Another important step forward was in the early ′50s when the synchrotron nature of
a large part of cosmic radio emission was established: as a result, it became possible to
obtain information of the leptonic component of CRs through the Galaxy: in this way
the connection between CR science, Astrophysics and Astronomy was strengthened by a
large amount.
In more recent times, CR Astrophysics has evolved a lot, and CR propagation has
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been studied extensively through numerical simulations; moreover, the development of
gamma astronomy with the pioneering COS-B mission (1975), the very important EGRET
satellite mission (1991−2000) and now Fermi-LAT (launched in 2008 and still operating)
permitted to obtain more and more detailed maps of the Galaxy in gamma rays, tracing
therefore the CR interactions through the Galaxy
Nowadays, CRs are considered with interest also by particle physicists once again. In
fact one of the most fascinating open problems in Physics is the existence of Particle Dark
Matter, a hypothesized gas of neutral weakly interacting particles that would account for
the unobserved mass of the Galaxy and can only be inferred from dynamical calculations:
many authors believe that the signature of the existence of these new particles can be
found in CR spectra. This issue is currently under debate; a Dark Matter interpretation
of CR measurements is today less appealing than a couple of years ago for many reasons (I
will be more precise in the forthcoming chapters); nevertheless, this possibility increased
the interest on a problem which is relevant on its own: the accurate and self-consistent
prediction of all observed fluxes of CR electrons, positrons, antiprotons and light nuclei
of astrophysical origin; indeed, any excess with respect to these predictions can be easily
interpreted in terms of annihilation or decay of exotic particles into standard particles,
although it is quite difficult to disentangle such an explanation from alternative scenarios
of astrophysical origin.
In order to predict CR fluxes and spectra it is crucial to understand the CR prop-
agation in the Galactic magnetic field, the distribution of CR sources, and therefore a
detailed knowledge of the structure of the Galaxy is required. In the following para-
graph I will present a short review on the main properties of our Galaxy together with a
brief history of the most important discoveries in Galactic astronomy and astrophysics.
Then, in paragraph 1.4 I will derive the equations describing CR propagation in such an
environment.
1.3 The interstellar environment of our Galaxy
1.3.1 Introductory considerations.
The word Galaxy derives from the ancient Greek term γαλαξι´ας literally meaning Milky
(so it is really a synonym of Milky Way): in fact, it appeared to the naked eyes of a
terrestrial observer as a faint band of diffuse white light stretching all the way around
the sky. For a great number of centuries little was known about its actual nature, which
nevertheless was guessed by many philosophers and astronomers: e.g. the Greek philoso-
pher Democritus (450 – 370 B.C.) proposed that it could consist of distant stars, and the
Andalusian astronomer Ibn Ba¯jjah (12th century) said that it was made up of many stars
that almost touch one another. However, the actual proof of the actual composition of
the Milky Way came in 1610 when Galileo Galilei with the help of the telescope finally
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Figure 1.1: Artist’s view of a possible configuration of the Milky Way barred spiral
pattern. Taken from the Astrophysical Picture of the Day (APOD) of June 6th, 2008
http: // apod. nasa.gov/ apod/ap080606.html. Notice that the Sun is located in an interarm region
called Orion spur where some important star formation regions – e.g. Orion Nebula – are located (See
Par. 4.7.1 for a discussion on the role of this region on CR propagation). The two main arms are the
Sagittarius and Perseus arms. This proposed pattern is slightly different from previous studies in which a
four-arms structure was considered: the other two arms (Sagittarius-Carina and Norma) appear in this
study as minor arms.
discovered that it is actually composed of a very large number of faint stars.
A more refined comprehension of the structure of our Galaxy came much later, when
Harlow Shapley (1885 – 1972) began to study globular clusters and noticed that, unlike
ordinary stars, they do not spread uniformly along the Milky Way, but concentrate instead
towards the direction of the Sagittarius; he also found that they have a roughly spherical
distribution, the center of which, he argued, should approximately coincide with the center
of the Galaxy itself: these observations led him to the important conclusion that the Sun
is located very far from the Galactic center. Further kinematic studies by Bertil Lindblad
(1895 – 1965) and Jan Oort (1900 – 1992) supported this result.
Nowadays, it is commonly accepted that we live within a very large system of stars
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called the Galaxy, similar to billions of other similar systems existing in the observed
Universe. The Galaxy consists of a thin disk with radius ≃ 25 ÷ 30 kpc and thickness
≃ 400÷600 pc, and the faint band that originated the term Milky Way is simply the disk
seen transversally; there is also a spherical system which is itself composed of a bulge with
radius ≃ 2÷ 3 kpc and a dark matter halo extending out to more than 30 kpc away from
the center. The position of our Solar System is in the disk, ≃ 15 pc above the midplane
and ≃ 8.5 kpc away from the center (see [9] and references therein). The stars belonging
to the disk rotate around the center in nearly circular orbits; at the Sun’s orbit, the
rotation velocity is ≃ 220 km/s: such a speed corresponds to a rotation period of about
240 million years. Disk stars also have a velocity dispersion that causes them to oscillate
about a perfectly circular orbit, both in the Galactic plane and in the vertical direction.
Instead, the stars that are in the bulge and in the halo rotate more slowly and often have
eccentric trajectories. Radio-astronomical observations of interstellar hydrogen indicate
that the Milky Way possesses a spiral structure: this is known since the pioneering works
of J. Oort [10]; moreover, recent infrared images of the Galactic center region clearly
display the signature of a bar: in 1.1 I put an illustrative image of a recently hypothesized
barred spiral pattern based on very recent infrared observations (see e.g. [11], [12]).
1.3.2 The interstellar gas.
It is important for our purposes to point out that the Galaxy is not only made of stars:
indeed the environment in which CR propagation – which is the main topic of our work
– takes place is the interstellar medium. It was evident from the first long-exposure
photograph of the Galaxy taken by Edward Barnard (1857 – 1923) that several dark
zones are present along the Milky Way and it was soon realized that these apparent
holes in the star distribution are due to the presence, along the line of sight, of clouds
of interstellar matter that obscure the starlight coming from behind. To be precise, the
dust contained in these clouds is actually responsible for the absorption and scattering of
photons coming from background stars, and therefore for their removal from the line of
sight. Further studies demonstrated how the space between these very dense clouds was
itself filled with a less opaque interstellar gas.
Today we know that interstellar matter contains about 10 ÷ 15% of the total mass
of the disk. This gaseous, dust-bearing material concentrates near the plane and along
the spiral arms and plays an important role in CR physics and in the whole field of high
energy astrophysics since
• The magnetic field which is trapped inside the ionized part of this gas is responsible
for CR diffusion, as we will see in the forthcoming paragraphs;
• The interaction of CRs with this material, through the process of spallation, origi-
nates secondary CRs of lower mass; the comprehension of this phenomenon is very
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(a) Carina nebula (b) Dust pillar in Carina
Figure 1.2: Panel a) One of the largest star forming regions ot our Galaxy, the Carina molecular
complex. The super-massive star Eta Carinae (more than 100 solar masses) is one of the most energetic
ones in the Galaxy; the Keyhole Nebula – discovered by Herschel in the 19th century – also houses several
of the most massive stars known; the entire Carina Nebula is over 300 light-years wide and is located
about 7500 light-years away in the constellation of Carina. This is the most detailed image of this region
ever taken: it is actually a composition of 48 high-resolution frames taken by the Hubble Space Telescope
two years ago. Image taken from http: // apod.nasa. gov/ apod/ap090524.html . Panel b) We show
here a 2 light-years wide pillar of gas and dust within the giant Carina complex. The outlines are shaped
by the winds and radiation of the young and hot massive stars already present in the Carina region; the
interior of the structure, instead, hosts several stars in the process of formation, that are revealed in
the more penetrating image in the lower panel, taken in the Infrared band, where also two narrow jets
blasting outward from an infant star can be seen. Both visible light (upper) and near-infrared (lower)
images were made using the Hubble Space Telescope’s newly installed Wide Field Camera 3. Image taken
from http:// apod. nasa.gov/ apod/ap091001.html
important because secondary cosmic ray observations are used to test CR propaga-
tion models, as we will see in Chapter 3;
• Finally, the interactions of CR protons, helium, and heavier nuclei with IS gas
creates pions; neutral pions decay forming gamma-rays, so a relevant portion of the
gamma ray emission of the Galaxy actually traces the spatial distribution of the
interstellar medium, as we will see in Chapter 5.
The interstellar environment of our Galaxy 7
The interstellar gas appears to be very inhomogeneous: half of its mass is concentrated
in discrete clouds which occupy a very small portion of the total volume (about 1%).
The interstellar gas can be subdivided in three phases:
• Molecular gas. This phase presents the highest level of clumpiness, since it is
mostly confined in very cold and dense complexes called molecular clouds. These
clouds are very cold (∼ 10 K) and the densest regions within them can reach a
number density ∼ 106 cm−3, which is extremely tenuous for terrestrial standards
(14 orders of magnitude smaller than the average density of the lower atmosphere)
but quite large if compared to the typical value of the insterstellar matter (∼ 0.1÷
1 cm−3). As we will see below, these objects play a crucial role in the Galactic
“ecosystem” since they are the typical environment where star formation occurs.
As far as chemical composition is concerned, the molecular gas mainly consists of
Hydrogen; unfortunately the H2 molecule is not directly observable both at optical
and radio wavelengths: since it does not possess a permanent electric dipole moment
and has a very small moment of inertia, all its permitted transitions lie outside the
observable domain. The CO molecule, instead, has a rotational transition at a radio
wavelength of 2.6 mm: for this reason, the corresponding emission line has become
the primary tracer of molecular interstellar gas. CO radio surveys permitted to
reconstruct three-dimensional maps of the molecular Hydrogen distribution through
the Galaxy: this is not an easy task since, for each line of sight, it requires to
analyse the CO emission spectrum, convert doppler shifts into relative velocity, and
– knowing the Galactic rotational curve – mapping each part of the spectrum to
a position in the Galaxy. I will go through all the details and explain the tricky
aspects of these procedures in Chapter 5.
An important milestone in the history of this kind of observations was the complete
CO survey of the whole Galaxy (described in [13]) based on a combination of data
from the Millimeter-wave Telescope at Cerro Tololo (Chile) and the Columbia Tele-
scope in New York City; using this important dataset Bronfman et al. [14] were able
to derive the radial and vertical distribution of molecular gas in the Galaxy; in fig.
1.5 the radial gas distribution is shown together with models for pulsar and OB star






, with the height scale z1/2(R) ranging
from 58 to 83 pc in the inner Galaxy (being 80 pc at Solar position).
More recently H.Nakanishi and Y.Sofue [15] computed a 3D map of the molecular
and atomic gas in our Galaxy, revealing hints of the spiral arms structure; an even
more detailed work was performed by M. Pohl et al. [16] who derived a 3D distribu-
tion of the molecular gas that points out, as supported by many radio observations,
the presence of a bar besides the spiral pattern: this is one of the most accurate
mapping of the interstellar gas in our Galaxy computed so far. These models are
shown in Fig. 1.3.
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(a) Gas distribution from Nakanishi and Sofue,
2006
(b) Gas distribution from M. Pohl et al., 2008
Figure 1.3: 3D gas distributions from Nakanishi and Sofue [15] and Pohl et al. [16]
• Atomic gas. The neutral phase of Hydrogen is not observable in the optical wave-
length: particle collisions are so infrequent in the interstellar environment that
nearly all H atoms have their electron in the ground energy state, and so all elec-
tromagnetic transitions between the ground level and an excited state lie in the UV
(Lyman series). Neutral Hydrogen (HI) is therefore observed with radio telescopes:
in fact, the interaction between the magnetic moment of the electron and that of
the proton leads to a splitting of the electronic ground level into two extremely close
energy levels, in which the electron spin is either parallel (upper level) or antiparallel
(lower level) to the proton spin: the transition between these levels results in a 21
cm line that lies in the domain of Radio Astronomy. Nowadays, 21-cm emission line
measurements covering the whole sky have been able to yield the Hydrogen space-
averaged density as a function of position in the Galaxy. These maps show how HI
too is organized in a spiral pattern, like H2, and also its structure is quite complex,
with overdensities and holes: for example, our Solar System itself is now believed
to lie in a sort of cavity with a noticeable underdensity of neutral Hydrogen (the
so called local bubble), whose origin is likely to be connected with the Supernova
explosion that originated the nearby Geminga pulsar.
Concerning large-scale distribution (see [9] and references therein) HI extends up
to 30 kpc away from the Galactic center, and the vertical distribution is broader
compared to the H2: the thickness of the HI layer is ∼ 100 pc for R < 3 kpc, ≃ 230
pc for 3 < R < 8.5 kpc (twice the H2) and then grows more than linearly with R in
the outer Galaxy, reaching ∼ 3 kpc at the outer Galactic boundary.
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• Ionized gas. Ionized gas can be observed in the Optical band because of radiative
recombination of Hydrogen and Helium ions with free electrons to excited states,
and consequent radiative de-excitation; of special importance are the Hydrogen
Balmer lines produced by electronic transitions from an excited state (n > 2) to the
first excited state (n = 2): in fact, each recombination of a free proton with a free
electron into an excited Hydrogen atom leads, sooner or later, to the emission of
one Balmer photon. In this way it is possible to map the HII distribution: ionized
Hydrogen is detected in compact regions (HII regions) around massive stars, because
of their emission of UV ionizing photons; moreover, diffuse ionized gas exterior
to these regions exists in all directions around us. More recent, high-resolution
maps display a complex structure made of patches, filaments and loops of enhanced
Balmer Hα emission1, superimposed on a fainter background. Unfortunately, due
to the obscuration effect of the interstellar dust, the region that can be probed with
Hα is limited to a cylindrical volume of radius ∼ 2÷ 3 kpc around the Sun.
For more distant regions, astronomers rely on a totally different phenomenon: the
dispersion of pulsar signals. It is well known that electromagnetic waves travelling
through an ionized medium interact with the free electrons in such a way that
their group velocity decreases with increasing wavelengths. This occurs to pulsar
emission too: the lower frequency part of the emission propagates more slowly
through interstellar space and, therefore, arrives later at the observer; the resulting
spread in the arrival times is a measurable quantity (called Distance Measure: DM)
and can be shown to be directly proportional to the column density of free electrons
between the pulsar and the observer. In this way it is possible to map the ionized
gas density in a much wider region.
The DM database allowed to investigate both the radial and vertical distribution
of ionized gas; it has been known for a long time that the scale height of this
component is much broader than both H2 and HI; for example in Reynolds 1991
[17] it is modelled as the sum of two Gaussians: nHII = 0.015 exp(|z|/70 pc) +
0.025 exp(|z|/900 pc) cm−3.
More recently, an important contribution to the distribution of ionized gas came
from the work of J.M.Cordes and T.J.Lazio [18] who developed NE2001, a 3D model
for the spatial distribution of free electrons based on a large collection of DMs of
pulsars and extragalactic objects. The derived electron density consists of several
components: a thin disk, a thick disk, a contribution from spiral arms and in addition
a large number of source complexes, which is, however, not complete; the ionized gas
at high latitudes is primarily due to the thick disk component with a scale-height
of about 1 kpc and a mid-plane density of about 0.034 cm−3. The face-on map of
the Galaxy obtained in this work clearly shows the spiral arm pattern.
1The Hα line corresponds to a transition between n = 3 and n = 2
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The interstellar gas must not be considered as a static, stand-alone entity completely
independent from the other components of the Galaxy. Conversely, it is animated by
turbulent motion, is strongly coupled to the chaotic magnetic fields that deflect the CR
path, and experiences a continuous interchange with the stellar population: in the densest
regions of giant molecular complexes star formation takes place, then the material is
processed inside the stars themselves, enriched with heavy elements and finally returns to
the interstellar space either in a continuous way (through stellar winds) or by Supernova
explosions.
A detailed understanding of all these processes is required to fully understand the
origin and propagation of CRs, so I will go through a review of them (see e.g. [19])
The Giant Molecular Clouds (GMCs) are the most important environments from this
point of view. GMCs contain most of the molecular Hydrogen present in the Galaxy. One
may ask how these immense structures (with masses ranging from ∼ 104 to ∼ 107 solar
masses) can survive in the severe environment of interstellar space, filled with energetic
radiation (e.g. UV photons) that are able to dissociate the weak molecular bounds.
Actually the neutral Hydrogen and the dust present in the outer layers contribute to
absorb and scatter the ionizing radiation: the deep interior of the cloud is therefore
protected and is composed by H2 and other molecules (CO, OH). The temperature of the
internal regions is ∼ 10K, fixed by the balance between the heating due to CR ionization
and the cooling due to CO radio emission. The structure of a GMC is highly clumped: a
high-resolution imaging can reveal dense clumps within a cloud, each clump being similar
in its shape to the whole complex: this self-similarity has led to a fractal description of
cloud structure, at least down to some lower characteristic length scale [20] [21].
The process of star formation starts when a cloud or a part of it is dense enough
that the gas pressure is insufficient to support it: the cloud or the clump then undergoes
gravitational collapse; this process can be triggered by some violent events: e.g. a collision
with another cloud, or a Supernova explosion. 2
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it is possible to derive the Virial theorem:
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• I it the momentum of inertia










dV and represents the internal kinetic energy, with a random
microscopic component (thermal energy) and a macroscopic contribution (due to turbulent motions) that is often dominant.





Pext ~r · d~S takes into account the pressure of the external medium that surrounds the cloud.
• W is the gravitational energy.





)dV , where B0 is the intensity of the field present in the surrounding medium.
According to which term prevails, the cloud or a part of it is considered self-gravitating (if the internal pressure due to thermal and turbulent
motions is balanced by the gravitational field of the cloud itself) or pressure-confined (if the external medium with its pressure does the same
job). Star-forming clouds or clumps are generally self-gravitating. When the density gets too high, due to an external perturbation, the
gravitational term becomes dominant and the cloud undergoes a collapse, which is the first step of star formation.
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(a) M51 - infrared (b) M51 - optical
Figure 1.4: Panel a) This image of the nearby M51 galaxy (the Whirlpool Galaxy) in infrared light
highlights the dust that traces the dense star-forming molecular gas. The light coming from stars was
digitally removed to better isolate the gaseous structures, which appear to be concentrated along spiral
arms. Panel b) The optical image of the same galaxy reveal how HII regions originated by young,
massive O and B stars – that appear as red diffuse spots in the picture – also concentrate in spiral
arms, in correspondence with the molecular dust-rich complexes visible in the infrared, where most star
formation takes place. Images taken from http:// apod.nasa. gov/apod/ ap110126.html
It is important to point out that stars always form in groups. The most massive and
energetic ones, although less numerous than the low-mass ones, play a very important
role in the evolution of the environment that gave birth to them: these stars, belonging to
O and B spectral type, are very bright, and emit copious amounts of ultraviolet radiation
that rapidly ionizes the surrounding interstellar gas of the giant molecular cloud, forming
the so-called HII regions; moreover, they are very short-living and don’t move very far
from the sites they were formed; their life ends with a dramatic Supernova explosion and
originates a compact object (a pulsar or a black hole) and an Supernova Remnant that
finally merges with the surrounding Interstellar Medium.
1.3.3 SNRs and pulsars.
The picture described so far contains some elements that are very important for our
purposes, in fact it shows how the sites where a lot of gas is present and Star Formation
takes place (the Giant Molecular Clouds) are often associated with other astrophysical
environments such as pulsars and Supernova Remnants (SNRs) that are crucial in CR
physics.
SNRs, as we pointed out, have long been considered as the primary candidates for
the origin of Galactic Cosmic Rays, and the diffusive shock acceleration described in the
12 Cosmic Ray diffusion in the Galaxy


































Figure 1.5: Radial distribution of molecular gas, pulsars, SNRs, OB association in our Galaxy. Taken
from [22]
previous paragraph is widely accepted as the main acceleration mechanism.
Many observational data support this theory: SNRs are bright radio, X and gamma-
ray emitters, whose spectra have been extensively studied. In particular, is is very in-
teresting to examine the gamma-ray emission spectra, both in the GeV region (and very
accurate data are being collected in current years by Fermi-LAT) and in the TeV region
(with ground experiments, such as H.E.S.S., MAGIC, etc.) because these datasets can
help to distinguish between two scenarios, that we will describe in a quantitative way in
Chapter 5 when we discuss gamma-ray diffuse emission from the Galaxy:
• A leptonic scenario in which gamma-rays are emitted by accelerated electrons via
Synchrotron (in the radio domain) and Inverse Compton emission (in the Gamma
domain)
• A hadronic scenario in which gamma-rays are emitted by accelerated protons and
nuclei that interact with the surrounding gas, produce pions, and eventually gamma
rays via π0 decay
In some remnants the hadronic picture seem to give a better fit of the data: this is
the case, for example, of Cas A (Fermi-LAT recently reported [23] that the spectrum is
better fit by a hadronic model); an extensively studied remnant is also RX J1713.7-3946,
a shell-type SNR interacting with a molecular cloud, whose very high energy emission
measured by HESS is well correlated with CO emission: the gamma photons should be
therefore produced by π0 decay [24].
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ASS+RING ASS+ARM BSS
Figure 1.6: Three different disk magnetic field models. Taken from [30].
So, SNRs should be the sites where the acceleration of the bulk of CR protons takes
place; of course the definitive proof of such an interpretation would be the observation of
neutrino emission by existing or forthcoming experiments such as IceCube or NEMO (in
fact in a hadronic scenario also charged pion decay is present, and this process produces
neutrinos).
For these reasons a detailed knowledge of the SNR distribution in our Galaxy is very
important to model the CR source term. An updated catalogue [25] is available online [26]:
it contains observational data for 274 Supernova Remnant in our Galaxy. Unfortunately,
the difficulties related to SNR observations make the list very incomplete and the accuracy
of distance estimates very low, so it is not easy to derive a map of SNRs in our Galaxy.
Since the spatial distribution of SNRs is not known with precision, and therefore the
source term of CR propagation, it is then useful to consider the above outlined deep link
existing between CR sources and well known astrophysical environments and objects such
as pulsars or OB associations whose distribution is known with better precision.
For example, as far as pulsars are concerned, the ATNF catalogue available at [27] is
a very useful resource; it includes all published rotation-powered pulsars, including those
detected only at high energies; a complete description can be found at [28].
This large number of accurate measurements permitted to derive a spatial distribution
of pulsars (see for example [29] and [22]). Considering what we have showed up to this
point, these curves are often used as source terms for CR propagation models; in Fig. 1.5,
taken from [22], a comparison between the derived radial distribution of Pulsars, SNRs,
OB stars and molecular Hydrogen is plotted: the reader can see very clearly the strong
correlation that I pointed out in this Paragraph.
Now we can briefly discuss another element that plays an important role in CR physics
and permeates the whole Galaxy: the magnetic field.
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1.3.4 The magnetic field.
Magnetic fields are embedded in the ionized gas that permeates our Galaxy and are
a fundamental component of the interstellar medium (ISM): they are essential in the
formation of stars, they provide the pressure balance that prevents gravitational collapse
of our Galaxy; they also undoubtedly play a role in the creation of galaxies as well as
the formation of galaxy clusters. It is interesting to point out that, in our Galaxy, the
energy density of interstellar magnetic fields is comparable to the energy density of diffuse
starlight, of Cosmic Rays, and of the kinetic energy density of interstellar gas: this is an
important hint of the interplay between all these components.
There are several techniques that permit to investigate the structure of the magnetic
field in the interstellar medium (see [31] for a quick review). The most useful effect that
permits to probe the large scale structure is the Faraday Rotation of Linearly Polarised
Radiation: pulsars and extragalactic sources, usually external galaxies, emit linearly po-
larised radiation which rotates as it passes through regions that are filled with free elec-
trons with and an embedded magnetic field; the amount of this rotation ψ defines the
Rotation Measure, RM via the following equation:
ψ = λ2
∫
ne ~B · d~l = λ
2 · RM (1.3)
The observation of the RM permits to calculate the magnetic field component along
the line of sight, relying on a model for the electron density distribution (such as NE2001
by Cordes and Lazio).
The galactic magnetic field consists of two components: a regular part and a turbulent
part.
The regular field is itself subdivided into a disk field and a halo field.
It is generally accepted that our Galaxy has an organized large-scale disk field similar
to other nearby Galaxies (see [30] and references therein); the field more or less follows
the spiral pattern; the models for the field orientation in the Galactic plane are generally
classified into an axi-symmetric spiral (ASS) with no dependence on the azimuthal angle
or a bi-symmetric spiral (BSS); two different ASS models together with a BSS models are
pictured in Fig. 1.6.
Little is known, unfortunately, on the halo field. In [30] the following parametrization
is adopted, in cylindrical galactocentric coordinates:












with the follwing choice for the parameters: z0 = 1.5 kpc, z1 = 0.2 ÷ 0.4 kpc for
z < ÷ > z0, B0 = 10µG, z0 = 4 kpc.
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In [32] these parameters are revised. In fact, the above values would lead to a strong
toroidal field with large values at high galactic latitudes: such a field would produce –
via interaction with CR electrons – a strong synchrotron emission which is not observed
in the radio maps of the Galaxy. So, the new values of z0 = 1.5 kpc, z1 = 0.2 ÷ 4 kpc
for z < ÷ > z0, B0 = 2µG, z0 = 4 kpc are considered. These numbers give a spatial
distribution of B compatible with Synchrotron observation.
This is only one of the possible parametrizations, and actually there is a very large
uncertainty on the shape and scale height of the halo field, which – as we will see – is a
very important ingredient of a model for CR diffusion.
Besides the regular magnetic field, the existence of a random component is very impor-
tant: in fact, as we will prove in the next paragraph, the interaction with this component
forces the CRs to undergo a random walk instead of simply propagating in spirals along
the regular field lines.
The equations of Magneto-hydro-dynamics (MHD) imply that, for very low resistivity,
the field lines are frozen in the plasma and follow its motion (this is called the Alfve´n
theorem of flux Freezing): so the random component of the magnetic field is related to
the turbulent motion in the interstellar gas, which is observed over a wide range of scales,
from ∼ 100 pc down to ∼ 10−6 pc or less [33].
A simple and very powerful model for turbulence in fluids was developed by Kol-
mogorov [34]. This model applies to a generic turbulent fluid: some driving energy is
injected at large scales and then cascades to smaller scales by interactions between eddies
of different size; the cascade is local in Fourier space (i.e. each eddy provides energy only
to a slightly smaller one) and proceeds at a rate independent of scale; finally energy is
dissipated by viscosity at the smallest scales. This model implies a power spectrum
E(k) = Cǫ2/3k−5/3 (1.5)
where ǫ is the energy transfer rate and k is the inverse of the length scale. This equation
describes, under very general hypotheses, how turbulent kinetic energy is distributed as
a function of the scale considered.
Another model for the energy spectrum of turbulence was built by Kraichnan [35] and
takes into account the presence of magnetic field. The energy spectrum for Kraichnan
MHD turbulence is:
E(k) ∝ k−3/2 (1.6)
Nowadays it is commonly accepted that the driving energy is injected in the ISM at
large scale by Supernova explosions; the spectrum, instead, is not known with precision,
and it is uncertain if a Kolmogorov-like or a Kraichnan-like dependence on the scale is a
good description of turbulent energy distribution over all the length scales. Armstrong et
al. [36] collected a large number of independent observations on local Interstellar Medium
on a very wide range of scales: from ∼ 106m to ∼ 1018m ∼ 100 pc and found that
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low-scale fluctuations can be connected to large scale ones via a Kolmogorov-like power
spectrum, but the Kraichnan hypotesis is not excluded.
1.4 CR propagation: the diffusion equation
1.4.1 Introductory considerations.
There are two important observations that must be taken into account in order to build
a model describing CR propagation.
• The first one is the high level of isotropy of CRs compared to the strong anisotropy
of the sources that – as we saw in the previous paragraph – are mainly distributed
on the Galactic plane and should in principle lead to an increased flux towards the
central regions of the Galaxy.
• The second one is the large abundance of some light elements (namely Li, Be, B)
compared, e.g., to the solar abundances; this discrepancy can find an explanation
in the process of spallation that we presented in the previous paragraph, i.e. the
interaction of heavy CRs with interstellar gas that originates lighter nuclei. Sim-
ple calculations show that, in order to explain the observed abundances of these
elements, a CR should go through a column density of ∼ 5 g/cm2 before reaching
us: this number, compared to the average column density along a line of sight in
the Galaxy ∼ 10−3 g/cm2, leads to the conclusion that CR propagation can’t occur
along straight lines: there must be some mechanism to confine the particles within
the Galaxy.
A very simple model to describe CR confinement is the so called leaky box model:
in this simplified phenomenological picture CRs are assumed to propagate freely within
a cylindrical box and reflected at the boundaries; the loss of particles is parametrized
assuming the existence of a non-zero probability of escape for each encounter with the
boundary.







where τesc(E) is the escape time, which is shorter at higher energy, and Q is the source
term.
Leaky box models are very useful to provide an effective description of some general
properties of CR physics – and we will adopt them to prove simple features of propagated
primary and secondary spectra – but a more realistic description of the mechanism CR
confinement is needed. We discussed in the previous Paragraph the existence of a magnetic
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field in the Galaxy, with a regular and a random component: now we will show that the
interaction of CRs with such field provides the confining mechanism and this process can
be described by a diffusion equation.
1.4.2 Diffusion equation.
The problem we have to solve is the interaction of a collection of relativistic charged
particles with an astrophysical magnetized plasma (the problem is described in detail
in [33], and we refer to that book for a complete derivation of the results summarized
here).
Since in the astrophysical context the collision term is negligible, we have to solve the



























The common approach is the quasi-linear approximation, based on the separation
of electric and magnetic fields into their average values and the random fluctuations,
corresponding to an ensemble of waves with random phases:
• ~H = ~H0 + ~H1, where 〈 ~H〉 = ~H0 and 〈 ~H1〉 = 0.
• ~E = ~E0 + ~E1, where 〈 ~E〉 = 0 and 〈 ~E1〉 = 0 (the electric field average is of course
zero: there is no net charge).
Also the distribution function is distinguished between the average f0 and the fluctu-
ating part f1.
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where the summation is over the various types of waves propagating in the plasma.
Introducing cylindrical coordinates p‖, p⊥ and φ in momentum space (see [33] for
further details) after some manipulations it is possible to obtain the following condition
for an effective particle-wave scattering:
ωα(~k)− k‖v‖ − sωH = 0 (1.12)
where s is a integer. This is a resonance condition: it tells that the frequency of
the wave (with Doppler effect taken into account) must be a multiple of the cyclotron
frequency of the particle in the regular magnetic field H0; in other words, particle-wave
scattering occurs only with waves whose wavelength is comparable with the Larmor radius
of the Cosmic Ray.
The waves we are interested in are Alfve´n and magnetosonic waves.
Alfve´n waves are travelling oscillation of the plamsa velocity and the magnetic field.
The mechanism generating such waves can be pictured in the following way: a perturba-
tion in the plasma velocity perpendicular to the external field ~H0 “bends” the magnetic
field lines like a guitar string; the magnetic tension provides the restoring force; the oscil-
lation created this way propagates with wave vector ~k parallel to the external magnetic
field line, with a dispersion relation






is the Alfve´n velocity.
Although the Alfve´n wave propagates in the direction of the magnetic field, waves
exist at oblique incidence too and smoothly change into the magnetosonic wave: this
kind of perturbation is longitudinal and very similar to actual sound waves, in fact the
propagation is perpendicular to the magnetic field and the restoring force is the magnetic
pressure which is itself directed perpendicularly to the field.
Implementing the interaction of CR particles with Alfve´n waves under a number of
simplifying assumptions (in particular: a time scale larger than the scattering rate, the
isotropy of the distribution function, an equal scattering rate for the regular field direction

















f0 + Q (1.15)
where Q is a source term.
This is a diffusion-reacceleration equation in which the following coefficients are used:
















In this equation we introduced the following terms:
• µ ≡ cos θ where θ is the pitch angle, i.e. the angle between ~p and ~H0,







where ωH is the cyclotron angular frequency, kres is the angular wavenumber at
resonance, W α(kres) is the the wave energy density (calculated at resonance).
This equation shows how the transport of CR particles in a turbulent magnetized
plasma is well described by a diffusion in space, along the direction of the regular magnetic
field, accompanied by a stochastic reacceleration of the particle, which is more effective
for larger values of vA.
















where rH is the Larmor radius of the particle in the magnetic field H0; rH depends on





After a simple calculation based on the assumption of a Kolmogorov-like turbulence
in a typical environment with H0 = 5µG one can obtain (see [33]):
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From this formula one can estimate D ≃ 1028 ÷ 1029 at some GeV, i.e. a reasonable
value that – as we will see – permits to reproduce the observed CR spectra.
As we discussed in the previous paragraph, the nature of the actual turbulence spec-
trum in the interstellar medium is currently matter of debate; it is not known if a unique
power law (Kolmogorov-like, Kraichnan-like or different from the two) describes the power
spectrum of the inhomogeneities in the interstellar plasma from the ∼ 100 pc scale down
to ∼ 10−6 pc, i.e. the scales corresponding to resonant scattering with particles from
∼ 1017 eV down to ∼ 1GeV. For this reason, the turbulent spectrum is considered as
a free parameter and therefore the rigidity dependence of the diffusion equation: for a
Kolmogorov turbulence eq. 1.20 leads to D ∝ R1/3, while for a Kraichnan turbulence we
have D ∝ R1/2.
So far we showed how, the framework of quasi-linear theory, i.e. for small turbulence,
the resonant scattering on a weakly turbulent field leads mainly to a diffusion along the









where λ‖ is the mean free path in the regular field direction which is much greater
than rL.
However, in the typical conditions of interstellar space, the turbulence level is high:
A ≡ Hrandom
H0
∼ 1 and so the quasi-linear theory does not provide a satisfactory description
of the diffusion in the perpendicular direction: we expect indeed that in such conditions
parallel and perpendicular diffusion have comparable strength because the contribution
of the regular field, which defines a favourite direction, becomes less important.
Moreover we expect that in the perpendicular direction another mechanism called field
line random walk (see e.g. [37]) is active, a mechanism that has been known for more than
40 years but whose modelization is quite hard: the idea is that, even though particles tend
to random walk along the regular magnetic field lines, since the field lines themselves are
braided and mixed in the orthogonal direction, the result is a movement of the particles
in the direction normal to the average regular field direction.
Considering non-linear effects is quite complicated and may alter some of the result
described above. In particular, very recent works (e.g. [38]) show how a steeper depen-
dence of the diffusion coefficient upon rigidity (D ∝ R0.6) may be obtained in presence
of a Kolmogorov spectrum of turbulence, in contrast with the predictions of non linear
theory (which would bring D ∝ R0.33).
Separating the contribution from parallel and perpendicular diffusion, the CR diffusion
equation can be written in the general form, with respect to a generic regular magnetic

















f0 + Q (1.24)
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In order to clarify the reason of such a decomposition, notice that, i the coordinate
system is chosen so that the regular magnetic field lies along one of the axes, e.g. the
x axes, the diffusion tensor becomes diagonal and its elements are simply Dxx = D‖,
Dyy = Dzz = D⊥.
In the case of our Galaxy it is convenient to adopt cylindrical coordinates. Under the
simplifying hypothesis that the regular field is directed along φ, and assuming azimuthal
simmetry, the diffusion equation simplifies to the following form (see Appendix A for the
























f0 + Q (1.26)






and ψ = ∂D⊥
∂z
Chapter 2
Numerical codes that solve the CR
diffusion equations
2.1 Numerical approach to the solution of CR diffu-
sion equation
As we discussed in the previous section, we are dealing with a diffusion-reacceleration
equation (eq. 1.26).
Expressing the equation in terms of the CR densityN(r, z, p) instead of the distribution
























+ Q(r, z, p) (2.1)






and ψ = ∂D⊥
∂z
This equation can be solved analitically under simplified assumptions, and I will discuss
later some interesting results obtained with semi-analytical codes that solve the propa-
gation problem; of course the numerical solution permits, instead, to adopt any desired
spatial distribution for CR sources and diffusion coefficient, and is therefore preferred in
our opinion.
The usual method consists in approximating the derivatives with finite differences; a
widely used technique adopted for the discretization is the so called Cranck-Nicholson [39]
scheme: I will show how it works with a one dimensional example.
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The Cranck-Nicholson scheme consists in an average of the implicit and explicit FTCS
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where the index i refers to the spatial grid while the indexes n+ 1 and n refer to the
evaluation of the quantities at time t+∆t and t.
This method was shown to be unconditionally stable (i.e. stable for all values of ∆t).
The accuracy is second order in both space and time.
The algorithm must be generalized to the case of our interest, i.e. a partial differential
equation with two spatial partial derivatives; the generalized methods that are gener-
ally adopted are the Operator Splitting (OS) and the more accurate Alternate Direction
Implicit (ADI).
The Operator Splitting procedure is simple.




where the operator L is a sum of m pieces: L = L1+L1+ ... +Lm and if we know, for
each Li, a differencing scheme U that permits to update the variable N from timestep n to








In our case, we can apply the OS to equation 2.1 with a triple splitting: 1) the radial
derivatives; 2) the z derivatives; 3) the momentum derivatives.
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where the indexes i, j, k refer to the r, z and p grid respectively while n + 1 and n
refer to the evaluation of the quantities at time t+∆t and t.

















































This is a tridiagonal system of equation that can be easily solved: in this way it is
possible to compute Nn+1r,z,p. The same procedure is then applied to the z and momentum
derivative. The process ends when a convergence condition becomes satisfied: I will
describe in next Section the criteria we implemented in our code.
The ADI method is a refinement of the Operator Splitting technique. There are two
main differences: 1) the timestep for each fractional step is only 1/m of the full timestep;
2) in each substep the updating scheme includes algebraically all the pieces of the total
operator L.
2.2 DRAGON code: a detailed description
When we started our project, GalProp [40], with its almost 15 years of development behind
it, was by far the most important and complete code that computed CR propagation and
gamma-ray production in our Galaxy.
We decided to write our own code because we wanted to work with a spatially variable
diffusion coefficient, which was not possible with the public version of GalProp since the
spatial dependence introduces new terms in the equation and therefore relevant differences
in the code itself; we also liked to have a deep insight of what the code was actually doing
and of the effect of each parameter, and this is difficult with a code written by a third
part; moreover we desired a quick and compact program suitable for performing a large
number of runs, doing statistical analyses. Finally, we intended to prepare it to be coupled
with Dark SUSY package in order to propagate DM originated CRs.
Now DRAGON is itself a complete code that propagates CRs (by solving the diffusion-
loss equation descrived in the previous section) and gamma-rays, performs very quickly
and was recently released to the public1.
DRAGON is written in C++ and makes full use of the advantages of such a complex
language: it features 34 classes and all computations are performed in a highly optimized
way, especially from the point of view of memory management (e.g. big bundles of data
1it can be downloaded at http://www.desy.de/~maccione/DRAGON/
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are always passed in the form of pointers to a structured object). Some parts of DRAGON
are built following GalProp (v50p). The first reason is that it is a waste of time to
reimplement standard parts, like energy losses, in which nothing new has to be found.
The second reason is that it is essential to be able to compare our predictions with that of
the GalProp code, and this can be done only by following the details of its implementation.
Therefore, we kept in the code some features and models used in GalProp, like nuclear
cross-sections, the gas distribution, the convergence technique. However, each of these
models is accompanied by other models, which can be selected by setting the appropriate
switch.
The equation solved by DRAGON is more complicated than the one reported in the
previous paragraph, because there are several effects that have to be considered beyond
diffusion and reaccelearation:
• Convection. The existence of galactic winds in many galaxies suggests that con-
vective transport of CRs could be important [41]. Winds themselves can be CR
driven, so a feedback between CR propagation and the wind dynamic may exist;
they can also produce adiabatic energy losses as the wind speed increases away from
the disk.
• Energy losses. Nucleons lose energy via ionization and Coulomb interactions
with interstellar gas (see [42] and also [43] and references therein). Electrons and
positrons also lose energy due to Inverse Compton, Synchrotron and Bremsstrahlung
processes (See Chapter 4 for the relevant formulas related to these processes).
• Spallation from heavier nuclei and decay of unstable nuclei. As we men-
tioned in the Introduction and in Chapter 1, CR nuclei interact with IS gas and
may produce lighter nuclei via spallation. For this reason, a numerical code that
describes CR propagation should consider both a loss term due to this process and
a contribution to the source term due to spallation from heavier species. Of course,
the finite lifetime of unstable isotopes must also be taken into account.
Taking all these physical processes into account, the complete equation for a nuclear
species becomes:
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which is quite similar to the one solved by GalProp: the main difference is the presence
of the first derivatives in r an z that appear since D is a function of position (in GalProp
it is considered instead as a constant which is therefore not affected by the gradient).
The equation is solved for each nucleus, starting from the heavier one: in fact, for each
species, the source term contains a contribution due to spallation from heavier nuclei.
A complete description of the technical details of the code can be found in Appendix
B. Here I will focus on the main features.
We implemented as a standard method the fast Operator Splitting (OS) that is used
by default to obtain a good approximation of the solution in a reasonable amount of time.
The algorithm is the same we described in Section 2.1; the calculation starts with a
very large ∆t, of order ∼ 103Myr; the program performs some time steps with this large
interval, then the ∆t is halved until a minimum ∆t is reached; the minimum time step
has to be of order of 100 yr to have reasonable solutions for nuclei, and of order of 1 yr
for leptons. This trick, also implemented in GalProp, permits to take into account all
the physical processes that have very different intrinsic time scales and at the same time
reduces the computation time to a reasonable duration.
If the user wants to refine the solution, the ADI method can be added in cascade for
a better precision: in the ADI implementation the ∆t does not change throughout the
calculation; for each species, the iterations stop when a convergence criterion is reached:
the condition requires that the maximum relative difference ∆xn+1i /x
n
i between a point in
the grid at time n and the same point at time n + 1 does not exceed some control value
adjustable by the user (e.g. 10−3). This criterion permits to control the accuracy of the
solution, and is not implement in the OS technique, in which the program just ends when
the minimum ∆t is reached.
In the following Chapters we will see DRAGON “in action” and we will describe many
results related to CR nuclei and electron/positron propagation obtained with this package.
Chapter 3
Propagation of CR nuclei: our
results
3.1 Introduction
Hadrons are the most abundant particles of the CR flux and it is natural to start with
this dominant component.
In this Chapter:
• I will describe how to build a CR propagation model, which assumptions are neces-
sary on the source term, the gas distribution and other astrophysical inputs.
• I will consider the free parameters involved in a typical model, and the main ob-
servables one has to take into account in order to constrain them; in particular I
will focus on boron-to-carbon and antiproton-to-proton ratios.
• I will show how – using our numerical package DRAGON – we were able to perform a
maximum likelihood analysis and outline a preferred set of propagation parameters
making use of recent measurements on B/C and antiprotons. Hadronic data are
well fitted by our model and no significant hint of new physics is found in the data.
I will compare our results with other works in the Literature and point out the
differences and innovations in our approach and in our results. I will also address
the systematic uncertainties of our analysis.
• I will briefly mention how forthcoming data will be useful to put an even better
constraint on the parameters.
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Figure 3.1: Cosmic Ray spectra at Top of the Atmosphere measured by recent experiments. I plotted here
for illustrative purpose the CR differential fluxes as a function of kinetik energy for protons, electrons
and antiprotons. Notice how the protons dominate over the other components. Both for protons and
electrons, experiments performed in different epochs measured different fluxes at low energy: this is an
effect of solar modulation, which strongly depends on the Solar Cycle phase. At high energy both protons
and electrons are well described, at first approximation, by a power-law (we will add some detail about
this). Notice how the electron spectrum is steeper with respect to the proton spectrum: this is en effect of
the IC and Synchrotron energy losses suffered by the leptonic CRs. The very accurate datasets published
during the last 2 years by Fermi and PAMELA collaborations are highlighted in colour.
3.2 How to test diffusion models: B/C, antiprotons.
Previous results.
Building a CR propagation model consists in solving the diffusion-loss equation presented
in the previous Chapters by means of a numerical (or semi-analytical) code and compute,
for all desired CR species, the spatial distribution and energy spectrum after propagation,
given the distribution and spectrum of the sources plus other astrophysical inputs.
For the hadronic component the role of energy losses is not very important, and
the main process that affects their spatial and energy distribution is energy-dependent
diffusion. Hadronic CRs random walk through of the Galaxy and manage to get very
far from the thin region around the Galactic plane where the majority of the sources is
located: this motion results in a spread of the CRs through all the Galactic halo.
In Figs. 3.2(b) and 3.2(c), in order to illustrate this process, I show the proton spatial
distribution after propagation computed with DRAGON as a function of cylindric Galacto-
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(a) Source term (b) Propagated protons at 100 MeV
(c) Propagated protons at 10 TeV
Figure 3.2: These 3D plots show the spatial distribution (in arbitrary units) of our source term (Taken
from [9]), and the CR proton distribution after propagation computed with DRAGON at 100 MeV and 10
TeV
centric coordinates R and z. The source term is plotted in Fig. 3.2(a) for comparison. It
is clear that in the whole energy range the hadronic part of the CRs diffuse through all
the halo and get out of the slab where the source term peaks.
The main difference between low and high energy comes from the fact that the diffusion
coefficient gets higher as the rigidity increases: so the CR escape in the z direction
is favoured for high-energy CRs: this affects the spectrum that is steepened by energy-
dependent diffusion with respect to the injection one, as we mentioned in the Introduction.
I will come back to this with more details in the following.
Of course the main direct observable that is used to test all this scenario is the en-
ergy spectrum of each species at Sun position, although gamma-ray maps, synchrotron
maps and other astrophysical observations may help to trace also the spatial distribution
through the Galaxy.
In order to develop a complete diffusion model for CR propagation, it is necessary
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first of all to implement the following astrophysical inputs, and then to determine the free
parameters involved.
• The source function. If we work in cylindrical symmetry, it is a function S(r, z, p).
The spatial distribution of CR sources is not known with precision, because of the
incompleteness of the SNR catalogues. As I discussed in Chapter 1, it is then useful
to use other astrophysical objects and environments as tracers (e.g. pulsars, OB
associations...).
Concerning the momentum dependence, it is generally taken as a power law, in some
cases with one break or more; the slope is called the injection index and is expected
to be ≃ −2. from the theory of Fermi acceleration mechanism.
• The gas distribution.. It is usually a smooth function ngas(r, z). The production
of secondary CRs (especially light nuclei, such as Boron, or Antiprotons) strongly
depends on the amount of target nuclei present along the primary CR path; we will
see that the uncertainty on the gas amount mainly reflects on an uncertainty on
the normalization of the diffusion coefficient. We are not interested in this context
in the details of the Galactic structure, because hadronic observables are sensitive
to the integrated distribution on a large region around the Sun; we will explore in
more detail the spatial distribution in the Chapter devoted to Gamma Rays.
• The interstellar radiation field. The low-energy background of radio, IR, visible
and UV photons coming from stars, HII regions, dust, etc. is important because it
affects the CR energy loss via Inverse Compton process.
• The diffusion coefficient. The perpendicular diffusion coefficient (the only one
that is relevant with our assumption of cylindrical symmetry) is, in general, a func-
tion D⊥(r, z, p).
The rigidity dependence is generally taken as D⊥ = D0R
δ where R is the particle
rigidity.




As we will see below, in this way it is possible to account for an expected low-energy
effect such as the dissipation of MHD waves as a consequence of their resonant
interaction with CRs: the parametrization above permits an effective modelization
of the phenomenon [44]. We will come back to this issue later on in this Chapter.
The spatial distribution is usually not considered in the Literature; in the last Chap-
ter I will show instead how considering the variation of D⊥ through the Galaxy is
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very important and may contribute to solve serious problems such as the Gradient
problem.
• The spallation network. It is necessary to know, from nuclear physics, the decay
lifetimes and branching ratios of all species involved; moreover, for each pair (Z1, A1;
Z2, A2) it is necessary to know the spallation cross section as a function of energy:
in fact, each particle that is propagated has a source term contribution either from
the decay or the spallation of heavier particles.
• The Solar modulation. Solar modulation consists in: 1) the CR diffusion through
the heliospheric magnetic field, 2) the convection driven by the outward motion
of the solar wind, and 3) the adiabatic deceleration in this flow. Gleeson and
Axford [2] showed that these processes can be approximated as a motion in an
effective radial electric field, so CR modulation is described under this so-called
force-field approximation by only one parameter: the potential Φ.
The modulation of a CR species is therefore given, with respect to the Local Inter-
stellar Spectrum (LIS), by the following formula:












Φ, Z, A) , (3.2)
It is important to point out that this is a low-energy effect that is almost negligible
above few GeV.
When these models have been set, there are several free parameters to be determined:
• The injection spectrum and abundance for each CR species: for each nu-
cleus, the relative abundance and the injection index (or indexes, if a break is
considered) must be set.
• The normalization and energy dependence of the diffusion coefficient:
these are the most important parameters for CR propagation: D0 is the absolute
normalization and δ is the slope.
• The Alfve´n velocity: vA; it parametrizes the efficiency of the stochastic reacce-
learation mechanism.
• The convective velocity: vC ; it is the velocity of the convective wind (if present)
that may contribute to the vertical escape of CRs from the Galactic plane. The con-
vective velocity can be considered constant or linearly increasing with the distance
z from the Galactic plane. In the following we will not consider convection since –
as I will explain in detail – our purpose is to constrain the propagation parameters
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relative to diffusion considering high-energy data, and convection is a low-energy
effect; moreover, we will show that it is possible to reconcile all existing data in the
whole energy range without taking this effect into consideration, and our approach
is to minimize the number of free parameters.
• The halo thickness.: zh; it is the height of the propagation halo where stochastic
diffusion and reacceleration takes place. Notice that in some models (e.g. semi-
analytical models [45] [46]) the region in which diffusion takes place is taken larger
with respect to the slab where reaccelearation is effective.
• The modulation potential.: Φ; in Literature different values of this parameter are
adopted, generally by comparison with low energy observation of primary species.
We stress that, since it is related to an effective description of the phenomenon
of solar modulation, the value used in a particular setup is model dependent so
different sets of parameters may result in different choices of Φ. Moreover, the value
is expected to change with time according to the 11-year cycle of Solar activity, so
different experiments performed in different epochs may require very different values
of this parameter.
In particular, we are interested in the parameters related to propagation: especially δ,
but also vA (vC is convection is present), D0 and zt.
These parameters are loosely constrained by theory: D0 depends on the turbulence
level in the interstellar medium, δ is related to the turbulence spectrum (as discussed in
the previous Chapter), the diffusion halo thickness may take any value from ∼ 1 to ∼ 10
kpc, and little is known on the effectiveness of reacceleration and convection.
Moreover, all these quantities depend on the local properties (density, magnetization,
temperature) of the ISM, and are therefore expected to exhibit strong variations depending
on the position in the Galaxy: as we discussed, many different environments exist, with
different physical properties. For example, the Alfve´n velocity is related to the magnetic
field and gas numerical density by the relation vA = 1.8 ·10
5B [µG]/
√
n [cm−3] [cm s−1], so
in a typical HII region (n = 0.001, B ∼ 1÷10µG) the expected value is ∼ 50÷500 km/s,
while in a typical molecular cloud (n ∼ 102 ÷ 103) it can be as low as ∼ 1÷ 10 km/s
Of course in a large-scale propagation model only the large-amplitude variations can
be taken into account, and the parameters have to be intended as averages over large
volumes (∼ 100÷ 200 pc, depending on the grid resolution).
The only viable method to determine the parameters is therefore the comparison with
observations: let’s see now which observables are best suitable for this purpose.
• If one considers the energy spectrum of a single primary species at high energy
(by high energy I mean here E > 10 GeV) after propagation:
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(a) protons: variation of δ (b) B/C: variation of δ (c) protons: variation of injec-
tion index
(d) B/C: variation of injection
index
(e) protons: variation of Φ (f) B/C: variation of Φ
Figure 3.3: The effect of energy-dependent diffusion is to steepen the injection spectrum of a primary
species α, so that the propagated spectrum slope is α + δ where δ parametrizes the rigidity dependence
of the diffusion coefficient. The secondary-to-primary ratios, instead, only depend on δ. Panels a, b)
Proton spectra and B/C for different values of δ: 0.2; 0.4; 0.6; 0.8. Injection index is fixed to 2.15. No
reacceleration, no convection, no solar modulation. It is clear how larger values of δ lead to a steeper
propagated proton spectrum and to a steeper B/C. Panels c, d) Proton spectra and B/C for different
values of α: 1.75; 1.95; 2.15; 2.35. δ is fixed to 0.6. No reacceleration, no convection, no solar modulation.
It is clear how larger values of α lead to a steeper propagated proton spectrum; the Boron-to-Carbon ratio,
instead, does not depend at all on the injection index. Panels d, e) Proton spectra and B/C for different
values of Φ: 0; 200; 450; 600 MeV; δ is fixed to 0.6, α is 2.15. No reacceleration, no convection. Solar
modulation affects the lowest part of the propagated spectrum, and lowers the primary fluxes depending
on the value of the potential. Notice that this effect must be taken into account in the model to correctly
reproduce the data.
– the normalization of the propagated spectrum depends onD0 and zt; actually,
the two quantities are degenerate, i.e. for each D0 that one can consider there
is always a value of zt which reproduces the correct normalization.
This degeneracy is not surprising from a physical point of view: in fact, an
increase in the diffusion coefficient corresponds to a quicker escape of CRs
from the diffusion halo: if the halo itself increases, the escape time remains
unchanged and so the CR spectrum remains the same. For this reason, from
now on, I will only consider the ratio D0/zt.
– the slope of the spectrum depends both on the injection index at the source
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and on the energy dependence of the diffusion coefficient (parametrized by the
δ parameter), as I mentioned at the beginning of the Chapter.
The proof of this statement is easily obtained in the context of simplified leaky-




⇒ N(E) ∝ Q(E) τ−1esc(E) ⇒ N(E) ∝ E
−α−δ (3.3)
So we proved quantitatively what we described at the beginning of this Chapter: the
effect of the energy-dependent diffusion – which is parametrized by δ – is to steepen
the injection spectrum of a primary species from −α to −α − δ. See Fig. 3.3(a)
for a visualization of the effect of different values of δ on the propagated proton
spectrum.
• On the other hand, secondary-to-primary ratios at high energy don’t show this
degeneracy: while the normalization still depends on D0/zt, the slope is now only

















The reader may visualize this result in Fig. 3.3(b) and Fig. 3.3(d), in which the
B/C is plotted for different values both of the injection index α and of the δ: it is
evident how the injection slope has no effect at all on the ratio.
So we showed how secondary-to-primary ratios at high energy give information on
D0/zt and δ, i.e. the spatial diffusion parameters; the low-energy region, instead, is
useful to constain the other parameters vA, vC and Φ, since these effects only affect the
low-energy part of the CR spectra and do not play a relevant role above ∼ 10 GeV.
When we started our work in this field, the most important results obtained with a
numerical code on the comparison between models and data were obtained by GalProp
team.
A large number of publications were released by this group on this topic during many
years (see e.g. [43], [47]). The results were obtained with GalProp package and point
towards a model with a high level of reacceleration (vA = 30 km/s in the so-called con-
ventionalmodel presented in [47]): such an efficient reacceleration permits to obtain a very
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good fit of the B/C ratio in the whole energy range considered, including the peak detected
at 1 GeV. Most CR-releated observables, indeeed, are reproduced with this model. The δ
that is used is 0.33, compatible with a Kolmogorov-like turbulence spectrum (according
to the quasi-linear analysis).
A typical feature of this kind of model is the necessity of a break in the injection
spectrum because otherwise the very high reacceleration would not permit to correctly
reproduce the shape of low-energy primary spectra (in particular the proton spectrum).
Another issue is the slight underproduction of antiprotons (cited e.g. in [1]). We will
discuss in detail how our strategy led us to build a different class of models in which a
different approach to solve these problems is adopted.
A different approach was followed by Maurin et al. [45] [46]. Their strategy is to
consider the diffusion equation in a simplified geometry. The Galactic disk is described
as a thin cylinder of radius R = 20 kpc and heigth h = 100 pc; the disk is embedded in
a thicker diffusion halo of cylindrical shape with the same radius R and unknown height
L (treated as a free parameter). CR sources are located in the disk, and the source term
does not depend on the position; also the interstellar gas is confined in the disk with
constant density n = 1 cm−3; the spatial diffusion of CRs occurs uniformly both in the
disk and in the halo, while reacceleration and convection, if considered, are effective only
in the disk.
In this simplified framework it is possible to find an exact solution of the diffusion
equation.
Working with analytical solution makes the computation of the model very fast and
permits to perform statistical analyses in which all the relevant parameters are allowed
to vary; for example in [45] the authors obtained good quantitative constraints on the
propagation parameters, and restricted δ in the range [0.45 – 0.85]; for every δ in this
interval, a confidence region for vC and vA was found.
Another important result was obtained by this group in Donato et al. 2004 [48]: in
this paper the contribution of Particle Dark Matter annihilation to CR antiproton flux
is investigated, with particular focus on the uncertainties due to different values of the
propagation parameters. The authors present thee models, called MIN, MED and MAX.
They correspond to very different choices of the free parameters: the MIN model has
a halo heigth of only 1 kpc, δ = 0.85 and a strong convection (vC = 13.5 km/s); the
MAX model, on the opposite side, has a very large halo (15 kpc), δ = 0.46 and a very
efficient reacceleration (vA = 117.6 km/s). These models are all compatible with B/C
and give respectively the minimal, median and maximal supersymmetric antiproton flux:
they have been widely adopted in the literature related to Particle Dark Matter indirect
search. We will come back to this issue with more detail in Par. 4.5 devoted to Dark
Matter models.
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(a) Source term (b) Molecular gas
(c) Ionized gas (d) Diffusion coefficient
Figure 3.4: These 3D plots show the spatial distribution (in arbitrary units) of our source term (Taken
from [9]), the molecular gas ( [14]), the ionized gas ( [49]) and the perpendicular diffusion coefficient used
for our analysis. The distributions are functions of R and z; cylindrical symmetry is assumed.
3.3 Our maximum likelihood analysis on B/C and
antiproton data
3.3.1 Our method and results
When we completed the first version of DRAGON, we performed a complete analysis on re-
cently released B/C and antiproton data in order to constrain the propagation parameters
listed above. The analysis was published in 2010 [50]. One the motivation of this work
was the recent release of 1) very accurate measurements of the anitproton-to-proton ratio
performed by PAMELA collaboration [51] that would permit us to do a joint analysis of
light nuclei and antiproton data which had not been done before and also 2) high-energy
data on B/C from CREAM collaboration [52] that are very important because they refer
to a previously unexplored energy window.
This analysis expanded and completed a pioneering scan of the parameter space in
plain-diffusion setup that used a preliminary version of our code and did not account for
recent CREAM data that were not available yet at the time. The results were published
in 2008 [53]. Although reacceleration was not included in the code at the time, we were
able to fit all secondary-to-primary ratios (boron-to-carbon, nitrogen-over-oxygen, carbon-
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B/C analysis joint analysis
vA [km/s] Emin [GeV/n] δ D0/zt χ
2 δ D0/zt χ
2
0
1 0.57 0.60 0.38 0.47 0.74 3.25
5 0.52 0.65 0.33 0.41 0.85 2.04
10 0.46 0.76 0.19 0.44 0.82 1.57
10
1 0.52 0.68 0.32 0.49 0.71 1.47
5 0.49 0.71 0.28 0.41 0.85 1.69
10 0.44 0.82 0.20 0.44 0.82 0.12
15
1 0.46 0.76 0.33 0.47 0.76 0.94
5 0.49 0.73 0.26 0.44 0.82 0.12
10 0.44 0.84 0.18 0.41 0.98 0.16
20
1 0.41 0.90 0.47 0.47 0.79 2.28
5 0.44 0.84 0.22 0.44 0.84 0.85
10 0.44 0.87 0.20 0.44 0.85 0.98
30
1 0.33 1.20 0.40 0.33 1.20 5.84
5 0.38 1.06 0.20 0.36 1.09 2.47
10 0.41 0.98 0.16 0.38 1.04 1.61
Table 3.1: Best fit parameters, and the corresponding χ2 values, resulting from comparing our model
predictions with nuclear experimental data alone (B/C analysis) and with nuclear and p¯/p combined data
(combined statistical analysis), as described in text. The values corresponding to Emin = 5 GeV/n for the
combined analysis, which are used to constrain our models, are reported in bold.
over-oxygen) above ∼ 1 GeV/n in that work and found a preferred value for the diffusion
coefficient slope δ = 0.57.
The statistical analysis published in [50] was the first analysis of this kind performed
with a numerical code, and the approach was very different with respect to other works
in the Literature.
The key point is looking at high energy, because it is known, following what I explained
above, that below some GeV many effects contribute to shape the B/C and antiproton
spectra (solar modulation, maybe convection, plus other phenomena such as dissipation
of MHD waves etc.).
For this reason we performed 3 different analyses: the first restricted to data points
with E > 10 GeV/n, the second with Emin = 5 GeV/n and the third with Emin = 1
GeV/n. The purpose of such an energy dependent analysis is: 1) use high-energy data
to constrain the parameters directly connected to the pure diffusion: D0/zt and δ, 2)
use the intermediate range (1 ÷ 10 GeV) to constrain the effectiveness of reacceleration
(vA) and 3) finally look at the low-energy part (< 1 GeV) to tune the solar modulation
potential and possibly other effects relevant to that range.
The algorithm we followed is the following.
First of all, we set the Galactic distribution of CR souces, gas and radiation, diffusion
40 Propagation of CR nuclei: our results
Figure 3.5: The 68%, 95% and 99% confidence level regions of DRAGON models, computed for Emin =
5 GeV/n are represented in the plane (D0/zt, δ). For the 68% confidence level the corresponding value of
the χ2 is also shown. The red crosses show the best-fit position. Each row corresponds to different values
of the Alfve´n velocity: vA = 10, 20, 30 km/s from top to bottom. Each column corresponds to different
analyses: B/C (left panels), p¯/p (center panels) and combined (right panels).
coefficient.
• For the source term, we assumed the general form








and imposed the normalization condition fS(r⊙, z⊙) = 1.
We assumed the spatial distribution fS(r, z) to trace the SNR distribution as mod-
eled in [9] on the basis of pulsar and progenitor star surveys (Fig. 3.4(a)).
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This is slightly different from the radial distributions adopted in GalProp-based
articles (e.g. [43], [47]) which are based on pulsar surveys only.
Concerning the source slope, we proceeded like this: for each value of δ that we
consider, we fixed the injection slope α by requiring that at very high energy (Ek ≫
100 GeV/n) the propagated slope obeys the equality α + δ = γ (eq. 3.2). We
adopted the same spectral index for all nuclei.
The injection abundances qi0 were tuned so that the propagated, and modulated,
spectra of primary species fit the observed ones.
In particular,
– we chose to normalize the source spectra of Oxygen and heavier nuclides to
reproduce the observed spectra in CRs at E ∼ 100 GeV/n;
– on the other hand, the injection abundances of Carbon and Nitrogen (which,
together with Oxygen mostly affect the B/C) were treated as free parameters,
and we included them in the statistical analysis in a way which we will describe
in the following.
It is important to remind that we assumed no spectral breaks in the source spectrum
of all nuclear species. As we will discuss at the end of the Chapter, this point is
crucial to understand the difference between our results and those of some previous
works.
• Concerning the gas distribution, we adopted the same used in GalProp v50. i.e.:
– for the molecular gas, the distribution by Bronfman [14] plotted in Fig. 3.4(b).
– for the atomic gas, the distribution by Gordon and Burton [54]
– for the ionized gas, the distribution by Cordes et al. [49].
• For the diffusion coefficient, we adopted the parametrization of eq. 3.1.
We considered a very simple spatial distribution, with an exponential dependence
upon z: D ∝ exp (z/zt). The scale height zt is a free parameter. In each simulation
we take the boundaries of the diffusion box at least two times larger than the zt.
The z dependence of D allows to obtain a more realistic distribution of CRs after
propagation, and makes the calculations independent on boundary effects. Nev-
ertheless, we verified that, as far as spectra at Sun position are considered, every
model computed in this way corresponds to a conventional model (in which D(z) is
constant) by a simple scaling of the normalization (the D0 parameter).
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• For the spallation cross sections, we used the same compilation of data adopted
in GalProp.
For antiprotons, the main processes responsible for their production are: p - pgas, p
- Hegas, He, - pgas and He - Hegas plus a negligible contribution from other nuclei.
Similarly to [55], [46] we adopt the production cross-section calculated using the
parametrization given in Tan and Ng [56].
We will see below how the adoption of other parametrizations may affect our results.
• For the modulation potential, we verified that the possibility of restricting our
analysis to Ek > 1 GeV/n reduces the systematic uncertainties associated to this
unknown: above 1 GeV/n the effects of modulation on the secondary/primary CR
ratios used in our analysis are tiny and can safely be accounted for by means of the
simple force field approximation.
The potential for heavy nuclei is set by comparison with low energy data on primary
species: for B/C, C/O, N/O we use Oxygen data, for protons and antiprotons use
low-energy data on protons from BESS [57] AMS-01 [58] and PAMELA [51].
We will discuss later how the uncertainties on these distribution may alter some of
our results.
We will see, in particular, that a different choice of the source term profile through
the Galaxy, the gas distribution, or the XCO conversion factor reflects on a different prop-
agated CR distribution and affects quite significantly the normalization of the diffusion
coefficient D0 but has little effect on the parameters related to the energy-dependent
effects: δ and vA in particular.
In the last Chapter we will come back to the issue of source and gas distribution and
we will see if our choices are compatible with gamma-ray data.
Once we set the distributions of the astrophysical variables, we performed the following
steps for 5 different values of the Alfve´n velocity: 0, 10, 15, 20 30 km s−1:
• For each point of the parameter space characterized by δ and D0/zt we varied
the C/O and N/O source ratios to compute the χ2 1 (which we call χ2C,N,O) of the
propagated (and modulated) C/O and N/O against experimental data in the energy
range 1 < Ek < 10
3 GeV/n.
We need to do this preliminary analysis for self-consistency reasons: Carbon and
Nitrogen give a major contribution to Boron production via spallation and their
spectra are shaped by spallation losses in a different way depending on the propa-
gation parameters. So the best way to proceed in our opinion is to determine their
1Every time we refer to a χ2, we mean the χ2 divided by the number of degrees of freedom, i.e. the
so called reduced χ2.
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best-fit abundances by comparison with the observed C/O and N/O ratios for each
set of propagation parameters we consider.
• Once the source abundances were fixed, we finely sampled the parameter space (δ,
D0/zt) by using, for each couple of these parameters, the C/O and N/O source
ratios which minimized χ2C,N,O; for each of these realizations we computed the χ
2
(which we call χ2B/C) for the B/C modulated ratio against data in several energy
ranges.
The datasets we used for the light nuclei ratios are:
• the data from HEAO-3 satellite mission that operated from September 1979 to May
1981. That mission, although quite old, provided a very accurate measurement of
B/C, N/O and C/O in the ≃ 0.6÷ ≃ 35 GeV energy range [59].
• the data from CRN mission [60]
• the recent data from CREAM balloon mission [52] that expanded our knowledge of
the light nuclei ratios up to ∼ 1 TeV/n.
The dataset we used for the antiproton-to-proton ratios is the recent one from PAMELA
[51]. In the plots we also show low-energy measurements from BESS [57] and AMS-01 [58].
The procedure described above was iterated three times considering different values
of Emin: 1, 5 and 10 GeV/n.
Moreover, we repeated again the procedure with B/C data alone, antiproton data
alone and combined data.
In conclusion, we obtained 15 sets of best-fit parameters for B/C data (corresponding
to different values of vA and different minimum energies), 15 sets for antiproton data and
15 sets for combined B/C – antiproton data.
We also computed the confidence level regions in the (δ, D0/zt) parameter space
corresponding to the 68% 95% and 99% probabilities.
We summarize our results in Table 3.1. In Fig. 3.5 the Confidence Levels (CLs)
corresponding to the B/C, antiproton and joint analysis with Emin = 5 GeV are shown.
3.3.2 Discussion on B/C analysis
Let’s start to discuss the results with the B/C analysis.
As the reader can see from the first column of Table 3.1, the B/C analysis points
towards values of δ confined in the following ranges:
• - [0.33÷ 0.57] for Emin = 1 GeV/n,
• - [0.38÷ 0.52] for Emin = 5 GeV/n,
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• - [0.41÷ 0.46] for Emin = 10 GeV/n.
Noticeably the high-energy analysis – that should explore the region of the spectrum in
which only diffusion-related effects act – outlines a narrow range for this parameter, that
appears to be weakly dependent on the value of the Alfve´n velocity. This is encouraging
because it confirms what stated above, i.e. that at high energy only diffusion is effective.
As the Emin decreases, the range broadens and – if all data above 1 GeV are considered
– it is interesting to notice that both
• high values of δ in correspondence to low values of vA and, on the other hand,
• low values of δ (0.33) and high reacceleration (vA = 30 km/s)
are allowed. This sort of degeneracy at low energy is due to the fact that: 1) the effect
of a higher δ is to steepen the spectrum of the B/C (because a higher energy dependence
of the diffusion coefficient makes the high-energy CRs escape more easily and therefore
produce less secondaries); 2) on the other hand, a high reacceralation brings low-energy
particles to the high-energy part of the spectrum compensating this effect. That’s why
if one considers the whole energy range it is impossible to obtain a preferred value of δ
independently of reacceleration.
We point out that our analysis with Emin = 1 GeV/n re-obtains – in the high-
reacceleration case – the parameters of the conventional model adopted in many GalProp-
based papers: vA = 30 km/s and δ = 0.33, but the chi-squared of this model is approxi-
mately the same, e.g., of the model with no reacceleration and δ = 0.57.; the reason why
some authors considered the conventional model as the preferred one is mainly its ability
to fit sub-GeV data and the fact that quasi-linear theory points to δ = 0.33 as the value
corresponding to a Kolmogorov turbulence.
Our philosophy is different: we intend to look at high energy where the physics is
simpler, keeping in mind that low-energy effects can account for discrepancies with data,
and we don’t stick to the prediction of quasi-linear theory, so we don’t have any a priori
prejudice on the value of δ to be used: we treat it as a free parameter. With this approach
in mind, the B/C analysis makes us conclude that a δ ≃ 0.44 (i.e. the center of the range
corresponding to the analysis with Emin = 10 GeV/n) can be taken as the preferred one.
Having fixed δ from high energy, we can now look at low energy to set the effectiveness
of reacceleration.
To do so, we set δ to 0.4 and vary vA from 0 to 30 km/s. In Fig. 3.6(a), 3.6(b)
and 3.6(c) the reader can see the effect of this variation on the B/C, C/O, N/O ratios.
It is clear that reacceleration plays a major role in shaping the low energy part of the
secondary-to-primary ratios; moreover, a value vA = 15 km/s seems the most adequate
to get a good fit over 1 GeV of all the ratios considered.
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Figure 3.6: The B/C (panel 1), C/O (panel 2), N/O (panel 3), protons (panel 4), antiprotons (panel 5)
and antiproton-to-proton ratio (panel 6) computed with DRAGON for δ = 0.45 and D0/zt = 0.8 are plotted
for several values of vA and compared with the respective experimental data. Dotted, short-dashed, solid,
dot-dashed, long-dashed correspond to vA = 0, 10, 15, 20, 30 km/s respectively.
3.3.3 Discussion on p¯/p and joint analysis
Another very powerful and previously unexplored way to break the degeneracy between
δ ad vA that appears in the analysis with Emin = 1 GeV/n is considering, together with
the B/C, the antiproton-to-proton ratio.
The reader can easily see in the second column of Fig. 3.5 that a large value of vA
is not compatible with the antiproton-to-proton ratio since the tiny allowed region for the
p¯/p is not compatible with the B/C best region.
This is mainly due to the behaviour of the protons: the reader can verify in Fig. 3.6(e)
that the absolute p¯ spectrum is practically unaffected by the value of the Alfve´n velocity
while the proton spectrum is largely influenced by this parameter and – if the value is high
(> 20 km/s) – it gets a peculiar shape that is difficult to reconcile with data, whatever
modulation potential is adopted (Fig. 3.6(d)); moreover, also the absolute antiproton
spectrum (see Fig. 3.7(e)) is better reproduced by low-reacceleration models. As we will
see below in more detail, in the Literature high-reacceleration models such as the so called
conventional model adopt a spectral break in the injection spectrum to solve this problem.
Instead, for values of vA = 15÷ 20 km/s the CLs for B/C and antiproton-over-proton
data niceley overlap; it is clear at this point that only a limited range of the Alfve´n
velocity values is allowed if the combined analysis is taken in consideration: this is a new
and interesting result and is well visualized in the third column of Fig. 3.5
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From Table 3.1 another evidence of the importance of the joint analysis can be seen.
The most interesting set of values is – in our opinion – the one corresponding to Emin
= 5 GeV/n since it is the best compromise between the two opposite requirements: 1) to
include in the analysis more experimental data and 2) to work in an energy range where
propagation is as less as possible affected by poorly known low energy physics. From the
analysis performed with this threshold the δ is well constrained in the range [0.36÷ 0.44],
almost independently from the value of vA, and again the best value of the chi-squared
appears to be in correspondence with vA = 15 km/s.
So, different ways to analyse the B/C and the combined analysis point towards:
• a moderate reacceleration around 15÷ 20 km/s and
• a value of δ quite steeper than the conventionally used 0.33 corresponding to a
Kolmogorov turbulence in the quasi-linear scheme.
We will discuss in the following Paragraph a particular choice of parameters in this
range that will also allow, under some hypotheses on the low energy behaviour of the
diffusion coefficient, to fit sub-GeV B/C data.
3.4 Our preferred model
In this paragraph we will describe an effective model allowing to fit all available mea-
surements, including sub-GeV data, based on the indications coming from the maximum
likelihood analysis.
It is evident from Fig. 3.6(a) that a model with δ ≃ 0.44 and vA = 15, km/s provides an
excellent fit of experimental data above few GeV/n, but below that energy it overshoots
the B/C observations.
As we discussed, such a discrepancy may be attributable to a number of effects which,
at low energies, introduce degeneracies among the relevant parameters (modulation poten-
tial, convective velocity and gradient, if present, low-energy modification of the diffusion
coefficient...).
We follow a phenomenological approach tuning only the parameter η (see Eq. 3.1)
which sets the dependence of the diffusion coefficient on the particle velocity (a similar
approach was followed in [61]). Interestingly we find that the choice η ≃ −0.4 allows to
match light nuclei as well as antiproton data well below 1 GeV/n for almost the same
range of δ and D0/zt values found for η = 1.
Indeed, we checked that the η = −0.4 and η = 1 CL regions computed for Emin =
5 GeV/n almost coincide (which is not the case for Emin = 1 GeV/n.
In Fig.s 3.7(a) – 3.7(f) we show a reference model obtained for η = −0.4, δ = 0.5,
D0/zt = 0.7, and vA = 15 km/s
−1 that nicely reproduces all relevant data sets in the whole
energy range, including also the N/O and C/O ratios (with ∼ 6 % and ∼ 75 % injection




Figure 3.7: The B/C (panel a), N/O (panel b), C/O (panel c), the p¯/p ratio (panel d), the antiproton
and proton absolute spectra (panel e and f) computed with our preferred Kraichnan model (blue solid
line), the Kolmogorov reference model (red solid line) and the same model with no break in the CR source
spectrum (red dashed line), are compared with available experimental data. In both cases we use DRAGON
to model CR propagation and interactions (though almost identical results can be found with GalProp).
Here we use Φ = 450 MV for the light nuclei ratios to modulate both the Kolmogorov model and our
Kraichnan reference models. Φ = 300 MV was used only to match B/C ACE data which were taken in
a very low activity solar phase. We use Φ = 550 MV for the proton and antiproton spectra.
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ratios respectively) as well as the absolute oxigen spectrum. The blue lines correspond to
this reference model, while the red lines refer to the GalProp-based conventional model.
I will discuss at the end of this Chapter the comparison with that model.
The modified dependence of the diffusion coefficient upon rigidity, which is the conse-
quence of adopting a value of η different from 1, can be considered – as anticipated briefly
at the beginning of this Chapter – as an effective modelization of physics taking place
at low energy, including some non-linear phenomena such as the dissipation of magneto-
hydrodynamics (MHD) waves by their resonant interaction with CRs [44]. Since this is
the same interaction responsible for CR diffusion in the ISM, such an effect is unavoidable
at some level. Interestingly, the value of δ used in [44] to fit the B/C in the presence of
MHD wave dissipation is 0.5, which is consistent with what we found here (differently
from what we do here, however, a break in the injection index was invoked in that work).
3.5 Minimal and maximal models
The discussion so far has pointed to a preferred set of values for the propagation parame-
ters. This set allows a good fit of both the B/C, C/O and N/O ratios and the antiproton
flux.
Nevertheless, since there is a debate on the possibility that a portion of the antiproton
flux is due to exotic sources (e.g. annihilation of Particle Dark Matter, see the forthcoming
discussion in Par. 4.5) it is useful to find – in the range of values allowed by the B/C
analysis – the models that minimize and maximize the antiproton flux, as done in [48].
For this purpose we define, for each value of vA considered in the above, a pair of MAX
and MIN models that: 1) are compatible with secondary-to-primary ratios above 1 GeV/n
within 95% CL and 2) maximize and minimize respectively the absolute antiproton flux
in the range 1÷ 100 GeV.
Among these models, we find that the absolute MAX and the absolute MIN are:
• MAX: (δ,D0/zt, vA) = (0.68, 0.46, 0); this is a Plain Diffusion model with a steep
δ that slightly overproduces antiprotons with respect to data.
• MIN: (δ,D0/zt, vA) = (0.30, 1.2, 30); this is similar to the conventional model based
on Kolmogorov-like turbulence and it slightly underproduces antiprotons with re-
spect to data.
In the next Chapter we will adopt both our preferred model and a couple of models




3.6.1 Comparison with other results
Our analysis points toward a model with δ ≃ 0.5. This value corresponds – in the
quasi-linear theory – to a Kraichnan turbulence although, as mentioned above, it may be
compatible with a Kolmogorov cascade if non linear diffusion models are considered.
It is interesting to compare our results with other similar findings present in the
literature
• The reader may see in Fig. 3.7(a) and 3.7(d) the predictions of our reference diffusion-
reacceleration model (δ,D0/zt, vA, η) = (0.5, 0.7, 15,−0.4) – which for brevity we
call Kraichnan model – with those obtained using the propagation parameters
(and source distribution) of the conventional model adopted by GalProp team:
(δ,D0(4 GV)/zt, vA, η) = (0.33, 1.45, 30, 1)
For the conventional model we consider two variants, represented by the solid/dashed
red lines, which differ for the presence/absence of a break at a rigidity Rbreak = 9 GV
in the CR nuclei source spectra. The conventional model considered in [47] adopts
such a break.
It is evident from Fig. 3.7(f) that – as we anticipated in Sec. 3.3.3 – this break is
needed in order to reproduce the low energy tail of the observed proton spectrum
which otherwise could not be fit for any choice of the modulation potential. It is
important to notice that this problem arises in all models with strong reacceleration
vA > 20 km s
−1.
On the other hand our Kraichnan reference model requires a “modified” behavior of
the diffusion coefficient at low energy (η = −0.4 rather than η = 1) which, however,
may be motivated by independent physical arguments.
From Fig.s 3.7(a) the reader can see that while both the Kraichnan and conventional
models reproduce the B/C equally well, our model provides a significantly better
description of the N/O ratio measured by HEAO-3 and CREAM (see Fig. 3.7(b)).
Furthermore, what mostly favors our Kraichnan reference model are BESS, CAPRICE
and especially the PAMELA measurements of the p¯/p and antiproton absolute spec-
trum. Indeed, the discrepancy between low energy antiproton data and the predic-
tion of the “conventional GalProp model”, which was already noted in [47], becomes
more compelling due to the new PAMELA data, as shown in Fig. 3.7(e).
• The comparison of our results with those of semi-analytical models is more difficult
for many reasons.
One of the difficulties lies in the simplified gas and source distribution adopted in
those models. We verified, however, that such differences only affect the constraints
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to D0/zt with almost no effect on the determination of δ. We also need to take into
account that semi-analytical models assume diffusive reacceleration to take place
only in the thin Galactic disk (whose height is zd), while in the numerical models, as
the one presented here, it takes place in the entire diffusion halo. Therefore, in order
to compare the values of the Alfve´n velocity in those papers with those reported in
the above it is necessary to perform a proper rescaling. This is approximatively given




zd/zt [62], with v
SA
A being the Alfve´n velocity in the semi-analytical
models and zt the half scale height of the Galactic disk.
In spite of these differences, and of the fact that that CREAM and PAMELA data
were not included in those analyses for chronological reasons, it is comforting that
for low values of the convective velocity vc ≃ 0 the preferred value of δ estimated
in [45] is in remarkably good agreement with that found in this work: δ ≃ 0.45.
Interestingly, the rescaled value of vA determined in [45] is vA ≃ 10, for vc ≃ 0,
which is also in good agreement with our results. It is important to notice that,
similarly to what we did in our analysis, no break in the source spectral index was
assumed in [45].
We remind the reader again that in the above we always assumed vc = 0 as higher
values of that parameter are not required to interpret CR nuclei and antiproton
data.
We tested, however, that taking vc in a reasonable range of values do not affect sig-
nificantly our constraints on most relevant diffusion coefficient parameters, namely
δ and vA. Indeed, we verified that for various choices of the convective velocity,
and of its vertical gradient, it is always possible to rescale the diffusion coefficient
normalization D0/zt so that both the B/C and the antiproton-to-proton ratio re-
main almost unaffected above 5 GeV/n, i.e. the energy range we considered in our
analysis. Our tests confirm what is claimed in [43]: namely, that the contribution
of convection to the B/C energy slope is negligible, especially in the intermediate
and high energy regions.
3.6.2 Systematic uncertainties
In our analysis we kept the source and gas distribution and other astrophysical and nuclear
inputs fixed. It is important to understand how the uncertainty on these quantities may
affect our result.
Maurin et al. [61] analysed in detail various sources of systematic uncertainties that
could affect the results of a statistical analysis. We do not aim to repeat this kind of
investigation, but I will recall some results from that paper and compare them with our
findings.
• Concerning the source term, in [61] it is stated that the source slope has negligible
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Figure 3.8: A change in the amount of interstellar gas included in the model reflects in a different
normalization of the diffusion coefficient required to fit B/C and other secondary-to-primary ratios: the
blue line corresponds to a double amount of molecular gas, and the D0 has been rescaled by 20% to
reproduce the data.
effects on the diffusion parameters in plain-diffusion models, and can bring a few %
change if reacceleration is included. We confirm that the effect of the slope is small
(See Fig. 3.3(d)).
• Concerning the gas, in [61] it is stated that the effect of changing the surface gas
density (the authors consider a uniform gas density in the disk) has a small impact on
the δ but strongly influences the other parameters. We confirm this and it is evident
from Fig. 3.8 that a different amount of gas results in a shift of the normalization
of the diffusion coefficient, as anticipated at the beginning of this Chapter.
• Concerning the secondary production cross sections, in [61] different models are con-
sidered (in particular one taken from GalProp and one from Webber et al. [63]) and
it is stated that the effect of the uncertainty of the cross-section on the propagation
parameters is < 20%, although it strongly depends on the presence or absence of
convection and, to a lesser extent, on reacceleration; the effect on δ is quoted ∼ 10%.
• The low-energy dependence of the diffusion coefficient, according to these authors,
strongly affects the results. This in another indication of the importance of a sta-
tistical analysis focusing on high-energy data.
In conclusion, we can say that the results of the analysis we performed can be
affected by systematic uncertainties that are not easy to estimate; nevertheless,
the most important parameter (δ) is less affected by these uncertainties and our





In this Chapter I will discuss the leptonic part of CRs: electrons and positrons. This
component has been matter of debate because – as I pointed out in the introduction –
from recent measurements very interesting signs of either new astrophysical sources or
even new physics came out.
The Outline of the Chapter is the following:
• I will treat the problem of the CR lepton propagation, showing how energy losses
are expected to shape the propagated spectrum
• I will briefly recall the experiments that measured CR leptons before 2008
• I will discuss the interesting results released by PAMELA and ATIC in 2008 with
their scientific implications in terms of previously unaccounted sources or signals of
new physics
• I will present Fermi-LAT measurement of the electron+positron spectrum
• I will show in detail how we interpreted Fermi-LAT dataset together with PAMELA
measure of the positron fraction. I will show that an extra component is necessary
to interpret the data, and I will compare a viable pulsar scenario to some Dark
Matter scenarios.
• I will anticipate something of the on-going work on the interpretation of recent
Fermi-LAT measure of the positron spectrum
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4.2 Propagation of CR electrons
CR electrons are expected to be produced in SNRs like hadrons; a part of the electrons
and and all the positrons (in the standard picture) are instead expected to be secondaries,
i.e. produced by protons and heavier nuclei via spallation on IS gas.
The leptonic propagation in the ISM is a bit more complicated with respect to the
hadronic one because leptons – due to the low mass – suffer severe energy losses; the two
main mechanisms are:
• Synchrotron radiation.
It is the electromagnetic radiation generated by a ultrarelativistic charged particle








where σT is Thompson cross section, ǫB is the energy density of the magnetic field.
The equation above defines the term b(E) that will be used many times in the
following.
At fixed energy the synchrotron energy losses are much more effective for an electron
than for a proton because σT ∝ m
−2 and γ = E/(mc2) so P ∝ m−4. Since me/mp ∼
1/2000, an electrons radiates 12 order of magnitude more than a proton with the
same energy in a given magnetic field.
A single particle emits a high-energy radiation whose spectrum is peaked at an
energy corresponding to the synchrotron angular frequency ωS ∝ γ
3ωC where ωC is
the cyclotron angular frequency.
A collection of particles with non-thermal spectrum described by a power law with






between ω1 and ω2 (the synchrotron frequencies corresponding to E1 and E2).
In Astrophysics the synchrotron emission is observed wherever high-energy electrons
are present: pulsars, SNRs, AGNs are typical environments where this radiation is
observed, from radio to gamma wavelength depending on the electron energy.
Diffuse CR electrons in the Galaxy also radiate and a diffuse Synchrotron emission is
observed in the radio and microwave domain by radio telescopes and space missions
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such as WMAP and Planck. This emission is an interesting probe for CR lepton
propagation models and was recently analyzed 1: the radio part of the emission
(frequencies ∼ 10÷100 MHz) provides a probe of the interstellar electron spectrum
below some GeV, while the microwave part of the spectrum (frequency ∼ 104÷ 105
MHz) provides an essential probe of the spectrum in the interesting region 10 ÷
100 GeV where solar modulation is not important. We will not go through the
comparison between our models and Synchrotron data but we plan to expand our
work in this direction in the future.
• Inverse Compton.
In the well-known process of Compton scattering an incoming photon scatters off
an electron that is initially at rest with respect to the observer: the electron gains
energy and the scattered photon has a frequency lower than that of the incoming
photon.
If the electron is ultra-relativistic in the observer’s frame and interacts with a low-
energy photon, the process is called Inverse Compton scattering. In this case the
electron loses energy as an effect of the interaction; the photon, instead, gains energy
and is shifted to shorter wavelength. Of course the two processes are correlated by
a Lorentz boost: the same process seen in the electron rest frame is a standard
Compton scattering.
This effect is very common in Astrophysics because high energy CR electrons in-
teract with several background photons of different wavelengths: photons of the
Cosmic Wave Background (CMB), plus diffuse IR, optical and UV photons that
are the result of the emission by stars and the consequent scattering, absorption,
and re-processing of that emission by the dust present in the ISM. These photons
constitute the Interstellar Radiation Field (ISRF); a recent model for the energy
spectrum and distribution of the ISRF in the Galaxy is described in [64].







where σT is Thompson cross section, ǫγ is the energy density of ISRF.
The low-energy photons that interact with CRs are transformed into Gamma-rays.
An important component of the diffuse gamma emission from our Galaxy is due to
Inverse Compton, as we will see in the last Chapter; this emission traces the spatial
distribution of both the CR electron population and the ISRF.
1See the latest talks by A.W. Strong (http://www.mpe.mpg.de/~aws/talks.html)
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A detailed analytical computation of CR electron propagation in the Interstellar
Medium can be found in Bulanov and Dogel 1974 [65].
In this paper the authors treat the propagation of CR electrons assuming a cylindrical
symmetry.
The source term is taken to be uniform in a thin disk with radius rS ≃ 4.5 · 10
22 cm ≃
15 kpc and half-thickness hS = 3÷ 4.5 · 10
20 cm ≃ 100÷ 150 pc. The diffusion is assumed
to take place in a halo with half-thickness h with intermediate length: rS > h > hS. The
diffusion coefficient is taken as D = D0(E/E0)
δ.
A key role in the computation is played by the energy loss length, i.e. the distance









Here β is the proportionality factor that appears in the energy loss formula for Syn-
chrotron or IC: E˙ = βE2.
The authors show that the solution of the diffusion-loss equation takes different forms
according to the part of the spectrum into consideration. In the following I will recall the
results for δ < 1 in different parts of the spectrum and give a qualitative explanation of
the results.
• If the energy is low the energy loss length is much larger than the halo:
λ > h
E < E1 =
(
D0
h2E0 (1− δ) β
) 1
1− δ
In this energy region the energy losses are not relevant at all: the electrons fill the
entire diffusion halo and their spectrum is steepened from −α to αP = −α − δ as
for the hadronic case (in which Synchrotron and Inverse Compton never play any
role).
The energy E1 can be estimated, for typical values present in the interstellar medium,
of the order ∼ 0.1÷ 1 GeV
• In the intermediate region:
hS < λ < h
E1 < E < E2 =
(
D0
h2S E0 (1− δ) β
) 1
1− δ
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This result can be motivated qualitatively using the following simplified argument:
the number density of particles with energy E that diffuse in a volume V and are
affected by energy losses can be approximated as




where Q is the source term, τ is the energy loss time scale, Vsources/V is the ratio
between the volume where the sources are located and the volume in which the
particles diffuse.
In the energy range we are considering the electrons do not spread through all the
diffusion halo as the hadrons: the volume they occupy is limited instead by the
energy loss length:
V (E) = 2πr2S λ ∝ E
(δ/2−1/2) (4.6)









• In the high-energy region the loss length is even smaller than the half-thickness of
the source disk:
λ < hS
E > E2 =
(
D0
h2S E0 (1− δ) β
) 1
1− δ
Here the energy losses dominate, the particles are confined to a thin volume around
the sources and the spectrum is steepened to αP = −α − 1. This can be shown
using again eq. 4.5 and putting V (E) = Vsources(E).
The energy E2 is very high, of the order of 100 TeV for a source disk with half-
thickness < 100 pc; so, most experimental data actually lie in the intermediate
region.
It is remarkable that, due to energy losses, the volume occupied by electrons gets
smaller as the energy increases. This effect is not present for the proton component and
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(a) 100 MeV (b) 10 TeV
Figure 4.1: The spatial distribution of CR electrons computed with DRAGON for E = 100 MeV and for E
= 10 TeV as a function of Galactocentric coordinates R and z. The profile along z appears much broader
at 100 MeV, while the very high energy electrons can’t get very far from the sources due to the severe
energy losses. It is interesting to compare these plots with Fig. 3.2(b) and Fig. 3.2(c) in which the same
distribution is plotted for CR protons.
can be highlighted making use of numerical codes that solve the diffusion-loss equation.
For illustrative purpose we show in Fig. 4.1(a) and 4.1(b) the electron distribution in the
Galaxy at 0.1 GeV and 10 TeV simulated with DRAGON in a Plain Diffusion setup using
standard choices of the source term, gas and radiation field distribution: it is evident that
at very low energy the electrons diffuse through all the halo while at 10 TeV they remain
very close to the thin region along the Galactic plane where the sources are located.
It is very important to point out that for energies larger than some hundreds of GeV it
is essential to account for the discrete nature of the sources: in fact the energy loss length
is so small that those energetic electrons must be produced in the nearby interstellar
medium: a 100 GeV electron must come from r < 1 kpc and at 10 TeV electron from
r < 200 pc; these distances are comparable to the mean distance between two SNRs. For
this reason it is straightforward to expect fluctuations from a simple power law in the
high energy part of the observed spectrum.
On the other end, we remark that – as for the hadron component – the low energy tail
of the spectrum up to some GeV is strongly affected by time-dependent solar modulation.
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4.3 pre-Fermi measurements of CR electron and positron
spectrum
Prior to 2008 the measures of the CR electron and positron spectrum were not very
accurate: the statistic was poor and the disagreement between different experiments
exceeded 1 order of magnitude in flux; so, the constraints that could be put on the
models describing their origin and propagation were poor.
In 2008 a very exciting time for CR electron measurements began because some very
important results were published, some of which were in strong tension with the conven-
tional predictions given by astrophysical models of electron and positron propagations.
The experiments that published in these years on this topic were:
• PAMELA (Payload for Antimatter and Matter Exploration and Light nuclei Astro-
physics): it is a space observatory for charged CRs launched in 2006; the instruments
mounted on-board are a time-of-flight system, a magnetic spectrometer, a calorime-
ter, a shower tail counter scintillator and a neutron detector: these devices permit
to identify CR light nuclei, protons, antiprotons, electrons and positrons over a wide
energy range (∼ 100 MeV – ∼ 100 GeV) with high statistics; the presence of the
magnet permits to discriminate particles and antiparticles because of the opposite
curvature of their trajectories within the magnetic field.
• ATIC (Advanced Thin Ionization Calorimeter): it is a balloon experiment flying in
the stratosphere over Antarctica to measure the energy and composition of cosmic
rays; the mission started in 2000 and has performed 3 flights so far
• H.E.S.S. (High Energy Stereoscopic System): it is a system of Atmospheric Cherenkov
Telescopes (ACTs) located in Namibia. An ACT works by imaging the flash of
Cherenkov radiation generated by the electromagnetic cascade of particles produced
when a very high-energy gamma ray strikes the top of the atmosphere. This shower
of charged particles, known as an Extensive Air Shower (EAS) is initiated at an
altitude of 10 – 20 km: the incoming gamma-ray photon undergoes pair produc-
tion in the vicinity of the nucleus of an atmospheric molecule; then, the electron-
positron pairs produced – that are of extremely high energy – immediately undergo
Bremsstrahlung or Braking Radiation; this radiation produced is itself extremely
energetic, with many of the photons undergoing further pair production iterating
the mechanism. Also high energy CR electrons initiate an EAS and can be detected
by H.E.S.S.; the energy range covered by this class of experiment is very high (TeV
region), where fluxes are so low that space experiments are inefficient due to their
small acceptance. Currently there are several ACTs around the world and a new big
array of these instruments (named CTA, Cherenkov Telescope Array) is in project.
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Figure 4.2: The positron-to-electron ratio measured by PAMELA (red points) compared to previous data
and to the prediction of conventional CR propagation models. It is evident the sharp rise above 10 GeV,
and the large excess at high energy that caused a very interesting debate in the Astroparticle community.
Picture taken from [6]
The most important result was published by PAMELA in the April of 2008; PAMELA
reported a measure of the positron-to-electron ratio in the range between 1.5 and 100 GeV.
This measurement – described in [6] – marked an important point in the history of
CR measurements.
In fact, the positron-to-electron ratio is expected to decrease with energy in the stan-
dard scenario in which positrons are merely of secondary origin.
The proof of this statement is quite easy (see e.g. [66]).
• The CR electron after propagation – according to the analytical solution we de-
scribed above – can be written as Φe− = E
−γ0e−δ−l where γ0e is the injection index
of the electrons, and δ + l parametrizes the steepening due to energy-dependent
positron diffusion and energy losses.
• Concerning the CR positrons, since they originate from the protons via spallation on
IS gas, assuming an energy independent production cross section, their source term
is simply E−γp where γp is the propagated index of the protons; after propagation
their spectrum can be written as Φe+ = E
−γp−δ−l.






Astrophysical explanations of the pre-Fermi leptonic excesses 61
A rising ratio would require
γ0e > γp (4.9)
i.e. an electron injection slope steeper than the proton propagated slope, that seems
extremely hard to achieve from a theoretical point of view. So the positron-to-electron
ratio is expected to decrease with energy.
PAMELA, instead, observed a rise in the positron fraction for energies E > 10 GeV
(in Fig. 4.2 we show the corresponding plot). That arose a very interesting debate
in the scientific community in the following 2 years, and a huge number of articles were
published on this topic; in the next Paragraph I will describe the most interesting proposed
explanation for such anomaly.
The ATIC collaboration, on its hand, published [3] during the same year an unexpected
excess in the electron+positron spectrum2 with respect to the predicted astrophysical dif-
fuse flux in the range 300÷800 GeV. Although the statistics was not so high (the “extra”
electron events are ≃ 70) this result, combined with PAMELA observation, showed an-
other interesting hint of either an unaccounted astrophysical accelerator of positrons and
electrons or some exotic explanation connected with the problem of Particle Dark Matter.
Concerning the high energy section, instead, the H.E.S.S. measure shows a steepening
of the electron spectrum for energies greater than 1 TeV; since in that region the energy
losses are very effective, the steepening can be explained by the lack of very nearby
accelerators of electrons and positrons.
These three results gave a major contribution to the development of the field; in the
next Paragraph I will analyse the important scientific implications of these measurements.
4.4 Astrophysical explanations of the pre-Fermi lep-
tonic excesses
After the release of PAMELA dataset, it was promptly understood that the rise in the
positron fraction could be the indication of the existence of a primary astrophysical source
(or set of sources) of positrons; in particular D. Hooper, P. Blasi and P. D. Serpico [67]
examined the intriguing possibility that that the observed flux of high energy positrons is
the result of electron-positron pair production taking place in nearby and galactic pulsars.
The idea that both the electron and the positron spectrum observed at Earth is the
superposition of a conventional component (made of primary CR electrons accelerated
in SNRs and secondary electrons and positrons produced via spallation) plus some extra
component dates back to 1995 with the pioneering work of A. Atoyan F. Aharonian [68].
In this paper the authors suggested that the high energy portion of the electron spectrum
could be dominated by near (r < 100 pc) and relatively young (τ < 105 yr) sources; known
SNRs located in the nearby were invoked to account for the electron spectrum, but the
2ATIC does not have a magnet and therefore is not able to discriminate between electrons and positrons
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Figure 4.3: The Crab Pulsar is a magnetized neutron star spinning 30 times per second; it can be
seen in the center of this image taken in X rays from the orbiting Chandra Observatory. The pul-
sar rotational energy powers the X ray emission: the strong induced electric field accelerates charged
particles, producing two X ray jets directed away from the poles and an intense wind in the equato-
rial direction. Interesting edges are created as the charged particles stream away, eventually losing en-
ergy as they interact with the strong magnetic field. The Crab pulsar embeds a mass larger than the
Sun in a ultra-compact object whose density is greater than nuclear matter, which is the rest a super-
nova explosion that was observed by Chinese astronomers in the year 1054. This image is taken from
http: // apod. nasa.gov/ apod/ap081227.html
hints of a rise in the positron spectrum – already present at the time in pre-PAMELA
observations – led the authors to argue that pair-production in the magnetosphere of
a near pulsar (such as Geminga) could account for both electron and positron extra-
component.
Pulsars, indeed, have been known to be potential sources of high energy electrons and
positrons for a long time (see e.g. Shen 1970 [69], Harding and Ramaty 1987 [70].
Pulsars were discovered in 1967 and, as the name suggests, were observed as periodic
radio sources; it was soon realized (independently by Thomas Gold and Franco Pacini
in 1968) that these sources are actually rapidly spinning (P ∼ 1 ÷ 30 s) neutron stars3
whose magnetic axis is not aligned with the rotation axis; neutron stars have a intense
gravitational field because a mass ∼ 1.4 Solar Masses is concentrated in a sphere with a
radius ∼ 10 km; moreover, they have a very strong dipole magnetic field (∼ 1012÷1014G),
so they are an extreme environment where many energetic phenomena can take place.
Their rapid rotation induces an electric field that – in some regions – is able to accel-
erate electrons and nuclei parallel to magnetic field lines: these particles emit curvature
3A neutron star is the final stage in the evolution of a massive star: the life cycle of stars more massive
than 8 ÷ 10 solar masses ends with a Supernova Explosion; the shock wave continues to propagate in
the interstellar medium forming a Supernova Remnant and accelerating Cosmic Rays, while a compact
object with very high density made of neutrons remains.
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Figure 4.4: Some nearby mature pulsars can explain the PAMELA anomaly. Taken from [71]
gamma photons that produce electron+positron pairs, which on their hand are able to
radiate additional gamma rays via synchrotron radiation: the resulting electromagnatic
cascade is able to produce ∼ 104 pairs per primary particle which streams out of the
magnetosphere into the surrounding nebula [70]
The details of this mechanism are difficult to model, and the efficiency of the conversion
of the pulsar rotational energy into the e++ e− kinetic energy is not known; nevertheless,
Hooper et al. [67] showed that a small number of nearby mature pulsars, such as B0656+14
(Monogem) and Geminga, could each plausibly generate the observed ux of positrons
under simple and reasonable hypotheses:
• The e+ + e− spectrum coming out of the sources is modelled as a power-law with
spectral index 1.5 with exponential cutoff;
• Order of a few percent of the pulsars spin down power is required to be transferred
into the production of electron-positron pairs
Another attempt to interpret ATIC and PAMELA data in terms of pulsar emission
came from S. Profumo [71].
This author considered the pulsars listed in ATNF catalogue [28] available online
at [27] and showed how, under simple assumptions on their energy output and efficiency,
the PAMELA positron excess is likely to come from a set of mature (age ∼ 106 y) and
nearby pulsars while ATIC peak requires a powerful young source. The paper shows how
it is unlikely that a single source can originate both excess but an analysis of the age -
distance parameter space shows that some areas are compatible with both datasets and
a collection of known objects could account for both measurements.
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As I will explain in detail, some aspects of this interesting analysis were used in our
Fermi interpretation paper.
4.5 Dark Matter interpretation
4.5.1 Introduction
Although simple and quite natural, the pulsar interpretation is not the only one. In
fact, PAMELA excess, together with ATIC peak, was recognized by many authors as an
indirect observation of Particle Dark Matter.
It has been known for a long time that some kind of unobserved matter is needed to
explain a large number of observations. First of all, the rotation curves of most galaxies
are flatter than expected applying Newton law of dynamics if only the visible star and
gas distribution is taken into account; moreover, the application of the Virial theorem to
clusters of galaxies leads to an unobserved amount of mass that exceeds the visible mass
by roughly one order of magnitude; more recently, a spectacular observational evidence of
the existence of Dark Matter came from Gravitational Lensing observations, in particular
in the Bullet Cluster region [72] where a collision between two galaxy clusters appears
to have caused a separation of dark matter and baryonic matter: X-ray observations
show that much of the baryonic matter in the system (in the form of a hot plasma) is
concentrated in the center of the system, while weak gravitational lensing observations
of the same system show that much of the mass resides outside of the central region of
baryonic gas.
On even larger scales, in the currently accepted cosmological model known as ΛCDM4,
Dark Matter is a crucial component.
ΛCDM is a standard cosmological model based on General Relativity: it manages to
describe the evolution of the Universe from the beginning to present time.
The model includes a single originating event, the Big Bang or initial singularity,
followed by an exponential expansion of space by a scale multiplier of 1027 or more, known
as cosmic inflation. The early Universe then continued the expansion and remained hot
and ionized for several hundred thousand years; when protons and electrons recombined,
the optical depth suddenly decreased and the radiation decoupled from matter: this
radiation, strongly redshifted, can be observed today as a uniform Cosmic Microwave
Background (CMB).
The evolution of the Universe obeys Einstein’s equation; assuming a Friedmann -
Robertson - Walker metric – the most general metric that describes a homogeneous and
4ΛCDM stands for Lambda – Cold Dark Matter; Λ is the cosmological constant: is an important
ingredient of the model since it allows an accelerated expansion of the Universe at present time; Cold
Dark Matter is supposed to be the most important part of the matter content of the Universe: Cold
means that it decoupled in non-relativistic regime.
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isotropic space-time – it is possible to derive, from the Einstein’s equation, the Friedman
equation, i.e. the equation describing the evolution of matter and energy content of the
Universe:
ΩM + ΩΛ + Ωk = 1 (4.10)
where ΩM is the energy density associated to matter, ΩΛ is the energy density asso-
ciated to the cosmological constant Λ (the so called Dark Energy), Ωk is the curvature
term, equal to 0 in ΛCDM model; all the energy densities are normalized to the critical
density ρC , i.e. the energy density that is compatible with a flat Universe in absence of a
cosmological constant. The measure of these parameters at present time is very important
to understand the evolution of the Unvierse.
The observations of the redshift-versus-distance relation of Supernovae indicate that
the expansion of the Universe is accelerating; since it is impossible to obtain an accelerated
expansion without a cosmological constant, this observation implies ΩΛ > 0.
Another important observable that constrains the cosmological parameters is the Cos-
mic Microwave Background, in particular the power spectrum of its inhomogeneities. The
WMAP collaboration recently released the following values for the Cosmological param-
eters after 5 years of observations of the CMB [73]:
• The curvature is compatible with 0: the 1σ interval is 0.0179 < k < 0.0081;
• the dark energy component is ΩΛ = 0.742± 0.030;
• the baryonic matter is Ωb = 0.0441± 0.0030;
• the non-baryonic matter is Ωc = 0.214± 0.0027.
These data clearly show that a large part of the matter content of the Universe (about
80%) is therefore made of some unknown form of unobserved non-baryonic matter.
Nowadays DM is also a crucial ingredient of Structure Formation models: sophisti-
cated numerical codes simulate the evolution of the collisionless DM gas under the influ-
ence of gravitational force in an expanding space based on ΛCDM scenario; for example
the famous Millennium Simulation5 followed the evolution of ∼ 1010 “particles” – each
representing approximately 109 solar masses of Dark Matter – and produced the hierar-
chy of cosmic structures (clusters, superclusters, filaments) that are currently observed in
the 3D Galaxy distribution derived by large scale surveys such as the Sloan Digital Sky
Survey (SDSS)6.
Although the evidences of its existence are numerous, no one knows what DM is
actually made of. It was argued that a diffuse gas of some kind of exotic massive, neutral,
5see http://www.mpa-garching.mpg.de/millennium/
6see http://www.sdss.org/
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Figure 4.5: Amazingly the simulated large-scale structure of the Universe, based on ΛCDM paradigm,
is able to reproduce all the cosmic structures and substructures appearing in large-scale 3D surveys that
map 3D distributions of the Galaxies in the observed Universe. This is a spectacular example of how
Dark Matter is a fundamental ingredient in Cosmological Models. Picture taken from Springel, Frenk,
White 2006 [74]
weakly interacting particle (a WIMP: Weakly Interactive Massive Particle) could be a
good DM candidate.
Noticeably, it is possible to show that a WIMP with a mass ∼ 100GeV ÷ 1TeV
that comes out of the equilibrium in a non-relativistic regime (this is the so-called Cold
Dark Matter scenario) can provide the required energy density to match the cosmological
observations: this is the so called WIMP miracle. In fact, the observed energy density at













where nD numerical density at decoupling. Since the decoupling occurs when the
expansion rate of the Universe HD overcomes the annihilation rate of the particle with
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Simple calculations permit to obtain a value of < σv >≃ 10−26 cm3/s for the velocity-
averaged annihilation cross section of a hypothetical WIMP that contributes to most of
the observed DM density. Since for weak interaction σ ∝ g4WM
−2 this cross section is
compatible with a particle with M ∼ 100÷ 1000GeV.
A natural candidate for such a particle comes from Super-Symmetric theories. Super-
symmetry is a symmetry that relates elementary particles of one spin to other particles
that differ by half a unit of spin and are known as superpartners. In a theory with super-
symmetry, for every type of boson there exists a corresponding type of fermion with the
same mass and internal quantum numbers, and vice-versa. Supersymmetry is expected
to be spontaneously broken so that all the superpartners have masses much greater than
the particles that are currently observed and for this reason nobody has observed them so
far. Moreover, if R-parity7 is conserved, the Lightest Supersymmetric Particle (LSP) is
expected to be stable and may be a WIMP candidate. In most models the LSP is mostly
B-ino (superpartner of the hypercharge gauge boson field B), possibly mixed with neutral
W-ino (superpartner of the weak isospin gauge boson field W0) and/or neutral Higgsino.
The mass of such a particle is unknown, although it is naturally expected to lie in the
range of the electroweak scale (∼ 200 GeV).
4.5.2 Interpretation of PAMELA and ATIC data
Cosmic Rays enter this fascinating field because the existence of these massive particles
permeating the Universe, and therefore also our Galaxy, could bring observable effects. In
particular, annihilation or decay of such particles could give rise to high energy Standard
Model particles and add a new detectable component to the Cosmic Ray flux.
For this reason, immediately after PAMELA measurement was released, many authors
claimed that this measure is compatible with a DM scenario.
For example M. Cirelli et al. [75] performed a model-independent analysis that took
into account PAMELA, ATIC data on electrons and positrons, and also PAMELA an-
tiproton data. This paper followed a phenomenological approach: a generic WIMP is
considered and the mass, annihilation cross section and primary annihilation channels are
treated as free parameters. The results can be seen in Fig. 4.6:
• 1) a DM particle with M = 150GeV decaying into W± (compatible with a Wino)
may reproduce the positron fraction but also produces an unobserved large amount
of antiprotons;
• 2) a TeV DM annihilating into µ± is able to reproduce both PAMELA positron
fraction and ATIC peak, being also compatible with antiproton measurements;
7R-parity is a symmetry acting on the Minimal Supersymmetric Standard Model (MSSM) fields; all
Standard Model particles have positive R-parity while supersymmetric particles have negative R-parity.
So, if R-parity is conserved, a supersymmpetric particle cannot decay into a set of SM particles: for this
reason the lightest supersymmetric particle (LSP) must be stable.












































































































































































































































































































DM with M $ 10 TeV that annihilates intoW#W"
Figure 4.6: Three examples of ts of e+ (left column), e+ + e (center), p¯/p (right) data, for the three
cases discussed in the text: M = 150 GeV (upper row), M = 1 TeV (middle row, favored by data), M =
10 TeV (lower row). Taken from Cirelli et al. 2008 [75]
• 3) a heavy (10 TeV) DM particle annihilating intoW± reproduces PAMELA positron
fraction and produces a sharp feature in the antiproton spectrum in an unexplored
energy range (E > 100 GeV). This scenario is disfavoured by H.E.S.S. data on the
e+ + e+ specrum at high energy.
The conclusion, also supported by many other works, is that a DM candidate that
produces the desired amount on positrons must be either leptophilic (i.e. annihilate
into leptons, case 2) or very heavy (> 10 TeV, case 3), otherwise an excess of low-energy
antiprotons is produced, in tension with PAMELA observations. This is a very challenging
requirement for DM models since a natural supersymmetric scenario is not compatible
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with multi-TeV DM particles (the scale of symmetry breaking should be the weak scale)
and does not suppress hadronic annihilation channels.
More noticeably, PAMELA positron data require an annihilation cross section much
larger (∼ 2 orders of magnitude) than that expected from Cosmology (see before). Since
we are observing the annihilation at present time it is possible indeed that the current
low-temperature annihilation cross section differs from the cross section at decoupling;
some low-energy enhancements such as the Sommerfeld effect were invoked to explain this
discrepancy [75] [76]; nevertheless this is another problem that makes the DM scenario
less natural.
4.6 Fermi measurement of CR electron+positron spec-
trum
The Fermi Gamma-ray Space Telescope is an observatory designed to perform gamma ray
astronomy observations from a circular Low Earth Orbit at 565 km altitude. Fermi was
launched on June, 11 2008. The mission is a joint venture of NASA, the United States
Department of Energy, and government agencies in France, Germany, Italy, Japan, and
Sweden.
The main instrument that Fermi brings on-board is the Large Area Telescope (LAT).
The LAT is a multi-purpose observatory to survey the Gamma-ray sky in a very wide
energy range, from 20 MeV to 300 GeV: such a high energy was never reached before by
space gamma-ray instruments and the window between 10 and 300 GeV was previously
completely unexplored because it was too high in energy for space missions and too low
for ground-based experiments such as H.E.S.S. I refer to Atwood et al. 2009 [77] for a
complete technical description of the instrument; here I highlight the main features.
The LAT is a pair-conversion telescope, i.e. it reveals gamma-rays by making them
interact inside it and form an electron+positron pair. It is composed of a 4X4 array of
identical towers that measure the arrival direction and energy of each photon. A LAT
tower is made of two modules: a Tracker (TKR) and a Calorimeter (CAL); the TKR
module is composed of tungsten converter foils – where a photon can interact and give rise
to an electron+positron pair – interleaved with silicon-strip detectors where the electron
and positron trajectories are mapped; The CAL, which gives a measure of the converted
photon energy, is made instead of 96 CsI crystals arranged in 8 layers: it provides 8.6
radiation lengths for normally incident particles. Noticeably, the Pisa section of INFN
gave a major contribution to the construction of the TKR. The TRK array is also covered
by a segmented Anti-Coincident detector (ACD) which is useful to veto events coming
from ordinary CR; the ACD is able to provide an excellent background rejection tagging
> 99.97 % of charged particles.
Being designed to convert photon into electron+positron pairs, the LAT is also by
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Figure 4.7: The Electron+Positron spectrum from 20 GeV to 1 TeV measured by Fermi-LAT in 2009
based on 6 months of data taking. Previous datasets are shown in grey. Notice the great accuracy of
Fermi-LAT measurement compared to previous ones, that were statistical-limited and showed discrepancies
one from the other of 1 order of magnitude or more. Fermi-LAT spectrum appears almost featureless
and significantly harder than predicted by theoretical models tuned on previous experiments. Notice that
at high enery the ATIC prominent feature is not confirmed. Adapted version of the plot published on
Phys. Rev. Lett. [4], taken from the Viewpoint published on the American Physics Society website
http: // physics.aps. org/ articles/v2/ 37
its nature a detector for electrons and positrons, and its capability of performing very
accurate systematic-limited measurement of the spectrum of the leptonic part of CRs has
been recognized since the early phases of its design.
The measure was published in 2009 [4]: the electron+positron spectrum8 from 20
GeV to 1 TeV is presented; it is based on 6 months of data taking. The Pisa group had a
leading role within the collaboration in the data analysis presented in this paper, which
is now widely considered as a real milestone in the history of this kind of measurement.
The analysis is described briefly in [4] and explained in more datail in [5] where an update
of the data is also presented, with energy range expanded downwards to 7 GeV and an
increase in statistics.
The analysis above 20 GeV is particularly accurate because the on-board filter is
designed to record ALL events that deposit at least that energy in the calorimeter, in-
cluding charged particles vetoed by the ACD. These data are the input for a dedicated
Event Selection.
8The measure refers to electrons+positrons since Fermi-LAT does not have a magnet and therefore
is not able to distinguish between negative and positive particle, although recently a very interesting
method based on the Earth magnetic field permitted to obtain the two spectra seprately: I will mention
it at the end of the Chapter.
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The separation of the leptons from the CR protons is very challenging because the CR
hadronic flux is dominant and overcomes the leptonic one by 2 orders of magnitude. The
procedure can be summarized as follows. Each event is described by a set of variables,
and a number of cuts is applied to the most relevant ones to isolate the lepton events. In
particular, a powerful discriminator is the lateral shower development: the e.m. showers
are more compact than the hadronic ones and a selection on variables that map the
distribution of the shower in the TKR and in the CAL provides a rejection power of
∼ 102. Moreover, a selection on the distribution of hits in the ACD increase the rejection
power up to ∼ 103 above 100 GeV. A further boost in the rejection power comes from a
method based on Classification Trees (CT). CTs are widely used are used to predict the
membership of objects to a particular category from their measurements on one or more
predictor variables; in this case two CTs are used, one for TKR variables and one for CAL
variables, and the results of these CTs are combined to obtain a resulting rejection power
better than ∼ 103 up to 200 GeV rising above that energy to reach ∼ 104 at 1 TeV.
The events passing the Event Selection and identified as electrons or positrons undergo
the Energy Reconstruction which is another tricky step since, for electromagnetic cascades
of more than some hundreds GeV, the CAL – due to its limited size – is not able to retain
all the energy of the electron+positron pair: so the longitudinal profile must be fitted in
order to correct for the energy leakage.
Both the Event Selection and the Energy Reconstruction rely on a sofisticated Mon-
tecarlo Simulation that provides a detailed description of the instrument. The MC was
verified to be an accurate model for the LAT response with beam test data both for
hadrons and electrons up to 282 GeV. Thanks to this analysis the Geometric Factor (GF)
as the function of the energy is provided, i.e. the proportionality coefficient between the
rate of events passing the selection criteria and the incident flux in physical unit: the GF
contains all the information about geometrical acceptance and instrument sensitivity.
With all these tools in hand the procedure to obtain the spectrum is straightforward:
the collected events that pass the selection cuts are corrected by subtracting the residual
hadronic contamination (less than 10% at the highest energy) that was estimated from
the average rate of hadrons that survive electron selection in the simulations; then the
result is corrected for finite energy redistribution with an unfolding analysis and converted
into a flux JE by scaling with the GF.
This method was applied to 6 months of data taking, from 4 August 2008 to 31 January
2009, and more than 4 · 106 electron events were selected above 20 GeV. Due to this huge
number of events, the uncertainty on the measured turned out to be dominated by the
systematic, so a precise investigation of this source of error was performed.
The major source of systematic uncertainty is the (slight) discrepancy between the
real instrument response and the MC simulation. As sketched in Fig. 4.8, if the MC were
perfect, the final spectrum would not depend on the particular choice of the cut value. In
the Figure a variable that distinguishes electrons and hadrons is considered; the choice
c1 corresponds to a very loose selection which does not exclude almost any electron
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◮ If the data/MC agreement was perfect, the
actual spectrum would not depend on the
cut values.


















































































































◮ In real life data/MC discrepancies introduce
such a dependence.
Figure 4.8: This scheme illustrates the origin of the systematic uncertainty in the e− + e+ spec-
trum measured by Fermi-LAT: the position of the cut does not influence the measure if Data and MC
perfectly agree (Panel a). If there is some discrepancy, the choice of the cut position reflects in a
different measured spectrum (Panel b). Taken From Luca Baldini’s talk at RICAP 2009 conference,
http: // ricap09.roma2.infn. it/ slides/Baldini_RICAP09.pdf
but retains a considerable contamination; instead, the choice c3 corresponds to a very
conservative selection which reduces the statistics but provides a dataset with very small
contamination. If the MC/data agreement were perfect, the two opposite cases would
yield the same spectrum: a more conservative choice of cuts results in a lower subtraction
of hadron background but, on the other hand, also a lower GF; on the opposite side, a
looser selection needs a high subtraction but also a division by higher GF: in both cases the
result would be unaltered. The real situation is different from this ideal scenario and what
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Figure 4.9: The Electron+Positron spectrum from 7 GeV to 1 TeV measured by Fermi-LAT in 2010
based on 12 months of data taking. Taken from [5]
is observed is a variation of the spectrum according to the cut choice. So what was done by
the collaboration is the following. For each step in the event selection a range of thresholds
around the reference value used by the cut is scanned and the corresponding flux versus
GF curve is derived. Then, the curve to a GF consistent with a null cut is extrapolated
and the relative difference between the corresponding flux and the reference is taken as the
systematic uncertainty associated with the cut. All such contributions, taken separately
with their sign, and the uncertainty of the residual contamination, derived from an overall
20% uncertainty in the underlying proton spectrum, are finally summed in quadrature.
The spectrum that comes out of this procedure is shown in Fig. 4.7: it appears to be
compatible with a single power-law with spectral index γ = 3.045±0.008. The prominent
feature observed by ATIC is not confirmed, but the slope appears harder than predicted
by conventional propagation models tuned on pre-Fermi data, therefore showing an excess
in the high energy region with respect to model predictions.
This measure was then updated by the Fermi-LAT Collaboration with an increased
statistics, based on one year data, and an extended energy range down to 7 GeV. The
complete description on the analysis and the new results can be found in [5]. In the
7÷20 GeV region the data are treated differently with respect to the high energy portion
because: 1) from a technical point of view, in that energy range the LAT onboard filter
does not record all the events that are triggered in the instrument but only provides, for
bandwidth reasons, a sample of all trigger types prescaled by a factor 250, and 2) from
a physical point of view, the data below 20 GeV are affected by the magnetic field of
the Earth: in particular, the lowest energy of primary electrons that can be measured is
strongly dependent on geomagnetic position and decreases with increasing geomagnetic
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latitude. Given Fermi orbit, the magnetic cutoff spans from ≃ 6 to ≃ 15 GeV.
The spectrum is confirmed by this update to be compatible with a single power-law
with a spectral index 3.08±0.05, only slightly softer than the one published in [4]. Hints of
a deviation from a pure power-law behavior between 20÷100 GeV and at a few hundreds
GeV, which were already found in the six month data, are still present in the updated
spectrum; moreover, the lowest energy part of the spectrum shows a slight steepening
with respect to the highest part. The reader can appreciate these features in Fig. 4.9.
Another important useful piece of information comes from the measure of the level
of anisotropy of the CR electron+positron flux: the turbulent magnetic field is expected
to make the CR flux isotropic, but the presence of a nearby source may reflect in an
increased rate of particles towards a particular direction of the sky, so the study of this
observable is very important.
In 2010 Fermi-LAT collaboration published a paper [78] on the measurement of anisotropy
in the CR e++e− fluxes. The events corresponding to the first year of Fermi-LAT science
operation were analysed; the minimum energy was set to 60 GeV to avoid any spurious
effect due to geomagnetic field. A total of 1.6 million electron/positron events were con-
sidered. The search was performed using two independent and complementary techniques,
both providing a null result. The upper limits on a fractional anisotropic excess ranged
from a fraction of a percent (below 100 GeV) to roughly one (at E ∼ 500 GeV) for the
range of angular scales considered.
In the next paragraphs we will see the very interesting implications of Fermi-LAT
measurements for the interpretation of leptonic fluxes: first I will discuss the interpretation
of the first dataset published in 2009; then I will discuss the second interpretative work
on the spectrum from 7 GeV to 1 TeV, including a discussion on the compatibility of our
models with the upper limits on anisotropy.
4.7 Interpretation of 2009 dataset
4.7.1 Single component models
Shortly after the Fermi-LAT measurement of CR electron+positron spectrum from 20
GeV to 1 TeV was released, we published [7] an interpretative paper showing the scientific
implications of the new dataset combined with previous measurements by PAMELA and
H.E.S.S.
First of all, we considered a conventional scenario of CR production and propagation
in which primary electrons are accelerated in SNRs and secondary e+ and e− production
occurs where IS gas is present. The simulations were performed using GalProp package,
the official CR propagation code adopted by the Fermi collaboration.
As discussed in Chapter 3, the main astrophysical inputs and free parameters for a
given model are: the spatial distribution of CR sources, interstellar gas and radiation
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Figure 4.10: We compare Fermi-LAT CR elec-
tron+positron data as well as several other experimen-
tal data sets with the electron+positron spectrum modelled
with GalProp. The black continuous line corresponds to
the conventional model used to fit pre-Fermi data. The red
dashed and blue dot-dashed lines are obtained with modi-
fied injection indexes in order to fit Fermi-LAT CRE data.
Both models account for solar modulation using the force
field approximation assuming a potential Φ = 0.55 GV.
Figure 4.11: The positron fraction for the same models
is plotted against experimental data. The black continuous
line corresponds to the conventional model used to fit pre-
Fermi data. The red dashed and blue dot-dashed lines
are obtained with modified injection indexes in order to
fit Fermi-LAT CRE data. Both models account for solar
modulation using the force field approximation assuming
a potential Φ = 0.55 GV.
field; the CR primary injection spectra and abundances; the size of the propagation
region; the normalization of the spatial diffusion coefficient D0, its distribution through
the Galaxy and its dependence on particle rigidity (δ); the effectiveness of reacceleration
and convection, if present (vA, vC).
Concerning the astrophysical inputs:
• We modeled the source term as in GalProp-based papers.
• We took the same gas distribution used both in GalProp-based papers and in our
DRAGON-based analysis [53] (adopted also in [50] as explained in Chapter 3)
• We used the ISRF described in [64].
• We used a spatially uniform diffusion coefficient.
We chose the propagation parameters corresponding to the so-called conventional
setup, i.e. δ = 0.33 (corresponding, in the quasi-linear approximation, to a Kolmogorov-
like turbulence), zH = 4 kpc as the diffusion halo height, D0 = 5.8 · 10
28 cm2s−1 as the
normalization of the diffusion coefficient, vA = 30 km/s, no convection. These parameters
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were shown in several GalProp-based studies to give a satisfactory fit of several CR ob-
servables such as Boron-to-Carbon ratio (See Chapter 3) and – if a break is adopted in
the injection – they are able to fit most primary species spectra.
The only parameter we chose to tune is the electron injection spectrum: we found
that a value of 2.42, harder than the previously adopted 2.54 tuned on pre-Fermi data,
allows to reproduce the observed slope of Fermi-LAT spectrum.
We also considered an alternative diffusion setup, with δ = 0.6 and no reacceleration
and convection, compatible with B/C and other observables (see Chapter 3): in this case,
an injection index of 2.33 is required to reproduce the slope of Fermi-LAT spectrum. In
both cases a slope of 1.60 under 4 GeV is assumed, as done in pre-Fermi models: we
will discuss the necessity of such break in the following paragraph. The two models we
proposed are shown in Fig. 4.10 together with a pre-Fermi theoretical prediction (black
line).
Fig. 4.10 clearly shows that the two models we proposed nicely fit Fermi-LAT dataset
from 20 to 1000 GeV but:
• at low energy they are in tension with AMS-01 and HEAT data below 20 GeV. This
discrepancy could be partially explained with a systematic uncertainty of Fermi en-
ergy calibration: this may result in a +10% ÷ −20% rigid shift of the spectrum.
Moreover, the uncertainty in solar modulation and in the low-energy injection spec-
trum could partly account for this difference. Now, after the release of Fermi-LAT
data down to 7 GeV and the recent PAMELA dataset at lower energy, the problems
with single-component models are even more serious and are hardly explained by
these arguments.
• at high energy the H.E.S.S. dataset is not reproduced; this however could be ex-
plained by the granularity of sources that is not taken into account in our models:
in the TeV region the length scale on which energy losses are effective becomes
comparable with the mean distance between sources, and strong deviations from
a smooth large-scale model are expected; the sharp fall of H.E.S.S. dataset may
simply be the result of the absence of a very nearby accelerator of TeV electrons.
The effect of source stochasticity, important at high energy, was also evaluated follow-
ing an analytical approach: the contributions from individual sources were summed to a
diffuse background computed with GalProp.
For example, we pointed out that it may be important to consider the fact that –
although we live in a inter-arm region as pictured in Fig. 1.1, and thus quite far from the
bulk of SN events – the Solar Neighbourhood is located within a ring-shaped region of
high star-forming activity: the so-called Gould’s Belt (Fig. 4.12). The Belt is about 900
pc wide and contains several giant complexes of hot, recently formed O-B type stars; it is
considerd as a sort of “local arm” or “local spur” in the inter-arm region where our Solar
System lies (see Pohl et al. 2003 et al. [79]).
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Figure 4.12: The star-forming complexes belonging to the Gould’s belt superimposed to an infrared map
of our Galaxy by IRAF. Figure taken from http:// www.jach. hawaii.edu/ JCMT/surveys/gb/ .
The main parameters involved in the simple model we presented for the source stochas-
ticity are: 1) the time period during which electrons are released by each SNR (here
20 kyr), and 2) the rate of supernovae as a function of location in the Galaxy, for which
we used a time-dependent model of supernovae in the Gould’s Belt superposed on a uni-
form supernova distribution in the Galactic Plane with half-thickness 80 pc.
The Gould’s Belt was found to enhance the local SN rate, resulting in marginally
harder electron spectra. Fig. 4.13 shows, for merely illustrative purposes, the result of
this analytical calculation.
However, even taking into account stochasticity and discrete sources, the most im-
portant problem with all these single-component models is that the rise in PAMELA
positron-to-electron ratio is not reproduced at all, as seen in Fig. 4.11.
This is a problem of all diffuse models based on standard assumptions; we have already
showed in the above that in conventional models it is hard to obtain a rising positron-to-
electron ratio.
A detailed study by Delahaye et al. [80] confirmed – using semi-analytical models
– that such a rise could not be explained, unless a very soft electron spectrum (index
≃ −3.5) was assumed: this possibility had been considered in pre-Fermi era but, after
the very accurate measurement of the electron spectrum provided by Fermi collaboration,
this possibility was ruled our and therefore a new kind of interpretation was required.
4.7.2 Pulsar models
Since in our opinion the simplest way to interpret the PAMELA excess is the presence
of a previously unaccounted astrophysical source, we investigated if nearby pulsars could
account for both the positron measurements and the new Fermi-LAT electron+positron
spectrum.
We modeled a pulsar as a point, bursting source of electrons and positrons. We consid-
ered bursting sources because we assumed that most e++e− pairs are released immediately
after the Pulsar Wind Nebula merges with the surrounding interstellar medium, in a short
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Figure 4.13: Results of an analytical calculation for stochastic sources, including Gould’s Belt (see Pohl
et al. 2003 [79]). All spectra are normalized to the fiducial flux at 100 GeV. The solid line gives the
average spectrum that one would obtain, if the sources were continuously distributed. The shaded are
indicates the 1-σ fluctuation range of the electron flux at each energy. The dashed line indicates one
randomly chosen, actual electron spectrum. Fermi-LAT and H.E.S.S. data points are represented in red
and black respectively.
time compared to the total pulsar lifetime; when the pulsar gets older, it gradually slows
down and its energy output – and therefore its emission of electrons and positrons –
becomes negligible.
So our extra source term is written this way:
Q(E, t, ~r) = Q(E) δ(t− t0) δ(~r) (4.13)
where t0 is the injection time (the instant in which the particles are released from the
source into the ISM), and ~r is the distance to the source.
Since we wanted to consider the contribution of all nearby pulsars from current cata-
logues, our method consisted in
• Computing analitically the contribution from each object and
• Summing the total pulsar contribution to the standard diffuse component calculated
with GalProp.






(b(E)Ne) = Q(E, t, ~r) (4.14)
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where Ne(E, t, ~r) is the number density of e
± per unit energy, D(E) is the diffusion
coefficient (assumed to be spatially uniform), b(E) the rate of energy loss and Q(E, t, ~r)
the source term. We neglected convection and re-acceleration, their role being negligible
above ∼ 10 GeV especially on short ∼ 100 pc distances. The diffusion coefficient was
assumed to have the usual power law dependence on energy D(E) = D0 (E/E0)
δ. Both
normalization and δ were chosen to be the same as adopted in GalProp to model the
diffuse component, in order to have perfect compatibility between the continuous and the
discrete component.
The general solution of Eq. (4.14) for a point bursting source can be found in Ginzburg
& Putskin 1976 [81], Atoyan et al. 1995 [68]. We considered the particular case of a source
term whose energy dependence is taken as a power-law with an exponential cutoff:





e(−E/Ecut) δ(t− t0) δ(~r) (4.15)
and found the corresponding analytical soultion: the details of the calculations are
summarized in Appendix C.
In order to perform the calculations, we needed to know for each pulsar its age, dis-
tance, and the energy release; the first two parameters could be found in catalogues;
we determined the latter by integrating the formula describing evolution of spin-down
luminosity over time giving (see e.g. Profumo 2008 [71])




where E˙PSD is the present time spin-down luminosity determined from the observed
pulsar timing, T = P/2P˙ (where P is the pulsar period) the pulsar age, and ηe± is the
e± pair conversion efficiency of the radiated electro-magnetic energy.
For the characteristic luminosity decay time we assumed τ0 = 10
4 years as convention-
ally adopted for mature pulsars.
Several almost free parameters are included in the formulas described in the above,
i.e.: 1) The pair conversion efficiency ηe±; 2) The spectral index of the source term Γ;
3) The cutoff energy in the source term Ecut; 4) The time after which the e
± pairs are
released in the ISM (i.e., the plerion lifetime ∆t).
Since these parameters are loosely constrained by observations, we randomly varied
them in a reasonable range for each pulsar. We performed this operation many times,
doing a sort of Montecarlo simulation: the results can be seen in Fig. 4.14 for the electron
part and in Fig. 4.15 for the positron part (see our article [7] for more details). In the
plots, each grey line corresponds to a different combination of the free parameters, and
the blue line represents a particular one which nicely fits the data. The figures show the
contribution from all pulsar within 3 kpc in ATNF catalogue [28], summed to a diffuse
model computed with GalProp, corresponding to the conventional pre-Fermi model (as
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Figure 4.14: We compare the electron plus positron
spectrum from multiple pulsars plus the Galactic diffuse
component with experimental data. We consider the con-
tribution of all nearby pulsars in the ATNF catalogue with
d < 3 kpc with age 5 × 104 < T < 107 yr by randomly
varying Ecut, ηe± , ∆t and Γ in the range of parameters
given in the text. Each gray line represents the sum of
all pulsars for a particular combination of those param-
eters. The blue dot-dashed (pulsars only) and blue solid
lines (pulsars + GCRE component) correspond to a rep-
resentative choice among that set of possible realizations.
The purple dot-dashed line represents the contribution of
Monogem pulsar in that particular case. Note that for
graphical reasons here Fermi-LAT statistical and system-
atic errors are added in quadrature. Solar modulation is
accounted as done in previous figures.
Figure 4.15: We compare the positron-to-electron ra-
tio predicted by our model that accounts for multiple pul-
sars plus the Galactic diffuse component with experimen-
tal data. Each gray line represents the contribution of
all pulsars for a particular combination of the parame-
ters, just as in the plot at the left. Solar modulation is
accounted as done in previous figures.
shown in Fig. 4.10, black line) sligtly rescaled by a 10% factor. From the figures it is
quite evident that the pulsar scenario is compatible with both Fermi-LAT and
PAMELA datasets, while some discrepancy remains with low-energy data, but may be
explained with the same arguments discussed previously.
The ranges in which we allowed the parameters to vary are: 800 < Ecut < 1400 GeV,
10 < ηe± < 30 %, 5 < (∆t/10
4 yr) < 10 and 1.5 < Γ < 1.9.
The values we chose were compatible with the few existing constraints at the time.
The range we adopted for Γ is compatible with the synchrotron emission spectra
observed by pulsar radio observations as well as with gamma-ray spectra measured by
EGRET in the 0.1 − 10 GeV range (Thomson et al. [82]) which loosely constrains it in
the range 1.4 < Γ < 2.2. In particular, in the case of Crab PWN, it was shown that
gamma-ray measurements can be interpreted in terms of IC emission from a population
of electrons having a power-law spectrum with Γ ≃ 1.5 up to ∼ 200 GeV, becoming
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Table 4.1: Relevant paramters for pulsars within 1 kpc
N. Name Distance (kpc) Age (y) E˙ (erg/s)
1 J0633+1746 (Geminga) 0.16 3.42 · 105 3.2 · 1034
2 J1856-3754 0.16 3.76 · 106 3.3 · 1030
3 B0656+14 (Monogem) 0.29 1.11 · 105 3.8 · 1034
4 J0720-3125 0.36 1.90 · 106 4.7 · 1030
5 B0823+26 0.36 4.92 · 106 4.5 · 1032
6 B1133+16 0.36 5.04 · 106 8.8 · 1031
7 B1929+10 0.36 3.10 · 106 3.9 · 1033
8 B2327-20 0.49 5.62 · 106 4.1 · 1031
9 J1908+0734 0.58 4.08 · 106 3.4 · 1033
10 B0906-17 0.63 9.50 · 106 4.1 · 1032
11 B2045-16 0.64 2.84 · 106 5.7 · 1031
12 J1918+1541 0.68 2.31 · 106 2.0 · 1033
13 J0006+1834 0.70 5.24 · 106 2.5 · 1032
14 B0834+06 0.72 2.97 · 106 1.3 · 1032
15 B0450+55 0.79 2.28 · 106 2.4 · 1033
16 B0917+63 0.79 6.89 · 106 3.7 · 1031
17 B2151-56 0.86 5.15 · 106 6.4 · 1031
18 B0203-40 0.88 8.33 · 106 1.9 · 1032
19 B1845-19 0.95 2.93 · 106 1.1 · 1031
20 J0636-4549 0.98 9.91 · 106 1.6 · 1031
21 B0943+10 0.98 4.98 · 106 1.0 · 1032
steeper at higher energies, which is very close to that value used here. Since the PWN
magnetic field, hence synchrotron energy losses, decrease with the pulsar age, that break
is expected to be at much larger energies for mature pulsars (see e.g. Aharonian et al.
1997 [83]).
Now Fermi collaboration published new and interesting results, and in the First Pulsar
Catalog [84] the discovery of 46 high-confidence pulsed detections based on 6 months of
data taking is reported (previously, EGRET had detected 7 pulsars in gamma-rays); in
particular, 16 previously unknown pulsars were discovered by searching for pulsed signals
at the positions of bright gamma-ray sources or at the positions of objects suspected to be
neutron stars based on observations at other wavelengths. It is interesting that the mean
spectral index of these sources is 1.46, although the conncetion between the γ-ray spectral
index and the electron spectral index is not obvious. Harding and Ramaty [70] stated
that these indexes have to be comparable due to the shower nature of the emission, but
the further interaction of the electron and positrons with the pulsar wind may radically
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Figure 4.16: In this figure we represent the electron-
plus-positron spectrum computed in a case in which only
the dominant contribution from Monogem and Geminga
pulsars, analytically computed, is shown as coloured dot-
dashed lines. The grey band represents systematic errors
on the CRE Fermi-LAT data.
Figure 4.17: In this figure we represent the positron
ratio computed in a case in which only the dominant con-
tribution from Monogem and Geminga pulsars is taken
into account.
change the scenario, so this value can’t be considered as a solid observational confirmation
of the CR electron spectrum we used in the paper that can’t be observed directly in any
way.
As far as the cutoff energy is concerned, I point out that for young pulsars the PWN
gamma-ray spectra observed by ACTs have been interpreted in terms of IC emission of
electrons with Ecut ≈ 10
3 TeV [85] That quantity, however, is expected to be considerably
smaller for older pulsars as it decreases with the pulsar spin-down luminosity (see e.g.
Bueshing et al. 2008 [86].
It is important to point out that in our model the dominant contribution at high-
energy comes from Monogem (d = 290 pc; T = 1.1 · 105 y. The averaged contribution
is shown as the purple dot-dashed line in the plots) and Geminga (d = 190 pc; T =
3.7 · 105 y); conversely, two of the brightest pulsars in γ-ray sky, such as Crab and Vela,
do not contribute at all in our model: this is not surprising because they are too young
and the electrons and positrons are still likely to be still confined within the Pulsar Wind
Nebula; Monogem and Geminga, instead, as the reader may notice looking at Table 4.1,
are the most energetic ones (in terms of spin-down power) among nearby, middle aged
pulsars and the presence of the the delay between pulsar birth and release of e+ + e−
makes their emission more recent and thus even more important. Differently from our
approach, several other similar works do not consider this delay: so they show a “bumpy”
total spectrum due to several contributions from very young pulsars and, in particular, a
prominent emission from Vela at high energy that is hard to reconcile with the high-energy
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Figure 4.18: Predictions for the CRE spectrum from two specific dark matter models (number 1 and 2
in the text), compared to current measurements. The same large-scale Galactic CRE components (dotted
line) as in Fig. 4.16 is used here. Note that the theoretical model curves showed in this plot do not
account for the smearing due the finite experimental energy resolution.
part of Fermi spectrum and with H.E.S.S. data (see e.g. [87]).
In Fig. 4.16 we showed that the contribution from Monogem and Geminga alone can
account for both Fermi-LAT and PAMELA measurements. I want to emphasize how
important is the presence of the exponential cutoff in the source injection spectrum to
get a good fit of the data: in fact, if this cutoff is not present, the propagated spectrum
presents a very sharp feature determined by energy losses at the maximum energy de-
termined by Eq. C.7 in Appendix C; with our choice for the source term, instead, the
propagated spectrum is much smoother and shows a much better accord with observed
data, differently from other previous works (see e.g. [71]).
4.7.3 Dark matter models
I stress that a Dark Matter interpretation of PAMELA data is far from being excluded,
even after that Fermi-LAT did not observe ATIC excess.
Here I will briefly present our efforts to reproduce Fermi-LAT dataset in a DM anni-
hilation scenario (Fig. 4.18 for plots).
The main ingredients that must be set in such interpretation are: 1) the DM density
profile; 2) The DM particle mass; 3) The annihilation channel(s); 4) The annihilation
cross section.
We assumed for the dark matter density profile ρDM an analytic and spherically-
symmetric interpolation to the results of the high-resolution Via Lactea II N-body simu-
lation (Diemand et al. 2008 [88])9, namely:
9Via Lactea simulation follows the growth of a Milky Way-size system in a ΛCDM Universe from










where ρ⊙ = 0.37 GeV · cm
−3 is the local density, R⊙ = 8.5 kpc is the distance between
the Sun and the Galactic center and Rs = 28.1 kpc is a scale parameter.
For simplicity, we neglected the effect of clumpiness, as well as the possibility of
a nearby, dense dark matter sub-halo. We warn the reader, though, that, while very
unlikely, the latter possibility may be relevant not only for the normalization of the e±
produced by dark matter annihilation, but also for the spectral shape .
For illustrative purposes, we focused on three simple benchmark classes of models
where the flux of antiprotons are generically suppressed to a level compatible with the
PAMELA antiproton data. Specifically we considered the following ones, similar to those
discussed in Par. 4.5.2:
• 1) Pure e± models: this class of models is defined as one where dark matter
annihilation yields a pair of monochromatic e±, with injection energies equal to
the mass of the annihilating dark matter particle. Notice that dark matter models
where the annihilation proceeds into pairs of light intermediate scalar, pseudo-scalar
or vector particles φ, subsequently decaying into light fermion (and possibly only
e±) pairs (see e.g. [89]), produce a different spectrum from the monochromatic e±
injection we consider here. Specifically, the resulting e± injection spectra have a
further dependence on the mass of the intermediate particle φ. For simplicity, and
in order to maintain our discussion at a phenomenological and model-independent
level, we do not consider this possibility here.
• 2) “Lepto-philic” models: here a democratic dark matter pair-annihilation branch-
ing ratio into each charged lepton species is assumed: 1/3 into e±, 1/3 into µ± and
1/3 into τ±. In this class of models too antiprotons are not produced in dark
matter pair annihilation. Examples of models where the leptonic channels largely
dominate include frameworks where either a discrete symmetry or the new physics
mass spectrum suppresses other annihilation channels.
• 3) Super-heavy dark matter models: as pointed out in Cirelli et al. [75], an-
tiprotons can be suppressed below the PAMELA measured flux if the dark matter
particle is heavy (i.e. in the multi-TeV mass range), and pair annihilates e.g. in
weak interaction gauge bosons. Models with super-heavy dark matter can have the
right thermal relic abundance, e.g. in the context of the minimal supersymmetric
extension of the Standard Model. We remind here that these models are in strong
tension with recent H.E.S.S. data on the electron spectrum in the TeV region.
redshift 104.3 to the present. The galaxy-forming region is sampled with ∼ 109 particles of mass ∼ 4
times the Solar mass. The simulation reveals the fractal nature of Dark Matter clustering: isolated halos
and subhalos contain the same relative amount of substructure and both have cuspy inner density profiles.
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Figure 4.19: Panel a) The electron+positron spectrum calculated in [90] for different realizations of the
SNR distribution is shown in comparison with Fermi-LAT and H.E.S.S. data. Panel b) The corresponding
B/C is plotted against current experimental data.
In our paper [7] a more detailed discussion on these classes of models and a systematic
exploration of the parameter space (M, σ) for each case can be found.
Here we only report in Fig. 4.18 two reference choices for the mass and pair annihila-
tion rate for a model annihilating into e+e− and for a “lepto-philic” model. For the first
case, a mass of 500 GeV and a velocity-average cross section 9 × 10−25 (cm3/s) is used;
for the second case, a mass of 900 GeV and a velocity-average cross section 4.3 × 10−24
(cm3/s) is used.
It is clear that, even though Fermi-LAT does not show ATIC bump, it is still possible
to fit those data in a DM scenario; the requirements on the cross section remain quite
high, so the problems we outlined above on the problems connected with this kind of
interpretation remain unchanged (unnatural annihilation channels, large boost factors).
4.7.4 Comparison with other interpretations
So far we focused on the natural interpretation of the positron excess in PAMELA data
as the signature of an extra source of either astrophysical of exotic nature.
Now I want to remind that other explanations for the rise in the positron fraction
exist, in which no extra component at all is assumed, but some kind of modification of
the standard production/propagation scenario is invoked.
P. Blasi [91] proposed a model in which the excess in the positron fraction arises
because of the positrons created as secondary products of hadronic interactions inside the
sources.
The Author focuses his attention on the CR acceleration process at SNR shocks and
states that it is unavoidable that secondary electrons and positrons are produced near

















Figure 4.20: A sketch of the model presented in [92]. See the text for a description.
the shock through hadronic interaction of the freshly accelerated Cosmic Rays and the
gas present in the region. In the paper the equilibrium spectrum of e+ + e− produced in
the acceleration region is computed solving a diffusion equation that takes into account
the presence of the shock, the advection with the fluid and the diffusion upstream the
shock. The free parameters involved in this calculations are: the fluid velocity upstream
the shock u1; the diffusion coefficient upstream the shock (that depends on the intensity of
the regular magnetic field and on the turbulence level); the gas density in the acceleration
region; the flux of primary protons and electrons at the source. The key result of this
computation is that the secondary electrons and positrons produced near the shock (within
a distance ∼ D/u1) present a harder spectrum with respect to primary species.
Once the secondary leptonic spectrum at the source is computed, the particles are
propagated in the Galaxy in a leaky-box scheme. The final result is that these extra
secondary positrons produced near the SNR shocks may explain the PAMELA rise of the
positron fraction for some reasonable choices of the parameters involved.
Another recent paper [90] applied this idea to a realistic distribution of SNRs in the
Galaxy. In this paper the normalization of the injection spectrum is fixed by the γ ray
flux at high energy observed by H.E.S.S. assuming an hadronic origin for this emission.
A large number of random distributions of sources drawn from a common probability
density function are considered. The results of this MonteCarlo simulation can be found
in Fig. 4.19(a): noticeably Fermi-LAT and H.E.S.S. datasets are reproduced; moreover,
the rising behaviour of the positron fraction is also obtained for several choices of the
parameters (see [90]).
Of course the same method can be applied to other secondary products of p-p inter-
actions. In particular a non negligible antiproton flux is expected to be produced by the
same mechanism. In [93] this extra flux is computed and is found to be compatible with
present data, since it is predicted to become dominant at energies E > 100 GeV where
no measurement is available yet.
Also an excess of Boron production is expected from the same mechanism that brings
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an excess in the positron production. This possibility is discussed in [94] and confirmed
in [90]. In Fig. 4.19(b) the predicted B/C for several values of the free parameter is
shown; the predicted upturn at high energy is not compatible with CREAM observation
although a hint of a deviation from the standard prediction is found in ATIC data.
Forthcoming measurements from AMS will help to test the predictions of this scenario
concerning the antiproton and the B/C spectra.
Another interesting idea to explain both Fermi-LAT data and the rising positron ratio
comes from Shaviv et al. 2009 [92].
The idea is represented in Fig. 4.20. In this papers SNRs are considered as the
only primary accelerators of CRs, but their concentration along spiral arms is considered.
Since we live in a inter-arm region, the nearest regions where the bulk of CR sources are
located are about a kpc away, so for energies E > 10 GeV the primary electrons cool via
Synchrotron and Inverse Compton before reaching Earth. Primary protons, instead, are
of course unaffected by energy losses and are able to reach the Solar System. Secondary
positrons and electrons, that are produced via CR proton – gas collisions in the nearby
ISM, can also reach the Solar System up to high energies increasing the positron/electron
ratio.
The model is shown in [92] to reproduce Fermi-LAT and PAMELA data. However,
some free parameters were tuned, in particular the SN ratio between the arm to interarm
region (set to 10 in that work).
In conclusion, the interesting debate on the anomalous behaviour of PAMELA data,
together with the necessity to fit the very accurate Fermi-LAT dataset gave rise to four
different scenarios. Here I summarize the main points related to each of them.
• Pulsar interpretation. It is quite natural: since PAMELA data suggest the pres-
ence of a primary source of positrons, and since pulsars are known to be e++e− pair
emitters, it is straightforward to expect a contribution from nearby pulsars to the
positron fraction and to the electron spectrum. The efficiency of pair production in
the magnetosphere is unknown, and the model strongly depends on this free parame-
ter. If the model is correct, an anisotropy in the CR electron flux should be detected
towards the most energetic nearby pulsars; nevertheless, the presence of unobserved
pulsars in other portions of the sky may decrease or cancel this anisotropy so a null
result from the anisotropy search does not necessarily disprove this scenario.
• Dark Matter interpretation. Since many different astrophysical and cosmolog-
ical arguments point towards the existence of an unknown form of non-baryonic,
non-shining matter diffusely present in our Galaxy, the hypothesis that the positron
excess is a signature of the annihilation or decay of this unobserved matter is very
fascinating. It is possible to reproduce the data in a scenario in which a DM particle
of mass ∼ 500 ÷ 900 GeV annihilates into leptons; nevertheless, the high required
cross-section and the requirement of a purely leptophilic annihilation channel makes
this hypothesis less natural in our opinion.
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• Secondary production in the accelerator. This intriguing possibility does not
require any extra source. The idea is that the extra positrons are produced within
the acceleration sites of CRs, namely the SNR shocks. This scenario has testable
consequences: in particular, it predicts an upturn in secondary-to-primary ratios
such as p¯/p and B/C; for the B/C this feature has not been observed so far and
CREAM data clearly disfavour such a scenario. Future data from AMS will help to
test these predictions.
• Role of source inhomogeneity. A model in which CR sources (but not the molec-
ular and atomic gas) are concentrated in spiral arms could in principle reproduce
the PAMELA data, according to a recent claim by some authors. This prediction
strongly depends on some ad hoc assumptions concerning the arm/interarm ratio of
CR sources, the gas distribution, the diffusion coefficient. In particular, it is crucial
to assume that most SN events occur in the arms, although a very recent work [95]
finds a completely different result. Nevertheless, this is an interesting possibility
that needs to be tested more precisely in the future with a realistic model for the
gas distribution too. For this reason it is important to push on 3D propagation
models in which all effects related to Galactic structures can be taken into account.
4.8 Interpretation of 2010 dataset and anisotropy up-
per limits
4.8.1 Introduction
In 2010 several important measurements were published, as described in Section 4.4:
• Fermi-LAT spectrum was extended down to 7 GeV as shown in Fig. 4.9: at low
energy a steepening is observed, and – although the dataset is still compatible with
a power law within systematic uncertainties – hints of a deviation from the single-
component scenario appear more evident.
• Some upper limits on the anisotropy of CRE flux were released by Fermi Collabo-
ration.
• New PAMELA and CREAM data on antiprotons and B/C were published, and
their implications on CR propagation parameters were extensively studied by our
group with DRAGON package, as described in Chapter 3.
These new pieces of information forces us to reconsider and update our interpretative
scenario; the new results were published in [96].
Following the previous article, we started our work analysing single-component models.
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Model δ D0 (cm
2s−1) zh (kpc) γp vA (km s
−1) η
KOL 0.33 5.6× 1028 4 1.6/2.4 vA = 30 1
KRA 0.5 3.0× 1028 4 2.25 vA = 15 -0.4
PD 0.60 2.4× 1028 4 2.15 vA = 0 -0.4
Table 4.2: Propagation and CR injection parameters for the three reference models. D0 is the diffusion
coefficient normalization at 3 GV; δ the index of the power-law dependence of D on energy; zh the half-
height of the Galactic CR confinement halo; γp the CR nuclei injection index; vA is the Alfve´n velocity;
η is the exponent of the power-law dependence of D on the particle velocity β.
4.8.2 Single component models
First of all we considered three different propagation setups. The parameters of these
models are summarized in Table 4.2; these models are chosen in the following way:
• the PD model is a Plain Diffusion model with no reacceleration and convection, i.e.
vA = vC = 0 km/s; it is quite similar to the MAX model discussed in Par. 3.5.
• the KOL is a model based on δ = 0.33 which is known to correspond – in the quasi-
linear approximation – to a Kolmogorov model of turbulence; it is quite similar to
the MIN model discussed in Par. 3.5.
• the KRA is a model based on δ = 0.5 which – under the same approximation –
refers to a Kraichnan model of turbulence. It is our preferred model according to
the maximum likelihood analysis presented in the previous Chapter.
We point out again that the correspondence between δ and turbulence model may
not be valid in the actual interstellar environments where the turbulence level is high,
and also the KRA model may be compatible with a Kolmogorov-like turbulent cascade.
The other parameters of the model are tuned to reproduce the B/C ratio in the energy
range 0.1 < E < 103GeV; see Fig. 4.21(a) for a visual comparison of these models and
Chapter 3 for a detailed discussion on the CR propagation parameters: we remind here
that the KRA model is almost coincident to the model we pointed out as the preferred
one in our maximum likelihood analysis, since it provides the best fit of B/C ratio and
recent PAMELA antiproton data; the KOL model, instead, which has been widely used
in the Literature, seems disfavoured by this dataset, and we will see below that also
electron+positron data do not favour high reacceleration models such as KOL.
With these propagation parameters at hand, we start our analysis – as we did for the
2009 dataset – with single component models. We evaluate these models with DRAGON
package, and confirm our findings with GalProp: as we pointed out in Chapter 2, if the
physical inputs are the same the two codes produce the same results so in the following
– since we don’t need to explore the radial dependence of the diffusion coefficient – the
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(a) B/C (b) antiprotons
Figure 4.21: Panel a) B/C ratios, as computed with our three reference models given in Tab. 4.2, are
compared with experimental data. Red lines: δ = 0.33 model (KOL); blue lines: δ = 0.5 model (KRA);
green lines: plain diffusion (PD). Solid lines are modulated with Φ = 450 MV, which is appropriate
for HEAO-3 and CREAM data, while triple-dotted lines have been computed for Φ = 300 MV which is
appropriate for ACE data. Panel b) The theoretical antiproton spectra computed for our three reference
models are compared with experimental data. The color notation is the same as in the previous figures.
All solid lines are modulated according to the force field scheme assuming the charge symmetric potential
Φ = 550 MV as required to reproduce the measured proton spectrum at low energies. Dashed lines are the
corresponding LIS spectra.
We proceed in the following way. For each propagation setup, we start tuning the
free parameters involved in the calculation of the CRE spectrum against Fermi-LAT
data in the energy range 20− 100 GeV, where both statistics and systematics errors are
smallest; this choice is also strongly motivated by theoretical arguments: above 20 GeV
the uncertainties on the CRE spectrum due to solar modulation are negligible; moreover,
below 100 GeV the CRE spectrum is less affected by the uncertainties due to the stochastic
spatial and temporal distribution of CRE local sources which become relevant in the TeV
energy range.
We find that above 20 GeV the injection spectral indexes γ = 2.45, 2.37, 2.32, respec-
tively for the KOL, KRA and PD models, are adequate to reproduce Fermi-LAT data
(see Fig. 4.22(a) and 4.22(b)).
Problems appear, however, when considering lower energy data.
A discrepancy between low energy pre-Fermi data and the prediction of single compo-
nent models was already noticed in 2009 dataset and tentatively ascribed e.g. to system-
atics experimental errors or to effects of solar modulation; that interpretation, however,
does not hold against the new Fermi-LAT data between 7 and 20 GeV which agree with
AMS-01 and HEAT data and are clearly incompatible with the results of the above models
(see Fig. 4.22(a) and 4.22(b)).
It is worth noticing at this point that reacceleration models need spectral breaks to
correct for an anomalous behavior which would otherwise arise in the propagated LIS
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(a) (b)
Figure 4.22: The e− + e+ spectra computed for single component models with unique injection slopes
γ = 2.45, 2.37, 2.32 (panel a) and broken power-law γ = 1.6/2.4; 2.0/2.37; 2.32/2.32 below/above 2
GeV for the KOL (red), KRA (blue) and PD (green) diffusion setups respectively (panel b). Fermi-LAT
data are represents by the red points. See Fig. 5a,c,e for the other experiment’s symbols. Modulated lines
(solid curves) have been computed in the force field framework with Φ = 550MV; dashed lines are the
corresponding local interstellar (LIS) spectra.
spectrum and is shown in Fig. 4.22(a) (dashed lines). The reason of such a behavior can
be traced back to the combined effect of reacceleration and energy losses: reacceleration
shifts electrons from the low-energy to the high-energy region of the spectrum, while
energy losses take electrons from high to low energy; the two effects have comparable
strength in the GeV region and give rise to pronounced bumps in the unmodulated spectra
if a single power-law is assumed. This feature is more evident in models with strong
reacceleration (as in the KOL model), and must be treated by introducing a sharp, and
hardly justifiable, break in the injection, as shown in Fig. 4.22(b). On the other hand,
the KRA model, in which only moderate reacceleration is present, requires a smoother
break. No break at all is required for the PD model.
A reasonable fit of the CRE spectrum measured by Fermi-LAT at low energy is possible
if we choose to normalize the models to data at 10 GeV (rather than 100 GeV) and
adopting injection spectra slightly steeper than those reported in the above (2.50 rather
than 2.45 in the KRA model, 2.43 rather than 2.37 for the KOL model). The results
are shown in Fig. 4.23(a), 4.23(c) and 4.23(e)): it is clear that the models obtained in
this way are not able to reproduce the spectral features seen by Fermi-LAT and poorly
reproduce the data in the region around 100÷200 GeV where the accuracy of the measure
is at its maximum. Concerning positrons (see Fig. 4.23(b), 4.23(d) and 4.23(f)), it is clear
that: 1) Below 10 GeV the e+/(e− + e+) measured by PAMELA can be reproduced by
the KRA and PD models while the fit is unsatisfactory for the KOL model: again, low
reacceleration models seem to provide a better description of low energy experimental
data; 2) None of the single component realizations can reproduce PAMELA rise above 10




Figure 4.23: The electron (e− + e+) spectrum is shown for the KOL (panel a), KRA (panel c) and
PD (panel e) diffusion setups as specified in Tab. 4.2. The electron source spectral indexes are 1.60/2.50
below/above 4 GeV for the KOL model (panel a) and 2.00/2.43 and 2.0/2.400 below/above 2 GeV for
the KRA (panel c) and PD models (panel e) respectively. Purple and orange lines represent secondary
electron and positron spectra respectively. The corresponding positron fraction (e+/(e− + e+)) curve
computed under the same conditions are shown in the panels (b), (d) and (f) respectively. Solid lines are
modulated with a potential Φ = 550 MV. Dashed lines are the corresponding LIS spectra.
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GeV.
We summarize what discussed above pointing out again the main problems of single
component models.
• they are unable to reproduce all the features revealed by Fermi-LAT in the CRE
spectrum, in particular the flattening observed at around 20 GeV and the softening
at ∼ 500 GeV. If, as they should, such models are normalized against data in an
energy range where systematical and theoretical uncertainties are the smallest, they
clearly fail to match CRE Fermi-LAT and PAMELA data below 20 GeV. If they
are normalized at 10 GeV to repdroduce the low energy part, they fail to reproduce
the region where uncertainties are the smallest.
• As explained many times, they cannot reproduce the rising positron-to-electron ratio
measured by PAMELA at high energy. Therefore, if PAMELA observations are
correct, an additional positron component, besides that produced by CR spallation,
has to be invoked.
4.8.3 Double component models
These considerations led us to consider again a double component models with an ex-
tra component added to a diffuse background. This time we start with a very general
model: we consider a new component whose injection spectrum is modelled as power-law
+ exponential cutoff, and whose spatial distribution is taken equal to the CR source dis-
tribution adopted for the diffuse model; the nature of this source (pulsars? Dark Matter?
something else?) will be addressed later.
In order to tune the normalization of the two spectral components we proceed this
way.
• We tune the standard component to reproduce both the e−+e+ spectrum measured
by Fermi-LAT and the e+/(e− + e+) measured by PAMELA below 20 GeV, where
the effect of the extra component is supposed to be negligible. Remarkably, this is
possible only if we use propagation setups with low reacceleration, namely either
the KRA or the PD, because the low-energy part of PAMELA positron ratio can’t
be reproduced in KOL setup. Since the KRA also provides the best combined fit of
B/C and antiproton data, we will stick to this model from now on. The required
source spectral slopes for the electron standard component is γe− = 2.00/2.65 be-
low/above 4 GeV for this propagation model. Such index is quite steep if compared
to theoretical predictions regarding Fermi acceleration mechanism, but we remind
the reader that we modeled the standard component in the approximation of a cylin-
drically symmetric source distribution, which may be less realistic for high energy
electrons where the local distribution is relevant. Accounting for the spiral arm
distribution of SNRs may result in a different requirement for the injection index.
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Figure 4.24: The measured e− + e+ total spectrum
is compared with the predictions of our two-component
model. The dotted line represents the propagated stan-
dard component with injection slope γe− = 2.00/2.65
above/below 4 GeV and Ee
−
cut = 3 TeV, while the dot-
dashed line is the e± component with γe± = 1.5 and
Ee
±
cut = 1.4 TeV. Both components are propagated with
DRAGON adopting the KRA setup. The blue solid/dashed
lines represent the modulated/LIS quantities. The modu-
lated lines have been computed adopting the charge sym-
metric modulation potential Φ = 550 MV.
Figure 4.25: The measured positron ratio is com-
pared with the predictions of our two-component model.
Both components are propagated with DRAGON adopting
the KRA setup. The blue solid/dashed lines represent the
modulated/LIS quantities. The modulated lines have been
computed adopting the charge symmetric modulation po-
tential Φ = 550 MV.
Indeed, being the Sun in the so-called “local spur” situated in a interarm region, the
average distance from SNRs is larger than in the smooth case: as a consequence,
a harder injection spectrum may be required to compensate for the larger energy
losses and reproduce the observed spectrum. Clearly, in the absence of the extra
e±component, high energy CRE and positron fraction data would completely be
missed.
• We tune the extra-component to reproduce Fermi-LAT and H.E.S.S. high energy
CRE data. We find here that this is possible by taking γe± = 1.5 and Ecut =
1.0÷1.5 TeV (see Fig. 3). This is similar to the parameters used in the interpretation
of 2009 data but in that case a KOL diffusion was used (so low energy positron data
were not reproduced in that case).
The results are shown in Fig. 4.24 and 4.25. It is reamarkable that such a simple
phenomenological model accounts for nearly all leptonic measurements from the sub-GeV
to the TeV region.
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Figure 4.26: The contribution from nearby pulsars
(within 2 kpc) to the e++e− specrum is computed analyti-
cally for the KRA diffusion setup and added to a standard
component similar to that shown in Fig. 4.24 (but with an
exponential cutoff at 3 TeV). The pulsar e± conversion
efficiency is ≃ 35%
Figure 4.27: The contribution from nearby pulsars
(within 2 kpc) to the positron ratio is added to a stan-
dard component as in Fig. 4.26. Notice that since pul-
sars are assumed to emit both electrons and positrons, the
rising positron-to-electron ratio measured by PAMELA is
correctly reproduced within such a scenario.
4.8.4 Contribution from nearby pulsars and SNRs
At this point we consider possible nearby astrophysical sources and – similarly to the
analysis we performed for 2009 data – we see if they can account for the extra electrons
and positrons; we also check if the models we propose are compatible with anisotropy
upper limits published in [78]
We consider first the pulsars within 2 kpc from Earth, taken from the ATNF catalogue.
We verified that more distant pulsars give a negligible contribution. We also verified that
γ-ray pulsars which have been detected by Fermi-LAT [84] and are not in the ATNF
catalogue, which can also contribute to the observed e− + e+ spectrum do not affect
significantly our results. The energy budget is computed as described in the previous
paragraph.
As shown in Fig. 4.26 and 4.27, the pulsar scenario allows a very good fit of both high-
energy Fermi-LAT and H.E.S.S. electron+positron as well as PAMELA positron fraction
data, due to the presence of primary positrons. The plots in Fig. 4.26 and 4.27 have been
computed assuming that τ0 = 10
4 yr, as commonly done in the literature. Furthermore we
tuned the pulsar injection parameters to the values γe± = 1.4, Ecut = 2 TeV, Tesc = 75 kyr
and ηe± = 35%.
While it is certainly unrealistic to assume that all pulsars share the same values of those
parameters, this is not critical for our results since the high energy tail of the spectrum
is always dominated by a single object, namely the Monogem pulsar (PSR B0656+14)
Furthemore, we already discussed that it is possible to reproduce CRE and positron data
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Figure 4.28: The analytically computed CRE flux from
both nearby (within 2 kpc) SNRs and pulsars is added to
the same standard component used in Fig. 4.26. Again,
all components are propagated using the KRA diffusion-
reacceleration setup. The assumed energy release for each
SNR is taken as 2 × 1047 erg . The pulsar efficiency is
≃ 30%. Solar modulation modulation potential is Φ =
500MV .
Figure 4.29: The positron fraction is shown for the
same model of Fig. 4.28 compared to experimental data.
The assumed energy release for each SNR is taken as
2 × 1047 erg . The pulsar efficiency is ≃ 30%. Solar
modulation modulation potential is Φ = 500MV .
for several allowed combinations even randomly varying the pulsar parameters.
So far we have always treated the standard electron component as originated by a
continuous distribution of sources (we only briefly considered the possibility of fluctuations
of this continuous distribution and the role of the Gould’s belt). This approximation,
however, is not realistic above few hundred GeV for the reasons we explained above.
Indeed, if we share the common, and well motivated, wisdom that CRE are accelerated
by SNR, only few of those objects will contribute to the CRE observed spectrum above
100 GeV. This may produce observable features in the total CRE spectrum.
In order to study such effect, this time we treat CRE propagation from nearby SNRs
(lying within the local arm) similarly to what we just did for pulsars. Since the SNR
lifetime is typically smaller than the propagation time, we consider the emission from
a single SNR as a single burst simultaneous to the SNR birth. Hence, we consider all
observed SNRs within 2 kpc as taken from the Green catalogue [25] and treat them as
point-like e− sources with a power-law injection spectrum and an exponential cutoff.
The reader may find an useful graphical representation of nearby SNRs and Pulsars
plotted in a Age - Distance diagram in Fig. 4.30 taken from Delahaye et al. 2010 [87]10.
10In that paper the authors follow a similar approach and find that, for reasonable assumptions on the
parameter of both local and distant sources, the current observations can be reproduced by a smooth
distant contribution plus a collection of local pulsars and SNRs with no need for exotic contributions:
such a finding is similar to our result. Moreover, they investigate the systematic uncertainties that turn

































































































Figure 4.30: Left: Plot of the observed age versus distance to the Earth for a collection of local SNRs.
Right: the same plot for a complete sample of local SNRs and pulsars. The dashed lines correspond to
limits beneath which a local source cannot contribute signicantly to the signal (valid for MED propagation
setup).
In Fig.s 4.28 and 4.29 we respectively represent the CRE spectrum and positron frac-
tion obtained for a reasonable combination of pulsar and SNR parameters, namely:
• injection index for the SNRs: γSNRe− = 2.4;
• cutoff energy for the SNRs: ESNRcut = 2 TeV;
• electron energy release per SN ESNR = 2× 1047 erg;
• injection index for the pulsars: γPSRe− = 1.5;
• cutoff energy for the pulsars: EPSRcut = 1.5 TeV;
• efficiency for the pulsars: ηPSRe± ≃ 30% (which is slightly smaller than that needed
without considering nearby SNR).
We see from Fig. 4.28 that, under those conditions, the dominant sources in the 100
GeV – 1 TeV region remain Monogem and Geminga.
Clearly, other combinations of parameters are possible, and the relative contributions
of the several sources may vary. However, the requirement to reproduce the PAMELA
positron fraction imposes an important independent constraint which does not permit to
lower significantly the Monogem dominant contribution with respect to that of SNRs:
out to be high: in particular, the spectral shape at high energy appears to be weakly correlated with the
spectral indices of local sources, but more strongly with the hierarchy in their distance, age and power.
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Figure 4.31: A map of the nearby interstellar medium taken from
http: // galaxymap.org/ detail_maps/gould.html is shown. The map features the Gould’s
belt region, i.e. the part of the Galaxy corresponding to the Local Arm. The most important sources that
contribute to the CR electron flux are superimposed to the map.
therefore the discrete contribution of nearby SNRs should not introduce pronounced fea-
tures (bumpiness) in the CRE spectrum.
The pulsars and SNRs that were considered so far are represented, for illustrative
purposes, in Fig. 4.31 in which the approximate locations of the Monogem and Geminga
pulsars, together with Cygnus Loop and Vela SNRs are shown superimposed to a map of
the nearby interstellar medium showing the most important structures (Giant Molecular
Clouds, OB complexes); the pattern of the Gould’s belt is clearly seen in the map.
4.8.5 Compatibility with upper limits on anisotropy
We will see now if this prediction is compatible with current upper limits published by
Fermi collaboration.
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Figure 4.32: Panel a): the integrated anisotropy, as a function of minimum energy, computed for the
pulsar model plotted in Fig. 4.26 is compared to the 95 % C.L. Fermi-LAT upper limits [78]; Panel b)
The same is done here for the pulsars + SNRs model plotted in Fig. 4.28. The black solid line represents
the total anisotropy, originated mostly by Monogem and Vela SNR. Panel c): The CRE spectrum for a
modified version of the pulsars + SNRs (hybrid) model in which the energy output of SNRs is increased
to 1 × 1048 erg is represented. This model is still compatible with Fermi-LAT and HESS electron data.
Panel d) The corresponding anisotropy is shown: a strong contribution from SNRs is not compatible with
Fermi-LAT upper limits.
where NPSRe and N
tot
e are the electron spectra from the pulsar and its sum to the large
scale Galactic plus distant pulsar components; T and Tesc are the pulsar birth time and
the time it takes for the electrons to be released in the ISM respectively; Emax(t) is the
energy loss time due to synchrotron and IC losses.
The most important results we obtained are summarized in Fig. 4.32(a) - 4.32(b).
First of all, it is important to notice that the model we presented above, where only
the emission from nearby pulsars is added to the smooth Galactic standard component, is
compatible with the upper limits reported by the Fermi-LAT Collaboration. The middle-
aged pulsar Monogem gives the dominant contribution to the anisotropy, and the expected
value of this observable is very close to the upper limit, so that a positive detection is
expected in the near future towards Monogem.
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Hence we now consider the model (repersented in Fig. 4.28) in which the main con-
tribution to the high energy e− + e+ flux still comes from pulsars but the contribution
of local SNRs is also considered (hybrid model). We see from Fig. 4.32(b) that also this
possibility is not excluded by anisotropy measurements: in this plot, the reader may
notice that the Monogem pulsar (red solid line) and the Vela SNR (black dashed line)
contribute most to the total anisotropy (the black solid line), which is computed as the
sum of each anisotropy weighted by the cosine of the angle of the corresponding source
with respect to the direction of the maximum flux. However, also in this case the total
expected anisotropy is very close to the measured upper limit, so that a future detection
at level ∼ 1% at ∼ 1 TeV towards the portion of the sky where Vela and Monogem are
located (with the peak situated almost in the middle between the two sources) is to be
expected in the next years.
It should be noticed that Fermi-LAT anisotropy constraints already exclude some
models which do reproduce the CRE and the positron fraction data. For illustrative pur-
poses, in Fig.s 4.32(c) and 4.32(d) we show the CRE spectrum and anisotropy computed
for a model in which the electron energy emitted by SNRs is increased from 2× 1047 erg
to 1×1048 erg and pulsar e± emission efficiency is consequently reduced from 35% to 30%
so to reproduce the observed CRE spectrum. We see from Fig. 4.32(d) that the expected
anisotropy exceeds the upper limits in that case, mostly because of the large contribution
of Vela SNR, which is nearby (less than 300 pc) and very young (∼ 104 yr). Although
this result can hardly be translated into a sharp constraint on the e± energy output from
SNRs, due to the large number of free parameters we had to deal with, nevertheless we
can safely conclude that a scenario in which SNRs provide the dominant contribution to
CRE spectrum in the TeV region is incompatible with Fermi-LAT upper limits on the
CRE anisotropy.
4.9 Fermi preliminary measurement of CR positron
spectrum
Although Fermi-LAT is not equipped with a magnet and is therefore unable to distinguish
between a positron and an electron track, there is a way to measure the positron flux with
this instrument. The idea is to use the Earth magnetic field: since it bends electrons and
positrons in different ways, there are certain patches of the sky will contain just one
kind of particle but not the other. Using a numerical code that calculates the trajectory
of leptons in the geomagnetic field it is possible to compute the regions where only e+
or only e+ are allowed: the leptonic tracks registered by the instrument when it passes
through these regions can therefore be identified as electrons or positrons. These regions
get smaller as the particle energy increases, making the task more and more difficult.
Fermi-LAT collaboration released the measurement of the absolute positron and elec-
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Figure 4.33: The new data on positron spectrum and positron ratio released by Fermi-LAT collaboration
are nicely matched by a simple double-component model in which the diffuse standard component is added
to an extra primary component of electrons+positrons with a hard injection spectrum (slope = −1.5) and
exponential cutoff at 1.4 TeV. Solid lines: KRA diffusion setup. Dashed lines: KOL diffusion setup.
tron fluxes based on this method in a recent paper [97]; the measure is based on the events
collected from June 2008 to April 2011.
The principal background is the CR hadronic component. In order to substract it,
two different strategies were adopted:
• A Fit-based method: in this method a collection of real events is considered; the
variable used to distinguish hadrons from leptons is the transverse shower size in
the calorimeter, and the distribution of this variable is fitted with two Gaussians to
separate the signal from the background.
• AMonteCarlo-based method: in this method a large set of CR MC-simulated proton
is produced; the event selection is then applied to the simulation to estimate the
surviving background.
The results can be seen in Fig. 4.33(a) and 4.33(b). The fit-based method was chosen
for every energy bin except the highest. It is remarkable that the positron ratio data
points are in good agreement with PAMELA measure: it is an interesting independent
confirmation of the rising behaviour of this ratio with energy that created much debate
in the scientific community.
In these plots the data points are also compared to the models. In Fig. 4.33(a)
the absolute electron and positron spectra are compared with our pre-existing double
component model computed with DRAGON adopting the KOL (dashed lines) and KRA
(solid lines) diffusion setups discussed in the above. Noticeably, the absolute positron
data appear to be perfectly compatible with the extra-component scenario, and are in
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strong tension with the scenario in which only the secondary contribution is present (red
dotted lines, referring to KOL and KRA setups). In Fig. 4.33(b) we plotted the positron
ratio measured by Fermi-LAT compared to the same models. As we already pointed out
in the previous paragraphs, in the high-energy end the two models don’t show any big
difference and are both compatible with PAMELA (and now Fermi) data while at low
energy the KRA model gives a better fit of PAMELA dataset.
Chapter 5




• I will briefly overview the history of the observation of the diffuse gamma ray emis-
sion from the Galaxy and the open problems related to its modellization
• I will emphasize the role of Fermi-Lat in the understanding of Gamma-ray sky
• I will look for a comprehensive model allowing to fit consistently both all CR observ-
ables and the gamma-ray spectrum at mid-latitude; most importantly, it provides a
natural solution to the gradient problem accounting for the spatial variation of the
diffusion coefficient.
5.2 Introduction
5.2.1 How diffuse γ rays are produced
It has been known for a long time that the Galaxy should be bright in γ-rays due to the
following processes ( [98], [99]):
• π0 decay.
The hadronic part of the CRs interact with the interstellar gas and produce pions
(π0, π±): neutral pions decay into γ γ.
This process traces the spatial distribution of CR protons (and heavier nuclei) to-
gether with the interstellar gas.
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In fact, the π0 emissivity1 is a function of both quantities:
Qπ0(Eπ0) = c nISM
∫ ∞










is the differential cross section of π0 production from p-p collisions.
If a power-law with index α is assumed for the spectral dependence of cosmic rays,























where the term Y (the Yield) is a function of the spectral index of the CRs.
So the photons emitted through this mechanism have – above some GeV – a power-
law spectrum with the same index as the CR protons (and nuclei).
• Inverse Compton.
It is the same process described in Chapter 4: the scattering between ultra-relativistic
CR electrons and ambient photons (lying in the radio, microwave, IR, optical and
UV domain) results in a loss of energy for the cosmic ray and a gain for the photon
which is then converted into a X or γ ray depending on the energy.
This process traces the spatial distribution of CR electrons together with the ISRF.
• Bremsstrahlung.
It is well known that Bremsstrahlung is the electromagnetic radiation produced by
the deceleration of a charged particle when deflected by another charged particle.
In the Galaxy CR electrons interact with the IS gas and emit Bremsstrahlung γ
rays. So, this kind of emission traces the distribution of the leptonic part of CR
together with the gas distribution.
1The emissivity is the number of particles (neutral pions in this case) emitted per unit of volume,
time, energy
Introduction 105
It is very important to study the γ diffuse emission because, differently from CR
spectra measured at Solar System positrion, they trace the overall distribution of CR
protons and electrons in the Galaxy. On the other hand, the various effects that contribute
to that emission, the difficulty to disentangle the real diffuse from unresolved point sources
and the great number of free parameters involved in the models make this kind of study
very difficult.
5.2.2 Brief overview of pre-Fermi γ-ray observations
The history of the observation of this kind of emission starts in 1967 when the OSO-3
satellite obtained the first identification of high-energy cosmic gamma rays coming from
both galactic and extra-galactic sources. In [102] the very first evidence of a Galactic
gamma emission concentrated in a belt of directions around the Galactic equator can be
found.
In the following years, the field of gamma-ray astronomy took great leaps forward
with the SAS-2 (1972) and the COS-B (1975 – 1982) satellites that created the first
low-resolution gamma ray maps of the sky.
However, the most important results in pre-Fermi era were obtained in the early 90’s
by the Energetic Gamma Ray Experiment Telescope (EGRET2), one of four instruments
mounted on NASAs Compton Gamma Ray Observatory satellite. EGRET was designed
to collect gamma-ray from ≃ 20 MeV to ≃ 30 GeV with a ≃ 20% energy resolution over
the central part of the energy range and an angular resolution 5÷ 30 arcmin (depending
on the nature of the source intensity, location, and energy spectrum).
EGRET observed [103] 271 sources from April 1991 to October 1995: 5 pulsars, several
active galactic nuclei, and many (171) unidentified sources. More importantly for our
purpose, EGRET produced the most accurate maps of the diffuse γ emission from the
Galaxy at the time [104]; a γ-ray view of the whole sky can be seen in Fig. 5.2.2.
5.2.3 Open problems after EGRET era
The diffuse emission measured by EGRET was compared to theoretical expectations
(using mainly GalProp) and some interesting discrepancies were found:
• The GeV-excess: as noted in [104] above about 1 GeV the integral intensity pre-
dicted by the model is about 60% less than the observed intensity; this led many
authors to modified CR propagation models [47] in which an enhanced CR proton
flux through the Galaxy with respect to the locally observed one is considered.
2see here: http://heasarc.gsfc.nasa.gov/docs/cgro/egret/egret_tech.html for a detailed tech-
nical description
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Figure 5.1: EGRET view of gamma-ray sky. Taken from
http: // apod. nasa.gov/ apod/ap020112.html
• The Gradient problem: the predicted profile along the Galactic plane of the
γ diffuse emission can be calculated with numerical codes using the CR and gas
distribution as ingredients; this profile is very sensitive to the radial distribution
of the source term through the Galaxy, which is inferred from SNR and pulsar
catalogues; the problem is that the computed profile appears much steeper than the
observed one [105].
This is a serious problem and several solutions were proposed; in particular we recall:
– A modified source term in which a flat CR source distribution is assumed ad
hoc;
– A modified dependence of the XCO upon R (galacto-centric radius).
TheXCO is the conversion factor between the CO emissivity and the H2 density.
As we mentioned in Par. 1.3.2 the molecular Hydrogen is not directly observ-
able and therefore the CO molecule is used as a tracer: the emissivity of the
CO line is observed and the XCO factor permits to extrapolate the H2 density.
The XCO is expected to vary through the Galaxy, e.g. from the measurement
of a Galactic metallicity gradient combined with the strong inverse dependence
of XCO on metallicity in external galaxies [106] [107] but both the value at Sun
position and the radial gradient are largely uncertain. Strong et al. [105] found
that a XCO that increases by roughly 1 order of magnitude from R = 2 kpc to
R = 10 kpc permits to reproduce the γ-ray gradient: in fact, with a growing
conversion factor the outer galaxy (which is seen in γ-rays at large Galactic
longitude) has more gas and π0 production is enhanced: therefore more γ are
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Figure 5.2: Fermi-LAT view of gamma-ray sky after 3 months in orbit. Taken from
http:// apod.nasa.gov/ apod/ap090321.html
produced compensating for the rapidly falling source term and the gradient is
flattened in accord with the observations.
5.3 Fermi-LAT view of gamma-ray sky
Fermi-LAT was expected to give a major contribution to the field because of its incredible
performance [77]:
• Energy range: 20 MeV – 300 GeV (including the previously unexplored window
30÷ 300 GeV)
• Effective area: 9500 cm2 (∼ 6 times EGRET)
• Energy resolution: 8÷ 9% in the 1÷ 10 GeV range (on-axis); decreasing to 18%
at 300 GeV.
• Angular resolution for a single photon: ≤ 0.15◦ for E ≥ 10 GeV
• Field of view: 2.4 sr.
These technical specifications permitted to obtain, after only 3 months of operation,
the most accurate ever γ-ray map of the whole sky (Fig. 5.3).
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The gas column density distributed in Galactocentric 
rings was scaled to reproduce the LAT counts
LAT counts minus sources and isotropic
HI from LAB survey
CO from CfA survey
Figure 5.3: The diffuse gamma counts map of the Galaxy is compared with
CO and HI maps. Taken from J.M. Casandjan talk at Fermi Symposium 2011,
http: // fermi.gsfc.nasa. gov/ science/symposium/2011/program/session2/Casandjian.pdf
The fine resolution and high sensitivity allowed to expand the number of known γ
emitters: the First Fermi Catalog released in 2010 [108] included 1451 sources detected
and characterized in the 100 MeV to 100 GeV range.
From the point of view of the diffuse emission, Fermi-LAT provided interesting re-
sponses to the open problems of EGRET era:
• The GeV excess was not confirmed: the γ-ray spectrum in the range 100 MeV to
10 GeV at intermediate Galactic latitudes (10◦ ≤ |b| ≤ 20◦) is reported in [109]
to be “well reproduced by a diffuse Galactic gamma-ray emission model that is
consistent with local CR spectra and inconsistent with the EGRET GeV excess ”
• The Gradient problem was confirmed.
In a very recent paper [110] the Fermi Collaboration investigated the γ-ray diffuse
emission measured by Fermi-LAT with a template-like approach.
The principle is well represented in Fig. 5.3: the γ-ray diffuse map (without point
sources) provided by Fermi-LAT presents a very good spatial correlation with the
H2 and HI maps. So the idea is to model the diffuse emission as a linear combination
of various templates.
The first thing to do is decompose the molecular and atomic gas maps into galacto-
centric rings. This process is described in detail in [111].
The starting points are the spectral profiles of the CO [112] and HI emission lines
for each line of sight (characterized by Galactic longitude l and latitude b); since the
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Figure 5.4: The gamma ray emissivity gradient predicted by the models is steeper than the observed one
(the band centered at Sun’s position). In order to solve the problems, two solutions are proposed in [110].
1) Adopt a thicker diffusion halo (Panel a): a value zh > 10 kpc is required. 2) Adopt a source term
that becomes flat for R > Rbk (panel b): a value of Rbk < 10 kpc is required.
broadening of these lines is due to Doppler effect, each λ corresponds to a relative
velocity v, so these profiles are converted into (l, b, v) data cubes.
At this point by means of the rotational curve of the Galaxy (that – following IAU
recommendations – is assumed to be flat with RSun = 8.5 kpc and v = 220 km/s at
Sun position) it is possible to convert each relative velocity into a distance.
In this way it is possible to have a map of the CO and HI emission corresponding
to a particular Galacto-centric bin, i.e. a interval R1 < R < R2 where R is the
Galacto-centric radius.
With such a model at hand, the template method consists in writing the γ-ray map







qCOWCO + qICIIC + Isotropic (5.5)
where NHI and WCO are the HI and CO maps corresponding to each ring, i.e. the
maps containing only the emission coming from each annular region of the Galaxy.
In this way it is possible to derive – in a model independent way! – the HI and CO
emissivities (corresponding to the set of coefficients qHI and qCO) as functions of the
Galactocentric distance R. The HI anc CO emissivities are proportional to the CR
density and the CO emissivity also includes the XCO factor.
We point out that this method can be applied because the HI and CO distributions
are different and the high angular resolution of the LAT permits to discriminate
between the different patterns of the two emissions.
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In [111] this procedure is applied, respectively, to a region in the Second Galactic
Quadrant corresponding to 100◦ ≤ l ≤ 145◦; −15◦ ≤ b ≤ 30◦ and in [110] to the
region 210◦ ≤ l ≤ 250◦; −15◦ ≤ b ≤ 20◦. These regions allow a good kinematic
separation between several regions along the line of sight: the nearby Gould Belt,
the local arm, the Perseus and Outer arms.
The results are shown in Fig. 5.4. As the reader can see, the observed HI emissivity
gradient appears much flatter than the predicted one (using GalProp) and a modified
behaviour the XCO can’t be invoked to fix the problem since this method decouples
the emission from molecular and atomic Hydrogen (this is possible because of the
different spatial distribution of the two component and to the high resolution of the
LAT: it would not have been possible with EGRET data). The authors propose:
– A very large halo height (see the right panel of Fig. 5.4)
– A modified source term that becomes nearly flat at high R
as possible solutions to the problem.
5.4 Spatial-dependent diffusion coefficient as a solu-
tion to the gradient problem
5.4.1 The idea
Nearly all models presented in the Literature adopt a spatially uniform diffusion coefficient
throughout all the Galaxy.
Considering all that we discussed on the complexity of the insterstellar environment
in Chapter 1 it is reasonable to expect instead a significant spatial dependence of this
parameter: the point is if an effective model in which an average value is used may alter
the prediction on some observables.
Since γ-rays – instead of CR spectra observed at Sun position – trace the spatial
distribution of CRs through the Galaxy, it is natural to expect that a particular spatial
distribution of the diffusion coefficient may reflect on different γ profiles.
From a physical point of view, it is straightforward to expect that regions where
turbulence is higher correspond to a higher value of the perpendicular diffusion coefficient.
This is supported by the following intuitive picture: in absence of any turbulence, CRs
are expected to undergo spiral motion around the regular field lines (so approximately
in the Φ direction, in cylindrical coordinates); if the turbulence level increases, CRs are
expected to deviate more and more from these regular trajectories and the random walk
in the perpendicular direction becomes more and more effective. Since the perpendicular
diffusion coefficient is the only one that matters in our framework for symmetry reasons
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Figure 5.5: In the regions where star formation (and hence turbulence) is higher a higher diffusion
coefficient in the perpendicular direction with respect to the regular magnetic field is expected, and hence
CR escape along z is faster.
(as pointed out at the end of Chapter 1), a higher turbulence reflects in a higher diffusion
coefficient.
The consequence of this is sketched in Fig. 5.5: considering the radial dependence,
the regions in which more star formation takes place (concentrated around R ≃ 4 ÷ 5
kpc) are expected to exhibit stronger turbulence, and therefore a higher perpendicular
diffusion coefficient. For this reason the CR escape along z is favoured in those parts of
the Galaxy, and the propagated CR flux must decrease, smoothing in a natural way the
CR gradient with no need of any ad hoc assumption on the source term and/or the halo
height.
5.4.2 The method
This idea was first applied by our group to interpret EGRET data and it was shown
in Evoli et al. 2008 [53] that the γ ray profile observed by that experiment was nicely
reproduced assuming a diffusion coefficient that varies with Galacto-centic coordinate R.
It is interesting to verify if this idea can be successfully applied to Fermi-LAT data
too. I proceed in the following way, following an approach that recalls our 2008 paper [53]:
• The starting point is one of the model outlined in Par. 4.8.2 compatible with CR
spectra observed at Earth.
• Then I check if the introduction of a spatially varying diffusion coefficient allows to
solve the gradient problem and hence provides a good fit of the γ-ray profile along
the Galactic plane continuing to reproduce the secondary-to-primary ratios.
In order to calculate the γ-ray maps from which I extract the profiles I use GammaSky, a
numerical package developed by us that is designed to interface with DRAGON and compute
the π0, IC and Bremsstrahlung contributions to the γ-ray fluxes.
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GammaSky works in this way:
• It takes the propagated CR distribution from DRAGON in the form of a FITS file for
each particle.
• For each direction in the sky (l, b) the code scans the line of sight and in each
interval [s, s + ∆s]:
– It calculates the corresponding position (R, z) in Galacto-centric coordinates
– It reads the CR density at that position computed by DRAGON
– It reads the gas density at that position
– It reads the ISRF
– It computes the π0 IC and Bremsstrahlung contribution to the γ-ray flux
In the following I adopt the following maps.
For the gas, I use the maps corresponding to each Galacto-centric ring adopted in
GalProp public version v50p
For the ISRF I adopt the distribution and spectrum implemented in GalProp ( [64]).
5.4.3 Results
I start the analysis in a Plain Diffusion setup (See par. 4.8.2) with no convection and
no reacceleration, in order to highlight better the effects of a spatially varying diffusion
coefficient.
The CR propagation model is basically the same described in Par. 4.8.2; the astro-
physical parameters (in particular the source term, gas distribution and XCO) are also
the same included in that analysis. Only a little fine tuning on the normalization of the
diffusion coefficient and the proton injection spectrum was applied: these changes are
needed to match recently released proton data from PAMELA collaboration [113].
The model is fully compatible with most CR observables, as the reader can see in
Figs. 5.11(a) – 5.11(f). In particular, I emphasize (see Fig. 5.11(a) and 5.11(b)) that this
model is compatible within 2σ with PAMELA data from ≃ 0.4 GeV to more than 1 TeV;
I also show the spatial distribution of CR protons at 10 GeV in Fig. 5.7 as a function of
R and z.
A little overproduction of antiprotons must be pointed out, and this is a common
problem of Plain Diffusion models with high values of δ, as extensively discussed in the
above.
The CR distributions computed with DRAGON are used as input to compute the γ-ray
profile along the Galactic plane; the γ-ray map is evaluated with GammaSky using the gas
and ISRF maps mentioned in the previous Paragraph and the same XCO factor used in the
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Figure 5.6: Here the effect of the parameter τ defined by equation 5.6 is explored. Dotted line: no radial
dependence of diffusion coefficient (τ = 0). Dot-dashed line: τ = 0.2. Dashed line: τ = 0.5. Solid lines:
τ = 0.7 – 0.8 – 1.0. The values corresponding to the solid lines within the grey band match the observed
gradient.
CR model. The gas distribution used for the γ calculations is more accurate and contains
more structures than the smooth distribution used in the DRAGON model; I checked the
compatibility between the two distribution and I show the result in Fig. 5.13.
The result of the GammaSky computation is shown in Fig. 5.9. It is clear from this
plot that – with this kind of setup – the predicted profile is too steep compared to the
observations: in the central region the model prediction overshoots the data and in the
anti-center region the model is lower than the observations by several σ.
A tuning of the XCO(R) could help: assuming a much lower value in the bulge and a
very high value at large R helps to smooth the data (as done in several previous works
such as [105]). Unfortunately, as the reader can see in Fig. 5.6 (dotted line), and as we
already mentioned in the previous paragraph, the gradient problem is present especially
in the emissivity profile that is independent on the molecular gas and only traces the
actual CR distribution.
So I apply our idea and I consider a profile parametrized this way
D(R) ∝ Q(R)τ (5.6)
This is the parametrization already used in [53] to interpret EGRET data. From a
physical point of view, it is natural – considering all that we discussed in the above –
to link the diffusion coefficient to the source term since the CR sources trace the regions
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Figure 5.7: The spatial distribution of CR protons as a
function of cylindrical galacto-centric coordinates R and
z at 10 GeV. The map was computed with DRAGON in
a Plain Diffusion setup with no radial dependence
of the diffusion coefficient D from the galacto-
centric radius R. This CR distribution was used to
compute the gamma-ray profile shown in Fig. 5.9
Figure 5.8: The spatial distribution of CR protons as a
function of cylindrical galacto-centric coordinates R and
z at 10 GeV. The map was computed with DRAGON in a
Plain Diffusion setup considering the radial variation
of D from the galacto-centric radius R. This CR
distribution was used to compute the gamma-ray profile
shown in Fig. 5.10
where star formation is more active (and more turbulence is present).
The parameter τ is tuned against data: in Fig. 5.6 I show the emissivity profile for
different values of τ in range [0÷ 1]. It is evident from that figure that an increasing
value of τ yields a much smoother behaviour of the emissivity as function of R. Values in
the range [0.7÷ 1] permit a good match of the data that were derived from Fermi-LAT
maps ( [110], [111]) with the method described in detail in the previous Paragraph.
With this result at hand, I considered a modified version of the Plain Diffusion CR
propagation setup with D(R) = Qτ and τ = 0.8. The smoothing in the CR distribution
corresponding to such a value of τ is shown in Fig. 5.8. Noticeably, the modified model
is still compatible with the CR observables (See Figs. 5.11(f) – 5.11(f)).
More importantly, as shown in Fig. 5.10, the γ ray profile along the Galactic plane is
also nicely reproduced with no tuning at all of the XCO. It is remarkable that a simple
CR propagation setup, with only the addition of the radial dependence of D and no ad
hoc tuning, permits to reproduce the γ-ray profile with such accuracy.
It is also important to point out that a change of D by less than one order of magnitude
from the Solar value to the Molecular Ring (R ≃ 4 ÷ 5 kpc), quite natural to expect,
produces such a large effect on the γ profile: this makes us conclude that the effect is far
from being negligible and must be taken into account in a propagation model.
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Figure 5.9: the Gamma-ray longitudinal profile along
the Galactic plane computed with GammaSky and com-
pared to preliminary Fermi-LAT data. Integration
in latitude: −5◦ < b < +5◦. Integration in en-
ergy: 1104 ÷ 1442 MeV. Red line: IC. Green line:
Bremsstrahlung. Blue line: pi0 decay. Purple line: con-
tribution from unresolved sources. Grey line: pi0 +
IC + Bremsstrahlung. Black line: total. Data taken
from the talk by A.W.Strong at the Workshop on Indi-
rect Dark Matter Searches, DESY, Hamburg, June 2011
(http: // www. mpe. mpg.de/ ~ aws/talks/ ). The
profile is computed with no radial dependence
of diffusion coefficient. The gradient predicted by the
model is clearly steeper than the observed one.
Figure 5.10: the Gamma-ray longitudinal profile along
the Galactic plane computed with GammaSky and com-
pared to preliminary Fermi-LAT data. Integration in lat-
itude: −5◦ < b < +5◦. Integration in energy: 1104 ÷
1442 MeV. Red line: IC. Green line: Bremsstrahlung.
Blue line: pi0 decay. Purple line: contribution from un-
resolved sources. Grey line: pi0 + IC + Bremsstrahlung.
Black line: total. Here the diffusion coefficient fol-
lows the source term: D ∝ Qτ , with τ = 0.8. The
model shows a gradient compatible with data.
This set of preliminary results was partly shown in the 2011 Fermi Symposium3. More
work is needed and a more complete analysis will be performed in the future, making use
of different astrophysical parameters and diffusion setups. At the moment, it is remarkable
that our simple model appears to be compatible with the most important CR spectra and
secondary-to-primary ratios as well as with the γ ray longitudinal profile observed by the
Fermi-LAT collaboration.
3http://fermi.gsfc.nasa.gov/science/symposium/2011/
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(a) Protons (b) Proton residuals
(c) B/C (d) N/O
(e) C/O (f) Antiprotons
Figure 5.11: The proton spectrum (panel a), proton residuals: difference between data and theory in
units of standard deviations (panel b), B/C (panel c), N/O (panel d), C/O (panel e) and antiproton
spectrum (panel f) computed with the Plain Diffusion model with no spatial variation of the diffusion
coefficient (the same model used to evaluate the gamma profile shown in Fig. 5.9
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(a) Protons (b) Proton residuals
(c) B/C (d) N/O
(e) C/O (f) Antiprotons
Figure 5.12: The proton spectrum (panel a), proton residuals (panel b), B/C (panel c), N/O (panel
d), C/O (panel e) and antiproton spectrum (panel f) computed with the modified Plain Diffusion
model that takes into account the radial variation of the diffusion coefficient (the model used
to reproduce the gamma-ray profile in Fig. 5.10)
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Figure 5.13: The γ ray profile from pi0 decay computed using the Ring Model (light blue) is compared to
the pi0 γ ray profile computed using the smooth gas distribution used in the DRAGON run (dark blue). The
same comparison is shown for the Bremsstrahlung contribution to the γ profile (green/dark green) This
ckeck is required to see if the gas model implemented in DRAGON ans used to compute the CR distributions
is compatible with the model implemented in GammaSky and used to compute the γ-ray map using the CR
distributions as inputs.
Chapter 6
Conclusions and future plans
The past three years were very exciting in the field of Cosmic Ray physics: the interesting
measurements by ATIC and PAMELA collaborations triggered a hot debate on possible
new sources of electrons and positrons, and called for a careful modelization of both the
“conventional” CR production and propagation and of the possible “extra” components
of astrophysical or exotic nature; in particular the possibility that CR spectra could bring
a signature of Dark Matter annihilation or decay fascinated the scientific community and
was investigated by a large number of authors.
The Fermi-LAT experiment had a crucial role in this context: this cosmic observatory
provided the most accurate ever view of the γ ray sky and, from the charged CRs point of
view, a systematic-limited measure of unprecedented accuracy of the electron+positron
spectrum from the GeV to the TeV region.
In this very stimulating period I was involved in several projects related to the inter-
pretations of these data.
I contributed to the development and testing of a new numerical package that calcu-
lates the propagation of the most relevant CR species through the Galaxy. This code is
called DRAGON and is now public and available online1. Our code is written in C++ and
takes fully advantage of the benefits offered by object-oriented programming: it is very
easy to expand and interface with other programs and performs very quickly. DRAGON is
designed to solve numerically a diffusion-loss equation starting from the heavier nucleus
down to protons and to electrons/positrons; for each particle the contribution due to
spallation from heavier species is considered, and many physical effects are taken into ac-
count (energy losses, reacceleration, convection). It was extensively tested against existing
codes (namely GalProp) and found to reproduce the same results if the same astrophysical
inputs are inserted.
We used DRAGON to perform a maximum likelihood analysis on recently released data
on both light nuclei ratios and antiprotons. It was the first analysis of this kind that used a
1http://www.desy.de/~maccione/DRAGON/
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numerical code and it followed a different approach with respect to previous works present
in the Literature: it exploited the recently released high-energy B/C and antiproton
data by CREAM and PAMELA and permitted to restrict the number of physical effects
involved and to investigate the propagation-related parameters, in particular the energy
dependence of the diffusion coefficient δ. We found that the joint analysis on B/C and p¯/p
ratios points toward δ ≃ 0.5 and a moderate reacceleration. This value of δ corresponds, in
the quasi-linear theory, to a Kraichnan-like turbulence cascade in the Interstellar Medium,
although recent works on non-linear turbulence found that also a Kolmogorov turbulence
may give rise to such an exponent. Noticeably our best-fit model permits to reproduce all
observed light nuclei ratio and the absolute antiproton spectrum measured by PAMELA
with no need to adopt a spectral break in the injection spectrum. In order to fit sub-
GeV B/C data we needed to tune the rigidity dependence of the diffusion coefficient; this
method was already adopted in previous works and may find a physical motivation in
non-linear interplay between CRs and MHD turbulence.
In the near future AMS experiment will provide even more accurate data on light nuclei
and antiprotons, and, more importantly, will expand the energy range and explore the
TeV region. Our technique will be suitable for a new dedicated analysis and will permit
to put more stringent constraints on the propagation parameters. Our energy-dependent
method will allow to disentangle low-energy effects (convention, solar modulation) from
pure diffusion and will permit to better exploit the new AMS high energy data.
Moreover, we plan to investigate more deeply the systematic uncertainties involved
in this kind of analysis, in particular the influence of the astrophysical inputs (gas and
source distribution, interstellar radiation field) on the results.
On the leptonic side, I worked within the Fermi-LAT collaboration on the interpreta-
tion of electron and positron data and actively contributed to the Fermi-LAT publications
on the electrons.
We released two interpretative papers in which both Fermi-LAT e+ + e− spectrum
and the positron ratio by PAMELA were reproduced in a consistent scenario based on
a conventional component (in which electrons are accelerated in the SNRs and positrons
are entirely of secondary origin) plus an extra component with a harder spectrum and an
exponential cutoff arount the TeV.
The nature of these extra sources was investigated and we found that known nearby
middle-aged pulsars could be considered as natural candidates. We considered the pulsars
listed in the ATNF database, we assumed that – as theoretical arguments suggest – they
are e+ + e− pair emitters and we treated analitically the propagation of the emitted
pairs in the nearby ISM. We performed several analyses varying the parameters involved
(efficiency, spectral index, cutoff) and the propagation setup and found our results to
be quite robust. Of course an exotic scenario in which the excess with respect to the
conventional component is due to annihilation or decay of Dark Matter particles is still
viable (and we showed some possible DM models that fit the Fermi dataset), although for
several reasons it appeared less natural to us. In particular the absence of an unexplained
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excess in the antiproton data forces to consider leptophilic models, i.e. models in which
DM particles only annihilate into leptons; moreover, in order to reproduce the data,
higher values of the annihilation cross section are required than expected from theory.
More recently, some analyses have shown that the inclusion of electroweak corrections
can be very relevant for DM models: if these effects are taken into account, all stable
particles (including antiprotons) are present in the final spectrum, independently of the
primary annihilation/decay channel: this poses a tough challenge to leptophilic models.
We discussed in detail how these scenarios, together with other possible interpretations
(secondary production in the accelerator, role of nearby structures such as Galactic arms
etc.), can be disentangled. In particular we found that the CR electron anisotropy can
be an interesting probe for the pulsar scenario, since – under favourable conditions – it
predicts an observable anisotropy of order ∼ 1% in the direction of nearby middle-aged
pulsars such as Monogem and Geminga. Currently Fermi-LAT collaboration only released
upper limits on anisotropy, and we checked the compatibility of our models with these
limits.
Very recently Fermi-LAT confirmed the rise of the positron fraction with energy ob-
served by PAMELA. This is a very important result, and it strengthened the evidence for
the presence of a primary source of positrons in the nearby interstellar medium. Notice-
ably, the preliminary absolute electron and positron spectra measured by Fermi-LAT are
consistent with the models we developed previously to interpret the e+ + e− spectrum.
In the future AMS experiment will provide very accurate measurements of the e+/(e++
e−) ratio so a new effort will be required to interpret these data.
In order to provide the most accurate interpretation of these forthcoming data we
are working to develop our code and calculate CR propagation in 3D (so far nearly all
calculations assumed a cylindrical symmetry so the propagation was computed in R and
z). This will allow to consider and implement more realistic models for the source and
gas distribution, and to study with precision the effects of the Galactic arms and other
structures on our findings.
All interpretative scenarios should fit into a multi-messenger framework.
In fact, both γ ray and synchrotron maps and spectra provide useful information and
give the unique opportunity to study the distribution of Cosmic Rays through the Galaxy,
a task that is not possible if one only looks at the CR spectra observed at the Solar System
position.
Fermi-LAT has again a key role in this field since its γ ray maps are the most accurate
ever and permitted to have an impressively deep insight on the high energy sky. In par-
ticular we were interested on Fermi results on diffuse emission: Fermi did not confirm the
existence of the GeV excess reported by EGRET and the mid-latitude spectra were found
to be consistend with numerical models prediction; instead, it confirmed the presence of
the Gradient problem, i.e. the discrepancy between the observed γ emissivity longitude
gradient through the Galaxy and the expected one based on the source distribution taken
from SNR and pulsar catalogues.
122 Conclusions and future plans
We attacked this problem from a different point of view. DRAGON permits to compute
CR propagation with a spatial dependent diffusion coefficient and our GammaSky code
permits to compute γ ray maps including all known effects (π0 decay, Inverse Compton,
Bremsstrahlung). So we considered the previously unexplored hypothesis that a spatially
varying diffusion coefficient could help to solve the problem. In fact, from a physical point
of view, it is reasonable to assume that the turbulence level – and therefore the effective-
ness of diffusion perpendicularly to the regular magnetic field – is higher in regions where
star formation is more active: this may favour the CR escape in the vertical direction,
since the regular field is mainly oriented along the galactic plane, and smooth the gra-
dient. We successfully applied this idea for the first time in 2008 to EGRET data and
I showed that also Fermi-LAT data are consistently matched in this way. Noticeably, a
scenario with a diffusion coefficient that follows the CR source term permits to reproduce
the correct γ gradient and is also consistent with all other CR observables.
In the future we plan to go on with this work that is still in progress and to analyse
the whole γ sky to see if our models match Fermi-LAT observations.
On the synchrotron side, we also plan to do some work to see if these maps may
allow to infer interesting constraints on CR electron and positron propagation models.
Synchrotron and γ maps are useful tools and may bring interesting features that reveal
exotic or new astrophysical effects. In particular, in Synchrotron a spherical haze has
been observed by WMAP and was argued to indicate the on-going annihilation of Dark
Matter; on the γ side, Fermi reported the existence of two lobes (“Fermi bubbles”) of
unpredicted emission symmetric with respect to the Galactic center. The nature of these
features remain unknown and we plan to investigate these emissions in the future.
Appendix A
The diffusion equation in cylindrical
coordinates













where Dij is the diffusion tensor and we introduced the flux Ji.

















It is convenient to decompose the diffusion tensor (neglecting anti-symmetric terms






where bi are the components of the regular magnetic field.





























































































It is clear at this point why we called D‖ and D⊥ the components of the diffusion
tensor.
For example, if one assumes that the regular field is directed along φˆ, then the com-













So the meaning of D‖ and D⊥ as diffusion coefficients in the parallel and perpendicular
direction with respect to the regular magnetic field is evident.
Coming back to the general case, in order to write the diffusion equation in cylindrical









∂φ(Jφ) + ∂zJz (A.8)




















(D‖ −D⊥)bφbr∂r + (D‖ −D⊥)b
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Now we can do some approximations: 1) assume cylindrical symmetry (i.e. ∂φ = 0)
and 2) assume a regular field directed along φˆ (i.e. (br, bφ bz) = (0, 1, 0)). With simple
























f0 + Q (A.10)










DRAGON code: a description
DRAGON is designed to compute in a very efficient way the solution of the CR diffusion-loss
equation for all desired nuclear and leptonic species. The physics involved in this project
is described in detail in Chapter 1 of this thesis. Here we want to describe technically the
architecture of the code.
DRAGON consists of 34 C++ classes. Here is a short description of the most relevant ones.
For a detailed list of all classes, method and attributes I refer to the DRAGON documentation
page.
• The main class is itself called DRAGON; the constructor of this class takes care of
reading user input and settings, creating the galactic structure (stored in a object
of type Galaxy called gal), initializing the algorithm to solve the diffusion equation
(or the vector of algorithms, if the user has selected more than one), and creating
the structure to contain the propagated nuclear densities and the output. The
input parameters are mostly contained in a file called constants.h, although the
most important ones (resolution, normalization and energy dependence of diffusion
coefficient, halo heigth, Alfve´n velocity, convective velocity etc.) are passed to
the program via command line. This permits to create rapidly shell scripts that
execute large number of runs varying the most relevant parameters involved in CR
propagation.
• The class Galaxy contains important information about the galactic properties, e.g.
a map associating to each nucleus its corresponding injection index, a map associat-
ing to each nucleus its corresponding source abundance, the spatial distribution and
energy spectrum of the source term and diffusion coefficient, and so on; as usual in
good C++ programming, in this class, as well as the other ones, the data are stored in
protected attributes and the access to them is guaranteed via appropriate methods,
i.e. Galaxy::GetDiffCoeff() or Galaxy::GetSource().
• The class TParticle is the prototype of how the properties of a nucleus, its spatial
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distribution and energy spectrum are described in DRAGON: the protected attributes
of this class contain mass and charge, a unique ID computed from them, the distri-
bution in physical space and in momentum which has to be found after propagation,
stored in the vector density, and other properties.
• TCREvolutorBasis is the class that defines all the methods needed to solve the
transport equation. The structure of the code allows to use several algorithm in
cascade, and each of them is implemented in a derived class that inherits from
TCREvolutorBasis the main methods. For example, in TCREvolutor the fast
GalProp-like Operator Splitting method with Cranck-Nicholson scheme is imple-
mented: it permits to obtain very quickly a decent approximation to the solution;
the more reliable, but slower, ADI version of this method is implemented instead in
TCREvolutorADI.
• TXSecBase is the abstract class that describe spallation cross sections. It provides
basic routines such as GetXSec(int,int,int,int) that can used to obtain the
value of the spallation cross section of a heavy nucleus characterized by atomic
mass and number (iA, iZ) on IS gas that produces a lighter nucleus (jA, jZ). Various
cross section models may be implemented. We considered the GalProp cross section
database and the alternative Webber model. Each model is implemented in a derived
class that inherits from TXsecBase the basic methods.
• TSpallationNetwork provides the complete network of spallation used to compute
secondary CR source terms. The most important attribute implemented in this class
is map< pair< int, int >, vector< double > > TSpallationNetwork::spall,
i.e. a map that associates to a pair (parent heavy nucleus - light product) the vector
of spallation cross section as a function of energy. An instance of this class is asso-
ciated as an attribute to each TParticle object, and it contains all the spallation
cross sections from nuclei heavier than the current one.
Now let’s see how these class interact with each other and what happens when a run
of DRAGON starts.
At the beginning, an instance of DRAGON class is created and all the initializations
described above are performed by the class constructor; Moreover, a list of nuclei is
created and ordered properly from the heavier to the lightest.
Then, the method DRAGON::Run() is called and the main cycle starts:
for (vector<int>::iterator inuc = list_nuc.begin(); inuc != list_nuc.end(); ++inuc) {
(...)
cout << "Starting with nucleus A = " << A << " Z = " << Z << endl;
cout << "Starting propagation..." << endl;
(...)
DECMODE decay_mode = list->GetDecayMode(*inuc);
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double life = list->GetLifeTime(*inuc);
if (decay_mode != STABLE) cout << "Lifetime = " << life/year << " y" << endl;
else cout << "Stable nucleus" << endl;
if (decay_mode == EC) cout << "Nucleus may attach an electron and decay via EC" << endl;
(...)
particles.push_back(new TParticle(A, Z, gal, in, prev_uid, xsecmodel, list, 0));
particles.back()->Evolve(particles, alg, spallnet, xsecmodel);
}
As the reader can see from this portion of code, a vector called particles is created
and filled with pointers to instances of TParticle.
For each object of particles the method Particle::Evolve() is called.
The main tasks of Particle::Evolve() are the following:
• Invoke the method TParticle::ComputeSecondarySource that computes the source
term coming from spallation from heavier nuclei for each position and energy of the
grid. This routine makes use of the previously propagated particles contained in the
vector particles. The most important portion of code involved in this computation
is:
for(vector<TParticle*>::iterator ipart=part.begin();ipart!=part.end()-1;++ipart) {
vector<double> spall_spectrum( spnet->GetXSec( (*ipart)->GetUid(), uid ) );
if (spall_spectrum.size() == dimE || (*ipart)->GetDaughter() == uid) {
(...)
for (int k = 0; k < dimr; ++k) {
for (int l = 0; l < dimz; ++l) {
int indspat = coord->index(k,l);
double Afactorgasdensity = Afactor*totalgas->GetGas(indspat);
for (int i = 0; i < dimE; ++i) {
int ind = indspat*dimE+i;
if (spall_spectrum.size() == dimE)
result[ind]+=Afactorgasdensity*spall_spectrum[i]*(*ipart)->GetDensity(ind);
// (spallation)








In this portion of code the object spnet, instance of the class TSpallationNetwork
associated to the particle is used: this object contains all the spallation cross sec-
tions, that are accessible through the routine GetXSec. Making use of these data,
the source term is stored in the vector result.
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• Call the routine TCREvolutor::Run() and/or TCREvolutorADI::Run() according
to which algorithm or set of algorithms is selected by the user (this setting can be
modified in constants.h). The standard case is the GalProp-like Operator Splitting
implemented in TCREvolutor. That I will now describe in detail.
The method TCREvolutor::Run() is the heart of the code: it contains the actual solu-
tion of the matricial problem. (If the user has selected the ADI method, the corresponding
routine is of course TCREvolutorADI::Run()).
The relevant parts are the following:





for (int Niter = 0; Niter < Nrept; ++Niter) {
This portion of the code shows how the algorithm is structured.
For each ∆t, starting from the longer one, the code computes a number (Nrept) of
time steps; at the end of a set of time steps the ∆t is halved, and the process goes on until
the minimum ∆t is reached. This method permits to take care in a proper way of all the
physical processes that are involved in CR propagation (energy losses, reacceleration...),
each one with its own different time scale.
/*************************************************/
// Here propagation in Z direction starts.
for (int k = 0; k < dimE; k++) {
(...)
for (int j = 0; j < dimr-1; j++) {
for (int i = 0; i < dimz; i++) {
(...)
uodzz[i] = halfdtcoeffrdp - halfdtdperpfactorpsi - vCi1;
lodzz[i] = halfdtcoeffrdp + halfdtdperpfactorpsi - vC1i;
dzz[i] = 1.0 + dtbarcoeffrdptotgalxsecklifetime;
Rzz[i] = N[ind] * (1.0 - dtbarcoeffrdptotgalxsecklifetime)
+ source->GetSource(indspat)*dtbarinjfactorspeck
+ dtbar*SecSource_[ind];
if (i < dimz-1) Rzz[i] -= N[ind+dimE] * uodzz[i] ;
if (i > 0) Rzz[i] -= N[ind-dimE] * lodzz[i];
// ***********************************************
Utility::solve_tridag(lodzz, dzz, uodzz, Rzz, yy);
// ***********************************************
for (int i = dimz-2; i > 0; --i) {
value = yy[i];





Here the OS scheme has started. The time step is subdivided in three substeps.
The first corresponds to propagation in z direction. As we discussed in Chapter 2, the
discretization of the equation leads to a tridiagonal matricial problem. The main diago-
nal, upper and lower diagonals are stored in vectors dzz, uodzz and lodzz; the routine
Utility::solve tridag() does the necessary computations.
In the following portion the reader can see how the terms involving momentum deriva-
tives (reacceleration+loss) and propagation along r are treated:
/***********************************************/
/***********************************************/
// Here propagation in Momentum direction starts: Reacceleration and/or energy losses
for (int i = 0; i < dimr-1; i++) {
for (int j = 1; j < dimz-1; j++) {
(...)
Utility::solve_tridag(oded, de, odeu, Re, ee);
(...)
for (int k = 0; k < dimE; k++) {
value = ee[k];





// Here propagation in R direction starts.
for (int k = 0; k < dimE; k++) {
(...)
for (int j = 1; j < dimz-1; j++) {
for (int i = 0; i < dimr; i++) {
(...)
drr[i] = 1.0 + dtbarcoeffzdpgaslifetime;
if (i == 0) uodrr[i] = -2.0*halfdtcoeffzdp; // i == 0, Symmetry condition at R = 0
else uodrr[i] = -halfdtcoeffzdp - halfdtdperpfactorphi;
lodrr[i] = -halfdtcoeffzdp + halfdtdperpfactorphi;
Rrr[i] = N[ind] * (1.0-dtbarcoeffzdpgaslifetime)
+ source->GetSource(indspat)*dtbarinjfactorspeck
+ dtbar*SecSource_[ind];
if (i < dimr-1) Rrr[i] -= N[ind+dimE*dimz]*uodrr[i];
if (i > 0) Rrr[i] -= N[ind-dimE*dimz]*lodrr[i];
}
// Calculate N
Utility::solve_tridag(lodrr, drr, uodrr, Rrr, xx);
for (int i = dimr-2; i >= 0; --i) {
value = xx[i];
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} // for Niter
dt *= dtfactor;
} // while (dt > dtmin)
Once the propagation has terminated, the output, consisting in the CR density as a
function of energy and position for each nucleus, (stored in the vector density, protected
attribute of each TParticle object) is written to disk.
The output consists in two FITS files.
The FITS format is nowadays a standard as far as astrophysical and astronomical data
are concerned: the major feature is that it makes possible to store metadata in one or
more human-readable ASCII headers, so that an interested user can just examine them
to investigate a file of unknown provenance.
A FITS file is composed of a sequence of Header Data Units (HDUs). Each HDU has a
header that contains keyword = value statements describing size, format and structure
of the data; the data follow, organized as the header specifies.
The first file that DRAGON creates is written by the routine TParticle::Print() and
prints in a different HDU all the information relevant to each nucleus: in the header the
user can find charge, mass, source abundance, injection spectrum and other information;
in the data block the propagated density is stored for each momentum of the p grid and
each position (r,z) in the Galaxy.
The second output file is created by the routine TParticle::PrintSpectrum() and
stores the same information, but related to Sun position only. The corresponding FITS
file is of course much smaller and suitable for fast reading of data and quick plotting by
external procedures, e.g. IDL or MATLAB routines.
We recently added in the code a new feature: the possibility to consider the K capture.
This process is treated like in GalProp. A nucleus that may decay via K capture1 is
propagated twice:
• First the “bare” nucleus is propagated with an infinite lifetime (if the cosmic ray
has no electrons at all it can’t decay via electron capture) and a loss term due to
the possible transformation – via interaction with interstellar gas – into a “dressed”
nucleus;
• Then the “dressed” nucleus – i.e. the nucleus that attached an electron – is propa-
gated with finite lifetime due to the possible electron capture decay.
DRAGON is highly optimized: its architecture takes full advantage of the complexity of
C++ and is therefore highly modular and easy to upgrade with new features. Memory is
managed in a very efficient way: data are always passed from a routine to another through
pointers, and all quantities that are function of r, z and p (source distribution, diffusion
1The electron capture or K capture is the process in which a proton-rich nuclide absorbs an inner
atomic electron (changing a nuclear proton to a neutron) and simultaneously emits a neutrino.
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coefficient, CR density...) are not stored in multi-dimensional matrices but in vectors: this
allows a very quick access to the desired location. Moreover, for all the quantities that
are factorizable as independent functions of position and energy, the spatial and energy
dependence is separated: so instead of using a vector with (dimr*dimz*dimE) elements we
use a (dimr*dimz + dimE)-long vector. This permits to save memory and also execution
time because the program does not waste time allocating too many data and looking in
a big vector for the desired point.
We are now planning to expand the code in several ways. In particular we are go-
ing to add the possibility to perform full three-dimensional simulation. The structure
of the three-dimensional routines is already implemented, and a class TCREvolutor3D is
currently under development. The 3D simulations will require to partly rewrite the algo-
rithm since the equation and therefore the discretization is slightly altered. Moreover, we
are going to organize the input in a more efficient and flexible way, making use of simple
XML input files.
Appendix C
Solution of the transport equation
for a Pulsar-like source






(b(E)Ne) = Q(E, t, ~r) (C.1)
where Ne(E, t, ~r) is the number density of e
± per unit energy, D(E) is the diffusion
coefficient (assumed to be spatially uniform), b(E) the rate of energy loss and Q(E, t, ~r)
the source term.
This equation describes the transport of CR electrons in absence of convection and
reacceleration. Only energy-dependent spatial diffusion and energy losses are taken into
account.
The source term is written this way:
Q(E, t, ~r) = Q(E) δ(t− t0) δ(~r) (C.2)
This source term describe a point-source that emits a single burst of electrons (and
positrons) in the ISM; in the equation above t0 is the injection time (the instant in which
the particles are released from the source into the ISM), and ~r is the distance to the
source.
The solution is (Ginzburg & Putskin 1976 [81], Atoyan et al. 1995 [68]:
Ne(E, t, ~r) =
Q(Ei) b(Ei)




where Ei is the initial energy of particles which are cooled down to energy E during
time t− t0, and rdiff is the diffusion distance (i.e. the propagation distance over which the
electron lose half of its energy).
At this point, we need to to specify the energy dependence of the source term. We
adopt a general form: a power-law with exponential cutoff:
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e(−E/Ecut) δ(t− t0) δ(~r) (C.4)
The energy loss rate b(E), since only syncrotron and IC losses are relevant, is expressed
as b(E) = b0 E
2, where b0 = 1.4×10
−16 GeV−1s−1 which is taken to be same as in GalProp
at the Sun position.
Therefore, we obtain – in our particular case – that the solution is:














for E < Emax, and 0 otherwise, where the diffusion distance is given by











It should be noted that sources injecting electrons at a time t0 with t − t0 ≪ τdiff ≃
r2/D(E) cannot contribute to the electron flux reaching the observer.
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