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Because of the ever-increasing demands on product quality, feedback con-
trol has become a necessary enabling component in the manufacture of modern
semiconductor devices. The nature of semiconductor manufacturing is such that
measurements of device quality characteristics are not available during the process-
ing of the product. Measurements are not made until after the product is processed
and necessary changes to tool setting can only be made to subsequent production
runs. This control scheme, termed run-to-run control, has become the cornerstone
of process control in the semiconductor manufacturing industry.
In addition to the ever-increasing demands on product quality, the semi-
conductor manufacturing industry continues to see stringent growth in throughput
requirements. Because of the demands on production throughput, it is rarely possi-
ble to perform quality measurements on a batch of wafers before processing begins
on the following batch of wafers. The delay between product manufacturing and
vi
product metrology coupled with inaccurate process models can lead to process in-
stabilities and deterioration in controller performance. This dissertation investigates
the robust stability requirements of processes controlled with EWMA and double-
EWMA run-to-run controllers with delays between processing and metrology. In
addition, the effects of model mismatch and metrology delay on the closed-loop
performance of the EWMA and double-EWMA run-to-run controllers are derived
by extending the robust stability methodology. Finally, these robust performance
requirements are used to find the optimal tuning parameters for the double-EWMA
controller. These tuning parameters allow for the largest model uncertainty while
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1.1 Quality Control in Semiconductor Manufacturing
One of the largest challenges currently facing the semiconductor manufactur-
ing industry is meeting the increasingly stringent requirements on product quality
while maintaining the demands on product throughput. As the smallest features on
semiconductor devices have been driven below 0.10µm, quality control has exceed-
ingly become an enabling technology in the manufacturing of these devices. The
origins of quality control in semiconductor manufacturing are in statistical process
control (SPC). The role of SPC is to chart key quality characteristics of manufac-
turing steps to determine when a product quality specification has fallen outside of
a predetermined range. Once a processing fault has been identified, the root cause
of the error is determined and a production engineer is responsible for making the
necessary changes to a processing tool’s setpoints in order to return the product to
its quality specifications [42].
A fundamental assumption in SPC is that a process is stationary with an un-
correlated and normal distribution around its targeted operating point. This is often
not the case, however, as many processes in semiconductor manufacturing experi-
ence autocorrelation and/or slow time-varying drifts to product quality. These drifts
can be due to changes in processing at upstream manufacturing steps, degradation
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in tool performance over time, ambient effects (from temperature, humidity, changes
in atmospheric pressure, etc.) or changes to quality specifications. To compensate
for these drifts in product quality, SPC has been combined with feedback control.
This utilization of SPC for process control and improvement has been studied by
Box and Kramer [9], Van der Weil et al [67], Tucker et al [65], Box and Luceno [10],
and Janakiram and Keats [38] among others. The application of SPC for feedback
control in semiconductor manufacturing was first introduced by Sachs et al [54] and
Sachs, Hu, and Ingolfsson [55].
1.1.1 Run-to-Run Control
Tool aging and disturbances in upstream unit operations can cause semicon-
ductor manufacturing processes to drift from their quality targets. It is, therefore,
necessary to make corrective adjustments to tool settings. Since quality controlled
parameters in most semiconductor manufacturing processes cannot be measured in
situ, changes in tool settings can only be made between process runs. These settings
are usually setpoints for a system of single input-single output PID control loops on
the process tool where there is little or no visibility to the real-time wafer processing.
As it is only possible to make changes to tool settings between process runs, these
controllers are termed run-to-run (or run-by-run) controllers.
All run-to-run controllers consist of two fundamental components: an ob-
server and a control law. The function of the observer is to estimate the states of
a process which are usually the estimated parameters of an assumed process model

















Figure 1.1: Schematic of a generic run-to-run controller
the control law calculates the inputs (or recipe) for the following batch of wafers.
This control law is normally a simple inversion of an assumed process model so most
run-to-run controllers are deadbeat controllers. A simple schematic of a run-to-run
control system is shown in Figure 1.1.
1.1.1.1 The EWMA Controller
Because of its simplicity and robustness, the exponentially weighted mov-
ing average (EWMA) controller is the most common run-to-run controller found
in semiconductor manufacturing. The EWMA controller was first applied to semi-
conductor manufacturing by Sachs, Hu, and Ingolfsson [55] to control a radially
heated barrel epitaxy reactor. In this controller ex situ thickness uniformity mea-
surements from a batch of wafers were used to update the recipe for the following
batch of wafers. Since this pioneering work, run-to-run controllers have been suc-
cessfully applied to many semiconductor manufacturing processes. Some of these
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processes include chemical mechanical planarization [7, 12, 19], chemical deposition
[59], plasma etching [34, 39], photolithography [6, 25], and rapid thermal processing
[52].
Like all run-to-run controllers, the EWMA controller is composed of an
observer and a control law. The EWMA observer assumes that the process output,
y, is the linear combination of the process inputs, u, and a disturbance, ν,
yt = βut + νt (1.1)
where β is the gain between the manipulated input and the measured output [55].
It is also assumed that the disturbance can be modeled as an integrated moving
average (IMA{1,1}) time series of the form,
νt = νt−1 − θεt−1 + εt, (1.2)
where ε is uncorrelated noise with variance σ20. The function of the EWMA filter is
to estimate the process disturbance from process data.
Box and Jenkins showed in [8] that the minimum mean squared error (MMSE)
one step ahead estimate of an IMA{1,1} process is
ν̂t+1 = ων̂t + (1− ω)νt (1.3)
where the measured disturbance, νt, is found by rearranging (1.1),
νt = yt − but, (1.4)
b is the estimate of the process gain (assumed for the moment to be equivalent to the
true process gain, β), and ω is the estimate of θ. These parameters are determined
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a priori through a designed experiment (DOE) or historical data. The result in
(1.3) shows that the MMSE estimate for the disturbance is a weighted average of
the current measured disturbance and the previous estimate of the disturbance. In
practice, the EWMA tuning parameter, ω, is chosen by a control engineer to govern
how quickly process data is discounted. When ω is chosen to be close to one, the
estimate of ν is updated very slowly and when ω is zero only the most recent process
measurement is considered in estimating ν.
After the EWMA filter has estimated the disturbance, a control law is used
to determine the tool settings (or recipe) for the following run. In the unconstrained






where T is the process target. When the MMSE disturbance estimate in (1.3) is
paired with the control law in (1.5), and the estimated gain is equivalent to the true
process gain, b = β, then the result is an MMSE EWMA controller. A process which
is controlled by a MMSE EWMA controller has a closed loop variance equivalent to
the variance of the noise, σ20 [8].
The MIMO control law is somewhat more complicated as b may be non-
square so that an inverse is not attainable. The MIMO control law, therefore, can
take several different forms depending on the objective function of the optimization
problem. A few of the common unconstrained MIMO control laws are listed below
where the controller objective functions are followed by their closed form solutions.
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1. Minimize the sum of the manipulated variables squared subject to the model
hitting the process target [45]:
min
ut+1
J = uTt+1ut+1 s.t. T = but+1 + ν̂t
ut+1 = bT (bbT )−1(T − ν̂t) (1.6)
2. Minimize the sum of the change in the manipulated variables squared subject
to the model hitting the process target [63]:
min
ut+1
J = ∆uTt+1∆ut+1 s.t. T = but+1 + ν̂t
ut+1 = bT (bbT )−1(T − ν̂t) + (I − bT (bbT )−1b)ut (1.7)
where ∆ut+1 is the change in controller input between successive runs, ∆ut+1 =
ut+1 − ut.
3. Minimize the sum of squares deviation from the process target [17]:
min
ut+1
J = (T − ŷt+1)T (T − ŷt+1) s.t. ŷt+1 = but+1 + ν̂t
ut+1 = (bT b)−1bT (T − ν̂t) (1.8)
4. Model predictive control (MPC) formulation [12, 45]:
min
ut+1
J = (T − ŷt+1)T Q(T − ŷt+1) + uTt+1Rut+1 + ∆uTt+1S∆ut+1
s.t. ŷt+1 = but+1 + ν̂t
ut+1 = (bT Qb + R + S)−1(Sut + bT Q(T − ν̂t+1)) (1.9)
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The first two control laws are applied when the number of inputs exceeds the number
of outputs. In this case there are an infinite number of control inputs that will bring
the process to the expected target, T . It follows that an objective function must
be defined to establish a criteria with which to choose the ‘best’ controller input.
The first objective function is to minimize the sum of squared controller input. The
solution is similar to the single input-single output (SISO) case in (1.5) where the
inverse of b is replaced with the right pseudo-inverse of b, bT (bbT )−1.
The second objective function is the minimization of the sum of squared
change in the controller input. The solution to this objective function is similar
to the first solution in (1.6) with an additional term, (I − bT (bbT )−1b)ut, which
penalizes the deviation from the previous controller input.
The third control law is used when the number of outputs exceeds the number
of inputs. In this case there exists no controller inputs that will bring the process
to the expected target. The objective function in this case is to minimize the sum
of the squared deviation of the expected output from the target. The solution is
similar to the solution in (1.6) where the left pseudo-inverse of b, (bT b)−1bT , is used
in place of the right pseudo-inverse.
The final control law, shown in (1.9) is the most general of the four controller
objective functions as the objective is to find the optimal balance between missing
the process target, the absolute controller input, and the change in the controller
input from the previous run. The control law in (1.9) can be made to return equiva-
lent results as the other three control laws by selecting the appropriate values of Q,
R, and S [12]. For example, by choosing a large Q, R = I and S = 0, the solution
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to the MPC formulation in (1.9) is identical to the solution in (1.6).
1.1.1.2 The Double EWMA Controller
It is often the case in semiconductor manufacturing that tools drift too
rapidly from one run to the next for a process disturbances to be considered locally
constant. For example, if a drift term, δ, is added to the disturbance expression in
(1.2) according to
νt = νt−1 − θεt−1 + δ + εt, (1.10)
then the EWMA filter is not capable of adjusting to the process drift fast enough
to prevent an offset in the control error. At steady state, the EWMA controller has















To compensate for the steady state offset in (1.11), Butler and Stefani introduced
the predictor corrector controller (PCC) [11]. The PCC incorporates an an estimate
of the drift term, δ̂, in the disturbance model to compensate for the deterministic
drift. This disturbance model has the form
ν̂t = ν̂t−1 + δ̂t−1 (1.12)
where we see that the disturbance estimate, ν̂, drifts by a factor of δ̂ for each process
run. The function of the PCC filter is to recursively estimate both the intercept and
the drift terms from process data. The updating equations for the estimates of the
process intercept and drift are
ν̂t = ω1ν̂t−1 + (1− ω1)(yt − but)
δ̂t = ω2δ̂t−1 + (1− ω2)(yt − but − ν̂t−1). (1.13)
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It follows that by combining the one step ahead estimates for ν and δ in (1.13), the
one step ahead prediction for the process disturbance becomes
ν̂t+1 = ν̂t + δ̂t. (1.14)
Butler and Stefani demonstrate that the PCC is capable of compensating
for a deterministic drift by applying the controller to a drifting polysilicon gate etch
process. They show that the PCC converges to the true disturbance as the number
of runs approaches infinity,
lim
t→∞(ν̂t−1 + δ̂t) = (νt−1 + δ). (1.15)
Nevertheless, Chen and Guo [19] show that the disturbance estimates from the
PCC algorithm are biased and it is, therefore, difficult to assign a meaning to the
asymptotically convergent values of the state estimates,
lim







where ν0 is the initial condition of the disturbance. The run-to-run controller in-
troduced by Chen and Guo in [19], which they termed the double exponentially
weighted moving average (double-EWMA) controller, has a similar format to But-
ler and Stefani’s PCC algorithm. The parameter estimates of the double-EWMA
observer, however, are unbiased and, therefore, have a more straightforward inter-
pretation. The updating equations for Chen and Guo’s double-EWMA algorithm
are
ν̂t = ω1(ν̂t−1 + δ̂t−1) + (1− ω1)(yt − but)
δ̂t = ω2δ̂t−1 + (1− ω2)(yt − but − ν̂t−1)
(1.16)
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and the asymptotic estimates are
limt→∞(ν̂t) = ν0 + δt
limt→∞(δ̂t) = δ.
(1.17)
A double-EWMA filter can also be derived in terms of discounted least
squares regression. In this case, ordinary least squares regression is applied with
discounted data to the linear drift model in (1.12). Abraham and Ledolter show
that the updating equations for the recursive least squares (RLS) approach to the
double-EWMA controller is [1]
ν̂t = ν̂t−1 + δ̂t−1 + (1− ω2)(yt − ŷt|t−1)
δ̂t = δ̂t−1 + (1− ω)2(yt − ŷt|t−1)
(1.18)
where ŷt|t−1 is the one step ahead forecast of y calculated at time, t− 1,
ŷt|t−1 = but + ν̂t−1 + δ̂t−1. (1.19)
Wang and Qin showed that the single-tuning-parameter RLS derivation of the
double-EWMA controller in (1.18) is equivalent to the two-tuning-parameter double-
EWMA formulation in (1.16) when [66]
ω1 = ω2
ω2 = 2ω − ω2.
Although the double-EWMA formulations in (1.16) and (1.18) are similar
in their formulations and offer unbiased estimates of the disturbance parameters,
there is a fundamental difference in their derivations. The double-EWMA formula-
tion in (1.18) is derived by fitting a linear model to discounted data. In this case,
the process engineer is responsible for simply choosing how quickly data should
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be discounted. The double-EWMA formulation in (1.16), on the other hand, re-
quires the process engineer to choose how quickly the model parameters themselves
should be discounted. The elimination of the second tuning parameter allows for a
simpler (and somewhat less arbitrary) derivation of the double-EWMA run-to-run
controller. For this reason, the double-EWMA formulation in (1.18) will be used
exclusively in this dissertation when referring to the double-EWMA controller.
Both the SISO and MIMO control laws for the double-EWMA controller
are analogous to the EWMA control laws shown in (1.6) through (1.9). The only
difference is the disturbance estimate: where the EWMA controller assumes a con-
stant disturbance, ν̂t, the double-EWMA controller assumes a drifting disturbance,
ν̂t + δ̂t. For example, the control law in (1.6) would be
ut+1 = bT (bbT )−1(T − ν̂t − δ̂t) (1.20)
for the double-EWMA controller.
1.1.1.3 Other Run-to-Run Controllers
Several additional run-to-run control algorithms have been proposed in the
literature but are less commonly utilized in industry. The optimizing adaptive qual-
ity controller (OAQC) introduced by Del Castillo and Yeh [18] utilizes Åström and
Wittenmark’s recursive least squares algorithm to estimate the parameters of an
assumed process model [4]. Although both the EWMA and double-EWMA con-
trollers are recursive least squares algorithms, the OAQC algorithm is unique in
that, in addition to estimating the disturbance(s), the process gain, b, is recursively
estimated. Although the OAQC algorithm has the obvious advantage of being able
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to adapt to a wide range of operating regions, the controller suffers from the re-
quirement of needing constant excitation to accurately estimate the gain matrix. If
the covariance of the data becomes rank deficient then the closed loop process will
become unstable. In addition, since the algorithm utilizes simple model inversion
as the control law, if the gain estimate approaches zero then the control input will
approach infinity.
The age-based double-EWMA controller is similar to the double-EWMA
controller except the process is assumed to have a deterministic drift by time instead
of by process runs [19]. This controller is unique in that it compensates for equipment
utilization. Chen and Guo argue that the periods of inactivity on a process tool are
commonly caused by the tool running different products or different manufacturing
steps. That is, the tool is not idle between updates to the disturbance state, but
rather the tool continues to operate and, therefore, drift from the process target(s).
Chen and Guo confirm this hypothesis by demonstrating larger drifts between runs
when there is a larger downtime between process runs.
Several other run-to-run controllers have been proposed in the literature
as well. Zafiriou, Adomaitis, and Gattu’s gradient optimization method searches
for directions of process improvement with successive process runs [69]. Baras and
Patel’s robust run-to-run controller uses a dynamic program to solve an H∞ optimal
trajectory which minimizes the worst case process performance for a process with
metrology delay and model mismatch [5]. Smith and Boning’s neural network based
controller uses a neural network to map process recipes to process outputs [60]. This
neural input-output relationship is used to determine the optimal recipes to reach
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a desired process target.
Comparisons of different run-to-run control algorithms can be found in [13,
48] and an extensive literature review of existing run-to-run control algorithms can
be found in [6, 16].
1.1.2 Stability of Run-to-Run Controllers
The first work concerning the conditions which determine the stability of a
process under closed-loop feedback control can be attributed to Maxwell’s analysis of
the Watt governor – a mechanical device used to control the speed of a steam engine
[23, 46]. Using linearized differential equations, Maxwell showed that the governor
was stable when all of the roots of the characteristic equation are in the open LHP. In
addition, he derived the stability conditions for up to third order polynomials. Routh
and Hurwitz later independently developed numerical techniques for determining if
all of the roots of a polynomial are in the LHP without having to actually solve for
the roots of the polynomial [36, 53].
After these pioneering works on closed-loop stability, the development of ad-
vanced control techniques led to the development of more advanced stability analysis
techniques. One topic of particular interest for this dissertation concerns the sta-
bility of systems with uncertainty in the process model. In a seminal work on the
stability of uncertain processes, Palmor writes,
The sensitivity of the stability and the performance of a controlled sys-
tem to parameter variations and plant ignorance is probably the most
important yardstick by which any practical controller is measured. This
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is especially true in process control where complex nonlinearities and
time varying processes are represented in the design by linear constant
low order models [50].
Clearly, because of the use of inaccurate low-order models and the nonlinear nature
of semiconductor manufacturing tools, run-to-run controllers are subject to closed-
loop instability.
The first study on the conditions for stability of the SISO EWMA controller
was published by Ingolfsson and Sachs shortly after their first work introducing run-
to-run control for semiconductor manufacturing [37]. They noted that a process will
become unstable when the input-output relationship between the tool recipes and
quality measurements are not accurately estimated. The allowable range of model
mismatch that a process can have and still maintain asymptotic stability was shown
to be
0 < ξ(1− ω) < 2 (1.21)






The result in (1.21) illustrates that the EWMA controller is robust for a wide range
of model mismatch. As long as the estimated process gain is greater than half of
the true process gain, then the closed loop system will be asymptotically stable.
The stability of the MIMO EWMA controller was first examined by Kosut
et al [43]. Although their stability boundary was later shown to be incorrect, they
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correctly asserted that the stability of the MIMO EWMA controller is governed
by the eigenvalues of the model-mismatch matrix, ξ = βbT (bbT )−1. Tseng et al
later extended the work of Kosut et al to show the stable region the formulation
of the MIMO EWMA controller version in (1.7) [63]. The stability region for this
particular MIMO EWMA controller is
a2 + b2 − 2a
a2 + b2
< ω < 1 ∀λj = a + bi (1.23)
where λj are the eigenvalues of the model mismatch matrix.
The effect of metrology delay on the stability of run-to-run controllers was
first studied by Adivikolanu and Zafiriou [2, 3]. They utilized an internal model
control approach to derive the stability region of the SISO EWMA controller with
a delay of one run,
0 < ξ <
2− ω
1− ω . (1.24)
A numerical method was then introduced for determining the stability region of the
EWMA controller for processes with longer metrology delays.
There has been similar interest in studying the closed-loop stability condi-
tions for the double-EWMA controller family. The stability of the SISO PCC was
first studied by Del Castillo in [14] and this work was later extended to the MIMO
PCC by Del Castillo and Rajagopal [17]. The SISO PCC stability region was shown
to be




ξ2(ω1 + ω2)2 − 4ω1ω2ξ.
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This result states that the poles of the closed loop system must be inside the unit
circle (a true statement for any process) and offers little insight as to the true closed
loop stability conditions. Castillo and Rajagopal reported that the MIMO PCC
stability region is




ξ2jj(ω1 + ω2)2 − 4ω1ω2ξjj)
and ξjj are the diagonal elements of ξ. It will be shown in Chapter 3 through a
counterexample that this solution is incorrect and the correct solution to the double-
EWMA stability region is derived there.
1.1.3 Performance of Run-to-Run Controllers
Previous work on the closed-loop performance of run-to-run controllers has
focused on two key areas: transient behavior and long term behavior. The tran-
sient behavior is concerned with how quickly the controller responds to a process
disturbance and is typically investigated through simulations [15]. The transient
response can also be characterized in terms of the closed-loop eigenvalues of the
process. Kosut et al defined closed-loop performance in terms of an equivalent time
constant [43]. This, however, was a somewhat limited analysis as only the SISO
case was considered with an EWMA tuning parameter of ω = 0. Adivikolanu and
Zafiriou showed in [2, 3] that techniques similar to those used to study closed-loop
stability can be used to derive closed-loop performance criteria. However, they too
only derived the performance boundaries for the SISO case and did not consider the
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effects of metrology delay.
Beyond showing that the expected output converges on the process target,
it is difficult to characterize the long-term performance of a run-to-run controller.
As mentioned previously, Box and Jenkins showed that an EWMA controller is a
MMSE controller if a disturbance follows an IMA{1,1} time series [8]. It follows
that if the disturbance does not follow an IMA{1,1} time series, then the EWMA
controller is not an MMSE controller and the long-term variance will be greater
than the variance of the disturbance noise, σ20. Del Castillo derived the long-term
variance of the EWMA controller for the following scenarios [15].
• An IMA{1,1} disturbance with ω 6= θ
• An IMA{1,1} disturbance with ω 6= θ and a deterministic drift, δ
• A white noise disturbance
• A white noise disturbance with a deterministic trend
For the above scenarios, the closed loop variance is
σ2 =
1 + θ2 − 2(1− ξ(1− ω))θ








Nevertheless, like studies on the transient performance, the majority of the pub-
lished results on the long term performance of run-to-run controllers are based on
simulations (for example [33, 41, 48, 63, 64, 70]).
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1.2 Research Objectives
The overall objective of this research is to further investigate the closed loop
stability and performance characteristics of the EWMA and double-EWMA run-
to-run controllers. Although much research has been performed on this topic to
date, it is clear that the work of Ingolfsson and Sachs, Del Castillo and Rajagopal,
Tseng et al, Adivikolanu and Zafiriou, and others lack a comprehensive study of the
effects of metrology delay in the stability and performance of run-to-run controllers.
Therefore, this research will address the following topics:
1. Derive the closed loop stability criteria for both SISO and MIMO EWMA
and double-EWMA run-to-run controlled systems with metrology delay and
parametric uncertainty in the process gain.
2. Introduce an accurate approximation of the closed loop stability boundaries
to reduce the complexity of the analytical solution for systems with extended
metrology delays.
3. Extend the stability analysis to consider the closed loop performance criteria
of both SISO and MIMO run-to-run controllers with and without metrology
delays.
4. Derive the optimal double-EWMA tuning parameters in terms of maximiz-
ing the possible model mismatch while meeting a predetermined closed-loop
performance criteria.
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Table 1.1: The stability of run-to-run controllers: the
state-of-the-art and topics covered in this dissertation
EWMA Double-EWMA
Delay SISO MIMO SISO MIMO











√ √ √ √
aErroneous derivation, the correct solution is de-
rived in this dissertation
bA numerical technique is provided for delays of
greater than one run
cEmpirical approximations are introduced for de-
lays greater than two runs
Table 1.2: The performance of run-to-run controllers:
the state-of-the-art and topics covered in this disserta-
tion
EWMA Double-EWMA
Delay SISO MIMO SISO MIMO
0 [3] [63] [14]
√
1
√ √ √ √
2
√ √ √ √
The state-of-the-art in the analysis of run-to-run controller stability and per-
formance is summarized in Tables 1.1 and 1.2, respectively. Also shown in Tables 1.1
and 1.2 are the works that are presented in this dissertation where the open topics
that are addressed in this work are marked with a “
√
”. It is clear that there are
many open topics within the field of run-to-run control stability and performance
and it is the goal of this work to addresses these topics.
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1.3 Dissertation Summary
The outline of the dissertation is as follows. The closed loop stability crite-
ria of SISO and MIMO EWMA controllers with metrology delay and plant-model
mismatch (i.e., when b 6= β) is derived in Chapter 2. Here, analytical expression for
the closed loop stability of delayed processes are derived and a sufficient condition
and a necessary condition for stability of processes with longer metrology delays is
provided. An analogous stability analysis of the double-EWMA controller is then
provided in Chapter 3.
As metrology delay increases, the analytical solutions to the stability bounds
become increasingly complex. Therefore, a numerical approximation technique for
the stability regions of the EWMA and double-EWMA controllers are provided in
Chapter 4.
The performance of the EWMA and double-EWMA run-to-run controllers
with metrology delay are discussed in Chapters 5 and 6, respectively. Here, instead
of simply constraining the closed-loop poles to be inside the unit circle, a minimum
closed-loop performance is guaranteed by constraining the eigenvalues to a minimum
performance region (a circle with a radius smaller than unity). In addition, the
double-EWMA tuning parameter which allows for the largest model mismatch while
meeting a predetermined closed-loop performance is derived in Chapter 6.
Finally some conclusions and recommendations for future work in the field
of run-to-run controller stability and performance are provided in Chapter 7.
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Chapter 2
The Stability of the EWMA Controller
In semiconductor manufacturing, it is rarely possible to perform quality
measurements on a product before subsequent process operations are performed
because of throughput requirements and constraints on metrology capacity. This
delay between product manufacturing and product metrology coupled with inaccu-
rate process models can lead to process instabilities. This chapter investigates the
robust stability requirements of semiconductor manufacturing processes that are
controlled with an EWMA controller. Both SISO and MIMO processes are consid-
ered as well as the effect of metrology delay on the robust stability conditions. It is
shown in this chapter that a sufficient requirement for stability of the SISO process
is that the true process gain must be between zero and two times the process model
gain, regardless of the length of metrology delay. Likewise, a sufficient condition
for stability of the MIMO case is that all of the eigenvalues of the model mismatch
matrix fall inside a circle centered at {1,0} on the complex plane and with unit
radius.
2.1 Stability of the SISO EWMA Controller
In this section the stability conditions for the SISO EWMA controller will
be derived both with and without metrology delay. The stability condition for a
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process without metrology delay is considered in Section 2.1.1 and the conditions
for stability of a system with metrology delay is considered in Section 2.1.2. An
illustrative simulation is provided in Section 2.1.3 to demonstrate the importance of
considering metrology delay in tuning an EWMA controller.
2.1.1 SISO Stability Without Metrology Delay
The closed loop response of a system being controlled by a SISO EWMA con-
troller can be derived by combining the process model in (1.1) and the disturbance











T + ν + εt+1
)
. (2.1)
Without loss of generality we can set T = 0 for a constant target setpoint so that
(2.1) can be rewritten
ν̂t+1 = (1− ξ(1− ω)) ν̂t + (1− ω)(ν + εt+1) (2.2)
where the model mismatch has been defined as ξ = β/b. It is easy to see from
(2.2) that the estimate of the process intercept, ν̂, will be stable when −1 <
(1− ξ(1− ω)) < 1. Solving this inequality yields the stability region for the SISO
EWMA controller,
0 < ξ <
2
1− ω , (2.3)
which is equivalent to the result obtained in [37]. This stability region in shown in
Figure 2.1.
Figure 2.1 shows that as the model mismatch increases, a larger ω is nec-
essary for the process to remain stable. We also see in Figure 2.1 that a necessary
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Figure 2.1: Stability region for the SISO EWMA con-
troller without metrology delay
condition for stability is that the estimated process gain must have the same sign
as the true process gain, (i.e, ξ > 0). It follows that a sufficient condition for sta-
bility is that the estimated process gain is larger than the true process gain for any
0 ≤ ω < 1. That is, by over estimating the gain, closed-loop stability is guaranteed.
At steady state (i.e., when ν̂t+1 = ν̂t) (2.2) becomes
ξν̂t+1 = ν + εt+1 (2.4)
which indicates that ν̂t is a biased estimate of ν when ξ 6= 1. Therefore, the presence
of model mismatch will result in an inaccurate estimate of the process disturbance.
However, combining (1.3) and (1.5) leads to
ut+1 = ut − 1− ω
b
yt (2.5)
which is an integral controller and thus the process will have no offset at steady
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state. Therefore, as long as the system is stable, the output will converge to the
process target.
2.1.2 SISO Stability With Metrology Delay
As mentioned previously, because of demands on semiconductor throughput
and constraints in metrology capacity, measurements can rarely be performed on a
batch of wafers before the next batch of wafers is processed. To account for this
metrology lag, the d step ahead forecast must be used in estimating the process
disturbance. By assuming that the disturbance follows an IMA{1,1} time series,
the d + 1 step ahead forecast is
ν̂d+1|t = ν̂d|t = . . . = ν̂t+1|t (2.6)
where the notation ν̂d+1|t refers to the d+1 step ahead forecast estimated at time, t.
Using the d + 1 forecast, the updating equations for the intercept estimate in (1.3)
is rewritten,
ν̂t+1 = ων̂t + (1− ω)(yt−d − but−d) (2.7)
where d is the number of runs between product manufacturing and product metrol-
ogy. By combining the process model (1.1) and the control law (1.5) with the
EWMA filter (2.7), the closed loop equation is written as
ν̂t+d+1 = ων̂t+d + (1− ω)(1− ξ)ν̂t + (1− ω)ν + εt+1. (2.8)
From (2.8) we see that the updating equation for ν̂ is a function of the previous
calculation of ν̂ and ν̂ from the (t− d)th run. Taking the z-transform of (2.8) yields
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the characteristic equation,
f(z) = zd+1 − zdω − (1− ξ)(1− ω) = 0, (2.9)
so that the closed loop system is stable when all of the roots of (2.9) are inside
the unit circle. To find the conditions that meet this stability requirement, the





The bilinear transform allows us to reduced the problem to finding the conditions
where the roots for w are in the LHP (a much simpler problem). It is worth noting
here that techniques exist to directly solve the discrete stability problem [22, 30,
40, 56]. However the complexity of the solution is greatly reduced through this
mapping step. This simplification will become more apparent as processes with
longer metrology delay are considered.
The procedure for determining EWMA closed-loop stability conditions will
be demonstrated by looking at cases when d = 1 and d = 2.
2.1.2.1 The Stability of a Process With a Delay of One Run
After the bilinear transformation step in (2.10), the characteristic equation
of a process with a delay of one run becomes
f(w) = (2ω + ξ − ωξ)w2 + (4− 2ω − 2ξ + 2ωξ)w + ξ(1− ω) = 0. (2.11)
The roots of (2.11) are in the LHP when all of the coefficients on w have the same
sign so that the system is stable when the following three conditions are met,
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1. 2ω + ξ − ωξ > 0
2. 4− 2ω − 2ξ + 2ωξ > 0
3. ξ(1− ω) > 0.
Solving this system of inequalities yields three potential candidates for the active
stability boundaries:
1. ξ > − 2ω1−ω
2. ξ < 2−ω1−ω
3. ξ > 0.
The first boundary is less than the third boundary for all values of 0 ≤ ω ≤ 1 so
that the first boundary is not an ‘active’ boundary. This leaves the second and third
boundaries as the active stability boundaries for the system: the second boundary
acts as the upper boundary on the model mismatch and the third boundary acts as
the lower boundary. It follows that the stable region of the EWMA controller with
a delay of one run is
0 < ξ <
2− ω
1− ω . (2.12)
This solution is shown in Figure 2.2 and is equivalent to the solution in [2, 3].
2.1.2.2 The Stability of a Process With a Delay of Two Runs
By extending the delay to two runs the characteristic equation in (2.9) be-
comes
f(z) = z3 − z2ω − (1− ξ)(1− ω) = 0 (2.13)
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Figure 2.2: Stability region for the SISO EWMA con-
troller with a delay of one run
and after mapping the inside of the unit circle to the LHP, the characteristic equation
becomes
f(w) = (−ωξ + ξ − 2)w3 + (3ωz − 4ω − 3ξ)w2
−(3ωξ − 4ω − 3ξ + 6)w − ξ(1− ω) = 0. (2.14)
The conditions where all of the roots are in the LHP are more complicated
with systems with a metrology lag of more than one run. There are several tech-
niques that can be used to find when a system has all of its roots in the LHP
including Jury’s test [40], the Routh array technique [53], the Routh-Hurwitz sta-
bility criterion [36], and the Lienard-Chipart stability criterion [44]. Although all
four techniques will presumably arrive at the same stability region, the Routh-
Hurwitz stability criterion is easily extendible to higher order systems and will be
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used exclusively in this chapter and throughout the remainder of this dissertation.
The Routh-Hurwitz stability criterion states that a polynomial of the form,
q(s) = apsp + ap−1sp−1 + · · ·+ a1s + a0 = 0, (2.15)
and with all real coefficients, has all of its roots in the LHP when all of the principal




ap−1 ap−3 ap−5 ap−7 · · ·
ap ap−2 ap−4 ap−6 · · ·
ap−1 ap−3 ap−5 · · ·








are greater than zero. Further details on the Routh-Hurwitz stability criterion can
be found in [36, 53, 57].




3ωξ−4ω − 3ξ −ξ(1− ω) 0
−ωξ + ξ − 2 −3ωξ+4ω+3ξ−6 0
0 3ωξ − 4ω − 3ξ −ξ(1−ω)

 (2.17)
and solving the system of inequalities which guarantees all of the principal minors of
H are greater than zero results in the following candidates for the stability bound-
aries:








3. ξ < 21−ω
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Figure 2.3: Stability region for the SISO EWMA con-
troller with a delay of two runs
4. ξ > 0.
Like the case with a delay of one run, the first stability boundary is negative for
ω > 0. Since this result is less than the fourth boundary, the first boundary is not
an active boundary. The second boundary is less than the third boundary in the
range ω > 0 so that the second boundary is eliminated as an active boundary. This
leaves boundaries two and four as the active boundaries. It follows that the stability
region for the EWMA controller with a delay of two runs is,
0 < ξ <
2− 3ω +√ω2 + 4
2(1− ω) . (2.18)
This is shown in Figure 2.3.
By comparing Figures 2.1 through 2.3, we can see that increasing metrology
delay decreases the size of the stability region. That is, for a given model mis-
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match, ξ, it is necessary to use a less aggressive controller to guarantee stability
when the metrology lag is increased from one run to two. We can also see a pattern
of increasing complexity in the stability boundary expressions as the length of the
metrology delay increases. To keep from having to evaluate the analytical expres-
sions for increasing metrology delays, a sufficient condition for stability is derived
in the following section.
2.1.2.3 The Stability of Systems With Large Metrology Delays
The procedure used to find the stable region of the system with a metrology
lag of two runs can be extended to find the stable regions for processes with longer
delays. Nevertheless, by looking at the two extremes of the EWMA tuning parame-
ter, two general remarks can be made concerning EWMA controlled processes with
any length metrology lag. First, we see that the stability boundary approaches infin-
ity as the EWMA tuning parameter approaches unity. This is equivalent to turning
the controller off (as the parameter estimates are never updated) and the system is
stable as long as the disturbances are bounded. Next, we see that a system becomes
less stable as the forgetting factor, ω, gets closer to zero. This could equivalently
be stated that the minimum upper bound is reached when ω = 0. Therefore, a
sufficient condition for stability can be derived by considering a system with a for-
getting factor, ω = 0 (i.e., the worst case closed-loop scenario). Setting ω = 0, the
characteristic equation in (2.9) becomes
f(z) = zd+1 − (1− ξ) = 0 (2.19)
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Figure 2.4: Stability region for the SISO EWMA con-
troller with large metrology delays
so that the roots are all inside the unit circle when
0 < ξ < 2. (2.20)
This leads to the following theorem:
Theorem 2.1.1. A sufficient condition for stability of the SISO EWMA controller
for a delay of any length is that the model mismatch, ξ, is between zero and two.
It follows that by overestimating the process gain, the asymptotic stability
of the closed loop system can be guaranteed. The stable regions for delays of up to
ten runs are shown in Figure 2.4.
Figure 2.4 shows that, irrespective of the length of the metrology delay, an
EWMA controlled process will be stable when the following criteria are met: the
estimated gain, b, must have the same sign as the true process gain and the estimated
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gain must be greater than half of the true process gain. Figure 2.4 also shows that
the range of allowable gain estimates increases as the EWMA tuning parameter gets
larger, (i.e., as the controller becomes less aggressive). As the tuning parameter
approaches unity we see that the only constraint for stability is that the estimated
gain must have the same sign as the true gain. This, however, says nothing of the
closed loop performance, as a tuning parameter of unity is equivalent to an open
loop process.
We also see in Figure 2.4 that this sufficient condition for stability is conser-
vative for small metrology delays and then becomes less conservative with increasing
metrology delay. For example, when d = 2 and ω = 0.5, the necessary and suffi-
cient condition for stability is 0 < ξ < 2.56 which is 28% larger than the sufficient
condition. Then, if the metrology delay is increased to d = 10, the necessary and
sufficient condition for stability becomes 0 < ξ < 2.07; only 3.3% larger than the
sufficient condition.
2.1.3 Simulation of a SISO Process
In this section the closed loop stability of an EWMA controlled process is
demonstrated using a simple simulation. Consider a system with T = 0, ν = 0, β =
7.0 and with normally distributed noise with unit variance. Through a designed
experiment or from process data, an approximation for the model gain is determined
to be b = 2.0 so that the model mismatch is ξ = 3.5. According to the boundary
regions shown in Figures 2.1 through 2.3, ω = 0.6 will result in a stable system when
there is no delay, a marginally stable system with a delay of one and an unstable
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Figure 2.5: Simulation of a SISO EWMA controller
with ξ = 3.5, ω = 0.6, and delays of 0, 1, and 2 runs
system with a delay of two. Figure 2.5 shows 50 runs of this simulation. Here we see
the importance of considering metrology delay implicitly in choosing the forgetting
factor for an EWMA controller. A process that is stable at a given metrology lag
can become unstable if the metrology delay is increased.
2.2 Stability of the MIMO EWMA Controller
In this section the stability conditions for the MIMO EWMA controller will
be derived. The stability condition for a process without metrology delay is consid-
ered in Section 2.2.1 and that with metrology delay is considered in Section 2.2.2.
An illustrative simulation is provided in Section 2.2.3.
33
2.2.1 MIMO Stability Without Metrology Delay
The closed loop realization of a process controlled with a MIMO EWMA
controller is analogous to the SISO case,
ν̂t+1 = (I − ξ(I − ω)) ν̂t + (I − ω) (ξT + ν + εt) , (2.21)
where the definition of the model mismatch matrix, ξ, is dependent on the controller
objective function:
1. Minimize the sum of squared control inputs
ξ = βbT (bbT )−1 (2.22)
2. Minimize the sum of squared change in control input
ξ = βbT (bbT )−1 (2.23)
3. Minimize the sum of squared deviation from target
ξ = β(bT b)−1bT (2.24)
4. MPC formulation with S = 0
ξ = (β − b)(bT Qb + R)−1bT Q + I. (2.25)
The derivations for these model mismatch matrices are shown in Appendix A.1.
In addition, the tuning parameter, ω in (2.22) through (2.25) is a diagonal matrix










When deriving the EWMA filter from discounted recursive least squares (RLS)
regression, process measurements are discounted at a rate of (1−ω)t for each of the n
disturbance channels [1]. In other words, the disturbance estimate is extracted from
discounted data as opposed to filtering the updates of the n disturbance channels
independently. It follows that, with discounted RLS regression, all of the disturbance
channels are updated at the same rate so that ω1 = ω2 = . . . = ωn and only one








 = ωIn. (2.27)
Using the discounted RLS interpretation of the MIMO EWMA controller,
the MIMO system without metrology delay is stable when all of the eigenvalues of
the transition matrix,
A = I − ξ(I − ω), (2.28)
are inside the unit circle. Finding the stability conditions for the MIMO case is
much more complicated than the SISO case since the transition matrix now has the
same dimensions as the model mismatch matrix, ξ. However, the complexity of the
MIMO system can be reduced dramatically according to the following Lemma.
Lemma 2.2.1. The model mismatch matrix can be replaced with its eigenvalues
in determining the stability boundary of the MIMO system for ω = ωI, that is,
eig(A) = 1− λj(1− ω) where λj are the eigenvalues of ξ.
Proof: See Appendix A.2.
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Although a complex model mismatch parameter is not physically possible for
the SISO case, the eigenvalues of ξ for the MIMO case can be complex. Therefore,
we have the following theorem for the stability boundary of the system without
metrology delay.
Theorem 2.2.2. Denoting λj = a + bi, the MIMO EWMA with ω = ωI controller
is stable if and only if
a2 + b2 − 2a
a2 + b2
< ω < 1, (2.29)
which is equivalent to the result in [63].
Proof: See Appendix A.3.
The complex stability regions for the EWMA controller without metrology
delay are shown in Figure 2.6. Figure 2.6 shows that the stability of the EWMA
controlled process shrinks as the complex part of λ increases. Unlike the SISO
case, when the eigenvalues of ξ have a complex part, an unstable region develops
as the real part, a, approaches zero. This indicates that, unlike the SISO case,
overestimating the process gain can result in closed loop instability.
2.2.2 MIMO Stability With Metrology Delay
When metrology delay is considered, the closed-loop equation for the MIMO
EWMA controller becomes
ν̂t+d+1 = ων̂t+d + (I − ω)(I − ξ)ν̂t + (I − ω)ν + εt+1. (2.30)
Denoting λ1, λ2, . . . , λm as the eigenvalues of ξ and using the same argument as in
the proof of Lemma 2.2.1, we see that the MIMO characteristic equation is analogous
36
















Figure 2.6: The complex stability boundaries for a sys-
tem without metrology delay, b = 0 . . . 1.2 in incre-
ments of 0.2
the the SISO characteristic equation in (2.9) with respect to the eigenvalues of the
model mismatch matrix,
f(z) = zd+1 − ωzd − (1− ω)(1− λj) = 0, (2.31)
for j = 1, 2, . . . m.
Solving (2.31) for λj yields
λj = 1− z
d+1 − ωzd
1− ω (2.32)
where the z can be any value along the unit circle. By expressing z in polar coordi-
nates, z = eiθ for −π ≤ θ ≤ π, the complex stability boundary can be plotted. This
is shown in Figure 2.7 for ω = 0.5 and delays of zero through three runs.
Figure 2.7 shows that the complex stability boundary in (2.32) is a spiral
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Figure 2.7: The complex stability region for ω = 0.5. Starting from
λj = 0, the complex stability bounds spiral out as θ approaches ±π.
The solid and dashed lines correspond to 0 ≤ θ ≤ π and −π ≤ θ ≤ 0,
respectively. The innermost boundaries are the stability boundaries.
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with its origin at {0,0} on the complex plane and spirals outward as the metrology
delay increases. For every run that the delay is increased, the complex stability
spirals outward by half a rotation around the point {1,0} and the stability bound-
ary becomes smaller. The innermost enclosed region represents the true stability
boundary and the outer rings are non-critical roots of the characteristic equation
(i.e., roots which are outside of the unit circle).
Figure 2.7 illustrates geometrically how the stability boundaries tighten with
increasing metrology lags. Solving for analytical solutions that describes these
bounds, however, is not trivial. Since the Routh-Hurwitz criterion is only valid for
polynomials with all real coefficients, the SISO stability region is valid only when
all of the eigenvalues of the model mismatch matrix are real. To determine if all the
poles of a polynomial with complex coefficients are in the LHP, Frank and Gant-
macher independently introduced methods to extend the Routh-Hurwitz stability
criterion to polynomials with complex coefficients [29, 31]. Gantmacher’s method is
somewhat more straightforward in its implementation so this method will be used
exclusively to solve for the stability boundaries when model mismatch matrix has
complex eigenvalues.
According to Gantmacher’s generalized Routh-Hurwitz stability criterion, a
polynomial of the form
f(iw) = (ap + bpi)wp + (ap−1 + bp−1i)wp−1 + (a0 + b0i) (2.33)
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bp bp−1 · · · bo 0
ap ap−1 · · · ao 0
0 bp bp−1 · · · bo
0 ap ap−1 · · · ao




are greater than zero.
The generalized Routh-Hurwitz stability criterion will be demonstrated on
the MIMO systems with metrology delays of one and two runs.
2.2.2.1 The Stability of a MIMO Process With a Delay of One Run
Starting with the characteristic equation of the SISO case with a delay of one
run (2.11) and substituting w = wi and λj = a + bi yields the complex polynomial,
<{f(iw)} = −(a(1− ω) + 2ω)w2 + 2b(1− ω)w + a(1− ω)
={f(iw)} = −b(1− ω)w2 − 2(a + ω − aω − 2)w + b(1− ω) (2.35)




b2 b1 b0 0
a2 a1 a0 0
0 b2 b1 b0




b0 = b(1− ω) a0 = a(1− ω)
b1 = −2(a + ω − aω − 2) a1 = 2b(1− ω)
b2 = −b(1− ω) a2 = −a(1− ω)− 2ω.
The solution to the system of inequalities such that the principal minors of ∇ are
greater than zero yields multiple stability boundaries. However, the active stability





















a b = 0
b = 1.2
Figure 2.8: The complex stability boundaries for a sys-
tem with metrology delay of one run, b = 0 . . . 1.2 in
increments of 0.2
where
a0 = 8b2a2 + 16a2 − 16ab2 − 16a3 + 4a4 + 4b4
a1 = −16b2 − 32b2a2 + 64ab2 − 80a2 + 64a3 + 32a− 16b4 − 16a4
a2 = −96ab2 + 36b2 + 132a2 + 24b4 + 48b2a2 + 24a4 − 64a− 96a3
a3 = −32b2a2 − 16a4 + 64a3 + 40a− 24b2 − 16b4 + 64ab2 − 88a2
a4 = −16ab2 + 4b4 + 8b2a2 + 20a2 + 4b2 + 4a4 − 16a3 − 8a.
A numerical root solver was used to find the solution to (2.37) and the solution is
plotted in Figure 2.8.
2.2.2.2 The Stability of a MIMO Process With a Delay of Two Runs
Following the same procedure as the case with a delay of one run, the com-
plex characteristic equation for a process with a delay of two runs is
<{f(iw)} = b(1− ω)w3 + (3a(1− ω) + 4ω)w2
−3b(1− ω)w − a(1− ω)
={f(iw)} = (2− a(1− ω))w3 + 3b(1− ω)w2
+(3a(1− ω) + 4ω − 6)w − b(1− ω)
(2.38)
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b3 b2 b1 b0 0 0
a3 a2 a1 a0 0 0
0 b3 b2 b1 b0 0
0 a3 a2 a1 a0 0
0 0 b3 b2 b1 b0





b0 = −b(1− ω) a0 = −a(1− ω)
b1 = 3a(1− ω) + 4ω − 6 a1 = −3b(1− ω)
b2 = 3b(1− ω) a2 = 3a(1− ω) + 4ω
b3 = 2− a(1− ω) a3 = b(1− ω).











a2 + b2 − 2a)3
a1 = (5a2 + 5b2 − 10a + 6)
(
a2 + b2 − 2a)2
a2 = −(10a2 + 10b2 − 20a + 9)(a2 + b2 − 2a + 1)(a2 + b2 − 2a)
a3 = 10a6 + 30a4b2 + 30a2b4 + 10b6 − 60a5 − 120a3b2 − 60ab4 + 141a4
+162a2b2 + 21b4 − 164a3 − 84ab2 + 97a2 + 13b2 − 24a
a4 = −(a2 + b2 − 2a)(a2 + b2 − 2a + 1)(5a2 + 5b2 − 10a + 4)
a5 = (a2 + b2 − 2a + 1)
(
a2 + b2 − 2a)2.
Solving (2.40) numerically yields the stability boundaries plotted in Figure 2.9.
2.2.2.3 The Stability of MIMO Processes with Large Metrology Delays
Like the SISO case, the procedure used to find the stable region of the system
with metrology lags of one or two runs can be extended to find the stable regions
for processes with longer delays. However, when metrology delays increase beyond
one or two runs, the solution to the generalized Routh-Hurwitz criteria becomes
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Figure 2.9: The complex stability boundaries for a sys-
tem with metrology delay of two runs, b = 0 . . . 1.2 in
increments of 0.2
prohibitively difficult. A sufficient condition for MIMO stability can be established
by ensuring that the most aggressive controller, which corresponds to ω = 0, is
stable. The resulting characteristic equation is
f(z) = zd+1 + λj − 1 = 0. (2.41)
By restricting the the roots of the characteristic equation to the inside of the unit
circle leads to the following theorem:
Theorem 2.2.3. A sufficient condition for stability of the MIMO EWMA controller
for a delay of any length is, for λj = a + bi,
(a− 1)2 + b2 < 1 (2.42)







Figure 2.10: A sufficient condition for MIMO stability
is that all the eigenvalues of the model-mismatch ma-
trix fall inside a circle with unit radius and centered at
{1,0} on the complex plane
This could equivalently be stated that a sufficient condition for MIMO sta-
bility is that all of the eigenvalues of the model mismatch matrix fall inside a circle
centered at {1,0} and with unit radius. This is shown in Figure 2.10. By denoting
λj = a+bi = reiθ, the stability boundary for θ = 0 . . . 3π/8 are shown in Figure 2.11
which verifies the sufficient stability condition in Theorem 2.2.3.
Since the addition of metrology delay shrinks the stability region, a necessary
condition for closed-loop stability is that all of the eigenvalues of ξ meet the stability
requirement for the case with no metrology delay shown in (2.29). By setting d=0
















































θ = 3 π/8
Figure 2.11: The magnitude of the stability boundary, r, and phase
angle, θ, for delays of zero through ten runs
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ω = 0.8 
ω = 0 
ω = 0.7 
Figure 2.12: A necessary condition for stability is that
all of the eigenvalues of ξ fall inside a circle with radius
r = 11−ω and centered at { 11−ω , 0} on the complex plane
This states that a necessary condition for closed-loop stability for any length metrol-
ogy delay is that all of the eigenvalues of the model-mismatch matrix fall inside a
circle with radius, r = 11−ω and centered at { 11−ω , 0} on the complex plane. This is
plotted in Figure 2.12.
2.2.3 Simulation of a MIMO Process




]T , ν = [ 0 0 ]T ,
β =
[
6 −3 8 16






[ −0.5 −0.6 2.8 4.5
1.5 1.5 5 5.2
]
.
In addition, the process has normally distributed noise of the appropriate dimension
with unit variance. A MIMO EWMA controller will be used with an objective






and the eigenvalues of ξ are λ = 2.8±1.2i. The eigenvalues of ξ clearly do not meet
the sufficient condition for stability (i.e., they fall outside of the circle show in Fig-
ure 2.10). However, according to the boundary regions shown in Figures 2.6 through
2.9, ω = 0.62 will result in a stable system when there is no delay, a marginally sta-
ble system with a delay of one, and an unstable system with a delay of two runs.
Figure 2.13 shows 50 runs of this simulation. In addition, the minimum ω required
to maintain stability for various metrology delays is summarized in Table 2.1.
Table 2.1: The minimum ω required to maintain sta-
bility in the MIMO EWMA controlled example for var-

























Figure 2.13: Simulation of a MIMO EWMA controller
with λ = 2.8 ± 1.2i, ω = 0.62, and delays of 0, 1, and
2 runs
2.3 Conclusions
A fundamental concern in choosing the tuning parameter of the EWMA
run-to-run controller is closed loop stability when there is uncertainty in the process
model. This chapter has derived the tuning parameters which guarantee closed
loop stability for EWMA controlled processes with time delay between product
manufacturing and metrology. It was shown that for the SISO process, the sufficient
condition for stability is that the true process gain must be greater than zero and
less than two times the estimated process gain for any length of metrology delay.
Therefore, by overestimating the process gain, the closed loop stability of a SISO
system can be guaranteed.
The stability requirements for MIMO systems with several different objec-
48
tive functions are also derived in this chapter. The necessary and sufficient condition
for MIMO stability is derived for the case of no metrology delay. For the case with
metrology delay, we have shown that a sufficient condition for MIMO stability is
that all of the eigenvalues of the model mismatch matrix fall inside a circle with
unit radius and centered at {1, 0} on the complex plane. Unlike the SISO case, the
imaginary component of the eigenvalues can result in an unstable region when the
process gain is overestimated. It follows that overestimating the process gain can re-
sult in an unstable system with MIMO control. Simulations have been shown where
stable processes are pushed into the unstable region when changes in manufacturing
increase the metrology lag. As a result one can conclude that it is necessary to
consider both the worst case model mismatch and the metrology lag when choosing
the EWMA tuning parameter for a MIMO process.
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Chapter 3
The Stability of the Double-EWMA Controller
The double exponentially weighted moving average (double-EWMA) run-to-
run controller is a popular algorithm for controlling semiconductor manufacturing
processes which have a deterministic drift due to process aging or tool performance
deterioration over time. Like the EWMA controller discussed in Chapter 2, a poorly
tuned double-EWMA controller can result in closed-loop instability. This chapter
examines the stability bounds for the tuning parameter of both the single input-
single output (SISO) and multiple input-multiple output (MIMO) double-EWMA
controllers that have model mismatch and delay between manufacturing and metrol-
ogy. To illustrate the importance of performing stability analysis in choosing the
double-EWMA tuning parameter, a simulation of a chemical mechanical planariza-
tion process that is controlled by a double-EWMA controller is included.
As mentioned in Section 1.1.1.2, there are three formulations of the double-
EWMA controller commonly seen in the literature: the predictor corrector controller
(PCC) [11], the double-EWMA controller introduced in [19] as a correction to the
PCC, and the double-EWMA controller as derived from recursive least squares re-
gression [1]. The first two approaches to the double-EWMA controller use separate
tuning parameters for the slope estimate and the intercept estimate. The third,
double-EWMA control algorithm, on the other hand, uses a recursive least squares
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regression to fit a static model to exponentially discounted data. This interpretation
of the double-EWMA controller has a single tuning parameter which is used to gov-
ern how quickly process data is discounted. Although the first two interpretations
can be considered more general (because of the two degrees of freedom in the con-
troller tuning), the choice of tuning parameters can be difficult. For this reason and
for simplifying the analysis of the stability conditions, only Abraham and Ledolter’s
recursive least squares algorithm will be considered in this chapter. Nevertheless,
the stability analysis techniques demonstrated in this chapter can easily be extended
to the two-tuning-parameter double-EWMA controllers.
The outline of this chapter is as follows. The stability boundaries of the SISO
double-EWMA controller is derived in Section 3.1 followed by the MIMO stability
boundaries in Section 3.2. Illustrative simulations based on the CMP process are
provided in Sections 3.1.3 and 3.2.3 for the SISO and MIMO controllers, respectively.
Some concluding remarks are given in Section 3.3.
3.1 Stability of the SISO Double-EWMA Controller
In this section the stability boundaries are derived for the SISO double-
EWMA controller. The case with no metrology delay is examined in Section 3.1.1
followed by processes with metrology delays in Section 3.1.2. The stability of pro-
cesses with extended metrology delays are considered in Section 3.1.2.3. A process
simulation demonstrating the utility of the double-EWMA stability analysis is then
shown in Section 3.1.3.
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3.1.1 SISO Stability Without Metrology Delay
By combining the updating equations for the slope and intercept estimates in
(1.18) with the control law in (1.5), the closed loop realization of the double-EWMA
controller can be written
ν̂t = ν̂t−1 + δ̂t−1 + (1− ω2)
(
−ξ(ν̂t−1 + δ̂t−1) + νn−1 + δ
)
δ̂t = δ̂t−1 + (1− ω)2
(
−ξ(ν̂t−1 + δ̂t−1) + νn−1 + δ
) (3.1)
where the process target, T , has been set to zero without loss of generality. Next,




, the updating equations in (3.1) can be written in state
space representation [14],
xt+1 = Axt + wt





1− (1− ω2)ξ 1− (1− ω2)ξ




(1− ω2)[(ξ − 1) + νt + δ + εt]






Rt = νt + εt
The system described by (3.2) is stable when the both the disturbance,
νt, and the state transition matrix, A, are bounded as t goes to infinity. It is
widely known that the second condition will hold if all of the eigenvalues of A are
inside of the unit circle. The eigenvalues of A are determined from the roots of the
characteristic equation,
f(z) = z2 + (−2ξω + 2ξ − 2)z + (ω2ξ − ξ + 1) = 0. (3.3)
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To solve for ξ = f(ω) such that all of the eigenvalues are inside the unit circle, the
inside of the unit circle is mapped to the (LHP) using the bilinear transformation
in (2.10) which yields
f(w) = (ω2ξ + 2ωξ − 3ξ + 4)w2 + (−2ω2ξ + 2ξ)w + ω2ξ − 2ωξ + ξ = 0. (3.4)
Since (3.4) is quadratic, all the roots are in the LHP when all of the coefficients on
w have the same sign. This results in the following three criteria for the stability
boundaries:
1. ω2ξ + 2ωξ − 3ξ + 4 > 0
2. −2ω2ξ + 2ξ > 0
3. ω2ξ − 2ωξ + ξ > 0.




ω2 + 2ω − 3
It follows that the stability region of the SISO controller is
0 < ξ <
−4
ω2 + 2ω − 3 . (3.5)
This is plotted in Figure 3.1.
An equivalent derivation of the stability region shown in (3.5) can be found
in [14] for Butler and Stefani’s PCC interpretation of the double-EWMA controller.
As shown in Figure 3.1, a necessary condition for stability is that ξ is greater
than zero or, equivalently, when the estimated process gain has the same sign as the
53











Figure 3.1: Stability region for the SISO double-
EWMA controller without metrology delay
actual process gain. Figure 3.1 also demonstrates that the stability of the system
increases as the forgetting factor, ω, approaches unity. This is not surprising as a
larger forgetting factor is associated with a less aggressive controller. The limiting
case is when ω = 1. In this case, the disturbance parameter estimates, ν̂ and δ̂, are
never updated and the only criterion for stability is that the disturbance is bounded.
Therefore, we see that the upper stability boundary is ξ = ∞ when ω = 1.
3.1.2 SISO Stability With Metrology Delay
When there is delay between processing and measuring a batch of wafers,
the disturbance estimate must be forecasted through the duration of the metrology
delay. In this case, instead of using the disturbance model to simply forecast the
disturbance one step ahead (i.e., time t + 1), the disturbance model is used to find
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the d + 1 step ahead forecast,
ν̂t+d+1 = ν̂t + (d + 1)δ̂t. (3.6)
Here we see that the most recent estimate of the drift term, δ̂t, is used to account
for the drift during the delay. It follows that the SISO control law is
ut+1 =
T − ν̂t−d − (1 + d)δ̂t−d
b
(3.7)
and the parameter updating equations and the control recipe is calculated from









ŷt−d|t−d−1 = but−d + ν̂t−d−1 + δ̂t−d−1. (3.9)




ν̂t−d−1 ν̂t−d . . . ν̂t δ̂t−d−1 δ̂t−d . . . δ̂t
]T
. (3.10)
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(d + 1)(1− ω)2(1− ξ) 0 . . . ω(2− ω)

 .
As with the system with no delay, the system is stable when the disturbance is
bounded and all of the eigenvalues are inside the unit circle. The Routh-Hurwitz
criterion can be used to solve for the boundary which ensures that all of the eigen-
values are inside the unit circle.
3.1.2.1 The Stability of a SISO System With a Delay of One Run





0 1 0 0
(1− ω2)(1− ξ) ω2 2(1− ω2)(1− ξ) ω2
0 0 0 1
(1− ω)2(1− ξ) −(1− ω)2 2(1− ω)2(1− ξ) 2ω − ω2

 . (3.12)
The characteristic equation of A is
f(z) = z3 − 2ωz2 + ξ ((1− ω)(3− ω) + 4ω − 3) z + 2(1− ω)(1− ξ) = 0 (3.13)
and by using the bilinear transformation in (2.21), the inside of the unit circle in
the z-domain is mapped to the LHP in the w-domain. This transformation yields
f(w) = a3w3 + a2w2 + a1w + a0 = 0 (3.14)
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where
a0 = −ξ(1− ω)2
a1 = −ξ(3 + ω)(1− ω)
a2 = −ξ(1− ω)(9− ω) + 8ω − 12
a3 = ξ(1− ω)(5 + ω) + 4(1− 2ω).
The Routh-Hurwitz stability criterion is then used to determine the conditions for
which the roots of (3.14) are all in the LHP. This criterion states that the determi-
nants of all of the principal minors of the Routh-Hurwitz matrix are greater than
zero:






Solving this system of inequalities yields the following stability boundaries for the
system with a delay of one run:
−8ω + 4
ω2 − 6ω + 5 < ξ <
3ω − 5
4ω − 4 . (3.15)
This is plotted in Figure 3.2. Here we see that, unlike the case without metrology
delay (where overestimating the process gain guarantees closed-loop stability), an
unstable region exists in the region 0 ≤ ξ ≤ 1. This implies that if a system
has metrology delay then overestimating the process gain can cause the system
to become unstable. We also see in Figure 3.2 that the size of the stable region
becomes smaller with the inclusion of metrology delay. In the following section, we
will look at the effects of further increasing the metrology delay on the stability of
the double-EWMA controller.
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Figure 3.2: Stability region for the SISO double-
EWMA controller with a delay of one run
3.1.2.2 The Stability of a SISO System With a Delay of Two Runs





0 1 0 0 0 0
0 0 1 0 0 0
(1− ω)2(1− ξ) 0 ω2 3(1− ω)2(1− ξ) 0 ω2
0 0 0 0 1 0
0 0 0 0 0 1
(1− ω)2(1− ξ) 0 −(1− ω)2 3(1− ω)2(1− ξ) 0 ω(2− ω)


with a characteristic polynomial
f(z) = z4 − 2ωz3 + ω2z2 + 2(ω − 2)(1− ω)(1− ξ)z (3.16)
−(ω − 3)(1− ω)(1− ξ) = 0.
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Applying the bilinear transformation to (3.16) yields the characteristic polynomial
in w,
f(w) = a4w3 + a3w3 + a2w2 + a1w + a0 = 0 (3.17)
where
a0 = ξ(1− ω)2
a1 = 4ξ(1− ω)
a2 = (−6ξ + 4)ω2 + (24ξ − 24)ω − 18ξ + 24
a3 = (8ξ − 8)ω2 + (−28ξ + 32)ω + 20ξ − 16
a4 = (−3ξ + 4)ω2 + (10ξ − 8)ω − 7ξ + 8.
It follows that the Routh-Hurwitz criterion results in the following requirements for
stability:
1. a4 > 0













Solving this system of inequalities results in the following possible stability bound-
aries:
1. ξ < 4(ω
2−2ω+2)
3ω2−10ω+7
2. ξ > 2(ω
2−4ω+2)
2ω2−7ω+5
3. (a) ξ > 10ω
3−74ω2+165ω−92+2√ω6−4ω5−5ω4+28ω3−8ω2−56ω+124
(−12ω2+63ω−83)(1−ω) ,















Figure 3.3: Stability region for the SISO double-
EWMA controller with a delay of two runs
4. (a) ξ > 0,
(b) ξ > ω
4−10ω3+37ω2−58ω+28+2√−2ω+7
(ω3−9ω2+27ω−27)(ω−1) ,
(c) ξ < ω
4−10ω3+37ω2−58ω+28−2√−2ω+7
(ω3−9ω2+27ω−27)(ω−1) .
The active stability boundaries are determined by evaluating and comparing each
of the above choices. It follows that the active stability boundaries for the double-
EWMA controller with a delay of two runs are
ω4−10ω3+37ω2−58ω+28+2√−2ω+7




3ω2−10ω+7 , ω ≤ 0.246
ω4−10ω3+37ω2−58ω+28−2√−2ω+7





This region is shown in Figure 3.3.
Equation (3.18) and Figure 3.3 show that the upper active stability boundary
changes at ω = 0.246. When the metrology delay increases, roots are added to the
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characteristic polynomial and these additional roots can become active boundaries.
It can be observed empirically that each additional metrology lag adds an additional
stability boundary.
3.1.2.3 A Sufficient Condition for SISO Stability
We can continue to derive the stability regions for systems with longer delays
than two runs by looking at the characteristic equation,
f(z) = zd+2 + ad+1zd+1 + adzd + a1z + a0 = 0 (3.19)
where
a0 = (d(1− ω)2 + (1 + ω)(1− ω))(1− ξ)
a1 = −(d(1− ω)2 + 2(1− ω))(1− ξ)
ad = ω2
ad+1 = −2ω.
However, just as in the EWMA stability analysis in Section 2.1.2.3, a sufficient
condition for stability can be derived by looking at the case when ω = 0. The idea
here is that by looking at the most aggressive (and therefore the most unstable)
controller tuning, a sufficient condition for closed-loop stability can be inferred for
less aggressive controller tunings. With this in mind, the characteristic equation
with ω = 0 is
f(z) = zd+2 − (d + 2)(1− ξ)z + (d + 1)(1− ξ) = 0. (3.20)
Solving (3.20) for ξ yields the stability boundary
ξ = 1− z
d+2
z(d + 2)− (d + 1) (3.21)
where z can be any value on the unit circle that yields a real value of ξ. The right
half of (3.21) is of particular interest as it represents the distance from ξ = 1 within
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which the system remains stable. This gain margin (GM) is minimized for z = −1





By returning to Figures 3.1 through 3.3, we can see the utility of this suffi-
cient condition. First, Figure 3.1 shows that the closest that the stability boundary
comes to ξ = 1 occurs when ξ = 43 so that the gain margin is
1
3 . We also see from
Figures 3.2 and 3.3 that the closest distance to the stability boundary is 15 and
1
9
for delays of one and two runs, respectively. We can also infer from comparing Fig-
ures 3.1 through 3.3 that the smallest distance to the stability boundary alternates
between being above and below ξ = 1. When the metrology delay of a process
is an even number then the smallest distance to the stability boundary will occur
above ξ = 1. Conversely, when length of the metrology delay is an odd number,
then the shortest distance to the stability boundary will be below ξ = 1. Figure 3.4
shows a plot of the sufficient condition for stability along with the stability boundary
calculated at ω = 0.
3.1.2.4 A Necessary Condition for SISO Stability
For systems with delays longer than one run, a necessary condition for sta-
bility is that the magnitude of the a0 term in (3.19) is less than one,
∣∣(d(1− ω)2 + (1 + ω)(1− ω))(1− ξ)∣∣ < 1. (3.23)
Solving (3.23) for ξ yields the necessary condition for stability,
1− 1
d(1− ω)2 + (1 + ω)(1− ω) < ξ < 1 +
1
d(1− ω)2 + (1 + ω)(1− ω) . (3.24)
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Stability boundary at ω=0
Sufficient stability condition
Figure 3.4: A sufficient condition for stability and the
stability boundary at ω = 0
This is plotted alongside the numerically determined necessary and sufficient stabil-
ity conditions in Figure 3.5 for delays of two through 10 runs.
One of the key drawbacks to the double-EWMA controller (as compared
to the EWMA controller) is illustrated in Figure 3.5. As the metrology delay ap-





d(1− ω)2 + (1 + ω)(1− ω) = 1, (3.25)
so that the gain margin approaches zero as the metrology delay approaches infin-
ity. This is in contrast to the EWMA controller where the gain margin is unity,




































































Figure 3.5: A necessary condition for stability is plotted along with the
necessary and sufficient condition for stability for delays of two through
ten runs. The necessary condition is plotted with a dashed line.
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Figure 3.6: Simulation of a double-EWMA controlled
process with ω = 0.6 and delays of 0, 1, and 2 runs
3.1.3 Simulation of a SISO Process
To demonstrate the importance of considering delay in choosing the double-
EWMA tuning parameter, consider the following example. We wish to control
a system with T = 0, ν0 = 0, β = 5, δ = −15, and with normally distributed
noise with a standard deviation of 14.5. Through a DOE or from process data,
an approximation for the model gain is determined to be b = 2.5 corresponding
to ξ = 2.0. We see immediately that ξ is outside of the sufficient condition for
stability so that the necessary and sufficient conditions must be used. According
to the boundary regions shown in Figures 3.1 through 3.3, ω = 0.6 will result in
a stable system when there is no delay, a marginally stable system with a delay of
one and an unstable system with a delay of two. Figure 3.6 shows 50 runs of this
simulation.
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It is clear from the simulation shown in Figure 3.6 that it is important to
consider the effects of metrology delay on the closed loop stability of the process.
This is especially important after tool maintenance events (where the process gain
can change [37]) or in increasing the process throughput (where delay at the metrol-
ogy tool can increase). With increasing runs, the system with no delay remains on
target while the systems with delay become unstable. The scenario with a delay of
one is marginally stable according to the eigenvalues of the A matrix (suggesting
that oscillations should exist but not increase over time) but Figure 3.6 shows that
a minor increase in the amplitude of the oscillations over time may be occurring.
This is simply the result of computational error in the simulation. By increasing ω
to 0.8 the eigenvalues of all three systems are inside the unit circle and, therefore,
all three systems are stable.
3.2 MIMO Double-EWMA Stability With Metrology Delay
In this section the stability conditions of the MIMO double-EWMA con-
troller are derived. The stability boundaries for a system without metrology delay
is analyzed in Section 3.2.1 followed by an analysis of systems with metrology delay
in Section 3.2.2. In Section 3.2.2.3 a sufficient condition for the stability of the
MIMO double-EWMA system is derived. Finally, a simulation of a MIMO CMP
controller is provided in Section 3.2.3.
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3.2.1 MIMO Double-EWMA Stability Without Metrology Delay
As mentioned previously in Section 1.1.1.2, the double-EWMA control law
is equivalent to the EWMA control law except the disturbance prediction includes
a slope term. It follows that the model mismatch matrices, ξ, are equivalent to
those used in the EWMA stability analysis, (2.22) through (2.25). The closed-loop




Im − (Im − ω2)ξ Im − (Im − ω2)ξ







and ω is the same forgetting factor as the SISO case multiplied
by the m-dimensional identity matrix,








As with the SISO case, the system is stable when all of the eigenvalues of A are inside
the unit circle and the process disturbances are bounded. Finding the eigenvalues of
the transition matrix can be simplified using an approach analogous to Lemma 2.2.1.
Lemma 3.2.1. The model mismatch matrix can be replaced with its eigenvalues in
determining the stability boundary of the MIMO system for ω = ωI. That is,
eig (A(ξ)) = eig (A(D)) (3.28)











Proof: See Appendix B.1.
For example, according to Lemma 3.2.1, a system without metrology delay
will be stable when all of the eigenvalues of
eig(A) =
[
1− (1− ω2)λj 1− (1− ω2)λj
−(1− ω)2λj 1− (1− ω)2λj
]
∀j = 1 . . .m (3.29)
are inside the unit circle, where λ1 . . . λm are the eigenvalues of the model mismatch
matrix, ξ. By comparing (3.29) with (3.2), it is easy to see that the transition matrix
of the MIMO double-EWMA controller is equivalent to m SISO transition matrices
with the SISO plant-model mismatch, ξ, replaced with the eigenvalues of the MIMO
plant-model mismatch matrix, λj . Therefore, the MIMO system is stable when all
of the eigenvalues of ξ are inside the stability region derived for the SISO case. This
result is stated in the following theorem and is a direct result of Lemma 3.2.1.
Theorem 3.2.2. The MIMO stability region with respect to the eigenvalues of ξ
are equivalent to the SISO stability region with respect to ξ.
Proof: See Appendix B.2.
Theorem 3.2.2 is a powerful tool in reducing the complexity in determining
the stability boundaries of the double-EWMA controller. For example, the transition
matrix of a three-output process (m = 3) would have the dimensions of 6x6. Solving
this system directly (i.e., without using Theorem 3.2.2) would require solving a 6th
order polynomial – a nearly impossible task. According to Theorem 3.2.2; however,
this system can be reduced to three independent transition matrices each with a
dimension of 2x2. The solution of which is equivalent to (3.5) with respect to the
eigenvalues of the model-mismatch matrix.
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Figure 3.7: The complex stability boundaries for a sys-
tem without metrology delay, b = 0 . . . 1.2 in incre-
ments of 0.2
Although a complex model mismatch parameter is not physically possible
for the SISO case, the eigenvalues of ξ can be complex. Therefore, substituting
ξ = a + bi into (3.5) and solving for ω, the stability region of the system without









and after multiplying through by the complex conjugate,




a2 − a +
√




The complex stability region for the double-EWMA controller without metrology
delay is shown in Figure 3.7.
As shown in Figure 3.7, the case with b = 0 results in the same stability
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region as shown in Figures 3.1 and an increase in the complex part of the model
mismatch decreases the size of the stable region.
It is worth noting that the results in this section contradict the MIMO
double-EWMA stability region published by Del Castillo and Rajagopol [15, 17].
Their results claim that the off diagonal terms of the plant mismatch matrix, ξ,
have no effect on the stability of the system. This, however, is only the case when
the off diagonal terms have no effect on the eigenvalues of ξ (as is the case with
diagonal, upper triangular, or lower triangular matrices) and is not true in a more
general sense. A counter example to their results as well as a simple correction are
included in Appendix B.3.
3.2.2 MIMO Double-EWMA Stability With Metrology Delay
Unlike the case with no metrology delay, the stability regions for the double-
EWMA controller with delay is not as simple as just substituting ξ = a+bi into the
SISO stability boundary solutions. This is not because Theorem 3.2.2 is invalid for
systems with metrology delay but rather it is because the Routh-Hurwitz stability
criterion is valid only for polynomials with all real coefficients. As mentioned in Sec-
tion 2.2.2, the generalized Routh-Hurwitz criterion must be used when a polynomial
has complex coefficients.
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3.2.2.1 The stability of a MIMO System With a Delay of One Run
Starting with the characteristic equation in (3.14) and substituting ξ = a+bi
and w = wi yields the complex polynomial
<{f(iw)} = a4w4 + a3w3 + a2w2 + a1w + a0 = 0
={f(iw)} = b4w4 + b3w3 + b2w2 + b1w + b0 = 0 (3.32)
where
b0 = −ω2b− 2ωa + b a0 = −ω2a + 2ωb + a
b1 = −ωa + 4b a1 = ωb + 4b
b2 = 2ω2b + (8a− 8)ω − 6b a2 = 2ω2a− 8ωb− 6a + 12
b3 = 4ωa− 4b a3 = −4ωb− 4a + 8
b4 = −ω2b + (8− 6a)ω + 5b a4 = −ω2a + 6ωb + 5a− 4




b4 b3 b2 b1 b0 0 0 0
a4 a3 a2 a1 a0 0 0 0
0 b4 b3 b2 b1 b0 0 0
0 a4 a3 a2 a1 a0 0 0
0 0 b4 b3 b2 b1 b0 0
0 0 a4 a3 a2 a1 a0 0
0 0 0 b4 b3 b2 b1 b0




It is unreasonable to solve all of the principal minors of (3.33) analytically so a
numerical solver was used. The results are plotted in Figure 3.8.
3.2.2.2 The stability of a MIMO System With a Delay of Two Runs
The same procedure as Section 3.2.2.1 can be used to find the stability
boundaries of the MIMO double-EWMA process with two runs. The resulting
stability boundaries are shown in Figure 3.9.
By comparing Figure 3.7 through 3.9 a few general remarks can be made
concerning the stability of MIMO systems. First, as mentioned earlier, the stability
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a b = 0 b = 1.2
Figure 3.8: The complex stability boundaries for a sys-
tem with a metrology delay of one run, b = 0 . . . 1.2 in
increments of 0.2









a b = 0 b = 1.2
Figure 3.9: The complex stability boundaries for a sys-
tem with a metrology delay of two runs, b = 0 . . . 1.2
in increments of 0.2
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boundary with b = 0 is equivalent to the SISO stability boundaries in Figures 3.1
through 3.3, so, like all systems, the SISO case is simply a subset of the more general
MIMO stability boundaries. Next, we see that as the complex part of the eigenvalues
of the model mismatch matrix increases, the stability region is pushed to the right.
When the eigenvalues are completely imaginary (i.e., a = 0) then the only stable
tuning parameter is ω = 1. This scenario occurs when the gains of a non-interacting
system are swapped. That is, the gain for process p is assigned to process q and
vice versa. It is intuitive that the only way to achieve closed-loop stability in such
a system is to turn off the controller (ω = 1).
3.2.2.3 A Sufficient Condition for MIMO Stability
A sufficient condition for MIMO stability can be derived by using the same
approach as the one used to find a SISO sufficient stability condition in Section 3.1.2.3.
By looking at the case where ω = 0, the worst case (i.e., the smallest) stability
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Figure 3.10: The complex stability boundary of the MIMO double-
EWMA controller with ω = 0 is a spiral which converges on {1,0}
From Theorem 3.2.2 and the SISO characteristic equation, (3.20), the stability
boundary for each of the m disturbance channels is
λj = aj ± bji = 1− z
d+2
z(d + 2)− (d + 1) (3.35)
where z can be any point along the unit circle z = eiθ. By plotting (3.35) for
−π ≤ θ ≤ π, we can see that the stability boundaries are defined by a spiral in the
complex plain. This is shown in Figure 3.10 for delays of zero through three runs.
The terminal point on the spiral occurs when θ = ±π so that z = −1. It
follows that the GM of the MIMO system with respect to the eigenvalues of the
model mismatch matrix is equivalent to the SISO GM in (3.22) with respect to ξ.
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d = 0 
d = 1 
d = 10
Figure 3.11: A sufficient stability condition for the
double-EWMA controller for delays of zero through
ten runs
This leads to the following theorem,
Theorem 3.2.3. A sufficient condition for stability of the MIMO double-EWMA
controller for a delay of length d, and for λj = a + bi is
(a− 1)2 + b2 < 1
2d + 3
. (3.36)
Proof: See Appendix B.4.
Theorem 3.2.3 states that a sufficient condition for MIMO stability is that
all of the eigenvalues of ξ fall inside a circle of radius 12d+3 centered at {1,0} on the
complex plain. This is illustrated in Figure 3.11 for delays of up to ten runs.
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Figure 3.11 shows that as the metrology delay increases, the sufficient con-
dition for stability approaches a circle centered at {1,0} on the complex plane and
with zero radius. This means that as the metrology delay approaches infinity and
with ω = 0, any model mismatch will will be outside of this sufficient condition for
stability.
3.2.2.4 A Necessary Condition for MIMO Stability
A necessary condition for MIMO stability can be derived by solving (3.23)
with respect to the eigenvalues of the model-mismatch matrix,
∣∣(d(1− ω)2 + (1 + ω)(1− ω))(1− λj)
∣∣ < 1. (3.37)
Rewriting (3.37) in polar coordinates yields the boundary for the necessary condition
for stability,
λj = 1 +
eiθ
d(1− ω)2 + (1 + ω)(1− ω) , (3.38)
where −π ≤ θ ≤ π. This is simply a circle centered at {1, 0} in the complex
plane with radius, r = 1
d(1−ω)2+(1+ω)(1−ω) . A necessary condition for stability is also
that the real component of λj is greater than zero. Combining these two necessary
conditions results in the boundaries plotted in Figure 3.12.
We see in Figure 3.12 that the necessary condition for stability becomes









d(1− ω)2 + (1 + ω)(1− ω)
}
= 1, (3.39)
we see that the system is stable if and only if all of the eigenvalues of the model-





































































































Figure 3.12: A necessary condition for stability for metrology delay of
zero through eight runs for ω = 0 . . . 0.8 in increments of 0.1. The
innermost circle is the ω = 0 necessary condition.
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3.2.3 Simulation of a MIMO Process
As a practical example, consider the chemical mechanical planarization (CMP)
model described by Ning et al [48]. This is a four input (platen speed, back pres-
sure, polish head down force, and profile) and two-output (removal rate and non-
uniformity) system with a deterministic drift. This system matches the model given







50.18 −6.65 163.4 8.45






as the parameters in their model and assume that εt is normally distributed and







Now, assuming that the estimate for the process gain is determined a priori to be
b =
[
19.76 −10.96 70.84 2.20
16.59 11.98 42.97 4.71
]
,
it is desired to determine the values of the discount coefficient, ω, that will ensure
that the system remains stable when subject to a process drift and metrology delay.
We have chosen minimizing the 2-norm of the change in recipe as the objective
function so that the controller input is given in (1.7). According to (2.23), the
model mismatch matrix that corresponds to this objective function is






and the eigenvalues of ξ are λ = 1.5± 0.6i.
We see immediately that the eigenvalues are outside of the sufficient condi-
tion for stability in (3.36) so that the full analytical solutions must be used. From
the stability regions shown in Figures 3.7 through 3.9, the process under considera-
tion will be stable when 0.348 < ω < 1 for the process with no delay, 0.584 < ω < 1
for a process with a delay of one and 0.709 < ω < 1 for a process with a delay of
two. Table 3.1 shows the stability bounds for metrology lags of up to 20 runs.
Table 3.1: The minimum ω required to maintain stabil-











As expected, Table 3.1 shows that as metrology lag increases, the minimum
value of ω that guarantees closed loop stability increases or, equivalently, the range of
values of ω that guarantee closed loop stability decreases with increasing metrology
delay. This demonstrates the importance in considering both the delay and the
model mismatch in determining the double-EWMA tuning parameter. A well tuned,
robust double-EWMA controller could be pushed into an unstable operating region
if an increase in production results in an increase in the metrology lag. For example,
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a tuning parameter of ω = 0.7 would be stable for metrology delays of zero or one
run. Then, by increasing the delay to two runs, the system becomes unstable and
continues to be further outside of the stability region as the metrology lag increases.
3.3 Conclusions
Because of increased production in semiconductor manufacturing, the num-
ber of lots run between wafer processing at a tool and collecting measurements for
a run continues to increase. This metrology lag can lead to process instabilities and
should be considered implicitly when choosing the tuning parameters for a double-
EWMA controller. This chapter has introduced a simple technique for determining
the closed-loop stability region for both SISO and MIMO systems when model mis-
match and measurement delay are present in a system. As expected, the size of the
stability region of a SISO system decreases as metrology delay and model-mismatch
increase and as the weighting parameter, ω, approaches zero. It was also shown
that, in contrast to the EWMA controller, when metrology delay exists in the sys-
tem, overestimating β can lead to closed-loop instability.
For a MIMO system with all real eigenvalues of the model mismatch matrix,
it was shown that the necessary and sufficient condition for closed loop stability is
that all of the eigenvalues must fall within the SISO stability bounds (with respect to
ξ). Unlike the SISO case, however, the MIMO system can have complex eigenvalues
so that the complex solution to the SISO stability region must be considered. Using
the generalized Routh-Hurwitz criterion, the stability boundaries for systems with
delays of up to two runs are shown. A simulation of a MIMO CMP process was
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included to show the importance of considering both plant model mismatch and
metrology delay in determining a robust double-EWMA tuning parameter. By
increasing the metrology lag in the process the example shows that a stable system
with a metrology lag of zero or one runs could be pushed into the unstable region by
increasing the lag to two or more runs. To ensure that the process remains stable,
a less aggressive ω should be used as metrology lag increases.
Finally, a necessary condition and a sufficient condition for stability of the
SISO and MIMO double-EWMA controllers have been derived. The sufficient con-
dition for SISO stability states that the model mismatch, ξ, must fall between a
pair of bounds centered around ξ = 1 where the bounds decrease in magnitude as
the metrology delay increases. The sufficient condition for MIMO stability is sim-
ilar in that the eigenvalues of the model mismatch matrix must fall inside a circle
centered at {1,0} on the complex plane. The radius of the circle decreases with
metrology delay in an analogous fashion to the SISO stability boundaries. The nec-
essary condition for stability states that as the metrology delay approaches infinity,
the closed-loop system will be unstable if any of the eigenvalues are not unity. This
is in contrast to the EWMA controller where the system is closed-loop stable when




Approximate Solutions to the Stability Boundary
Problem
In Chapters 2 and 3, analytical expressions were derived for the closed-loop
stability boundaries of the EWMA and double-EWMA controllers. The equations
that describe these boundaries are very simple when there is no delay between pro-
cessing and metrology. However, with the introduction of metrology delay, finding
analytical solutions to the stability boundaries becomes prohibitively complicated.
To simplify the equations describing the stability boundaries, an accurate numerical
approximation technique is introduced in this chapter for determining the stability
boundaries of the EWMA and double-EWMA controllers.
The outline of this chapter is as follows. An approximation for the EWMA
stability boundaries is shown in Section 4.1 followed the double-EWMA stability
boundaries in Section 4.2. Some conclusions are given in Section 4.3.
4.1 Approximate EWMA Stability Boundaries
Even for systems with relatively short metrology delays, finding analytical
solutions to the stability boundary can be very difficult. For example, the stability
boundary of a system with a delay of three runs requires the solution to a third
order polynomial. To avoid this laborious task, a polynomial root solver was used
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delay = 10 
delay = 0 
Figure 4.1: A nearly linear relationship between ω/(1 − ω) and ξ is
observed
to find the stability boundaries of systems with metrology delays of longer than two
runs as shown in Figure 2.4.
4.1.1 An Approximate SISO EWMA Stability Boundary
After using a polynomial solver to determine the stability regions for a lim-
ited number of metrology lags, it was observed that a nearly linear relationship
exists between ξ and ω/(1−ω) (i.e., the feasible region of ω is mapped to the RHP).
Figure 4.1 shows a plot of ξ versus ω/(1 − ω) for the stability boundaries of the
EWMA controller with metrology delays of zero through ten runs.
Figure 4.1 illustrates that the stability boundaries increase nearly linearly
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with 1/(1 − ω). To understand the origins of this relationship between ξ and
ω/(1 − ω), we will look closer at the stability region of a process with a metrol-





so that the feasible region for α is 0 ≤ α ≤ ∞. By substituting (4.1) into the
analytical stability boundary in (2.18) we can see the relationship between α and ξ,
ξ =
α + 2 +
√
5α2 + 8α + 4
2
. (4.2)









5α2 + 8α + 4
(4.3)
so we immediately see that the relationship between ξ and α is in fact not linear,
as it may first appear. A plot of dξdα versus α is shown in Figure 4.2 for processes
with delays of two, three and four runs for the range of α = 0 (ω = 0) to α = 10
(ω = 0.91). Here we see that the derivative of ξ with respect to α converges to a
constant very quickly. This explains why a plot of ξ versus α shows a nearly linear
relationship.
To estimate the stability boundaries, the derivative of ξ with respect to α is
broken up into two piecewise discontinuous parts: when ω is less than or equal to 12
(i.e., when α ≤ 1) and when ω is greater than 12 (i.e., when α > 1). When ω ≤ 12 ,
dξ




dα is approximated with
the convergent value of dξdα as ω approaches unity (i.e., α →∞). In other words, ξ is
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Figure 4.2: As α approaches infinity (i.e., as ω ap-
proaches unity), dξdα converges to a constant
fit with a quadratic function for 0 ≤ α ≤ 12 and a linear function for 12 < α. These
approximations are summarized in Table 4.1.
The approximate stability regions for delays of zero through four runs are
plotted along with their respective analytical solutions in Figure 4.3. Here we see
that the approximate solutions shown in Table 4.1 are, as a whole, very accurate. In
the region, 0.6 ≤ ω ≤ 0.9, however, a small error develops between the analytical and
approximate solutions. This is because small values of α are not well approximated
by a constant slope (see Figure 4.2). It follows that as ω approaches unity, we see
that the approximation becomes more accurate as the slope of ξ versus α converges
to a constant. It is also worth noting that the ξ intercepts for α ≤ 1 in Table 4.1 are
all exactly 2. This result is consistent with the results in Section 2.1.2.3 where it
was shown that a sufficient condition for stability is that ξ must be between 0 and
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Table 4.1: Approximate upper stability boundaries for
delays of up to 10 runs, the lower stability boundaries
are ξ = 0 for all metrology delays
Stability Boundary
delay 0 ≤ α ≤ 1 1 < α
0 ξ = 2α + 2 ξ = 2α + 2
1 α + 2 α + 2
2 0.0471α2 + 0.517α + 2 0.618α + 1.944
3 0.0572α2 + 0.308α + 2 0.445α + 1.918
4 0.0545α2 + 0.203α + 2 0.347α + 1.908
5 0.0486α2 + 0.143α + 2 0.284α + 1.906
6 0.0423α2 + 0.105α + 2 0.241α + 1.906
7 0.0367α2 + 0.0808α + 2 0.206α + 1.910
8 0.0319α2 + 0.0639α + 2 0.183α + 1.912
9 0.0278α2 + 0.0517α + 2 0.165α + 1.914
10 0.0244α2 + 0.0427α + 2 0.149α + 1.917
2, irrespective of the metrology delay.
The approximations in Table 4.1 are neither necessary nor sufficient con-
ditions for stability, but rather numerical approximations for the necessary and
sufficient stability boundaries. We can, however, derive a necessary condition by
drawing a line starting at ξ = 2 on the ξ-axis and with the asymptotically conver-
gent slopes listed in the third column of Table 4.1. If the model-mismatch is above
this line, then the closed-loop system is guaranteed unstable. Likewise, a sufficient
condition for stability can be derived by extending the asymptotically convergent
line back to the ξ-axis. If the model-mismatch is below this line and greater than
zero then the closed-loop system is guaranteed stable. This idea is illustrated in
Figure 4.4 for a delay of two runs.
When the metrology delay is less than two runs, then ξ has a linear rela-
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Figure 4.3: Stability region approximations of the
EWMA controller for delays of zero through three runs













Figure 4.4: A necessary and a sufficient condition for
stability for a delay of two runs
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tionship with ω/(1 − ω) and the approximations in Table 4.1 are equivalent to the
analytical necessary and sufficient conditions for stability. For a delay of two runs,
the asymptotically convergent slope can be determined by taking the limit of (4.3)

















Next, using the basic linear form, ξ = a1α + a0 and substituting (4.2) for ξ and the
asymptotically convergent slope in (4.4) as a1, we have
α + 2 +
√






α + a0. (4.5)
Solving for a0 and taking the limit as α approaches infinity yields the ξ-intercept,
lim


















Therefore, a necessary condition for stability is





1− ω + 2 (4.7)
and a sufficient condition for stability is











For delays of longer than two runs, the ξ-intercepts are determined numer-
ically. The sufficient and the necessary (not to be confused with necessary and
sufficient) conditions for stability are shown in Table 4.2 for delays of up to ten runs
and these conditions are plotted alongside the analytical solutions for the stability






















































































Figure 4.5: A necessary and a sufficient conditions for stability are plot-
ted alongside the necessary and sufficient stability boundaries for delays
of two through ten runs. The necessary condition and the sufficient con-
dition is plotted with a dashed-dot and a dashed line, respectively.
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Table 4.2: A necessary stability boundary and a suffi-
cient stability boundary for delays of up to 10 runs
delay Necessary Sufficient
0 ξ = 2α + 2 ξ = 2α + 2
1 α + 2 α + 2
2 0.618α + 2 0.618α + 1.89
3 0.445α + 2 0.445α + 1.83
4 0.347α + 2 0.347α + 1.80
5 0.284α + 2 0.284α + 1.77
6 0.241α + 2 0.241α + 1.75
7 0.206α + 2 0.206α + 1.74
8 0.183α + 2 0.183α + 1.73
9 0.165α + 2 0.165α + 1.72
10 0.149α + 2 0.149α + 1.72
4.1.2 An Approximate MIMO EWMA Stability Boundary
In analogy to the SISO stability region in Section 4.1.1, an accurate nu-
merical approximation can be derived for the MIMO EWMA stability boundaries.
According to Theorem 2.2.3 the necessary and sufficient condition for closed loop
stability is that all of the eigenvalues of the model mismatch matrix fall inside a com-
plex stability boundary. We will derive an approximation of this boundary by first
writing the eigenvalues of the model mismatch, λ, in complex polar form, λ = reiθ,
where r is the complex modulus and θ is the phase angle [32]. By plotting r versus
ω/(1−ω) for a given phase angle we again observe a nearly linear relationship. This
is shown in Figure 4.6 for delays of zero through ten runs and for phase angles of
zero through 3π8 .
Next, the slopes and intercepts of the lines in Figure 4.6 are plotted versus
phase angle. The slopes are calculated using least squares regression for the range
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Figure 4.6: A nearly linear relationship between ω/(1−
ω) and complex modulus is observed for varying phase
angles
0 ≤ α ≤ 10 and are plotted in Figure 4.7. For the sake of simplicity, we have
abandoned the piece-wise fitting used in Section 4.1.1. We know from Theorem 2.2.3
that the intercepts of the lines in Figure 4.6 follow the unit circle centered at {1,0}
so that the intercepts are simply 2 cos θ for any length of metrology delay. This is
shown in Figure 4.8.
Figure 4.7 shows that the slope of the relationship between r and ω/(1−ω)
decreases according to a approximately linear relationship with the phase angle
where the slope is zero when θ = π2 and similar to the SISO coefficient on ω/(1−ω)
shown Table 4.1 when the phase angle is zero. These results have an intuitive appeal
for two reasons. First, when the phase angle is zero, the stability boundary of the
MIMO EWMA controller should be equivalent to the SISO stability boundaries
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Figure 4.7: A nearly linear relationship is observed
between the slope of r versus ω/(1 − ω) for varying
phase angles



















d = 1…10 
Figure 4.8: The intercepts of r versus α tracks the cir-
cle centered at {1,0} with unit radius for all metrology
delays
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shown in Table 4.1 with the respect to the eigenvalues of the model mismatch
matrix, λ. The results are very close, with the differences resulting mainly from
the use of the piecewise linear model in Table 4.1 while a simple linear model is
used for the MIMO case. Next, we see that when the phase angle approaches π2 ,
the slope of λ versus α approaches zero. This too is intuitive in that the stability
should be independent of ω when the eigenvalues of the model mismatch matrix are
all completely imaginary. Finally, we see in Figure 4.7 that, for the case with no
metrology delay, the slope of r with respect to θ tracks the circle centered at {1,0}
on the complex plane with unit radius. This result is consistent with the analytical
expression for the EWMA stability boundary in (2.29).
By combining the intercept and slope terms, an approximation for the com-
plex stability boundary can be formed. These are show in Table 4.3 for metrology
lags of zero through ten runs. The accuracy of the numerical approximation of the
complex stability region is then demonstrated in Figure 4.6 where the numerical
approximations and analytical solutions are plotted for systems with delays of one
through four runs.
We see in Figure 4.9 that the approximation very closely matches the analyt-
ical solutions for a wide range of complex eigenvalues of the model mismatch matrix.
This is truly a remarkable result considering the complexity and non-linearity of the
MIMO stability boundaries. The structure of the numerical approximation allows
us to accurately describe the stability boundaries using only one fitting parameter
for each metrology delay. It could also be argued that the fitting parameters them-
selves could be approximated so that the stability boundaries could be described
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Figure 4.9: Approximate solution of the complex stability region for a
process with metrology delays of one through four runs
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using only two or three fitting parameters for any length of metrology delay.
4.2 Approximate Double-EWMA Stability Boundaries
A similar approach can be used to approximate the stability bounds of the
double-EWMA controller. There are, however, two characteristics of the double-
EWMA stability boundaries that should be addressed. First, unlike the EWMA
stability boundaries, the double-EWMA controller can be unstable when the model
mismatch is between zero and one. Therefore, a numerical approximation must be
generated for both the upper and lower stability boundaries. Second, we see in
Figure 3.3, for example, that the stability boundaries are discontinuous. It follows
that a numerical approximation should account for these discontinuous shifts.
Table 4.3: Approximate complex stability regions of
the EWMA controller for delays of up to 10 runs
Delay Stability Region




1 0 < r < 2 cos θ +
ω(1− 2θπ )
1−ω
2 0 < r < 2 cos θ +
0.602ω(1− 2θπ )
1−ω
3 0 < r < 2 cos θ +
0.421ω(1− 2θπ )
1−ω
4 0 < r < 2 cos θ +
0.383ω(1− 2θπ )
1−ω
5 0 < r < 2 cos θ +
0.252ω(1− 2θπ )
1−ω
6 0 < r < 2 cos θ +
0.208ω(1− 2θπ )
1−ω
7 0 < r < 2 cos θ +
0.175ω(1− 2θπ )
1−ω
8 0 < r < 2 cos θ +
0.150ω(1− 2θπ )
1−ω
9 0 < r < 2 cos θ +
0.131ω(1− 2θπ )
1−ω




4.2.1 An Approximate SISO Double-EWMA Stability Boundary
Figure 4.10 shows that the double-EWMA stability boundaries, like the
EWMA boundaries, can be well approximated by a piecewise linear relationship
between ξ and α. As the length of the metrology delay increases, the number of
active stability boundaries for the double-EWMA increases. This is clearly shown in
Figure 4.10 where there are sharp, discontinuous shifts in the relationship between
α and ξ. As the length of the metrology delay increases, however, many of the
active boundaries show a gradual change in the α domain. It follows that, although
the true stability boundaries may include multiple active regions, the boundaries
can be well approximated using only two or three piecewise linear regions. We have
chosen three active regions as a satisfactory approximation of the upper stability
boundary and two piecewise regions for the lower boundary. These approximations
are summarized in Tables 4.4 and 4.5, for the upper and lower stability boundaries,
respectively.
The approximate stability boundaries for delays of zero through four runs is
plotted in Figure 4.11.
4.2.2 An Approximate MIMO Double-EWMA Stability Boundary
In this section an approximate solution to the MIMO double-EWMA sta-
bility boundaries is derived. The approach must be different from the approximate
complex EWMA stability boundary in Section 4.1.2 since the relationship between
α and r is not well approximated with a straight line. An example of this is shown
in Figure 4.12 for a delay of one run.
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α = ω/ (1 − ω)
ξ
d = 0 
d = 1 
d = 10 
Figure 4.10: A nearly linear relationship between
ω/(1 − ω) and ξ is observed for the upper and lower
stability boundaries of the double-EWMA controller
















d = 0 
d = 4 
Figure 4.11: Stability region approximations of the




































































































































































































































































































































































































































































































































































































































































































































































































































































































































θ = 0 
θ = π/4
Figure 4.12: The complex stability boundary is not
well approximated as a linear relationship with α. The
relationship for a delay of one run is shown.
To approximate the double-EWMA complex stability boundaries, a method
similar to that used to find a sufficient condition for stability in Section 3.2.2.3
is used. In this case, a sufficient condition for MIMO stability is determined by
finding the largest circle that will fit inside the complex stability region. This circle
is calculated by minimizing the maximum radius from a point inside the stability





r0 = f(λ0, θ). (4.9)
The minimax radius, r0, is the Euclidean distance from a point, λ0, which lies inside











and where the unit circle is written in polar notation, z = eiθ. We will refer to this
sufficient condition for stability as the sufficient stability disk.
This problem is similar to the problem posed independently by Chrystal and
Sylvester well over 100 years ago concerning finding the minimum radius which will
encircle a group of points on a plane [21, 62]. The problem has received a considerable
amount of attention and several algorithms exist which efficiently compute this
minimax radius [26, 28, 49]. The details of these algorithms are outside the scope of
this disseration but a survey of minimax location finding algorithms can be found
in [35].
Let us consider a process with a delay of two runs and a tuning parameter
of ω = 0.5. Solving (4.9) using the algorithm of Elzinga and Hearn in [26] shows
that the largest circle that can be inscribed inside the stability region is centered at
λ0 = {0.934, 0} in the complex plane and has a radius of r0 = 0.506. This is shown
in Figure 4.13.
Figure 4.13 shows that the approximate MIMO stability boundaries are con-
servative as values close to the SISO stability boundaries (i.e., =(λ) = 0) fall well
outside of the sufficient stability disk. However, the majority of the stable region
is enclosed by this sufficient stability condition and this methodology will be used
to find an approximate expression for the MIMO stability boundaries. We also see
in Figure 4.13 that the stability boundary is symmetrical across the <(λ) axis so
that the center of the sufficient stability disk, λ0, will have an imaginary component
equal to zero.
Like the EWMA and SISO double-EWMA stability boundaries, both r0 and
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Figure 4.13: The complex boundary for ω = 0.5 and
d = 2. A sufficient condition for MIMO stability can be
established by finding the largest circle that fits inside
the complex stability boundary.
λ0 follow an approximately piecewise piecewise linear relationship with α. This is
plotted in Figures 4.14 and 4.15 for delays of zero through ten runs. The piecewise
linear expressions approximating r0 and λ0 as a function of α are summarized in
Tables 4.6 and 4.7, respectively.
Figure 4.16 shows a plot of the approximate complex double-EWMA stabil-
ity boundaries along with the analytical solution for a system with a delay of one
run. The approximation shows a satisfactory correlation with the analytical solu-
tion when λ ≈ 1 and then shows poor correlation with increasing λ. This can be
understood by looking at Figure 4.13. Here we see that the sufficient condition for
stability is bounded by the imaginary component of the complex stability boundary
and, as mentioned previously, there is a sizeable area in the stable region that is
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d = 0 
d = 1 
d = 2 
d = 10 
Figure 4.14: The radius of the largest circle that can
be inscribed in the complex double-EWMA stability
region follows an approximately piecewise linear re-
lationship with α. Delays of 0 through 10 runs are
shown.

















Figure 4.15: The center point of the circle of maximum
radius in the complex double-EWMA stability region.








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.16: The approximate complex double-EWMA
stability boundary for a delay of one run
not captured inside the sufficient stability disk near the real (i.e., SISO) stability
boundary. It follows that when the real part of the eigenvalues of ξ are close to unity,
then the instabilities must result from the complex components of the eigenvalues.
Since the sufficient stability circle is close to (or touches) the imaginary component
of the stability region, we see a closer approximation to the stability region when
λ is close to unity. Then, because of the conservative nature of the approxima-
tion, we see a poor fit as λ deviates from unity. Nevertheless, the approximate




A fundamental concern in choosing the tuning parameter of the EWMA
and double-EWMA run-to-run controllers is the closed loop stability of the process
when there is uncertainty in the process model and feedback delay. It was shown
in Chapters 2 and 3 that the solution to the stability boundaries of the EWMA
and double-EWMA controllers are often prohibitively complicated, especially when
the eigenvalues of the model mismatch matrix are complex and there are extended
metrology delays. This chapter has reduced the complexity of the stability bound-
ary problem by introducing a numerical approximation technique. Approximate
stability boundaries have been derived for delays of up to ten runs for the SISO
and MIMO EWMA and double-EWMA run-to-run controllers and the accuracy of




The Transient Performance of the EWMA Controller
In Chapter 2 we looked at the effects of metrology delay and model mismatch
on the stability of the EWMA run-to-run controller. In addition to affecting the
stability boundaries, the presence of metrology lag and model mismatch can result
in a detrimental impact on the performance of a process under run-to-run control.
In this chapter the closed-loop performance requirements for processes with delays
of zero through two runs are derived using modified stability analysis tools. Several
simulations are provided to illustrate the importance of considering metrology delay
and model mismatch implicitly in controller performance and tuning.
The outline of the chapter is as follows. The conditions for meeting closed-
loop transient performance requirements for the SISO EWMA controller are derived
in Section 5.1. The MIMO EWMA transient performance conditions are then de-
rived in Section 5.2. Some concluding remarks are then given in Section 5.3.
5.1 Performance of the SISO EWMA Controller
In this section the closed-loop performance criteria for the SISO EWMA
controller are derived. The performance boundaries for the SISO EWMA controller
without metrology delay is provided in Section 5.1.1 followed by the case with metrol-
ogy delay in Section 5.1.2. A simulation illustrating these performance conditions
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is provided in Section 5.1.3.
It was shown in (2.9) that the characteristic equation of the closed-loop SISO
EWMA controller is
f(z) = zd+1 − zdω − (1− ξ)(1− ω) = 0, (5.1)
where ξ was defined in (1.21) to be the ratio of the true process gain, β, and the
estimated gain, b, ξ = βb . It is well known that the closed-loop system is stable
when all of the roots of the characteristic equation (5.1) are inside the unit circle.
Furthermore, requirements on closed-loop performance can be established by solving
for the conditions where the roots of (5.1) are constrained to a region smaller than
the unit circle [2, 3]. This region is illustrated in Figure 5.1 and will be referred to as
the performance region. In other words, the controller error is guaranteed to decay
with the rate of ρt where t is the number of control steps if the roots of (5.1) all fall
within the circle centered at {0,0} on the complex plane with a radius of ρ.
The procedure for determining the EWMA closed-loop performance bound-
aries will be demonstrated by considering systems with metrology lags of zero, one,
and two runs.
5.1.1 SISO Performance Without Metrology Delay
For a process without metrology delay, (5.1) becomes
f(z) = z − ω − (1− ξ)(1− ω) = 0. (5.2)
It is easy to see from (5.2) that the process will meet the performance criterion when
1− ρ
1− ω ≤ ξ ≤
1 + ρ











Figure 5.1: The performance region is defined as a
circle with radius, ρ < 1, on the complex plane
The performance boundaries for ρ = 0.2 . . . 1.0 are shown in Figure 5.2.
When ρ = 1 the performance region is equivalent to the SISO stability region so
that (5.3) is the same as the closed-loop stability boundary shown in (2.3) and
shown in Figure 2.1. In addition, we see in Figure 5.2 that for a process with
no model mismatch (i.e., ξ = 1), the highest performance is achieved when the
EWMA tuning parameter factor, ω, is zero. Figure 5.2 also shows that for an
underestimated model gain (i.e., ξ ≥ 1), the controller tends to be too aggressive.
It is, therefore, necessary to increase ω to improve the controller’s performance
(thus making the controller less aggressive). This is a reasonable result since with a
large ξ, the controller will make large control moves based on an inaccurate process
model. This results in poor performance. It follows that by increasing ω, the
controller will make less aggressive control moves which leads to better performance.
It could equivalently be stated that Figure 5.2 shows that for a small value of ω,
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ρ ≤ 1.0 
ρ ≤ 0.2 
Figure 5.2: The performance region of the SISO
EWMA system without metrology delay
it is necessary to decrease the plant-model mismatch in order to achieve a desired
closed-loop performance. For a conservative choice of ω (i.e., large ω), ξ needs to
be large to be more aggressive. Generally speaking, it is the value of (1− ω)ξ that
determines the transient performance of the controller.
5.1.2 SISO Performance With Metrology Delay
5.1.2.1 A Delay of One Run
For a process with a metrology delay of one run, (5.1) becomes
f(z) = z2 − zω − (1− ξ)(1− ω) = 0. (5.4)
To find the conditions that that guarantee that all of the roots of (5.4) meet the
performance requirement, the we will follow the same procedure as the EWMA
stability analysis in Section 2.1.2. First, the inside of the performance region is
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so that solving for the performance region boundaries is reduced to finding the
conditions where roots for w are in the LHP. The characteristic equation of a process
with a delay of one run becomes
f(w) = a2w2 + a1w + a0 = 0 (5.6)
where
a0 = ρ2 − ωρ− ξω + ω + ξ − 1
a1 = 2(ρ2 + ξω − ξ − ω + 1)
a2 = ρ2 + ωρ− ξω + ω + ξ − 1.
The roots of (5.6) are all in the LHP when the coefficients on w have the same sign.
Solving this system of inequalities yields the performance criterion,
1− ρ(ρ− ω)
1− ω ≤ ξ ≤ 1 +
ρ2
1− ω (5.7)
which is equivalent to the stability criterion in (2.12) when ρ = 1. The performance
regions for ρ = 0.2 . . . 1.0 are shown in Figure 5.3.
Figure 5.3 shows that, unlike the undelayed case shown in Figure 5.2, in-
troducing metrology lag into the system places an upper limit on the closed-loop
performance. More specifically, for the undelayed case, as long as process gain is
underestimated (i.e., ξ > 1), then any performance requirement can be reached by
choosing an appropriate ω. For the delayed case, on the other hand, achievable
performance is limited by the plant-model mismatch. For example, when ξ = 1.8,
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ρ ≤ 1.0 
ρ ≤ 0.2 
Figure 5.3: The performance region of the SISO
EWMA system with a metrology delay of one run
the process will have at least one closed-loop pole greater than 0.4, irrespective of
the choice of ω.
Rearranging (5.7) leads to
−ρ2 ≤ (1− ω)(1− ξ) ≤ ρ(ρ− ω). (5.8)
For an overestimated gain (ξ < 1), the controller is guaranteed stable for any ω.
However, (5.8) mandates that ρ ≥ ω, which means that the closed-loop performance
in this case is limited by the choice of ω. For a given ω and ξ < 1, (5.8) requires
that





which gives the exact lower bound for ρ. For an underestimated gain (ξ > 1), (5.8)
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can be rewritten as
−ρ(ρ− ω) ≤ (ξ − 1)(1− ω) ≤ ρ2 (5.10)
which gives a lower bound for ρ as
min
(√
(ξ − 1)(1− ω), ω +
√




This is the performance limitation for a given ω and ξ > 1.
5.1.2.2 A Delay of Two Runs
By extending the delay to two runs, the characteristic equation in (5.1)
becomes
f(z) = z3 − z2ω − (1− ξ)(1− ω) = 0
and after mapping the inside of the performance region to the LHP, the characteristic
equation becomes
f(w) = a3w3 + a2w2 + a1w + a0 = 0 (5.12)
where
a0 = ρ3 − ωρ2 + ξ − ξω + ω − 1
a1 = 3ρ3 − ωρ2 − 3ω − 3ξ + 3ξω + 3
a2 = 3ρ3 + ωρ2 + 3ω + 3ξ − 3ξω − 3
a3 = ρ3 + ωρ2 − ω − ξ + ξω + 1.






and solving the system of inequalities which guarantees all of the principal minors
of H are greater than zero results in the closed-loop performance region,
1− ρ
2(ρ− ω)






1− ω , (5.13)
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ρ ≤ 1.0 
ρ ≤ 0.2 
Figure 5.4: The performance region of the SISO
EWMA system with a metrology delay of two runs
which is shown in Figure 5.4.
By comparing Figure 5.4 with Figures 5.2 and 5.3 we see that, not surpris-
ingly, increasing the metrology delay further limits the performance of the controller.
This same procedure can be used to find the performance boundaries for systems
with larger metrology delays.
5.1.3 Simulation of a SISO Process
To demonstrate the importance of considering metrology delay and model
mismatch implicitly in choosing the EWMA tuning parameters, we will look at a
simple SISO simulation. The parameter constants for the simulation are as fol-
lows: T = 0, ν = 0, β = 4.0 and has normally distributed noise with unit variance.
Through a designed experiment or from process data, an approximation for the
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Table 5.1: The maximum distance from the origin to
the closed-loop poles, ρ
Delay ω = 0.2 ω = 0.5 ω = 0.8
0 0.600 0.00 0.600
1 0.894 0.707 0.447
2 0.961 0.872 0.701
model gain is determined to be b = 2.0 corresponding to a plant-model mismatch
of ξ = 2.0. We will look at the step responses of processes with metrology delays
of zero, one and two runs and with discounting factors of ω = 0.2, 0.5, and 0.8.
The maximum distances from the origin of the system poles for the simulations are
summarized in Table 5.1.
Figure 5.5 shows the impact that metrology delay has on an EWMA con-
trolled process. The first column in Figure 5.5 shows the step response of a process
in the absence of metrology delay. In this case, ω = 0.2 (top left) and ω = 0.8
(bottom left) are on the ρ = 0.6 iso-performance line. Although the poles of these
two systems are an equal distance from the origin, the system with ω = 0.2 is un-
derdamped so oscillations are observed. It could be argued that because of these
oscillations, ω = 0.2 and ω = 0.8 do not have equivalent performance and that
ω = 0.8 has the best overall performance. Nevertheless, damping of the step distur-
bances of both simulations (ω = 0.2 and ω = 0.8) occur at the same rate so that the
magnitude of the deviation from target during the transient period are equivalent
for both simulations.
Simulations of a step response for systems with metrology delays of one and















































Figure 5.5: Simulations of a SISO EWMA controller with ξ = 2; ω =
0.2, 0.5, 0.8; and delays of 0, 1, and 2 runs
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Systems with metrology delay have an additional pole for each lag in the process
metrology. These additional poles slow the response of the controller to disturbances
so that the performance regions are more accurately described as the worst-case per-
formance regions. That is, the performance regions shown in Figures 5.3 and 5.4
show the boundaries of the maximum system pole, but say nothing about the re-
maining poles. This is illustrated in Figure 5.5; although the process with d = 1
and ω = 0.5 (the middle plot) has a larger maximum pole than the process with
d = 2 and ω = 0.8 (lower right), the two unaccounted for poles in the later process
result in a slower response to the step disturbance. Nevertheless, the magnitude
of the largest closed-loop pole effectively operates as a boundary of the worst-case
transient response to a step disturbance.
5.2 Performance of the MIMO EWMA Controller
We showed in Chapter 2 that the necessary and sufficient condition for the
stability of the MIMO EWMA controller is that all of the eigenvalues of the model
mismatch matrix, ξ, fall inside a complex stability region (the plant model mis-
match matrices for the difference MIMO EWMA controller formulations are listed
in equations (2.22) through (2.25)). It follows that the complex stability region is
equivalent to the SISO stability region with respect to the eigenvalues of the model
mismatch matrix. In other words, when the eigenvalues of ξ are all real, then the
necessary and sufficient condition for MIMO stability is that all of the eigenvalues
must fall inside the SISO stability region. This result can be extended to the perfor-
mance regions of the MIMO system. That is, closed-loop performance is guaranteed
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for the MIMO case when all of the eigenvalues of ξ fall inside a complex stability
region. When all of the eigenvalues of the model mismatch matrix are real, then
the performance requirement is that all of the these eigenvalues must fall inside the
SISO performance regions in (5.3), (5.7), and (5.13) for systems with no delay, a
delay of one run, and a delay of two runs, respectively.
Starting with the MIMO EWMA closed-loop realization derived in (2.30)
ν̂t+d+1 = ων̂t+d + (I − ω)(I − ξ)ν̂t + (I − ω)ν + εt+1 (5.14)
where ω is a diagonal matrix containing the EWMA filter constants for each of
the m disturbance channels. Using the discounted RLS regression argument in
Section 2.2.1, the diagonal elements of ω can be chosen to be equivalent to one
another. After this simplification, the z-transform of (2.30) becomes
zd+1 − zd − (1− λj)(1− ω) = 0 ∀j = 1, 2, . . . , m. (5.15)
To ensure a minimum closed-loop performance, we need the roots of (5.15)
to fall within a radius, ρ < 1 for all j = 1, 2, . . . , m. Similar to the SISO performance













− (1− λj)(1− ω) = 0. (5.16)
The characteristic equation in (5.16) will be used to find the performance boundaries
for metrology delays of zero through two runs.
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5.2.1 MIMO Performance Without Metrology Delay
Starting with (5.16) for a system without metrology delay, the generalized
Routh-Hurwitz stability criterion detailed in Section 2.2.2 is used to find the closed-
loop performance boundaries. Substituting λj = a + bi and w = wi yields the
complex polynomial,
<{f(wi)} = b(1− ω)w + ρ− 1 + a(1− ω)
={f(wi)} = (ρ + 1− a(1− ω))w + b(1− ω) (5.17)







b0 = ρ + 1− a(1− ω) a0 = b(1− ω)
b1 = b(1− ω) a1 = ρ− 1 + a(1− ω).
Solving the system of inequalities such that all of the principal minors are greater
than zero yields the performance region,
|λj |2 − a−
√
ρ2|λj|2 − b2
|λj |2 ≤ ω
≤ |λj |
2 − a + √ρ2|λj|2 − b2
|λj |2 (5.18)
which is equivalent to the result in [63] and (2.29) when ρ = 1.
The complex performance regions for the EWMA controller without metrol-
ogy delay are shown in Figure 5.6. Here we see that the performance regions shrink
and are pushed up and to the right as the complex part of λj increases. When the
real part λj is close to unity then the imaginary part of λj becomes more domi-
nant. It follows that the real part of λj must be increased to reach a satisfactory
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ρ ≤ 1.0 
ρ ≤ 1.0 
ρ ≤ 1.0 
ρ ≤ 1.0 
ρ ≤ 0.2 
ρ ≤ 0.2 
ρ ≤ 0.2 ρ ≤ 0.2 
Figure 5.6: The complex performance regions for systems without
metrology delay, b = 0.2 . . . 0.8
closed-loop performance. But, as with the SISO case, a larger λj means that a less
aggressive forgetting factor is necessary to achieve a desired performance. There-
fore, we observe the performance regions moving up and to the right with increasing
complexity in λj . This is a truly surprising result as it implies that if the model mis-
match has complex eigenvalues, it may be desirable to increase the real component
of the mismatch matrix to achieve a desired closed-loop performance.
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5.2.2 MIMO Performance With Metrology Delay
By following the same procedure as Section 5.2.1, the performance regions
for the MIMO EWMA controller with metrology delay can be derived. We will look
at the cases with metrology delays of one and two runs.
5.2.2.1 A Delay of One Run
Starting with the characteristic equation in (5.16) for d = 1 and substituting
w = iw and λ = a + bi yields the complex polynomial,
<{f(iw)} = a2w2 + a1w + a0
={f(iw)} = b2w2 + b1w + b0 (5.19)
where
a0 = (1 + a)(1− ω) + ρ(ρ− ω)
a1 = 2b(1− ω)
a2 = (1− a)(1− ω) + ρ(ρ + ω)
b0 = b(1− ω)
b1 = 2
(
ρ2 + (1− a)(1− ω))
b2 = −b(1− ω)




b2 b1 b0 0
a2 a1 a0 0
0 b2 b1 b0
0 a2 a1 a0

 .
Solving the system of inequalities such that the principal minors of ∇ are greater
than zero1 yields the performance regions shown in Figure 5.7.
Figure 5.7 shows that when eigenvalues of the plant model mismatch ma-
trix are complex, the closed-loop performance degrades significantly. For example,
1These solutions were found numerically
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ρ ≤ 0.6 
ρ ≤ 1.0 
ρ ≤ 1.0 
ρ ≤ 0.6 
ρ ≤ 0.6 
ρ ≤ 1.0 
ρ ≤ 0.8 
ρ ≤ 1.0 
Figure 5.7: The complex performance regions for a system with metrol-
ogy delay of one run, b = 0.2 . . . 0.8
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Figure 5.7 shows that for a = 0 . . . 5, and with imaginary part b ≥ 0.2, there are
no values of ω in the feasible region 0 ≤ ω ≤ 1 that will guarantee that all of the
closed-loop poles are inside a circle with a radius of ρ = 0.4.
5.2.2.2 A Delay of Two Runs
The complex characteristic equation for a process with a delay of two runs
is
<{f(iw)} = a3w3 + a2w2 + a1w + a0
={f(iw)} = b3w3 + b2w2 + b1w + b0 (5.20)
where
a0 = (a− 1)(1− ω) + ρ2(ρ− ω)
a1 = 3b(1− ω)
a2 = −3(a− 1)(1− ω)− ρ2(3ρ + ω)
a3 = −b(1− ω)
b0 = b(1− ω)
b1 = −3(a− 1)(1− ω) + ρ2(3ρ− ω)
b2 = −3b(1− ω)
b3 = (a− 1)(1− ω)− ρ2(ρ + ω)




b3 b2 b1 b0 0 0
a3 a2 a1 a0 0 0
0 b3 b2 b1 b0 0
0 a3 a2 a1 a0 0
0 0 b3 b2 b1 b0




Solving this system of inequalities such that the principal minors of ∇ are greater
than zero2 yields the performance regions shown in Figure 5.8.
2These solutions were found numerically
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ρ ≤ 0.6 
ρ ≤ 1.0 
ρ ≤ 1.0 
ρ ≤ 1.0 ρ ≤ 1.0 
ρ ≤ 0.8 
ρ ≤ 0.8 
ρ ≤ 0.8 
Figure 5.8: The complex performance regions for a system with a
metrology delay of two runs, b = 0.2 . . . 0.8
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5.2.3 Simulation of a MIMO Process
As an example of a process under MIMO EWMA control, consider the fol-
lowing simulation of a 4-input 2-output process with T =
[
0 0
]T , ν = [ 0 0 ]T ,
β =
[
6 −3 8 16





2.3 −2.0 4.0 7.0
7.2 4.8 −0.1 10.2
]
.
The process has normally distributed noise of the appropriate dimension with unit
variance. A MIMO EWMA controller will be used with an objective function of






and the eigenvalues of ξ are λ = 2.0 ± 0.2i. We wish to find the values of ω that
will guarantee that the closed-loop eigenvalues are all inside the circle with a radius
of ρ = 0.8. According to the performance regions shown in Figures 5.6 through 5.8,
the feasible values of ω are 0.110 ≤ ω ≤ 0.900 for no delay, 0.405 ≤ ω ≤ 0.911 for
a delay of one, and 0.703 ≤ ω ≤ 0.921 for a delay of two. The feasible regions for
delays of up to four runs are summarized in Table 5.2.
Table 5.2 shows that a choice of ω = 0.90 will achieve the desired performance
for processes with delays of up to three runs. By increasing the metrology delay
to four runs, however, we see that there are no values of ω that will meet this
performance requirement.
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The simulation is shown in Figure 5.9 where a step disturbance is introduced
at run number 10. Along with the MIMO simulations, a reference performance
trajectory is included which corresponds to λ = 0.8. Figure 5.9 shows that all three
simulations reject the step disturbance faster than the reference trajectory which
indicates that the performance requirement has been met.













Figure 5.9: Simulation of a closed-loop MIMO system
with λ = 2.0 ± 0.2i, ω = 0.90, and delays of 0, 1, and
2 runs
Table 5.2: The values of ω required to meet the per-
formance requirement in the MIMO EWMA example
for varying lengths of metrology delay








In this chapter the Routh-Hurwitz stability criterion was used to find the
tuning parameters of the EWMA controller that guarantee a minimum closed-loop
performance. This was accomplished by making an extension to the closed loop
stability analysis of the EWMA controller used in Chapter 2. Whereas stability
boundaries can be determined by mapping the unit circle to the LHP, a minimum
performance boundary can be determined by mapping a circle with radius less than
unity to the LHP. After this mapping step, the same Routh-Hurwitz stability crite-
rion can be used to find the conditions where all of the closed-loop poles are inside
this smaller circle. The performance regions for EWMA controlled systems with
metrology delays of zero, one, and two runs were derived. This simple technique
can be used to find the performance conditions for systems with larger delays.
The performance requirements for MIMO systems with several different ob-
jective functions were also derived in this chapter. When all of the eigenvalues of
the model mismatch matrix are strictly real, the condition for meeting the MIMO
performance requirements is that all of the eigenvalues must fall inside the SISO
performance boundaries (with respect to ξ). However, unlike the SISO case, the
eigenvalues of this matrix can have an imaginary component. Therefore, complex
performance regions were derived using the generalized Routh-Hurwitz criteria. Sev-
eral simulations were provided which show the importance in considering model mis-
match and metrology delay implicitly in choosing the EWMA tuning parameters.
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Chapter 6
The Transient Performance of the Double-EWMA
Controller
In this chapter the performance boundaries of the double-EWMA run-to-run
controller are derived. Like the performance boundaries of the EWMA controller
derived in Chapter 5, the performance of the double-EMWA controller is determined
by finding the conditions where all of the closed-loop poles are located inside a
circle of radius ρ < 1 and centered at {0,0} on the complex plane. Although the
same techniques used to find the EWMA iso-performance boundaries in Chapter
5 are extended to find the performance regions of the double-EWMA controller,
the characteristics of the double-EWMA performance boundaries are very different
from those of the EWMA controller. One such difference is the existence of a tuning
parameter that maximizes the allowable model mismatch for a given performance
radius. It can be argued that this is the optimal tuning parameter for the double-
EWMA controller as it corresponds to the largest allowable model mismatch for a
desired closed-loop performance.
The outline of the chapter is as follows. The closed-loop transient perfor-
mance requirements for the SISO double-EWMA controller are derived in Section 6.1
followed by the MIMO double-EWMA performance conditions in Section 6.2. In
Section 6.3 the optimal tuning parameter for the double-EWMA controller is de-
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rived. Some concluding remarks are then given in Section 6.4.
6.1 Performance of the SISO Double-EWMA Controller
It was shown in (3.19) that the characteristic equation of the closed-loop
SISO double-EWMA controller is
f(z) = zd+2 + ad+1zd+1 + adzd + a1z + a0 = 0 (6.1)
where
a0 = (d(1− ω)ω + 1)(1− ω)(1− ξ)
a1 = (dω − (d + 2))(1− ω)(1− ξ)
ad = ω2
ad+1 = −2ω.
Instead of simply requiring that all of the roots of (6.1) fall inside the unit
circle, a minimum performance requirement can be established by solving for the
conditions where the roots of (6.1) are constrained to a region smaller than the unit
circle [2, 3]. By constraining the eigenvalues to this region, we can guarantee that
the error decays with a rate of ρt, where t is the number of control steps. It is easy
to see that the closer ρ is to the origin, the faster the controller error will decay.
The double-EWMA closed-loop performance boundaries will be derived for
systems with metrology lags of zero, one, and two runs.
6.1.1 SISO Performance Without Metrology Delay
For a process without metrology delay, (6.1) becomes
f(z) = z2 + (−2ξω + 2ξ − 2)z + (ω2ξ − ξ + 1) = 0. (6.2)
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Applying the bilinear transformation in (5.5), which maps the performance circle to
the LHP, to (6.2) yields
f(w) = a2w2 + a1w + a0 = 0 (6.3)
where
a0 = ρ2 − 2(1− (1− ω)ξ)ρ− (1− ω2)ξ + 1
a1 = 2(ρ2 + (1− ω2)ξ − 1)
a2 = ρ2 + 2(1− (1− ω)ξ)ρ− (1− ω2)ξ + 1.
(6.4)
The roots of (6.3) are all in the LHP when the coefficients on w have the
same sign. Solving this system of inequalities yields three active boundaries on the
closed-loop performance:
1. ξ ≤ ρ2+2ρ+1−ω2+2ρ(1−ω)+1
2. ξ ≥ −1+ρ2
ω2−1
3. ξ ≤ ρ2−2ρ+1−ω2−2ρ(1−ω)+1 .
(6.5)
These boundaries (labelled boundaries 1 through 3) are plotted in Figure 6.1 for
ρ = 0.6.
Figure 6.1 shows that the double-EWMA controller has a performance bound-
ary which restricts the choice ω to ω ≤ ρ. This result is in contrast to the EWMA
performance regions shown in Figure 6.1 where we see that closed-loop performance
is not limited (strictly speaking) by the choice of ω. That is, the EWMA iso-
performance regions are bounded on top and bottom but not on the right. As long
as the model mismatch is large enough, any closed loop performance is attainable
for a given ω.
This additional performance boundary (i.e. boundary 3) for the double-
EWMA controller is the evolution of a boundary located at ω = 1 for the stability
129


















Figure 6.1: The three performance boundaries of the
double-EWMA controller without metrology delay and
ρ = 0.6
region. By reducing the performance region (i.e., decreasing ρ) this boundary moves
away from ω = 1 and forms the right-hand performance boundary. The EWMA
stability boundary, on the other hand, does not have this boundary at ω = 1 so that
the right-had performance boundary never develops.
The performance boundaries for ρ = 0.2 . . . 1.0 are shown in Figure 6.2.
When ρ = 1 the performance region is equivalent to the SISO stability region so
that (6.3) is the same as the closed-loop stability boundary equation in (3.5) and
shown in Figure 3.1. We can clearly see in Figure 6.2 that the double-EWMA is
bounded by both the tuning parameter, ω, and the model mismatch, ξ. It follows
that a necessary condition for all of the roots of the double-EWMA controller falling
inside the performance boundary is that the tuning parameter, ω, must be less than
130














ρ ≤ 1.0 
ρ ≤ 0.2 
ρ ≤ 0.8 
Figure 6.2: The performance region of the SISO
double-EWMA system without metrology delay
or equal to the performance radius, ρ.
6.1.2 SISO Performance With Metrology Delay
6.1.2.1 A Delay of One Run
For a process with a metrology delay of one run, (6.1) becomes
f(z) = z3 − 2ωz2 + (ω2ξ − 4ωξ + 4ω + 3ξ − 3)z + 2(ωξ − ω − ξ + 1) = 0. (6.6)
Mapping the performance region to the LHP yields
f(w) = a3w3 + a2w2 + +a1w + a0 (6.7)
where
a0 = ρ3 + 2ωρ2 + (ω2ξ − 4ωξ + 4ω + 3ξ − 3)ρ− 2(ξ − 1)(1− ω)
a1 = 3ρ3 − 2ωρ2 − (ω2ξ − 4ωξ + 4ω + 3ξ − 3) + 6(ξ − 1)(1− ω)
a2 = 3ρ3 − 2ωρ2 − (ω2ξ − 4ωξ + 4ω + 3ξ − 3)− 6(ξ − 1)(1− ω)
a3 = ρ3 + 2ωρ2 + (ω2ξ − 4ωξ + 4ω + 3ξ − 3)ρ + 2(ξ − 1)(1− ω).
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ξ Performance Region 
Boundary 4 Boundary 1 
Boundary 2
Boundary 3
Figure 6.3: The four performance boundaries of the
double-EWMA controller with a delay of one run and
ρ = 0.6
Using the Routh-Hurwitz stability criterion to find when all of the poles of (6.7) are
in the LHP yields the following four performance boundaries:








3. ξ ≥ ρ3+2ωρ2+(4ω−3)ρ−2+2ω
(4ω−ω2−3)ρ+2ω−2
4. ξ ≤ ρ3−2ωρ2+(4ω−3)ρ+2−2ω
(4ω−ω2−3)ρ+2ω−2
(6.8)
which is equivalent to the stability criterion in (3.19) when ρ = 1. The performance
boundaries for the case when ρ = 0.6 is shown in Figure 6.3.
Just as the case without metrology delay, we can see boundaries that are
irrelevant for stability become active boundaries for the performance region shown
in Figure 6.3. The stability region for a delay of one run (shown in Figure 3.2) has a
lower stability boundary from 0 ≤ ω < 0.5. This lower boundary explains why the
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ρ ≤ 1.0 
ρ ≤ 0.8
ρ ≤ 0.2
Figure 6.4: The performance region of the SISO
double-EWMA system with a delay of one run
case with metrology delay has four performance boundaries as compared to three
without metrology delay. The performance boundaries for ρ = 0.2 . . . 1.0 are shown
in Figure 6.4.
6.1.2.2 A Delay of Two Runs
By extending the delay to two runs, the characteristic equation in (6.1)
becomes
f(z) = z4− 2ωz3 +ω2z2 +2(ω− 2)(ω− 1)(1− ξ)z− (ω− 2)(1−ω)(1− ξ) = 0 (6.9)
and after mapping the inside of the performance region to the LHP, the characteristic
equation becomes
f(w) = a4w4 + a3w3 + a2w2 + a1w + a0 = 0 (6.10)
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Figure 6.5: The five performance boundaries of the
double-EWMA controller with a delay of two runs and
ρ = 0.6
where
a0 = ρ4 − 2ωρ3 + ω2ρ2 − 2(1− ω)(ω − 2)(ξ − 1)ρ + (1− ω)(ω − 3)(ξ − 1)
a1 = 4ρ4 − 4ωρ3 + 4(1− ω)(ω − 2)(ξ − 1)ρ− 4(1− ω)(ω − 3)(ξ − 1)
a2 = 6ρ4 − 2ω2ρ2 + 6(1− ω)(ω − 3)(ξ − 1)
a3 = 4ρ4 + 4ωρ3 − 4(1− ω)(ω − 2)(ξ − 1)ρ− 4(1− ω)(ω − 3)(ξ − 1)
a4 = ρ4 + 2ωρ3 + ω2ρ2 + 2(1− ω)(ω − 2)(ξ − 1)ρ + (1− ω)(ω − 3)(ξ − 1).
Applying the Routh-Hurwitz stability criterion on (5.12) yields five active
performance boundaries. These boundaries (one of which results from the solution
of a third order polynomial) are listed in Appendix C.1 and are plotted in Figure 6.5
for ρ = 0.6. The performance boundaries for ρ = 0.6 . . . 1.0 are shown in Figure 6.6.
6.1.3 Simulation of a SISO Process
As an example, we will look at the same simulation as Section 5.1.3 where a
deterministic drift of δ = 5 has been added to the process and the model mismatch
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ρ ≤ 1 
ρ ≤ 0.9
ρ ≤ 0.6
Figure 6.6: The performance region of the SISO double
EWMA system with a metrology delay of two runs for
ρ = 0.6 . . . 1
Table 6.1: The distance from the origin to the largest
closed-loop pole, ρ
Delay ω = 0.2 ω = 0.5 ω = 0.8
0 0.600 0.667 0.867
1 0.949 0.718 0.875
2 1.056 0.873 0.883
has been reduced to ξ = 4/3. Like the EWMA simulation, we will look at the step
responses of processes with metrology delays of zero, one and two runs and with
discounting factors of ω = 0.2, 0.5, and 0.8. The results of the simulation are plotted
in Figure 6.7 and the distances from the origin to the largest of the closed-loop poles
are summarized in Table 6.1.
The first column of plots in Figure 6.7 shows the results of the simulation















































Figure 6.7: Simulations of a SISO double-EWMA controller with ξ = 2;
ω = 0.2, 0.5, 0.8; and delays of 0, 1, and 2 runs
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largest closed-loop pole further from the origin, thus slowing the response to the
step disturbance. Although ω = 0.2 shows the fastest response to the disturbance,
the controller in this case is considerably underdamped so oscillations are seen. It
can be argued that these oscillations indicate a less satisfactory performance than
the cases with larger ω. Nevertheless, in comparison to ω = 0.5 and ω = 0.8, the
fastest damping occurs with ω = 0.2.
The effects of metrology delay are shown in the second and third columns of
Figure 6.7. Here we see that increasing the metrology delay dramatically decreases
the rate at which the controller responds to the step response. A good example of
this is shown in the first row of Figure 6.7. Without metrology delay, the controller
shows the fastest damping to the step disturbance when ω = 0.2. Then, with the
addition of metrology delay, we see the closed-loop performance deteriorate. When
the metrology delay is two runs the process becomes unstable.
6.2 Performance of the MIMO Double-EWMA Controller
As in Chapter 5, we can guarantee a minimum closed-loop performance for
the MIMO double-EWMA controller by ensuring that all of the roots of the MIMO
characteristic equation fall inside a circle with radius, ρ, on the complex plane. It
follows from Theorem 3.2.2 that when the eigenvalues of the model mismatch ma-
trix are real, then the MIMO performance requirements are equivalent to the SISO
performance requirements with respect to the eigenvalues of the model mismatch
matrix. The model mismatch matrices for different MIMO controller objective func-
tions can be found in Equations (2.22) through (2.25).
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When ξ has complex eigenvalues then the closed-loop characteristic equa-
tion in (6.1) has complex coefficients and the Routh-Hurwitz stability criterion is no
longer valid. Nevertheless, the performance regions can be derived using the gener-
alized Routh-Hurwitz criterion [29, 31]. This method; however, has the drawback of
requiring the solution to a 4(d + 1)th order polynomial. For example, a system with
a delay of only two runs requires the solution of a 12th order polynomial. Therefore,
when the eigenvalues of the model mismatch matrix are complex, we will take a
slightly different approach for determining the performance boundaries. Starting
with the MIMO double-EWMA characteristic equation
f(z) = zd+2 + ad+1zd+1 + adzd + a1z + a0 = 0 (6.11)
where
a0 = (d(1− ω)ω + 1)(1− ω)(1− λj)
a1 = (dω − (d + 2))(1− ω)(1− λj)
ad = ω2
ad+1 = −2ω,
λj = λ1 . . . λm are the eigenvalues of the model mismatch matrix, ξ. Solving (6.11)
for λj and changing z to polar notation, z = ρeiθ, yields the complex performance
boundary:
λj =
ρe(d+2)iθ + ad+1ρe(d+1)iθ + adρeiθd
a1ρeiθ + a0
. (6.12)
This boundary will be shown for metrology delay of zero through two runs by eval-
uating (6.12) for −π ≤ θ ≤ π.
6.2.1 MIMO Performance Without Metrology Delay
An example of a complex performance region for a process without metrology
delay and ρ = 0.5 is shown in Figure 6.8. Here we see that the complex performance
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0 ≤ θ ≤ π
−π ≤ θ ≤ 0
Performance
Region 
Figure 6.8: The complex (i.e., MIMO) performance
boundary for a double-EWMA controller without
metrology delay and ρ = 0.5
boundary is the region enclosed by evaluating (6.12) over the region −0.299 ≤ θ ≤
0.299. If all of the eigenvalues of the model mismatch matrix fall inside this region
then all of the closed-loop poles will have a magnitude of less than 0.5.
The performance regions for ω = 0 . . . 0.6 (in increments of 0.2) and for
ρ = 0.65 . . . 1.0 (in increments of 0.05) are shown in the four plots in Figure 6.9.
Here we see that as the double-EWMA tuning parameter is increased, the area of
the performance region decreases. However, as ω increases, we see an increase in the
size of the stability region. That is to say, there is a tradeoff between stability and
performance. The bottom right plot in Figure 6.9 (corresponding to ω = 0.6) shows
a very small performance region for ρ = 0.65 (the innermost performance boundary).
This is consistent with the results of the SISO double-EWMA performance analysis
were we see that the maximum achievable performance occurs when ρ = ω. It follows
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Figure 6.9: The complex performance boundaries for the double-
EWMA controller without metrology delay. Shown are the boundaries
for ρ = 0.65 . . . 1
that ρ ≥ ω is a necessary condition for achieving a desired closed-loop performance
and as ω approaches ρ the area of the performance region approaches zero.
6.2.2 MIMO Performance With Metrology Delay
6.2.2.1 A Delay of One Run
The performance regions for a process with a delay of one run can be derived
by evaluating (6.12) for −π ≤ θ ≤ π and d = 1. The performance regions for
ω = 0 . . . 0.6 and ρ = 0.65 . . . 1.0 are shown in Figure 6.10
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Figure 6.10: The complex performance boundaries for the double-
EWMA controller with a metrology delay of one run. Shown are the
boundaries for ρ = 0.65 . . . 1
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6.2.2.2 A Delay of Two Runs
The performance regions for the double-EWMA controller with a delay of
two runs is shown in Figure 6.11. By comparing Figures 6.9 through 6.10 we see
that as metrology delay increases, the size of the performance regions decreases
dramatically. In the absence of metrology delay a sufficient condition for meeting
the ρ ≤ 0.6 performance requirement is that all of the eigenvalues of the model
mismatch matrix fall inside a circle centered at {0.95,0} in the complex plane with
a radius r = 0.221. With a delay of two runs, on the other hand, a sufficient
condition for meeting the ρ ≤ 0.6 performance requirement is that the eigenvalues
all fall within a circle centered at {1,0} with a radius of only 0.0327. By increasing
the metrology delay to only two runs, the radius of this sufficient condition for
stability is reduced by 85%.
6.2.3 Simulation of a MIMO Process
As an example of a process under MIMO double-EWMA control, we will





and, since the double-EWMA controller is considerably less robust than the EWMA
controller, the (arbitrarily chosen) estimated model gain matrix is chosen to be closer
to the true process gain,
b =
[
3 −4.2 7.2 11.0






















































Figure 6.11: The complex performance boundaries for the double-
EWMA controller with a metrology delay of two runs. Shown are the
boundaries for ρ = 0.65 . . . 1
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Table 6.2: The values of ω required to meet the perfor-
mance requirement in the MIMO double-EWMA ex-
ample for varying lengths of metrology delay





The objective function for the double-EWMA controller is the same as the EWMA






where the eigenvalues of ξ are λ = 1.1± 0.2i. Like the EWMA simulation, we wish
to find the values of ω that guarantee that the closed-loop poles all fall inside the
circle with a radius of ρ = 0.8. The feasible regions for delays of up to three runs
are summarized in Table 6.2.
Table 6.2 shows that a choice of ω = 0.60 will achieve the desired performance
for processes with delays of up to two runs. However, by increasing the metrology
delay to three runs, the double-EWMA controller is incapable of achieving a closed-
loop performance such that all of the poles have a magnitude less than ρ = 0.8 1. In
comparing Tables 6.2 and 5.2 we see that even though the EWMA simulation has
a larger model mismatch, the EWMA simulation still has a wider range of feasible
choices of ω with which the closed-loop performance can be met. The double-EWMA
simulation, however, includes an aggressive drift for which the EWMA controller is
1The minimax closed-loop pole for the system with a delay of three runs is 0.841
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Figure 6.12: Simulations of a MIMO double-EWMA
controller with λ = 1.1± 0.2i; ω = 0.6 and delays of 0,
1, and 2 runs
not capable of compensating. Therefore, the choice between the EWMA controller
and double-EWMA controller includes a tradeoff between closed-loop performance
and robustness.
The simulation is shown in Figure 6.12 where a step disturbance is introduced
at run number 10. Along with the MIMO simulations, a reference performance
trajectory is included which corresponds to λ = 0.8. Figure 6.12 shows that all
three simulations reject the step disturbance faster than the reference trajectory
which indicates that the performance requirement has been met.
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6.3 The Optimal Double-EWMA Tuning Parameter
By inspecting Figures 6.1 through 6.6, we can see that a maximal model
mismatch exists for a given performance radius. For example, Figure 6.2 shows
that for a performance radius of ρ = 0.6, the iso-performance boundary peaks at
ω = 0.36, corresponding to a model mismatch of ξ = 1.56. It can be argued that
ω = 0.36 represents the optimal tuning parameter for the performance region of
ρ = 0.6 as it allows for the largest model mismatch while guaranteeing a minimum
closed-loop performance. In this section the optimal tuning parameter of the double-
EWMA controller will be derived for systems with metrology delays of zero through
two runs.
Starting with the system without metrology delay, the maximum model
mismatch occurs at the intersection of the first and third boundaries in (6.5). Setting
these two equations equal to one another and solving for ω yields the optimal tuning
parameter
ω∗ = ρ2 (6.13)
which corresponds to a maximum model mismatch, ξ∗ of
ξ∗ =
1
1− ρ2 . (6.14)
This result states that if the minimum closed-loop performance is such that all of
the poles fall with a radius of ρ, then a choice of ω = ρ2 will result in the maximum
allowable model mismatch.
Equating the first and fourth boundaries of Equation (6.8) yields the optimal
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ρ4 + 8ρ2 − 24ρ + 16
)
. (6.15)
The maximum model mismatch can be found by substituting (6.15) back into the
first (or fourth) performance boundary in (6.8). This is provided in Appendix C.2.
The optimal tuning parameter for the case with a delay of two runs can be
determined by equating the fourth and fifth boundaries in Equation (C.1). Fortu-
nately, this problem can be simplified considerably by solving the a2 coefficient in
(6.9) for ξ,
ξ =
3ρ4 + 3ω2 − ω2ρ2 − 12ω + 9
(1− ω)(ω − 3) . (6.16)
Although this is a valid solution to the characteristic equation in (6.9), it does not
act as an active performance boundary. This is because the fifth boundary in (C.1)
is closer to ξ = 1. However, it can be observed that (6.16) has the same intercept
with the fourth boundary in (C.1) as the fifth boundary in (C.1). Therefore, the
optimal tuning parameter can be determined by equating (6.16) with the fourth


















γ3 = −36ρ8 + 72ρ7 + 105ρ6 − 252ρ5 − 766ρ4 + 3168ρ3 − 4671ρ2 + 3348ρ− 972.
The model mismatch evaluated at ω∗ is shown in Appendix C.3.
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Figure 6.13: The optimal tuning parameters as a func-
tion of performance radius for delays of zero, one, and
two runs
The optimal tuning parameters as a function of the performance radius are
shown in Figure 6.13 for delays of zero through two runs. Here we see that the
optimal tuning parameter for a performance region of radius ρ = 0 is ω = 0. This
result is intuitive in that the only way to reject a disturbance in one step is to use a
dead-beat controller. We also see that the optimal tuning parameter for ρ = 1 (i.e.
the stability boundary) is ω = 1. This is equivalent to turning the controller off as the
model parameters are never updated. Finally, we see in Figure 6.13 the somewhat
surprising result that the optimal tuning parameters are very similar for the three
delay scenarios. This suggests that the expression for the optimal tuning parameter
for the system without metrology delay in (6.13) offers a satisfactory approximation
for the optimal tuning parameters for systems with extended metrology delays.
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6.4 Conclusions
In this chapter the requirements on the closed-loop performance of the
double-EWMA controller were derived by constraining the closed-loop poles to a
circle centered at the origin of the complex plane and with a radius of smaller than
unity. By guaranteeing that all of the poles are inside this performance region, a
minimum closed-loop performance can be chosen and an appropriate tuning param-
eter can be selected based on the estimated error in the process gain matrix.
Unlike the EWMA controller shown in the previous chapter, the double-
EWMA controller shows a maximum performance for a given tuning parameter.
More specifically, the highest attainable performance is ω = ρ. This result shows
that there is a tradeoff between performance and robustness in tuning the double-
EWMA controller. By increasing the tuning parameter, the area of the stabile region
increases, however, increasing the tuning parameter places a limit on the maximum
attainable closed-loop performance.
Finally, the optimal double-EWMA tuning parameters as a function of the
performance radius were derived. The optimal tuning parameters were chosen such




Conclusions and Future Work
7.1 Conclusions
There have been many studies on the closed loop stability and performance
of run-to-run controllers to date (for instance [2, 3, 14, 17, 37, 43, 63]). Although the
majority of run-to-run controlled processes include metrology delay, the effect of
metrology delay on the stability and performance run-to-run controlled processes
has been largely ignored (with the notable exception of the work by Adivikolnu
and Zafiriou where the a process with a delay of one run was studied [2, 3]). In
addition, the published work to date on the stability and performance of MIMO
run-to-run controllers has been limited to a small subset of the published MIMO
control laws. The broad goal of this work has been to derive the conditions for
closed-loop stability and performance of the EWMA and double-EWMA run-to-run
controllers with metrology delay for SISO systems and for a multiplicity of MIMO
control laws.
A summary of the results presented in this dissertation are as follows:
• By expressing the closed-loop realization of run-to-run controlled processes as a
function of the model mismatch and metrology delay, well understood stability
analysis techniques (e.g., the Routh-Hurwitz stability criterion) can be used
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to find the stability conditions for the SISO EWMA and double-EWMA run-
to-run controllers. The main result of this analysis, although admittedly not
surprising, shows that the gain margin shrinks as the metrology delay increases
and as the tuning parameter approaches zero.
• The eigenvalues of the model mismatch matrix determines the stability of
the MIMO EWMA and double-EWMA controllers. When the eigenvalues of
the model mismatch matrix of the MIMO system are all real, the necessary
and sufficient condition for stability is that all of the eigenvalues fall inside
the stability regions derived in the SISO analysis. When the eigenvalues are
complex, the Routh-Hurwitz stability criterion is no longer valid. The general-
ized Routh-Hurwitz stability criterion, however, can be used to find analytical
expressions for the stability of the MIMO EWMA and double-EWMA con-
trollers.
• A sufficient condition for MIMO EWMA stability for any length metrology
delay is that all of the eigenvalues of the model mismatch matrix fall inside a
circle centered at {1,0} on the complex plane and with unit radius. It follows
that a sufficient condition for stability of the SISO EWMA controller (which
is simply a subset of the MIMO result) is that the ratio of true process gain
and the estimated process gain must be between zero and two for any length
of metrology delay.
• A sufficient condition for stability of the MIMO double-EWMA controller is
that all of the eigenvalues of the model mismatch matrix fall inside a circle
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A sufficient condition for stability of the SISO double-EWMA controller is that
the ratio of the true process gain and the estimated process gain is between
1− d2d+3 and 1+ d2d+3 . A necessary condition for closed-loop stability was also
derived. The size of this necessary condition for stability approaches zero as
the metrology delay approaches infinity indicating that any error between the
estimated process model and the true process model will result in closed-loop
instability.
• When the feasible region of the EWMA and double-EWMA tuning parameters
are mapped to the right half plane, a nearly linear relationship is observed with
the stability boundaries for both SISO and MIMO systems. This relationship
can be used to generate accurate numerical approximations of the stability
boundaries and these approximations can be found in Chapter 4. In addition,
these relationships can be used to derive a sufficient condition and a necessary
condition for closed-loop stability.
• Minimum performance boundaries can be derived by solving for the conditions
where all of the closed-loop poles fall inside a circle centered at the origin and
with a radius smaller than the unit circle. The techniques used in the stabil-
ity analysis can be extended to the performance analysis by using a bilinear
transformation to map the performance region to the open left half plane. The
Routh-Hurwitz (and generalized Routh-Hurwitz) stability criterion can then
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be used to find the performance boundaries of the EWMA and double-EWMA
controllers.
• Finally, using the performance analysis procedure, an optimal double-EWMA
tuning parameter can be derived for a desired minimum performance require-
ment. This tuning parameter allows for the largest model mismatch while
guaranteeing that a minimum performance requirement (in terms of pole place-
ment) is met. While this optimal tuning parameter is complicated for systems
with metrology delay, the optimal tuning parameter can be approximated with
the optimal tuning parameter of a system without metrology delay. A satis-
factory choice for double-EWMA tuning parameter is ω = ρ2 regardless of the
length of metrology delay.
7.2 Recommendations for Future Work
This work has presented an analysis of the closed-loop stability and perfor-
mance of semiconductor processes controlled by EWMA and double-EWMA con-
trollers. However, as in most research projects, the in-depth study of a problem
often poses more questions that it solves. Some of the areas for further research in
the stability and performance of run-to-run controllers are discussed in this section.
7.2.1 Variable Metrology Delay Lengths
The entirety of the work in this dissertation is based around the assumption
that the delay between product manufacturing and product metrology is a constant.
This, however, is rarely the case in semiconductor manufacturing as fluctuations in
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tool utilization results in variable metrology delay lengths. The following topics are
in need of further investigation:
• Some preliminary results have indicated that systems with normally distributed
metrology delay are more stable than predicted using the results of this work
in respect to the mean metrology delay. The existence of shorter metrology de-
lays in a mixed delay system appears to have a stabilizing effect on the overall
process. It follows that the distribution of the metrology delay as well as the
mean metrology delay has an effect on the stability of the process. The effect
of metrology delay distribution on run-to-run stability remains very much an
open topic.
• In addition to metrology delay distribution, the effect of queuing discipline
(e.g., first in first out (FIFO) or last in first out (LIFO)) and out of order
metrology on system stability remain as open topics. Preliminary results have
shown that the LIFO queueing discipline results in greater robustness to model
mismatch than FIFO systems. Again, we see that the existence of some runs
with shorter metrology delays in LIFO queuing systems results in greater
robustness to model mismatch than the pure delay systems considered in this
work.
• The use of seasonal indicator models to estimate the disturbance contributions
from a multiplicity of sources (e.g., tool, product, reticle, etc.) has recently re-
ceived considerable attention [27, 47, 51]. In this run-to-run framework, there
exists the potential for a different metrology delay length for each of the dis-
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turbance channels. The effects of model mismatch on the stability of such a
run-to-run system remains an open topic.
7.2.2 Asymptotic Variance Estimation
It was mentioned in Section 1.1.3 that performance analysis of run-to-run
controllers have focused on both transient behavior and long-term behavior. How-
ever, the closed-loop performance analysis shown in Chapters 5 and 6 have dealt
exclusively with the effect of metrology delay on the transient performance of run-to-
run controllers. The effect of metrology delay, model mismatch, tuning parameter,
and ARIMA parameters on the long term variance of run-to-run controllers remains
as an open topic and further investigation in this field is necessary.
7.2.3 The Stability of Other Run-to-Run Controllers
This work has focused on the stability of the EWMA and double-EWMA
run-to-run controllers. Although these two algorithms represent the two most fre-
quently implemented controllers in industry, many additional run-to-run controllers
algorithms have been proposed (see Section 1.1.1.3). It follows that a study of the
stability and performance of these controllers would be beneficial and remains, for
the most part, as an open topic.
In addition to investigating the stability and performance of other run-to-run
controllers, many details of the stability and performance of the EWMA and double-
EWMA controllers remain as open topics. For instance, throughout this work, it
has been assumed that the underlying process models have a constant gain and a
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drifting disturbance. Although this type of model forms the basis of the majority
of run-to-run controllers, there are several control scenarios where the run-to-run
filters are used to recursively estimate the process gain while the process intercept
remains constant (for example CMP polish rate [58, 61, 68] and etch rate [20]). The
stability and performance of these systems are not considered in this work and this
topic remains open for further investigation.
7.2.4 Closed Loop Performance Monitoring
Throughout this work the stability and performance of a closed-loop process
has been derived for a given model mismatch and controller tuning parameter. The
question remains as to whether closed-loop performance (through disturbance re-
jection characteristics or closed-loop system identification) can be used to estimate
model mismatch. Finally, by periodically monitoring and estimating the closed loop
performance, it may be possible to obtain more accurate estimates of the process





A.1 Derivation of MIMO Model Mismatch Matrices
A.1.1 Model Mismatch Matrix for (2.22)
Starting with the updating expression for the EWMA disturbance estimate
in (1.3) and substituting the controller input in (2.22),
ut = −bT (bbT )−1ν̂t,
and the true process model,
yt = βut + νt,
yields
ν̂t+1 = (I − (I − ω)ξ)ν̂t + (I − ω)νt, (A.1)
where ξ = βbT (bbT )−1 and where the process target, T , has been set to zero without
loss of generality.
A.1.2 Model Mismatch Matrix for (2.23)
Rearranging the controller input, in (2.23) yields
∆ut = −bT (bbT )−1v̂t − bT (bbT )−1but−1 (A.2)
where ∆ut is change in recipe from one run to the next, ∆ut = ut − ut−1. Next,
substituting
ut = −bT (bbT )−1ν̂t−1 + (I − bT (bbT )−1b)ut−1 (A.3)
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back into (A.2) yields
∆ut+1 = −bT (bbT )−1∆v̂t. (A.4)
Since the matrix, bT (bbT )−1b is idempotent, it follows that the updating equations
for the change in the EWMA disturbance estimate is
∆ν̂t+1 = (I − (I − ω)ξ)∆ν̂t + (I − ω)∆νt (A.5)
where ξ = βbT (bbT )−1 and where the process target, T , has been set to zero without
loss of generality. It is easy to see that (A.5) is equivalent to (A.1) with respect to
the change in the disturbance estimate, ∆ν̂.
A.1.3 Model Mismatch Matrix for (2.24)
Starting with the updating expression for the EWMA disturbance estimate
in (1.3) and substituting the controller input in (2.24),
ut = −(bT b)−1bT ν̂t,
and the true process model,
yt = βut + νt
yields,
ν̂t+1 = (I − (I − ω)ξ)ν̂t + (I − ω)νt (A.6)
where ξ = β(bT b)−1bT and where the process target, T , has been set to zero without
loss of generality.
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A.1.4 Model Mismatch Matrix for (2.25)
Setting S = 0 and substituting the controller input in (2.25),
ut = −(bT Qb + R + S)−1(Sut−1 + bT Qν̂t)
into the true process model and the updating equation for the EWMA disturbance
estimate yields
ν̂t+1 = ν̂t+(1−ω)
(−β(bT Qb + R)−1bT Qν̂ + b(bT Qb + R)−1bT Qν̂t − ν̂t + νt
)
(A.7)
so that rearranging yields
ν̂t+1 = (I − (I − ω)ξ)ν̂t + (I − ω)νt (A.8)
where
ξ = (β − b)(bT Qb + R)−1bT Q + I
and where the process target, T , has been set to zero without loss of generality.
A.2 Proof of Lemma 2.2.1
Consider the transition matrix shown in (2.28) with the model mismatch
matrix, ξ decomposed using the similarity transform, ξ = PDP−1 where P is a
square matrix containing the eigenvectors of ξ and D is the Jordan form of ξ. Since
ω = ωI,
A = P (I −D(I − ω))P−1. (A.9)
Therefore,
eig(A) = eig(I −D(I − ω)) = 1− λj(1− ω). (A.10)
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A.3 Proof of Theorem 2.2.2
The necessary and sufficient condition for stability of the closed loop MIMO
EWMA system is that all of the eigenvalues of the transition matrix lie inside of
the unit circle. From Lemma 2.2.1, the eigenvalues of the MIMO transition matrix









where λ1 . . . λm are the eigenvalues of ξ. By comparing (A.11) with the SISO char-
acteristic equation, (2.9), it is easy to see that the diagonal elements of A are equiva-
lent to the SISO transition matrix with the SISO plant-model mismatch, ξ, replaced
with the eigenvalues of the MIMO plant-model mismatch matrix, ξ. Therefore, the
MIMO system is stable when 0 < λj < 21−ω for all λj .
A.4 Proof of Theorem 2.2.3
The characteristic equation for ω = 0 is
zd+1 = 1− a− bi. (A.12)
To require the roots |z| < 1 is equivalent to requiring |1− a− bi| < 1 or
(1− a)2 + b2 < 1. (A.13)
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Appendix B
B.1 Proof of Lemma 3.2.1
Consider the stability matrix shown in (3.26) with the plant model mismatch
matrix, ξ, decomposed into the similarity transform, ξ = PDP−1 where P is a
square matrix containing the eigenvectors of ξ and D is the Jordan form of ξ,
A =
[
Im − (Im − ω2)PDP−1 Im − (Im − ω2)PDP−1
(Im − ω)2PDP−1 Im − (Im − ω)2PDP−1
]
. (B.1)





P − (Im − ω2)PD P − (Im − ω2)PD
(Im − ω)2PD P − (Im − ω)2PD
])
(B.2)
and since ω = ωI, (B.2) can be rearranged to
eig(A) = eig
([
Im − (Im − ω2)D Im − (Im − ω2)D
(Im − ω)2D Im − (Im − ω)2D
])
(B.3)
so that the eigenvalues of ξ can be considered in the stability analysis of the MIMO
double EWMA controller instead of ξ itself. This greatly reduces the complexity in
determining the MIMO stability region.
B.2 Proof of Theorem 3.2.2













































1− (1− ω2)λ1 1− (1− ω2)λ1





1− (1− ω2)λm 1− (1− ω2)λm
−(1− ω)2λm 1− (1− ω)2λm
]
where λ1 . . . λm are the eigenvalues of ξ.
B.3 Correction to Previous Work
Del Castillo and Rajagopal [15, 17] have recently published an analysis on




I − (I − ω1)ξ (I − ω1)(I − ξ)




and the stability conditions for this process were published as follows:
|1− 0.5ξjj(2− ω1 − ω2) + 0.5z| < 1, ∀j ∈ {1, 2 . . . m} (B.7)
|1− 0.5ξjj(2− ω1 − ω2)− 0.5z| < 1, ∀j ∈ {1, 2 . . . m} (B.8)
where z =
√
ξjj(2− ω1 − ω2)2 − 4(1− ω1)(1− ω2)ξjj and ξjj is the jth diagonal
element of the model mismatch matrix, ξ. These stability conditions imply that
the stability of the transition matrix in (B.6) is independent of the off-diagonal
elements of ξ. The following example, however, will demonstrate the eigenvalues of
the transition matrix, and therefore the stability of the system, are in fact dependent












so that the model mismatch matrix is






We have also chosen the double-EWMA tuning parameters to be ω1 = ω2 =
0.5. According to the stability region in (B.7) and (B.8), this model mismatch
and tuning parameter combination will result in a stable system. This however,
is not the case due to the off diagonal terms of ξ. When the off-diagonal el-
ements of ξ are removed, the eigenvalues of the resulting transition matrix, A′
are eig(A′) =
[
0.5 0.5 0.5 0.5
]
. However, the eigenvalues of the transition
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matrix when the off diagonal elements of ξ are included in (B.6) are eig(A) =
[
2.21 0.79 0.72 −1.72 ] where the presence of eigenvalues outside the unit cir-
cle indicate that this is in fact an unstable system. The off-diagonal elements of ξ
clearly have an affect on the stability of the closed loop process.
Similar derivations to those shown in Lemma 3.2.1 can be used to show that
the stability region in (B.7) and (B.8) is valid when the diagonal elements of ξ
are replaced with the eigenvalues of ξ. Returning to the example, we see that the
eigenvalues of ξ are λ = {−1, 3} which are outside of the stability region defined by
(B.7) and (B.8).
B.4 Proof of Theorem 3.2.3




then it follows that there are no points inside of the circle centered at {1,0} on the
complex plane with radius, r that are unstable. Therefore, a sufficient condition for
stability is





C.1 Double-EWMA Performance Boundaries for d = 2
Four of the five performance boundaries for the double-EWMA controller
with a delay of two runs are as follows:
1. ξ ≤ −13 3ρ
4+3ω2−ω2ρ2−12ω+9
(1−ω)(ω−3)
2. ξ ≥ (ρ+1)(ρ3+ρ2ω−ρ2+ρ−ρω−3+4ω−ω2)(1−ω)(ρω+ω−2 ρ−3)
3. ξ ≥ − (ρ−1)(ρ3−ρ2ω+ρ2−ρω+ρ+3−4ω+ω2)(1−ω)(ρω−ω+3−2ρ)
4. ξ ≤ (ρ−1)2(ρ2−2ρω+2ρ+3−4ω+ω2)(1−ω)(−ω+2ρω+3−4ρ) .
(C.1)
The fifth performance boundary can be derived by defining
γ41 = (1− ω)(ω + 2ρω − 4ρ− 3)
γ40 = (ρ + 1)2(ρ2 + 2ρω − 2ρ + 3 + ω2 − 4ω)
γ31 = −4(1− ω)(ρω + ω − 3− 2ρ)
γ30 = −4(ρ + 1)(−ρ3 − ρ2ω + ρ2 + ρω − ρ + ω2 + 3− 4ω)
γ21 = 6(1− ω)(ω − 3)
γ20 = 6ρ4 − 2ω2ρ2 + 18 + 6ω2 − 24ω
γ11 = 4(1− ω)(ρω − ω − 2ρ + 3)
γ10 = 4(ρ− 1)(ρ3 − ρ2ω + ρ2 − ρω + ρ− 4ω + 3 + ω2)
γ01 = −(1− ω)(2ρω − ω − 4ρ + 3)
γ00 = (ρ− 1)2(ρ2 − 2ρω + 2ρ + 3− 4ω + ω2)





γ31ξ + γ30 γ11ξ + γ10 0
γ41ξ + γ40 γ21ξ + γ20 γ01ξ + γ00







0 = ψ3ξ3 + ψ2ξ2 + ψ1ξ + ψ0 (C.2)
where
ψ3 = γ31γ21γ11 − γ41γ211 − γ01γ231
ψ2 = γ31γ21γ10 + γ30γ21γ11 − γ40γ211 − 2γ41γ11γ10 − 2γ31γ01γ30 − γ231γ00 + γ31γ20γ11
ψ1 = −2γ40γ11γ10 + γ30γ21γ10 + γ30γ20γ11 − γ41γ210 − 2γ31γ00γ30 − γ01γ230 + γ31γ20γ10
ψ0 = γ30γ20γ10 − γ00γ230 − γ40γ210.
Solving (C.2) for ξ gives,


































α = 36ψ1ψ2ψ3 − 108ψ0ψ23 − 8ψ32+
12
√
3(4ψ31ψ3 − ψ21ψ22 − 18ψ0ψ1ψ2ψ3 + 27ψ20ψ23 + 4ψ0ψ32)
1
2 ψ3.
C.2 The Maximum Model Mismatch for d = 1
Substituting (6.15) back into the first performance boundary in (6.8) yields
ξ∗ =
ρ5





























ρ4 + 8ρ2 − 24ρ + 16.
C.3 The Maximum Model Mismatch for d = 2

















γ1 = −36ρ8 + 72ρ7 + 105ρ6 − 252ρ5 − 766ρ4 + 3168ρ3 − 4671ρ2 + 3348ρ− 972
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[30] M. Fujiwara. Über die algebraischen Gleichung deren wurzeln in einem Kreise
oder in einer halbebene liegen. Mathematische Zeitschrift, 24:160–169, 1962.
[31] F.R. Gantmacher. Applications of the Theory of Matrices. Interscience Pub-
lishers, 1959.
172
[32] M.D. Greenberg. Advanced Engineering Mathematics. Prentice Hall, 1998.
[33] R.S. Guo, A. Chen, and J.J. Chen. Run-to-run control schemes for CMP pro-
cess subject to deterministic drifts. Semiconductor Manufacturing Technology
Workshop, pages 251–258, 2000.
[34] E.S. Hamby, P.T. Kabamba, and P.P. Khargonekar. A probabilistic approach
to run-to-run control. IEEE Transactions on Semiconductor Manufacturing,
11(4):654–669, 1998.
[35] D.W. Hearn and J. Vijay. Efficient algorithms for the weighted minimum circle
problem. Operations Research, 30 (4):777–795, 1982.
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