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Protist plankton contribute to both primary and secondary production in the oceans 
fuelling life within pelagic food webs. Despite commonly perceived as ‘phytoplankton’ 
or ‘zooplankton’, most protist plankton are mixotrophs through the combination of 
photoautotrophy and phagotrophy within a single cell. Nevertheless, we lack a clear 
understanding of their biogeography and impact on ecosystem functioning. The aims of 
this thesis were: i) to investigate the biogeography of mixotrophs according to their 
functional diversity across oceanic biomes and to evaluate how it relates to environmental 
variability; ii) to explore the competitive outcomes between mixotrophs and their auto- or 
hetero- trophic counterparts and the effect of mixotrophy on ecosystem functioning; and 
iii) to investigate the seasonal succession of protist trophic strategies and the vertical
distribution of mixotrophs within a coastal temperate sea. These aims were explored
utilizing global databases, long-term monitoring datasets, and numerical models of
plankton food webs across different spatio-temporal scales. Mixotrophs were found to be
ubiquitous in the global oceans; however, different types displayed different distributions.
Among non-constitutive mixotrophs, those that host prey populations dominate within
oligotrophic seas while those that steal prey plastids dominate high-biomass systems. In
turn, global databases were strongly biased by size, taxonomy, and oceanic biome, failing
to represent the importance of smaller constitutive mixotrophs. The modelling studies
showed that mixotrophs control nutrient regulation, trophic transfer, and the microbial
loop. Size was an important trait determining the success of mixotrophs with an innate
capacity for photosynthesis while the specificity of prey from which acquired phototrophs
can photosynthesize affected their success. Model and data showed that mixotrophy is a
persistent trait over the seasonal cycle and throughout the water column within coastal
temperate seas. These findings significantly change our understanding of the functioning
of marine food webs and biogeochemical cycling in the oceans, underscoring the need to
integrate mixotrophy within marine ecology research.
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1.1. The ocean and the plankton 
The ocean is the largest continuous ecosystem on Earth. It comprises 71% of the 
planet’s surface, > 96% of total water volume, and has an average depth of 3.8 km 
(Schmitt, 2018). The very high capacity to absorb, accumulate, and transport the heat 
supplied by the sun grants the ocean a key role in the global climate. It is estimated that 
the ocean has over 1,000 times the heat capacity of the atmosphere (Schmitt, 2018). The 
ocean is also the main reservoir of carbon in the climate system (Le Quéré et al., 2018) 
and it is estimated to be absorbing 30% of anthropogenic carbon (Fischer et al., 2010). 
Marine microorganisms consume CO2 and produce oxygen – half of the primary 
production in the planet takes place in the ocean (Field et al., 1998). The marine ecosystem 
is as important as forests but contrary to the large and slow growing primary producers on 
land, the main primary producers in the ocean are microscopic plankton and have short 
generation times. The plankton are passively drifting organisms that contribute to both 
primary and secondary production in the oceans, mediate key pathways and 
transformations in ocean biogeochemical cycling and fuel marine food webs (Hutchins et 
al., 2009). Since plankton communities are extremely diverse (Margalef, 1978; Sournia, 
1982; Reynolds, 1988), it is important to identify key descriptors (traits; see Glossary) that 
differentiate their ecological roles in the ocean (McGill et al., 2006; Litchman et al., 2007; 
Barnett et al., 2007; Menden-Deuer and Kiørboe, 2016).  
The diversity of forms and function among plankton can be defined based on 
individual’s morphology, physiology, behaviour, or life-history (Litchman and 
Klausmeier, 2008; Barnett et al., 2007). Cell size, for instance, affects a series of 
physiological rates and ecological functions and can vary over eight orders of magnitude 
in cell length (Sieburth et al., 1978; Finkel et al., 2010). Traits associated with resource 
acquisition are also particularly important to understand the impact of plankton in nutrient 
cycling in the oceans. Traditionally, plankton has been divided based on the autotrophy-
heterotrophy dichotomy (Riley, 1946; Steele, 1959). However, this split neglects that 
many organisms combine both nutritional modes (Selosse et al., 2017). Mixotrophy is an 
intermediate nutritional strategy in which both heterotrophy and autotrophy co-occur 
within a single organism (Flynn et al., 2013). This is particularly the case among protist 
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plankton; most protist classes are mixotrophs except for diatoms (Flynn et al., 2013). In 
this thesis, mixotrophy is defined as the combination of phototrophy and phagotrophy in 
a single cell (Mitra et al., 2016). Osmotrophy was not considered by Mitra et al. because 
almost all phototrophs require external sources for vitamins and, therefore, can acquire 
nutrients from dissolved organic matter (Croft et al., 2006; Burkholder et al., 2008). 
Assigning mixotrophy within plankton food webs (Fig. 1.1) has the potential to change 
the way we understand the functioning of the lower trophic levels within pelagic food 
webs (Mitra et al., 2014b; Stoecker et al., 2017). Nevertheless, we still lack a clear 
understanding of its impact in plankton trophodynamics and biogeochemical cycling in 
the oceans. 
 
Figure 1.1 Conceptual plankton food web highlighting autotrophs (green), heterotrophs 
(blue), and mixotrophs (yellow) of different sizes. Autotrophs rely on inorganic nutrients 
and carbon for growth, heterotrophs rely on organic compounds, and mixotrophs combine 
both phototrophy and phagotrophy. Arrows indicate the ingestion of prey. Organisms 
represented from the left to the right: autotrophs are diatoms and picophytoplankton, 
mixotrophs are ciliates (upper schematics), dinoflagellates, and nanoflagellates, and 
heterotrophs are copepods, ciliates, nanoflagellates, and bacteria. Schematic courtesy by 
Gabriele Brambilla and Eduardo Gonçalves Martins.    
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1.2. Mixotrophic functional diversity 
Considering the high genetic breadth across marine protists, it is not surprising that 
mixotrophy can be expressed in different ways (Jones, 1997; Stoecker et al., 2009; Jeong 
et al., 2010c; Johnson et al., 2011; Flynn et al., 2013; Mitra et al., 2016). The diverse 
mixotrophic forms adopted by protists can be expected to confer them the ability to thrive 
in different ecosystems with, potentially, different impacts on ecosystem functioning 
(Mitra et al., 2016; Stoecker et al., 2017). But how is it possible to identify a mixotroph in 
the first place? Experimental investigations are necessary to verify if a species can engage 
on both phototrophy and phagotrophy (e.g., Stoecker et al., 1988; Caron et al., 1993; 
Caron et al., 1995). For example, in the late 80s, microscopic analyses of field samples 
revealed ciliates with intact chloroplasts inside their cells separated from the feeding 
vacuoles, suggesting that these were mixotrophs (Stoecker et al., 1987); in fact, 
photosynthetic activity was verified experimentally among several ciliate species 
(Stoecker et al., 1987; Stoecker et al., 1988; Stoecker et al., 1989). Meanwhile, species 
commonly perceived as strictly phototrophic were found to be mixotrophic and their 
ecological importance as bacterivores was first revealed through feeding experiments 
using natural assemblages from lakes (Bird and Kalf, 1986). Since then, several studies 
have been documenting mixotrophy among diverse protist taxa as well as its ecological 
significance within marine systems (Zubkob and Tarran, 2008; Hartmann et al., 2012; 
McManus et al., 2012; Stoecker et al., 2014; Jang et al., 2017; Gomes et al., 2018).  
Once assigning that a species is mixotrophic, it is important to verify 
experimentally whether the species always display mixotrophic characteristics or not (i.e., 
obligate vs facultative behaviour, respectively) and how this trait varies according to 
environmental conditions. Obligate mixotrophs rely on both phototrophy and phagotrophy 
to support growth while facultative mixotrophs can survive through either photo- or 
phago- trophic nutrition (Stoecker et al., 2017). Current evidence supports that most 
phytoflagellates and dinoflagellates are facultative mixotrophs (reviewed in Jeong et al., 
2010b; Hansen, 2011), while acquired phototrophs are obligate mixotrophs (reviewed in 
Stoecker et al., 2009). Consequently, determining mixotrophy in field samples through 
species identification is more challenging for the former than for the latter. Furthermore, 
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mixotrophy is a plastic trait and its contribution to the total carbon budgets of mixotrophs 
can vary according to environmental conditions. (Stoecker and Michaels, 1991; Caron et 
al., 1993; Skovgaard, 1996, 2000; Johnson and Stoecker, 2005; Adolf et al., 2006; 
Princiotta et al., 2016; Schoener and McManus, 2017; Terrado et al., 2017). On top of 
that, species respond differently to environmental variability (Stoecker and Michaels, 
1991; Johnson and Stoecker, 2005; Terrado et al., 2017). Therefore, in order to investigate 
the impact of mixotrophy on ecosystem functioning, it is important to consider   
mixotrophic functional diversity.  
In this thesis, mixotrophic functional diversity is defined according to Mitra et al. 
(2016) (Fig. 1.2; see also Glossary). A basic distinction is made between mixotrophs 
which possess their own photosystems and those which must acquire phototrophic 
capacity from their prey; these are named constitutive and non-constitutive mixotrophs, 
respectively (Fig. 1.2). Constitutive mixotrophs (CMs) are thus akin to unicellular algae 
that can feed on other organisms (Burkholder et al., 2008; Jeong et al., 2010c; Hansen, 
2011; Glibert et al., 2016) and are often referred as ‘phytoplankton’ (Flynn et al., 2013). 
In turn, non-constitutive mixotrophs (NCMs) lack an inherent capacity to maintain the 
photosynthetic machinery and, therefore, must acquire it from time to time through the 
engulfment of photosynthetic prey (Laval-Peuto and Febvre, 1986; Gustafson et al., 2000; 
Kim et al., 2012); these are often referred to as ‘protozooplankton’ (Flynn et al., 2013). 
Experiments performed with cultured strains show that phototrophic capabilities can 
either be acquired from diverse or specific prey (e.g., Gustafson et al., 2000; McManus et 
al., 2012; Wang et al., 2016), thus, a distinction is made between generalist (GNCMs) and 
specialist (SNCMs) non-constitutive mixotrophs, respectively (Fig. 1.2). In addition, 
another split is made among SNCMs since carbon fixation can be mediated by plastid 
sequestration (pSNCMs) or by endosymbiosis (eSNCMs) (Fig. 1.2). Culture methods in 
combination with molecular tools revealed that different eukaryotes (including 
foraminiferans, Acantharia, and dinoflagellates) host populations of symbionts from 
specific prey (e.g., Shaked and de Vargas 2006; Decelle et al., 2012; Wang et al., 2016); 
this is probably related to the high investment needed to maintain a symbiotic relationship 
(Dittami et al., 2019). 
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Figure 1.2 Protist genus examples within each mixotrophic functional group as defined 
by Mitra et al. (2016), as following (size as length): A) Prymnesium (12 µm), B) Akashiwo 
(100 µm), C) Laboea (100 µm), D) Strombidium (50 µm), E) Mesodinium (25 µm), F) 
Dinophysis (40 µm), G) Sphaerozoum (200 µm), and H) Noctiluca (500 µm). Photos from 
Leles et al. (2017) except for A and B, credits to Gert Hansen (nordicmicroalgae.org) and 
Kim Stark (kingcounty.gov), respectively. 
1.3. Protist plankton biogeography 
Biogeography is the study of the distribution of organisms across spatial and 
temporal scales. While this discipline has long been applied to understand the distribution 
of macroorganisms, it was not until the 21st century that attention has been placed towards 
microorganisms (Dolan, 2005; Foissner 2006; Martiny et al., 2006; Ramette and Tiedje, 
2007; Caron, 2009). One of the reasons for the lack of interest in microbial biogeography 
was the belief that ‘everything is everywhere’ - statement usually attributed to Beijerinck 
(1913). This statement was largely based on the inverse relationship between organism 
size and population size, and the relatively large capacity of dispersal among microscopic 
organisms (Finlay and Clarke, 1999; Fenchel and Finlay, 2003). However, at any location, 
physical, chemical, and biological factors will influence the relative abundance of 
microbes (inclusive of archaea, bacteria, fungi, and protists). In fact, it is argued that 
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environmental selection (environmental factors) is more relevant than historical factors 
(past selection, drift, dispersal, and/or mutation) to determine microbial biogeography 
(Dolan 2005; Fenchel and Finlay, 2003). Nevertheless, these processes are not mutually 
exclusive and can confound our ability to interpret their distribution (Caron, 2009; Hanson 
et al., 2012). 
Technical advancements such as the development of molecular techniques, the 
availability of distribution data in online databases, and mathematical simulations have 
boosted marine biogeography (Fuhrman et al., 2008; Bosch et al, 2017; Costello et al., 
2017; Boltovskoy and Correa, 2017). Any biogeographic pattern will depend on the 
taxonomic breadth defined for the analysis; sometimes a pattern is not observed due to a 
lack of taxonomic resolution (Caron, 2009; Hanson et al., 2012). A key aspect of protist 
biogeography is the enormous phylogenetic breath of species which the term ‘protist’ 
encompasses and the application of multiple species concepts to these taxa (Caron, 2009; 
de Vargas et al., 2015). It is possible to interpret protist biogeography considering taxon-
specific attributes or traits (Barton et al., 2013b). So far, biogeographic patterns have been 
described for different protist groups in the oceans, such as ciliates, diatoms, and 
radiolarians (e.g., Foissner et al., 2008; Cermeño and Falkowski, 2009; Biard et al., 2016; 
Malviya et al., 2016; Boltovskoy and Correa, 2017). Little attention has been given to 
investigate the biogeography of protists with explicit reference to mixotrophy (Leles et 
al., 2017; Leles et al., 2019; Faure et al., 2019). 
1.4. Plankton models: from cells to ecosystems 
 Ecologists study how multiple processes interact over space and time to produce 
complex biological phenomena. The interactions between living organisms and the 
environment will define nutrient cycles and energy flows within an ecosystem. To 
investigate ecosystem functioning, different approaches are necessary (Flynn and 
McGillicuddy, 2018). Field studies, for instance, are subjected to all processes taking 
place in the natural environment and, as an output, provide data on physico-chemical and 
community characterization. The interpretation of such studies is commonly based on 
curve-fitting techniques (correlative models; see Glossary) to assess the correspondence 
between observed patterns and causal factors; however, the mechanisms behind the 
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relationship investigated are not addressed directly (Gotelli et al., 2009; Coelho et al., 
2018). Laboratory studies provide biochemical and physiological understanding but 
assume controlled abiotic conditions of selected biotic complexity (Flynn and 
McGillicuddy, 2018). Mechanistic models (see Glossary), in turn, offer an approach in 
which the complexity of the system can be defined a priori, and both field and laboratory 
data can be combined to explain nature (Gotelli et al., 2009; Coelho et al., 2018; Flynn 
and McGillicuddy, 2018).  
Models are simplifications of real systems. Conceptual models (see Glossary) are 
akin to schematics (e.g., Fig. 1.1), being used in ecology to represent flow diagrams and 
trophic interactions and helping the formulation of ideas and the identification of strengths 
and weakness in knowledge (Flynn and McGillicuddy, 2018). Quantitative information is 
only possible once conceptual models are translated into numerical models. These are 
useful tools to synthesize knowledge, test hypothesis, make predictions, guide future 
investigations, and are widely applied to simulate plankton physiology and ocean 
biogeochemistry (e.g., Fasham et al., 1990; Flynn, 2001; Allen et al., 2004; Banas, 2011; 
Doron et al., 2013; Terseleer et al., 2014; Ghyoot et al., 2017a; Leles et al., 2018). Defining 
the form of the response curve between the driver and consequence is often the first step 
in converting a conceptual model into a numerical one (Flynn and McGillicuddy, 2018). 
The choice of the response curves (see Glossary) used within plankton models are 
key to describe plankton physiology and differ in the level of mechanistic understanding 
(Franks, 2009). A classic example is the utilization of Michaelis–Menten type 
formulations (Eq. 1.1) to describe transport, uptake, and growth by phototrophs and 
ingestion of prey by zooplankton despite its several limitations (Flynn, 1998; Gentleman 





where V is the process rate, Vmax is the maximum rate, S is the substrate concentration, 
and K is the half-saturation constant. This formulation, for instance, assumes that 
phytoplankton growth and zooplankton ingestion are solely determined by the external 
resource concentrations. In reality, phytoplankton growth is strongly dependent on the 
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internal nutrient status of the cell (Droop, 1968; Flynn, 2001) and zooplankton respond to 
prey quality, i.e., the stoichiometric status of the prey (Mitra and Flynn, 2005). These are 
just two examples of features that can be incorporated into plankton models based on 
biological understanding. Other examples are the effect of cell size, light/dark cycles, 
photoacclimation, temperature, prey selectivity, satiation feedback, and variable 
assimilation efficiency on plankton growth dynamics (Flynn, 2001; Mitra, 2006; Mitra 
and Flynn, 2006; Banas, 2011; Bonachela et al., 2011; Montagnes and Fenton, 2012; 
Terseleer et al., 2014; Flynn et al., 2018). 
Plankton models are usually based on the mass conservation principle and their 
structure and complexity differ mainly according to: i) the functional types described and 
their interactions, ii) the nutrients described and the elemental composition among 
plankton (fixed vs variable stoichiometry), iii) the platform describing the physical 
environment (from 0D to 3D models), and iv) the response curves within each functional 
type (Franks, 2002; Leles et al., 2016; Lindemann et al., 2017; Flynn and McGillicuddy, 
2018). Differences may be related to the questions being addressed (which may require 
different models) and to a lack of the level of detail of how mass is transformed and 
allocated within an ecosystem. These are usually conferred to the compromise between 
the level of mechanistic understanding, availability of empirical data, and (critically) 
computational load (Anderson, 2005; Flynn, 2005; Le Quéré, 2006). 
Since plankton organisms are key to the functioning of marine ecosystems and 
global biogeochemical cycles, it is necessary to link plankton ecology to ecosystem 
processes (Menden-Deuer and Kiørboe, 2016). The pioneering modelling studies by Riley 
(1946) and Steele (1959) described plankton trophodynamics (in nitrogen units) through 
the ‘nutrient–phytoplankton–zooplankton’ (NPZ) model type. Since then, variations of 
this structure include the explicit representation of bacteria, detritus and the partitioning 
of nitrogen in inorganic and organic forms (Fasham et al., 1990; Druon and Le Fèvre, 
1999), the split of plankton in different functional types and/or size classes (Painting et 
al., 1993; Baretta-Bekker et al., 1995; Baird and Suthers, 2007), and the representation of 
other limiting nutrients (Baretta et al., 1995). The European Regional Seas Ecosystem 
Model (ERSEM), for instance, was formulated in the early 1990s and has evolved over 
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the years, being now the main model of shelf-sea applications within the UK and other 
regions (Baretta et al., 1995; Blackford et al., 2004; Butenschön et al., 2016). ERSEM 
resolves the major chemical elements in the sea, i.e., carbon, nitrogen, phosphorus, and 
silicate (organic and inorganic forms), accounting for variable stoichiometry among 
plankton. 
ERSEM and other models have shown reasonable skill in reproducing regional 
long-term monitoring datasets and global features of plankton dynamics (Blackford et al., 
2004; Lancelot et al., 2005; Lewis et al., 2006; Kishi et al., 2007; Allen et al., 2007; 
Follows and Dutkiewicz, 2011; Yool et al., 2011). It is noteworthy, however, that 
ecosystem models have different purposes which drive their pros and cons and, ultimately, 
these models face a series of limitations (Blackford et al., 2010). Most ecosystem models 
are coupled to a physical representation of the ocean and are, thus, also subjected to the 
uncertainties of the physical model (Sinha et al., 2010). On the other extreme, there are 
challenges to link end-to-end ecosystem models to plankton models, particularly 
zooplankton (Fulton, 2010; Mitra et al., 2014a), although the scientific community has 
been progressing on this field (Everett et al., 2017). Another issue is related to the 
development and implementation of robust methods that allow to assess model 
performance (Friedrichs et al., 2009; Jolliff et al., 2009; Stow et al., 2009). Finally, and 
perhaps the biggest concern related to plankton models, their parameterisation; certain 
parameter values are extremely difficult to measure and/or are often obtained through 
laboratory experiments which are limited to certain species and, therefore, might not 
represent the behaviour of natural communities (Schartau et al., 2017). For this reason, 
some modelling approaches assume model parameters to follow a distribution rather than 
having a single fixed value (Bruggeman and Kooijman, 2007). There is, therefore, a trade-
off between model uncertainty (linked to parameterisation) and the level of mechanistic 
understanding within models (Blackford et al., 2010; Schartau et al., 2017). 
Nevertheless, the structure of ecosystem models is limited by the poorly resolved 
ecology and remaining uncertainties in physiology (Franks, 2009; Flynn, 2010; Allen 
and Polimene, 2011). One might then argue that research efforts should be channelled 
towards experimental investigations (instead of building more elaborate models). 
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Although prior information is needed to build a mechanistic model, modelling is not the 
final step in the scientific method. In fact, models are also used to guide new laboratory 
studies and to generate new hypotheses to be tested in the field (e.g., Flynn and 
McGillicuddy, 2018). In other words, mechanistic models can guide future 
investigations by challenging our current understanding of a system. Therefore, despite 
the uncertainties in physiology, complex mechanistic models are valuable tools to 
advance our understanding of biological systems. Acknowledging mixotrophy when 
modelling plankton communities is one example.  
Models describing mixotrophy differ in many aspects; their differences are 
summarised in Tables 1.1 and 1.2 in chronological order. First, a comparison is given 
with respect to the functional types (based on the mixotrophic functional classification 
by Mitra et al. (2016)), nutrients, physical set-up and model application (Table 1.1). 
Second, a list of features described by the mixotrophic models is compared amongst the 
studies (Table 1.2). The functional types described in the models vary from including a 
single mixotrophic type from more ‘complete’ descriptions of the plankton food web, 
accounting for strict phototrophs, mixotrophs, strict heterotrophs, and decomposers 
(Table 1.1). The number of functional types also vary, but most of the studies 
represented constitutive mixotrophs (Table 1.1). Studies that aimed to model non-
constitutive mixotrophs but did not describe plastid acquisition and retention end up 
functioning as CMs (Stickney et al., 2000; Zhang et al., 2003; Hood et al., 2006; see also 
Table 1.1). Some studies explicitly represented n constitutive mixotrophs through a 
continuum of mixotrophic strategies, from primarily phototrophs to primarily 
phagotrophs, and/or through a continuum of size classes (Table 1.1). Allometric-scaled 
models account for a diverse community in terms of size classes; however, these assume 
an inverse relationship between phototrophic potential and cell size (Ward and Follows, 
2016; Chakraborty et al., 2017). In reality, large mixotrophic Rhizaria function mainly 
as phototrophs (de Vargas et al., 2015) and mixotrophic nanoflagellates can be primarily 
phagotrophs (Lie et al., 2018). 
Nearly 40% of the models were based on a single limiting nutrient (mainly N) 
while the remaining were based on two nutrients (C and N; 19%) or three nutrients (C, N, 
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and P; 31%); whenever diatoms were described by the model, silicate was also included 
(Table 1.1). Models differ greatly in all aspects except for the physical set-up and 
application (Table 1.1). Most studies were performed utilizing zero-dimensional (0D) 
models which accounts for time variation but neglects any spatial variation (Table 1.1). 
From the 26 studies evaluated, only four simulated plankton dynamics vertically in the 
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Table 1.1 Models describing mixotrophy in the literature including functional type (P–phototroph, M–mixotroph, Z–heterotroph, B–
bacteria, n size-classes and/or levels of mixotrophy), mixotrophic type (OSM–osmotrophy), nutrient (Nut–generic nutrient, C–carbon, 
N–nitrogen, P–phosphorus, Si–silicate), platform, and application. Mixotrophic type is given according to Mitra et al. (2016). 
Reference Functional type Mixotrophic type Nutrient Platform Application 
Thingstad et al. (1996) 1P, 1M, 1Z, 1B CMs Nut 0D ecology theory 
Baretta-Bekker et al. (1998) 3P, 1M, 3Z, 1B nano-CMs + OSM C, N, P, Si 0D mesocosm simulations 
Stickney et al. (2000) 1P, 1M, 1Z CMs (3 levels) N 0D ecology theory 
Kooijman et al. (2002) 1M OSM C, N 0D/1D ecology theory 
Zhang et al. (2003) 1P, 1M, 1Z CMs N 0D flask simulations 
Jost et al. (2004) 1P, 1M, 1Z micro-CMs Nut 0D ecology theory 
Hammer and Pitchford (2005) 1P, 1M CMs Nut 0D ecology theory 
Troost et al. (2005) 1M OSM C, N 1D evolutionary theory 
Hood et al. (2006) 2P, 1M, 2Z CMs N 0D ecology theory 
Bruggeman (2009) 1M CMs C, N 1D ecology theory 
Flynn and Mitra (2009) 1P, 1M, 1B CMs, GNCMs, pSNCMs C, N, P 0D ecology theory 
Mitra and Flynn (2010) 1P, 1M, 1B CMs, GNCMs, pSNCMs C, N, P 0D ecology theory 
Ward et al. (2011) 1P, nM, 1Z, 1B CMs (n levels) N 0D ecology theory 
Våge et al. (2013) nP, nM, nZ CMs (n levels + n sizes) + OSM P 0D ecology theory 
Flynn and Hansen (2013) 1P, 1M CMs, GNCMs C, N, P 0D ecology theory 
Mitra et al. (2014) 1P, 1M, 2Z, 1B nano-CMs C, N, P 0D ecology theory 
Cropp and Norbury (2015) 1P, 2M, 1Z CMs (2 levels) Nut 0D ecology theory 
Mitra et al. (2016) 1P, 1M, 1B CMs, GNCMs C, N, P 0D ecology theory 
Ward and Follows (2016) nM CMs (n levels + n sizes) C, N, P 3D field simulations 
Berge et al. (2017) 1M CMs C, N 1D ecology theory 
Chakraborty et al. (2017) nM CMs (n levels + n sizes) C, N 0D ecology theory 
Ghyoot et al. (2017a) 1M, 1B nano-CMs (2 levels), GNCMs C, N, P 0D ecology theory 
Ghyoot et al. (2017b) 1P, 3M, 1Z, 1B OSM, nano-CMs, GNCMs  C, N, P, Si 0D field simulations 
Lin et al. (2018) 1P, 1M CMs C, N, P 0D flask simulations 
Edwards (2019) 1P, nM, 1Z, 1B nano-CMs (n levels) N 0D ecology theory 
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The mechanisms explicitly described also vary greatly among the models 
(Table 1.2). The first models have described mixotrophy through the addition of 
phototrophy and phagotrophy, i.e., summing up the formulations used in phytoplankton 
and zooplankton models and neglecting any feedback between these nutritional modes 
(Table 1.2). Models that include a more complex description of the physical environment 
(Table 1.1) are also largely based on simple descriptions of plankton physiology and may 
lack the description of important features such as variable stoichiometry, 
photoacclimation, intraguild predation, prey selectivity, and variable assimilation 
efficiency (Table 1.2). Mixotrophy is a synergistic interaction, in which different 
mechanisms can act regulating both nutritional modes (Flynn and Mitra, 2009; Stoecker 
et al., 2017). Simpler descriptions of mixotrophy might provide realistic biomass values, 
but metabolic rates differ greatly from more complex models (Mitra and Flynn, 2010). 
The model by Flynn and Mitra (2009) is a comprehensive mechanistic construct of 
mixotrophy, allowing for the representation of mixotrophic functional diversity, from 
constitutive to non-constitutive forms (Mitra et al., 2016). This construct imposes a large 
number of parameters which are not always well constrained by the data; nevertheless, its 
features (Table 1.2) can enable a more robust understanding of the impact of mixotrophs 
within marine ecosystems and, therefore, this model was chosen to be used in this thesis. 
Finally, only four studies compared simulations with empirical data and only one 
compared simulated mixotrophic dynamics with observational data from long-term 
monitoring time series (Ghyoot et al., 2017b). Future studies should aim to validate 
mixotrophy against laboratory and/or field observations. 
Mechanistic models designed to understand complex biological processes are 
valuable and needed in ecology and evolutionary biology (Coelho et al., 2018). There is a 
lot to be learned from ecosystem models that assign mixotrophy: what are the competitive 
outcomes within plankton communities under different environmental conditions? How 
these affect ecosystem properties? Does mixotrophic functional diversity matters? What 
is the relevance of mixotrophy across different spatial and temporal scales? This thesis 
aimed to answer these questions with the hope to, ultimately, guide future studies that will 
keep advancing mixotrophic research and plankton ecology and, hence, improving our 
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Thingstad et al. (1996)           
Baretta-Bekker et al. (1998) x  x  x x x    
Stickney et al. (2000) x     x     
Kooijman et al. (2002) x          
Zhang et al. (2003)          x 
Jost et al. (2004)           
Hammer and Pitchford (2005)           
Troost et al. (2005) x          
Hood et al. (2006) x      x    
Bruggeman (2009) x   x       
Flynn and Mitra (2009) x x x x x   x x  
Mitra and Flynn (2010) x x x x x   x x  
Ward et al. (2011)           
Flynn and Hansen (2013) x x x x x   x x  
Våge et al. (2013)      x x    
Mitra et al. (2014) x x x x x x x x x  
Cropp and Norbury (2015)           
Mitra et al. (2016) x x x x x x x x x  
Ward and Follows (2016) x x x  x  x  x x 
Berge et al. (2017) x   x       
Chakraborty et al. (2017) x   x   x    
Ghyoot et al. (2017a) x  x x x      
Ghyoot et al. (2017b) x  x x x     x 
Lin et al. (2018) x x x x x   x x x 
Edwards (2019) x          
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1.5. Objectives 
The overall objective of this thesis was to investigate the biogeography of 
mixotrophs across the global oceans and their impact on ecosystem functioning. The role 
of mixotrophic functional diversity in determining biogeographic patterns and competitive 
outcomes was tested across both spatial and temporal scales. The specific aims of this 
thesis are outlined below:  
Aim 1: to investigate the biogeography of mixotrophs according to their functional 
diversity across oceanic biomes and to evaluate how it relates to environmental 
variability. 
  The global biogeography of mixotrophs was assessed using online databases and 
examining the current literature (Chapter 2). Analyses were performed to verify if 
functional diversity shapes the biogeographic patterns of mixotrophs (Chapters 3 and 4). 
Their biogeography was evaluated across different oceanic biomes and seasons and the 
effect of different environmental variables was tested (Chapters 3 and 4). The sampling 
biases associated with size, taxonomy, and oceanic region hindering the biogeography of 
constitutive mixotrophs were also evaluated (Chapter 4).       
Aim 2: to explore the competitive outcomes between mixotrophs and their auto- or hetero- 
trophic counterparts and the effect of mixotrophy on ecosystem functioning.  
 The role of constitutive mixotrophic nanoflagellates as bacterivores and their 
success relative to heterotrophic competitors were first assessed through a meta-analysis 
(Chapter 4). Then, a conceptual plankton food web model was developed spanning from 
bacteria to mesozooplankton and including different mixotrophic functional types 
(Chapter 5). Chemostat modelling experiments were performed to test for the effect of 
mixotrophy on community composition and ecosystem functioning under different light 
and nutrient regimes (Chapter 6). Three ecosystem properties were targeted: ammonium 
regeneration, trophic transfer efficiency, and production of dissolved organic carbon 
(DOC).  
  
Chapter 1. General Introduction   17 
 
   
 
Aim 3: to investigate the seasonal succession of protist trophic strategies and the vertical 
distribution of mixotrophic populations within a coastal temperate sea. 
 The modelling framework developed in Chapter 5 was validated against 
observational data for the Western English Channel. The incorporation of realistic 
environmental variability allowed the investigation of the succession of protists over the 
seasonal cycle and throughout the water column (Chapter 7). The relative success of the 
different protist functional types was evaluated considering bottom-up and top-down 
processes. In addition, the balance between phototrophy and phagotrophy within 
mixotrophs was evaluated for the different mixotrophs included in the model (Chapter 7). 
Data compiled in Chapters 3 and 4 were also used for comparisons with modelling results. 
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2.1. Introduction 
The global biogeography of the various mixotrophic functional types was 
investigated through the compilation of information from online databases and the 
literature. This chapter describes the general methods applied to the biogeographic 
analyses conducted for NCMs (Chapter 3; Leles et al., 2017) and CMs (Chapter 4; Leles 
et al., 2019). Data compilation was mostly guided by species name since few studies 
specifically targeted mixotrophy. Accordingly, prior to the examination of the datasets, a 
list containing all protist species previously reported to be mixotrophs was built; 
mixotrophic species were identified experimentally by displaying both phototrophic and 
phagotrophic nutrition. This approach is then an approximation of the ‘true’ pool of 
mixotrophic protists since mixotrophy among several species of marine protists remains 
to be investigated. AlgaeBase (http://www.algaebase.org/) and WoRMS 
(http://www.marinespecies.org/) were used to account for species synonyms and 
basionyms when carrying out data compilation. This methodology (based merely on 
species name) does not account for the fact that the expression of mixotrophy can vary 
across space and time. While acquired phototrophs are obligate mixotrophs, constitutive 
forms might not always display phototrophic and phagotrophic nutrition. Only studies 
which specifically targeted phagotrophy among constitutive mixotrophs (as reviewed by 
Beisner et al., 2019) allowed the investigation of how mixotrophy vary with 
environmental conditions (Chapter 4.2.1 and 4.2.3).  
Both qualitative (presence) and quantitative (biomass/numeric abundance) data 
were obtained from online databases and the literature. Details on how quantitative data 
were obtained are given in Chapters 3.2.1 and 4.2.1. The Longhurst biogeographic 
classification of the ocean was adopted to map the global distribution of mixotrophs 
(Longhurst, 2007). Coordinates corresponding to the locations where mixotrophic species 
were recorded were aligned with Longhurst’s biogeographic provinces. 
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2.2. Data compilation 
2.2.1. Online databases for plankton data 
Three online databases were initially examined for the analyses: the Ocean 
Biogeographic Information System (OBIS; http://www.iobis.org/), the Coastal & Oceanic 
Plankton Ecology, Production, & Observation Database (COPEPOD; 
http://www.st.nmfs.noaa.gov/copepod/), and the Continuous Plankton Recorder (CPR; 
https://www.cprsurvey.org) database. OBIS is a project under IOC-UNESCO’s 
International Oceanographic Data and Information (IODE) programme. It connects 500 
institutions from 56 countries providing over 45 million observations spanning bacteria to 
whales across the global oceans. COPEPOD is a global plankton database managed by the 
National Marine Fisheries Service (NMFS – ‘NOAA Fisheries’) with over 400,000 
observations of planktonic organisms. The CPR consists on a towed instrument (270 µm 
mesh size) designed to capture plankton samples at 10 m depth over vast areas of the 
ocean utilising ships of opportunity. It is operated by the Sir Alister Hardy Foundation for 
Ocean Science (SAHFOS), being incorporated to the Marine Biological Association in 
April 2018. Thus, contrary to the previous databases which present a collection of data 
from different surveys, the CPR is a single continuous lmonitoring programme. 
Quantitative data can be obtained from COPEPOD and CPR but not through OBIS; the 
later consists only of distribution records. 
Qualitative data were obtained through OBIS since the datasets are integrated and 
can be accessed by different entities, including species name. Despite providing 
quantitative data, the COPEPOD and CPR databases were identified as not suitable for 
this study because they target larger plankton members. COPEPOD database has the 
potential to provide taxonomic data for mixotrophic protists but it is still in development 
(COPEPEDIA). In its current form, COPEPOD did not provide any additional qualitative 
data further to those compiled from OBIS (interrogated on 16th March 2017). In turn, CPR 
is particularly suitable for sampling mesozooplankton and larger (> 250 µm size) robust 
phytoplankton (Richardson et al., 2006), ruling out many mixotrophic species within the 
smallest plankton members (Zubkov and Tarran, 2008). Indeed, less than 20 mixotrophic 
species (all dinoflagellates) were identified on the online CPR list of available taxa (‘Data 
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Request Form’; interrogated on 16th March 2017). The CPR data are also not suitable at a 
global scale since it is mainly used to sample plankton in the Northwest European shelf 
and in the Northeast and Northwest Atlantic. Thus, distribution records used in Chapters 
3 and 4 were obtained through OBIS on 16th March 2017 and on 20th January 2018, 
respectively. Over 110,000 and 230,000 records were obtained for the analysis of the 
global biogeography of NCMs and CMs, respectively, including a total screen for 150 
species (Chapters 3.2.2 and 4.2.2). OBIS possess its own quality control system in place 
for data, securing that data come from credible sources and applying a series of technical 
controls (e.g., species name misspellings, names not recognized, mapping errors) every 
time the data is crawled again from its source. On top of that, the data compiled for this 
thesis were checked independently for points on land, taxon matching, and depth values. 
2.2.2. Bibliographic surveys 
The electronic database ISI Web of Science was accessed for the bibliographic 
surveys within Chapter 3 and 4 on 16th March 2017 and on 20th January 2018, respectively. 
The surveys were conducted to obtain quantitative data on numeric abundance/biomass of 
mixotrophic protists from studies which specifically targeted mixotrophs (applying same 
methods) and to complement the OBIS survey. Different sets of keywords were used in 
the search for the biogeography of CMs and NCMs (details in Chapters 3.2.1 and 4.2.1, 
respectively). Over 200 studies were evaluated; for each study, latitude and longitude, 
period of the year (month and season), and sampling depth were recorded. Temporal 
resolution was represented according to seasonality: 21/06–15/09 (Boreal summer/Austral 
winter), 21/09–15/12 (Boreal autumn/Austral spring), 21/12–15/03 (Boreal winter/Austral 
summer), and 21/03–15/06 (Boreal spring/Austral autumn). Seasons were defined based 
on the equinoxes (day and night of equal length) and solstices (longest and shortest day 
of the year), assumed to happen on the 21st of September/March, and June/December, 
respectively. Seasonal variability is particularly important within temperate and polar 
seas, in which gradients of environmental factors are well marked and play an important 
role in plankton dynamics (Sommer et al., 2012). Seasonality is not as well marked within 
tropical seas and certain coastal systems in which rainfall and riverine discharge may play 
a major role; therefore, care was taken to interpret temporal patterns among different 
locations. Data were recorded for different depths whenever possible; a single depth-
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integrated value was obtained otherwise. Sampling depths among studies ranged from 
surface to the local observed thermocline. Nitrate and phosphate concentrations, as well 
as the abundance of heterotrophic bacteria and/or cyanobacteria, were also extracted from 
the studies used in the meta-analysis of mixotrophic nanoflagellates (Chapter 4.2.3). 
Whenever possible, the proportion of mixotrophs and heterotrophic counterparts relative 
to the total population was estimated (e.g., mixotrophic ciliates vs strict heterotrophic 
ciliates). Where required, data from published figures were extracted using the free 
version of GetData Graph Digitizer (http://getdata-graph-digitizer.com/).  
2.3. Biogeographic provinces and oceanic biomes 
The biogeographic analyses were oriented by the division of the ocean into subsets 
defined by 54 biogeographic provinces according to Longhurst (2007) (Table 2.1 and 
Fig. 2.1). Longhurst’s division of the ocean was based on the assumption that pelagic 
biogeography is dictated by seasonal and spatial variation of primary production, which, 
in turn, is mirrored by physical forcing (e.g., light, wind, temperature). Provinces were 
then defined according to observed discontinuities in physical processes and analysis of 
satellite images of surface chlorophyll and in situ chlorophyll depth profiles (Longhurst 
et al., 1995). This classification, however, assumed that the boundaries between the 
provinces are fixed and defined by rectangular grids (Fig. 2.1). In reality, the boundaries 
are influenced by changing environmental conditions at a global scale (Reygondeau et al., 
2013). Notwithstanding, Longhurst’s classification is a mark in marine biogeography that 
was possible with the advent of satellite products (Priede, 2014). Since then, it has been 
widely applied in oceanography and ecology and the spatial distribution of processes and 
species have been shown to match Longhurst’s provinces (e.g., Corbineau et al., 2008; 
Demarcq et al., 2012; Burridge et al., 2017). In this context, it is relevant to investigate 
the distribution of mixotrophic plankton using Longhurst’s classification. 
At least one record was necessary to assume that mixotrophs occurred in any 
province. Grids corresponding to Longhurst’s provinces used in the maps were obtained 
from http://www.marineregions.org/. Longhurst used the net primary productivity (NPP) 
obtained from SeaWIFS data from 1997 to 2002 to define the different biogeographic 
provinces (Longhurst, 2007). In order to quantitatively relate the distribution of 
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mixotrophs with Longhurst’s provinces in this thesis, the relationship between the NPP 
data used on his work and the biomass/numeric abundance of mixotrophs obtained here 
through the bibliographic surveys were investigated. In Chapter 3, the NPP data were 
processed so that global means and global variances were obtained for each province 
(Appendix A, Fig. A.1); these metrics allow an approximation to the overall nutrient load 
and system variability, respectively, within each province (Leles et al., 2017). The NPP 
and the mixotrophic datasets were then merged based on the different biogeographic 
provinces, identified in the mixotrophic dataset through the corresponding geographic 
coordinates from which estimates were obtained. In Chapter 4, the NPP and the 
mixotrophic datasets were merged based on the corresponding geographic coordinates as 
well as on the sampling month (Appendix B, Tables B.2 and B.3). 
To allow the statistical comparison of means across major regions in the oceans, 
Longhurst’s provinces were grouped into seven principal biomes: Coastal Seas, Equatorial 
Upwelling, Mediterranean Sea, Oligotrophic Gyres, Polar Seas, Temperate Seas, and 
Coastal Upwelling (Table 2.1 and Fig. 2.1). These biomes align in part with those defined 
by Longhurst (Longhurst et al., 1995; Longhurst, 2007), but expand his classification 
explicitly describing upwelling regions and the Mediterranean Sea. As per the 
biogeographic provinces, the biomes were defined based on primary production and 
physical forcing. Seasonality is the main characteristic of both Polar Seas and Temperate 
Seas biomes, but the former is subjected to the effect of melting ice while the second is 
related to wind stress (Longhurst et al., 1995). The Mediterranean Sea biome is also 
subjected to seasonality but differs from the others because it has limited exchange of 
water with outer oceans (Pinardi et al., 1997). In turn, the Oligotrophic Gyres biome is 
characterized by a shallow pycnocline of high stability and overall low primary production 
(Longhurst et al., 1995). In the Coastal Seas biome, the generic oceanic circulation is 
modified by coastal topography and wind coastal regime (Longhurst et al., 1995); coastal 
upwelling systems were defined separately since these support high primary production 
(Acha et al., 2004). Finally, equatorial upwelling regions were also considered as a 
separate biome; upwelling events in these regions are related to the Intertropical 
Convergence Zone, promoting highly productive regions within the open oceans (Acha et 
al., 2004).  
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Table 2.1 Longhurst’s biogeographic provinces following Fig. 2.1; these were grouped 
into seven principal biomes according to primary production and physical forcing.  
Oceanic Basin Code Province Biome 
Antarctic ANTA Antarctic Polar Seas 
 APLR Austral Polar Seas 
Arctic ARCT Atlantic Arctic Polar Seas 
 BERS North Pacific Epicontinent Polar Seas 
 BPLR Boreal Polar Seas 
 SARC Atlantic Subarctic Polar Seas 
Atlantic BENG Benguela Current Coastal Upwelling 
 BRAZ Brazil Current Coastal Seas 
 CNRY Eastern Canary Coastal Seas 
 EAFR Eastern Africa Coastal Seas 
 FKLD Southwest Atlantic Shelves Coastal Seas 
 GUIA Guianas  Coastal Seas 
 GUIN Guinea Current  Coastal Upwelling 
 NECS Northeast Atlantic Shelves  Coastal Seas 
 NWCS Northwest Atlantic Shelves Coastal Seas 
 GFST Gulf Stream Temperate Seas 
 MEDI Mediterranean Sea, Black Sea Mediterranean Sea 
 NADR North Atlantic Drift Temperate Seas 
 NAST (E) North Atlantic Subtropical Gyre (East) Temperate Seas 
 NAST (W) North Atlantic Subtropical Gyre (West) Temperate Seas 
 CARB Caribbean Oligotrophic Gyres 
 ETRA Eastern Tropical Atlantic Equatorial Upwelling 
 NATR North Atlantic Tropical Gyre Oligotrophic Gyres 
 SATL South Atlantic Gyre Oligotrophic Gyres 
 WTRA Western Tropical Atlantic Oligotrophic Gyres 
Indian ARAB Northwestern Arabian Upwelling Coastal Upwelling 
 AUSW Australia-Indonesia  Coastal Seas 
 INDE Eastern India Coastal Seas 
 INDW Western India Coastal Seas 
 REDS Red Sea, Persian Gulf Coastal Seas 
 ISSG Indian South Subtropical Gyre Oligotrophic Gyres 
 MONS Indian Monsoon Gyres Oligotrophic Gyres 
Pacific ALSK Alaska Downwelling Coastal Seas 
 AUSE East Australia Coastal Seas 
 CALC California Current Coastal Upwelling 
 CAMR Central America Coastal Upwelling 
 CHIN China Sea Coastal Seas 
 HUMB Humboldt Current Coastal Upwelling 
 NEWZ New Zealand Coastal Upwelling 
 SUND Sunda-Arafura Shelves Coastal Seas 
 KURO Kuroshio Current Temperate Seas 
 NPPF North Pacific Transition Zone Temperate Seas 
 PSAG (E) Pacific Subarctic Gyre (East) Temperate Seas 
 PSAG (W) Pacific Subarctic Gyre (West) Temperate Seas 
 TASM Tasman Sea Coastal Seas 
 ARCH Archipelagic Deep Basins Oligotrophic Gyres 
 NPTG (E) North Pacific Tropical Gyre (East) Oligotrophic Gyres 
 NPTG (W) North Pacific Tropical Gyre (West) Oligotrophic Gyres 
 PEQD Pacific Equatorial Divergence Equatorial Upwelling 
 PNEC North Pacific Equatorial Countercurrent Equatorial Upwelling 
 SPSG South Pacific Subtropical Gyre Oligotrophic Gyres 
 WARM Western Pacific Warm Pool Oligotrophic Gyres 
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Figure 2.1 Longhurst division of the ocean in 54 biogeographic provinces (Longhurst, 
2007) and the seven oceanic biomes defined in this thesis according to physical forcing 
and primary production (upper panel). Colours highlight the different biomes; from lighter 
to darker colours: Oligotrophic Gyres, Mediterranean Sea, Temperate Seas, Polar Seas, 
Equatorial Upwelling, Coastal Seas, and Coastal Upwelling biomes. Provinces 
abbreviations are given in Table 2.1. Averaged sea surface temperature (lower left panel) 
and chlorophyll-a (lower right panel) from satellite products are given as proxies for 
physical forcing and primary production and are not directly linked to Longhurst’s work 
(source: MODIS (NASA); https://earthobservatory.nasa.gov).  
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2.4. Statistical analyses 
2.4.1. Data processing and statistical choices 
Data were tabulated in Microsoft Office Excel (version 2010) or directly in R 
(version 3.4.3; R Core Team, 2016) for data processing and analysis. The packages (and 
functions) within R used for data processing and for statistical analyses will be referred 
herein between quotation marks (‘’). OBIS data were accessed through the ‘robis’ 
package; detailed guidelines can be found online (https://obis.org/manual/accessr/). 
Distribution records for each species were then obtained using the ‘occurrence’ function 
within ‘robis’. The function ‘readOGR’ within the package ‘rgdal’ was used to read the 
shapefile containing the Longhurst’s biogeographic provinces. The ‘dplyr’ package was 
then used to process the occurrence data and retrieve the geographic coordinates within 
each biogeographic province. Records with possible spatial errors, such as data points 
located in land, were excluded from the analysis. All figures summarizing data from the 
biogeographic analyses were created in R using the packages: ‘ggplot2’, ‘maps’, 
‘gridExtra’, ‘RColorBrewer’, and ‘scales’.  
Statistical analyses were also conducted in R. Different statistical tests (or 
techniques) were applied to the biogeographic analyses. Data were interrogated in order 
to choose the most suitable tests (or techniques) to perform: i) comparison of means; ii) 
ordination; and iii) to investigate the relationship between variables (Fig. 2.2). Details for 
each of these analyses are given in the following sections, respectively. 
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Fig. 2.2 Flowchart showing the different interrogations applied to the biogeographic data 
to perform comparison of means, ordination, and to investigate the relationship between 
variables.  
2.4.2. Comparison of means 
The comparison of means (or median) from different groups was performed 
through analysis of variance (ANOVA) or through Kruskal-Wallis tests (results reported 
as F = test statistic, p = significant value and H = test statistic, p = significant value, 
respectively) (Fig. 2.2). Residuals and residual variance were checked for normal 
distribution and homogeneity, respectively, through graphical visualization (Gotelli and 
Ellison, 2012). ANOVA was used if both assumptions were met (Fig. 2.2). Data were 
transformed using log (x + 1) if necessary; however, if data transformation was not 
sufficient to meet the assumption of normality, a rank-based non-parametric Kruskal-
Wallis test was performed instead (Fig. 2.2; Gotelli and Ellison, 2012). Post-hoc tests were 
performed if results were significant to identify which means were different from each 
other; Tukey’s and Dunn’s post hoc-tests were performed for ANOVA and Kruskal-
Wallis test, respectively (Dunn, 1961; Gotelli and Ellison, 2012). The Dunn’s post-hoc 
test gives Z-scores for each pairwise comparison as an output. Overall, a Z-score shows 
how many standard deviations (above or below) from the mean a data point is. Here, the 
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Dunn’s test uses the mean rankings of the outcome in each group from the preceding 
Kruskal-Wallis test. Positive values indicate that the mean of the reference group is higher 
than the mean of the second group while the opposite holds for negative values. ANOVA 
was conducted through the ‘lm’, ‘anova’, and ‘TukeyHSD’ functions in the ‘vegan’ 
package while Kruskal-Wallis tests were performed using the ‘dunn.test’ function in 
‘dunn.test’ package.  
2.4.3. Ordination technique 
Non-metric multidimensional scaling (NMDS) was performed to explore the 
dissimilarities between species according to their distribution across the global oceans 
(Fig. 2.2). As for any other ordination technique, the NMDS firstly ordinates the objects 
in full-dimensional space and then represents them in a few dimensions (Legendre and 
Legendre 1998). It can be applied to any distance measure and to qualitative or 
quantitative data (Fig. 2.2). The NMDS is particularly used to plot dissimilar objects far 
apart in the ordination space and similar objects close to each other (Legendre and 
Legendre 1998). Contrary to other ordination methods based on eigenvector values, 
NMDS axes are arbitrary because it does not maximize the variability associated to 
individual axes; thus, plots can be rotated, centered, or inverted. A matrix ‘species vs site’ 
based on qualitative (presence/absence) or quantitative (number of occurrences) data and 
on the 54 Longhurst’s biogeographic provinces was built to perform the analyses. To 
facilitate the interpretation of NMDS results, the 54 Longhurst’s biogeographic provinces 
were later aligned within the 7 principal biomes described in the previous section. The 
Jaccard and Bray Curtis distances were used for datasets composed of presence/absence 
values and for count data, respectively (Fig. 2.2), and different random starting 
configurations were performed. The goodness-of-fit of the analysis is measured through 
the stress, a value between 0 and 1; as a rule of thumb, stress values ≤ 0.05 indicate good 
fit and stress values ≥ 0.2 indicates that results are arbitrary (Legendre and Legendre, 
1998). The aim of the analysis is to use as few dimensions as possible to, ultimately, plot 
the results in a two-dimensional space; however, there is a trade-off between the number 
of dimensions and the stress value (Legendre and Legendre, 1998). Therefore, the choice 
of the number of dimensions must be made considering also the stress value. Ordination 
was performed using the ‘metaMDS’ function in the ‘vegan’ package.  
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2.4.4. Relationship between variables 
Loess regressions were used to explore the relationship between the relative 
biomass of mixotrophs and NPP within the different provinces (Chapter 3.3.2). This is a 
non-parametric method for fitting a smooth curve between two variables in which the 
linearity assumptions of conventional regression methods are relaxed (Fig. 2.2; Cleveland, 
1979). It uses local weighted regression to fit a smooth curve through points in a scatter 
plot. The term ‘local’ is used because the fitting of a data point x is weighted toward the 
data nearest to x. The proportion of observations used for local regression is assigned 
through a span parameter that varies between 0 and 1. This parameter describes the trade-
off between bias (i.e., difference between the predicted and observed values) and variance 
(i.e., variability of prediction for a given data point). Parameter values closer to 1 assign 
a greater proportion of observations to the local regression increasing the bias whilst 
decreasing the variance and, thus, results in overfitting (Cleveland, 1979). Here, the span 
parameter was equal to 1 due to the limited availability of data and because the aim of the 
analysis was to obtain a general pattern instead of predicting the data at hand; standard 
error bands were given for all loess regressions. Loess regressions were plotted using the 
‘stat_smooth’ function in the ‘ggplot2’ package. 
Generalized linear mixed models (GLMMs) were used for the meta-analysis of 
actively feeding mixotrophic nanoflagellates across different oceanic systems (details are 
given in Chapter 4.2.3). GLMMs are a class of statistical models which describe the 
relationship between a response variable (i.e., outcome) and the explanatory variables 
(i.e., covariates) which have been measured along with the response (Bates et al., 2015). 
This statistical analysis is preferred over traditional methods, such as multiple linear 
regression, because the assumptions of normality and homogeneity of variance may be 
violated in the later (Fig. 2.2). GLMMs combine the characteristics of generalized linear 
models and mixed models (Bolker, 2007); they can be used to describe data that are not 
normally distributed and they account for random effects (Bolker et al., 2009). GLMMs 
are a good candidate if the distribution of the outcome is known and if more than one 
source of random errors is identified (Fig. 2.2). This class of statistical model do not 
assume a linear relationship between the response variable and the explanatory variables; 
instead, they allow any non-linear relationship that has a linearizing transformation 
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through the ‘link’ function (Bolker, 2007). GLMMs can handle non-normal errors of the 
exponential family; different distributions can be specified through the link function (e.g., 
log link for Poisson distribution). 
Covariates can be added to the statistical model as fixed or as random effects. Any 
continuous covariate must be assigned as a fixed effect; however, categorical covariates 
can be considered as fixed or as random effects. The difference here is that, as a fixed 
effect, the variability associated to each of the levels of the covariate are estimated, while 
only the overall variability associated to the covariate is estimated if assigning the 
covariate as a random effect. In practical terms, a random effect saves up degrees of 
freedom and function as an additional residual term. Usually, a minimum of 5 levels and 
at least 10 observations per level are needed to assign a covariate as a random effect 
(Bolker et al., 2009). Random effects can be added to the statistical model through random 
intercepts or random intercepts and random slopes. The first assumes that the different 
levels of the random effect have different intercepts, but same slopes, while the second 
would allow the random effect to have a different effect on the outcome for each level. 
However, care must be taken to avoid correlation between variables; maintaining a 
random intercept (and constant slopes) avoids correlation problems because observations 
that come from different groups are uncorrelated (Bolker et al., 2009).  
The Poisson distribution assumes a variance to mean ratio of 1. However, in many 
cases, count data spans from several orders of magnitude and the group variances increase 
with the mean far more than expected, indicating that the data is overdispersed. A random 
effect at the level of observation can then be included in a GLMM to account for 
overdispersion (Gelman and Hill, 2007; Harrison, 2014). This mechanism assigns the 
extra-Poisson variation in the outcome using a random effect with a unique level for every 
data point. This technique was applied to the GLMMs if overdispersion was detected.  
The output of a GLMM provide estimates for the parameters associated with each 
fixed effect (e.g., differences between treatments and interactions) and standard deviations 
of the random effects. Parameter estimates in a GLMM are not obtained using least 
squares (unless dealing with normal response variables); maximum likelihood equations 
solved by interactive methods are used instead (Bolker et al., 2009). Different statistical 
Chapter 2. Methods – Biogeographic analyses   31 
 
   
 
techniques can be applied to estimate the parameters in a GLMM; here Laplace 
approximations were used (Tuerlinckx et al., 2006). This technique approximates the true 
GLMM likelihood by assuming that its distribution (of the likelihood, not the distribution 
of the data) is approximately normal (Bolker et al., 2009). This method was chosen 
because it works well even if standard deviations associated with random effects are large 
and because it allows likelihood-based inference (Bolker et al., 2009). Here, the 
significance of each term (fixed and random effects) in the GLMMs was tested through 
the likelihood ratio test (LRT). The LRT is a statistical test used to compare the difference 
between two statistical models, one of which is a special case of the other, using the Chi-
square distribution. The test provides the ratio between the log likelihood of the two 
models and a p-value (results reported as LR = likelihood ratio, p = significant value). 
GLMMs were performed through the function ‘glmer’ in the ‘lme4’ package. Inspection 
of estimates for the random effects were performed graphically and their significance was 
tested using the function ‘anova’. Model inference was performed through the 
‘glmm_funs’ package (Bolker et al., 2009). 
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3.1. Introduction 
Microzooplankton (i.e., protists 20–200 µm perceived as strict phagotrophs) play 
a key role within pelagic marine food webs (Calbet and Landry, 2004; Schmoker et al., 
2013). They are major grazers of phytoplankton across different oceanic systems, linking 
the primary production to copepods (Calbet and Landry, 2004; Schmoker et al., 2013). 
Within oligotrophic seas, the microbial loop envisions protist predatory activity as the 
main route for nutrient regeneration which, in turn, supports the primary production 
(Azam et al., 1983; Jiao et al., 2014). Despite usually perceived as strict phagotrophs, 
many species of microzooplankton are non-constitutive mixotrophs (NCMs) displaying 
acquired phototrophy (Stoecker et al., 2009; Johnson et al., 2011; Flynn et al., 2013; Mitra 
et al., 2016). Thus, their ecological relevance may be greater than previously anticipated. 
In fact, NCMs can dominate the microzooplankton assemblage at times in the ocean 
(Crawford, 1989; Dierssen et al., 2015).  
Acquired phototrophy occur among ciliates, dinoflagellates, radiolarians, and 
foraminiferans through different evolutionary pathways, i.e., kleptoplasty and 
endosymbiosis (Chapter 1.2). In addition, various degree of control over the acquired 
phototrophic machinery are observed among species (Stoecker et al., 2009; Johnson et al., 
2011a; Mitra et al., 2016; Moeller and Johnson, 2018). Thus, one may expect different 
forms of acquired phototrophy to occur and/or dominate in different oceanic systems. 
Although previous studies have investigated the distribution and abundance of protists 
within microzooplankton across the oceans, few have assigned the role of acquired 
phototrophy (Tarangkoon et al., 2010; Harrison et al., 2011; Biard et al., 2016). Acquired 
phototrophy is an overlooked trait when investigating the biogeography and ecology of 
protists. Most field studies reporting the abundance of microzooplankton do not 
distinguish between the photosynthetic and the non-photosynthetic forms (e.g., Davidson 
et al., 2010; Jayalakshmi et al., 2015; Yang et al., 2016; Cáceres et al., 2017). Similarly, 
most marine ecosystem models describe microzooplankton as a strict-heterotrophic 
functional group (e.g., Sinha et al., 2010; Yool et al., 2013; Butenschön et al., 2016). To 
date, only one study has explored the role of NCMs within biogeochemical models 
(Ghyoot et al., 2017b). 
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  The aim of this work was to investigate, for the first time, the biogeography of 
NCMs in the global oceans. It is hypothesised that protists with different forms of acquired 
phototrophy dominate in different oceanic systems due to differences in the degree of 
control of acquired phototrophy. Both qualitative and quantitative data were compiled 
from online databases and literature to investigate the spatio-temporal distribution of 
acquired phototrophs in the sunlit ocean. The findings presented herein show that 
mixotrophic functional diversity is an important factor determining the biogeography of 
NCMs in the global oceans. In addition, this study quantitatively estimates the proportion 
of microzooplankton which are mixotrophic through the acquisition of phototrophy, 
providing a robust dataset to guide the inclusion of acquired phototrophy in future 
modelling studies seeking to investigate the role of NCMs within marine ecosystems.  
3.2. Methods 
3.2.1. Data compilation 
A global analysis of field data for the different groups of NCMs was conducted 
across the global oceans (Chapter 2.2). A total of 72 NCM species were identified through 
reference to Stoecker et al. (2009). The different forms of acquired phototrophy were 
grouped following the classification of Mitra et al. (2016), into GNCMs, pSNCMs, and 
eSNCMs (Table 3.1; see also Chapter 1.2 and Abbreviations for acronyms). Data 
compilation was conducted on 16th March 2017. The set of keywords used in the 
bibliographic survey included “microzooplankton OR protozooplankton OR 
dinoflagellate OR ciliate OR foraminifera OR radiolaria OR rhizaria” followed by 
“mixotrophy OR plastid OR symbiont OR symbiosis OR green” and “abundance OR 
composition OR biomass” and “ocean OR marine”. Over 110,000 records were obtained 
from OBIS (Table 3.1). The bibliographic survey added nearly 1,000 records to the 
analysis from over 180 articles (Appendix A, Table A.1).  
Regarding the quantitative data (biomass/numeric abundance), the bibliographic 
survey targeted works from which it was possible to estimate the contribution of 
mixotrophs to the total microzooplankton assemblage in the sunlit ocean. Estimating the 
contribution of heterotrophic dinoflagellates engaging in acquired phototrophy to the total 
dinoflagellate biomass/numeric abundance is particularly challenging because they are 
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difficult to distinguish from strict autotrophic dinoflagellates or constitutive mixotrophs 
(Stoecker et al., 1996). In contrast, it is relatively easy to separate groups of mixotrophic 
ciliates and mixotrophic Rhizaria.  
Quantitative data for mixotrophic ciliates were obtained from > 45 articles within 
the sunlit ocean (Appendix A, Table A.2). The articles comprised works which 
specifically targeted mixotrophy; these included field work that undertook analysis using 
epifluorescence microscopy (thus enabling identification of ciliates with algal plastids) 
and works which did not specifically target mixotrophy but reported data on 
microzooplankton species composition. However, there is a likely underestimation of 
mixotrophy using this methodology because not all ciliate species are identified down to 
species level. Ciliates are obligate mixotrophs and, therefore, always display mixotrophic 
characteristics (Stoecker et al., 2009). Their identification through epifluorescence 
microscopy or flow cytometry is possible because, differently from their heterotrophic 
counterparts, they retain intact chloroplasts scattered around their cell and these can be 
distinguished from feeding vacuoles (Stoecker et al., 2014). This method is robust and has 
been applied in several studies that aimed to estimate the proportion of mixotrophic 
ciliates relative to the total ciliate assemblage (e.g., Bernard and Rassoulzadegan, 1994; 
Chiang et al., 2003; Christaki et al., 2008; Stoecker et al., 2014; Haraguchi et al., 2018). 
In contrast, the relative contribution of mixotrophic Rhizaria (eSNCMs) to the 
planktonic assemblage was estimated from a work which used a non-destructive in situ 
imaging system within the topmost 100 m (Biard et al., 2016). The Rhizaria data are 
publicly available in PANGAEA (https://doi.pangaea.de/10.1594/PANGAEA.858156). 
Among the Rhizaria groups investigated, all Acantharia and Collodaria were considered 
mixotrophic. It is noteworthy that the absolute biomasses of mixotrophic ciliates and 
mixotrophic Rhizaria were not directly comparable because they were estimated in 
different units (µg C L-1 and mg C m-2, respectively). Biomass estimates from the different 
studies were obtained measuring the size of the cells, obtaining the cell biovolume, and 
later converting it to carbon biomass using carbon conversion factors from the literature 
(e.g., Menden-Deuer and Lessard, 2000). As for ciliates, Rhizaria are obligate mixotrophs 
and, therefore, always display mixotrophic characteristics (Stoecker et al., 2009). 
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3.2.2. Statistical analyses 
Over 110,000 records were obtained for 56 out of 72 species that comprised the 
initial list (Table 3.1). A presence-absence matrix based on Longhurst’s biogeographic 
provinces was constructed to explore the dissimilarities between the NCM species using 
the NMDS technique (Chapter 2.4.3). At least one record was necessary to assume that 
mixotrophs occurred in any province. The number of records available for each species 
was highly variable (Table 3.1). Species for which datasets were not considered robust 
enough to represent their distribution over the globe were excluded; only species with a 
minimum of 30 records were included in the analysis. This cut-off limit was chosen to 
maximise the number of GNCMs (i.e., Strombidium capitatum, Strombidium oculatum, 
Strombidium reticulatum) evaluated. In addition, species with over 10,000 records were 
randomly subsampled down to a maximum of 2,000 records to decrease sampling bias 
among species. After filtering the dataset according to the above criteria, a total of 38 
species were selected for analysis. The distance matrix used in the NMDS analysis was 
calculated using the Jaccard distance as the dataset was composed by 1/0 values. To 
facilitate the interpretation of NMDS results, the 54 Longhurst’s biogeographic provinces 
were aligned within the 7 principal biomes described in Chapter 2.3. 
To explore the spatial distribution of NCMs quantitatively, the relationship 
between the relative biomass (%) of NCMs and NPP within each province (Chapter 2.3) 
were investigated through loess regressions (Chapter 2.4.4). In addition to this analysis, 
the absolute and the relative biomass of mixotrophic oligotrich ciliates (GNCMs), 
Mesodinium (pSNCMs), and mixotrophic Rhizaria (eSNCMs) was compared across 
different oceanic biomes and seasons through two-way ANOVAs (Chapter 2.4.2). If 
necessary, absolute biomass data were transformed using log (x + 1) to meet the 
assumptions of normality (Chapter 2.4.2). It is noteworthy, however, that data points were 
not homogenously distributed across biomes, nor across seasons. The complete seasonal 
cycle was available for all functional groups only in the Coastal Seas and Mediterranean 
Sea biomes. The seasonal progression of mixotrophic Rhizaria (eSNCMs) was also 
available in the Oligotrophic Gyres and Equatorial Upwelling biomes. No data were 
available for the Coastal Upwelling biome. 
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Table 3.1 Number of occurrence records for protistan microzooplankton species with 
acquired phototrophy (NCMs) obtained through OBIS survey. Species selected for the 
analysis are highlighted in bold. 
Functional type Species name Number of records 
GNCM Laboea strobila 2754 
GNCM Laboea pulchra no data 
GNCM Cyrtostrombidium spp. 3 
GNCM Strombidium acutum 342 
GNCM Strombidium capitatum 47 
GNCM Strombidium chlorophilum 1 
GNCM Strombidium conicum 2014 
GNCM Strombidium crassulum 101 
GNCM Strombidium delicatissimum 574 
GNCM Strombidium elegans 1 
GNCM Strombidium oculatum 34 
GNCM Strombidium purpureum 1 
GNCM Strombidium reticulatum 44 
GNCM Strombidium stylifer 1 
GNCM Pseudotontonia cornuta 23 
GNCM Tontonia appendiculariformis 8 
GNCM Tontonia gracillima 208 
GNCM Tontonia ovalis 201 
GNCM Tontonia poopsia 2 
GNCM Tontonia simplicidens no data 
pSNCM Mesodinium rubrum (= Myrionecta rubra) 20533 
pSNCM Dinophysis acuminata 21250 
pSNCM Dinophysis fortii 497 
pSNCM Dinophysis infundibulus 63 
pSNCM Dinophysis mitra 182 
pSNCM Amphidinium latum 13 
pSNCM Amphidinium poecilochrom 1 
pSNCM Amylax triacantha 1363 
pSNCM Cryptoperidiniopsis spp. 6 
pSNCM Kleptodinium spp. no data 
pSNCM Pfiesteria piscicida 3 
eSNCM Dinothrix paradoxa 3 
eSNCM Durinskia baltica 20 
eSNCM Durinskia capensis no data 
eSNCM Galeidinium rugatum no data 
eSNCM Kryptoperidinium foliaceum 169 
eSNCM Noctiluca scintillans  17120 
eSNCM Peridinium quinquecorne 688 
eSNCM Histioneis spp. 121 
eSNCM Amphisolenia spp. 1552 
eSNCM Triposolenia spp. 20 
eSNCM Ornithocercus spp. 3148 
eSNCM Acanthmetra pellucida no data 
eSNCM Amphilonche elongata 30 
eSNCM Lithoptera mulleri no data 
eSNCM Didymocyrtis tetrathalamus 186 
eSNCM Spongodrymus spp. 1 
eSNCM Tetrapetalon elegans no data 
eSNCM Spongostaurus spp. no data 
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Table 3.1 continued 
eSNCM Dictyocoryne truncatum 54 
eSNCM Spongodrymus spp. 1 
eSNCM Thallassolampe margarodes no data 
eSNCM Spongodiscus biconcavus no data 
eSNCM Acanthosphaera 216 
eSNCM Actinomma spp. 428 
eSNCM Plegmosphaera spp. 80 
eSNCM Haxacontium no data 
eSNCM Spongotrochus 155 
eSNCM Collozoum spp. 216 
eSNCM Collosphaera spp. 239 
eSNCM Sphaerozoum spp. 38 
eSNCM Acrosphaera spinosa 96 
eSNCM Thalassicolla spp. 3 
eSNCM Pterocorys zancleus 94 
eSNCM Pterocanium muelleri no data 
eSNCM Heliodiscus spp. 93 
eSNCM Phorticium pylonium 45 
eSNCM Ceratospyris hyperborea no data 
eSNCM Androcyclas gamphonyca no data 
eSNCM Globigerinella siphonifera 23863 
eSNCM Globorotalia merardii 16429 
eSNCM Pulleniatina obliqueloculata no data 
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3.3. Results 
3.3.1. Spatial analysis of qualitative data 
The analysis revealed that acquired phototrophy is ubiquitous in the global oceans; 
however, the biogeography of the three functional groups differed markedly (Fig. 3.1). 
While the eSNCMs were observed to be widely distributed, GNCMs and pSNCMs were 
more restricted spatially (Fig. 3.1). Indeed, each of the three major plankton taxa within 
the eSNCM functional grouping (Dinoflagellates, Radiolaria, and Foraminifera) had a 
wider distribution than the GNCMs and the pSNCMs (Fig. 3.2).  
The NMDS analysis revealed species clustered together according to the NCM 
functional groups (Fig. 3.3). Notably, pSNCMs were positioned between the GNCMs and 
eSNCMs; certain pSNCMs species (e.g., Amylax triacantha and Dinophysis mitra) were 
closer to the GNCMs, while others (e.g., Mesodinium rubrum and Dinophysis acuminata) 
were closer to the eSNCMs. Spatially, while GNCMs were mainly associated with the 
Temperate Seas, Polar Seas, and Mediterranean Sea biomes, eSNCMs were primarily 
associated with the Oligotrophic Gyres, Coastal Upwelling, and Equatorial Upwelling 
biomes (Fig. 3.3). The eSNCM distribution was observed to follow two distinctly diverse 
patterns. One group composed mainly by Rhizarian species of the class Polycystina (e.g., 
Acrosphaera spinosa and Dictyocoryne truncatum) was closely related to the Equatorial 
Upwelling biome (Fig. 3.3). The second group was mainly composed by cosmopolitan 
species of foraminiferans and dinoflagellates (e.g., Globigerinella siphonifera, 
Globorotalia merardii, Ornithocercus spp., and Amphisolenia spp.) and occurred in the 
intersection between most biomes (Fig. 3.3). The Coastal Sea biome was not associated 
with any single functional group; all the NCM functional groups occurred at least in one 
biogeographic province within this biome. 
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Figure 3.1 Global distribution of protists with acquired phototrophy. Functional groups 
identify protists which acquire plastids from a variety of prey (GNCMs; blue), or from 
specific prey (pSNCMs; red), or enslave entire specific autotrophic prey as symbionts 
(eSNCMs; green). In the maps, symbols correspond to the exact location where 
mixotrophic species/taxa were found (> 110,000 records mostly from OBIS). Overlaid is 
a grid that represents biogeographic provinces. Colour-cast provinces indicate the 
presence of NCMs and white provinces correspond to absence. Provinces marked with * 
indicate that studies conducted in these areas did not record the presence of mixotrophic 
species; unmarked white provinces indicate a lack of field studies providing information 
on acquired phototrophy among microzooplankton. At least one record was necessary to 
assume that mixotrophs occurred in any province. 
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Figure 3.2 Global distribution of protists which enslave entire autotrophic prey (eSNCMs: 
dinoflagellates, Radiolaria, and Foraminifera). Symbols correspond to the exact location 
where mixotrophic species/taxa were found (over 60,000 records). Overlaid is a grid that 
represents Longhurst’s biogeographic provinces. Colour-cast provinces indicate the 
presence of NCMs and white provinces correspond to absence and/or lack of data. At least 
one record was necessary to assume that mixotrophs occurred in any province. 
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Figure 3.3 Results from the NMDS analysis showing the ordination of species and biomes 
in a two-dimensional space. Species were classified between GNCMs, pSNCMs, and 
eSNCMs. Each symbol represents a NCM species; different symbols and dashed ellipses 
(at 80% confidence interval) represent different functional groups. The different biomes 
are: MS, Mediterranean Sea; PS, Polar Seas; TS, Temperate Seas; CS, Coastal Seas; OG, 
Oligotrophic Gyres; CU, Coastal Upwelling; EU, Equatorial Upwelling (the positions of 
the 7 biomes were obtained from the centers of the ellipsoids were derived from Fig 3.4). 
 
Figure 3.4 Additional results from the NMDS analysis showing the distribution of 
biogeographic provinces in a two-dimensional space and their grouping in seven larger 
biomes. Each dot represents a biogeographic province and symbols represent the different 
biomes; the dashed ellipses represent the biome clusters at 80% confidence interval. 
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3.3.2. Spatio-temporal analysis of quantitative data 
The quantitative data analysis revealed that the biomass contribution of acquired 
phototrophy varied across biomes according to the functional groups in a similar fashion 
as their presence/absence (Tables 3.2 and 3.3). The biomass contribution of mixotrophic 
ciliates increased towards more productive and more variable systems, while the opposite 
pattern was observed for mixotrophic Rhizaria (Fig. 3.5).  
The absolute biomass of GNCMs was highest during summer within the 
Mediterranean Sea biome (Fig. 3.6, upper panel), making up 70% of total ciliate biomass 
(Fig. 3.7, upper panel). The absolute pSNCM biomass (represented by Mesodinium) was 
highest during spring in the Coastal Seas biome (Fig. 3.6, middle panel), encompassing 
up to 80% of total ciliate biomass (Fig. 3.7, middle panel). While the lowest absolute 
biomass values of GNCMs and pSNCMs were observed within the Equatorial Upwelling 
biome, mixotrophic Rhizaria (eSNCMs) were most abundant in this biome, specifically 
during autumn (Fig. 3.6, lower panel). In turn, lower absolute biomass values were 
observed within the Coastal Seas and Mediterranean Sea biomes among mixotrophic 
Rhizaria (Fig. 3.6, lower panel); they contributed up to 65% of total Rhizaria biomass 
within these regions (Fig. 3.7, lower panel). 
The ANOVAs (Table 3.4) suggest that the combined effect of biome and season 
on Mesodinium (relative biomass) and mixotrophic Rhizaria (absolute and relative 
biomass) was significant. The ANOVA of relative biomass of GNCMs showed a 
significant effect only when considering seasonality. However, it is difficult to separate 
the effects of season and biome since biomes are somehow delimited by latitude; thus, 
different biomes have different seasonalities. While there is a paucity of data for GNCMs 
and Mesodinium within certain oceanic regions and/or periods of the year (Table 3.4), 
ANOVAs were carried out to gain a basic understanding of the impact of seasonality 
and/or oceanic biomes on their biogeographies. 
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Table 3.2 Mean (± SE) biomass of GNCMs (i.e., mixotrophic oligotrich ciliates) and the 
pSNCM Mesodinium over seasons and across biomes in comparison with the biomass of 
heterotrophic ciliates within the sunlit ocean (see Table A.2 for details regarding sampling 
depth amongst the different studies). Note that the studies which estimated GNCMs 
biomass are not necessarily the same as those that estimated Mesodinium biomass (Table 
A.2); n – number of observationsa, nd – not determined. 
 Ciliate biomass (µg C L-1) Ciliate biomass (µg C L-1) 
 GNCMs Heterotrophs n Mesodinium Heterotrophs n 
Season       
winter 0.7 ± 0.1 4.7 ± 1.3 4 2.1 ± 1.1 4.7 ± 1.3 4 
spring 5.2 ± 2.0 7.1 ± 3.1 15 4.1 ± 2.3 6.2 ± 2.8 17 
summer 8.4 ± 3.4 4.9 ± 1.4 12 5.5 ± 3.6 5.3 ± 1.4 12 
autumn 3.0 ± 1.6 6.0 ± 2.0 5 1.0 ± 0.3 5.0 ± 1.9 6 
Biome       
Coastal Seas 3.6 ± 1.8 5.2 ± 1.7 8 10.9 ± 4.7 4.9 ± 1.4 11 
Equatorial Upwelling 
0.02 ± 
0.001 0.1 ± 0.06 2 0 0.1 ± 0.06 2 
Mediterranean Sea 8.1 ± 2.7 8.3 ± 2.6 17 1.4 ± 0.4 7.8 ± 2.5 18 
Oligotrophic Gyres nd nd nd 0.005 ± 0.001 0.1 ± 0.001 2 
Polar Seas 6.5 ± 2.4 6.4 ± 1.6 4 1.4 ± 0.9 7.0 ± 2.2 3 
Temperate Seas 0.9 ± 0.2 1.0 ± 0.4 4 0.006 ± 0.006 0.6 ± 0.2 3 
 
 
Table 3.3 Mean (± SE) biomass of mixotrophic Rhizaria over seasons and across biomes 
in comparison with the biomass of heterotrophic Rhizaria within the topmost 100 m; n 
indicates number of observations. 
          Rhizaria biomass (mg C m-2) 
 Mixotrophs Heterotrophs n 
Season    
winter 376 ± 141 295 ± 88 33 
spring 291 ± 82 110 ± 39 97 
summer 86 ± 13 38 ± 5 244 
autumn 341 ± 50 713 ± 138 255 
Biome    
Coastal Seas 205 ± 51 1544 ± 307 109 
Equatorial Upwelling 1457 ± 427 956 ± 259 11 
Mediterranean Sea 93 ± 13 40.7 ± 4.8 252 
Oligotrophic Gyres 400 ± 61 95 ± 18.7 216 
Polar Seas 5 ± 2 45 ± 26 34 
Temperate Seas 65 ± 48 61 ± 39 7 
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Figure 3.5 Relative contribution of mixotrophs (% biomass) as a function of annual NPP 
average (left panel) and variance (right panel) as proxies for nutrient load and system 
variability, respectively (Chapter 2.3; Appendix A, Fig. A.1). Contribution of mixotrophic 
ciliate biomass (GNCMs + the pSNCM Mesodinium; purple) is plotted relative to total 
ciliate biomass while contribution of mixotrophic Rhizarian biomass (green) is presented 
relative to total Rhizarian biomass. Each symbol represents a biogeographic province; 
loess regressions were fitted to data using R package ggplot2; 95% confidence intervals 
shown. 
Chapter 3. Biogeography of non-constitutive mixotrophs (NCMs)  46 
 
   
 
 
Figure 3.6 Global spatial and temporal distribution of protists with acquired phototrophy. 
Upper panel, GNCM ciliates; middle panel, pSNCM Mesodinium spp.; lower panel, 
eSNCM Rhizaria. Seasonal biomass for each group is shown across different biomes (note 
that biomass unit in the lower panel differ from the other panels); n, indicates the total 
number of observations used. No published data were available for the Coastal Upwelling 
biome. 
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Figure 3.7 Schematics for selected biomes (Coastal Seas and Mediterranean Sea) 
comparing the seasonal progression of the relative contribution of mixotrophs (blue, 
GNCMs; red, pSNCM Mesodinium; green, eSNCM Rhizaria) versus heterotrophs (grey) 
to the total biomass (heterotrophs + mixotrophs) within each functional group. Solid lines 
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Table 3.4 Two-way ANOVA statistical analysis within 95% confidence interval on biomass (relative and absolute) data for GNCMs, 
Mesodinium (pSNCM), and mixotrophic Rhizaria (eSNCMs). 








Relative contribution of GNCMs to  Season 3 4,290 1,430 3 < 0.05 
total ciliate assemblage Biome 4 2,154 538 1.2738 0.31 
(GNCMs + heterotrophic ciliates) Season  Biome 6 1,116 185 0.4399 0.84 
  Residuals 21 8,878 422     
Relative contribution of Mesodinium to  Season 3 1,875 625 2.0657 0.13 
total ciliate assemblage Biome 5 10,044 2,008 6.6365 < 0.001 
(Mesodinium + heterotrophic ciliates) Season  Biome 6 6,912 1,152 3.8063 < 0.01 
  Residuals 24 7,264 302     
Relative contribution of mixotrophic  Season 3 55,331 18,444 15.6696 < 0.0001 
Rhizaria to total Rhizaria assemblage Biome 5 223,689 44,738 38.0086 < 0.0001 
(mixotrophic Rhizaria + heterotrophic Rhizaria) Season  Biome 11 57,739 5,249 4.4595 < 0.0001 
  Residuals 609 716,820 1,177     
Absolute biomass of GNCMs  Season 3 6 2 2 0.18 
 Biome 4 8 2.0028 1.8098 0.16 
 Season  Biome 6 1 0.11043 0.0998 0.99 
  Residuals 21 23 1.1067     
Absolute biomass of Mesodinium  Season 3 2 0.668 0.8156 0.49 
 Biome 5 12 2 2.8822 < 0.05 
 Season  Biome 6 4 1 0.8352 0.55 
  Residuals 24 20 0.8189     
Absolute biomass of mixotrophic Rhizaria  Season 3 63 21 4.8636 < 0.01 
 Biome 5 437 87 20.358 < 0.0001 
 Season  Biome 11 103 9 2.1785 < 0.05 
  Residuals 609 2,616 2     
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3.4. Discussion 
Mixotrophic plankton with acquired phototrophy are prevalent across all ocean 
biomes, from polar to tropical regions, and from coastal to oceanic environments, in both 
Hemispheres (Fig. 3.1). However, the spatio-temporal distribution patterns of the three 
functional types (i.e., GNCMs, pSNCMs, and eSNCMs) differed markedly. There was no 
obvious latitudinal constraint on the occurrence of GNCMs and pSNCMs (Fig. 3.1), but 
most records corresponded to coastal environments. There were very few occurrence 
records within open oceans, particularly within oligotrophic gyres (Stoecker et al., 1996; 
Rychert et al., 2014; Stoecker et al., 2017). In contrast, eSNCMs were present across all 
latitudinal and coastal-oceanic gradients (Tarangkoon et al., 2010; Biard et al., 2016; 
Stoecker et al., 2017), with Radiolaria and Foraminifera dominating oceanic waters at low 
latitudes (0°–30° North and South) (Fig. 3.1). Quantitatively, the relative contribution of 
GNCMs and pSNCMs to total ciliate assemblage (abundance and biomass) was lower in 
low latitudes (Fig. 3.8) while the contribution of mixotrophic Rhizaria to total Rhizaria 
assemblage has been observed to decrease towards the higher latitudes (Biard et al., 2016). 
Protists with acquired phototrophy occur within an ecological continuum from 
species that rely on sequestered chloroplasts but have low control over these (GNCMs), 
species that sequester chloroplasts and other plastids, such as prey nuclei, having higher 
control over the acquired phototrophic machinery (pSNCMs), to species that host entire 
populations of their prey through endosymbiosis (eSNCMs) and, therefore, are primarily 
phototrophic (Stoecker et al., 2009; Stoecker et al., 2017). The results reported here 
suggest that this continuum, GNCMs – pSNCMs – eSNCMs, is reflected in their 
biogeography (Fig. 3.3). In fact, evidence is also given for species within a single 
functional type. In the NMDS analysis, pSNCM species with lower physiological control 
over their acquired plastids (i.e., A. triacantha and D. mitra) were positioned closer to the 
GNCMs group while those with a higher level of control of acquired phototrophy (i.e., M. 
rubrum and D. acuminata) were closer to the eSNCMs group (Fig. 3.3) (Wisecaver and 
Hackett, 2010; Nishitani et al., 2012; Myung et al., 2013; Kim et al., 2014; Hattenrath-
Lehmann and Gober, 2015).  
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While both GNCMs and pSNCMs share biogeographies that are similar and 
somewhat restricted to neritic regions, temporal and spatial differences can be drawn 
between them. Within temperate seas, GNCMs tend to dominate after the phytoplankton 
bloom, particularly in summer, under stratified water column conditions, while pSNCMs 
are more commonly encountered during spring, on nutrient-replete conditions (Fig. 3.6, 
upper and middle panels).  Mesodinium also thrive in upwelling zones, largely due to their 
high rates of phototrophic growth in nutrient rich waters (Johnson, 2011a; Hansen et al., 
2013). In contrast, GNCMs are usually outnumbered by heterotrophic ciliates (mainly 
tintinnids) in upwelling regions (Chang, 1990). The striking dominance of eSNCMs 
amongst mixotrophs in less productive ecosystems with low abiotic variability (Fig. 3.5), 
such as within the oligotrophic gyres, underscores the importance of resource partitioning 
between organisms and symbiosis in these low nutrient environments. The scarcity of 
resources in these areas are commonly expected to favour smaller plankton members; 
however, symbiosis promotes the growth of eSNCMs and thus helps to explain the 
anomalous preponderance of large cells in these systems (Selosse et al., 2017). The limited 
success of GNCMs in these conditions could be attributed to the low availability of prey 
which is detrimental to growth of the GNCMs which rely on a near-constant supply of 
prey for acquired phototrophy as well as for essential nutrients (Stoecker et al., 2009; 
Stoecker et al., 2017) (Fig. 3.5). 
Acquired phototrophy among microzooplankton has been typically neglected in 
field and modelling studies; NCMs have hitherto not been considered a major component 
of the microzooplankton. According to this analysis, when the average contribution of 
mixotrophs was calculated across temporal and spatial scales, the mixotrophic ciliates 
(GNCMs + the pSNCM Mesodinium) contribute ~45% to the total ciliate numeric 
abundance, and ~40% of total ciliate biomass (Fig. 3.9). A previous study estimated that 
~30% of the numeric abundance of marine oligotrich ciliates globally were mixotrophic 
(i.e., GNCMs) (Dolan and Pérez, 2000). Amongst the eSNCMs, nearly half of total 
Rhizaria biomass is comprised of mixotrophic taxa across the spatial-temporal scales 
investigated in the present analysis (Fig. 3.10). Importantly, this analysis reveals great 
variation not only in the presence of mixotrophs but also on which mixotroph functional 
group dominates which biome during specific seasons. 
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Understanding the biogeography of acquired phototrophs is crucial to investigate 
their potential impact (positive or negative) in different regions in the oceans. In the upper 
water column of pelagic environments, GNCMs can act shortening and, thus, increasing 
the efficiency of energy transfer along pelagic food webs (Stoecker et al., 2009). In the 
open ocean, eSNCMs are giant photosynthetic protists with high potential to contribute to 
vertical carbon flux, influencing the biological carbon pump (Biard et al., 2016). On the 
other hand, many pSNCMs and eSNCMs form extensive blooms in eutrophic coastal 
regions.  For instance, blooms of the pSNCM ciliate Mesodinium spp. are of particularly 
concern because they can deteriorate water quality and are the source of the phototrophic 
capability of the toxicogenic pSNCM, Dinophysis spp. (Herfort et al., 2012; Kim et al., 
2012). In turn, Dinophysis, an organism colloquially considered as an alga rather than a 
microzooplankter with acquired phototrophy, causes Diarrhetic Shellfish Poisoning, 
which can be responsible for closures of shellfish aquaculture operations (Reguera et al., 
2012; Mafra et al., 2014). In the Arabian Sea, shifts from diatom blooms to those of the 
eSNCM “green Noctiluca” are circumstantially associated with hypoxia, and may 
adversely affect fisheries in a coastal ecosystem supporting 120 million people (Gomes et 
al., 2014).    
The present analysis revealed that the functional diversity observed among NCMs 
is reflected on their biogeography, with different forms dominating in different systems. 
These findings have implications to understand how different forms of acquired 
phototrophy have the potential to impact marine food webs and the cycling of materials 
through different routes. Thus, it is important that NCMs functionality is incorporated in 
future conceptual and mathematical models in all spatial and temporal scales, particularly 
recognising that nearly half of the traditionally labelled ‘microzooplankton’ are in fact 
acquired phototrophs within the sunlit ocean (Figs. 3.9 and 3.10). 
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Figure 3.8 Latitudinal gradients for the relative contribution of mixotrophic ciliates to 
total ciliate biomass (left) and to total ciliate numeric abundance (right). GNCMs are 
indicated in blue and red-pigmented Mesodinium spp. in red. Loess regressions were fitted 
to data using R package ggplot2; 95% confidence intervals are shown. Note that data were 
unequally distributed across latitude and period of the year. 
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Figure 3.9 Seasonal relative contribution of GNCMs and Mesodinium to total ciliate 
biomass (left panels) and numeric abundance (right panels) over the globe. Pies 
highlighted within rectangles represent global means. GNC: GNCMs, M: pSNCM 
Mesodinium spp., and H: heterotrophic ciliates. 
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Figure 3.10 Seasonal relative contribution of mixotrophic Rhizaria (Collodaria and 
Acantharia) to total Rhizaria biomass over the globe. Pies highlighted within rectangles 
represent global means. MR: mixotrophic Rhizaria and HR: heterotrophic Rhizaria. 
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3.5. Summary 
This study revealed NCMs to be ubiquitous in the sunlit ocean and to comprise 
nearly half of the traditionally labelled “microzooplankton”. Different forms of acquired 
phototrophy displayed contrasting biogeographies. Protists that rely on stolen chloroplasts 
were found to dominate in systems with higher productivity and abiotic variability, while 
protists harbouring endosymbionts were found to dominate in mature systems, mainly 
within lower latitudes and open seas. The importance of NCMs varied over the production 
cycle and different seasonalities were observed for each NCM functional group across 
different oceanic biomes. These findings call attention for the potential impact of acquired 
phototrophy within pelagic marine food webs and to biogeochemical cycling, warning to 
the recognition of diverse forms of mixotrophy.  
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4.1. Introduction 
Constitutive mixotrophs (CMs) comprise a wide range of size-classes and occur 
among different taxonomic groups within a continuum of mixotrophic strategies (Jeong 
et al., 2010c; Hansen, 2011; Granéli et al., 2012; Mitra et al., 2016; Glibert and Burford, 
2017). These include from picoeukaryotic prasinophytes such as Micromonas to 
dinoflagellates larger than 200 µm in cell length such as those within the genus Tripos 
(McKie-Krisberg and Sanders, 2014; Jacobson and Anderson, 1996). CMs also occur 
within a continuum of mixotrophic strategies, from primarily phototrophic to primarily 
phagotrophic species (Jeong et al., 2010c; Hansen, 2011; McKie-Krisberg et al., 2015; Lie 
et al., 2018). The diversity of forms and function promotes the occurrence of CMs across 
a range of environmental conditions (Zubkov and Tarran, 2008; Gast et al., 2014; Gomes 
et al., 2014). In Chapter 3, different biogeographic patterns were found for different 
functional groups of NCMs (Leles et al., 2017). Similarly, different CMs may be expected 
to have different distributions in the oceans. 
 Constitutive mixotrophs within the nanoplankton spectrum have been found to be 
important members of plankton communities within oligotrophic open seas, being major 
bacterivores at times (Zubkov and Tarran, 2008; Hartmann et al., 2012). CMs feed on 
bacteria whilst releasing dissolved organic matter and, therefore, are expected to play an 
important role within the microbial loop (Mitra et al., 2014b). Their importance, however, 
does not seem to be restricted to mature systems (e.g., oligotrophic seas and summer 
conditions within temperate seas). Within the polar seas, for example, the grazing impact 
by CMs on bacterial populations is similar to those reported for lower latitudes during 
periods of continuous daylight (Moorthi et al., 2009; Gast et al., 2014). Furthermore, 
several species of CMs thrive in eutrophic coastal seas and are responsible for the 
formation of harmful algal blooms (HABs) (Burkholder et al., 2008; Glibert and Burford, 
2017). Many HABs species are dinophytes which act as bacterivores and as grazers of 
protist populations within the nano- and micro- plankton size spectrum (Jeong et al., 
2010c; Hansen, 2011). Nevertheless, we still lack a clear understanding of the effects of 
different environmental factors on the distribution of CMs. This lack of knowledge is 
partially due to the difficulty of capturing and quantifying the abundance of CMs in the 
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field (Anderson et al., 2017). In fact, it is not a common practice to identify species that 
are likely functionally mixotrophic in plankton surveys (Beisner et al., 2019). In addition, 
sampling can also be biased due to methodological artefacts that can underestimate the 
abundance of smaller size classes or more fragile groups (Gifford and Caron, 2000; Rutten 
et al., 2005; Biard et al., 2016). 
 In this context, the aim of this chapter is to investigate, for the first time, the global 
biogeography of CMs. Two questions are investigated: i) do CMs of different sizes and 
taxonomic groups have different biogeographic patterns? and ii) what are the effects of 
environmental variability on the distribution of CMs? The biogeography of CMs is first 
interrogated through the examination of online databases (OBIS) and analyses were based 
on the Longhurst’s biogeographic classification of the ocean (Chapter 2.3). It is 
hypothesised, however, that OBIS underestimate the global distribution of CMs within 
the smaller size classes due to the traditional sampling techniques applied in plankton 
studies (Rose et al., 2004; Zarauz and Irigoien, 2008). To verify this hypothesis, data from 
studies which specifically targeted constitutive mixotrophs were compiled from the 
literature and compared against data from OBIS. The dataset derived from the studies 
which targeted CMs was then used to test the hypothesis that their distribution is expected 
to change with the trophic status of the system (i.e., from oligotrophic to eutrophic 
conditions) and throughout the water column. In the light of their biogeography and 
ecological importance, it is argued that a common and accurate sampling protocol is 
needed to correctly assign CMs in the field.  
4.2. Methods 
4.2.1. Data compilation 
Distribution records for different species of CMs were compiled globally through 
OBIS (Chapter 2.2.1). Evidence for the ingestion of particles (live or dead) was required 
to include protist species in this study (Appendix B, Table B.1). The cosmopolitan 
coccolithophore Emiliania huxleyi, which has been previously suggested to take up 
particles, was excluded from the analysis because its mixotrophic potential is limited to 
the cell cycle form that is not recognised as the calcified coccolith-bearing morph (Rokitta 
et al., 2011). The list comprised 78 species across the different taxonomic taxa of 
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cryptophytes, chrysophytes, haptophytes, prasinophytes, raphidophytes, dinophytes, 
chlorarachniophytes, and synchromophytes (Appendix B, Table B.1). 
OBIS data are expected to provide a more robust picture of the global distribution 
of CMs in the microplankton spectrum (20–200 µm) because smaller cells are not always 
identified down to species level on field surveys. Thus, the published literature was also 
investigated through the consulting of ISI Web of Science database on 20th January 2018 
(Chapter 2.2.2) to obtain records from studies which specifically targeted CMs in the 
nanoplankton spectrum (2–20 µm). These studies reported in situ measurements of the 
abundance of actively feeding nano-CMs or the relative contribution of these to the total 
nanoflagellate bacterivory (methodological details are given below). The set of keywords 
used in the bibliographic survey included “nanoflagellates OR phytoplankton” followed 
by “mixotrophy OR phagotrophy OR bacterivory” and “ocean OR marine”. A total of 21 
studies were found (Appendix B, Tables B.2 and B.3). Geographic coordinates were 
retrieved from each study to compare the global distribution of nano-CMs obtained 
through the consultancy of OBIS versus through studies which specifically targeted these 
organisms. 
 Quantitative data for nano-CMs were also obtained from these studies. Obtaining 
quantitative estimates of numeric abundance (cells per water volume) and/or bacterivory 
impact of CMs is a non-trivial task (Anderson et al., 2017). These are commonly 
determined for the nanoplankton spectrum incubating samples of seawater collected in the 
field with fluorescent tracer particles (Safi and Hall, 1999; Gast et al., 2014; Sato et al., 
2017). Different trophic groups are then identified through epifluorescence microscopy or 
through flow cytometric cell sorting combined with autofluorescence (Hartmann et al., 
2012) and rarely identified down to genus/species level (Unrein et al., 2014). The nano-
CMs are identified as nanoflagellates containing both chlorophyll and ingested particles, 
nanoflagellates containing chlorophyll but not ingested particles are classified as strictly 
autotrophs (ANF), and cells not-containing chlorophyll are classified as strictly 
heterotrophs (HNF). Epifluorescence microscopy allows the identification of nano-CMs 
through both the fluorescence derived from consumed fluorescently labelled bacterial 
(FLB) tracers and their simultaneous red chloroplast autofluorescence (Beisner et al., 
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2019). Flow cytometry with fluorescence-activated cell sorting is another way that allows 
the separation of protists for which FLB have been detected with autofluorescence 
(Beisner et al., 2019). It is noteworthy that this methodology underestimates the 
abundance of nano-CMs while overestimating the abundance of ANF because CMs are 
not necessarily feeding all the time. Thus, this dataset only considers nano-CMs which 
were feeding at a certain location and time across the global oceans. From the 21 studies 
which provided quantitative data, 12 studies provided 167 estimates of the abundance of 
nano-CMs and 15 studies reported 87 estimates of their relative contribution to total 
nanoflagellate bacterivory (Appendix B, Table B.3). 
 To test the effects of environmental factors on the distribution of nano-CMs across 
the oceans, potential explanatory variables were also obtained. The variables were: net 
primary productivity (NPP; mg C m-3 day-1), sampling depth, measurements of nutrients 
concentration (nitrate and phosphate), and bacterial abundance (Appendix B, Tables B.2 
and B.3). NPP data were obtained following Longhurst’s biogeographic provinces 
(Chapter 2.3). All other explanatory variables were extracted from the original 
publications whenever possible. If source (raw) data were not reported in the publications, 
the authors were contacted to verify data availability. Publications were also classified 
according to sampling strategy between ‘spatio-temporal’ or ‘temporal’ to differentiate 
between studies in which sampling was conducted over time but at several stations, and 
studies in which sampling was conducted over time but at a fixed station, respectively. 
Furthermore, the abundance data for HNF, as well as the relative contribution of nano-
CMs to total nanoflagellate bacterivory, were also extracted (Appendix B, Tables B.2 and 
B.3).    
4.2.2. Analysis of distribution records  
The biogeography of CMs was investigated according to taxonomy and size across 
different biogeographic provinces and oceanic biomes (Chapter 2.3) using the data 
obtained through OBIS. Over 230,000 records from 178 cruises were obtained from OBIS 
for 51 out of 78 species that comprised the initial list (Table 4.1). Species were grouped 
in taxonomic groups and among five size-classes (Table 4.1). Species size (length) was 
obtained from the literature (Tomas, 1997; Hoppenrath and Leander, 2007; Berge et al., 
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2008a; Nézan and Chomérat, 2009; Yoo et al., 2010; Kang et al., 2011; Lim et al., 2015; 
Jang et al., 2017; Ok et al., 2017) and/or from the consultation of online repositories 
(http://nordicmicroalgae.org; http://www.sccap.dk; http://www.marinespecies.org). 
Global distribution maps were generated to visualize the presence of each taxonomic 
group within each size-class according to the biogeographic provinces. 
The sampling locations from all 178 cruises included in the analysis were also 
mapped in order to compare the biogeographic patterns with the total sampling effort. It 
is noteworthy that it was not assumed a priori that all taxonomic groups should contain 
individuals within all size-classes; indeed, that is not the case. The literature was examined 
to identify size class boundaries within each taxonomic group. For example, there are no 
known species within prasinophytes, chrysophytes, and haptophytes which are > 15 µm 
in size (measured across the major cell axis). Likewise, all known raphidophyte species 
are > 10 µm. While there are suggestions that marine dinoflagellates < 5 µm are present 
in the oceans, this information is derived from initial sequence data only (Moon-van der 
Staay et al., 2001; Lin et al., 2006); thus, these were not included in the present analysis. 
Dinophytes were, therefore, not assumed to occur within the < 5 µm size-class. 
The potential biases associated with size, taxonomy, and location were evaluated. 
The mean number of records was obtained for each size class among the oceanic biomes. 
Since the assumptions of normality were not met, Kruskal-Wallis rank tests were used to 
test for differences between size-classes or biomes (Chapter 2.4.2). Post-hoc non-
parametric tests (Dunn’s test) were performed to identify which pairs of size-classes or 
biomes were significantly different from each other (Chapter 2.4.2). The same procedure 
was performed to evaluate the potential bias related to taxonomy, grouping species 
according to taxonomy to test for any differences between taxonomic groups and biomes. 
Non-metric multidimensional scaling (NMDS) analysis was conducted to 
visualize the interplay between size and taxonomy at species level (Chapter 2.4.3). To 
perform this analysis, a matrix ‘species vs site’ containing the number of records obtained 
for each species within each biogeographic province was built. The NMDS technique 
ordinates the species based on their dissimilarities; thus, if there are any differences among 
size-classes or taxonomic groups, species within the same size class or taxonomic group 
Chapter 4. Biogeography of constitutive mixotrophs (CMs)  62 
 
   
  
are expected to be closer to each other relative to other species. Similarly, the spatial 
distribution range of any species can be drawn from this analysis by its proximity to the 
different provinces and/or oceanic biomes. The distance matrix used in the NMDS 
analysis was calculated using the Bray-Curtis distance as the dataset was composed by 
count data (Chapter 2.4.3). It is noteworthy, however, that this analysis could not separate 
the effect of sampling biases from the differences associated to the ‘true’ biogeographic 
patterns of the different species; therefore, the data obtained from OBIS was compared 
against data retrieved from studies which specifically targeted mixotrophic protists 
(Appendix B, Table B.2).    
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Table 4.1 Number of records retrieved from OBIS for each species included in the analysis; 
taxonomic group and size class indicated for each species. 
Group Current species name Length (µm) OBIS records 
Haptophyte Chrysochromulina leadbeateri <5 no data 
Prasinophyte Mantoniella antarctica <5 no data 
Prasinophyte Micromonas spp. <5 390 
Prasinophyte Mantoniella squamata <5 53 
Chrysophyte Sulcochrysis biplastida <5 no data 
Haptophyte Chrysochromulina brevifilum 5-10 31 
Haptophyte Haptolina ericina 5-10 87 
Haptophyte Haptolina hirta 5-10 56 
Chrysophyte Dinobryon spp. 5-10 8894 
Chrysophyte Ochromonas sp. 5-10 1423 
Prasinophyte Pyramimonas tychotreta 5-10 no data 
Dinophyceae Symbiodinium sp. 5-10 151 
Dinophyceae Yihiella yeosuensis 5-10 no data 
Chrysophyte Ochromonas monicis 5-10 no data 
Chrysophyte Ochromonas olivacea 5-10 no data 
Chlorarachniophyte Cryptochlora perforans 5-10 no data 
Chlorarachniophyte Lotharella oceanica 5-10 no data 
Haptophyte Prymnesium polylepis 10-15 111 
Cryptophyte Geminigera cryophila 10-15 1 
Dinophyceae Karlodinium veneficum 10-15 1439 
Dinophyceae Heterocapsa rotundata 10-15 8773 
Dinophyceae Paragymnodinium shiwhaense 10-15 no data 
Dinophyceae Prorocentrum cordatum 10-15 13869 
Haptophyte Prymnesium parvum 10-15 4 
Prasinophyte Pyramimonas gelidicola  10-15 15 
Cryptophyte Teleaulax amphioxeia 10-15 no data 
Chrysophyte Dinobryon balticum 10-15 3751 
Dinophyceae Biecheleria cincta 10-15 no data 
Prasinophyte Cymbomonas tetramitiformis 10-15 32 
Dinophyceae Amphidinium carterae 15-20 179 
Dinophyceae Heterosigma akashiwo 15-20 1298 
Dinophyceae Karlodinium armiger 15-20 no data 
Dinophyceae Prorocentrum donghaiense 15-20 no data 
Dinophyceae Prorocentrum triestinum 15-20 4666 
Raphidophyceae Fibrocapsa japonica 15-20 259 
Synchromophyte Synchroma grande 15-20 no data 
Dinophyceae Akashiwo sanguinea >20 4056 
Dinophyceae Alexandrium affine >20 98 
Dinophyceae Alexandrium andersonii >20 47 
Dinophyceae Alexandrium catenella >20 3142 
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Table 4.1 continued 
Dinophyceae Alexandrium minutum >20 2902 
Dinophyceae Alexandrium ostenfeldii >20 971 
Dinophyceae Alexandrium pohangense >20 no data 
Dinophyceae Alexandrium pseudogonyaulax >20 473 
Raphidophyceae Chattonella spp. >20 1877 
Dinophyceae Margalefidinium polikrikoides >20 65 
Dinophyceae Fragilidium duplocampanaeforme >20 no data 
Dinophyceae Fragilidium mexicanum >20 no data 
Dinophyceae Fragilidium subglobosum >20 207 
Dinophyceae Gambierdiscus toxicus >20 2 
Dinophyceae Gonyaulax diegensis >20 127 
Dinophyceae Gonyaulax polygramma >20 3462 
Dinophyceae Gonyaulax spinifera >20 7333 
Dinophyceae Gymnodinium aureolum >20 752 
Dinophyceae Gymnodinium catenatum >20 388 
Dinophyceae Gymnodinium impudicum  >20 30 
Dinophyceae Levanderina fissa >20 243 
Dinophyceae Barrufeta resplendens >20 2 
Dinophyceae Heterocapsa circularisquama >20 1 
Dinophyceae Heterocapsa triquetra >20 8347 
Dinophyceae Karenia brevis >20 442 
Dinophyceae Karenia mikimotoi >20 6807 
Dinophyceae Lingulodinium polyedra >20 2622 
Dinophyceae Tripos furca >20 75924 
Dinophyceae Tripos longipes >20 28733 
Dinophyceae Ostreopsis lenticularis >20 9 
Dinophyceae Ostreopsis ovata >20 7 
Dinophyceae Ostreopsis siamensis >20 no data 
Dinophyceae Polykrikos hartmannii >20 253 
Dinophyceae Prorocentrum belizeanum >20 1 
Dinophyceae Prorocentrum lima >20 1575 
Dinophyceae Prorocentrum micans >20 23876 
Dinophyceae Scrippsiella acuminata >20 8934 
Dinophyceae Takayama helix >20 1 
Dinophyceae Tripos hexacanthus >20 106 
Dinophyceae Tripos candelabrum >20 4522 
Dinophyceae Polykrikos lebourae >20 1079 
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4.2.3. Analysis of abundance data – a meta-analysis 
A meta-analysis was conducted to evaluate the effects of environmental factors on 
the abundance of actively feeding nano-CMs across the global oceans. GLMMs were 
chosen to perform the meta-analysis (Chapter 2.4.4). Considering the nature of the 
outcome (abundance of nano-CMs; count data), a Poisson distribution was chosen. The 
dataset was built from observational studies which encompass variation among regions 
(different latitudes and depths) and time (different periods of the year); thus, more than 
one source of random error was identified. The potential fixed and random effects 
(covariates) to be included in the analysis were then evaluated. 
NPP data were included in the analysis since it is a measure of the trophic status 
of the system and allows a direct link to Longhurst’s biogeographic provinces 
(Chapter 2.3); this covariate was included in the statistical model as a fixed effect. 
Measurements of nutrients concentration were not included in the analysis because data 
were not available for most of the studies that estimated the abundance of nano-CMs 
(Appendix B, Table B.3). To test for the effect of prey availability, bacterial abundance 
was included in the GLMM as another fixed effect. Both fixed effects comprise 
continuous variables of different units which vary greatly in magnitude. Sampling depth 
and publication ID (i.e., categories identifying the different studies included in the meta-
analysis) were considered as potential random effects. Sampling depth was included as a 
random effect to account for vertical variability within the water column; this covariate 
was composed of 5 levels: surface, sub-surface, deep chlorophyll maximum (DCM), 
thermocline, and ‘integrated’ (i.e., when data were given as the average over the water 
column). Despite the non-independence of multiple entries extracted from the same study, 
publication ID was not included in the GLMM as a random effect. The data were analysed 
a priori and variability was mainly related to spatial and temporal differences which were 
already embedded in the analysis within the NPP and bacterial abundance datasets because 
values were obtained for a particular region and period of the year.  
Thus, the ‘full’ GLMM comprised NPP and bacterial abundance as well as their 
interaction as fixed effects and a random intercept at the depth level assuming Poisson 
distribution. Although different effects of NPP, bacterial abundance, and their interaction 
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on the abundance of nano-CMs can be expected within each level of depth (corresponding 
to random slopes within the GLMM), it was not possible to account for this variability 
with the available dataset because there was a strong possibility that variables would be 
correlated. However, simple exponential fits were applied to visualise how the abundance 
on nano-CMs varies with depth; exponential fits were chosen vs linear fits since the 
assumptions of homogeneity of variances and normal distribution were not met and the 
data could be approximated by the Poisson distribution. The GLMM converged using 
Laplace approximation, but the residuals indicated overdispersion; thus, the statistical 
model was re-fitted adding a random effect at the level of observation (Chapter 2.4.4). 
The random effect term had non-zero variance and there was no possibility of correlations 
since only a single random effect was fitted at each level. The significance of all terms 
(fixed and random effects) was tested comparing the ‘full’ model with reduced models 
(represented by the deletion of single terms) through likelihood ratio tests (Chapter 2.4.4). 
Histograms of the data (n = 164 entries) revealed a right skewed distribution with just a 
few values on the right side of the histogram. Over 96% of the observations comprised 
abundance values between 0 – 700 cells ml-1; only 6 observations were found between 
700 – 2300 cells ml-1. These 6 values were considered as potential outliers; therefore, the 
analysis was repeated excluding these to evaluate if they could affect the results.  
Finally, the ecological relevance of nano-CMs in the global oceans was also 
investigated evaluating i) the abundance ratio between nano-CMs and HNF and ii) the 
relative contribution of nano-CMs to total nanoflagellate bacterivory across the different 
oceanic biomes (Chapter 2.3). Kruskal-Wallis tests were performed to test for differences 
among oceanic biomes (Chapter 2.4.2).      
4.3. Results 
4.3.1. Global distribution and sampling biases 
The global distributions of CMs across the different biogeographic provinces were 
mapped according to size and taxonomy (Fig. 4.1). Nearly 50% of the constitutive 
mixotrophic species were larger than 20 µm; except for two raphidophytes, all the species 
larger than 20 µm belonged to dinophytes. A lack of data across the different size classes, 
particularly for other CM groups, is indicated by the “non-coloured” (white) 
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biogeographic maps in Fig. 4.1. In order to compare these biogeographic patterns with the 
total sampling effort, the sampling locations from all 178 cruises included in the analysis 
were also mapped (Fig 4.2). From this it can be seen which biogeographic provinces were 
visited at different points in time and space but were not associated with the presence of a 
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Fig. 4.1 Global distributions of CMs across Longhurst’s biogeographic provinces. Distribution maps are shown for different groups 
(prasinophytes, raphidophytes, haptophytes, chrysophytes, and dinophytes) across different size classes (maximum cell dimension:  < 5 
µm; 5–10 µm; 10–15 µm; 15–20 µm; > 20 µm). Green provinces indicate the presence of CMs while white provinces indicate no data. 
Absence of maps (i.e., white spaces) indicate nonexistence of any species within these groups. At least one record was necessary to 
assume that mixotrophs occurred in any province.
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Fig. 4.2 Total sampling effort considering the pool of species selected for the present 
analysis. In total, 178 OBIS datasets were accessed. This map indicates how many times 
a biogeographic province was “visited” at a point in time and space. Only one 
biogeographic province (“Falklands”; white province in the map) had zero sampling 
stations. 
 
The potential biases relating to size, taxonomy, and location were tested using 
quantitative data (Figs. 4.3 and 4.4). The number of records obtained within the different 
biomes differed significantly among size-classes (H = 11.8, p = 0.02). Post-hoc 
comparisons confirmed that sampling effort was higher for species > 20 µm, except when 
comparing this group with species within 10–15 µm (Fig 4.3, Table 4.2). Differences were 
also found when comparing taxonomic groups (H = 12.2, p = 0.02). The number of records 
obtained for dinophytes within the different biomes was much higher than that retrieved 
for any other group; no difference was found among other groups (Fig 4.4, Table 4.3). 
Differences between biomes were also tested for each dataset (i.e., grouped by size or by 
taxonomy, as per Figs. 4.3 and 4.4) and a significant difference was found in both analyses 
(H = 13.6, p = 0.02; and H = 11.2, p = 0.05, respectively). Fewer records were obtained 
within oligotrophic gyres and equatorial regions when compared to other biomes and no 
difference was found between other biomes (Tables 4.4 and 4.5). 
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Fig 4.3 Number of records for CMs within different size-classes (µm, length) across 
different biomes (upper panel) and across different biogeographic provinces (lower panel; 
maps). Note that number of records was plotted on a log-scale. In the upper panel: n, 
number of biogeographic provinces within each biome and error bars indicate standard 




Table 4.2 Post-hoc pairwise comparisons by Dunn’s test (Z scores) for size-classes.  
 < 5 µm > 20 µm 10-15 µm 15-20 µm 
> 20 µm -3.11***    
10-15 µm -1.97* 1.15   
15-20 µm -1.21 1.90* 0.75  
5-10 µm -0.59 2.52** 1.38 0.62 
* p < 0.05, ** p < 0.01, *** p < 0.001  
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Fig 4.4 Number of records for CMs within different taxonomic groups across different 
biomes (upper panel) and across different biogeographic provinces (lower panel; maps). 
Note that number of records was plotted on a log-scale. In the upper panel: n, number of 
biogeographic provinces within each biome and error bars indicate standard error.  
 
 
Table 4.3 Post-hoc pairwise comparisons using Dunn’s test (Z scores) for taxonomic 
groups. 
 Chrysophytes Dinophytes Haptophytes Prasinophytes 
Dinophytes -2.18*    
Haptophytes 0.74 2.92**   
Prasinophytes 0.59 2.77** -0.15  
Raphidophytes 0.68 2.85** -0.07 0.08 
* p < 0.05, ** p < 0.01    
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Table 4.4 Post-hoc pairwise comparisons using Dunn’s test (Z scores) for biomes 
(averaged by size-classes). 
 Coastal Equator Mediterranean Oligotrophic Polar 
Equatorial Upwelling 2.21*     
Mediterranean Sea -0.61 -2.82**   
Oligotrophic Gyres 2.14* -0.07 2.75**   
Polar Seas 0.25 -1.96* 0.86 -1.89*  
Temperate Seas 0.43 -1.78* 1.04 -1.71* 0.2 
* p < 0.05, ** p < 0.01     
 
 
Table 4.5 Post-hoc pairwise comparisons by Dunn’s test (Z scores) for biomes (averaged 
by taxonomic groups). 
 Coastal Equator Mediterranean Oligotrophic Polar 
Equatorial Upwelling 2.28*     
Mediterranean Sea 0.23 -2.04*   
Oligotrophic Gyres 2.20* -0.07 1.97*   
Polar Seas 0.14 -2.13* -0.09 -2.06*  
Temperate Seas 0.45 -1.82* 0.22 -1.75* 0.3 
* p < 0.05     
 
 
 The relationship between different size classes and different taxonomic groups at 
species level was explored through the NMDS analysis (Fig 4.5). This analysis revealed 
dinophyte species within the larger size class (> 20 µm) present in different biomes thus 
displaying a broader geographic distribution compared to other species (Fig 4.5). The 
central position of the biomes in the NMDS plot (Fig. 4.5) indicates a large overlap 
between the different biogeographic provinces (Fig. 4.6) which, in turn, is associated to 
the presence of cosmopolitan species with a large number of records (Table 4.1). The 
different colours in this figure allow the reader to discern that different taxonomic groups 
have different distribution patterns. Through reference to the different symbols (Fig 4.5), 
it is clear that size and taxonomy are not independent and most species of dinophytes are 
> 20 µm while most species within other groups are < 20 µm. However, even among 
dinophytes there were outliers indicating certain species > 20 µm with a more limited 
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distribution; Alexandrium andersonii and Fragilidium subglobosum are examples of large 
dinophytes ordinated closer to species belonging to other taxonomic groups, such as the 
haptophyte Prymnesium polylepis and the prasinophyte Cymbomonas tetramitiformis. It 
is noteworthy, however, that this analysis cannot separate the effects of sampling biases 
from the ‘true’ biogeographic patterns of the different species. 
 
Fig 4.5 NMDS ordination of CM species based on the number of records observed within 
each biogeographic province; biomes were primarily derived from provinces (Fig 4.6). 
Each symbol represents a species which was classified according to taxonomy and size. 
Ellipses are shown at 75% confidence interval and were used to define dinophytes (green) 
and other groups (grey). The different biomes are: MS, Mediterranean Sea; PS, Polar Seas; 
TS, Temperate Seas; CS, Coastal Seas; OG, Oligotrophic Gyres; EU, Equatorial 
Upwelling (see also Fig. 4.6). 
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Fig 4.6 Additional results from the NMDS analysis (Fig 4.5) showing the distribution of 
biogeographic provinces in a two-dimensional space and their grouping in six larger 
biomes. Matrix input corresponds to the number of records for each CM species observed 
within each biogeographic province (same as in Fig. 4.5); the Coastal Upwelling biome 
was not represented due to a lack of data. Each dot represents a biogeographic province 
and colours represent the different biomes; the dashed ellipses represent the biome clusters 
at 75% confidence interval. 
 
 The results showed that non-dinophyte species < 20 µm were the least represented 
group of CMs. To verify the under-representation of these groups within global databases, 
and thus the incomplete status of global distribution data, maps were plotted for the data 
available for these groups from OBIS and from studies that specifically targeted these 
organisms. Interestingly, the maps look quite different from each other (Fig 4.7). Despite 
the lower number of records, the distribution traced back from bacterivory studies showed 
nano-CMs to have a wider distribution across the oceans than the distribution drawn from 
global databases. One could argue that the distribution of nano-CMs is more limited to 
coastal regions and to temperate and polar seas analysing the map obtained by the later 
(Fig 4.7, upper panel). However, their true distribution largely encompasses open oceans 
including regions close to the Equator and within oligotrophic gyres in the Atlantic and 
the Pacific Oceans (Fig 4.7, lower panel).  
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Fig 4.7 Global distribution of nano-CMs. Records obtained from OBIS (upper panel) and 
records obtained from protist nanoplankton bacterivory studies (lower panel). Symbols 
correspond to the exact location where nano-CMs were found. Green provinces indicate 
the presence of nano-CMs while white provinces correspond to absence due to lack of 
data; the grid indicate Longhurst’s biogeographic provinces. At least one record was 
necessary to assume that mixotrophs occurred in any province. 
 
Chapter 4. Biogeography of constitutive mixotrophs (CMs)  76 
 
   
  
4.3.2. Meta-analysis 
NPP, bacterial abundance, and depth were associated with variation in the 
abundance of nano-CMs in the global oceans (Table 4.6). These results were also 
consistent once outliers were excluded from the analysis (Table 4.7). The likelihood ratio 
tests (LRT) confirmed that all effects included in the GLMMs were significant (Tables 
4.6 and 4.7). Overall, the results indicated that the abundance of nano-CMs increases 
exponentially with NPP (Fig 4.8); however, the interpretation of this relationship is 
complex since the effect of NPP varied across different depth levels and the interaction 
between NPP and bacterial abundance was significant (Table 4.6). Fig 4.8 shows how the 
abundance of nano-CMs relates to all covariates included in the GLMM (in their original 
units). Simple exponential fits applied to each depth level showed that the abundance of 
nano-CMs increases with NPP from surface waters to the DCM (Fig 4.8); in turn, the 
abundance of nano-CMs was relatively constant and independent from NPP within the 
thermocline and for measurements averaged over the water column (Fig 4.8). However, it 
was not possible to include this variation (random slopes among depth levels) in the 
GLMMs due to insufficient data and to correlation between variables. Furthermore, these 
results must be interpreted taking into account the interaction between NPP and bacterial 
abundance (Fig 4.8). Fig 4.9 clearly shows that the effect of NPP varies within different 
ranges of bacterial abundance. The abundance of nano-CMs increases exponentially with 
NPP for bacterial abundances lower than 1 × 107 cells mL-1 (Fig 4.9); in turn, no effect 
was observed once bacterial abundances were higher than 1 × 107 cells mL-1 (Fig 4.9). 
 
Table 4.6 Estimates of fixed effects given by the GLMM of nano-CMs abundance 
(outcome) with depth as a random effect. The fixed effects included in the model were: 
net primary productivity (NPP), bacterial abundance (BA), and the interaction between 
these terms. LRT – likelihood ratio test; SE – standard error; SD – standard deviation. 
Covariates  LR p-value LRT Estimate SE 
 Intercept   4.04 0.24 
Fixed effects NPP 68.00 < 0.0001 0.87 0.09 
 BA 11.10 0.0009 0.34 0.10 
 NPP : BA 10.78 0.001 -0.39 0.12 
  LR p-value LRT SD  
Random effect depth 5.72 0.02 0.48  
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Table 4.7 Estimates of fixed effects given by the GLMM of nano-CMs abundance 
(outcome) with depth as a random effect excluding potential outliers. The fixed effects 
included in the model were: net primary productivity (NPP), bacterial abundance (BA), 
and the interaction between these terms. LRT – likelihood ratio test; SE – standard error; 
SD – standard deviation. 
Covariates  LR p-value LRT Estimate SE 
 Intercept   4.00 0.22 
Fixed effects NPP 48.85 < 0.0001 0.75 0.10 
 BA 10.42 0.001 0.32 0.10 
 NPP : BA 14.64 0.0001 -0.45 0.11 
  LR p-value LRT SD  




Fig 4.8 Abundance of nano-CMs along a gradient of net primary productivity (NPP). 
Bacterial abundance is given proportionally to the size of the dots. The lines represent the 
trends observed within different depth levels assuming that the abundance of nano-CMs 
increases exponentially with NPP; note, however, that random slopes among depth levels 
were not included in the GLMM.  
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Fig 4.9 Abundance of nano-CMs along a gradient of net primary productivity (NPP) 
within different ranges of bacterial abundance (cells mL-1). The lines represent the trends 
within different ranges of bacterial abundance assuming that the abundance of nano-CMs 
increases exponentially with NPP; note that for bacterial abundances higher than 1 x 107 
cells mL-1, no exponential trend was observed. 
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The overall abundance of nano-CMs was lower than the abundance of HNF across 
all oceanic biomes (Fig 4.10, upper panel) and a significant difference was found when 
comparing their abundance ratio across the biomes (H = 58.9, p < 0.05). Pairwise 
comparisons showed that the mean nano-CMs:HNF abundance ratio was higher (but also 
highly variable) among the Coastal Seas, Equatorial Upwelling, and Polar Seas biomes 
relative to the other biomes (Table 4.8). No significant difference was found among the 
other biomes (Table 4.8). Despite their low contribution in terms of abundance, nano-CMs 
contributed on average to half of the total nanoflagellate bacterivory across the global 
oceans (Fig 4.10, lower panel). The contribution of nano-CMs to total bacterivory also 
varied across the oceanic biomes (H = 28.8, p < 0.05), being lower within the Coastal 
Upwelling biome followed by the Polar Seas biome (Table 4.9); but note the high 
variability within this biome. No difference was found among the other biomes 
(Table 4.9).     
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Fig 4.10 Abundance (upper panel) and bacterivory (lower panel) ratios between nano-
CMs and strict heterotrophic nanoflagellates (HNF) across the different oceanic biomes. 
The dashed lines indicate the ratio in which the abundance (or bacterivory impact) of both 
groups is equal. Data were obtained from 21 studies. Error bars represent standard 
deviation; number of observations is given on the right side of the upper panel.  
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Table 4.8 Post-hoc pairwise comparisons using Dunn’s test (Z scores) for the abundance 


















EU 0.16      
MS 2.58* 1.43    
OG 4.79** 2.51* 1.79    
PS 0.72 0.20 -2.51* -5.76**   
TS 1.35 0.93 -0.25 -1.26 1.07  
CU 4.70** 2.59* 1.91 0.28 5.37** 1.37 
* p < 0.05, ** p < 0.01 
 
Table 4.9 Post-hoc pairwise comparisons using Dunn’s test (Z scores) for the relative 
contribution of nano-CMs to total nanoflagellate bacterivory across the oceanic biomes; 


















EU -0.13      
MS -0.31 -0.09    
OG -0.38 -0.14 -0.07    
PS 2.28* 1.62 2.37* 2.39*   
TS -0.16 -0.004 0.10 0.16 -1.95  
CU 3.98** 2.94** 3.96** 3.94** 2.12* 3.44** 
* p < 0.05, ** p < 0.01 
 
4.4. Discussion 
Distribution records derived from online databases revealed strong biases related 
with size, taxonomy, and oceanic biome in the biogeography of CMs across the global 
oceans (Figs. 4.1–4.7). This is particularly associated to traditional sampling procedures 
which fails to properly represent the mixotrophic potential of protist species and 
misrepresents the smallest members of planktonic communities. Nevertheless, other lines 
of evidence indicate that CMs were ubiquitous in the global oceans and hence should be 
considered when evaluating the biogeography and the ecology of plankton in marine 
systems. 
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4.4.1. Biases associated to the identification of CM species 
First, to access the global databases, the analysis needed to be based on species 
name. However, it is truly difficult to define which species are undeniably CMs due to 
acute methodological problems (Anderson et al., 2017). Only species which have been 
previously reported to ingest particles (live or dead) were included in the analysis. 
Evidence of mixotrophy among phytoplankton is mainly obtained through feeding 
experiments and examining one species at a time can be exhaustive. Despite the 
recognition that mixotrophy is present among all phytoplankton groups except for diatoms 
(Flynn et al., 2013; Stoecker et al., 2017), so far evidence of mixotrophy was obtained for 
fewer than 150 species (Tables 3.1 and 4.1). Thus, the list of protist species used here is 
likely to be a subset of the true set of CMs present in the oceans. Second, this list is biased 
towards species and/or groups which have been extensively investigated, for example, 
because can be more easily cultivated. For instance, from the 78 species included in the 
analysis, 51 species were dinophytes, even though the importance of mixotrophy is well 
recognized among other taxonomic groups (Gast et al., 2014; Unrein et al., 2014). 
Nevertheless, the results presented here represent the first attempt to document the 
biogeography of CMs. 
4.4.2. Traditional sampling techniques and sampling biases 
Biased sampling methods can give us a distorted picture of plankton composition 
across the oceans (e.g., Biard et al., 2016). The dataset examined here was strongly biased 
towards larger cells and/or certain taxonomic groups. This limitation is in part explained 
by traditional sampling and preservation methods which underestimate the abundance of 
smaller size fractions or more fragile groups within the plankton (Gifford and Caron, 
2000; Edwards et al., 2006). Microscopic counts can underestimate the abundance of 
smaller size classes due to difficulties associated to their identification (Rose et al., 2004; 
Rutten et al., 2005). In addition, microscopic analyses usually require the utilization of 
fixatives, such as Lugol, but preservatives can underestimate the abundance of protists, 
not only within the microplankton, but also within the nanoplankton due to their 
aggregation into larger particles or to their disintegration into smaller units (Stoecker et 
al., 1994; Zarauz and Irigoien, 2008). The CPR is another important example; despite 
being widely applied to investigate plankton ecology, it is particularly suitable for 
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sampling mesozooplankton and larger (> 250 µm size) robust phytoplankton due to the 
mesh size of CPR silks (Edwards et al., 2006; Richardson et al., 2006), neglecting most 
CMs < 20 µm. The CPR cannot capture data for the majority of the non-diatom protist 
species, an exception being very large dinoflagellates such as CMs within the genus 
Tripos.  
Given the changes in our understanding of marine ecology, with recognition of the 
increasing importance of the microbial loop and mixotrophic protists, the CPR requires 
augmentation with a device specifically designed for sampling small protists. Alternative 
methods, such as flow cytometry, not only speed sample processing time but also provide 
more accurate estimates of smaller size fractions of the plankton (Rose et al., 2004; Rutten 
et al., 2005). Small protists have been shown to be abundant and to play major role as 
bacterivorous in the oceans (Zubkov and Tarran, 2008; Hartmann et al., 2013). 
Furthermore, despite the impression given by Figs. 4.1–4.4 that dinophytes are more 
widespread than other nano-CMs (as given by presence/absence data), dinophytes were 
found to be minor contributors to the total abundance and total bacterivory of nano-CMs 
within oligotrophic oceans (Unrein et al., 2014). The present study showed that global 
databases failed to recognize the ubiquity of nano-CMs across the global oceans, 
particularly among non-dinophyte groups and in the open oceans (Fig 4.7). 
4.4.3. Effect of environmental variability in the distribution of nano-CMs 
 The results from the meta-analysis revealed that the abundance of nano-CMs 
increases exponentially towards more productive systems (Fig. 4.8); however, this 
increase is less evident in deeper waters and absent when evaluating their abundance 
averaged over the water column. In deeper waters, this is related to the attenuation of light 
throughout the water column, enhancing light-limitation among phototrophic cells. 
Similarly, in highly productive systems, the high concentration of cells and organic matter 
increase light attenuation throughout the water column (Schanz, 1985; McMahon et al., 
1992), potentially masking any effect of NPP when integrating the abundance of nano-
CMs over depth. Although it is difficult to infer the mechanisms behind the relationship 
between nano-CMs abundance in the surface vs integrated water column, it is possible 
that this relationship is also related to the carrying capacity of the system and the main 
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factors limiting growth. It can be hypothesized that the carrying capacity of the population 
in surface waters increases towards more productive systems while the same is not 
observed when values are integrated over the water column due to light limitation and 
other ecological interactions (such as competition with HNF) that can act limiting the 
growth of nano-CMs. It is also noteworthy that bacterial abundance and the interaction 
between NPP and bacterial abundance were found to be important to determine the 
abundance of nano-CMs (Table 4.6). The exponential increase in the abundance of nano-
CMs with NPP was not observed for bacterial abundances higher than 107 cells mL-1 (Fig. 
4.9). The combined effects of NPP and prey availability are crucial to better understand 
the distribution of nano-CMs since these do not need to feed all the time (Stoecker et al., 
2017) but these could not be investigated in here. 
4.4.4. Ecological significance of nano-CMs as bacterivores across the oceans 
Here, the ecological significance of nano-CMs as bacterivores was compared to 
their heterotrophic competitors of same size (HNF). The meta-analysis revealed that nano-
CMs are present in lower numbers relative to their counterparts whilst having an important 
role controlling bacterial populations, not only in oligotrophic seas, but in the global 
oceans (Fig. 4.10). Overall, the mean abundance of nano-CMs across the different oceanic 
biomes was half or lower of that of HNF, with higher variability observed within more 
productive systems (Fig 4.10, upper panel). Despite their lower abundance, nearly half of 
total nanoflagellate bacterivory was attributed to nano-CMs worldwide (Fig 4.10, lower 
panel). 
Estimates of bacterial ingestion rates by nano-CMs are usually obtained 
considering the total abundance of plastidic nanoflagellates, i.e., nano-CMs + ANF (e.g., 
Zubkov and Tarran, 2008). This methodology envisions that, despite their low ingestion 
rates, nano-CMs can be major bacterivores due to their high abundance in the oceans. 
However, not all plastidic nanoflagellates are always actively feeding in the oceans 
(Anderson et al., 2017). When explicitly accounting for the proportion of actively feeding 
cells it is possible to conclude that, despite the low abundance of nano-CMs, they can act 
as major bacterivores due to their high ingestion rates (Anderson et al., 2017). 
Nevertheless, it seems contradictory to assume that mixotrophic nanoflagellates have 
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higher ingestion rates compared to their heterotrophic counterparts unless mixotrophic 
cells were larger in size. A previous study found that three mixotrophic nanoflagellates 
ingested bacteria at rates equal to or higher than a heterotrophic nanoflagellate (McKie-
Krisberg et al., 2015) but further investigations are needed to corroborate these 
mechanisms. Another factor that could explain the low abundance-high bacterivory 
pattern could be a higher top-down control on nano-CMs compared to HNF because the 
former could be positively selected by their common predators. 
Studies which specifically target nano-CMs also have their own limitations. 
Quantitative estimates of abundance are challenging because current methods can only 
account for mixotrophs which were actively feeding by the time of the 
sampling/experiment (Safi and Hall, 1999; Gast et al., 2014; Sato et al., 2017). Estimates 
of bacterivory rates are also problematic because are based on the assumptions that 
bacterivory remains constant over short time scales and that community ingestion rates 
can be approximated to the average ingestion rate of all feeding individuals (Anderson et 
al., 2017). In reality, feeding is expected to vary over the diel cycle (Tsai et al., 2009) and 
only a small proportion of the total assemblage of CMs will be actively feeding by the 
time of the experiment (Christaki et al., 1999; Anderson et al., 2017). Furthermore, these 
studies usually group all nano-CMs in a single group, without providing taxonomic 
information (Gast et al., 2014; Unrein et al., 2014). Thus, while different mixotrophic 
communities were expected across the different studies analysed here due to their different 
spatio-temporal scales, it was not possible to fully explore this aspect due to a knowledge 
gap. 
4.4.5. Microbial biogeography and the advent of molecular data  
Recent advances in metagenomics and computational analysis allow the 
identification of the taxonomic and genomic content of marine communities and the 
investigation of their functional potential (Sunagawa et al., 2015). Nevertheless, such 
datasets could not be included in the present analysis. While sequence datasets offer a 
powerful approach to provide molecular taxonomy in the future, protistologists likely have 
decades of work ahead of them to match sequence data against morphology/physiology 
(Caron and Hu, 2019). For the sequence datasets, one of the most problematic issues is 
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converting the data into species information (Bucklin et al., 2016; Leray & Knowlton, 
2016; Caron and Hu, 2019). Within the arena of molecular analysis itself, there are 
different methodologies for obtaining sequence information, so that forming operational 
taxonomic units (OTUs) from those data are far from standardized (e.g., Callahan et al., 
2017). 
In addition, most mixotrophic protists fall into often closely-related groups that are 
composed of a mixture of species with different nutritional modes, i.e., autotrophic, 
heterotrophic, and mixotrophic. Although metagenomics may offer a promising pathway 
to identify mixotrophs (e.g. Rokitta et al., 2011; Yelton et al., 2016), it remains to be fully 
resolved how to use the potential of metagenomics to differentiate mixotrophs from their 
auto- or hetero- trophic counterparts (Santoferrara and McManus, 2017). Further, OTUs 
far outnumber the number of morphologically-described or nutritionally-described 
species that have been sequenced (Caron and Hu, 2019); there is presently no way of 
differentiating the mixotrophs among the many OTUs typically recorded in molecular 
datasets. Meanwhile, experimental studies present increasing evidence that organisms that 
we used to view as strict-phytoplankton are in fact mixotrophs (e.g., Hoppenrath and 
Leander, 2007; Berge et al., 2008a; Nézan and Chomérat, 2009; Yoo et al., 2010; Kang et 
al., 2011; Lim et al., 2015; Jang et al., 2017; Ok et al., 2017). 
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4.5. Summary 
CMs were found to be ubiquitous in the global oceans; however, global databases 
were strongly biased by size, taxonomy, and biome. Distribution records were biased 
towards species larger than 20 µm, which comprised mainly dinophytes. While global 
databases recorded the distribution of nano-CMs limited to coastal regions and to 
temperate and polar seas, studies which specifically targeted these organisms revealed 
their presence to be much wider, including equatorial regions and oligotrophic gyres. Such 
biases likely have occurred due to a failure to capture and correctly identify these 
organisms in routine sampling protocols. The meta-analysis showed that the abundance 
of nano-CMs tends to increase exponentially with NPP from surface waters to the deep 
chlorophyll maximum; however, this relationship depends on bacteria availability and is 
weakened throughout the water column. Finally, despite the overall lower abundance 
compared to their heterotrophic counterparts, nano-CMs contributed to nearly half of total 
nanoflagellate bacterivory within different oceanic biomes.  
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The impact of mixotrophy within the lower trophic levels of marine food webs 
was investigated through ecosystem modelling. This chapter describes the general 
methods applied to build the modelling frameworks used in Chapters 6 and 7. In brief, a 
flexible protist model that enables the representation of different planktonic groups, from 
strict autotrophs to strict heterotrophs, was incorporated into ERSEM. Model equations 
and parameters descriptions are given in full in Appendix C. Parameterization and 
constant values applied to the different modelling experiments are given in Chapters 6 and 
7, respectively. The modelling experiments were designed to compare two plankton food 
webs that differ only in the presence of mixotrophy. In Chapter 6, the food webs were 
simulated through chemostat-like modelling experiments assuming a constant dilution 
rate. Sensitivity analyses were performed to evaluate how selected model outputs are 
affected by the choice of parameter values and model initial conditions. In Chapter 7, the 
food web models were simulated using a more complex representation of the physical 
environment and validated against biogeochemical observations. For this purpose, a one-
dimensional model representing the vertical structure of the water column was applied at 
one specific site (L4 station) located in the Western English Channel. Observations 
obtained at L4 station (Chapter 7.2.2) were used to investigate the succession of protist 
trophic strategies over the seasonal cycle and throughout the water column. 
5.2. The biological model 
5.2.1. The plankton food webs 
Two plankton food webs (named here as ‘non-mixotrophic’ and ‘mixotrophic’ 
food webs) that differ only in the presence of mixotrophy were designed to perform the 
modelling experiments (Fig. 5.1). The community structure of the non-mixotrophic food 
web was defined following the conceptual framework of ERSEM (Baretta-Bekker et al., 
1995; Butenschön et al., 2016).  This non-mixotrophic food web comprised eight 
functional groups that differ mainly in size and trophic strategy (Fig. 5.1): four 
phototrophs (picophytoplankton, nanoflagellates, microflagellates, and diatoms), three 
predators (nanoflagellates, microzooplankton, and mesozooplankton), and one 
decomposer (heterotrophic bacteria). Here, heterotrophic nanoflagellates feed on pico- 
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and nano- sized prey, microzooplankton feed on pico-, nano-, and micro- sized prey, and 
mesozooplankton feed on nano- and micro- sized prey (Fig. 5.1). Intraguild predation was 
allowed among all predators due to its importance in plankton trophodynamics (e.g., 
Hansen et al., 1994; Jeong et al., 2010b). Feeding processes are described by Eqs. 42–57 
(Appendix C). 
In the mixotrophic food web, nanoflagellates and microflagellates (previously 
perceived as strict autotrophs) were allowed to feed on diverse prey items, as supported 
by evidence from the literature (e.g., Zubkov and Tarran, 2008; Jeong et al., 2010; Hansen, 
2011; Unrein et al., 2014). These constitutive mixotrophs are called hereafter as nano-
CMs and micro-CMs, respectively. They can access the same prey as their heterotrophic 
competitors of same size (heterotrophic nanoflagellates and microzooplankton, 
respectively; Fig. 5.1 and Table 5.1). One might argue that not all species of phototrophic 
nanoflagellates and microflagellates are mixotrophic; however, the main objective here 
was to contrast the traditional modelling approach, which consider all species to be strictly 
phototrophic, with the mixotrophic paradigm that consider most species to be mixotrophic 
(Flynn et al., 2013). This comparison can be viewed as a baseline to investigate the impact 
of mixotrophy on trophodynamics. Notwithstanding, the framework used here considers 
competition between mixotrophic groups and strict autotrophs, which are represented by 
diatoms and picophytoplankton in the model.    
In turn, the microzooplankton group was divided into strict heterotrophic species 
and NCMs in the mixotrophic model; estimates from Chapter 3 suggest that 40–60% of 
total microzooplankton can acquire phototrophic potential (Leles et al., 2017). They share 
the same prey items and were assumed not to feed on each other (Fig. 5.1). While the latter 
is not expected to hold for real systems, this assumption was necessary to allow their 
persistence in the model, as revealed by initial numerical experiments. Therefore, the 
model accounts for competition for prey among microzooplankton but ignores the fact 
that they can have a negative impact on each other through predation. Among NCMs, the 
conceptual framework included GNCMs, such as oligotrich ciliates, which have lower 
control over the acquired phototrophic machinery but can obtain it from diverse prey 
items, and SNCMs, such as Mesodinium rubrum, which have higher control over the 
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acquired phototrophic machinery but rely on specific prey (Mitra et al., 2016). SNCMs 
must obtain the phototrophic potential by feeding on nano-CMs, while GNCMs can also 
obtain it feeding on micro-CMs (Stoecker et al., 1988-1989; Gustafson et al., 2000; 
Johnson et al., 2007; McManus et al., 2012). Intraguild predation was allowed within each 
mixotroph functional type (Fig. 5.1; references within Table 5.1). The model did not 
include eSCNMs because their physiology is largely unknown (Biard et al., 2016) and the 
model lacks an appropriate description of endosymbiosis. 
The model resolves the major chemical elements in the ocean, i.e., carbon, 
nitrogen, phosphorus, and silicate, both in organic and inorganic forms (Chapter 5.2.2), 
accounting for variable stoichiometry within plankton groups (except for within 
mesozooplankton where C:N:P was held constant). Protist functional groups were 
described by a general plankton model that develops from the previous work by Flynn and 
Mitra (2009) and Mitra et al. (2016); details are given in Chapter 5.2.3. Nutrient pools and 
the bacteria and mesozooplankton submodels correspond to those of ERSEM (Butenschön 
et al., 2016) and are described further below (Chapter 5.2.4 and 5.2.5). Overall, plankton 
growth dynamics result from the balance of gains through uptake of nutrients and 
assimilation into organic compounds and losses through respiration, excretion (non-
assimilated material) and/or release of excess of nutrients (linked to stoichiometric 
regulation), predation, and non-predatory mortality (e.g., viral lysis) (Appendix C, Eqs. 
1–6). All state variables have units of element concentration (e.g., mg C m-3). 
 
 




Figure 5.1 Conceptual frameworks of the plankton food webs used on Chapters 6 and 7. 
Food webs differ only in the presence of mixotrophs. Arrows indicate trophic interactions; 
dotted arrows correspond to new interactions associated to mixotrophy. Please refer to the 
Abbreviations section for acronyms. 
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Table 5.1 Minimum (Smin), maximum (Smax), and optimum prey sizes (Sopt) in µm ESD for 
different mixotrophic species (data compiled from the literature). Mixotroph size is also 
given in µm ESD. These values were used to guide the maximum (potential) prey size 
spectrum among the different mixotrophic functional types included in the model. 
Group Mixotrophic species Size  Smax Smin Sopt Ref. 
nano-CMs Yihiella yeosuensis 8.0 nd nd 5.6 1 
nano-CMs Natural populations of dinoflagellates 15.8 6.7 3.4 nd 2 
nano-CMs Natural populations of flagellates 6.1 nd 0.9 nd 2 
nano-CMs Teleaulax amphioxeia 5.6 1.0 0.9 nd 3 
nano-CMs Karlodinium veneficum 10.0 20.0 4.3 6.5 4-7 
nano-CMs Ansanella granifera 10.5 5.6 0.9 5.6 8 
nano-CMs Gymnodinium smaydae 20.0 22.8 4.8 5.8 9 
nano-CMs Symbiodinium voratum 11.1 11.5 0.5 n.d 10 
nano-CMs Paragymnodinium shiwhaense 12.4 11.0 4.8 9.7 11 
nano-CMs Prorocentrum donghaiense 13.3 12.1 1.0 5.6 12-13 
nano-CMs Biecheleria cincta 8.5 12.6 4.8 11.5 14 
nano-CMs Heterocapsa triquetra 15.0 12.1 1.0 nd 12-13 
nano-CMs Heterocapsa rotundata 5.8 5.0 1.0 nd 15 
nano-CMs Heterosigma akashiwo 11.0 nd 1.0 nd 15-17 
nano-CMs Prorocentrum minimum 12.1 11.0 1.0 nd 15 
micro-CMs Alexandrium minutum 16.7 nd 1.0 nd 15 
micro-CMs Gymnodinium impudicum 17.8 11.0 1.0 nd 15 
micro-CMs Gymnodinium aureolum 19.4 11.5 0.9 nd 18 
micro-CMs Karlodinium armiger 15.0 31.4 5.6 13.0 19-20 
micro-CMs Karenia brevis 20.3 nd 1.0 nd 15 
micro-CMs Fibrocapsa japonica 20.5 1.2 0.2 nd 21 
micro-CMs Scrippsiella trochoidea 22.8 12.1 1.0 nd 15 
micro-CMs Cochlodinium polykrikoides 25.9 11.0 4.8 5.6 22 
micro-CMs Prorocentrum micans 26.6 15.0 1.0 nd 12-13 
micro-CMs Takayama helix 27.4 67.4 15.0 31.2 23 
micro-CMs Alexandrium tamarense 28.1 12.1 1.0 nd 15 
micro-CMs Akashiwo sanguinea 30.8 15.0 1.0 nd 15 
micro-CMs Karenia mikimotoi 30.0 4.9 0.5 nd 24 
micro-CMs Gonyaulax polygramma 25.0 17.0 4.8 5.6 12-13 
micro-CMs Alexandrium catenella 32.6 nd 1.0 nd 15 
micro-CMs Chattonella ovata/subsalsa 40.0 nd 1.0 nd 15;25 
micro-CMs Lingulodinium polyedrum 38.2 28.1 1.0 nd 12-13 
micro-CMs Fragilidium subglobosum 50.0 40.0 24.2 nd 26 
micro-CMs Fragilidium mexicanum 54.5 37.9 12.9 37.9 27 
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Table 5.1 continued 
SNCMs Dinophysis acuminata 25.0 nd nd 17.0 28 
SNCMs Mesodinium rubrum 21.9 5.3 1.0 4.2 29-31 
SNCMs Pfiesteria piscicida 13.5 27.4 nd nd 32 
SNCMs Fragilidium duplocampanaeforme 38.6 52.0 31.2 nd 33 
SNCMs Gymnodinium graciletum 9.6 10.3 6.6 8.5 34 
SNCMs Amylax triacantha 27.5 20.5 nd nd 35 
GNCMs Strombidium reticulatum 41.0 7.0 1.5 7.0 36 
GNCMs Strombidium vestitum 25.0 6.0 1.5 2.0 36 
GNCMs Laboea strobila 62.0 9.7 1.1 2.9 37 
GNCMs Strombidium conicum 49.0 nd nd 5.4 37 
GNCMs Lohmaniella oviformis 25.0 11.2 1.4 5.6 38 
GNCMs Strombidium sp. 20.0 5.6 1.4 2.8 38 
GNCMs Strombidium sp. 25.0 9.8 1.4 5.6 38 
GNCMs Strombidium conicum 40.0 25.2 2.8 4.2 38 
1Jang et al., 2017; 2Havskum and Hansen, 1997; 3Yoo et al., 2017; 4Li et al., 1999; 5Place et al., 2012; 
6Adolf et al., 2006; 7Calbet et al., 2011; 8Lee et al., 2014b; 9Lee et al., 2014a; 10Jeong et al., 2012; 11Yoo et 
al., 2010b; 12Jeong et al., 2005a; 13Jeong et al., 2005b; 14Kang et al., 2011; 15Jeong et al., 2010b;  16Seong et 
al., 2006; 17Nygaard and Tobiesen, 1993; 18Jeong et al., 2010a; 19Berge et al., 2008a; 20Berge et al., 2008b; 
21Jeong et al., 2011; 22Jeong et al., 2004; 23Jeong et al., 2016; 24Zhang et al., 2011; 25Jeong et al., 2010b; 
26Hansen and Nielsen, 1997; 27Jeong et al., 1999; 28Kim et al., 2008a; 29Yih et al., 2004; 30Myung et al., 
2006; 31Yoo et al., 2015; 32Ok et al., 2017; 33Park and Kim, 2010; 34Jakobsen et al., 2000; 35Park et al., 
2013; 36Jonsson, 1986; 37Jonsson, 1987; 38Kivi and Setala, 1995  
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5.2.2. Nutrients, dissolved, and particulate organic matter 
Nutrient pools (Appendix C, Eqs. 159–169) were divided between inorganics 
(nitrate, ammonium, phosphate, silicate, dissolved inorganic carbon), dissolved organic 
matter (DOM), and detrital particulate organic matter (POM). DOM was divided between 
labile and semi-labile assuming that the former is rapidly consumed by bacteria and that 
the latter is more resistant to microbial degradation (Hansell, 2013). Detrital POM was 
divided in three size-classes assuming that mesozooplankton can scavenge only on the 
medium size fraction. The chemical and the biological components of the food web model 
interact through the uptake of inorganics and the formation and recycling of organics, as 
described below for protists, bacteria, and mesozooplankton.  
5.2.3. Protists 
The main modifications and/or additions applied to the protist model with respect 
to Flynn and Mitra (2009) are described below; equations can be found in Appendix C. 
The model was developed in four main aspects: 
i) The uptake of silicon (Eqs. 26–32) was implemented to simulate diatoms 
following Flynn (2006). The representation of diatoms differs from that of other 
phototrophic protists due to their physiological requirement for silicon to build their 
frustules. In turn, silicon uptake differs fundamentally from that of nitrogen and 
phosphorus because the external nutrient concentration, instead of the internal (nutrient 
quota) concentration, ultimately affects growth. Consequently, quota models are 
inappropriate for silicon (Si) dynamics; any factor limiting growth other than Si in the 
model leads to enhanced accumulation of Si (Flynn and Martin-Jézéquel, 2000).  
ii) The allometric description of predation (Eqs. 44–51) was implemented as 
described by Flynn and Mitra (2016). This formulation simulates the kinetics of prey 
capture and ingestion relating prey abundance and encounter rates to a prey-selection 
function controlled by satiation. In the model, prey selection is controlled by the total prey 
size spectrum accessible by the predator and its optimal prey size; capture is then 
minimum on both extremes of the prey size spectrum increasing linearly towards the 
optimal prey size (Flynn, 2018). This approach is very similar to the Gaussian predation 
kernel (defined by a normal distribution), but it has the additional benefit of being defined 
directly by the observable lower and upper prey size limits.  
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iii) Acquired phototrophy (Eq. 41) was modified so that kleptochloroplasts are not 
digested but lost over time at a constant rate (e.g., Schoener and McManus, 2012).  
iv) All model equations (Eqs. 1–6) were modified so that state variables were 
expressed in units of element quantity per water volume (instead of nutrient ratios relative 
to the core biomass of the protist as in the base model by Flynn and Mitra) to allow model 
coupling with ERSEM submodels. 
The general protist model has the potential to simulate any protist from strict 
autotrophs to strict heterotrophs, including CMs and NCMs. The uptake of inorganics 
(Eqs. 8–32), photoacclimation (Eqs. 80–83), prey ingestion (Eqs. 42–57), and acquired 
phototrophy (Eqs. 38 and 41) can be enabled/disabled accordingly. 
In the food webs (Fig. 5.1), strict autotrophs can photoacclimate through the 
synthesis of chlorophyll (Eqs. 80–83), take up ammonium, nitrate, phosphorus, and silicon 
if diatoms (Eqs. 8–32), release labile DOC during photosynthesis and due to non-
predatory mortality (Eq. 164), and release dissolved inorganic carbon (DIC) and excess 
of inorganic nutrients (ammonium and phosphate) as part of respiration and stoichiometric 
regulation, respectively (Eqs. 97–112) (Fig. 5.2). Parameter values controlling light 
harvesting and nutrient uptake defined the differences between strict autotrophs in the 
model (Sathyendranath et al., 2009; Bouman et al., 2018). On top of these, CMs can 
engage in phagotrophy (Eqs. 42–57), re-assimilate inorganic nutrients released by 
breaking down their prey (Eqs. 97–112), and excrete the non-assimilated material as labile 
DOM (Eq. 164) (Fig. 5.2). CMs must acquire a critical proportion of growth through 
photosynthesis and phagotrophy can be down-regulated if enough carbon is provided 
through phototrophy (Hansen, 2011) (Eqs. 58–72). The model assumed that the internal 
re-assimilation of nutrients depends on the stoichiometric status of the mixotroph (N or P 
stress). It was also assumed that CMs have lower maximum growth rates (µmax) compared 
to their heterotrophic competitors (Fischer et al., 2017). In addition to the differences 
related to light harvesting and nutrient uptake, nano-CMs and micro-CMs differ in their 
predation impact, with the former selecting pico-sized prey and having a narrower prey 
size spectrum and the latter selecting for nano-sized prey (Table 5.1). 
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Strict heterotrophs assimilate organics through predation (Eqs. 42–57) and release 
labile DOM due to non-assimilated material and non-predatory mortality (Eq. 164) and 
DIC through respiration (Eq. 163) (Fig. 5.2). The same processes were applied to NCMs, 
but these can fix inorganic carbon through acquired phototrophy (but do not 
photoacclimate; Eqs. 38 and 41), take up external inorganic nutrients (only SNCMs; Eqs. 
8–25), and re-assimilate inorganic nutrients internally (Eqs. 97–112) (Fig. 5.2). 
Heterotrophic nanoflagellates select pico-size prey and have a narrower prey size 
spectrum while microzooplankton and NCMs select for nano-sized prey. NCMs were 
assumed to have the same µmax as their heterotrophic counterparts, to select autotrophic 
prey, and to be positively selected by mesozooplankton compared to strict heterotrophic 
microzooplankton (Dolan and Pérez, 2000; Broglio et al., 2004; Figueiredo et al., 2007; 
Schoener and McManus, 2017). Among NCMs, GNCMs retain chloroplasts from their 
prey while SNCMs can also retain other cellular components and largely rely on 
photosynthesis to obtain carbon; thus, SNCMs were assumed to rely on photosynthesis 
for a critical proportion of growth while GNCMs were not (Stoecker et al., 2009). In 
addition, SNCMs have better control over the acquired phototrophic machinery compared 
to GNCMs (Stoecker et al., 2009); thus, the model assumes lower loss rate of 
kleptochloroplasts for the former. 




Figure 5.2 Schematics illustrating the processes influencing four main protist functional 
types (strict autotrophs, strict heterotrophs, constitutive mixotrophs–CMs, and non-
constitutive mixotrophs–NCMs) in the plankton food web model. Highlighted in yellow 
are the additional features to the strict autotroph or to the strict heterotroph to represent 
CMs or NCMs, respectively. Arrows and circles denote the processes and rectangular 
boxes the pools of dissolved inorganic carbon (DIC), dissolved inorganic nutrients (DIN), 
dissolved organic carbon (DOC), and prey. The recycling symbols denote growth, 
chlorophyll synthesis (Chl), and internal re-assimilation of inorganic nutrients (Nut). 
NCMs cannot photoacclimate, acquired chloroplasts are diluted over time, and the uptake 
of DIN is enabled only when simulating specialist forms.  




Following ERSEM, bacteria (Eqs. 116–118; Fig. 1.1) were assumed to consume 
all forms of particulate and dissolved organic matter and to take up or release inorganic 
nutrients depending on the quality (i.e., N and P relative content) of the organic matter 
(Eqs. 119–128); parameter values are given within Chapters 6 and 7. Bacteria thus 
compete with phytoplankton for inorganic nutrients when organic substrates are nutrient 
depleted. Bacteria were assumed to release any carbon in excess to their physiological 
requirement (which is regulated by an ‘optimal’ cellular carbon to nutrient ratio) as semi-
labile DOC (Eq. 167). Recalcitrant DOC was also produced by the release of capsular 
material (Stoderegger and Herndl, 1998) which was assumed to be a fixed proportion of 
the carbon uptake (Eq. 167). Overall these two fluxes imply that bacteria (especially when 
feeding on carbon-rich substrates) change the quality of DOM, increasing the proportion 
of recalcitrant DOC with respect to the labile forms. This mechanism is consistent with 
the microbial carbon pump concept (Jiao et al., 2010; Polimene et al., 2017). 
5.2.5. Mesozooplankton 
The mesozooplankton model (Eq. 138–158; Fig. 1.1) assumes a fixed internal 
nutrient to carbon ratio and the ability to scavenge on particulate organic matter 
(Butenschön et al., 2016); parameter values are given within Chapters 6 and 7. The 
predation function from ERSEM was modified according to Flynn and Mitra (2016) to be 
consistent with that used in the protist model but through a simpler description; clearance 
rate is prey specific and was defined by the biomass of prey multiplied by the slope of the 
relationship between the abundance of prey and capture (Eqs. 139–143). Prey preference 
was based on size and depends on functional type. Mesozooplankton release excess 
nutrients as ammonium and phosphate and contribute both to the pool of dissolved and 
particulates through mortality and excretion, e.g., faecal pellets (Eqs. 144–158). 
5.3. The physical model 
The plankton food webs were first simulated through a zero-dimensional model, 
which considers time variation but neglects any spatial variation (Chapter 6). It is a good 
modelling practice to investigate model behaviour through zero-dimensional models 
before adding further complexities to the physical environment (Hearn, 2008). This 
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approach is robust once the ‘boxes’ represent systems which are physically distinct, and 
which internal processes are more relevant than the interactions between the systems 
(Hearn, 2008). Here, the zero-dimensional model is akin to a chemostat modelling 
experiment. This set up implies that plankton biomass is homogeneous within a ‘box’ 
subjected to a constant dilution rate, which acts bringing inorganic nutrients and washing 
out residual nutrients and other dissolved and particulate organics (including plankton) 
from the system. This construct is thus akin to a mixed layer environment which is 
subjected to an input of nutrients from a steady deeper layer, i.e., which does not 
accumulate properties over time (Fasham et al., 1990). Mesozooplankton are not subjected 
to dilution because they are assumed to actively keep themselves within the mixed layer. 
Specific configurations applied to the zero-dimensional model are given in Chapter 6.2.2. 
To investigate the seasonal succession of protists, the plankton food webs were 
coupled to a 1D physical model of the water column (Chapter 7). One-dimensional models 
provide a platform to account for vertical mixing within biogeochemical models where 
lateral gradients can be neglected or prescribed. In addition, this approach allows the 
incorporation of realistic environmental variability (i.e., temperature, light, and mixing). 
Here, the General Ocean Turbulence Model (GOTM) was used (Burchard et al., 1999). 
GOTM computes solutions for the 1D version of the transport equations of momentum, 
salt, and heat. A key feature of GOTM is the vast number of well-tested turbulence models 
that have been implemented in the code and the extensive and comprehensive 
documentation available in the literature (Burchard et al., 1999). In fact, the first 
developments of GOTM started back in the 1990s. Since then, GOTM has been applied 
to investigate air-sea fluxes, surface and mixed-layer dynamics, stratification processes in 
shelf seas, and many other processes. This model has been applied in diverse oceanic 
regimes within the Atlantic, Pacific, and Indian Oceans, and in enclosed seas such as the 
North Sea and Baltic Sea (Allen et al., 2004; Holt and Umlauf, 2008; Drushka et al., 2016; 
Leeuwen et al., 2016; Karagali et al., 2017).  
Here, the k-ε model was used to describe turbulence which is controlled by the 
transfer of heat and momentum across the ocean surface and by tidal current 
(https://gotm.net). This model was chosen because it is derived from hydrodynamical 
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equations, being able to simulate transport processes quite accurately with a high temporal 
resolution and being ideal for investigations of transport within the mixed layer (Goudsmit 
et al., 2002). When coupled to a biogeochemical model, GOTM is responsible for 
computing mixing intensity (or vertical diffusivity) and apply it to all pelagic 
biogeochemical state variables. The generic partial differential equation that governs a 












(wT) + f (5.1) 
in which Kz is the vertical diffusivity (m
2 s-1), w is the sinking velocity (m s-1), and f is the 
net result of all local sources and sinks. For specific configurations applied to GOTM, 
please refer to Chapter 7.2.1.  
5.4. Model coupling, code accessibility, and other tools 
The plankton food web model was implemented in the open source Fortran-based 
Framework for Aquatic Biogeochemical Models (FABM), an open platform (freely 
available at http://fabm.net) through which different models or sub-models may be 
coupled in a single framework (Fig. 5.3; Bruggeman and Bolding, 2014). A key feature 
of this framework is to represent the hydrodynamic and the biogeochemical models in 
separated modules, with FABM in between; this allows to swap one or the other without 
affecting other parts of the coupled model (Fig. 5.3). The hydrodynamic model stores the 
physical variables and handles advection, diffusion, time integration and input/output, 
while the biogeochemical model provides the names and units of nutrient pools and 
biological variables as well as sink and source terms (Fig. 5.3). Since most of 
hydrodynamic models are written in Fortran, FABM is Fortran-based requiring all models 
to be written in Fortran to allow the coupling. 
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ERSEM and GOTM are written in Fortran 2008 and are distributed under the 
open-source GNU Lesser General Public License through a gitlab server, being freely 
available upon registration through the http://www.shelfseasmodelling.org website. 
Detailed guidelines on how to obtain FABM, ERSEM, and GOTM are given in 
https://gitlab.ecosystem-modelling.pml.ac.uk/edge/ersem. In order to build and install 
these, it is necessary to have CMake 2.8.8 or later installed, a supported Fortran 2003 
compiler, and a version of the NetCDF library. FABM and the NetCDF library should be 
compiled using the same compiler; here, the gfortran compiler was used. The released 
versions used in this thesis are as following: ERSEM (16.06), GOTM (v5.3), and FABM 
(v0.95.3). 
The original modelling work describing the general protist model (Flynn and 
Mitra, 2009) was implemented in PowerSim Constructor v 2.51 (Isdalstø, Norway); thus, 
it was necessary to develop for this thesis a version of this model in Fortran through 
FABM to allow model coupling. The specific guidelines used to create the protist model 
through FABM can be found online at http://fabm.net in the sub-section ‘Developing a 
new biogeochemical model’. The model requires two external dependencies, i.e., 
temperature and PAR, and several external state variables (such as nutrient pools and prey 
concentrations). Since the units of the protist model are not the same used by FABM, care 
was taken to convert the units of external variables, returned in mmol X m-3, to mg X m-
3, in which X can be C, N, P, or Si. Similarly, units were converted back once setting the 
fluxes used to compute the ordinary differential equations of the external state variables.   
Model output processing and graphical visualization were performed in R making 
use of several packages, such as: ‘netcdf4’, ‘plyr’, ‘dplyr’, ‘zoo’, ‘ggplot2’, and 
‘gridExtra’. 




Figure 5.3 FABM provides an interface between the hydrodynamic and the 
biogeochemical models. API – application programming interfaces. Schematic based on 
Fig. 1 by Bruggeman and Bolding (2014). 
 
5.5. Sensitivity analysis 
Sensitivity analysis provides a measure of robustness of model assumptions, helps 
to identify elements within the model that require further measurements or investigations, 
and indicates if certain structures of the model can be simplified or need fixing. It can be 
defined as “The study of how uncertainty in the output of a model (numerical or otherwise) 
can be apportioned to different sources of uncertainty in the model input” (Saltelli et al., 
2004). Model output is defined here as any variable that has its derivative computed over 
time and model input as any constant parameter and/or initial conditions of the simulation. 
For simplicity, model input will be referred herein as input parameter. The sensitivity 
analysis can approach one input parameter at a time or several parameters at once. Briefly, 
it consists in analysing the variation of the model output once different values are assigned 
to the input parameter(s), identifying those from which a target model output is most 
sensible to. 
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The food web model used here is composed by sub-models previously published 
in the literature, in which sensitivity analyses for single parameters have been undertaken 
previously (Flynn and Mitra, 2009; Blackford et al., 2004; Butenschön et al., 2016). 
Taking into consideration the complexity associated with marine ecosystem models, due 
to the high number of state variables and free parameters, a sensitivity analysis of multiple 
input parameters can be extremely informative. Thus, this technique was performed here 
for the zero-dimensional model (Chapter 6). However, including all information in a 
single sensitivity analysis can lead to inconclusive results (Saltelli et al., 2008). It is 
responsibility of the modeller to define a clear objective for the sensitivity analysis. After 
defining the objective of the analysis, the targeted model output(s) are identified followed 
by the input parameters that are expected to be relevant to determine model output(s) 
variation. An interesting aspect of the sensitivity analysis is that it is very unlikely that all 
input parameters will be influential or non-influential, in turn, a few input parameters often 
account for most of the variation observed in model output, even if several input 
parameters are included in the analysis (Saltelli et al., 2008). 
Different methods can be applied to conduct a sensitivity analysis. In Chapter 6, 
an approach based on the Monte Carlo ensemble technique was used to rank the 
importance of the input parameters at steady-state (Saltelli et al., 2008; Sankar et al., 
2018). The method generates a number n of realizations based on the probability density 
functions of m input factors xi (i.e., model input parameters), assumed to be uniformly 
distributed and independent from each other. Each realization produces a vector 
containing values randomly sampled from the distributions of all input parameters. Each 
vector of parameters is then used to run a model simulation and compute the output y. The 
output of n realizations and model runs is subsequently represented by a multiple linear 
regression (Eq. 5.2): 
y =  b0 +∑bixi
m
i=1
+ residuals (5.2) 
The standardized regression coefficients (i computed from bi; Eq. 5.3) were used 
as global sensitivity indices of the input factors (Saltelli et al., 2008): 







where σxi and σy are the standard deviations of the realizations of the input factor xi and 
of the model output y, respectively. Thus, each parameter included in the analysis is 
associated to a sensitivity coefficient which indicates whether an increase in the value of 
the parameter has a positive or negative effect on the targeted output (i.e., increase or 
decrease the output value, respectively). Since the validity of the results depends on the 
fraction of the model output variability that is explained by the multiple linear regression 
(Saltelli et al., 2000), the overall fraction of explained variance (R2) and the significance 
of the standardized regression coefficients (βi) were estimated (Chapter 6). 
5.6. Model skill assessment 
Model skill is defined here as the use of quantitative metrics and graphical 
approaches to assess how well the model fit the observations (Stow et al., 2009); i.e., akin 
to model validation. Model predictions and corresponding observations were compared 
for a single variable through time-series plots, as well as applying univariate comparison 
metrics, following Stow et al. (2003). In total, 3 metrics were used to capture different 
aspects of model performance (Eqs. 5.4–5.6). The correlation coefficient of the model 
predictions and observations (r; Eq. 5.4) measures the tendency of predictions and 
observations to vary together and can range from −1 to 1, with negative values indicating 
that they vary inversely (Stow et al., 2009). However, even if the correlation is near to 
one, the values may not match each other and may differ by a consistent factor. Therefore, 
other metrics were used to check for this pattern, i.e., the root mean squared error (RMSE; 
Eq. 5.5) and the average error (AE; Eq. 5.6). RMSE and AE values near zero indicate a 
close match between predictions and observations. While the average error can be biased 
because negative and positive differences can cancel each other, the RMSE account for 
this feature considering the magnitude rather than the direction of the difference. 
r =
∑ (Oi − O̅)
n
i=1 ∙ (Pi − P̅)





















= P̅ − O̅ (5.6) 
where n is the number of observations, Oi is the ith of n observations, Pi is the ith of n 
predictions, and O̅ and P̅ are the averages of observations and predictions, respectively. 
 Model skill was assessed in Chapter 6 to evaluate if silicon dynamics were 
correctly implemented in the protist model and in Chapter 7 to evaluate how well the 
model fit the observations at L4 station. Due to the complexity of the biogeochemical 
models used in Chapter 7, target diagrams were performed to visually summarize different 
aspects of the models. Target diagrams allow the exploration of relationships between the 
statistics metrics described above in a single plot (Jolliff et al., 2009). The target diagrams 
were constructed plotting the normalized AE (AE*; Eq. 5.7) in the y-axis, the normalized 
and unbiased RMSE (RMSE*; Eqs. 5.8 and 5.9) in the x-axis, and the correlation 
coefficient (r; Eq. 5.4) through a colour scaling. The metrics were normalized by the 
standard deviation of the observations (σO). The unbiased RMSE is utilized because the 
bias is already accounted within AE*. In addition, it is multiplied by the sign of the 
deviation difference to allow the utilization of the negative space of the Cartesian 











∙ sign(σP − σO),
in which: σP = √
∑(Pi − P̅)2
n
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Mixotrophic functional diversity 
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Food webs comprise complex arrays of interactions between resources and 
consumers (Worm et al., 2002; Araújo et al., 2011). Despite the recognised importance of 
predation and competition in defining the ecological niches of different functional taxa 
(Hunter and Price 1992; Cloern and Dufford, 2005), the overall structure and dynamics of 
food webs are also greatly affected by additional factors, such as intraguild predation and 
omnivory (Polis et al., 1989; Williams and Martinez, 2000; Johnson et al., 2010; Granados 
et al., 2017). Mixotrophy is another ‘twist’ that can shift our understanding of ecosystem 
dynamics from terrestrial to aquatic environments (Tittel et al., 2003; Selosse et al., 2017). 
There is a need to understand how mixotrophy, in its different forms, may change 
our understanding and simulations of food web dynamics and biogeochemical cycling in 
the oceans. For instance, CMs have been hypothesized to ‘farm’ bacteria in oligotrophic 
waters; while CMs feed on bacteria to acquire essential nutrients, they also release 
dissolved organic matter (DOM) which supports bacterial growth (Mitra et al., 2014b). 
Mixotrophs, compared to their heterotrophic competitors, can retain more nutrients from 
their prey as they can use them along with the organic carbon obtained through 
photosynthesis. An implication of this is, if mixotrophs outcompete strict heterotrophs in 
oligotrophic regions, then nutrient limitation of pure autotrophs (including cyanobacteria) 
may become more severe (Fischer et al., 2017). Furthermore, NCMs have the clear 
potential to achieve higher gross growth efficiencies through acquired phototrophy, 
potentially increasing the transfer of carbon biomass to higher trophic levels, particularly 
in low chlorophyll waters (Stoecker et al., 2009). Taken together these studies suggest that 
mixotrophy has the potential to enhance both the production of large size, fast sinking 
particles (e.g., faecal pellets) by mesozooplankton, which may feed on mixotrophs, and 
the bacterial production of recalcitrant material (Jiao et al., 2010; Polimene et al., 2017) 
which may be stimulated by the enhanced production of dissolved organic carbon (DOC) 
(Mitra et al., 2014b). Both the production of particles and recalcitrant DOC (rDOC) are 
key fluxes for the global carbon cycle contributing to the ocean carbon sequestration 
(Legendre et al., 2015). 
So far, few studies have investigated the relevance of functional diversity within 
the mixotrophs on ecosystem functioning (Flynn and Mitra, 2009; Mitra et al., 2016; 
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Ghyoot et al., 2017b). Understanding the ecological niches of mixotrophs and their strict 
auto- and hetero- trophic competitors helps to identify when and where different 
mixotrophs are major components of plankton communities and, thus, potentially affect 
ecosystem properties (Fischer et al., 2017; Leles et al., 2017). Mixotrophic functional 
diversity is a topic of particular importance in the context of climatic and anthropogenic 
changes on the oceans. Consider plankton communities in two contrasting marine 
ecosystems, oligotrophic seas and eutrophic coastal systems, characterised by nutrient and 
light limitation, respectively. Global warming is expected to increase ocean stratification 
in the former, potentially expanding the area occupied by low productive seas (Polovina 
et al., 2008; Behrenfeld et al., 2016). In turn, the increased runoff of nutrients and organic 
matter in coastal waters usually promotes unbalanced (and high) nitrogen to phosphorus 
ratios (Burkholder et al., 2008; Gomes et al., 2014). In both cases, mixotrophy has been 
shown to be a successful strategy (Burkholder et al., 2008; Zubkov and Tarran, 2008; 
Wilken et al., 2013; Gomes et al., 2014). Thus, acknowledging the role of mixotrophs can 
be key to predict the dynamics of plankton communities in a changing ocean. 
While there is increasing awareness that mixotrophy is a key trait shaping 
biological communities, quantifying its physiological and ecological relevance is 
challenging (Selosse et al., 2017). This lack of knowledge is mainly due to the difficulty 
to accurately characterise the abundance and distributions of mixotrophs in the field 
(Anderson et al., 2017). Modelling studies provide a suitable platform to investigate the 
effects of mixotrophs on ecosystem function by using a hypothesis testing approach. 
Although several studies have simulated mixotrophy (Thingstad et al., 1996; Stickney et 
al., 2000; Flynn and Mitra, 2009, Flynn and Hansen, 2013; Våge et al., 2013; Mitra et al., 
2014b; Mitra et al., 2016; Moeller et al., 2016), few have accounted for mixotrophic 
functional diversity and their impact on ecosystem dynamics (Ghyoot et al., 2017b). In 
addition, the structure of the mixotroph model is very important; mixotrophy does not 
simply reflect the additive interaction between phototrophy and phagotrophy and the 
description of metabolic switching from one strategy to the other is important to correctly 
simulate metabolic rates (Mitra and Flynn, 2010).   
In this chapter, models of diverse types of mixotrophs across different size classes 
were combined with submodels of plankton as described in the European Regional Seas 
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Ecosystem Model (ERSEM; Butenschön et al., 2016). The impact of mixotrophic 
functional diversity on key biogeochemical fluxes and plankton trophodynamics was 
assessed by contrasting this model with a ‘non-mixotrophic’ plankton food web model. 
Since mixotrophy is expected to dominate under resource limitation, nutrient or light 
limitation scenarios were simulated, akin to conditions representative of oligotrophic seas 
and eutrophic coastal systems, respectively. The theoretical framework presented here 
allows the investigation of the relative importance of constitutive and non-constitutive 
mixotrophs (CMs and NCMs) and of their strict autotrophic and heterotrophic 
competitors. 
6.2. Methods 
6.2.1. Validating silicon dynamics for diatoms 
The implementation of silicon dynamics within the protist model represents a 
development in terms of model structure from the model described by Flynn and Mitra 
(2009) and, therefore, required validation of model assumptions (for full model 
description please refer to Appendix C, Eqs. 26–32). To verify if silicon dynamics were 
correctly implemented in the protist model, simulations were compared with the original 
model of diatom physiology (Flynn 2006), herein called as MDP. This means that the 
protist model was validated against predictions generated by another model which has 
been previously published and tested in the literature. In order to compare the models, 
parameter values in the MDP were the same as in the protist model, as defined for diatoms 
(Table 6.1). Simulations were performed to induce nitrate or silicate limitation since 
silicon dynamics differ on each scenario. Nutrient limitation was assessed through the 
normalized nitrogen and silicon to carbon quotas. Comparisons were made with respect 
to nutrient concentrations, nutrient to carbon quotas, carbon biomass, and metabolic rates. 
Model skill assessment was performed for specific variables through time-series plots and 
quantitative metrics (Chapter 5.6). 
6.2.2. Model set-up 
In the plankton food web model, protist functional types were defined through 
different parameterisations (Table 6.1) following the descriptions given in Chapter 5.2.3. 
Parameters defining the prey size spectrum (Smin, Sopt, Smax) and the dilution rate of 
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kleptochloroplasts (DChl) were obtained from experimental studies performed with 
mixotrophic species (Tables 5.1 and 6.1). The parameters controlling photosynthesis (αChl 
and ChlCabs) and inorganic nutrient uptake (Ka, Kn, and Kp) were parameterised mainly 
according to cell size constraints (Table 6.1). Note that it was not possible to parameterize 
αChl separately for strict autotrophs and mixotrophs since the data compiled by Bouman et 
al. (2018) were obtained mostly through the analysis of pigment composition. Nutrient to 
carbon quotas were assumed to be the same among all phototrophic protists and 
phagotrophic protists were assumed to have a more constrained stoichiometry. Parameter 
values for the bacteria and the mesozooplankton models can be found in Tables 6.2 and 
6.3.  
The plankton food webs (Fig. 5.1) were simulated through chemostat-like 
modelling experiments. The model assumes plankton biomass and nutrients to vary over 
time within a homogeneous “box” that receives a constant input of inorganic nutrients 
(nitrate, phosphate, silicate) through a constant dilution rate. The same dilution rate also 
washes out residual nutrients and other dissolved and particulate organics (including 
plankton) and inorganics from the system. A fixed depth of 10 m, 12:12 hours light-dark 
cycle, a constant temperature of 10ºC, and a constant dilution rate of 0.01 day-1 were 
assumed. Initial numerical experiments revealed that higher dilution rates (i.e., 0.05 day-1 
and 0.1 day-1) compromised the coexistence of plankton functional types. Despite low in 
comparison with dilution rates used in laboratory chemostat experiments, the value used 
here is appropriate for considerations of transfer across an ergocline (where rates are ca. 
0.01 – 0.05 day-1). The photosynthetically active radiation (PAR) was computed from the 
shortwave radiation in the surface (Isurf), which was assumed to be constant through the 
period of the simulation, and an attenuation coefficient dependent on the concentration of 
plankton and particulate organic matter following Butenschön et al. (2016). The 
concentration of inorganics (e.g. dissolved inorganic nitrogen – DIN) entering the system 
(akin to concentrations below the mixed layer) was constant throughout a given 
simulation. 
Two different scenarios were simulated: low light-high nutrient (Isurf = 50 W m-2 
or 228 µmol photon m-2 s-1; DIN = 20 µM nitrate) and high light-low nutrient (Isurf = 250 
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W m-2 or 1,140 µmol photon m-2 s-1; DIN = 4 µM nitrate). These irradiance and nutrient 
concentrations were chosen to induce light limitation or nutrient limitation among 
phototrophs. Light limitation was assessed through the relative rate of photosynthesis (i.e., 
the ratio between the actual photosynthesis rate and the maximum photosynthesis rate) 
while nutrient limitation was assessed through the normalised nutrient to carbon quotas. 
It was assumed an input 16:1 mole ratio of dissolved inorganic nitrogen (DIN; nitrate) to 
phosphorus, and a 1:1 mole ratio of DIN to silicon in all simulations. 
Models output are presented herein through the average of the last year of 
simulation. The total ammonium regeneration, the trophic transfer efficiency, and the total 
production of labile DOC were compared between the non-mixotrophic and the 
mixotrophic food webs. These metrics were chosen to test the hypotheses that mixotrophy 
decreases the overall regeneration of inorganics, increases the transfer of biomass to 
higher trophic levels promoting the accumulation of biomass in larger size-classes and 
increases DOC production. The ratio between the total amount of food ingested by 
mesozooplankton and the total gross primary productivity (GPP) was used as a measure 
of trophic transfer efficiency. All organic carbon released by phytoplankton through 
primary production, egestion of unassimilated prey (mainly by protists), and natural 
mortality were assumed to contribute to the pool of labile DOC. The contribution of 
different functional groups to each of the processes was also investigated. Finally, the 
relative biomasses of mixotrophs and their respective autotrophic and heterotrophic 
competitors were evaluated in the transition from light to nutrient limitation. Thus, a third 
modelling experiment was conducted to simulate intermediate conditions of light and 
nutrient limitation (Isurf = 100 W m-2 or 457 µmol photon m-2 s-1, DIN = 16 µM nitrate). 
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Table 6.1 Constant parameter values for the different protist functional types (for constant descriptions see Appendix C, Table C.1). 
Constant PicoP Diatoms Nano-A Micro-A Nano-CMs Micro-CMs SNCMs GNCMs NanoZ MicroZ Ref. 
αChl 1.0×10-5 6.5×10-6 8.0×10-6 5.0×10-6 8.0×10-6 5.0×10-6 5.0×10-6 5.0×10-6 - - 1,2 
ChlCabs 0.015 0.06 0.025 0.045 0.025 0.045 - - - - 3,2 
DChl - - - - - - 0.01 0.40 - - 4, 5 
kPmax - - - - - - 1.00 1.00 - - - 
Ka 1.00 7.00 2.10 7.00 2.10 7.00 7.00 - - - 6 
Kn 2.10 14.0 4.20 14.0 4.20 14.0 14.0 - - - 6 
Kp 0.21 1.40 0.42 1.40 0.42 1.40 1.40 - - - 6 
KSi - 15.0 - - - - - - - - 7 
µmax 0.693 1.386 0.693 0.50 0.60 0.40 0.693 0.693 0.693 0.693 8, 9 
µphot 0.693 1.386 0.693 0.50 0.60 0.40 0.35 0.00 - - 8, 9 
NCabs 0.25 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 10, 6 
NCmax 0.20 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15 10, 6 
NCmin 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.15 0.15 10, 6 
Pbalcrit - - - - 0.10 0.10 0.10 0.00 - - - 
PCabs 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 10, 6 
PCmax 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 10, 6 
PCmin 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.02 0.02 10, 6 
size  1.00 20.0 5.00 20.0 5.00 20.0 20.0 20.0 5.00 20.0 - 
Smax - - - - 6.00 30.0 30.0 30.0 10.0 40.0 11 
Smin - - - - 0.90 0.20 0.20 0.20 0.10 0.20 11 
Smix - - - - 0 0 1 1 - - - 
Sopt - - - - 1.00 5.00 5.00 5.00 1.00 5.00 11 
Spd - - - - 1 1 1 0 - - - 
Ssi 0 1 0 0 0 0 0 0 0 0 - 
1Bouman et al. 2018; 2 Butenschön et al 2016; 3Sathyendranath et al. 2009; 4Myung et al. 2013; 5Schoener and McManus 2017; 6Flynn and Mitra 2009; 7Thamatrakoln and 
Hildebrang 2007; 8Flynn and Raven 2016; 9Laws 2013; 10Geider and La Roche 2002; 11Table S1 
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Table 6.2 List of constant parameters within the bacteria model from ERSEM (as per 
Butenschön et al. 2016). 
Constant  Description Unit Value 
chn Michaelis-Menten constant for nitrate limitation mmol N m-3 0.5 
chp 
Michaelis-Menten constant for phosphate 
limitation 
mmol P m-3 0.1 
frF3 
fraction of activity respiration converted to semi-
refractory DOC 
- 0.3 
NCmax maximum nitrogen to carbon ratio mmol N (mg C)-1  0.0167 
nRP number of substrates - 3 
PCmax maximum phosphorus to carbon ratio mmol P (mg C)-1  0.0019 
puB efficiency at high oxygen levels - 0.6 
frDOCl fraction of semi-labile DOC available to bacteria - 0.0075 
frDOCr 
fraction of semi-refractory DOC available to 
bacteria 
- 0.0025 
sdB specific mortality day-1 0.05 
sDOM 








mineralisation rate of labile dissolved organic 
nitrogen 
day-1 0 
rPOCs remineralisation of small-size POM day-1 0.01 
rPOCm remineralisation of medium-size POM day-1 0.0025 
rPOCl remineralisation of large-size POM day-1 0.001 
srsB specific rest respiration day-1 0.1 
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Table 6.3 List of constant parameters within the mesozooplankton model; parameters in 
bold correspond to new implementations to the model of Butenschön et al. (2016). 
Constant Description Unit Value 
Crmicro-CMs slope of the encounter rate for micro-CMs (gC gC-1 day-1).(gC m-3)-1 0.70 
Crnano-CMs slope of the encounter rate for nano-CMs (gC gC-1 day-1).(gC m-3)-1 0.08 
Crdiatoms slope of the encounter rate for diatoms (gC gC-1 day-1).(gC m-3)-1 0.70 
CrGNCMs slope of the encounter rate for GNCMs (gC gC-1 day-1).(gC m-3)-1 0.70 
Crmesozoo 
slope of the encounter rate for 
mesozooplankton (intraguild predation) 
(gC gC-1 day-1).(gC m-3)-1 3.00 
Crmicrozoo 
slope of the encounter rate for 
heterotrophic microzooplankton 
(gC gC-1 day-1).(gC m-3)-1 0.35 
Crnanozoo 
slope of the encounter rate for 
heterotrophic nanoflagellates 
(gC gC-1 day-1).(gC m-3)-1 0.04 
CrPOM 
slope of the encounter rate for particulate 
organic matter 
(gC gC-1 day-1).(gC m-3)-1 0.70 
CrSNCMs slope of the encounter rate for SNCMs (gC gC-1 day-1).(gC m-3)-1 0.70 
KI 
half-saturation constant for the ingestion 
rate of all prey types 
gC gC-1 day-1 0.25 
Imax maximum carbon ingestion rate gC gC-1 day-1 1.00 
Minprey food threshold for overwintering state mg C m-2 0.00 
nprey number of prey types - 9.00 
pe_R1 dissolved fraction of excreted matter - 0.50 
puMZ assimilation efficiency - 0.60 
pu_ea 
fraction of unassimilated prey that is 
excreted (not respired) 
- 0.50 
pu_eaR 
fraction of unassimilated detritus that is 
excreted (not respired) 
- 0.90 
qnc nitrogen to carbon ratio mmol N (mg C)-1  0.013 
qpc phosphorus to carbon ratio mmol P (mg C)-1  0.0008 
R1R2 
labile fraction of produced dissolved 
organic carbon 
- 1.00 
sdMZ basal mortality day-1 0.025 
sdo 
maximum mortality due to oxygen 
limitation 
day-1 0.00 
srsMZ specific rest respiration  day-1 0.015 
xR1n 




transfer of phosphorus to DOM, relative 
to POM 
- 1.20 
repw specific overwintering respiration day-1 0.0025 
mort specific overwintering mortality  day-1 0.0025 
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6.2.3. Sensitivity analyses for the mixotrophic food web 
Sensitivity analyses were performed to evaluate how the ecological processes 
described in the previous section (i.e., ammonium regeneration, trophic transfer efficiency, 
and total production of labile DOC) are affected by the choice of parameter values and 
nutrient concentrations in the chemostat medium for the mixotrophic food web. The 
sensitivity of the mixotrophic food web was evaluated for both the nutrient-limited and 
the light-limited scenarios. The main parameters that define functional diversity within 
the conceptual food web, such as those related to phototrophy, nutrient uptake, predation, 
respiration, and mixotrophic potential (Chapter 5.4) were selected for the analyses 
(Appendix D, Table D.1).  
In order to rank the importance of the input parameters, an approach based on the 
Monte-Carlo ensemble technique was used (Chapter 5.8). A total of m = 116 input 
parameters were included in the sensitivity analyses. A total of n = 2320 realizations were 
performed assuming 20 realizations for each input parameter as a rule of thumb (Hair et 
al., 2006). Random values were generated assuming a range of ± 30% of the reference 
value of the input parameters (e.g., Sankar et al., 2018) and all parameters included in the 
analysis had initial values higher than zero. The analyses were performed using a Python 
code developed for the purpose.  
In addition to these analyses, an extra sensitivity test was performed to confirm 
that averaged model outputs during the last year of the simulation were independent from 
initial conditions. Tests were performed in both limitation scenarios (i.e., light or nutrient). 
First, the biomass of all plankton functional types was decreased to 5% or doubled with 
respect to the default values used in all simulations. Then, the biomass of each functional 
type was doubled individually to check for any potential effect related to individual 
components of the model. Changes in the main ecosystem properties investigated on this 
study (ammonium regeneration, trophic transfer efficiency, production of labile DOC) and 
in plankton biomasses were evaluated for each of the tests. 
  
  




6.3.1. Validating silicon dynamics for diatoms 
Silicon dynamics within the protist model were validated against the MDP both 
under nitrate and silicate limitation (Table 6.4 and Figs. 6.1 and 6.2, respectively). Based 
on the time-series plots, the simulations by the protist model matched closely the 
simulations by the MDP (Figs. 6.1 and 6.2). In fact, all variables analysed were highly 
correlated, with r > 0.9 for all variables (Table 6.4). Overall, nutrient limitation developed 
relatively earlier in the protist model (Figs. 6.1 and 6.2). According to the RMSE and AE 
metrics, differences between the protist model and the MDP were close to zero for most 
of the variables except for nutrient concentrations and diatom carbon biomass (Table 6.4). 
The RMSE and AE values were higher among these variables due to the large variability 
of the simulated data (Figs. 6.1 and 6.2).  
Table 6.4 Model skill assessment for selected variables under nitrate or silicate limitation. 
r–correlation coefficient, RMSE–root mean squared error, and AE–average error. 
Variables correspond to nutrients (DIN, DIP, and Silicon), normalised nutrient to carbon 
quotas – mNCU (nitrate), mPCu (phosphate), and mSCu (silicate); nutrient to carbon 
quotas – N:C, P:C, and Si:C, diatoms biomass, photosynthesis rate (mPS), and growth rate 
(mCu).   
 Nitrate limitation Silicate limitation 
Model output r RMSE AE r RMSE AE 
DIN (µM) 0.97 81.27 -26.01 0.98 280.09 -201.41 
DIP (µM) 0.97 11.23 -4.16 0.98 34.37 -19.68 
Silicon (µM) 0.98 482.81 15.34 0.98 147.25 -48.17 
mNCu (dl) 0.94 0.17 -0.06 0.99 0.02 -0.02 
mPCu (dl) 0.97 0.04 -0.03 0.99 0.01 < 0.01 
mSCu (dl)* 0.99 < 0.01 < 0.01 0.92 0.21 -0.04 
N:C (gN gC-1) 0.94 0.03 -0.02 0.96 0.02 -0.01 
P:C (gP gC-1) 0.97 < 0.01 < 0.01 0.98 < 0.01 < 0.01 
Si:C (gSi gC-1) 0.98 0.04 -0.03 0.99 0.03 -0.03 
Biomass (µg C L-1) 0.97 1638.10 725.29 0.97 1449.23 925.40 
mPS (gC gC-1 d-1) 0.96 0.28 < 0.01 0.95 0.34 0.01 
mCu (gC gC-1 d-1) 0.94 0.23 < 0.01 0.95 0.22 0.01 
 
  




Figure 6.1 Validating silicon dynamics within the protist model (PM) under nitrate 
limitation. PM simulations (dotted blue lines) were compared with simulations using the 
original model of diatom physiology (MDP; solid red lines). Comparisons were made for 
nutrient concentrations (first line), normalised nutrient to carbon quotas (second line; 
mNCu - N:C, mPCu - P:C, mSCu - Si:C), actual nutrient to carbon quotas (third line), 
carbon biomass and photosynthesis (mPS) and growth (mCu) rates (fourth line).  
  




Figure 6.2 Validating silicon dynamics within the protist model (PM) under silicate 
limitation. PM simulations (dotted blue lines) were compared with simulations using the 
original model of diatom physiology (MDP; solid red lines). Comparisons were made for 
nutrient concentrations (first line), normalised nutrient to carbon quotas (second line; 
mNCu - N:C, mPCu - P:C, mSCu - Si:C), actual nutrient to carbon quotas (third line), 
carbon biomass and photosynthesis (mPS) and growth (mCu) rates (fourth line).  
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6.3.2. Light-limited scenario 
Ecosystem properties differed between the non-mixotrophic and the mixotrophic 
food webs in the light-limited scenario (Fig. 6.3). Ammonium regeneration was higher in 
the non-mixotrophic food web, mainly due to the activity of heterotrophic protists 
(Fig. 6.3a). Once mixotrophs were included, they competed with their heterotrophic 
counterparts and down-regulated the biomass of heterotrophic nanoflagellates (Fig. 6.4). 
Mixotrophs did not contribute as much to the regeneration of ammonium but supported a 
higher trophic transfer efficiency of carbon biomass to higher trophic levels (Fig. 6.3b). 
This is explained by changes in community composition, from smaller (in the non-
mixotrophic food web) to larger (in the mixotrophic food web) phototrophs, since 
mesozooplankton exhibit a preference for larger prey items. In the absence of mixotrophs, 
autotrophic nanoflagellates and microflagellates were outcompeted by picophytoplankton 
and diatoms (Fig. 6.4), with only the latter having a cell size large enough to serve as food 
for mesozooplankton (Fig. 6.3b). In the mixotrophic food web, CMs thrived, with 
mixotrophs contributing significantly to the diet of mesozooplankton (Fig. 6.3b). In turn, 
the production of DOC was higher in the non-mixotrophic food web (Fig. 6.3c). This was 
mainly due to the higher total GPP, reflecting the high biomass levels attained by 
picophytoplankton and diatoms (Fig. 6.4), and due to higher mortality following the 
overall increase in carbon biomass. Relative to that of phototrophs, the production of DOC 
by phagotrophic protists was minor in the non-mixotrophic framework while being more 
significant in the presence of mixotrophs (Fig. 6.3c).      
  




Figure 6.3 Light limited-scenario for the non-mixotrophic and the mixotrophic food webs. 
a) ammonium (DIN) regeneration; b) trophic transfer efficiency (measured by the ratio of 
the total amount of food ingested by mesozooplankton (MZ) by the total gross primary 
productivity); and c) total production of labile dissolved organic carbon (DOC). Data were 
averaged for the last year of simulation. Schematics show the relative contribution of 
functional groups (green–autotrophs, yellow–mixotrophs, blue–heterotrophs, grey–
decomposers) to each of the ecosystem properties (black nodes). In panel b, fluxes 
represent the amount of food ingested by mesozooplankton. dl-dimensionless; for others 
please refer to the Abbreviations section. 
 
  




Figure 6.4 Community composition for the non-mixotrophic (left) and the mixotrophic 
(right) food webs in the light-limited scenario. Carbon biomass of the different functional 
groups are given; colours indicate different trophic strategies. Data were averaged for the 
last year of simulation. Please refer to the Abbreviations section for the functional types. 
 
6.3.3. Nutrient-limited scenario 
Mixotrophy was more successful under the nutrient-limited scenario (Figs. 6.5 and 
6.6), with mixotrophs outcompeting their strict auto- and hetero- trophic counterparts, 
respectively. As a result, ecosystem properties differed substantially between the non-
mixotrophic and the mixotrophic food webs in this scenario (Fig. 6.5). Similar to the light 
limited-scenario, ammonium regeneration was lower in the mixotrophic food web 
(Fig. 6.5a) and NCMs could outcompete their heterotrophic counterparts due to limited 
prey availability (Fig. 6.6). As mixotrophs did not contribute to the regeneration of 
ammonium (Fig. 6.5a), this in turn decreased the availability of inorganic nutrients, which 
favoured CMs (mainly nano-CMs) over strict autotrophs (Fig. 6.6). 
The role of mixotrophy in the trophic transfer efficiency was more pronounced in 
the nutrient-limited scenario (Fig. 6.5b). Indeed, while in the non-mixotrophic food web 
mesozooplankton was limited by the paucity of suitable prey, in the mixotrophic food 
web, mesozooplankton could rely on NCMs which in turn were supported by the nano-
CMs biomass feeding on picophytoplankton (Figs. 6.5b and 6.6). Contrary to the light-
limited scenario, mixotrophy also boosted the production of labile DOC under nutrient 
limitation. This was mainly related to a greater fraction of ingested prey remaining 
unassimilated (i.e., more inefficient predators due to lower prey quality). The main 
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contributors to the production of labile DOC on this scenario were nano-CMs and GNCMs 
(Fig. 6.5c). The direct effect of increased availability of labile DOC is the stimulation of 
bacterial metabolism, which leads to enhanced production of recalcitrant DOC (Fig. 6.5c). 
 
Figure 6.5 Nutrient limited-scenario for the non-mixotrophic and the mixotrophic food 
webs. a) ammonium (DIN) regeneration; b) trophic transfer efficiency (total amount of 
food ingested by mesozooplankton (MZ) to the total gross primary productivity ratio); and 
c) total production of labile DOC. Data were averaged for the last year of simulation. 
Schematics show the relative contribution of autotrophs (green), mixotrophs (yellow), 
heterotrophs (blue), and decomposers (grey) to each of the ecosystem properties (black 
nodes). In panel b, fluxes represent the amount of food ingested by mesozooplankton. dl-
dimensionless; for others please refer to the Abbreviations section. 
 
  




Figure 6.6 Community composition for the non-mixotrophic (left) and the mixotrophic 
(right) food webs in the nutrient-limited scenario. Carbon biomass of the different 
functional groups are given; colours indicate different trophic strategies. Data were 
averaged for the last year of simulation. Please refer to the Abbreviations section for the 
functional types. 
 
The individual and additional effects of mixotrophic diversity were also 
investigated by including one or more mixotrophic types at a time (Fig. 6.7). The 
additional simulations were performed under nutrient limitation due to the higher 
importance of mixotrophy on this scenario. The changes on community structure (in terms 
of carbon biomass considering mixotrophs and their strict auto- and hetero- trophic 
competitors), ammonium regeneration, and trophic transfer efficiency were evaluated 
relative to the non-mixotrophic food web. When only one mixotrophic type was 
considered, changes on community structure were more significant for nano-CMs which, 
outcompeting picophytoplankton, were the only mixotrophic type to enable the growth of 
mesozooplankton alone (Fig. 6.7). On the other hand, micro-CMs down-regulated the 
biomass of strict heterotrophs, allowing higher picophytoplankton biomass and decreasing 
the overall regeneration of ammonium by ~ 70% (Fig. 6.7). The individual impact of 
GNCMs or SNCMs was small; in fact, SNCMs did not survive because they depend on 
nanophytoplankton to obtain their phototrophic capacity and this group was outcompeted 
by picophytoplankton (Fig. 6.7). Differences were more pronounced once nano-CMs and 
GNCMs or SNCMs were included in the model because nano-CMs supports the biomass 
of NCMs which, in turn, is transferred to mesozooplankton (Fig. 6.7). Finally, including 
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all mixotrophic types increased the extent of the overall niche for mixotrophy, enhancing 
its overall impact (Fig. 6.7). 
 
 
Figure 6.7 Food web models accounting for individual and additional effects of 
mixotrophic diversity to the community structure, ammonium regeneration (mg N m-3 
day-1), and carbon transfer efficiency to mesozooplankton (dimensionless) within the 
nutrient-limited scenario. Community structure is given in terms of carbon biomass 
considering the mixotrophs and their strict auto- and hetero- trophic competitors. Trophic 
transfer is given by the ratio between mesozooplankton total ingestion and the total gross 
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6.3.4. Sensitivity analyses for mixotrophic food web 
The overall fraction of variance explained by the multiple linear regression on the 
116 selected parameters was high for all three targeted outputs in both limitation scenarios 
(R2 > 0.9). In this chapter, the first 8 parameters ranked by highest sensitivity are presented 
(Tables 6.5 and 6.6); the full ranking of significant coefficients can be found in the 
supplementary material (Appendix D, Table D.1). The sensitivity coefficients of all the 
parameters reported here were statistically significant. A positive coefficient (in Tables 
6.5 and 6.6) indicates that an increase in the parameter value led to an increase in the 
output value and vice-versa. 
In the light-limited scenario, all targeted outputs were most sensitive to 
photosynthetic parameters (Table 6.5). Ammonium regeneration was promoted by 
increasing the efficiency of diatoms and picophytoplankton in harvesting light (αChl and 
ChlCabs, positive coefficients in Table 6.5) and decreased if higher maximum nitrogen to 
carbon quotas were considered (NCmax, negative coefficients in Table 6.5). In turn, the 
trophic transfer efficiency was most sensitive to the optimal prey size (Sopt) of nano-CMs 
(Table 6.5). Increasing their optimal prey size increased the intraguild predation within 
this group, resulting in higher growth rates but lower population biomass. A cascade effect 
is then observed, because less prey would be available for micro-CMs, which are an 
important prey item for mesozooplankton in this scenario (Crmicro-CMs). On the other hand, 
increasing αChl and ChlCabs among CMs and diatoms supported higher trophic transfer 
efficiency, since these were the main prey supporting mesozooplankton biomass (positive 
coefficients in Table 6.5). Mesozooplankton intraguild predation (Crmesozoo) was also 
important and negatively impacted (i.e. decreased) the trophic transfer efficiency (ranked 
5th). Regarding the production of labile DOC, the contribution of the major phototrophs 
(diatoms, picophytoplankton, and nano-CMs) was the main source of DOC in the light-
limited scenario, mainly driven by parameters controlling their phototrophic potential 
(αChl and ChlCabs; positive coefficients in Table 6.5). The optimal prey size of nano-CMs 
was also important, although to a lesser extent (Sopt). 
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In the nutrient-limited scenario, the parameterisation of bacteria and mixotrophs 
was more important (Table 6.6). Ammonium regeneration was negatively impacted by 
increasing the maximum prey size accessible by nano-CMs (Smax), as well as its preferred 
prey size (Sopt) (negative coefficients in Table 6.6), because it favours the success of nano-
CMs relative to their strict heterotrophic competitors. However, increases in the maximum 
phototrophic growth rate (µphot) of nano-CMs counterbalanced the negative effect of Sopt. 
Maximum internal N or P to carbon quotas were also important (ranked 2nd, 3rd, and 8th). 
Similar to the light-limited scenario, the trophic transfer efficiency was inversely related 
to the optimal prey size (Sopt) of nano-CMs, resulting in less prey for GNCMs, which were 
an important prey for mesozooplankton under nutrient limitation (ranked 1st and 3rd, 
respectively). A similar negative effect was observed when increasing Smax among 
mixotrophs (negative coefficients in Table 6.6). Parameters associated with 
picophytoplankton and bacteria were also important (µphot and NCmax, respectively), but 
to a lesser extent than the previous ones (Table 6.6). The production of labile DOC was 
positively related (i.e., increased) with the maximum phototrophic growth rate of nano-
CMs (µphot) and with parameters controlling the predation by NCMs (Smax; positive 
coefficients in Table 6.6). The internal stoichiometry regulation of mixotrophs and 
bacteria was also important, with a negative effect associated with N to C ratios (ranked 
3rd, 4th, and 6th) and a positive effect associated with P to C ratios (ranked 7th and 8th). 
The additional sensitivity analyses confirmed that averaged model outputs during 
the last year of the simulation were independent from initial conditions applied to plankton 
biomasses, for both light and nutrient limitation scenarios. No difference was observed for 
any of the ecosystem properties investigated or plankton biomasses.   
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Table 6.5 Results of the Monte-Carlo sensitivity analyses for three targeted model outputs 
in the mixotrophic food web within the light-limited scenario (sensitivity coefficients of 
all parameters were statistically significant at p < 0.001 and R2 > 0.9). These are ranked 
with respect to their absolute value (most important first). Coefficient signs indicate a 
positive or negative effect on the targeted model outputs, i.e. increase or decrease of the 
output values, respectively. 
Targeted output Functional type Parameter Coefficient 
Ammonium regeneration Picophytoplankton αChl 0.34  
Nano-CMs NCmax -0.27  
Diatoms αChl 0.27  
Diatoms ChlCabs 0.27  
Picophytoplankton ChlCabs 0.24  
Micro-CMs NCmax -0.21  
SNCMs NCmax -0.18  
Bacteria NCmax 0.17     
Trophic transfer efficiency Nano-CMs Sopt -0.31  
Diatoms αChl 0.27  
Diatoms ChlCabs 0.22  
Nano-CMs ChlCabs 0.20  
Mesozooplankton Crmesozoo -0.19  
Picophytoplankton ChlCabs -0.19  
Mesozooplankton Crmicro-CMs 0.17  
Nano-CMs αChl 0.17     
Production of labile DOC Diatoms αChl 0.50  
Diatoms ChlCabs 0.40  
Picophytoplankton αChl 0.31  
Picophytoplankton ChlCabs 0.16  
Nano-CMs αChl 0.15  
Nano-CMs ChlCabs 0.12  
Nano-CMs Sopt 0.11  
Diatoms BR -0.09 
αChl, initial slope of photosynthesis-irradiance curve; BR, basal respiration rate; ChlCabs, absolute 
maximum Chl:C ratio; Cr: slope of capture-prey abundance curve; NCmax, maximum N:C ratio; Sopt: 
optimum prey size.   
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Table 6.6 Results of the Monte-Carlo sensitivity analyses for three targeted model outputs 
in the mixotrophic food web within the nutrient-limited scenario (sensitivity coefficients 
of all parameters were statistically significant at p < 0.001 and R2 > 0.9). These are ranked 
with respect to their absolute value (most important first). Coefficient signs indicate a 
positive or negative effect on the targeted model outputs, i.e., increase or decrease of the 
output values, respectively. 
Targeted output Functional type Parameter Coefficient 
Ammonium regeneration Nano-CMs Smax -0.46  
Nano-CMs NCmax -0.20  
Bacteria NCmax 0.14  
GNCMs Smax 0.11  
Nano-CMs µphot 0.10  
Nano-CMs Sopt -0.10  
SNCMs Smax 0.09  
SNCMs PCmax 0.06     
Trophic transfer efficiency Nano-CMs Sopt -0.42  
Nano-CMs Smax -0.29  
Mesozooplankton CrGNCMs 0.21  
GNCMs Smax -0.21  
SNCMs Smax -0.16  
Nano-CMs Smin -0.13  
Picophytoplankton µphot -0.12  
Bacteria NCmax 0.11     
Production of labile DOC Nano-CMs µphot 0.33  
SNCMs Smax 0.32  
Nano-CMs NCmin -0.31  
Bacteria NCmax -0.30  
GNCMs Smax 0.25  
Nano-CMs NCmax -0.20  
GNCMs PCmax 0.19  
Bacteria PCmax 0.17 
Cr: slope of capture-prey abundance curve; NCmax, maximum N:C ratio; NCmin, minimum N:C ratio; 
µphot, maximum phototrophic growth rate; PCmax, maximum P:C ratio; Smax, maximum prey size; Smin, 








This study suggests that the interpretations and predictions of the functioning of 
the marine planktonic ecosystem could radically change if we consider mixotrophic 
functional diversity in ocean models, with mixotrophy impacting nutrient availability, 
mass and energy transfer to higher trophic levels, and the microbial loop (Figs. 6.3–6.6). 
The simulations show that the relative dominance of different mixotrophic functional 
groups can shape the planktonic ecosystem in different ways depending on light and 
nutrient regimes. Size was shown to be important to determine the success of mixotrophs 
with an innate capacity for photosynthesis; while small cells dominated under nutrient 
limitation, larger cells were more important under light limitation (Fig. 6.8a). Among 
acquired phototrophs, the specificity of the prey from which kleptochloroplasts are 
obtained affected their success, with generalist forms dominating under nutrient limitation 
and specialist forms showing maximal contribution in intermediate conditions of light and 
nutrients and under nutrient limitation (Fig. 6.8b). 
 
Figure 6.8 Relative biomass of mixotrophic, strict autotrophic, and strict heterotrophic 
protists in a gradient from nutrient to light limitation. a) CMs and their strict autotrophic 
competitors; b) NCMs and their strict heterotrophic competitors. Data were averaged for 
the last year of simulation. Note that area corresponding to high nutrient and high 
irradiance (upper right corner of the panels) are potentially mutually exclusive due to self-
shading. 
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6.4.1. Model output and empirical observations 
The results presented here appear consistent with empirical observations. The 
nano-CMs and GNCMs (e.g. oligotrich ciliates) have been reported to be important 
members within oligotrophic gyres and during summer within temperate seas (Stoecker 
et al., 1987; Zubkov and Tarran, 2008; Hartmann et al., 2012; Unrein et al., 2014; 
Haraguchi et al., 2018). In contrast, micro-CMs and SNCMs (e.g., Mesodinium rubrum) 
can be major components of plankton assemblages in eutrophic coastal environments and 
during winter within temperate seas (Burkholder et al., 2008; Jeong et al., 2010c, Hansen, 
2011; Johnson et al., 2013). The simulations also produced realistic estimates of the 
biomass ratios between NCMs and their heterotrophic competitors. In the light-limited 
scenario, the model predicted coexistence of NCMs and their heterotrophic counterparts, 
with the latter comprising half of the total assemblage (Fig. 6.8b). These results were 
consistent with previous observations showing that strict heterotrophs comprise on 
average 60% of total ciliate biomass during winter within coastal temperate seas (Chapter 
3). Once limited by prey availability, strict heterotrophs survived at a very low biomass 
only accounting for 5% of the total assemblage (Fig. 5b). Overall, this value is lower than 
expected during summer (Chapter 3); minimum values were reported in the Mediterranean 
Sea and in the Northwest Atlantic Shelves, in which heterotrophic microzooplankton 
accounted for less than 15% of total ciliate biomass (Stoecker et al. 1987; Modigh, 2001; 
Bernard and Rassoulzadegan, 1994). It was not possible, however, to compare the biomass 
ratios of nano-CMs and heterotrophic nanoflagellates (as per Chapter 4) because the latter 
were outcompeted in all simulations (Figs. 6.4 and 6.6). 
6.4.2. System stability and acquired phototrophy 
Acquired phototrophy has been suggested to stabilise coexistence between NCMs 
and the prey that provides their phototrophic potential (Moeller et al., 2016). However, 
the nature of this coexistence would depend on light availability, with the amplitude of 
repeating biomass cycles increasing with irradiance (Moeller et al., 2016). In a food web 
considering bottom-up (nutrients) and top-down (higher predators) controls, the amplitude 
of repeating cycles was considerably lower under high-light and low-nutrient conditions, 
approaching a constant steady-state (Fig. 6.9). In addition, when interactions between 
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SNCMs, GNCMs, and strict heterotrophs were allowed, the model became more unstable 
with one group slowly outcompeting the others. Defining the differences between these 
groups is challenging. For instance, experimental evidence found similar maximum 
growth rates and inorganic N uptake between strict heterotrophs and GNCMs (Schoener 
and McManus, 2017). Although the assumptions of the model presented here were based 
on the current literature, there is little quantitative information on the costs and benefits 
associated to acquired phototrophy (Dolan and Pérez, 2000; Stoecker et al., 2009; 
McManus et al., 2012). The sensitivity experiments suggest that defining the prey size 
spectrum accessible and selected by each of these groups significantly impact the targeted 
outputs (Tables 6.5 and 6.6). 
 
 
Figure 6.9 Population dynamics within the mixotrophic food web under light (upper 
panel) or nutrient (lower panel) limitation scenarios. Lines represent different functional 
types and colours indicate different trophic strategies (green – autotrophs, yellow – 
mixotrophs, blue – heterotrophs, grey – decomposers). See also the Abbreviations section.  
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6.4.3. Nutrient cycling, trophic transfer, and DOC production 
This modelling study predicted that the dominance of mixotrophs over their strict 
autotrophic and heterotrophic counterparts increases in the transition from light to nutrient 
limitation (Fig. 6.8). Mixotrophs can outcompete strict autotrophs and strict heterotrophs 
by using nutrients more efficiently. Indeed, when nutrient-rich prey are ingested any 
surplus of N and P may be combined with newly fixed carbon instead of being excreted 
outside the cell (Rothhaupt, 1997; Flynn and Mitra, 2009; Fischer et al., 2017). In addition, 
certain species of acquired phototrophs can take up inorganic nutrients (Hattenrath-
Lehmann and Gobler, 2015; Qiu et al., 2016). These features minimise the 
remineralization of nutrients to the environment enhancing the bottom-up control of strict 
autotrophs under nutrient limitation and favouring mixotrophs over strict heterotrophs 
under low prey availability (Fig. 6.8). Thus, the simulations indicate that the presence of 
not only CMs but also NCMs can decrease nutrient regeneration. This is consistent with 
previous findings showing that the dinoflagellate Dinophysis acuminata and the ciliate 
Mesodinium rubrum take up inorganic nutrients; these two species are classifiable as 
SNCMs as they must acquire kleptochloroplasts from M. rubrum and red cryptophyte 
algal prey, respectively (Hattenrath-Lehmann and Gobler, 2015; Qiu et al., 2016). Recent 
evidence also shows that oligotrich ciliates (i.e. GNCMs) can take up inorganic nutrients, 
although it might not contribute significantly to their growth (Schoener and McManus, 
2017). 
Mixotrophs have been previously suggested to increase the trophic transfer 
efficiency to higher trophic levels (Stoecker et al., 2009; Ward and Follows, 2016; 
Stoecker et al., 2017). The simulations presented here support and expand this ecological 
concept by considering the functional diversity among mixotrophs and their strict 
autotrophic and heterotrophic competitors. The results suggest that CMs have a 
competitive advantage over strict autotrophic competitors, particularly under nutrient 
limitation, allowing the accumulation of biomass in larger prey instead of in pico-sized 
prey, which are too small to be consumed by higher consumers. In turn, CMs provide 
photosynthetic potential to NCMs, which composed the bulk of biomass that sustained 
higher trophic levels (Fig. 6.5b). In fact, crustacean zooplankton and fish larvae 
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preferentially prey on NCMs, such as oligotrich ciliates and M. rubrum, rather than on 
their strict auto- and hetero- trophic competitors (Broglio et al., 2004; Figueiredo et al., 
2007). This study suggests that ~50% of mesozooplankton diet was composed by NCMs 
in the nutrient-limited scenario versus 20% under light limitation. These values are 
consistent with observations showing that the relative importance of the consumption of 
NCMs by copepods varies across environmental gradients, increasing towards less 
productive systems (Calbet and Saiz, 2005). 
Mixed nutrition may also increase the release of labile DOC among protists (Flynn 
et al., 2008; Mitra et al., 2014b). The theoretical framework presented here provides a 
platform to explore how this might affect the production of recalcitrant DOC by bacteria. 
The results showed higher production of labile DOC in the mixotrophic food web only 
when nutrients were limiting, stimulating bacterial biomass (Mitra et al., 2014b) and, 
consequently, boosting the production of recalcitrant DOC (Fig. 6.3c vs Fig. 6.5c). The 
main source responsible for the higher production of labile DOC on this scenario was the 
increased release of labile DOC by protists (Fig. S8). This release, in turn, was induced 
by higher prey consumption combined with an overall poor prey quality, described here 
by internal N:C and P:C quotas (Mitra, 2006; Polimene et al., 2015). Overall, the stronger 
nutrient limitation in the presence of mixotrophs resulted in lower prey quality and hence 
less efficient microzooplankton. However, it is noteworthy that the production of labile 
DOC and hence of recalcitrant DOC is strongly dependent on model assumptions, 
particularly in the partitioning of voided material between particulate and dissolved pools.  
It is also important to note that this model lacked the description of osmotrophy among 
CMs (Ghyoot et al., 2017b), which can decrease the net production of DOC, or even 
change the mixotroph from a source of DOC into a sink. 
6.4.4. Model caveats 
The results presented in this chapter are dependent on several assumptions and 
uncertain parameters, but the aim was to explore the emerging paradigm in marine 
ecology, in which the phytoplankton-zooplankton dichotomy no longer holds. 
Constitutive mixotrophy was particularly important to maintain phototrophy within nano- 
and micro- plankton size classes, which would be outcompeted by picophytoplankton 
  
Chapter 6. Mixotrophic functional diversity   135 
 
 
otherwise. This result appears robust because it is mainly related to the overall predation 
impact, which is lower among picophytoplankton as predicted by allometric constraints. 
The success of different phototrophs is also dependent on their phototrophic capacities 
and internal stoichiometric quotas, as showed by the sensitivity tests, and these parameters 
are well characterised in the literature (Table 6.1). On the other hand, mixotrophs were 
too dominant relative to their heterotrophic competitors in the simulations. While it was 
possible to compile information on their total prey size spectrum (Table 5.1), it seems that 
we still lack information on the costs associated to mixotrophy. Further sensitivity 
analyses can help to parameterize the cost associated with the mixotrophic trait. Monte 
Carlo simulations can be used to search and identify the parameter values that minimize 
the error (with respect to data) to allow the survival of heterotrophic nanoflagellates. 
Similarly, this analysis can be used to produce more realistic scenarios in which strict 
heterotrophic microzooplankton coexist with NCMs whilst consuming each other. Finally, 
the results also suggest that NCMs may act as a sink or source of inorganic nutrients, 
depending on environmental conditions. Similarly, quantitative studies on the cycling of 
DOM by mixotrophs and consequently in the production of recalcitrant DOC by bacteria, 
can help to elucidate the significance of mixotrophy to the microbial carbon pump. 
Despite model caveats, the importance of mixotrophy in the environmental setups 
used in the simulation experiments can have profound consequences in view of climatic 
and anthropogenic changes on the oceans, particularly in oligotrophic seas and eutrophic 
coastal systems. Warmer waters and stronger stratification have been previously 
hypothesised to favour mixotrophic plankton in oligotrophic seas (Polovina et al., 2008; 
Wilken et al., 2013; Behrenfeld et al., 2016). In turn, increased eutrophication in coastal 
waters can induce light-limitation and promote the formation of harmful algal blooms, 
many of which are mixotrophic species (Burkholder et al., 2008; Gomes et al., 2014). This 
study provides the basis for the mechanisms giving competitive advantages to different 
mixotrophs relative to their strict auto- and hetero- trophic competitors under such 
environmental conditions (i.e., nutrient or light limitation). In view of the results presented 
here, future studies aiming to predict the impact of environmental changes on the oceanic 
food webs should consider the mixotrophic potential of plankton communities.   
  




Mixotrophic functional diversity can significantly alter our understanding of 
ecosystem dynamics within the lower trophic levels of marine food webs, with key groups 
of mixotrophs controlling nutrient regulation, trophic transfer, and the microbial loop. The 
modelling study predicted predominance of nano-CMs and GNCMs in nutrient depleted 
conditions (akin to oligotrophic oceans), and a higher importance of micro-CMs and 
SNCMs under light limited conditions (e.g., eutrophic coastal systems). This is the first 
time that the roles of different mixotroph types have been explored simultaneously within 
plankton food webs. This work demonstrates the importance of deploying detailed 
descriptions of mixotroph physiology. It also shows how mixotrophy interacts in the direct 
and indirect control of the growth of strict autotrophic and heterotrophic populations, 
particularly under nutrient limitation. Moreover, it was demonstrated how mixotrophy can 
promote the transfer of carbon biomass to higher planktonic predators through the 
interplay between CMs and NCMs. Critically, a food web framework has been constructed 
for comprehensive quantitative exploration of the role of mixotrophic functional diversity 
in marine ecosystems, which can be readily implemented in a variety of settings: from 
chemostats to spatially structured models of the water column (1D) and the global ocean 
(3D). It thus provides a powerful tool to investigate the role of mixotrophy in a changing 
ocean.
  




Chapter 7  
 
Seasonal succession of protist trophic 









It is now well recognised that mixotrophy is an important trait under conditions of 
resource limitation (Troost et al., 2005; Flynn et al., 2013; Stoecker et al., 2017). More 
attention has been given to the importance of mixotrophy in mature systems, such as 
within oligotrophic seas, including summer conditions in temperate seas (Zubkov and 
Tarran, 2008; Unrein et al., 2014; Mitra et al., 2014b; Stoecker et al., 2009). Under these 
conditions, mixotrophy is mainly seen as an alternative route used by constitutive 
mixotrophs to acquire nutrients and by non-constitutive mixotrophs to get an extra source 
of carbon (Mitra et al., 2016). These findings were particularly important because they 
change the way we understand the microbial loop and the cycling of materials in nutrient 
limited waters (Mitra et al., 2014b). However, mixotrophy is also common in other 
oceanic ecosystems (Burkholder et al., 2008; Stoecker et al., 2017) and global analyses 
revealed mixotrophy to be ubiquitous across different spatio-temporal scales in the oceans 
(Chapters 3 and 4). For instance, empirical studies have shown the importance of 
mixotrophy during winter within a coastal upwelling area and throughout the water 
column in the Baltic Sea (Vargas et al., 2012; Weber et al., 2014). The diversity of 
mixotrophic strategies and the synergy between phototrophy and phagotrophy allow 
mixotrophs to be selected under a range of environmental conditions (Mitra and Flynn, 
2010; Mitra et al., 2016, Edwards, 2019). The challenge now is to better understand the 
mechanisms that allow mixotrophs to thrive in different ecosystems and how these relate 
to the succession of plankton communities (Andersen et al., 2015; Berge et al., 2017).  
The succession of plankton communities is a result of physical forcing and both 
bottom-up and top-down controls, which can be translated into competitive outcomes and 
(mainly) predation losses (Sverdrup, 1953; Margalef, 1978; Reynolds, 1984; Sommer et 
al., 2012; Calbet, 2001; Calbet and Landry, 2004). Defining the competitive abilities 
between mixotrophic protists and their competitors is not a trivial task. Mixotrophic 
protists compete at the same time with strict autotrophs and strict heterotrophs and 
depending on the strategy adopted by the mixotroph different competitive outcomes may 
be expected (Rothhaupt, 1996; Dolan and Pérez, 2000; Flynn and Hansen, 2013; Fischer 
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et al., 2017; Moeller et al., 2016). To add more complexity, most mixotrophs adopt the 
strategy of ‘eating your competitor’ and, therefore, also act as predators (Thingstad et al., 
1996; Burkholder et al., 2008; Jeong et al., 2010c; Hansen, 2011). Experimental studies 
provide valuable information about the competitive abilities of mixotrophs and their 
specialised competitors; however, these are usually limited to 2–3 species kept under 
controlled conditions and cannot access directly top-down controls. Considering that the 
fitness of a population depends on the traits of organisms and the sum of ecosystem 
processes, one could argue that fitness is an emergent property from simulations (Flynn 
et al., 2015). Therefore, incorporating realistic environmental variability into models and 
informing these with empirical data can shed light into protist succession allowing the 
evaluation of bottom-up and top-down controls (e. g., Bruggeman and Kooijman, 2007).  
Due to the stratification of the water column and the wide variations in light and 
temperature gradients, temperate seas function as model systems to study plankton 
seasonal succession (e.g., Bode and Fernández, 1992; Blight et al., 1995; Sommer and 
Lengfellner, 2008; Bunse and Pinhassi, 2017). Traditionally, it is envisaged that at the 
onset of thermal stratification, light is no longer limiting phototrophic growth and fast-
growing species (diatoms) tend to dominate the spring bloom (Sverdrup, 1953; Litchtman 
et al., 2007). Nutrient depletion and zooplankton predation are then expected to act 
curtailing the spring bloom. As stratification develops during summer, predators become 
food limited and phototrophic species with higher competitive abilities for nutrient uptake 
are expected to thrive (Edwards et al., 2013). As mixing increases during autumn, a second 
bloom might be observed if timed with still favourable light conditions (Sommer et al., 
2012) and non-limiting silicate concentrations (Egge and Aksnes, 1992). These 
mechanisms are based mainly on physical disturbance, nutrient affinities, and predation; 
other important features have received far less attention in the past decades, such as 
zooplankton overwintering, parasitism, food quality, and the role of heterotrophic protists; 
therefore, the seasonal succession of plankton has been revisited (Sommer et al., 2012; 
Glibert et al., 2016; Bunse and Pinhassi, 2017; Atkinson et al., 2018).  
Mixotrophy is another important feature to be added to this list (Bruggeman, 2009; 
Mitra et al., 2014b; de Vargas et al., 2015; Stoecker et al., 2017; Berge et al., 2017). Due 
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to methodological limitations, few empirical studies have accounted for mixotrophy when 
evaluating the seasonal succession of protists and these usually consider only specific 
groups of mixotrophs, usually mixotrophic dinoflagellates (e.g., Barton et al., 2013a; 
Gran-Stadniczeñko et al., 2019). Similarly, it is also challenging to compare model 
predictions with observational data when evaluating mixotrophy; therefore, most 
modelling studies have been applied in a theoretical way (Table 1.1). 
Here, the mechanisms driving the seasonal succession of protist trophic strategies 
(autotrophs, mixotrophs, and heterotrophs) were explored using an ecosystem model 
applied in a coastal stratified temperate sea, the Western English Channel at station L4 
(Fig. 7.1). This study is driven mainly by three motivations: i) to investigate the relevance 
of mixotrophy during different periods across the seasonal cycle, ii) to evaluate how 
mixotrophic populations change vertically within the water column and, iii) to integrate 
different mixotrophic forms in a single modelling framework comparing it against 
observational data. The plankton food webs were based on plankton functional types and 
coupled to a 1D model of the water column (Chapter 5). The physical model is key to 
address this question since it explicitly represents depth and incorporates realistic 
environmental variability (i.e., temperature, light, and mixing). Based on previous 
modelling results that showed different mixotrophs dominating under different light and 
nutrient regimes (Chapter 6), different mixotrophs were included in the model to evaluate 
if mixotrophic diversity influences the success of mixotrophs across the seasonal cycle 
and throughout the water column. 
7.2. Methods 
7.2.1. Model set-up and skill assessment 
In this Chapter, the plankton food web models described in Chapter 5 were coupled 
to a 1D physical model to investigate the seasonal succession of protists at station L4 
(Chapter 7.2.2), with emphasis on different trophic strategies. Simulations by the 
mixotrophic and the non-mixotrophic food web models were compared to evaluate the 
effect of mixotrophy on the prediction of observational data. The mixotrophic model was 
also compared against the standard ERSEM (Butenschön et al., 2016). It is noteworthy 
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that it was not possible to disentangle the effect of mixotrophy when comparing the 
mixotrophic model with ERSEM because these differ in structural terms, e.g., the way 
processes are modelled, which may involve different functional forms and parameters, 
and the way fluxes are connected to the different nutrient pools. However, this comparison 
allowed to evaluate how well the mixotrophic model can predict observational data 
compared to a model which is well stablished in the literature (Baretta-Bekker et al., 1995; 
Blackford et al., 2004; Butenschön et al., 2016). Here details are given with respect to the 
model set-up and skill assessment. 
The biogeochemical models were implemented at L4 station through GOTM 
(Chapter 5.3). GOTM was set to resolve 100 vertical layers with increasing resolution 
towards surface waters and assuming a water column of 50 m depth. The biogeochemical 
models were run over a period of 9 years (coinciding with the period of the observational 
data; Chapter 7.2.2) after a 2-year spin-up period assuming a time step of 1000 seconds. 
Model output was obtained daily. The computational time required to run ERSEM was ~ 
20 minutes while the non-mixotrophic and the mixotrophic models required ~ 30 minutes. 
Temperature and salinity profiles from CTD casts were used to initialise the model 
and, to improve the representation of the water column structure, were assimilated 
approximately every week into the physical model using a relaxation scheme to account 
for advection processes not implicitly modelled (Burchard et al., 1999; Torres et al., 2006). 
This method is particularly useful when simulating physical dynamics in a coastal region, 
in which horizontal gradients in temperature and salinity are important to determine water 
column structure (Verspecht et al., 2009). Meteorological data (e.g., air temperature, cloud 
cover, and wind speed) were used to compute fluxes of heat and momentum and were 
obtained from the European Centre for Medium-Range Weather Forecasts (ECMWF) 
using the ERA-interim products which provide data with a temporal resolution of 6 hours 
(Simmons et al., 2007).  
Surface radiation was computed from latitude, longitude, time, fractional cloud 
cover and albedo. Following Butenschön et al. (2016), the photosynthetically active 
radiation (PAR) was computed from the shortwave radiation in the surface and an 
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attenuation coefficient dependent on the concentration of plankton and particulate organic 
matter as well as background extinction due to clear seawater; light attenuation was 
modelled based on inherent optical properties. It is noteworthy that light at each vertical 
layer is computed as an integrated value divided by the layer depth. Tides are represented 
by prescribing time-varying sea surface elevation and its horizontal gradient. All models 
were initialised with in situ measurements of temperature, salinity, and nutrient 
concentrations observed during winter (e.g., DIN = 9 µM, DIP = 0.5 µM, silicate = 4.5 
µM, ammonium = 0.1 µM; Smyth et al., 2010). All models were implemented using the 
ERSEM benthic coupling following Butenschön et al. (2016) and resuspension was not 
enabled. 
Observational data used to validate the models comprise of inorganic nutrient 
concentrations, chlorophyll-a, and plankton biomass (Chapter 7.2.2). Model validation 
was initially analysed comparing simulations with observational data over the whole 
studied period (i.e., 9 years). However, the aim of this Chapter is to investigate the 
seasonal succession of protist trophic strategies; therefore, model output was averaged by 
month of every year and then averaged again over the years so that climatological means 
could be obtained. Models were then compared against observations and between 
themselves plotting the global monthly means and corresponding standard deviations. In 
addition, the correlation coefficient, the root mean squared error (RMSE), and the average 
error (AE) were computed and interpreted through target diagrams (Chapter 5.6). The 
metrics provided in the target diagrams were the normalised average error (AE*) in the 
abscissa and the normalised and unbiased RMSE (RMSE*) in the ordinate (Jolliff et al., 
2009; Chapter 5.6). Please refer to the Abbreviations section for other shortenings 
hereinafter.  
7.2.2. The L4 long-term time series 
The L4 station is located 13 km SSW of Plymouth, in the Western English 
Channel, UK (50º 15’N, 4º 13’W; Fig. 7.1), with a mean water depth of 54 m (Harris, 
2010; Smyth et al., 2010). This monitoring station is classified as transitionally mixed, 
being subjected to occasional riverine inputs of the Tamar estuary as determined by 
rainfall, wind mixing, and tides (Smyth et al., 2010). During periods of strong southwest 
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winds its hydrography is mainly influenced by oceanic water (Rees et al., 2009). 
Temperatures range from 9 to 16.5 ºC over the seasonal cycle and mean chlorophyll 
concentrations are ~ 1µg L-1 (Smyth et al., 2010); however, values can be notably higher 
if blooms are observed (Barnes et al., 2015). 
 
Figure 7.1 The study area (Western English Channel, UK) showing the L4 monitoring 
station. 
The L4 long-term oceanographic and marine biodiversity time series is part of the 
Western Channel Observatory (WCO, https://www.westernchannelobservatory.org.uk/). 
The L4 observational data used here includes temperature, salinity, inorganic nutrients, 
chlorophyll-a, and carbon biomass of all plankton functional types included in the food 
web model. Data were obtained (quasi) weekly at 10 m depth on board of the RV 
Plymouth Quest. Although microplankton samples are obtained at L4 station since 
October 1992 (Widdicombe et al., 2010), observations from January 2006 to December 
2014 were selected due to a lack of consistency regarding ciliates identification prior to 
this period; however, note that data from the flow cytometry and chlorophyll-a 
measurements (at 10 m depth) were available only from 2007 onwards. Data collection 
and analyses are described below; for full details please refer to Smyth et al. (2010) for 
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physico-chemical data, Tarran and Bruun (2015) for nano- and pico- plankton data, 
Widdicombe et al. (2010) for microplankton data, and Eloire et al. (2010) and Atkinson 
et al. (2015) for mesozooplankton data. 
 Vertical profiles of temperature and salinity were obtained using a SeaBird CTD 
SBE19+ (Smyth et al., 2010). Inorganic nutrient concentrations (i.e., nitrate, nitrite, 
phosphate, ammonium, and silicate) were determined from live samples following 
recognised analytical techniques based on colorimetry (Woodward and Rees, 2001). 
Water samples (1–2 L) for chlorophyll-a determination were filtered through GF/F filters 
and stored in liquid nitrogen until analysis (Smyth et al., 2010). Then, chlorophyll-a 
concentrations were determined following chlorophyll-a extraction by centrifugation and 
measurement by a reversed-phase HPLC (Smyth et al., 2010).  
Plankton samples were obtained using a 10 L Niskin bottle mounted on a rosette 
sampler which also housed the SeaBird CTD SBE19+. Pico- and nano- plankton sub-
samples were decanted in polycarbonate bottles and processed generally within 3h (Tarran 
and Bruun, 2015). These samples were fixed with glutaraldehyde (1% final concentration) 
and later stained for enumeration and sizing by flow cytometry (Tarran and Bruun, 2015). 
Pico- and nano- plankton cell volumes (µm3) were calculated from approximations to 
simple geometric shapes and converted to carbon biomass (µg C cell-1) using carbon to 
volume relationships from the literature (Fagerbakke et al., 1996; Menden-Deuer and 
Lessard, 2000; Romanova and Sazhin, 2010; Buitenhuis et al., 2012) and then multiplied 
by the numeric abundance (cells L-1) to derive the total carbon biomass (µg C L-1). 
Microplankton samples were fixed with Lugol’s iodine solution (2% final concentration) 
and kept in cool and dark conditions until identification, enumeration, and sizing were 
undertaken using the Utermöhl counting technique under an inverted microscope 
(Utermöhl, 1958); taxa were identified down to species level for most microplankton taxa 
usually settling 100 mL of the samples (Widdicombe et al., 2010). Carbon biomass (taxa 
specific) were determined following the same methodology as described above for pico- 
and nano- plankton, using a general carbon to volume relationship for protists (Menden-
Deuer and Lessard, 2000). 
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Mesozooplankton were collected with two replicate 0–50 m vertical hauls with a 
WP2 net (0.57 m diameter, 200 µm mesh) and samples were fixed with 5% formalin 
(Eloire et al., 2010). Identification, enumeration, and sizing were conducted under a 
dissecting microscope to estimate numeric abundance as number of organisms per cubic 
meter (Eloire et al., 2010) and carbon biomass was estimated through CHN analysis 
(Atkinson et al., 2015).  
7.2.3. Assigning plankton taxa to functional types 
The plankton taxa within the L4 dataset were assigned to the different plankton 
functional types included in the food web models (Fig. 5.1). In the non-mixotrophic food 
web and within ERSEM, bacteria and picophytoplankton were validated by both high and 
low nucleic acid-containing bacteria and Synechococcus and picoeukaryotes, respectively, 
as enumerated by flow cytometry (Tarran and Bruun, 2015). Nanoplankton were also 
validated using flow cytometry data; heterotrophic nanoflagellates were enumerated as a 
single group and autotrophic nanoflagellates were enumerated as cryptophytes, 
coccolithophores, Phaeocystis (single cells) and dinoflagellates < 20 µm (Tarran and 
Bruun, 2015). Among microplankton, the list of taxa was assigned as following: diatoms 
(Table E.1), autotrophic microflagellates (Table 7.1), and microzooplankton (Tables 7.1 
and Table E.2). Mesozooplankton taxa can also be found in Appendix E (Table E.3). 
 In the mixotrophic model, changes were made in order to account for different 
mixotrophic functional types, which were identified according to the literature (Appendix 
A, Table A.1; Appendix B, Table B.1; and Table 7.1). In the case of absence of evidence 
for mixotrophy, protist taxa commonly perceived as pure phototrophs (with the exception 
of diatoms and picophytoplankton) were assumed to be CMs (Table 7.1) following the 
review by Flynn et al. (2013). Therefore, the datasets used to validate autotrophic 
nanoflagellates and microflagellates in the previous models were used to validate nano-
CMs and micro-CMs instead (Table 7.1). In turn, the dataset used to validate 
microzooplankton was split in the mixotrophic model to account for GNCMs and SNCMs 
(Table 7.1). Acquired phototrophy has not been investigated among Dinophysis cf. 
punctata and Dinophysis nasuta; however, all species of the genus Dinophysis were 
assumed to be NCMs (Nishitani et al., 2012). Although taxa were classified between 
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SNCMs and GNCMs, initial simulations showed that the mixotrophic model was not able 
to predict their coexistence, with GNCMs being outcompeted after the first years of 
simulation. The mixotrophic food web model was then simplified to account for a single 
box representing NCMs, which was then validated against the total biomass of NCMs 
(i.e., SNCMs plus GNCMs) observed at L4 station. NCMs were modelled assuming a 
specialist behaviour, i.e., phototrophic capacity could only be obtained from nano-CMs, 
but all other parameters were set to conform to the representation of GNCMs (Table 7.2). 
Table 7.1 Assigning L4 microplankton taxa to the different mixotrophic functional types 
within the mixotrophic food web and their respective strict photo- or phago- trophic 
functional types within the non-mixotrophic food web and in ERSEM. Taxa with 
superscript numbers identify those from which evidence (or potential) of mixotrophy has 





 and ERSEM 
Taxa size 
(µm ESD) 
Micro-CMs Micro-A Alexandrium tamarense1 24 
Micro-CMs Micro-A Ceratium hexacanthum1 44 
Micro-CMs Micro-A Ceratium longipes1 44 
Micro-CMs Micro-A Gonyaulax digitale 34 
Micro-CMs Micro-A Gonyaulax grindleyi 34 
Micro-CMs Micro-A Gonyaulax spinifera1 31 
Micro-CMs Micro-A Gonyaulax verior 27 
Micro-CMs Micro-A Gyrodinium spp. (medium)1 27 
Micro-CMs Micro-A Karenia mikimotoi1 20 
Micro-CMs Micro-A Mesoporos perforatus 21 
Micro-CMs Micro-A Nematodinium spp. 31 
Micro-CMs Micro-A Neoceratium furca1 39 
Micro-CMs Micro-A Neoceratium fusus 26 
Micro-CMs Micro-A Neoceratium horridum 44 
Micro-CMs Micro-A Neoceratium lineatum 27 
Micro-CMs Micro-A Neoceratium macroceros 44 
Micro-CMs Micro-A Neoceratium massiliense 46 
Micro-CMs Micro-A Neoceratium tripos 58 
Micro-CMs Micro-A Polykrikos schwarzii1 69 
Micro-CMs Micro-A Prorocentrum triestinum1 22 
Micro-CMs Micro-A Prorocentrum micans1 27 
Micro-CMs Micro-A Pterosperma spp.2 19 
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Table 7.1 continued 
Micro-CMs Micro-A Tryblionella compressa 22 
NCMs (SNCMs) Microzooplankton Amylax triacantha3 29 
NCMs (SNCMs) Microzooplankton Dinophysis acuminata3 32 
NCMs (SNCMs) Microzooplankton Dinophysis acuta3 47 
NCMs (SNCMs) Microzooplankton Dinophysis cf. punctata 20 
NCMs (SNCMs) Microzooplankton Dinophysis nasuta 20 
NCMs (SNCMs) Microzooplankton Dinophysis sacculus3 31 
NCMs (SNCMs) Microzooplankton Dinophysis tripos4 47 
NCMs (SNCMs) Microzooplankton Mesodinium spp. (small) 3 15 
NCMs (SNCMs) Microzooplankton Mesodinium rubrum3 29 
NCMs (GNCMs) Microzooplankton Laboea strobila3 33 
NCMs (GNCMs) Microzooplankton Non-identified mixotrophic ciliates 20 
NCMs (GNCMs) Microzooplankton Strombidium spp. (small)3 10 
NCMs (GNCMs) Microzooplankton Strombidium spp. (medium)3 17 
NCMs (GNCMs) Microzooplankton Strombidium spp. (large)3 28 
NCMs (GNCMs) Microzooplankton Tontonia ovalis3 34 
NCMs (GNCMs) Microzooplankton Tontonia spp. 3 25 
1Appendix B, Table B.1; 2Inouye et al., 1990; 3Appendix A, Table A.1; 4Nishitani et al., 2012. 
 
7.2.4. Model parameterization 
Model parameterization was performed comparing model simulations with 
observational data corresponding to the first 3y of the time-series used in this analysis. 
Calibration experiments consisted of manipulations of (selected) single parameters at a 
time assuming values observed in the literature (according to references in Tables 5.1 and 
7.2). The parameters were selected for the calibration experiments according to the 
sensitivity analyses performed in the previous Chapter (Chapter 6.3.4). The initial goal of 
the calibration experiments was to predict the qualitative annual evolution of nutrients and 
total plankton biomass. Then, predictions were calibrated to represent these variables 
quantitatively. To achieve these goals, the plankton food web model was calibrated by 
progressively adding complexity in terms of the number of functional types. The initial 
plankton food web consisted of diatoms, autotrophic nanoflagellates, bacteria, and 
  
Chapter 7. Seasonal succession of protist trophic strategies  148 
 
 
microzooplankton; the other functional types were added one at a time to better control 
their impact on trophodynamics. Mixotrophy was the last feature to be added to the 
biogeochemical model. The final list of parameters used on this study can be found in 
Table 7.2 (protists), Table 6.2 (bacteria), and Table 7.3 (mesozooplankton). ERSEM 
parameter values have been calibrated previously and were defined according to 
Butenschön et al. (2016).  
Even in the plankton food web with fewer functional types, phototrophic biomass 
was being overestimated by the model compared to observed data. This feature was 
associated with both phototrophic growth and with predation/losses terms. The calibration 
of parameters controlling phototrophic growth, i.e. the maximum growth rate (µmax), the 
slope of the photosynthesis-irradiance curve (αChl), and the maximum chlorophyll to 
carbon ratio (ChlCabs) were key to predict nutrient concentrations and plankton biomasses 
quantitatively (Table 7.2).  Both αChl and ChlCabs were key to allocate biomass within the 
different phototrophic functional types (values within Sathyendranath et al., 2009 and 
Bouman et al., 2018). At this initial step, predation pressure by mesozooplankton was 
assumed to be constant among all prey types to facilitate the interpretation of competitive 
abilities between the different functional types. Following up these experiments, 
calibration was performed with respect to predation pressure through the manipulation of 
the maximum and minimum prey sizes accessible to phagotrophs (Smin and Smax, 
respectively) and the slope of the encounter rate between mesozooplankton and each prey 
type (Crprey) (references within Tables 7.2 and 7.3). It is noteworthy that parameters 
defining the size of the plankton functional types were defined based on observational 
data at L4 station (Table 7.2; Appendix E, Tables E.1 and E.2). In addition to these, the 
specific mortality was calibrated to down-regulate the total plankton (mainly 
phototrophic) biomass; this term is related to the internal nutrient status of the cell. Since 
diatoms are the only functional type represented by non-motile cells, an extra loss term 
(linear) was added to the diatom model to account for sinking losses (0.1-0.2 day-1; 
Kiørboe et al., 1996; Flynn and Irigoien, 2009). 
After a series of calibration experiments, it was not possible to achieve the 
coexistence of picophytoplankton and autotrophic nano- and micro- plankton, with the 
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first outcompeting the other two functional types. This was the case even when calibrating 
the model to make picophytoplankton a weaker competitor. The reason why they could 
not coexist is due to the overall predation pressure, which is lower among 
picophytoplankton compared to the other two phototrophs (as discussed within Chapter 
6). This is mainly related to mesozooplankton, which cannot access such a small prey as 
picophytoplankton, allowing this group to outcompete the other two due to lower 
predation pressure. Interestingly, once mixotrophy was considered in the model all 
phototrophs can coexist and nano- and micro- plankton can achieve higher biomass values 
compared to picophytoplankton; this is explained not only by the fact that mixotrophs can 
now rely on feeding to supplement their nutritional requirements but also because they 
can consume their picoplankton competitor. In contrast, it was not possible to allow 
coexistence between GNCMs and SNCMs. Competition was always strong between these 
two groups, as well as with micro-CMs. Therefore, NCMs were included in the model as 
a single functional type after the tuning; the model was parameterised applying the settings 
to represent GNCMs (as per Chapter 6), with the exception that NCMs could only acquire 
photosynthetic capacity from one specific prey type (i.e., nano-CMs).  
As an attempt to increase the growth rate of heterotrophic protists, changes were 
made with respect to µmax and to the parameters controlling assimilation efficiency among 
phagotrophs (AEmin = 0.4 instead of 0.2 as in Chapter 6; Table C.1). It was also necessary 
to decrease the predation pressure by mesozooplankton on these groups (compared to 
phototrophic prey) to allow their survival in the model (Table 7.3). To improve the 
simulation of mesozooplankton biomass, it was necessary to calibrate the maximum 
ingestion rate (Imax) and the respective half saturation constant (KI), the assimilation 
efficiency (puMZ), and enable the overwintering state (Minprey), in which metabolic rates 
are lower under a specific prey threshold (Table 7.3). The constant values mentioned 
above were based on the works by Mitra (2006), Mitra and Flynn (2006), Flynn and 
Irigoien (2009), Flynn and Mitra (2016), and Butenschön et al. (2016). The values of KI 
and Imax were set so that KI is equivalent to Imax/4 (Flynn and Mitra, 2016). Finally, it was 
not necessary to calibrate the bacteria model which was relatively insensitive to the several 
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Table 7.2 Constant parameter values for the different protist functional types (for constant descriptions see Appendix C, Table C.1). 
Constant PicoP Diatoms Nano-A Micro-A Nano-CMs Micro-CMs NCMs NanoZ MicroZ Ref. 
αChl 1.5×10-5 1.0×10-5 1.2×10-5 1.0×10-5 1.2×10-5 1.0×10-5 1.2×10-5 - - 1,2 
ChlCabs 0.006 0.02 0.008 0.015 0.008 0.015 - - - 3,2 
DChl - - - - - - 0.40 - - 4, 5 
kPmax - - - - - - 1.00 - - - 
Ka 3.50 7.00 3.50 7.00 3.50 7.00 - - - 6 
Kn 7.00 14.0 7.00 14.0 7.00 14.0 - - - 6 
Kp 0.70 1.40 0.70 1.40 0.70 1.40 - - - 6 
KSi - 15.0 - - - - - - - 7 
µmax 0.60 1.00 0.60 0.60 0.50 0.50 0.50 0.60 0.50 9, 10 
µphot 0.60 1.00 0.60 0.60 0.50 0.50 0.00 - - 9, 10 
NCabs 0.25 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 6, 11 
NCmax 0.20 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15 6, 11 
NCmin 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.15 0.15 6, 11 
Pbalcrit - - - - 0.10 0.10 0.00 - - - 
PCabs 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 6, 11 
PCmax 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 6, 11 
PCmin 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.02 0.02 6, 11 
size  2.00 25.0 6.00 25.0 6.00 25.0 25.0 6.00 25.0 - 
Smax - - - - 10.0 50.0 40.0 10.0 50.0 12 
Smin - - - - 0.20 0.20 0.20 0.20 0.20 12 
Smix - - - - 0 0 1 - - - 
Sopt - - - - 2.00 6.00 6.00 2.00 6.00 12 
Spd - - - - 1 1 0 - - - 
1Bouman et al. 2018; 2 Butenschön et al 2016; 3Sathyendranath et al. 2009; 4Myung et al. 2013; 5Schoener and McManus 2017; 6Flynn and Mitra 2009; 7Thamatrakoln and 
Hildebrand 2007; 9Flynn and Raven 2016; 10Laws 2013; 11Geider and La Roche 2002; 12Table S1 
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Table 7.3 Constant parameter values for the mesozooplankton model. 
Constant  Description Unit Value 
Crmicro-CMs clearance rate for micro-CMs m-3 gC-1 day-1 2.00 
Crnano-CMs clearance rate for nano-CMs m-3 gC-1 day-1 1.50 
Crdiatoms clearance rate for diatoms m-3 gC-1 day-1 2.00 
CrNCMs clearance rate for GNCMs m-3 gC-1 day-1 1.00 
Crmesozoo 
clearance rate for mesozooplankton 
(intraguild predation) 
m-3 gC-1 day-1 2.00 
Crmicrozoo 
clearance rate for heterotrophic 
microzooplankton 
m-3 gC-1 day-1 0.50 
Crnanozoo 
clearance rate for heterotrophic 
nanoflagellates 
m-3 gC-1 day-1 1.50 
CrPOM clearance rate for particulate organic matter m-3 gC-1 day-1 0.00 
KI 
half-saturation constant for the ingestion 
rate of all prey types 
gC gC-1 day-1 0.125 
Imax maximum carbon ingestion rate gC gC-1 day-1 0.50 
Minprey food threshold for overwintering state mg C m-2 3.00 
nprey number of prey types - 7.00 
pe_R1 dissolved fraction of excreted/dying matter - 0.50 
puMZ assimilation efficiency - 0.60 
pu_ea 
fraction of unassimilated prey that is 
excreted (not respired) 
- 0.50 
pu_eaR 
fraction of unassimilated detritus that is 
excreted (not respired) 
- 0.90 
qnc nitrogen to carbon ratio mmol N (mg C)-1  0.013 
qpc phosphorus to carbon ratio mmol P (mg C)-1  0.0008 
R1R2 
labile fraction of produced dissolved 
organic carbon 
- 1.00 
sdMZ basal mortality day-1 0.025 
sdo 
maximum mortality due to oxygen 
limitation 
day-1 0.00 
srsMZ specific rest respiration  day-1 0.015 
xR1n 




transfer of phosphorus to DOM, relative to 
POM 
- 1.20 
repw specific overwintering respiration day-1 0.0025 
mort specific overwintering mortality  day-1 0.0025 








7.3.1. Model skill assessment 
The mixotrophic model reproduced annual means of nutrients and chlorophyll 
concentrations and total plankton biomass observed at L4 by a ratio close to 1:1 (Fig. 7.2); 
comparisons against the full 9y time-series can be found in Appendix E (Figs. E.1–E.3). 
The annual means for the nutrients were similar between the different models, with 
ERSEM slightly overestimating nitrate and silicate concentrations (Fig. 7.2). The annual 
mean of total chlorophyll was similar between all models while the annual mean of total 
plankton biomass was overestimated by the non-mixotrophic model by 31% while 
underestimated by ERSEM by 12% (Fig. 7.2). 
Figure 7.2 Comparisons of observed and simulated annual means of nutrients (log-scaled) 
and chlorophyll concentrations and total plankton biomass between the mixotrophic and 
the non-mixotrophic models and ERSEM; dotted lines indicate perfect fit. Mean values 
correspond to the period 2006–2014. 
 
The mixotrophic model was also able to reproduce the observed seasonalities for 
nutrients, chlorophyll concentrations, and total plankton biomass, with simulations being 
similar for all models (Figs. 7.3 and E.4); however, all models overestimated the spring 
bloom (lower panels, Fig. 7.3). When comparing these properties, model performance was 
similar among all models as quantified by correlation coefficients, but the overall bias 
(AE*) was lower for the mixotrophic model (except for ammonium when compared 
against ERSEM) (Fig. 7.4 and Table E.4). Overall, the standard deviation of the models 
was larger (RMSE* > 0) than the reference field’s standard deviation (Fig. 7.4).  




Figure 7.3 Comparisons of nitrate and chlorophyll-a (Chl) concentrations and total 
plankton biomass over the climatological seasonal cycle between model simulations 
(lines) and observations (dots) at L4 station (at 10 m depth). Comparisons are also made 
between the mixotrophic (blue) and non-mixotrophic (red) models (left panels) and 
between ERSEM (yellow) and the mixotrophic model (right panels). Mean (±SD) values 
correspond to the period 2006–2014. 




Figure 7.4 Target diagrams with bias (AE*, abscissa), RMSE* (ordinate), and correlation 
coefficient (colour code) for nutrients (nitrate, phosphate, silicate, ammonium), total 
chlorophyll, and total plankton biomass. Upper panel shows the mixotrophic model and 
lower panels show the non-mixotrophic model (left) and ERSEM (right).  
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One feature common to all models was the inability to capture silicate depletion 
earlier in the production cycle (Fig. 7.5). Analyses of the 9y time-series revealed that the 
model does well for certain years but cannot capture the observed interannual variability 
at L4 (Fig. E.1). In addition, the low silicate concentrations observed during summer could 
only be simulated after a high diatom spring bloom (Fig. 7.5). In reality, diatoms appear 
only in April and reach maximum values during late summer/autumn, without ever 
reaching the pronounced peaks simulated by the model during spring (Fig. 7.5). This result 
is related to the limited capacity of the models to simulate mesozooplankton biomass 
earlier in the production cycle (Fig. 7.5), which could otherwise act controlling the diatom 
bloom. Mesozooplankton at L4 are detected earlier than their prey, which might help to 
explain why diatoms never reach pronounced peaks during spring (Fig. 7.5). Furthermore, 
the overall plankton biomass is underestimated during winter in all models (lower panel, 
Fig. 7.3), which might also have implications for the development of a pronounced diatom 
spring bloom.  




Figure 7.5 Comparisons of silicate concentrations, diatoms, and mesozooplankton 
biomasses over the climatological seasonal cycle between model simulations (lines) and 
observations (dots) at L4 station (at 10 m depth, except for mesozooplankton in which 
data were integrated over the water column). Comparisons are also made between the 
mixotrophic (blue) and non-mixotrophic (red) models (left panels) and between ERSEM 
(yellow) and the mixotrophic model (right panels). Note that y-axes scales differ among 
panels. Mean (±SD) values correspond to the period 2006–2014. 
 
The models performed differently for other plankton functional types (Figs. 7.6 
and 7.7). As observed in Chapter 6, mixotrophy favours the concentration of biomass in 
larger size classes. The non-mixotrophic model greatly overestimates the biomass of 
picophytoplankton (~ 15-fold higher), underestimates the biomass of autotrophic 
nanoflagellates, and cannot represent the observed dynamics of autotrophic 
microplankton (Fig. 7.6). In turn, the mixotrophic model performs equal or better for all 
functional types but nanozooplankton (Fig. 7.7 and Table E.4). It is noteworthy that the 
Chapter 7. Seasonal succession of protist trophic strategies                                                      157 
 
 
climatological data used to evaluate microzooplankton dynamics differed among the 
models; while both strict phagotrophs and NCMs were included for comparisons with the 
non-mixotrophic model (and ERSEM), only strict phagotrophs were used for comparisons 
with the mixotrophic model (Fig. E.4). NCMs were only explicitly modelled in the 
mixotrophic model, which was able to reproduce observed data (Fig. 7.8). Model 
comparisons were also made for three selected emergent properties to corroborate (or not) 
the findings from Chapter 6, including: i) ammonium regeneration, ii) trophic transfer 
efficiency; and iii) production of labile DOC (Fig. E.5). It was observed that the overall 
regeneration of ammonium was lower while the trophic transfer efficiency was higher in 
the presence of mixotrophs, but no difference was observed regarding the total production 
of labile DOC (Fig. E.5). 
The mixotrophic model performed at least as well as ERSEM (Figs. 7.6 and 7.7 
and Table E.4): an established ecosystem model which has been previously tested in 
different oceanographic regimes; however, some differences were observed. Overall, 
biases were higher within the mixotrophic model compared to ERSEM (Fig. 7.7), except 
for picophytoplankton. Picophytoplankton was overestimated during spring by ERSEM 
and underestimated during winter by both models (Fig. 7.6). The observed biomass peak 
of phototrophic nanoflagellates during summer was better represented by the mixotrophic 
model (Fig. 7.6). Regarding microphytoflagellates, the mixotrophic model performs well 
in quantitative terms, but fails to reproduce the timing of the bloom at L4, which was 
better represented in ERSEM (Fig. 7.6). Microzooplankton is qualitatively well 
represented in both models; however, biomass values are overestimated by the 
mixotrophic model by an averaged factor of 2.5 while underestimated in ERSEM by a 
factor of 0.6 (Fig. E.4).  Both models performed similarly when simulating diatoms, 
bacteria, and mesozooplankton biomasses (Figs. 7.5, 7.7 and E.4). 




Figure 7.6 Comparisons of picophytoplankton, nanophytoflagellates (Nano-A or Nano-
CMs), microphytoflagellates (Micro-A or Micro-CMs), and nanozooplankton biomasses 
over the climatological seasonal cycle between model simulations (lines) and observations 
(dots) at L4 station (at 10 m depth). Comparisons are also made between the mixotrophic 
(blue) and non-mixotrophic (red) models (left panels) and between ERSEM (yellow) and 
the mixotrophic model (right panels). Mean (±SD) values correspond to the period 2006–
2014. 




Figure 7.7 Target diagrams with bias (AE*, abscissa), RMSE* (ordinate), and correlation 
coefficient (colour code) for the biomass of plankton functional types. Upper panel shows 
the mixotrophic model and lower panels show the non-mixotrophic model (left) and 
ERSEM (right). Functional types that felt out of the domain (i.e., diatoms for all models 
and picophytoplankton for the non-mixotrophic model and ERSEM) were not represented 
in the plots.  
 




Figure 7.8 Comparison of simulated NCM biomass (line) with observations (dots) at L4 
station over the climatological seasonal cycle (at 10 m depth). Mean (±SD) values 
correspond to the period 2006–2014. 
 
7.3.2. Physico-chemical characterization of the model 
The climatological seasonal variation of PAR, temperature, diffusivity, mixed 
layer depth, and nitrate concentrations over the water column are shown in Fig. 7.9. Nitrate 
will be used herein to represent the seasonal variation of inorganic nutrients; for 
phosphate, silicate, and ammonium depth profiles please refer to the Appendix E 
(Fig. E.6). PAR can reach the bottom at L4 throughout the production cycle, but values 
decrease significantly with depth (Fig. 7.9). During winter, the water column is fully 
mixed (maximum diffusivity of 0.08 m2 s-1), with temperatures ranging from 9 to 10 ºC, 
and nitrate concentrations reaching 6 µM (Fig. 7.9). The onset of stratification develops 
in mid-April (MLD ~ 20 m) together with a decrease in nitrate concentrations (~3 µM) 
due to plankton uptake. During summer, irradiance increases, temperatures reach 16 ºC 
and diffusivity is minimum, resulting in the development of a shallower mixed layer 
(MLD ~ 10 m) and a nutricline (surface nitrate < 1 µM); therefore, the plankton 
community is confined to the MLD and cannot access the inorganic nutrients within 
deeper waters (Fig. 7.9). The increase in mixing in autumn (late September), combined 
with the decrease in light availability, allows the termination of the bloom and the increase 
in nutrient concentrations in the surface due to mixing with deeper nutrient-rich waters 
(Fig. 7.9). 





Figure 7.9 Depth profiles of PAR, temperature, diffusivity, and nitrate concentrations 
over the climatological seasonal cycle. The mixed layer depth is also given for each 
month. Mean values correspond to the period 2006–2014. 
7.3.3. Modelling the seasonal succession of protist trophic strategies 
To evaluate the succession of protist trophic strategies over the seasonal cycle and 
throughout the water column, the relative contribution of autotrophs (picophytoplankton 
and diatoms), mixotrophs (nano-CMs, micro-CMs, and NCMs), and heterotrophs (nano- 
and micro- zooplankton) to the total protist biomass was computed at several times and 
depths. To capture seasonal variation, five time periods were chosen based on water 
column stratification, as following: i) fully mixed, late winter (16/02 to 15/03), ii) onset 
stratification (16/04 to 15/05), iii) stratified (16/06 to 15/08), iv) stratification breaking 
down (16/08 to 15/09), and v) fully mixed, early winter (16/11 to 15/12). To account for 
potential differences over the water column, two depths (10 and 40 m) were selected for 
the analysis to represent the plankton community within and below the mixed layer. To 
compare the relative success of the different groups, the difference between growth (i.e., 
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photosynthesis minus respiration) and losses (mainly predation) rates of the different 
protist functional types was used as a measure of population fitness. 
All trophic strategies coexisted during the analysed periods and the model showed 
that different trophic strategies dominate in different time periods according to water 
column stratification (Figs. 7.10). However, the persistence of mixotrophy across the 
spatio-temporal gradient analysed is clear (Fig. 7.10). Overall, the model agrees with 
expectations: autotrophs dominate during spring and autumn blooms, mixotrophs 
dominate once the water column is strongly stratified and heterotrophs maximum 
contribution is observed when mixing is maximal (Fig. 7.10). The main difference when 
compared to observational data at 10 m depth is the overestimation of autotrophic biomass 
(diatoms) and underestimation of heterotrophs during spring and autumn (Fig. 7.10 vs Fig. 
E.7). The model also predicts a shift from a protist community dominated by heterotrophs 
to mixotrophs from early to late winter, respectively (Fig. 7.10). This is supported by the 
data, although to a lesser extent (Fig. E.7). Below the mixed layer, the overall importance 
of autotrophs is lower, giving space mainly to mixotrophic forms during spring and to 
heterotrophic forms in the other periods of the production cycle (Fig. 7.10). It is 
noteworthy that the biomass growth of protist populations is negative in deeper waters or, 
most likely, lower than the losses terms; therefore, biomass at deeper waters might not be 
viable and it is more likely to have been brought by turbulent mixing. 
At onset stratification, resources are plenty (Figs. E.8 and E.9) and growth rates 
tend to be higher than predation pressure (Fig. 7.10). Early in the spring bloom, mixing, 
light, and nutrients availability favours phototrophic metabolism mainly among diatoms 
due to their higher growth rates. Although diatoms reach growth rates twice that of micro-
CMs (resulting in higher biomass values; Fig. E.10), silicate depletion limits diatom 
growth late in the spring bloom (Fig. 7.10). Micro-CMs compete with diatoms for 
inorganic resources and light, however, the diatom bloom is what allows the development 
of micro-CMs because the latter can feed on the former (Fig. 7.11). Therefore, the 
suppression of the diatom bloom is followed by the suppression of micro-CMs while 
nano-CMs, NCMs, and microzooplankton can persist late in spring (Fig. E.10). 
Picophytoplankton and nanozooplankton cannot grow as fast as their competitors and 
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populations are down regulated by predation pressure (Fig. 7.10). In fact, 
nanozooplankton was not able to thrive in any of the simulated periods, with predation 
pressure always overcoming growth rates (Fig. 7.10). 
During summer, the water column is stratified and inorganic nutrients and prey are 
limited; much of the spring production gets exported to deeper waters (~ 45% of the total 
nitrogen within the first 25 meters) and does not return until autumn due to the presence 
of the thermocline (Fig. 7.10). Such conditions favour mixotrophy over both autotrophy 
and heterotrophy and a tight coupling between growth and predation rates is observed, 
showing an increase in the role of predation shaping the plankton community (Fig. 7.10). 
Population fitness was higher among smaller cells, mainly nano-CMs, which relied more 
on phagotrophy during this period compared to the onset of stratification (Fig. 7.11). 
Similarly, the contribution of phototrophy to total carbon uptake among NCMs was 
maximum during summer due to limited prey availability (Fig. 7.11). During this period, 
autotrophic protist biomass was dominated by picophytoplankton which can take 
advantage during low nutrient conditions (Fig. E.10). However, picophytoplankton was 
quickly depressed through predation (Figs. E.10 and 7.10), mainly by nano-CMs.  
During the stratification breaking down, diatoms increase in relative biomass but 
the bloom is weaker than the one observed during spring (Fig. 7.10). In addition, the 
heterotrophic community observed during summer, both protists and mesozooplankton, 
can respond quicker to the autumn bloom and exert higher predation control compared to 
spring (Fig. 7.10). Despite high growth rates, micro-CMs could not thrive in the absence 
of a stronger bloom and were outcompeted by heterotrophic protists and NCMs (Figs. 7.10 
and 7.11). In turn, nano-CMs could maintain biomass values similar to those observed 
during the stratified period (Fig. 7.11). After the autumn bloom, the water column is fully 
mixed and heterotrophs achieve their highest contribution to total protist biomass which, 
in turn, was considerably low in the other periods (Fig. 7.10). Intense mixing and light 
limitation result in slow growing populations subjected to high predation pressure 
(Fig. 7.10). Mixotrophs also thrived under these conditions, and phagotrophy contributed 
significantly to the growth of nano-CMs (Fig. 7.11). Heterotrophs are replaced by 
mixotrophs late in winter and predation is relaxed (Fig. 7.10).  




Figure 7.10 Simulated seasonal succession of plankton trophic strategies at L4 station. 
Depth profile shows the total protist biomass. The relative contribution of autotrophs 
(green), mixotrophs (yellow), and heterotrophs (blue) is given by the pie charts for 
selected time periods and depth. Growth (black) and mortality rates (grey) are also given 
at 10 m for each functional type as a measure of population fitness. Mean (±SD) values 
correspond to the period 2006–2014. 




Figure 7.11 Depth profiles of simulated biomass of the different mixotrophs (nano-CMs, 
micro-CMs, and NCMs; 1st column) and their respective carbon fixation (phototrophy) 
and carbon assimilation (phagotrophy) rates (2nd, 3rd, and 4th columns) within selected 
time periods over the seasonal cycle. Grey areas indicate negative growth. Mean values 
correspond to the period 2006–2014.  
  




Model and data revealed that mixotrophy persists over the seasonal cycle in a 
coastal temperate sea as the succession of different protist trophic strategies takes place 
throughout the water column (Figs. 7.10 and E.7). The model was able to reproduce the 
greater importance of autotrophs at the onset of stratification and the relevant role of 
heterotrophs once the water column is fully mixed (Fig. 7.10). The persistence of 
mixotrophy is captured through the model by: i) allowing mixotrophic strategies to vary 
over the studied period, i.e., accounting for the synergy between phototrophy and 
phagotrophy, and ii) assigning different forms of mixotrophy, i.e., constitutive and non-
constitutive forms of different sizes. In addition, and perhaps more importantly, the former 
depends on the latter, ultimately changing the composition of mixotrophic populations 
and their ecological roles across the spatio-temporal gradient investigated (Fig. 7.11). 
7.4.1. The seasonal succession of protist trophic strategies 
The modelling framework used here invokes realistic environmental variability 
and different functional types in a plankton food web to investigate both competitive 
outcomes and top down controls in the seasonal succession of protist trophic strategies. 
Doing so, the model is successful on predicting a series of expected seasonal patterns 
within temperate seas and realistic growth and grazing rates which will be discussed 
herein. Nevertheless, results are grounded on a series of assumptions and model caveats 
are described throughout and in detail later in the discussion (Chapter 7.4.4 and 7.4.5). 
In the beginning of the production cycle (pre-bloom conditions), simulations 
revealed protist populations weakly controlled by predation, particularly diatoms 
(Fig. 7.10). Changes in mixing conditions, affecting light and nutrient availability, may 
disrupt prey-predator relationships and allow populations to bloom during spring (Irigoien 
et al., 2005). This can be triggered by the poor nutritional status of the prey which 
alleviates grazing pressure (Polimene et al., 2015); in the model, however, the overall 
nutritional status of the prey was high during this period (Fig. E.9). During the spring 
bloom, predation by protistan grazers was higher than mesozooplankton predation 
(Fig. E.11), as previously observed in the North Sea (Löder et al., 2011). The simulated 
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spring bloom was dominated by diatoms due to its ability to reach high growth rates if 
light and nutrient conditions favour their growth (Litchman et al., 2007). Dinoflagellates 
followed the diatom bloom in the model, as previously observed within the North Atlantic 
(Barton et al., 2013a), and mixotrophy was found to be key for their development 
(Fig. 7.11). Protists displaying acquired phototrophy peaked later in spring and persisted 
as stratification developed in the model (Fig. 7.8). Certain species of non-constitutive 
mixotrophs are largely dependent on phototrophy and thrive in turbulent waters, such as 
Mesodinium rubrum, while others (oligotrich ciliates) rely more on phagotrophy and 
therefore benefit from C gains during periods of low prey availability (Stoecker et al., 
2009; Johnson et al., 2013; Stoecker et al., 2017). These features match well with the 
observational data at L4, with specialist forms (mainly M. rubrum) peaking during spring 
and generalist forms (i.e., oligotrich ciliates) during summer (Fig. E.12).   
Under stratified conditions, predation pressure was higher (Fig. 7.10), as 
previously observed in the Western English Channel (Fileman et al., 2002). Model and 
data show that mixotrophs dominate the protist assemblage under these conditions 
(Figs. 7.10 and E.7) and mixotrophic activity is important to their growth (Fig. 7.11). 
Mixotrophic nanoflagellates (nano-CMs) can obtain nutrients feeding on bacteria which 
are enriched in N and P relative to C (Mitra et al., 2014b). These mixotrophs are now well 
recognised as being important bacterivores in nutrient-depleted waters (Havskum and 
Riemann, 1996; Zubkov and Tarran, 2008; Unrein et al., 2014). Microzooplankton also 
increased in relative importance from the onset of stratification to stratified conditions as 
showed by both model and data (Figs. 7.10 and E.7). Contrary to the data, the model could 
not predict the dynamics of constitutive mixotrophic dinoflagellates (micro-CMs) at L4 
during stratified periods (discussed in detail in section 7.4.4).  
As stratification breaks down in the model, diatoms increase again in relative 
importance, but not as much as during spring due to nitrate limitation (Figs. 7.10 and E.9). 
The overall role of predation regulating protist populations was still high, being slightly 
higher on prey smaller than 20 µm compared to the stratified period (Fig. 7.10). Previous 
observations close to L4 station found that protist grazers smaller than 200 µm were 
responsible for 100% of total primary production grazed daily during this period (Fileman 
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et al., 2002; Fileman, unpublished). In the model, the higher predation pressure observed 
during this period is explained by both micro- and meso- zooplankton populations (70 vs 
30% of total grazing, respectively; Fig. E.11) which could maintain their biomass during 
summer, responding quickly to prey availability (Fig. E.10). Far less attention has been 
given to understand autumn dynamics compared to spring bloom dynamics in the 
literature. Species composition in the previous autumn has been shown by a modelling 
study to strongly affect species composition during the following spring (Dakos et al., 
2009). This is supported by observations that found protist richness to be higher during 
late summer/early-autumn (Gran-Stadniczeñko et al., 2019). For instance, selective 
grazing by ciliates and dinoflagellates can be an important factor shaping the diversity of 
mixotrophic nanoflagellates during autumn (Johnson et al., 2018). 
Once the water column is fully mixed, simulations revealed microzooplankton as 
the major components of the protist assemblage, with all protist populations largely 
controlled by microzooplankton predation (Figs. 7.10 and E.11). However, predation 
control decreased throughout the winter, as supported by previous empirical studies close 
to L4 station (Table 7.4) and in the Mediterranean Sea (Calbet et al., 2008). Interestingly, 
mixotrophs found a window of opportunity during this period, increasing in biomass 
relative to autotrophs and heterotrophs; this feature was supported by observed data 
although being less pronounced than in the model (Fig. E.7). Therefore, model and data 
support that the protist community shifts from being dominated by heterotrophs early in 
winter to mixotrophs and finally to autotrophs at the onset of stratification. 
 The model reproduced realistic growth and grazing rates (Table 7.4). Simulated 
values were compared with empirical estimations obtained from dilution or gut content 
experiments from studies conducted in the Western English Channel and other temperate 
or coastal systems (Table 7.4). Overall, simulated growth (µ) and grazing rates were in 
the range observed in the literature, but averaged simulated values were lower (Table 7.4). 
The empirical studies, however, have different temporal resolutions and averaged rates 
are potentially overestimated due to the lack of measurements during winter. It is also 
noteworthy that simulated µ is given in terms of carbon, while µ from empirical studies 
correspond to changes in chlorophyll or cell division. The predation pressure by 
Chapter 7. Seasonal succession of protist trophic strategies                                                      169 
 
 
phagotrophic protists on phototrophic prey was higher than that of mesozooplankton in 
the model, in accordance with previous observations; however, the fraction of total 
primary production grazed daily in the model was lower than expected by the observations 
(Table 7.4). The mesozooplankton model and parameterisation followed that by 
Butenschön et al. (2016) and the emergent simulated growth rates ranged between -0.01 
to 0.14 day-1 (av. 0.05 day-1). These values are within the range observed in the literature 
(e.g., Liu and Hopcroft, 2006), but as observed for protists, averaged values were lower 
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Table 7.4 Comparisons between simulated (this study) and observed (natural assemblages) prey growth rate (µ; day-1), grazing rate (g; 
day-1), and proportion of total prey population grazed daily (g:µ) in different temperate and/or coastal systems. Minimum, maximum, 
and averaged values are provided whenever possible. Data are given for phagotrophic protists smaller than 200 µm and mesozooplankton 
grazing on phototrophic prey (A and B, respectively) and copepods grazing on phagotrophic protists (C); na – not applicable. 
A. Phagotrophic protists smaller than 200 µm grazing on phototrophic prey  
Reference µ (day-1) g (day-1) g:µ Study area 
This study (model) 0.05 – 0.28 (0.17) 0.00 – 0.16 (0.06) 0.02 - 0.60 (0.27) Western English Channel (L4 station) 
Fileman (unpublished) 0.11 – 0.75 (0.34) 0.07 – 0.36 (0.24) 0.38 - 1.19 (0.80) Western English Channel (E1 station) 
Fileman et al. (2002) 0.00 – 0.16 0.94 – 1.03 1.00 Western English Channel 
Burkill et al. (1987) 0.16 – 0.35 (0.29) 0.36 – 1.04 (0.58) 1.03 - 2.97 (2.00) Carmarthen Bay, South Wales 
Loebl and Van Beusekom (2008) 0.01 – 1.08 (0.34) 0.00 – 1.23 (0.29) 0.00 - 1.40 (0.44) Wadden Sea (coastal) 
Löder et al. (2011) 0.17 – 0.77 (0.50) 0.39 – 0.66 (0.50) 0.80 - 2.00 (1.20) Helgoland Roads, North Sea 
Schmoker et al. (2013)  0.26 – 0.77 (0.46) 0.15 – 0.54 (0.33) 0.35 - 1.00 (0.67) Coastal Atlantic (review) 
B. Mesozooplankton grazing on phototrophic prey       
Reference µ (day-1) g (day-1) g:µ Study area 
This study (model)  0.05 – 0.28 (0.17) 0.00 – 0.08 (0.03) 0.00 – 0.32 (0.13) Western English Channel (L4 station) 
Fileman (unpublished) -0.44 – 1.14 (0.46) 0.00 – 1.10 (0.25) 0.00 – 2.00 (0.36) Western English Channel (E1 station) 
Löder et al. (2011)1 -0.18 – 0.13 (0.00) 0.05 – 0.34 (0.16) 0.13 – 1.00 (0.46) Helgoland Roads, North Sea 
Li et al. (2013)2* na na 0.00 – 0.01 Southern Yellow Sea 
Lee et al. (2012)3* na na 0.00 – 0.30 (0.08) Asan Bay, Korean Peninsula 
C. Mesozooplankton grazing on phagotrophic protists (20-200 µm)      
Reference µ (day-1) g (day-1) g:µ Study area 
This study (model) -0.00 – 0.19 (0.06) 0.00 – 0.03 (0.01) 0.00 – 0.39 (0.13) Western English Channel (L4 station) 
Fileman et al. (2010)4 -0.01 – 0.30 (0.09) 0.01 – 0.20 (0.06) 0.02 – 0.20 (0.06) Western English Channel (L4 station) 
Löder et al. (2011)1 -0.04 – 0.27 (0.13) 0.40 – 0.78 (0.50) 0.00 – 4.00 (2.00) Helgoland Roads, North Sea 
1Temora longicornis; 2total copepods; 3Acartia hongi, Acartia pacifica, Paracalanus parvus, Calanus sinicus; 4Calanus helgolandicus and 
Acartia clausi; * indicates gut content experiments 
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To date, few modelling studies have addressed mixotrophy when investigating the 
seasonal succession of plankton despite its recognised importance (Sommer et al., 2012; 
Mitra et al., 2014b; Stoecker et al., 2017). A class of plankton models based on trait 
distributions have found high investment in photosynthesis and nutrient uptake during 
spring and increased phagotrophy during summer (Bruggeman, 2009; Berge et al., 2017). 
These results are in accordance with findings from this study, with autotrophs dominating 
at the onset of stratification and mixotrophs during the stratified period (Fig. 7.10). 
Another study, however, found that the succession would develop from autotrophs to 
heterotrophs to mixotrophs and then back to small photoautotrophs during winter 
(Chakraborty et al., 2017). Here, heterotrophs were dominant only when the water column 
was fully mixed or at deeper waters (Fig. 7.10). In addition, the model used here could 
detect a succession from heterotrophs to mixotrophs within winter, highlighting the 
relevance of this trait under other periods that not summer in the production cycle.  
The seasonal patterns of protist trophic strategies that emerges from modelling 
studies are largely dependent on model assumptions, particularly those associated with 
mixotrophy. Compared to models based on trait distributions, the modelling framework 
used here depends on a greater number of parameters (Flynn and Mitra, 2009); however, 
it allows the direct comparison of simulations against observational data through the 
explicit representation of different functional types (e.g., Ghyoot et al., 2017b). One could 
argue that the relative investments applied within the models mentioned above are difficult 
to measure empirically, hampering model comparison against observations.  
Another important issue is how mixotrophy is related to size in models which are 
allometric-scaled (e.g., Baird and Suthers, 2007; Banas, 2011; Ward et al., 2012). Within 
these models, it is assumed that smaller cells are more likely to take up inorganic nutrients 
and photosynthesize while larger cells would be more likely to engage on phagotrophy 
(Ward and Follows, 2016; Chakraborty et al., 2017). Mixotrophs, however, range from 
pico- to mega- plankton in size and mixotrophic strategies, i.e., the balance between 
phototrophy and phagotrophy, do not follow cell size (Stoecker et al., 2017). Even closely 
related constitutive mixotrophs can deploy distinct mixotrophic strategies, with some 
strains being able to survive in darkness (Liu et al., 2016; Lie et al., 2018; Calbet et al., 
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2011). On the other extreme, large unicellular plankton such as Rhizaria function 
primarily as phototrophs (de Vargas et al., 2015). Therefore, care must be taken when 
coupling mixotrophy to allometric-scaled models.      
7.4.2. Mixotrophy is a persistent trait in temperate seas 
An important finding from this study is that mixotrophs persist throughout the 
seasonal cycle in a coastal temperate sea (Figs. 7.10 and E.7 and Table 7.1). The model 
captures this feature representing different mixotrophic forms and the plasticity of 
mixotrophic strategies so that phototrophy and phagotrophy are adjusted according to 
environmental conditions to maximise growth rates. As predicted by the model, small-
sized constitutive mixotrophs (nanoflagellates) are the dominant group of mixotrophs at 
L4 (in terms of biomass), occurring throughout the year (Fig. 7.6). Constitutive 
mixotrophs larger than 20 µm (mainly dinoflagellates) are present at low biomass over the 
seasonal cycle, peaking only at late summer/early autumn, but the timing of their bloom 
was not captured by the model (Fig. 7.6; see also Chapter 7.4.4). Non-constitutive forms 
also persist over time at L4, but in lower biomass values when compared to their 
heterotrophic counterparts and the model was able to reproduce the dynamics of these two 
groups (Figs. 7.8 and E.4).  
The relevance of mixotrophy (phagotrophy) among small-sized constitutive 
mixotrophs (nanoflagellates) was greater once inorganic nutrients or light was limiting 
growth; in fact, engaging on phagotrophy during winter was key to secure survival 
(Fig. 7.11). During summer, the importance of mixotrophy among this group is related to 
the benefit of acquiring nutrients from bacterial prey (Arenovski et al., 1995; Unrein et 
al., 2007; Mitra et al., 2014b; Stoecker et al., 2017); in turn, mixotrophy can also be used 
as a carbon supply under light limited conditions (Hall et al., 1993; Unrein et al., 2007; 
Czypionka et al., 2011; Millette et al., 2017; Edwards, 2019). Dinoflagellates in the 
nanoplankton spectrum, such as Prorocentrum minimum which is one of the most 
abundant at L4 (Widdicome et al., 2010), can use C, N, and P obtained through 
phagotrophy to grow, but are generally considered to be primarily phototrophic (Johnson, 
2015). 
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In the model, the success of larger constitutive mixotrophs (mainly dinoflagellates) 
was strongly dependent on the availability of prey even under conditions favourable to 
autotrophy, such as during the stratification breaking down (Fig. 7.11). Experimental 
studies have shown that the net growth of dinoflagellates can be higher when they are 
growing as mixotrophs as opposed to autotrophic nutrition (Jeong et al., 2005b; Adolf et 
al., 2008; Glibert et al., 2016); but this is highly variable among species (Jeong et al., 
2010c; Hansen, 2011). In addition, they can decrease competition and thrive by adopting 
the strategy of ‘eating your competitor’ (Thingstad et al., 1996). In contrast, non-
constitutive mixotrophs (mainly ciliates) are primarily heterotrophs; therefore, 
mixotrophy (phototrophy) was most significant during stratified periods (Fig. 7.11) in 
which the availability of prey is low (Levinsen et al., 1999; Stoecker et al., 2009; Yang et 
al., 2014). It is also noteworthy that phototrophy among these mixotrophs is not expected 
to vary with prey availability (Schoener and McManus, 2017). Although the model 
captures well the peak of M. rubrum observed late in spring at L4, the role of phagotrophy 
was overestimated for this species, since it largely relies on phototrophy (Hansen et al., 
2013). 
 So far, few studies have estimated the balance between phototrophy and 
phagotrophy to the carbon budgets of mixotrophs (Table 7.5). Simulated values are within 
the range observed in the literature; however, these studies are species-specific and are 
based upon experimental conditions which differ among studies (e.g., temperature, light, 
nutrient, and prey conditions). Furthermore, these studies also differ in providing gross or 
net carbon budget estimates (Table 7.5). All these aspects hinder any further comparisons 
between simulated values and observations from the literature (Table 7.5). Considering 
the diverse mixotrophic strategies adopted by protists, including within functional types 
(Table 7.5), further studies are necessary to estimate not only carbon but also nitrogen and 
phosphorus budgets among mixotrophs (Glibert et al., 2009; Carvalho and Granéli, 2010). 
These studies will require plankton ecologists to develop new methodologies, which will 
potentially involve the combination of different techniques, to quantify mixotrophy both 
under controlled conditions in the laboratory and within natural assemblages in the field 





Chapter 7. Seasonal succession of protist trophic strategies                                                                                                                                       174 
 
  
Table 7.5 Relative contribution of phagotrophy to the carbon budget of different mixotrophs in the model (Nano-CMs, Micro-CMs, and 
NCMs) and of specific mixotrophic species under experimental conditions. Relative estimates (% C phagotrophy) refer to the gross or 
to the net budgets under a given temperature (T). Minimum, maximum, and averaged values are provided whenever possible; na – not 
applicable.  
A. Nano-CMs     
Reference mixotrophic species % C phagotrophy budget T (°C) 
This study (model) na -2.8 – 23.1 (10.7) net 8 - 16 
Princiotta et al. (2016) Dinobryon sociale 20 – 30 net 8 
Princiotta et al. (2016) Dinobryon sociale 1.2 – 1.7 net 20 
Caron et al. (1993) Dinobryon cylindricum 14 – 20 (21) net 20 
Terrado et al. (2017) Ochromonas sp. 84 – 99 net 20 
B. Micro-CMs      
Reference mixotrophic species % C phagotrophy   T (°C) 
This study (model) na 2.7 – 37.5 (20.2) gross 8 - 16 
Adolf et al. (2006) Karlodinium micrum 31 – 73 gross 20 
Johnson (2015) Prorocentrum minimum 52 – 86 (65) gross 18 
Skovgaard (1996) Fragilidium subglobosum 34 – 100 gross 15 
Skovgaard (2000) Gyrodinium resplendens > 50% gross 15 
C. NCMs      
Reference mixotrophic species % C phagotrophy   T (°C) 
This study (model) na 75.8 – 98.2 (91.5) net  8 - 16 
Stoecker and Michaels (1991) Laboea strobila 99 net  15 
Stoecker and Michaels (1991) Strombidium conicum 97 net  15 
Schoener and McManus (2017) Strombidium rassoulzadegani 95 – 100 net 19 
Johnson and Stoecker (2005) Mesodinium rubrum up to 10 net 0 - 2 
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7.4.3. Different mixotrophic populations across depth? 
The results described above conform mainly with the dynamics observed within 
the mixed layer. Seasonal differences are expected to be more pronounced in surface than 
in deeper waters, but the relative contribution of protist trophic strategies is also expected 
to change throughout the water column (Bruggeman, 2009; Gran-Stadniczeñko et al., 
2019). The model showed an increase in the contribution of heterotrophs with depth and 
the persistence of mixotrophs (Fig. 7.10). L4 data at deeper waters were only available for 
pico- and nano- plankton and observations supported these results (Fig. E.13). It is not 
very clear, however, how mixotrophic populations vary with depth; most studies that 
investigated the vertical distribution of protists focused only on one specific group of 
mixotrophs (Arenovski et al., 1995; Havskum and Riemann, 1996; Czypionka et al., 2011; 
Sanders and Gast, 2012; Weber et al., 2014). What the model can tell us about it? 
The model suggests that the composition of mixotrophic populations changes over 
the water column once stratification develops in a coastal site, shifting from being 
dominated by constitutive to non-constitutive forms with increasing depth (Fig. 7.11). 
Irrespective of seasonal changes, this is associated with the attenuation of light over the 
water column, which favours the heterotrophic metabolism (Figs. 7.10 and 7.11). In the 
model, constitutive mixotrophs cannot sustain positive growth if a critical proportion of 
growth is not obtained through phototrophy. In turn, non-constitutive forms do not survive 
without food and a source of plastids but can survive under severe light limitation. 
Observations support that most constitutive mixotrophs cannot grow in the dark 
(Andersson et al., 1989; Carvalho and Granéli, 2010; Hansen, 2011) but it is noteworthy 
that even closely related species may have different mixotrophic strategies (Liu et al., 
2016; Lie et al., 2018; Calbet et al., 2011). In turn, non-constitutive mixotrophs can 
survive through the darkness of winter in polar seas (Levinsen et al., 2000; Jakobsen et 
al., 2000; Stoecker et al., 2009; Stoecker et al., 2017).  
Data compilations presented in Chapters 3 and 4 can help to understand general 
patterns in the vertical distribution of different mixotrophs (Tables A.2, B.2, and B.3). 
Previous studies have quantified the relative contribution of constitutive mixotrophs to the 
total nanoflagellate biomass over the water column (Chapter 4). Their biomass 
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contribution was considerably lower in the deep chlorophyll maximum (Arenovski et al., 
1995; Havskum and Riemann, 1996; Czypionka et al., 2011) and they were absent in 
darkness (Czypionka et al., 2011). Their bacterivory impact was also considerably lower 
with depth (Havskum and Riemann, 1996; Czypionka et al., 2011). However, it is possible 
that mixotrophic nanoflagellates are present in deeper waters but were not active 
(Czypionka et al., 2011). Despite pointing towards a decrease in the relative contribution 
of mixotrophic nanoflagellates with depth, there is also evidence that certain species can 
thrive in deep waters, such as Dinobryon balticum (Olli et al., 2002). Among non-
constitutive mixotrophs, no study was found to quantify their contribution to total 
microzooplankton over depth (Table A.2). Nevertheless, many studies provided 
information for surface waters while others provided an integrated value throughout the 
water column. Disregarding temporal differences and the different study sites, the average 
contribution of NCMs to total microzooplankton biomass was 41% in surface waters and 
46% across the water column (Appendix A, Table A.2). These numbers suggest, at least, 
that their relative biomass does not decrease with depth. In fact, a previous study suggest 
that M. rubrum can comprise a significant proportion of protist biomass at depth (Pérez et 
al., 2000; Weber et al., 2014). 
 Despite the evidence presented above, we still lack a clear understanding of the 
vertical distribution of mixotrophic populations. Although the model suggests that 
constitutive mixotrophs may pay a higher price than non-constitutive forms over depth, it 
is noteworthy that community diversity may also change vertically (Sanders and Gast, 
2012). Also, the model does not account for diel vertical migration (further discussed in 
Section 7.4.4). Nevertheless, in terms of chlorophyll concentration, constitutive forms 
contributed significantly to total chlorophyll both in surface and deeper waters in the 
model, while NCMs contribution was minor (Fig. E.14). Due to the high dilution rate of 
kleptochloroplasts and due to the predominance of heterotrophic metabolism (Fig. 7.11), 
NCMs do not contribute significantly to total chlorophyll at any of the depth strata 
evaluated (Fig. E.14). However, this scenario could be different if SNCMs were explicitly 
included in the model because they have lower dilution rates of kleptochloroplasts and 
rely mostly on phototrophic metabolism to growth. Despite the challenges associated with 
sampling mixotrophs in the field, further studies that aim to quantity vertical changes in 
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biomass, mixotrophic activity, and community diversity, both between and within the 
different functional types of mixotrophs, will help to elucidate this issue.   
7.4.4. The dynamics of mixotrophic dinoflagellates at L4 
Comparisons of simulations with observational data at 10 m depth at L4 showed 
an overall good agreement for constitutive mixotrophs smaller than 20 µm and for non-
constitutive mixotrophs but not for constitutive mixotrophs larger than 20 µm (Fig. 7.6). 
These are mainly dinoflagellates (Table 7.1) which typically peak late summer/autumn at 
L4, being present at low biomass values during other periods of the year (Widdicombe et 
al., 2010). Within this group, the most abundant species at L4 is Karenia mikimotoi 
(Fig. E.15). Barnes et al. (2015) conducted a 19-year time series analysis at L4 and 
concluded that blooms of K. mikimotoi were mainly associated to elevated rainfall and 
resultant low salinities during summertime and, to a lesser extent, to silicate 
concentrations (Barnes et al., 2015). However, they did not discuss the potential role of 
mixotrophy. This species can feed through a peduncle on heterotrophic bacteria, 
picophytoplankton, and nanoflagellates and it does not seem to feed on prey larger than 
12 µm ESD (Jeong et al., 2010a). At L4, the biomass of K. mikimotoi starts to develop in 
July and reaches its maximum in August (Fig. E.15), matching the observed increases in 
the biomass of its potential prey (i.e., bacteria, picophytoplankton, and nanoflagellates) as 
well as the biomass of diatoms (Figs. 7.5, 7.6 and E.4). Therefore, phagotrophy may be 
another factor that contributes to the observed blooms of K. mikimotoi at L4.  
However, the model presented here could not predict the seasonal dynamics of K. 
mikimotoi nor that of other micro-CMs at L4 despite explicitly resolving mixotrophy 
(Fig. 7.6). In the model, this group of mixotrophs was assumed to feed on several prey 
types including diatoms based on evidence for other several species of dinoflagellates 
(Table 5.1). Simulations showed that dinoflagellates peak together with diatoms during 
spring (Figs. 7.5 and 7.6) and feeding on this group is important for their growth. Despite 
reaching very similar phototrophic rates during the stratification breaking down 
(Fig. 7.11), the model cannot reproduce a second peak of micro-CMs and this is associated 
to the lower contribution of phagotrophy to their growth, particularly due to the lower 
availability of diatoms as prey. On top of this, predation pressure is higher during this 
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period (Fig. 7.11) and NCMs and microzooplankton have a competitive advantage since 
they can maintain their biomass values during stratified periods (Fig. E. 8). So what 
mechanisms is the model currently lacking that could improve the representation of the 
dynamics of these organisms? 
During mixed or slightly stratified water columns, dinoflagellates can engage on 
diel vertical migration; for instance, K. mikimotoi was observed to migrate up to 15 m 
(Koizumi et al., 1996). A different behaviour appears to take place in stratified periods, 
with populations accumulating in fine layers in or close to the pycnocline (Bjoernsen & 
Nielsen, 1991). In addition, it is known that dinoflagellates are extremely sensitive to 
agitation when grown in cultures and mortality can be associated with shear rate (Gentien 
et al., 2007). Therefore, it has been suggested that the confinement in the pycnocline is 
related to increased survival rate (Gentien et al., 2007). In the model presented here, such 
mechanisms were not explicitly described; non-predatory mortality is described as a linear 
function of nutrient stress (for all protists). Most biogeochemical models do not explicitly 
resolve mortality as a function of mixing because biological controls are expected to be 
more important than physical ones, particularly within slightly stratified coastal seas as 
L4 (Atkinson et al., 2018). Another effect not included in the model is the ability of many 
dinoflagellates to produce toxins (Smayda, 1997). In general terms, allelopathy is not 
included in ecosystem models and may be important. This adaptation provides a 
competitive advantage over other phototrophic species; however, it can be countered by 
autotoxicity, as previously observed for K. mikimotoi (Gentien et al., 2007). These 
mechanisms were not considered in the model and could help the correct prediction of the 
seasonal dynamics of mixotrophic dinoflagellates. 
7.4.5. Caveats: model vs observational data at L4 
The model was able to reproduce annual averaged values of nutrients and 
chlorophyll concentrations and total plankton biomass at L4 (Fig. 7.2). Overall, model 
simulations also agreed with seasonal observational data for these variables, performing 
better or at least as well as ERSEM (Figs. 7.4 and 7.7). However, in all models, plankton 
biomass is underestimated during winter while overestimated during spring (Fig. 7.3). 
These limitations are not expected to be independent from each other since the plankton 
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community in the beginning of the production cycle will affect the community observed 
during the spring bloom.  
During winter, phototrophic populations were strongly limited by light 
availability. One could argue that, to improve their performance under light limitation, 
their light harvesting capacity should be increased. However, the initial slope of the 
photosynthesis-irradiance curve (αChl) was parametrised based on maximum values 
observed within coastal temperate seas (up to 0.062 mg C mg Chl-1 h-1 (µmolquanta m-2 
s-1)-1), as revealed by a meta-analysis (Bouman et al., 2018). Previous observations at L4 
found αChl values up to 0.035 mg C mg Chl-1 h-1 (µmolquanta m-2 s-1)-1 (Barnes et al., 
2015). Nevertheless, when forcing the model with higher αChl values, the initiation of the 
bloom would start relatively earlier but no improvement was observed during winter. 
Therefore, this limitation is associated with the physical model instead; improving how 
light is described in biogeochemical models is subject of future work for the ecosystem 
modelling community (Holt et al., 2014). 
The low biomass of diatoms in the beginning of the production cycle affects 
silicate dynamics and the model cannot reproduce the gradual transition from replete to 
deplete silicate conditions observed at L4 as stratification develops (Fig. 7.5). The model 
can reproduce silicate concentrations observed during summer but, in turn, it requires a 
high diatoms peak which appears to be ‘over-predicted’ at L4 (Fig. 7.5). In reality, diatoms 
are present in lower biomass values, with similar values observed from spring to autumn. 
Besides the limitations associated with the light model, four mechanisms can explain the 
simulated dynamics of silicate and diatoms; these are related with changes in diatom 
community composition, the mismatch between trophic levels, advective processes, and 
vertical export. The diatom community changes seasonally at L4, with large centric 
diatoms dominating during winter while small pennate diatoms thrive during summer 
(Widdicombe et al., 2010), but this diversity is not represented in the model. Another 
interesting feature observed at L4 is that mesozooplankton timing has little relation to that 
of food (Atkinson et al., 2015), making it very challenging for models to correctly simulate 
the timing of mesozooplankton (which, as for diatoms, is considered as a single ‘black’ 
box). In addition, the 1D physical model used here does not account for advection and, as 
any other monitoring site, the interpretation of L4 time-series can be confounded by 
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advective processes. Finally, L4 is characterised by a productive benthic community and 
blooms have been observed to get exported to the sea bed (Zhang et al., 2015). In fact, 
nitrate concentrations observed below the mixed layer are lower than the values predicted 
by the model (Fig. E.16). These, together with the limitations associated to the light model, 
suggest that the model is underestimating biological activity at depth. 
Other biological mechanisms such as resting stages, parasitism, selective feeding 
among mesozooplankton, and temperature-related phenology were not considered in the 
model and may play important roles at times. The ability to form resting stages can affect 
plankton dynamics over the water column through export and/or import. Summer diatoms 
bloom, for instance, can be triggered by the germination of resting stages that sedimented 
after the spring bloom (Chen et al., 2009). In the lower end of plankton food webs, 
parasites are recognised to play significant roles in controlling population sizes, trophic 
transfer, biodiversity, and succession (Scholz et al., 2016). A molecular study has shown 
that parasites can play a role in the succession of protist communities during blooms in 
the Western English Channel (Genitsaris et al., 2015). Yet, most biogeochemical models 
do not explicitly describe this group; here, for instance, a mortality term that varies linearly 
with nutrient stress was configured to account for non-resolved mortality, such as viral 
lysis. Going up in the plankton food web, mesozooplankton can display selective feeding 
based on prey quality and potentially facilitate a bottom-up control with consequent higher 
vertical export of particulate matter (Mitra, 2006; Mitra and Flynn, 2006; Sailley et al., 
2015). This mechanism was not included in the model used here; however, a previous 
study found that copepods display unselective feeding behaviour at L4 (Djeghri et al., 
2018). Lastly, the model did not account for temperature-related phenology, which can 
affect both protists and mesozooplankton (Rose and Caron, 2007; Mackas et al., 2012; 
Atkinson et al., 2015). 
Ultimately, there is no single explanation for what defines plankton succession 
within temperate seas and, most likely, several mechanisms take place and may differ in 
relative importance in different points in time and space (Atkinson et al., 2018). Model 
predictions are limited to the processes described and, therefore, represent simplifications 
of the real system being simulated. If one wants to increase the predictive power for the 
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different functional types assigned in the model, automated methods of parameter 
estimation may provide a way forward (Schartau et al., 2017). Nevertheless, parameter 
tuning has its own limitations since just a few parameters can be optimised. In addition, 
one needs to keep in mind that the spatio-temporal scaling of the model differs greatly 
from that of the data and that there will always be caveats associated to any dataset. For 
instance, mesozooplankton at L4 is sampled with a net of 200 µm mesh size, potentially 
underestimating the trophic role of copepodites and copepod nauplii (e.g., López et al., 
2007). Even with a very complex model that is well constrained by experimental 
observations, data may diverge from model output (Schartau et al., 2017). The process of 
creating a model should be interactive and cyclic, from model to experiments then back 
to model and, therefore, even if the parameters are not well constrained by the data, a 
model can guide us on future experimental investigations. 
On the other hand, one could argue that it depends on the question being posed. 
The main focus of this study was the seasonal succession of protist trophic strategies and, 
in particular, the relevance of mixotrophy over the production cycle. Based on this, the 
model was able to reproduce general features of the succession of protists in temperate 
seas. More importantly, it was able to represent the biomass of mixotrophs (except for 
dinoflagellates) and how different trophic strategies progress over the seasonal cycle. 
Despite the uncertainties associated with modelling mixotrophic nutrition, the major 
limitations of this study (i.e., low biomass during winter and high diatom spring bloom) 
were associated with other features, as discussed above, and probably require a revision 
of the physical model. Finally, modelling studies not only are built upon empirical data 
and are used for predictions but, perhaps more importantly, also generate new hypotheses 
and provide new directions for future research. In this sense, the present study calls 
attention for the persistence of mixotrophy (and its different forms) over the seasonal cycle 
and throughout the water column in temperate seas. 
  




Model and data confirmed that mixotrophy is a persistent trait within temperate 
seas. The model was able to predict general patterns on protist succession over the 
seasonal cycle, with autotrophs dominating during more productive periods, mixotrophs 
during summer, and heterotrophs once the water column is fully mixed. Interestingly, 
during winter, both model and data showed a succession from heterotrophic to 
mixotrophic protists, suggesting that the latter can find a window of opportunity to grow 
before autotrophs take place at the onset of stratification. Seasonal patterns were less 
evident in deeper waters, but the model suggests that mixotrophic populations change 
vertically, shifting from being dominated by constitutive forms to non-constitutive forms 
with increases in depth. Both seasonal and vertical patterns were observed simulating 
changes in mixotrophic strategies (the synergy between phototrophy and phagotrophy) 
and assigning different mixotrophic functional forms in the model. At L4, nano-CMs were 
the most abundant group of mixotrophs, while micro-CMs only peaked late summer and 
NCMs were found throughout the seasonal cycle but in lower biomass values. Despite 
model caveats, limitations were mainly associated to diatom dynamics and with the 
physical model (and not with the description of mixotrophic nutrition), suggesting that the 
next step is to integrate mixotrophy in 3D ocean models. 

















The main aims of this thesis were: i) to investigate the biogeography of mixotrophs 
according to their functional diversity across the global oceans and to evaluate how it 
relates to environmental variability; ii) to explore the competitive outcomes between 
mixotrophs and their auto- or hetero- trophic counterparts and the effect of mixotrophy on 
ecosystem functioning; and iii) to investigate the seasonal succession of protist trophic 
strategies and the vertical distribution of mixotrophs within a coastal temperate sea. These 
aims were explored through the interrogation of global databases and literature, applying 
theoretical modelling approaches, and utilizing long-term time-series datasets to validate 
model results at a specific site. Here, a summary of the results within this thesis is provided 
(Chapter 8.2) followed by a discussion on how these findings relate to the current literature 
(Chapter 8.3) and, to conclude, the challenges ahead in plankton ecology and mixotrophic 
research is revised (Chapter 8.4). 
8.2. Summary of thesis results 
8.2.1. Biogeography of mixotrophs across the global oceans 
This thesis presents the first attempt to evaluate the biogeography of marine 
mixotrophic protists at a global scale (Chapters 2, 3, and 4). Mixotrophy among both 
constitutive and non-constitutive forms was found to be ubiquitous in the global oceans 
(Figs. 3.1 and 4.1). Among non-constitutive mixotrophs, different biogeographic patterns 
were observed based on mixotrophic functional diversity, with endosymbiotic forms 
dominating in oligotrophic waters while mixotrophs relying on acquired plastids were 
more important in high-biomass areas (Fig. 3.5). Interestingly, the similarities between 
the biogeographic patterns of the different groups suggest a continuum based on their 
control over acquired phototrophy, from GNCMs to pSNCMs to eSNCMs, respectively. 
This study also revealed that 40–60% of plankton traditionally viewed as 
microzooplankton are, in fact, non-constitutive mixotrophs (Chapter 3). However, their 
relative contribution in terms of biomass depends on the spatio-temporal scale being 
evaluated. Overall, the biomass of GNCMs was higher during summer in the 
Mediterranean Sea, the pSNCM Mesodinium was more abundant during spring within 
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coastal seas, and eSNCMs were particularly abundant during autumn within equatorial 
upwelling zones (Fig. 3.6).  
Constitutive mixotrophs vary greatly in size, taxonomy, and with respect to the 
level of mixotrophy that they undertake (i.e., their balance between phototrophy and 
phagotrophy); however, it was not possible to evaluate their biogeography at this level of 
detail when interrogating global databases due to sampling biases (Chapter 4). Despite 
confirming that sampling occurred across all biogeographic provinces but one (Fig. 4.2), 
most of the maps generated for the different sizes and taxonomic groups of CMs indicate 
that their distribution is very restricted to certain areas (Fig. 4.1) or, as verified afterwards, 
that there are clear gaps in the data (Figs. 4.3 and 4.4). Data are biased towards larger 
species, mainly dinophytes, and less data were available within oligotrophic gyres and in 
equatorial regions compared to the other biomes (Figs. 4.3 and 4.4). Since the results 
pointed to non-dinophyte species < 20 µm as being the least represented group, data from 
global databases were compared against data from studies which particularly targeted 
these organisms (Fig. 4.7). While global data indicate that this group is largely limited to 
polar and temperate seas (and mainly in coastal areas), their true distribution encompasses 
open oceans including areas close to the Equator (Fig. 4.7). Moreover, the abundance of 
actively feeding mixotrophs is highly variable across the oceans (Chapter 4).  
The abundance of mixotrophic nanoflagellates (nano-CMs) was found to increase 
exponentially towards more productive systems (Fig. 4.8); however, this pattern depends 
on prey abundance and was not observed for bacterial concentrations higher than 1 × 107 
cells mL-1 (Fig. 4.9). In addition, this relationship was verified in surface and sub-surface 
waters as well as in the deep chlorophyll maximum, but it was almost absent at the 
thermocline and disappeared when evaluating their abundance averaged over the water 
column (Fig.  4.8). When comparing their biomass with that of heterotrophic 
nanoflagellates, nano-CMs were less abundant across all oceanic biomes (Fig. 4.10). 
Among the different biomes, the abundance ratio between nano-CMs and that of 
heterotrophic nanoflagellates was higher and also greatly variable in more productive 
biomes (i.e., coastal seas, equatorial upwelling, and polar seas); in turn, variability was 
lower within oligotrophic oceans such as the Mediterranean Sea and within the oceanic 
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gyres (Fig.  4.10). Despite being less numerically abundant than heterotrophic 
nanoflagellates, nano-CMs contributed to ~ half of the total bacterivory across the 
different biomes (Fig. 4.10). Their contribution was comparable among all biomes except 
within polar seas and in zones of coastal upwelling (Fig. 4.10).  
8.2.2. Mixotrophy, ecosystem functioning, and community composition 
A theoretical analysis of a plankton food web revealed that mixotrophy influences 
nutrient availability, mass and energy transfer to higher trophic levels, and the microbial 
loop (Chapters 5 and 6). In the light-limited scenario, ammonium regeneration was higher 
in the absence of mixotrophy (Fig. 6.3); once mixotrophs were included in the food web 
they competed with their heterotrophic counterparts and down-regulated the biomass of 
nano- and micro- zooplankton (Fig. 6.4). In addition, mixotrophy changed community 
composition, from smaller (in the non-mixotrophic food web) to larger (in the mixotrophic 
food web) phototrophs (Fig. 6.4). Since mesozooplankton cannot access small prey such 
as picophytoplankton, mixotrophy supported higher trophic transfer efficiency of carbon 
biomass to higher trophic levels (Fig. 6.3). The production of labile DOC was higher in 
the absence of mixotrophs due to the high biomass achieved by picophytoplankton and 
diatoms, resulting in higher GPP and consequent leakage of labile DOC (Fig. 6.3). All 
properties described above were most sensitive to photosynthetic parameters, particularly 
the slope of the PE curve and the maximum chlorophyll to carbon ratio (Table 6.5). 
The effect of mixotrophy was even more pronounced in the nutrient-limited 
scenario (Fig. 6.5), with mixotrophs outcompeting their autotrophic and heterotrophic 
counterparts (Fig. 6.6). Non-constitutive forms could outcompete heterotrophic protists 
due to limited prey availability and the overall low regeneration of ammonium decreased 
the availability of inorganic nutrients, favouring constitutive mixotrophs over autotrophic 
protists (Figs. 6.5 and 6.6). Similarly to the light-limited scenario, the trophic transfer 
efficiency was higher in the presence of mixotrophs and NCMs were an important prey 
supporting the biomass of mesozooplankton (Fig. 6.5). In turn, the production of labile 
DOC was higher in the presence of mixotrophs and was mainly associated with a larger 
fraction of prey remaining unassimilated and being egested (Fig. 6.5). Under this scenario, 
the results were most sensitive to the parameterisation of bacteria and mixotrophs, 
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particularly the parameters defining the prey size spectrum of nano-CMs (Table 6.7). A 
closer examination of the individual effects of the different mixotrophs revealed nano-
CMs to have the highest impact in plankton trophodynamics, promoting higher trophic 
transfer efficiency by outcompeting picophytoplankton (Fig. 6.7). When only micro-CMs 
were considered, they had a major role decreasing the overall regeneration of ammonium 
and the individual impacts of GNCMs or SNCMs were minor (Fig. 6.7). The impact of 
mixotrophy was higher when assigning nano-CMs and GNCMs or SNCMs and 
maximised once all mixotrophs were considered (Fig. 6.7). 
Overall, size was found to be an important trait determining the success of 
mixotrophs with an innate capacity for photosynthesis, with smaller cells dominating 
under nutrient limitation and larger cells being more important under light limitation (Fig. 
6.8a). Among non-constitutive mixotrophs, results suggest that the specificity of prey 
from which they acquire phototrophic potential affect their success, with generalist forms 
dominating under nutrient limitation and specialist forms showing maximal contribution 
in intermediate conditions of light and nutrient limitation (Fig. 6.8b). Finally, the model 
predicted that the relative contribution of autotrophic and heterotrophic protists to total 
protist biomass increases in the transition from nutrient to light limitation (Fig. 6.8). 
8.2.3. Seasonal succession of protists in a coastal temperate sea 
In Chapter 7, the food web model developed in Chapters 5 and 6 was coupled to a 
physical model of the water column (GOTM). The mixotrophic model reproduced the 
seasonal development of nutrients and chlorophyll concentrations as well as total plankton 
biomass at the Western English Channel at station L4 (Chapter 7). When evaluating 
nutrients, chlorophyll, and total plankton biomass, model performance was similar 
between the mixotrophic model, the non-mixotrophic model, and ERSEM (Figs. 7.3 and 
7.4). All models overestimated the spring bloom at L4 due to the high biomass of diatoms 
which, in turn, was necessary to simulate silicate depletion during summer (Fig. 7.5). In 
addition, mesozooplankton appears earlier than their prey at L4 and, therefore, this feature 
was not captured by the model (Fig. 7.5). However, models performed differently from 
each other when evaluating each plankton functional type separately (Figs. 7.6 and 7.7). 
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The mixotrophic model was used to investigate the seasonal succession of protist 
trophic strategies at L4. Model and data support the hypothesis that mixotrophy is a 
persistent trait across the seasonal cycle (Figs. 7.10 and E.7). The mixotrophic model 
predicted the greater importance of autotrophs during more productive periods, the 
dominance of mixotrophs during stratified periods, and the maximum contribution of 
heterotrophs towards the end of the production cycle, i.e., once the water column is fully 
mixed (Fig. 7.10). Compared to observed data, the model overestimated autotrophic 
biomass while underestimating heterotrophic biomass throughout the seasonal cycle 
(Figs. 7.10 vs E.7). Interestingly, the contribution of heterotrophs decreased during winter, 
particularly just before the spring bloom, opening a window of opportunity to mixotrophs 
(Fig. E.7). This feature is supported by the available data but the biomass of mixotrophs 
was overestimated by the model during this period.  
The contribution of bottom-up and top-down controls in shaping the succession of 
protists varied across the seasonal cycle. Fast growing species take advantage at the onset 
of stratification and during the breaking down of stratification, but predation pressure was 
higher in the latter (Fig. 7.10). The overall role of predation is important to control protist 
populations during stratified periods and, in particular, once the water column is fully 
mixed (Fig. 7.10). Mixotrophy persisted across the seasonal cycle due to the synergy 
between phototrophy and phagotrophy (Fig. 7.11). Even below the mixed layer, where 
heterotrophs increased in relative biomass, mixotrophy comprised an important fraction 
of the total protist biomass (Fig. 7.10). Nano-CMs were the most dominant mixotrophs at 
L4, micro-CMs were important at times, and NCMs were less abundant but their biomass 
was relatively constant throughout the seasonal cycle. Mixotrophy (phagotrophy) was key 
for the success of nano-CMs during summer and to secure survival during winter (Fig. 
7.11). Micro-CMs were strongly dependent on phagotrophy to outnumber competitors and 
be able to thrive (Fig. 7.11). The importance of mixotrophy (phototrophy) among NCMs 
was more important during summer, but also contributed to cover respiration costs in other 
periods (Fig. 7.11). 
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8.2.4. On the persistence of different protist functional types in the oceans 
The persistence of the different functional types was not always consistent 
between the observational data (Chapters 3 and 4) and the modelling studies (Chapters 6 
and 7). For instance, NCMs and their heterotrophic counterparts cooccurred in all 
analyses; however, in order to persist in the models, they were not allowed to feed on each 
other. While the meta-analysis showed heterotrophic nanoflagellates and nano-CMs 
persisting across different environments (Chapter 4), they could never coexist in the 
modelling studies (both chemostat and 1D approaches). The results above suggest that 
further analyses are required to better implement the cost associated with the mixotrophic 
trait in models. In turn, the modelling analyses presented in Chapters 6 and 7 were 
consistent in a series of aspects, such as: i) mixotrophy favoured the concentration of 
biomass in larger size classes; ii) phototrophic nanoflagellates and microflagellates could 
only persist in the model once constitutive mixotrophy was assigned; iii) higher trophic 
transfer and lower ammonium regeneration was observed in the presence of the 
mixotrophic trait. However, once assigning realistic environmental variability (Chapter 
7), diatoms achieved higher biomass values and GNCMs and SNCMs could not persist, 
contrary to the chemostat experiments (Chapter 6). These results are important because 
evidence the need to have an holistic approach, i.e., physical and biogeochemical model 
applied at a long-term monitoring site (i.e., L4 station), to investigate the complexities 
associated to the mixotrophic trait and its potential impact in ecosystem dynamics. 
8.3. Overview of findings in the context of the current literature 
8.3.1. Spatial distribution of mixotrophic protists 
The studies within this thesis investigated the distribution of mixotrophs across 
environmental gradients and the physical and biological mechanisms behind their 
biogeographic patterns (Chapters 3, 4, 6, and 7). As more studies seek to understand the 
distribution of mixotrophs, the more it becomes clear that mixotrophy in plankton is 
ubiquitous (Stoecker et al., 2017; Leles et al., 2017; Leles et al., 2019; Faure et al., 2019; 
Edwards, 2019). Defining the traits that lead to a wide colonization and diversification in 
microorganisms is a central question in microbial biogeography (Dolan, 2005; Foissner, 
2006; Caron, 2009; Martiny et al., 2006; Barton et al., 2013b). It is possible to conclude 
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from the results herein that mixotrophy is a major trait defining the biogeography of 
protists across the oceans (Chapters 3, 4, 6, and 7). Nevertheless, we know very little about 
the biogeography of this trait.  
The studies presented here are the first attempts to investigate the global 
distribution of mixotrophs (Leles et al., 2017; Leles et al., 2019). These revealed that not 
all mixotrophic taxa are everywhere in significant quantities (Chapters 3 and 4). For 
instance, all non-constitutive mixotrophs occurred in coastal seas as showed in Chapter 3 
but the importance of endosymbiotic associations was clearly low in these regions while 
kleptoplastidic forms were more abundant (Leles et al., 2017; Faure et al., 2019). This 
illustrates how microbial biogeography differs from that of multicellular organisms 
because the former largely depends on quantities while the latter can be defined mostly 
by the presence/absence of taxa (Dolan, 2005). Furthermore, it shows the importance of 
diverse mixotrophic strategies in shaping the biogeography of protists. 
 Different mixotrophic types are selected under different environmental conditions 
(Chapters 3, 4, 5, and 6). As exemplified above, this was clear when evaluating different 
functional types of non-constitutive mixotrophs (Chapter 3). However, differences may 
also be found within functional types; for instance, endosymbiotic forms were found to 
have different biogeographies based on their ability to form colonies or depending on the 
mode of symbiosis (Faure et al., 2019). It is also expected that different constitutive 
mixotrophs will have different biogeographies due to their different sizes and the observed 
continuum of mixotrophic strategies, with some species relying more on phagotrophy and 
others closer to the phototrophic end of the spectrum (Burkholder et al., 2008; Jeong et 
al., 2010c; Flynn et al., 2013). It was not possible, however, to test this hypothesis here 
when interrogating global databases due to sampling biases and due to our limited 
knowledge about their mixotrophic metabolism (Chapter 4). Nevertheless, the modelling 
experiments (Chapters 6 and 7) suggest that size differences will result in different 
mixotrophic metabolisms, particularly due to different prey size spectrum and selection, 
and, thus, in different ecological niches among constitutive mixotrophs (Leles et al., 
2018). Therefore, the above calls attention to the interpretation of mixotrophic diversity 
in combination with other traits when evaluating the biogeography of protists. 
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 It is noteworthy that the spatial distribution of organisms in the oceans takes place 
both horizontally as well as through the water column. In this sense, mixotrophs tend to 
be restricted to the euphotic zone (Dolan and Pérez, 2000; Stoecker et al., 2017). 
Investigations of their vertical distribution can elucidate how they respond to light 
variability. The model study presented in Chapter 7 suggests that mixotrophic populations 
change across the water column once stratification develops in a coastal site, shifting from 
being dominated by constitutive to non-constitutive forms with increasing depth and light 
attenuation. However, it is not very clear if this feature is supported by empirical studies; 
from the data compiled in Chapters 3 and 4, most studies have focused on only one type 
of mixotroph (Arenovski et al., 1995; Havskum and Riemann, 1996; Czypionka et al., 
2011; Sanders and Gast, 2012; Weber et al., 2014). For instance, the abundance of 
constitutive mixotrophs (nanoflagellates) tends to decrease with depth, being undetectable 
in darkness (Czypionka et al., 2011). In turn, the non-constitutive mixotroph Mesodinium 
rubrum can be very abundant in deeper waters (Weber et al., 2014). 
8.3.2. Temporal distribution of mixotrophic protists 
Biogeography is the study of the processes that determine both spatial and 
temporal distributions of organisms. Evaluating the temporal distribution of mixotrophs 
helps us to understand their biogeography and the succession of protist communities 
(Chapters 3 and 7). For instance, if the temporal distribution had been neglected, one could 
conclude from Chapter 3 that acquired phototrophs have different biogeographies but only 
when comparing endosymbiotic mixotrophs with kleptoplastidic forms (Leles et al., 
2017). A study based on metabarcoding data arrived at similar conclusions without 
examining temporal differences (Faure et al., 2019). However, once temporal distributions 
were assigned in Chapter 3, it becomes clear that kleptoplastidic mixotrophs can exhibit 
different biogeographies based on the specificity of the prey from which 
kleptochloroplasts are acquired, i.e., generalist vs specialist forms (Leles et al., 2017). 
Within coastal seas, generalist forms are more abundant during summer while the 
specialist M. rubrum reaches its highest abundance during spring (Stoecker et al., 2009; 
Johnson et al., 2013; Stoecker et al., 2017). The mechanistic model used in Chapter 6 
allowed the investigation of this mechanism, revealing that generalist non-constitutive 
mixotrophs dominate under high light and low nutrient conditions, while specialist forms 
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are more important in intermediate conditions of light and nutrients (Leles et al., 2018). 
Furthermore, their different temporal distributions were corroborated validating this 
model at L4 station, in the Western English Channel (Chapter 7). 
In Chapter 7, the seasonal succession of protist trophic strategies was evaluated, 
for the first time, through a modelling study validated against observational data. Model 
and data revealed that mixotrophy is a persistent trait in a coastal temperate sea. The 
seasonal succession of plankton communities has long been investigated (Sverdrup, 1953; 
Margalef, 1978; Reynolds, 1984; Lichtman et al., 2007; Edwards et al., 2013) but the role 
of mixotrophy is often overlooked (Sommer et al., 2012; Mitra et al., 2014b; Stoecker et 
al., 2017). It is now well accepted that mixotrophs thrive in mature systems, such as within 
oligotrophic oceans and during summer within temperate seas (Mitra et al., 2014b). What 
is intriguing is their persistence in other periods of the seasonal cycle, as verified by 
previous empirical investigations (Unrein et al., 2007; Czypionka et al., 2011; Vargas et 
al., 2012). Here, several ‘windows of opportunity’ that allow mixotrophs to grow over the 
production cycle in a coastal temperate sea were identified (Chapter 7). These are related 
to the different functional types of mixotrophs included in the model and due to changes 
in their mixotrophic strategies over the seasonal cycle. As expected, mixotrophy among 
both constitutive and non-constitutive forms was important during summer (Havskum and 
Riemann, 1996; Stoecker et al., 2009; Johnson et al., 2013). In addition, phagotrophy was 
key to secure survival during winter among small constitutive mixotrophs. Interestingly, 
model and data support that, just before the spring bloom, mixotrophs can increase in 
abundance relative to heterotrophs. This suggests that the succession of protist trophic 
strategies can change during winter, from heterotrophs to mixotrophs and then back to 
autotrophs during the spring bloom. 
8.3.3. Implications to ecosystem functioning 
Mixotrophy can significantly impact plankton dynamics and ecosystem 
functioning (Dolan and Pérez, 2000; Stoecker et al., 2009; Mitra et al., 2016; Stoecker et 
al., 2017; Stoecker and Lavrentyev, 2018). At the base of pelagic food webs, mixotrophic 
nanoflagellates are recognised as important bacterivores in oligotrophic seas (Zubkov and 
Tarran, 2008; Hartmann et al., 2012; Mitra et al., 2014b). Their abundance, however, 
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increases towards more productive systems and despite presenting low abundance values 
compared to heterotrophic nanoflagellates, these mixotrophs are responsible for nearly 
half of total bacterivory across different ecosystems (Chapter 4). Mixotrophic bacterivory 
was highly variable within temperate coastal seas and polar seas, suggesting temporal 
variability in the relative importance of mixotrophs (Chapter 4). The model presented in 
Chapter 7 revealed that mixotrophic bacterivory changed over the year in a coastal 
temperate sea, being maximal during summer but also significant during winter. This 
analysis highlights the importance of quantifying mixotrophs, the abundance of their 
potential competitors, and their ecological impact across seasons. So far, few temporal 
investigations have sampled consistently over several months (Unrein et al., 2007; Tsai et 
al., 2011) and, therefore, further studies are required to understand changes on 
mixotrophic bacterivory over the year.   
Modelling investigations in Chapter 6 and other studies suggest that mixotrophs 
can promote the accumulation of biomass in larger size classes, increasing the transfer of 
carbon to higher trophic levels (Ward and Follows, 2016; Leles et al., 2018). In the 
absence of mixotrophy, phototrophic biomass is accumulated in smaller size classes 
(picoplankton), particularly under nutrient limitation, which are not accessible to 
mesozooplankton (Leles et al., 2018). In addition, empirical data indicate that constitutive 
mixotrophy have a stabilizing effect on the stoichiometric content of primary producers 
(Moorthi et al., 2017). This is related to phagotrophic feeding on nutrient-rich prey to 
compensate for inorganic nutrient limitation, which can also act increasing trophic 
efficiencies (Moorthi et al., 2017). Non-constitutive mixotrophs, in turn, are hypothesised 
to increase trophic transfer efficiency by reaching higher gross growth efficiencies (GGE) 
than heterotrophic counterparts (Stoecker et al., 2009; Schoener and McManus, 2017); 
however, no previous studies have assessed this experimentally. Certain 
mesozooplankton, such as crustaceans and fish larvae, preferentially prey on mixotrophic 
ciliates (Broglio et al., 2004; Figueiredo et al., 2007). Nevertheless, other mixotrophs can 
negatively impact the pelagic food web, such as mixotrophic nanoflagellates and 
dinoflagellates (e.g., Prymnesium and Karlodinium genus) which are responsible for the 
formation of harmful algal blooms (Burkholder et al., 2008; Gomes et al., 2014).  
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Modelling studies also suggest that mixotrophs can affect nutrient cycling 
(Chapters 6 and 7); however, it is not clear if non-constitutive mixotrophs act supressing 
or increasing the regeneration of inorganic nutrients in the system (Mitra et al., 2016; 
Ghyoot et al., 2017b; Leles et al., 2018). If these mixotrophs can achieve higher GGE, as 
discussed above, one might argue that they act to decrease inorganic nutrient regeneration 
since they can recycle nutrients internally (Stoecker et al., 2009). Nevertheless, more 
investigations are required to understand if these mixotrophs can take up inorganic 
nutrients (Hattenrath-Lehmann and Gobler, 2015; Qiu et al., 2016; Schoener and 
McManus, 2017). Specialist non-constitutive mixotrophs, such as Dinophysis acuminata 
and Mesodinium rubrum, can assimilate ammonium and urea, but nitrate assimilation was 
found to be significantly lower (Hattenrath-Lehmann and Gobler, 2015; Qiu et al., 2016). 
The generalist non-constitutive mixotroph Strombidium rassoulzadegani was found to 
take up both ammonium and nitrate but inorganic nitrogen did not contribute significantly 
to growth (Schoener and McManus, 2017).     
The modelling results from Chapter 6 also support the hypothesis that mixotrophy 
can increase the production of DOC and stimulate bacterial biomass (Stoecker et al., 2009; 
Mitra et al., 2014b), but only under nutrient limitation. The increased production of DOC 
was mainly related to the overall poor prey quality, described by internal N:C and P:C 
quotas, resulting in inefficient protist predators which, therefore, contributed to the 
increased release of labile DOC (Mitra, 2006; Polimene et al., 2015). Under light 
limitation, total gross primary productivity (GPP) was higher in the absence of mixotrophs 
and the production of labile DOC was mainly associated with photosynthesis. However, 
results are largely dependent on how materials are partitioned between particulate and 
dissolved pools in the model. In addition, the model lacked the description of osmotrophy, 
which has the potential to change these dynamics. 
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8.4. What are the challenges ahead? 
8.4.1. Limitations in the current literature  
If mixotrophy, on its different forms, has long been described among protists 
(Jones 1997; Raven, 1997; Stoecker 1998; Burkholder et al., 2008; Raven et al., 2009; 
Jeong et al., 2010c; Johnson et al., 2011; Flynn et al., 2013; Mitra et al., 2016), why do 
we know so little about the biogeography of mixotrophs and their impact on ecosystem 
functioning? From microscopic analyses to molecular data, ocean colour, and ecosystem 
models, all share something in common – these approaches traditionally neglect or, at 
least, underestimate mixotrophy within protist communities.    
 Traditional sampling protocols, based on microscopic identification and 
quantification, are commonly biased towards certain taxonomic groups or size classes of 
protists. For example, large ‘zooplankton’ (> 600 µm) are commonly characterised by 
copepods despite many protist taxa also occurring in this size range. The latter are 
underrepresented because their cells are severely damaged by plankton nets and 
eventually dissolve upon preservation (Biard et al., 2016). Imaging surveys revealed 
rhizarians, most of which are non-constitutive mixotrophs, to consist of nearly 30% of 
total zooplankton biomass (> 600 µm) across the oceans (Biard et al., 2016). Similarly, 
sampling biases also hinder the investigation of the biogeography of constitutive 
mixotrophs which occur mainly in the nano- and micro- plankton size spectrum (Leles et 
al., 2019). Their small size complicates the identification at species level through 
microscopy. Protist species have been traditionally defined based on morphological 
differences, but cryptic species exist with very similar body forms and different 
physiologies, particularly among nanoplankton (Lie et al., 2018). DNA sequence 
information arise as a powerful tool to address this shortcoming detecting protistan 
diversity (de Vargas et al., 2015). It is noteworthy, however, that estimates of protistan 
diversity from DNA sequences are strongly dependent on primer choice, amplification 
protocols, and sequencing and can be also biased towards certain groups (Caron and Hu, 
2019). The study by Faure et al. (2019), for instance, identified a gap of sequence data 
among GNCMs and pSNCMs relative to CMs and eSNCMs. 
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One important fact is that neither traditional sampling protocols or high-
throughput sequencing capture mixotrophic activity. Therefore, even analyses of 
metabarcoding data must rely on previous experimental evidence to classify the 
operational taxonomic units as mixotrophs (Leles et al., 2019; Faure et al., 2019). Even 
though not a common practice, it is relatively simple to quantify the biomass of non-
constitutive mixotrophs versus that of their heterotrophic counterparts (Leles et al., 2017). 
Mixotrophic ciliates, for example, are easily identifiable from heterotrophic ones through 
the examination of samples under epifluorescence microscopy or using the FlowCAM 
(e.g., Stoecker et al., 2014; Haraguchi et al., 2018). The same does not apply for 
constitutive mixotrophs because these are not necessarily actively feeding at all times 
(Chapter 4). Constitutive mixotrophs smaller than 20 µm are usually distinguished from 
strict phototrophic counterparts through bacterivory experiments which are limited by a 
series of assumptions, such as constant bacterivory over short time scales and by the fact 
that community ingestion rates can be approximated to the average ingestion rates of all 
feeding individuals (Safi and Hall, 1999; McKie-Krisberg et al., 2014; Sato et al., 2017). 
In reality, feeding varies over the diel cycle (Tsai et al., 2009) and only a proportion of 
the total mixotroph assemblage is actively feeding at any time during an experiment 
(Christaki et al., 1999; Anderson et al., 2017). Paradoxically, most bacterivory studies do 
not provide information on protistan diversity (Unrein et al., 2014) and appear to not be 
applicable among constitutive mixotrophs larger than 20 µm. There is, therefore, a lack of 
studies that tackle both mixotrophic diversity and mixotrophic activity and, potentially, 
different methodologies are needed for different mixotrophs. 
The problem is that, without quantifying mixotrophic activity, we cannot have a 
clear understanding of the impact of mixotrophs on plankton trophodynamics and on 
global biogeochemical cycles. In view of the limitations associated with empirical studies, 
numerical modelling provides a platform to explore these questions and test hypotheses. 
Physiological (mechanistic) models of mixotrophy with different levels of complexity 
have been previously formulated in the literature (Troost et al., 2005; Bruggeman, 2009; 
Flynn and Mitra, 2009; Ward et al., 2011; Chakraborty et al., 2017). However, the 
traditional split between ‘phytoplankton’ or ‘zooplankton’ still rule the way plankton is 
structured within ecosystem models with a few exceptions (Tables 1.1 and 1.2). There is 
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a lack of modelling studies that address the diverse mixotrophic strategies adopted by 
protists (Flynn and Mitra, 2009; Mitra et al., 2016; Ghyoot et al., 2017a) and how these 
affect the competitive outcomes within protist communities (Leles et al., 2018). One could 
argue that mixotrophy is not described within ecosystem models due to the paucity of 
data. Data are needed to parameterise the models as well as to evaluate model performance 
and, thus, represent a challenge to the modelling community. In fact, poor 
parameterisation can aggravate a common feature of ecosystem models which is the 
difficulty to allow coexistence among the different plankton functional types (Cropp and 
Norbury, 2013).  
Biogeochemical models, particularly 3D models, tend to compare simulations 
against ocean colour data due to the continuous global estimates of surface chlorophyll-a 
concentrations (Bracher et al., 2017). However, such data does not capture the diversity 
of forms and function among phototrophic taxa and does not allow to access mixotrophy. 
From the 1990s onwards, increasing efforts have been applied on developing algorithms 
that can retrieve information on the composition and size structure of phototrophic 
communities from ocean colour (IOCCG, 2014). The methods utilize information from 
phytoplankton abundance, cell size, and bio-optical properties such as pigment 
composition, absorption, and backscattering properties (Bracher et al., 2017). Most 
algorithms provide information about the dominance or the presence/absence of a 
particular group, or the fraction of chl-a associated with three different size classes (pico-
, nano-, and micro- plankton) (reviewed in Bracher et al., 2017). Such information is not, 
however, easily transferable to the plankton functional types within biogeochemical 
models. There are also the issues with the units required by biogeochemical modellers, 
which are usually carbon-based, and the limited application of remote sensing data within 
coastal areas and, of course, vertically in the water column. In turn, monitoring datasets 
(usually from fixed stations) provide estimates of plankton biomass in terms of carbon for 
different plankton functional types, including mixotrophic taxa, but have their own 
caveats and lack the global continuous measurements unique from ocean colour data. 
A model can only be as good as the data used to parameterise it and, more 
importantly, on the concepts used on its construction (Flynn, 2005). Modelling 
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mixotrophy is not a trivial task (Mitra and Flynn, 2010). It is important to justify model 
assumptions and address model caveats. Despite the refined level of mechanistic 
understanding compared to other mixotrophic models in the literature (Tables 1.1 and 1.2), 
the model used in this thesis (Flynn and Mitra, 2009) also have limitations. Overall, it is 
difficult to allow coexistence among mixotrophs and their auto- or hetero- trophic 
counterparts (Mitra et al., 2014b; Leles et al., 2018). For instance, nanozooplankton was 
rapidly excluded from simulations, not coexisting with constitutive mixotrophs (Mitra et 
al., 2014b; Leles et al., 2018). Similarly, it is not trivial to allow the coexistence between 
microzooplankton, GNCMs, and pSNCMs (Leles et al., 2018). These results suggest that 
the model can be underestimating the costs associated to mixotrophy. 
Nevertheless, mixotrophy should be interpreted as a synergistic interaction, in 
which different mechanisms can act regulating phototrophy and/or phagotrophy (Flynn 
and Mitra, 2009; Stoecker et al., 2017). Therefore, models that implement mixotrophy as 
‘the sum of the parts’, i.e., summing up phytoplankton and zooplankton descriptors, are 
not appropriate to represent mixotrophic populations (Mitra and Flynn, 2010). Certain 
modelling approaches have implemented a continuum of mixotrophic strategies through 
the description of trait (i.e., photosynthesis, nutrient uptake, and phagotrophy) 
distributions, but these are based on simpler descriptions of mixotrophy and do not 
account for mixotrophic functional diversity (Bruggeman, 2009; Ward et al., 2011; Berge 
et al., 2017; Chakraborty et al., 2017), i.e., do not differentiate between CMs and the 
different types of NCMs (their description is closer to that of CMs). Moreover, some 
studies have implemented an allometric description of mixotrophy based on the 
assumption that phagotrophic capabilities increase with cell size whilst the opposite is true 
for phototrophy (Ward and Follows, 2016; Chakraborty et al., 2017); however, this 
approach is not correct since mixotrophic nanoflagellates can be primarily phagotrophic 
and large Rhizaria can function primarily as phototrophs (e.g., de Vargas et al., 2015; Lie 
et al., 2018).  
8.4.2. Directions for future studies 
Acknowledging the limitations associated with mixotrophic research is an 
important exercise to define future research questions with appropriate experimental 
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design. There is increasing evidence that mixotrophic populations exhibit latitudinal 
gradients and seasonal distributions (Biard et al., 2016; Stoecker et al., 2017; Leles et al., 
2017; Sato et al., 2017; Edwards, 2019). Nevertheless, disentangling the effects of 
temperature, light, and resource (nutrient/prey) availability is challenging and complicates 
the interpretation of competitive outcomes within protist communities. For example, 
oligotrophic conditions are expected to favour mixotrophy but non-constitutive 
mixotrophs can dominate in productive polar systems (Olson and Strom, 2002; 
Lavrentyev and Franzè, 2017). The response of mixotrophs to environmental changes is 
particularly important to understand competitive outcomes within protist communities and 
the impact of mixotrophs on biogeochemical cycling in the oceans. Here, the knowledge 
gaps associated with the different factors that influence the biogeography of mixotrophs 
and their impact on ecosystem functioning across the oceans are discussed. Ultimately, 
innovative methods are needed to obtain experimental and field data. These, combined 
with modelling approaches, will allow a better understanding of the distribution and role 
of mixotrophs in the oceans.    
Temperature 
The effect of temperature on mixotrophic metabolism is not well understood. 
Among protists, the maximal growth rates of heterotrophs equalled or exceeded that of 
phototrophs at temperatures above 15 ºC (Rose and Caron, 2007). On the other hand, 
heterotrophic protists appear to be more constrained than their phototrophic counterparts 
at low temperatures such as those observed at high-latitude systems (Rose and Caron, 
2007). These results, however, do not address mixotrophy. Mixotrophic protists are also 
expected to adjust their metabolism as a function of temperature. Among constitutive 
mixotrophs, the mixotrophic chrysophyte Ochromonas and the haptophyte Isochrysis 
galbana were found to increase their heterotrophic metabolism faster than photosynthesis 
with increases in temperature under experimental conditions (Wilken et al., 2013; 
Cabrerizo et al., 2018); this might provide a competitive advantage to mixotrophs relative 
to strict autotrophs. Nevertheless, an opposite response was found for Dinobryon 
(Princiotta et al., 2016). The contrasting results might be related to the position of the 
different taxa along the continuum of phototrophic to phagotrophic nutritional abilities, 
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with Ochromonas being primarily heterotrophic and Dinobryon being closer to the 
phototrophic side of the spectrum (Wilken et al., 2013; Princiotta et al., 2016; Terrado et 
al., 2017; Lie et al., 2018). So far, it is not clear how the mixotrophic metabolism of non-
constitutive mixotrophs shifts as a function of temperature. However, these can achieve 
higher growth rates than their heterotrophic counterparts at sub-zero temperatures (Franzè 
and Lavrentyev, 2014) while the opposite was observed for temperatures higher than 13 
ºC (Pérez et al., 1997). These observations are interesting because in order to maintain 
both phototrophic and heterotrophic machineries, mixotrophs have been hypothesised to 
have lower maximum growth rates compared to their competitors (Raven, 1997; 
Rothhaupt, 1996).  
More studies are necessary to verify if these can be generalised for mixotrophic 
populations observed in the oceans since species can display very different mixotrophic 
strategies (Burkholder et al., 2008; Jeong et al., 2010c). So far, no studies have been 
conducted with natural assemblages. Incubations of natural assemblages under different 
temperatures combined with fluorescence methods used to detect mixotrophic 
nanoflagellates (Beisner et al., 2019), for instance, can provide new insights about their 
response to temperature. 
Light 
Both constitutive and non-constitutive mixotrophs are thought to depend on light 
to survive (Stoecker et al., 2009; Czypionka et al., 2011; Hansen, 2011). It has also been 
argued that high light conditions may be important for the success of mixotrophic 
nanoflagellates (Fischer et al., 2017; Edwards, 2019). However, this does not seem to be 
the rule among all mixotrophs; the non-constitutive mixotroph Mesodinium rubrum, for 
instance, thrive in light-limited environments (Johnson et al., 2013). So far, most 
experimental evidence showed that species of constitutive mixotrophs cannot fully 
supplement their energy requirements through feeding (Andersson et al., 1989; Carvalho 
and Granéli, 2010; Hansen, 2011; Anderson et al., 2018), except for certain species of the 
genus Ochromonas which can feed and grow heterotrophically (Liu et al., 2016; Lie et al., 
2018). Non-constitutive mixotrophs have been found to grow heterotrophically (Jakobsen 
et al., 2000) and to persist in the dark polar winter (Levinsen et al., 2000; Stoecker et al., 
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2009; Stoecker et al., 2017). The survival of M. rubrum and Laboea strobila during winter 
in polar systems has been explained due to lower metabolic demands under low 
temperatures (Levinsen et al., 2000). Nevertheless, this appears in contrast to the fact that 
these ciliates must acquire kleptochloroplasts from their prey (mostly constitutive 
mixotrophs) to survive (Stoecker et al., 2009). One potential explanation is that photo-
degradation of plastids is null or minimum, so that they can keep the phototrophic 
machinery through winter (Stoecker and Lavrentyev, 2018). In fact, M. rubrum was 
observed to keep functional plastids for up to 80 days in the absence of prey (Myung et 
al., 2013). On the other side, plastids life-span were found to be much shorter (up to two 
weeks) among ciliates of the genus Strombidium (Schoener and McManus, 2012).  
Evaluating the vertical distribution of both constitutive and non-constitutive 
mixotrophs over the water column and contrasting it with their autotrophic and 
heterotrophic counterparts might provide valuable information on their coupling with light 
in the natural environment. For instance, the contribution of mixotrophs with 
endosymbiotic associations relative to the total biomass of Rhizaria was found to decrease 
with depth (Biard et al., 2016). Similarly, the biomass contribution of mixotrophic 
nanoflagellates was found to decrease with depth (Arenovski et al., 1995; Havskum and 
Riemann, 1996; Czypionka et al., 2011). Little is known about the vertical distribution of 
mixotrophic ciliates, but M. rubrum can display diel vertical migration and acquire 
inorganic nutrients in darker waters, near the base of the mixed layer depth (Pérez et al., 
2000; Weber et al., 2014). 
Diel cycles 
Physiological functions of protists are known to follow diel cycles, but these are 
better described among phototrophs (e.g., photosynthesis and nitrate metabolism) 
compared to heterotrophic protists (e.g., feeding), consequently, little is known about how 
mixotrophs respond to day-night variations. Previous studies have found that the ingestion 
rates of picoplankton by constitutive mixotrophs can change over the diel cycle (Tsai et 
al., 2009; Anderson et al., 2017). Such changes can shift the relative importance of 
mixotrophic nanoflagellates to total bacterivory in short-time scales, being higher during 
day-time (Anderson et al., 2017). Similarly, it has been shown that feeding and growth 
Chapter 8. General Discussion   202 
 
  
rates among microzooplankton are higher during the day and lower during the night 
(Jakobsen and Strom, 2004; Tarangkoon and Hansen, 2011; Arias et al., 2017). One might 
then expect that due to the coupling with phototrophy, growth in mixotrophic ciliates is 
lower (or negative) in darkness compared to growth in heterotrophic ciliates of similar 
size. Experiments consisting on measuring feeding and growth rates in light vs dark 
treatments for both mixotrophs and their heterotrophic competitors of similar size could 
be performed to test this hypothesis. 
Resource availability and the diverse mixotrophic strategies 
Mixotrophy is favoured under oligotrophic conditions (Zubkov and Tarran, 2008; 
Stoecker et al., 2009; Hartmann et al., 2012; Mitra et al., 2016). Nevertheless, the biomass 
of mixotrophic nanoflagellates increases towards more productive systems, mixotrophic 
dinoflagellates can bloom in eutrophic coastal environments, and non-constitutive 
mixotrophs, for instance, can be abundant in bloom conditions in the Arctic (Burkholder 
et al., 2008; Stoecker and Lavrentyev, 2018; Edwards, 2019). The diversity of mixotrophic 
strategies across taxa can help to understand their persistence across different ecosystems. 
For instance, some species engage on feeding only to obtain nutrients (Carvalho and 
Granéli, 2010) while others can also use carbon for growth (Terrado et al., 2017). 
Mixotrophic nutrition among dinoflagellates is diverse; these occur in both constitutive 
and non-constitutive forms and their metabolic requirements vary greatly among species 
(Jeong et al., 2010c; Hansen, 2011; Stoecker et al., 2017). Such diversity complicates the 
generalization of results from experimental studies with mixotrophic species and 
complicates the description of mixotrophy in ecosystem models. Therefore, studies that 
quantify both photosynthesis and ingestion rates among different species are key to better 
understand mixotrophic nutrition. The ultimate goal is to identify mixotrophic populations 
in the natural environment and, to accomplish this task, innovative methods of feeding 
and photosynthesis will need to be combined with molecular tools for identification and 
quantification of natural assemblages (Stoecker and Lavrentyev, 2018; Beisner et al., 
2019).     
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Acquired phototrophy: prey selectivity  
 Experimental investigations have shown that non-constitutive mixotrophs can 
acquire plastids from diverse prey types or must rely on specific prey to engage on 
photosynthesis (Stoecker et al., 1989b; Stoecker et al., 2009; McManus et al., 2012; 
Hansen et al., 2013; Mitra et al., 2016). However, it is less clear if prey that provide 
kleptochloroplasts are selected in natural assemblages and if, despite being generalists, 
oligotrich ciliates have a primary source of plastids. Therefore, one could argue that 
mixotrophic ciliates have similar prey size spectrum than heterotrophic ciliates of similar 
size (Jonsson, 1987), but the former selects for prey that provide phototrophic potential 
(Dolan and Pérez, 2000; Stoecker et al., 2009). This could give a competitive advantage 
to heterotrophic forms in the absence of suitable prey (Dolan and Pérez, 2000; Stoecker 
et al., 2009). Experiments consisting on offering both autotrophic and heterotrophic prey 
of same size in mixed diets (assuming an abundance ratio of 1:1) to evaluate prey 
selectivity among a mixotrophic and a heterotrophic ciliate could shed light into their 
competitive abilities. Ultimately, experimental results should be verified against estimates 
of ingestion rates of mixotrophic vs heterotrophic ciliates on specific taxa in field 
assemblages. 
Acquired phototrophy: plastid replacement and functionality 
So far, few studies have investigated plastid replacement among non-constitutive 
mixotrophs (Stoecker and Silver, 1990; Schoener and McManus, 2012; Hansen et al., 
2012; Peltomaa and Johnson, 2017; Kim et al., 2018). The time plastids are retained by 
the ciliate cell depends on three physiological processes: plastid functionality, cell division 
rate and plastid expulsion rate (light blue ellipses; Fig. 8.1). In turn, these physiological 
processes are expected to be affected by the environmental setting, i.e., food and nutrients 
concentration and irradiance (dark blue ellipses, Fig. 8.1). The turnover rate of plastids 
among mixotrophic ciliates increases with prey availability (Schoener and McManus, 
2012; Hansen et al., 2012; Peltomaa and Johnson, 2017); however, the poor nutritional 
status of the prey (based on C, N, and P internal stoichiometry) can be expected to 
negatively affect plastid functionality and, potentially, result in higher turnover rate of 
plastids. In addition, plastid functionality is a function of irradiance, due to photodamage. 
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Division rates increase with the increase of food concentration and light intensity until a 
saturation point and cell division is not expected to occur under starvation (Stoecker et al., 
1988; 1989). Prey switching experiments using prey with different pigmentation (red vs 
green chloroplasts) can be performed to evaluate the turnover rate of plastids (e.g., 
Schoener and McManus, 2012) and plastid functionality under different light conditions 
and whilst offering poor vs high prey quality. 
 
Fig. 8.1 Plastid retention time defined by the effect of the environmental setting (dark 
blue) in different physiological processes (light blue). Expulsion rate was highlighted (*) 
because it is expected to occur, but it is difficult to observe experimentally. 
 
Protist plankton biogeography: environmental selection vs historical factors 
 This thesis and a previous study have evaluated the effect of environmental 
variation and functional diversity in the biogeography of mixotrophs (Leles et al., 2017; 
Faure et al., 2019). Far less is known about the role of historical factors, i.e., past selection, 
drift, dispersal, and/or mutation. The high dispersal ability, large population sizes, short 
generation times, and the low probability of local extinction can help to explain why 
historical factors (such as drift) are less important than biological and physical factors in 
determining microbial biogeography (Dolan 2005; Fenchel and Finlay, 2003). 
Nevertheless, these processes are not mutually exclusive, and their complex interactions 
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may confound our ability to interpret their distribution (Caron, 2009). The fact is that 
populations defined by similar morphology may be cosmopolitan; however, this may not 
hold true if populations are genetically distinct (Dolan, 2005; Dolan, 2006). How can we 
evaluate the relative importance of environmental selection vs historical factors? Hanson 
et al. (2012) suggested that microbial biogeography is a result of four fundamental 
processes: selection, drift, dispersal, and mutation, and that these processes should not be 
separated into ecological and evolutionary levels (see Glossary). Drift, for instance, might 
act on rare taxa which correspond to most microbial taxa within a community (Hanson et 
al., 2012), but these are usually under sampled. In addition, many taxa may enter a 
dormant stage and, therefore, may not be actively reproducing, adding another 
complication to the analysis of historical factors (Hanson et al., 2012).  
To evaluate the effect of drift, sampling methods should target rare and/or active 
microbial populations and should minimize environmental variation (Hanson et al., 2012). 
In addition, the genetic markers should target higher amount of genetic variation, 
particularly neutral variation, which corresponds to the fraction of genetic variation that 
has no effect on fitness (Hanson et al., 2012). Measurements of phenotypic traits that 
characterise dispersal are also valuable. Furthermore, selection and historical factors 
influence the biogeography of protists across spatial and temporal scales. To address the 
effects of time, experimental studies should be combined with temporal investigations. As 
previously discussed, seasonality is important on determining distribution patterns and 
can have implications for the interpretation of spatial patterns observed at one point in 
time (Chapter 7). Ultimately, ecological models should be combined with evolutionary 
theory and applied to explore the relative importance of the different processes on shaping 
protist biogeography, from latitudinal gradients to vertical distributions in the water 
column, and temporal (both seasonal and across years) variations (e.g., Hellweger et al., 
2014). 
Mixotrophy in marine ecosystem models 
 Models are valuable tools that allow the investigation of plankton trophodynamics. 
Empirical data are used to inform and/or validate models which, in turn, can provide 
mechanistic understanding of experimental datasets and point towards new hypotheses 
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and experimental investigations. For instance, empirical evidence is needed to corroborate 
(or not) modelling predictions with respect to increased trophic efficiencies and 
production of DOC and lower nutrient regeneration in the presence of mixotrophy 
(Chapter 8.3.3). Models should also be applied to provide new insights into the 
mechanisms that allow mixotrophs to thrive in different marine ecosystems. It would be 
interesting, for instance, to develop modelling studies to compare the mechanisms that 
trigger the development of mixotrophs in tropical vs temperate vs polar seas. 
Understanding temporal variations both within and across years (seasonal variations and 
ENSO events, respectively) is important. Mixotrophy as a strategy to compensate for iron 
limitation (Stukel et al., 2011), particularly in HNLC (i.e., high-nutrient low-chlorophyll) 
regions has not been explored in modelling studies so far and is a potential interesting 
subject. Another interesting research area is the role of mixotrophic dinoflagellates in 
DMS production (Lee et al., 2012; McParland and Levine, 2019). In the presence of 
DMSP-rich prey cells, mixotrophic dinoflagellates can produce significantly amounts of 
DMS, which can be particularly important during bloom events in coastal systems (Lee et 
al., 2012). 
All topics outlined previously in this section are key to understand the impact of 
mixotrophy within pelagic marine food webs. How mixotrophs respond to temperature is 
particularly important because it will be required by modellers to evaluate the changes in 
plankton communities and biogeochemical cycling in the oceans in future climate 
scenarios (Cabrerizo et al., 2018). It is unclear what will be the competitive outcomes at 
the base of pelagic food webs and consequent effects on ecosystem functioning under 
warmer and more stratified oceans (Polovina et al., 2008; Behrenfeld et al., 2016). Within 
coastal regions, eutrophication results in unbalanced (and high) ratios of nitrogen to 
phosphorus, increased light limitation among phototrophic populations, and hypoxia 
events (Burkholder et al., 2008; Gomes et al., 2014). Mixotrophy has been shown to be a 
successful strategy in both scenarios (Burkholder et al., 2008; Zubkov and Tarran, 2008; 
Wilken et al., 2013; Gomes et al., 2014; Leles et al., 2018) and, therefore, is a key 
component of plankton food webs that must be included in future modelling studies (Flynn 
et al., 2013; Mitra et al., 2016; Stoecker et al., 2017).  
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Models of mixotrophy 
This thesis, together with other studies in the literature, shows that including 
mixotrophy in ecosystem models can change the way we understand the functioning (e.g., 
ecological interactions, nutrient cycling, and trophic transfer) of the base of marine pelagic 
food webs. Therefore, in order to address questions such as ‘How the plankton ecosystem 
will respond to climate change?’ and to provide the scientific ground to assist in the 
management of coastal water bodies due to the recurrent events of harmful algal blooms, 
new (or reformulated) modelling approaches are needed. As discussed throughout Chapter 
8.4.2, there are many experiments that should be prioritised to improve our understanding 
of the physiology of mixotrophs. These will serve to better parameterise (or revisit the 
structure) of ecosystem models which, in turn, will guide future experimental or field 
investigations. Models, experiments, and field campaigns benefit from each other and, 
together, they allow the advancement of the scientific knowledge. Here, for instance, we 
show the importance of long-term monitoring datasets coupled to ecosystem models to 
test hypotheses about the complex phenomena driving the persistence of mixotrophy in a 
costal temperate sea (Chapter 7).      
The modelling studies within this thesis incorporated diverse features of plankton 
physiology. In addition to all the features within Table 1.2, this thesis implemented 
mixotrophic functional diversity in complex plankton food webs, incorporating realistic 
environmental variability and validating simulations against observational data (Table 
8.1). Only a few modelling studies, if at all, have accomplished these tasks previously 
(Table 8.1). Based on these results, it is suggested that future modelling studies: i) address 
mixotrophic functional diversity (i.e., CMs and the different types of NCMs), ii) explore 
the plasticity in the phototrophy-phagotrophy balance within each mixotrophic type, iii) 
investigate the costs associated to mixotrophy, and iv) channel efforts to compare 
simulations against field data across different spatio-temporal scales. 
 So far, few models described acquired phototrophy through the acquisition and 
retention of kleptochloroplasts (Flynn and Mitra, 2009; Mitra et al., 2016; Ghyoot et al., 
2017a; Leles et al., 2018). These models can be modified in future investigations to 
include the mechanisms associated to the retention of kleptochloroplasts, such as the 
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effects of prey quality on plastid functionality and the effect of prey quantity on plastid 
retention (Stoecker and Silver, 1987; Schoener and McManus 2012). In addition, model 
development is required to explicitly describe endosymbiotic associations among NCMs. 
It is also important to recognise that constitutive mixotrophs are very diverse (Jeong et al., 
2010c; Leles et al., 2018). Simulating mixotrophic dinoflagellates, for instance, can be 
challenging and processes such as diel vertical migration, cyst formation, and allelopathy 
might be important and should be explored in future modelling studies (discussed in detail 
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Thingstad et al. (1996)      
Baretta-Bekker et al. (1998)      
Stickney et al. (2000)      
Kooijman et al. (2002)      
Zhang et al. (2003)     x 
Jost et al. (2004)      
Hammer and Pitchford (2005)      
Troost et al. (2005)      
Hood et al. (2006)      
Bruggeman (2009)    x  
Flynn and Mitra (2009)      
Mitra and Flynn (2010)      
Ward et al. (2011)      
Flynn and Hansen (2013)      
Våge et al. (2013) x  x   
Mitra et al. (2014)      
Cropp and Norbury (2015)      
Mitra et al. (2016)   x   
Ward and Follows (2016) x  x x  
Berge et al. (2017)      
Chakraborty et al. (2017) x  x   
Ghyoot et al. (2017a)      
Ghyoot et al. (2017b)     x 
Lin et al. (2018)     x 
Edwards (2019)      
Chapter 6 (Leles et al., 2018) x x x   
Chapter 7  x  x x x 
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In addition to the different mixotrophic functional types, it is important to address 
the plasticity of mixotrophic strategies within a single type (Jeong et al., 2010c; Hansen, 
2011; Granéli et al., 2012). The model used in this thesis accounts for the plasticity 
between phototrophy and phagotrophy depending on environmental conditions. Future 
investigations could apply this model to explore the sensitivity of mixotrophic dynamics 
to changes on their dependence on phototrophy, particularly constitutive mixotrophs, 
which rely on phototrophy for a critical proportion of their growth (Flynn and Mitra, 2009; 
Mitra et al., 2016). Due to a gap in knowledge regarding the physiology of mixotrophs, 
models should also be used to explore the costs associated with mixotrophy. For example, 
simulations should be performed to explore the conditions in which mixotrophs and their 
autotrophic and heterotrophic counterparts coexist. Sensitivity analyses are very useful for 
this task in hand; such experiments provide valuable information regarding the parameters 
that the model is more sensitive to. The prey size spectrum and selectivity of mixotrophs, 
for instance, were shown here to be important to determine key ecosystem properties 
(Leles et al., 2018).  
Ultimately, future research projects should aim to generate plankton datasets that 
target mixotrophic populations (Leles et al., 2019; Beisner et al., 2019) and these should 
be used to validate modelling studies. Addressing these shortcomings through appropriate 
experimental designs will shed light into the ecology of mixotrophs, their impact in the 











Table A.1 Results from the bibliographic survey - Distribution records of non-constitutive mixotrophs (NCMs: GNCMs, pSNCMs, and 
eSNCMs). Geographic coordinates from each record were used to identify the corresponding Longhurst’s biogeographic provinces 
(please refer to Chapter 2.3 Table 2.1 for province code). 
 
NCM Plankton group Taxa Province 
code 
Lat. Long. Reference 
GNCM ciliates Strombidium sp, Tontonia 
appendiculariformis, Laboea 




Bernard and Rassoulzadegan (1994) 
GNCM ciliates Laboea strobila, Tontonia sp, 





GNCM ciliates Strombidium spp, Tontonia spp CHIN 32.0 123.0 Chiang et al. (2003) 
GNCM ciliates Strombidium spp, Tontonia spp CHIN 26.0 120.0 Chiang et al. (2003) 
GNCM ciliates Strombidium spp, Tontonia spp CHIN 30.0 127.5 Chiang et al. (2003) 
GNCM ciliates Strombidium spp, Tontonia spp CHIN 28.5 124.0 Chiang et al. (2003) 







Xu et al. (2016) 
GNCM ciliates Strombidium acutum, Strombidium 
capitatum, Strombidium conicum, 
Tontonia spp, Laboea strobila 
MEDI 
39.7 4.9 
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GNCM ciliates Strombidium acutum, Strombidium 
capitatum, Strombidium conicum, 
Tontonia spp, Laboea strobila 
MEDI 
35.6 17.9 
Christaki et al. (2011) 
GNCM ciliates Strombidium acutum, Strombidium 
capitatum, Strombidium conicum, 
Tontonia spp, Laboea strobila 
MEDI 
34.0 32.2 
Christaki et al. (2011) 
GNCM ciliates Strombidium reticulatum NECS 58.4 8.8 Dale and Dahl (1987) 
GNCM ciliates Laboea strobila, Tontonia 
appendiculariformis, Tontonia spp 
BPLR 
69.3 -53.6 
Levinsen et al. (1999) 
GNCM ciliates Laboea strobila NWCS 41.0 -73.2 McManus and Fuhrman (1986) 
GNCM ciliates Lohmaniella elegans, 
Rimostrombidium, 
Pelagostrombidium, Laboea 
strobila, Strombidium spp 
NECS 
60.0 29.6 
Mironova et al. (2013) 






Ota and Taniguchi (2003) 






Ota and Taniguchi (2003) 






Ota and Taniguchi (2003) 
GNCM ciliates Strombidium delicatussimum, 
Strombidium conicum, 
Strombidium sp, Strombidium 
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GNCM ciliates Strombidium delicatussimum, 
Strombidium conicum, 
Strombidium sp, Strombidium 




Pitta and Giannakourou (2000) 
GNCM ciliates Strombidium conicum KURO 38.4 141.5 Kim and Taniguchi (1995) 
GNCM ciliates Strombidium capitatum KURO 38.4 141.5 Kim et al. (2008b) 
GNCM ciliates Strombidium capitatum KURO 35.2 128.6 Kim et al. (2008b) 
GNCM ciliates no data SARC 75.0 34.0 Putt (1990) 
GNCM ciliates no data ARCT 77.1 -6.8 Putt (1990) 
GNCM ciliates no data SARC 63.0 -14.9 Putt (1990) 
GNCM ciliates no data NWCS 30.9 -76.5 Dolan and Gallegos (1992) 
GNCM ciliates no data CARB 17.9 -76.8 Lynn et al. (1991) 
GNCM ciliates no data SSTC -39.5 19.5 Froneman and Perissinotto (1996) 
GNCM ciliates no data SSTC -43.0 21.0 Froneman and Perissinotto (1996) 
GNCM ciliates no data SSTC -41.5 22.5 Froneman and Perissinotto (1996) 
GNCM ciliates no data SSTC -43.5 20.2 Froneman and Perissinotto (1996) 
GNCM ciliates no data SSTC -41.8 18.7 Froneman and Perissinotto (1996) 
GNCM ciliates no data PSAG (E) 44.2 157.2 Suzuki et al. (1998) 
GNCM ciliates no data PSAG (E) 45.0 165.0 Suzuki et al. (1998) 
GNCM ciliates no data KURO 39.0 143.0 Suzuki et al. (1998) 
GNCM ciliates no data KURO 38.0 144.0 Suzuki et al. (1998) 
GNCM ciliates no data TASM -40.0 155.2 Suzuki et al. (1998) 
GNCM ciliates no data TASM -37.0 155.0 Suzuki et al. (1998) 
GNCM ciliates no data TASM -34.0 155.0 Suzuki et al. (1998) 
GNCM ciliates no data TASM -24.0 155.0 Suzuki et al. (1998) 
GNCM ciliates no data TASM -20.0 155.0 Suzuki et al. (1998) 
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GNCM ciliates no data PEQD 0.0 -140.0 Stoecker et al. (1996) 
GNCM ciliates Strombidium spp, Tontonia spp MEDI 43.4 7.9 Pérez et al. (2000) 
GNCM ciliates Laboea spp, Tontonia spp MEDI 41.7 2.8 Vaqué et al. (1997) 





Dolan and Marrasé (1995) 
GNCM ciliates Laboea spp, Tontonia spp MEDI 41.0 6.2 Dolan et al. (1999) 
GNCM ciliates Laboea spp, Tontonia spp MEDI 39.0 6.2 Dolan et al. (1999) 
GNCM ciliates Laboea spp, Tontonia spp MEDI 39.0 14.0 Dolan et al. (1999) 
GNCM ciliates Laboea spp, Tontonia spp MEDI 38.0 6.2 Dolan et al. (1999) 
GNCM ciliates Laboea spp, Tontonia spp MEDI 37.0 9.0 Dolan et al. (1999) 
GNCM ciliates Laboea spp, Tontonia spp MEDI 38.0 11.3 Dolan et al. (1999) 
GNCM ciliates Laboea spp, Tontonia spp MEDI 36.5 13.2 Dolan et al. (1999) 
GNCM ciliates Laboea spp, Tontonia spp MEDI 36.0 15.7 Dolan et al. (1999) 
GNCM ciliates Laboea spp, Tontonia spp MEDI 34.0 30.0 Dolan et al. (1999) 
GNCM ciliates Laboea spp, Tontonia spp MEDI 41.3 10.6 Dolan et al. (1999) 
GNCM ciliates Laboea spp, Tontonia spp NWCS 43.9 -69.6 Sanders (1995) 
GNCM ciliates Laboea strobila, Strombidium spp NWCS 41.5 -70.7 Stoecker et al. (1987) 




Stoecker et al. (1989a) 




Stoecker et al. (1989a) 




Stoecker et al. (1989a) 




Stoecker et al. (1989a) 
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Stoecker et al. (1989a) 




Stoecker et al. (1989a) 




Stoecker et al. (1994b) 




Stoecker et al. (1994b) 




Stoecker et al. (1994b) 
GNCM ciliates no data APLR -77.3 -166.0 Stocker et al. (1995) 
GNCM ciliates Strombidium spp, Laboea strobila BERS 61.5 -179.0 Stoecker et al. (2014) 
GNCM ciliates Strombidium spp, Laboea strobila BERS 61.5 -173.0 Stoecker et al. (2014) 
GNCM ciliates Strombidium spp, Laboea strobila BERS 61.5 -167.0 Stoecker et al. (2014) 
GNCM ciliates Strombidium spp, Laboea strobila BERS 58.5 -179.0 Stoecker et al. (2014) 
GNCM ciliates Strombidium spp, Laboea strobila BERS 58.5 -173.0 Stoecker et al. (2014) 
GNCM ciliates Strombidium spp, Laboea strobila BERS 58.5 -169.0 Stoecker et al. (2014) 
GNCM ciliates Strombidium spp, Laboea strobila BERS 58.5 -166.0 Stoecker et al. (2014) 




Sime-Ngando et al. (1992) 




Sime-Ngando et al. (1992) 
GNCM ciliates Laboea strobila NECS 60.8 5.2 Dale (1987) 







GNCM ciliates Laboea strobila, Strombidium spp BPLR 69.3 -53.6 Levinsen and Nielsen (2002) 
GNCM ciliates Laboea strobila, Strombidium spp NECS 56.2 12.1 Levinsen and Nielsen (2002) 
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GNCM ciliates Strombidium capitatum, 
Strombidium conicum, 




Stoecker et al. (1989b) 




Montagnes et al. (1988) 




Montagnes et al. (1988) 




Montagnes et al. (1988) 
GNCM ciliates Strombidium crassulum NECS 50.2 -4.3 Reid (1997) 
GNCM ciliates Strombidium elegans, Strombidium 
delicatissimum, Strombidium 
crassulum, Strombidium 
capitatum, Strombidium acutum, 
Laboea strobila, Strombidium 
typicum, Strombidium vestitum, 




Laval-Peuto and Rassoulzadegan 
(1988) 
GNCM ciliates Strombidium stylifer NECS 54.2 -4.4 McManus et al. (2004) 
GNCM ciliates Strombidium stylifer NECS 53.3 -6.1 McManus et al. (2004) 
GNCM ciliates Strombidium stylifer NECS 53.2 -9.3 McManus et al. (2004) 
GNCM ciliates Strombidium stylifer NWCS 41.1 -72.9 McManus et al. (2004) 
GNCM ciliates Strombidium stylifer NECS 48.9 -2.3 Jonsson (1994) 
GNCM ciliates Pseudotontonia cornuta NECS 56.2 6.6 Skovgaard and Legrand (2005) 
pSNCM ciliates Mesodinium rubrum NECS 55.0 18.3 Witek (1998) 
pSNCM ciliates Mesodinium rubrum NECS 54.5 18.7 Witek (1998) 
pSNCM ciliates Mesodinium rubrum NECS 54.8 19.4 Witek (1998) 
GNCM ciliates no data KURO 34.3 132.4 Kamiyama et al. (2003) 





Appendices. Appendix A, Table A.1                                                                                                                                                                 217 
 
  
GNCM ciliates no data KURO 34.2 132.3 Kamiyama et al. (2003) 
GNCM ciliates no data KURO 34.1 132.4 Kamiyama et al. (2003) 
GNCM ciliates no data KURO 34.0 132.4 Kamiyama et al. (2003) 






Pitta et al. (2001) 






Pitta et al. (2001) 






Pitta et al. (2001) 
GNCM ciliates Strombidium rassoulzadegani NWCS 42.0 -74.0 Schoener and McManus (2012) 
GNCM ciliates Laboea strobila, Spirotontonia cf. 
grandia, Strombidium acutum, 
Strombidium capitatum, Tontonia 
gracilima, Tontonia sp 
BPLR 
78.0 -170.0 
Jiang et al. (2015) 
GNCM ciliates Laboea strobila, Spirotontonia cf. 
grandia, Strombidium acutum, 
Strombidium capitatum, Tontonia 
gracilima, Tontonia sp 
BPLR 
76.0 -170.0 
Jiang et al. (2015) 
GNCM ciliates Laboea strobila, Spirotontonia cf. 
grandia, Strombidium acutum, 
Strombidium capitatum, Tontonia 
gracilima, Tontonia sp 
BPLR 
82.0 170.0 
Jiang et al. (2015) 
GNCM ciliates Laboea strobila, Spirotontonia cf. 
grandia, Strombidium acutum, 
BPLR 
81.0 170.0 
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Strombidium capitatum, Tontonia 
gracilima, Tontonia sp 
GNCM ciliates Laboea strobila, Spirotontonia cf. 
grandia, Strombidium acutum, 
Strombidium capitatum, Tontonia 
gracilima, Tontonia sp 
BPLR 
79.0 172.0 
Jiang et al. (2015) 
GNCM ciliates Laboea strobila, Spirotontonia cf. 
grandia, Strombidium acutum, 
Strombidium capitatum, Tontonia 
gracilima, Tontonia sp 
BPLR 
78.0 173.0 
Jiang et al. (2015) 
GNCM ciliates Laboea strobila, Spirotontonia cf. 
grandia, Strombidium acutum, 
Strombidium capitatum, Tontonia 
gracilima, Tontonia sp 
BPLR 
76.0 173.0 
Jiang et al. (2015) 
GNCM ciliates Laboea strobila, Spirotontonia cf. 
grandia, Strombidium acutum, 
Strombidium capitatum, Tontonia 
gracilima, Tontonia sp 
BPLR 
77.0 -175.0 
Jiang et al. (2015) 
GNCM ciliates Laboea strobila, Spirotontonia cf. 
grandia, Strombidium acutum, 
Strombidium capitatum, Tontonia 
gracilima, Tontonia sp 
BPLR 
76.0 -175.0 
Jiang et al. (2015) 
GNCM ciliates Laboea strobila, Spirotontonia cf. 
grandia, Strombidium acutum, 
Strombidium capitatum, Tontonia 
gracilima, Tontonia sp 
BPLR 
75.0 -175.0 
Jiang et al. (2015) 
GNCM ciliates Laboea strobila, Spirotontonia cf. 
grandia, Strombidium acutum, 
Strombidium capitatum, Tontonia 
gracilima, Tontonia sp 
BPLR 
78.0 -165.0 
Jiang et al. (2015) 
GNCM ciliates Laboea strobila, Spirotontonia cf. 
grandia, Strombidium acutum, 
BPLR 
76.0 -165.0 
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Strombidium capitatum, Tontonia 
gracilima, Tontonia sp 
GNCM ciliates Laboea strobila, Spirotontonia cf. 
grandia, Strombidium acutum, 
Strombidium capitatum, Tontonia 
gracilima, Tontonia sp 
BPLR 
75.0 -165.0 
Jiang et al. (2015) 
GNCM ciliates Laboea strobila, Spirotontonia cf. 
grandia, Strombidium acutum, 
Strombidium capitatum, Tontonia 
gracilima, Tontonia sp 
BPLR 
74.0 -165.0 
Jiang et al. (2015) 
GNCM ciliates Laboea strobila, Spirotontonia cf. 
grandia, Strombidium acutum, 
Strombidium capitatum, Tontonia 
gracilima, Tontonia sp 
BPLR 
73.0 -165.0 
Jiang et al. (2015) 
GNCM ciliates Laboea strobila, Spirotontonia cf. 
grandia, Strombidium acutum, 
Strombidium capitatum, Tontonia 
gracilima, Tontonia sp 
BPLR 
77.0 -155.0 
Jiang et al. (2015) 
GNCM ciliates Laboea strobila, Spirotontonia cf. 
grandia, Strombidium acutum, 
Strombidium capitatum, Tontonia 
gracilima, Tontonia sp 
BPLR 
76.0 -155.0 
Jiang et al. (2015) 
GNCM ciliates Strombidium conicum CHIN 21.8 108.6 Liu et al. (2015) 
GNCM ciliates Strombidium acutum, Strombidium 
capitatum, Strombidium conicum, 
Laboea strobila, Strombidium 
sulcatum, Strombidium stylifer 
CHIN 
21.2 108.4 
Wang et al. (2014) 
GNCM ciliates Strombidium acutum, Strombidium 
capitatum, Strombidium conicum, 
Laboea strobila, Strombidium 
sulcatum, Strombidium stylifer 
CHIN 
20.3 107.0 
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GNCM ciliates Strombidium acutum, Strombidium 
capitatum, Strombidium conicum, 
Laboea strobila, Strombidium 
sulcatum, Strombidium stylifer 
CHIN 
20.3 109.2 
Wang et al. (2014) 
GNCM ciliates Strombidium acutum, Strombidium 
capitatum, Strombidium conicum, 
Laboea strobila, Strombidium 
sulcatum, Strombidium stylifer 
CHIN 
19.4 108.2 
Wang et al. (2014) 
GNCM ciliates Strombidium acutum, Strombidium 
capitatum, Strombidium conicum, 
Laboea strobila, Strombidium 
sulcatum, Strombidium stylifer 
CHIN 
36.1 120.3 
Jiang et al. (2011) 
GNCM ciliates no data KURO 37.7 137.5 Suzuki and Taniguchi (1998) 
GNCM ciliates Strombidium spp, Laboea spp INDW 15.4 73.9 Gauns et al. (2015) 




Jyothibabu et al. (2008) 




Jyothibabu et al. (2008) 




Jyothibabu et al. (2008) 




Jyothibabu et al. (2008) 




Jyothibabu et al. (2008) 




Jyothibabu et al. (2008) 




Jyothibabu et al. (2008) 




Jyothibabu et al. (2008) 
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Jyothibabu et al. (2008) 




Jyothibabu et al. (2008) 




Jyothibabu et al. (2008) 
GNCM ciliates no data EAFR -33.7 26.9 Froneman and McQuaid (1997) 
GNCM ciliates Strombididum spp, Laboea strobila BENG -30.6 13.0 Matthews (1991) 
GNCM ciliates Strombididum spp, Laboea strobila BENG -31.8 14.0 Matthews (1991) 
GNCM ciliates Strombididum spp, Laboea strobila BENG -33.7 15.2 Matthews (1991) 




Quevedo et al. (2003) 




Quevedo et al. (2003) 




Quevedo et al. (2003) 




Quevedo et al. (2003) 




Quevedo et al. (2003) 




Quevedo et al. (2003) 




Quevedo et al. (2003) 




Quevedo et al. (2003) 




Quevedo et al. (2003) 
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Quevedo et al. (2003) 




Quevedo et al. (2003) 
GNCM ciliates Strombidium spp, Strombidium 




Garzio and Steinberg (2013) 
GNCM ciliates Strombidium spp, Strombidium 




Garzio and Steinberg (2013) 
GNCM ciliates Strombidium spp, Strombidium 




Garzio and Steinberg (2013) 
GNCM ciliates Strombidium spp, Strombidium 




Garzio and Steinberg (2013) 
GNCM ciliates Strombidium spp, Strombidium 




Garzio and Steinberg (2013) 
GNCM ciliates Strombidium spp, Strombidium 




Garzio and Steinberg (2013) 
GNCM ciliates Strombidium spp, Strombidium 




Garzio and Steinberg (2013) 
GNCM ciliates Strombidium spp, Strombidium 




Garzio and Steinberg (2013) 
GNCM ciliates Strombidium spp, Strombidium 
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GNCM ciliates Strombidium spp, Strombidium 




Garzio and Steinberg (2013) 
GNCM ciliates Strombidium spp, Strombidium 
conicum, Tontonia spp, Laboea sp 
APLR 
-63.0 -68.0 
Garzio and Steinberg (2013) 
GNCM ciliates Tontonia antarctica, Strombidium 
antarcticum, Strombidium 
conicum, Laboea strobila 
SANT 
-51.5 78.0 
Christaki et al. (2008) 
GNCM ciliates Tontonia antarctica, Strombidium 
antarcticum, Strombidium 
conicum, Laboea strobila 
SANT 
-51.0 75.0 
Christaki et al. (2008) 
GNCM ciliates Tontonia antarctica, Strombidium 
antarcticum, Strombidium 
conicum, Laboea strobila 
SANT 
-49.0 74.0 
Christaki et al. (2008) 





GNCM ciliates Strombidium conicum ARAB 20.0 59.0 Jyothibabu et al. (2008) 
pSNCM ciliates Mesodinium rubrum SANT -43.0 167.0 Chang (1990) 
pSNCM ciliates Mesodinium rubrum MEDI 43.7 7.3 Bernard and Rassoulzadegan (1994) 
pSNCM ciliates Mesodinium rubrum MEDI 40.7 14.2 Modigh (2001) 
pSNCM ciliates Mesodinium rubrum MEDI 39.7 4.9 Christaki et al. (2011) 
pSNCM ciliates Mesodinium rubrum MEDI 35.6 17.9 Christaki et al. (2011) 
pSNCM ciliates Mesodinium rubrum MEDI 34.0 32.2 Christaki et al. (2011) 
pSNCM ciliates Mesodinium rubrum NECS 58.4 8.8 Dale and Dahl (1987) 
pSNCM ciliates Mesodinium rubrum CHIN 35.2 128.5 Jeong et al. (2013) 
pSNCM ciliates Mesodinium rubrum NWCS 37.5 -76.1 Johnson et al. (2013) 
pSNCM ciliates Mesodinium rubrum BPLR 69.3 -53.6 Levinsen et al. (1999) 
pSNCM ciliates Mesodinium rubrum NECS 60.0 29.6 Mironova et al. (2013) 
pSNCM ciliates Mesodinium rubrum KURO 31.0 123.0 Ota and Taniguchi (2003) 
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pSNCM ciliates Mesodinium rubrum KURO 28.5 126.5 Ota and Taniguchi (2003) 
pSNCM ciliates Mesodinium rubrum MEDI 43.4 7.9 Pérez et al. (2000) 
pSNCM ciliates Mesodinium rubrum MEDI 41.7 2.8 Vaqué et al. (1997) 
pSNCM ciliates Mesodinium rubrum MEDI 40.5 2.5 Dolan and Marrasé (1995) 
pSNCM ciliates Mesodinium rubrum NWCS 43.9 -69.6 Sanders (1995) 
pSNCM ciliates Mesodinium rubrum NWCS 42.2 -67.7 Stoecker et al. (1989a) 
pSNCM ciliates Mesodinium rubrum NWCS 42.1 -67.5 Stoecker et al. (1989a) 
pSNCM ciliates Mesodinium rubrum NWCS 41.8 -67.0 Stoecker et al. (1989a) 
pSNCM ciliates Mesodinium rubrum NWCS 41.6 -66.6 Stoecker et al. (1989a) 
pSNCM ciliates Mesodinium rubrum GFST 40.5 -65.8 Stoecker et al. (1989a) 
pSNCM ciliates Mesodinium rubrum NWCS 40.4 -67.3 Stoecker et al. (1989a) 
pSNCM ciliates Mesodinium rubrum NWCS 41.1 -68.7 Stoecker et al. (1989a) 
pSNCM ciliates Mesodinium rubrum NWCS 41.6 -70.7 Stoecker et al. (1991) 
pSNCM ciliates Mesodinium rubrum NWCS 41.5 -70.6 Stoecker et al. (1991) 
pSNCM ciliates Mesodinium rubrum BPLR 69.3 -53.6 Levinsen and Nielsen (2002) 
pSNCM ciliates Mesodinium rubrum NECS 56.2 12.1 Levinsen and Nielsen (2002) 
pSNCM ciliates Mesodinium rubrum NECS 56.2 12.1 Levinsen and Nielsen (2002) 
pSNCM ciliates Mesodinium rubrum APLR -79.0 -168.0 Gustafson et al. (2000) 
pSNCM ciliates Mesodinium rubrum CHIN 35.5 126.4 Yih et al. (2004) 
pSNCM ciliates Mesodinium rubrum NECS 55.8 11.8 Hansen and Fenchel (2006) 
pSNCM ciliates Mesodinium rubrum NECS 55.0 18.3 Witek (1998) 
pSNCM ciliates Mesodinium rubrum NECS 54.5 18.7 Witek (1998) 
pSNCM ciliates Mesodinium rubrum NECS 54.8 19.4 Witek (1998) 
pSNCM ciliates Mesodinium rubrum NECS 57.3 19.6 Setälä and Kivi (2003) 
pSNCM ciliates Mesodinium rubrum NECS 59.6 23.4 Setälä and Kivi (2003) 
pSNCM ciliates Mesodinium rubrum NECS 55.3 16.1 Setälä and Kivi (2003) 
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pSNCM ciliates Mesodinium rubrum NECS 60.0 20.4 Crawford et al. (1997) 
pSNCM ciliates Mesodinium rubrum HUMB -15.0 -75.5 Smith and Barber (1979) 
pSNCM ciliates Mesodinium rubrum HUMB -15.1 -75.5 Smith and Barber (1979) 
pSNCM ciliates Mesodinium rubrum HUMB -15.0 -75.5 Smith and Barber (1979) 
pSNCM ciliates Mesodinium rubrum HUMB -15.1 -75.6 Smith and Barber (1979) 
pSNCM ciliates Mesodinium rubrum HUMB -15.2 -75.7 Smith and Barber (1979) 
pSNCM ciliates Mesodinium rubrum HUMB -15.2 -75.7 Smith and Barber (1979) 
pSNCM ciliates Mesodinium rubrum BRAZ -22.8 -43.2 Gomes et al. (2007) 
pSNCM ciliates Mesodinium rubrum BRAZ -22.9 -43.2 Gomes et al. (2007) 
pSNCM ciliates Mesodinium rubrum BRAZ -23.6 -45.1 Owen et al. (1992) 
pSNCM ciliates Mesodinium rubrum BPLR 78.0 -170.0 Jiang et al. (2015) 
pSNCM ciliates Mesodinium rubrum BPLR 76.0 -170.0 Jiang et al. (2015) 
pSNCM ciliates Mesodinium rubrum BPLR 82.0 170.0 Jiang et al. (2015) 
pSNCM ciliates Mesodinium rubrum BPLR 81.0 170.0 Jiang et al. (2015) 
pSNCM ciliates Mesodinium rubrum BPLR 79.0 172.0 Jiang et al. (2015) 
pSNCM ciliates Mesodinium rubrum BPLR 78.0 173.0 Jiang et al. (2015) 
pSNCM ciliates Mesodinium rubrum BPLR 76.0 173.0 Jiang et al. (2015) 
pSNCM ciliates Mesodinium rubrum BPLR 77.0 -175.0 Jiang et al. (2015) 
pSNCM ciliates Mesodinium rubrum BPLR 76.0 -175.0 Jiang et al. (2015) 
pSNCM ciliates Mesodinium rubrum BPLR 75.0 -175.0 Jiang et al. (2015) 
pSNCM ciliates Mesodinium rubrum BPLR 78.0 -165.0 Jiang et al. (2015) 
pSNCM ciliates Mesodinium rubrum BPLR 76.0 -165.0 Jiang et al. (2015) 
pSNCM ciliates Mesodinium rubrum BPLR 75.0 -165.0 Jiang et al. (2015) 
pSNCM ciliates Mesodinium rubrum BPLR 74.0 -165.0 Jiang et al. (2015) 
pSNCM ciliates Mesodinium rubrum BPLR 73.0 -165.0 Jiang et al. (2015) 
pSNCM ciliates Mesodinium rubrum BPLR 77.0 -155.0 Jiang et al. (2015) 
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pSNCM ciliates Mesodinium rubrum APLR -68.5 77.7 Van den Hoff and Bell (2015) 
pSNCM ciliates Mesodinium rubrum APLR -68.5 78.8 Van den Hoff and Bell (2015) 
pSNCM ciliates Mesodinium rubrum HUMB -41.5 -72.0 Santoferrara et al. (2014) 
pSNCM dinoflagellates Amylax triacantha CHIN 35.0 128.7 Park et al. (2013) 
pSNCM dinoflagellates Dinophysis mitra KURO 41.0 140.8 Nishitani et al. (2012) 
pSNCM dinoflagellates Dinophysis mitra KURO 33.8 132.2 Nishitani et al. (2012) 
pSNCM dinoflagellates Dinophysis mitra KURO 32.5 130.5 Nishitani et al. (2012) 
pSNCM ciliates Mesodinium rubrum NECS 56.9 9.0 Andersen and Sørensen (1986) 
pSNCM ciliates Mesodinium rubrum CHIN 37.6 126.0 Yih et al. (2013) 
pSNCM ciliates Mesodinium rubrum CHIN 37.4 126.3 Yih et al. (2013) 
pSNCM ciliates Mesodinium rubrum CHIN 37.1 126.6 Yih et al. (2013) 
pSNCM ciliates Mesodinium rubrum CHIN 36.5 126.4 Yih et al. (2013) 
pSNCM ciliates Mesodinium rubrum CHIN 36.2 126.3 Yih et al. (2013) 
pSNCM ciliates Mesodinium rubrum CHIN 35.9 126.3 Yih et al. (2013) 
pSNCM ciliates Mesodinium rubrum CHIN 34.3 126.4 Yih et al. (2013) 
pSNCM ciliates Mesodinium rubrum CHIN 34.4 127.5 Yih et al. (2013) 
pSNCM ciliates Mesodinium rubrum CHIN 34.8 127.9 Yih et al. (2013) 
pSNCM ciliates Mesodinium rubrum CHIN 34.8 128.3 Yih et al. (2013) 
pSNCM ciliates Mesodinium rubrum CHIN 34.8 128.6 Yih et al. (2013) 
pSNCM ciliates Mesodinium rubrum CHIN 34.9 128.7 Yih et al. (2013) 
pSNCM ciliates Mesodinium rubrum CHIN 35.0 129.2 Yih et al. (2013) 
pSNCM ciliates Mesodinium rubrum CHIN 35.5 129.5 Yih et al. (2013) 
pSNCM ciliates Mesodinium rubrum CHIN 36.2 129.5 Yih et al. (2013) 
pSNCM dinoflagellates Dinophysis acuminata CHIN 37.1 126.6 Yih et al. (2013) 
pSNCM ciliates Mesodinium rubrum NECS 56.0 11.8 Fenchel and Hansen (2006) 
pSNCM dinoflagellates Dinophysis acuminata NECS 55.9 12.0 Garcia-Cuetos et al. (2010) 
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pSNCM ciliates Mesodinium rubrum NECS 56.0 12.6 Hansen et al. (2016) 
pSNCM dinoflagellates Dinophysis acuminata CHIN 34.8 128.1 Kim et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata CHIN 36.7 126.7 Kim et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata CHIN 36.0 128.0 Kim et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata CHIN 35.0 130.0 Kim et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata CHIN 36.0 130.0 Kim et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata CHIN 35.4 130.0 Park et al. (2006) 




Jakobsen et al. (2000) 
pSNCM ciliates Mesodinium rubrum HUMB -15.0 -75.5 Wilkerson and Grunseich (1990) 
pSNCM ciliates Mesodinium rubrum HUMB -15.0 -75.4 Wilkerson and Grunseich (1990) 
pSNCM ciliates Mesodinium rubrum HUMB -15.1 -75.6 Wilkerson and Grunseich (1990) 
pSNCM ciliates Mesodinium rubrum HUMB -15.2 -75.6 Wilkerson and Grunseich (1990) 
pSNCM ciliates Mesodinium rubrum HUMB -15.0 -75.6 Wilkerson and Grunseich (1990) 
pSNCM ciliates Mesodinium rubrum HUMB -15.4 -77.7 Wilkerson and Grunseich (1990) 
pSNCM ciliates Mesodinium rubrum HUMB -15.4 -75.9 Wilkerson and Grunseich (1990) 
pSNCM ciliates Mesodinium rubrum HUMB -15.3 -75.8 Wilkerson and Grunseich (1990) 
pSNCM dinoflagellates Dinophysis acuminata NECS 41.5 -70.7 Wisecaver and Hackett (2010) 
pSNCM ciliates Mesodinium rubrum NWCS 40.9 -73.6 Dierssen et al. (2015) 
pSNCM ciliates Mesodinium rubrum CHIN 21.8 108.6 Liu et al. (2015) 
pSNCM ciliates Mesodinium rubrum CNRY 38.8 -9.0 Brito et al. (2015) 
pSNCM dinoflagellates Dinophysis acuminata CNRY 38.8 -9.0 Brito et al. (2015) 




Yang et al. (2014) 
pSNCM ciliates Mesodinium rubrum NECS 50.0 -6.2 Rychert et al. (2014) 
pSNCM ciliates Mesodinium rubrum NADR 44.0 -10.6 Rychert et al. (2014) 
pSNCM ciliates Mesodinium rubrum NAST (E) 35.9 -21.8 Rychert et al. (2014) 
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pSNCM ciliates Mesodinium rubrum WTRA 0.5 -28.9 Rychert et al. (2014) 
pSNCM ciliates Mesodinium rubrum SATL -9.1 -31.7 Rychert et al. (2014) 
pSNCM ciliates Mesodinium rubrum BRAZ -22.8 -38.5 Rychert et al. (2014) 
pSNCM ciliates Mesodinium rubrum FKLD -36.8 -54.7 Rychert et al. (2014) 
pSNCM ciliates Mesodinium rubrum FKLD -47.3 -58.4 Rychert et al. (2014) 
pSNCM ciliates Mesodinium rubrum FKLD -51.0 -60.3 Rychert et al. (2014) 
pSNCM dinoflagellates Dinophysis acuminata BRAZ -25.5 -48.4 Mafra et al. (2014) 
pSNCM dinoflagellates Dinophysis acuminata BRAZ -25.9 -48.6 Mafra et al. (2014) 
pSNCM dinoflagellates Dinophysis acuminata BRAZ -26.2 -48.6 Mafra et al. (2014) 
pSNCM ciliates Mesodinium rubrum BRAZ -25.9 -48.6 Mafra et al. (2014) 
pSNCM dinoflagellates Dinophysis acuminata CARB 27.8 -97.0 Campbell et al. (2010) 
pSNCM ciliates Mesodinium rubrum CARB 28.2 -96.0 Harred and Campbell (2014) 
pSNCM ciliates Mesodinium rubrum CHIN 22.4 114.2 Liu et al. (2014) 
pSNCM ciliates Mesodinium rubrum CHIN 22.5 114.3 Liu et al. (2014) 
pSNCM dinoflagellates Dinophysis acuminata CNRY 42.4 -8.9 Velo-Suárez et al. (2014) 
pSNCM ciliates Mesodinium rubrum CNRY 43.0 -9.0 Velo-Suárez et al. (2014) 
pSNCM ciliates Mesodinium rubrum CALC 46.2 -123.8 Herfort et al. (2012) 
pSNCM ciliates Mesodinium rubrum CHIN 35.9 121.4 Sun et al. (2013) 
pSNCM ciliates Mesodinium rubrum CHIN 36.5 125.3 Sun et al. (2013) 
pSNCM ciliates Mesodinium rubrum CHIN 32.7 122.1 Sun et al. (2013) 
pSNCM ciliates Mesodinium rubrum CHIN 34.2 125.3 Sun et al. (2013) 
pSNCM ciliates Mesodinium rubrum MEDI 43.1 36.8 Selifonova (2011) 
pSNCM dinoflagellates Dinophysis acuminata CHIN 35.4 130.0 Park et al. (2006) 
pSNCM ciliates Mesodinium rubrum AUSE -28.5 153.6 Ajani et al. (2011) 
pSNCM ciliates Mesodinium rubrum AUSE -30.5 153.5 Ajani et al. (2011) 
pSNCM ciliates Mesodinium rubrum AUSE -32.5 153.4 Ajani et al. (2011) 
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pSNCM ciliates Mesodinium rubrum AUSE -36.0 152.0 Ajani et al. (2011) 
pSNCM ciliates Mesodinium rubrum AUSE -37.1 150.0 Ajani et al. (2011) 
pSNCM ciliates Mesodinium rubrum TASM -30.5 157.0 Ajani et al. (2011) 
pSNCM ciliates Mesodinium rubrum TASM -34.5 157.5 Ajani et al. (2011) 
pSNCM ciliates Mesodinium rubrum TASM -37.1 157.0 Ajani et al. (2011) 
pSNCM ciliates Mesodinium rubrum KURO 37.7 137.5 Suzuki et al. (1998) 
pSNCM ciliates Mesodinium rubrum PSAG (E) 44.2 157.2 Suzuki et al. (1998) 
pSNCM ciliates Mesodinium rubrum PSAG (E) 45.0 165.0 Suzuki et al. (1998) 
pSNCM ciliates Mesodinium rubrum KURO 39.0 143.0 Suzuki et al. (1998) 
pSNCM ciliates Mesodinium rubrum KURO 38.0 144.0 Suzuki et al. (1998) 
pSNCM ciliates Mesodinium rubrum TASM -40.0 155.2 Suzuki et al. (1998) 
pSNCM ciliates Mesodinium rubrum TASM -37.0 155.0 Suzuki et al. (1998) 
pSNCM ciliates Mesodinium rubrum AUSE -34.0 155.0 Suzuki et al. (1998) 
pSNCM ciliates Mesodinium rubrum AUSE -24.0 155.0 Suzuki et al. (1998) 
pSNCM ciliates Mesodinium rubrum AUSE -20.0 155.0 Suzuki et al. (1998) 
pSNCM dinoflagellates Dinophysis acuminata INDE 20.4 87.7 Jyothibabu et al. (2008) 
pSNCM dinoflagellates Dinophysis acuminata INDE 19.0 85.8 Jyothibabu et al. (2008) 
pSNCM dinoflagellates Dinophysis acuminata INDE 17.0 83.5 Jyothibabu et al. (2008) 
pSNCM dinoflagellates Dinophysis acuminata INDE 15.4 80.6 Jyothibabu et al. (2008) 
pSNCM dinoflagellates Dinophysis acuminata INDE 13.9 80.7 Jyothibabu et al. (2008) 
pSNCM dinoflagellates Dinophysis acuminata INDE 12.1 80.5 Jyothibabu et al. (2008) 
pSNCM dinoflagellates Dinophysis acuminata INDE 20.4 90.7 Jyothibabu et al. (2008) 
pSNCM dinoflagellates Dinophysis acuminata INDE 19.0 87.8 Jyothibabu et al. (2008) 
pSNCM dinoflagellates Dinophysis acuminata INDE 17.0 86.5 Jyothibabu et al. (2008) 
pSNCM dinoflagellates Dinophysis acuminata INDE 15.4 83.6 Jyothibabu et al. (2008) 
pSNCM dinoflagellates Dinophysis acuminata INDE 13.9 83.7 Jyothibabu et al. (2008) 
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pSNCM ciliates Mesodinium rubrum BENG -30.6 13.0 Matthews (1991) 
pSNCM ciliates Mesodinium rubrum BENG -31.8 14.0 Matthews (1991) 
pSNCM ciliates Mesodinium rubrum BENG -33.7 15.2 Matthews (1991) 
pSNCM ciliates Mesodinium rubrum BPLR 65.0 -35.0 Montagnes et al. (1988) 
pSNCM ciliates Mesodinium rubrum ARCT 65.0 -31.3 Montagnes et al. (1988) 
pSNCM ciliates Mesodinium rubrum ARCT 65.0 -27.4 Montagnes et al. (1988) 
pSNCM ciliates Mesodinium rubrum ARCT 62.0 -35.0 Montagnes et al. (1988) 
pSNCM ciliates Mesodinium rubrum ARCT 62.0 -31.3 Montagnes et al. (1988) 
pSNCM ciliates Mesodinium rubrum ARCT 62.0 -27.4 Montagnes et al. (1988) 
pSNCM ciliates Mesodinium rubrum NADR 55.0 -35.0 Montagnes et al. (1988) 
pSNCM ciliates Mesodinium rubrum NADR 55.0 -31.3 Montagnes et al. (1988) 
pSNCM ciliates Mesodinium rubrum NADR 55.0 -27.4 Montagnes et al. (1988) 
pSNCM ciliates Mesodinium rubrum APLR -69.4 -77.8 Garzio et al. (2013) 
pSNCM ciliates Mesodinium rubrum APLR -68.7 -80.0 Garzio et al. (2013) 
pSNCM ciliates Mesodinium rubrum APLR -68.0 -83.0 Garzio et al. (2013) 
pSNCM ciliates Mesodinium rubrum APLR -68.0 -80.0 Garzio et al. (2013) 
pSNCM ciliates Mesodinium rubrum APLR -64.0 72.0 Garzio et al. (2013) 
pSNCM ciliates Mesodinium rubrum APLR -65.5 -75.0 Garzio et al. (2013) 
pSNCM ciliates Mesodinium rubrum APLR -67.5 77.5 Garzio et al. (2013) 
pSNCM ciliates Mesodinium rubrum APLR -64.0 -68.0 Garzio et al. (2013) 
pSNCM ciliates Mesodinium rubrum APLR -64.8 -68.0 Garzio et al. (2013) 
pSNCM ciliates Mesodinium rubrum APLR -63.0 -61.0 Garzio et al. (2013) 
pSNCM ciliates Mesodinium rubrum APLR -63.0 -68.0 Garzio et al. (2013) 
pSNCM ciliates Mesodinium rubrum BRAZ -23.1 -42.8 McManus et al. (2007) 
pSNCM ciliates Mesodinium rubrum BRAZ -24.0 -42.5 McManus et al. (2007) 
pSNCM ciliates Mesodinium rubrum BRAZ -24.0 -42.0 McManus et al. (2007) 
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pSNCM ciliates Mesodinium rubrum BRAZ -23.1 -42.1 McManus et al. (2007) 
pSNCM ciliates Mesodinium rubrum BRAZ -23.4 -42.6 McManus et al. (2007) 
pSNCM ciliates Mesodinium rubrum BRAZ -23.3 -42.8 McManus et al. (2007) 
pSNCM ciliates Mesodinium rubrum BRAZ -23.0 -42.2 McManus et al. (2007) 
pSNCM ciliates Mesodinium rubrum BRAZ -23.0 -42.3 McManus et al. (2007) 
pSNCM dinoflagellates Dinophysis acuminata CALC 26.5 -115.0 Reguera et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata CAMR 18.0 -103.6 Reguera et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata CAMR 15.5 -94.4 Reguera et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata HUMB -29.0 -71.7 Reguera et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata GUIA 6.4 -56.7 Reguera et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata NECS 62.9 5.8 Reguera et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata NECS 55.7 -8.5 Reguera et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata NECS 55.7 -1.3 Reguera et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata NECS 51.7 -8.2 Reguera et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata NECS 54.4 -10.3 Reguera et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata INDW 20.4 70.3 Reguera et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata INDW 11.1 75.1 Reguera et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata ARCH 9.5 98.0 Reguera et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata ARCH 12.7 97.4 Reguera et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata AUSW -33.9 114.0 Reguera et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata AUSW -33.0 127.4 Reguera et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata SANT -44.3 167.2 Reguera et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata TASM -38.2 173.9 Reguera et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata NEWZ -44.4 172.1 Reguera et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata GUIN 6.3 3.6 Zendong et al. (2016) 
pSNCM dinoflagellates Dinophysis acuminata GUIN 4.2 6.9 Zendong et al. (2016) 
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pSNCM dinoflagellates Dinophysis acuminata REDS 16.4 42.0 Kürten et al. (2015) 
pSNCM dinoflagellates Dinophysis acuminata ARCH 12.7 98.4 Su-Myat et al. (2012) 
pSNCM dinoflagellates Dinophysis acuminata SUND 11.5 125.7 Marasigan et al. (2001) 
pSNCM dinoflagellates Dinophysis acuminata SUND -5.7 107.0 Praseno (1981) 
pSNCM dinoflagellates Dinophysis acuminata ARAB 22.9 62.0 Gul and Saifullah (2010) 
pSNCM ciliates Mesodinium spp CNRY 36.6 -6.5 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp MEDI 37.0 1.9 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp MEDI 39.1 5.8 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp MEDI 41.6 2.8 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp MEDI 37.4 15.4 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp MEDI 35.7 14.2 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp MEDI 34.4 14.9 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp MEDI 39.7 17.4 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp MEDI 42.2 17.7 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp MEDI 42.2 17.7 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp MEDI 42.4 18.0 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp MEDI 39.3 19.4 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp MEDI 38.4 20.1 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp MEDI 33.9 32.3 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp REDS 27.1 34.8 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp REDS 23.4 37.2 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp REDS 23.4 37.2 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp REDS 22.1 38.2 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp REDS 18.4 39.9 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp ARAB 20.8 63.5 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp ARAB 19.0 64.6 Gimmler et al. (2016) 
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pSNCM ciliates Mesodinium spp ARAB 14.6 70.0 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp INDE 6.0 73.9 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp MONS 2.8 71.5 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp MONS -9.4 66.3 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp EAFR -17.0 53.5 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp EAFR -29.0 37.9 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp EAFR -35.2 26.3 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp EAFR -34.0 18.0 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp BENG -32.3 17.0 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp SATL -31.0 4.6 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp SATL -20.0 -3.4 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp SATL -21.0 -35.0 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp SATL -30.0 -43.0 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp FKLD -47.0 -58.0 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp APLR -60.3 -60.5 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp APLR -62.0 -49.5 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp SPSG -26.0 -110.0 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp SPSG -13.0 -96.0 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp HUMB -5.2 -85.0 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp PNEC 1.8 -84.5 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp SPSG -17.0 -100.7 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp SPSG -9.0 -139.4 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp SPSG -8.9 -140.3 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp SPSG -9.0 -140.6 Gimmler et al. (2016) 
pSNCM ciliates Mesodinium spp SUND -9.0 142.0 Gimmler et al. (2016) 
pSNCM dinoflagellates Dinophysis acuminata GUIN 6.3 3.6 Reguera et al. (2012) 
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pSNCM dinoflagellates Dinophysis acuminata GUIN 4.4 7.9 Reguera et al. (2012) 
eSNCM dinoflagellates Noctiluca scintillans NECS 56.9 9.0 Andersen and Sørensen (1986) 




Jakobsen et al. (2000) 
pSNCM dinoflagellates Pfiesteria piscicida NWCS 35.4 -76.7 Lewitus et al. (1999) 
pSNCM dinoflagellates Fragilidium duplocampanaeforme CHIN 36.0 127.0 Park et al. (2015) 
eSNCM dinoflagellates Noctiluca scintillans CHIN 22.4 114.2 Liu et al. (2014) 
eSNCM dinoflagellates Noctiluca scintillans INDW 23.0 64.0 Gomes et al. (2014) 
eSNCM dinoflagellates Noctiluca scintillans INDW 23.0 69.0 Gomes et al. (2014) 
eSNCM dinoflagellates Noctiluca scintillans INDW 19.0 64.0 Gomes et al. (2014) 
eSNCM dinoflagellates Noctiluca scintillans INDW 19.0 69.0 Gomes et al. (2014) 
eSNCM dinoflagellates Noctiluca scintillans AUSE -28.5 153.6 Ajani et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans AUSE -30.5 153.5 Ajani et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans AUSE -32.5 153.4 Ajani et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans AUSE -34.5 153.0 Ajani et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans AUSE -36.0 152.0 Ajani et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans TASM -37.1 150.0 Ajani et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans TASM -30.5 157.0 Ajani et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans TASM -34.5 157.5 Ajani et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans TASM -37.1 157.0 Ajani et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans INDE 20.4 87.7 Jyothibabu et al. (2008) 
eSNCM dinoflagellates Noctiluca scintillans INDE 19.0 85.8 Jyothibabu et al. (2008) 
eSNCM dinoflagellates Noctiluca scintillans INDE 17.0 83.5 Jyothibabu et al. (2008) 
eSNCM dinoflagellates Noctiluca scintillans INDE 15.4 80.6 Jyothibabu et al. (2008) 
eSNCM dinoflagellates Noctiluca scintillans INDE 13.9 80.7 Jyothibabu et al. (2008) 
eSNCM dinoflagellates Noctiluca scintillans INDE 12.1 80.5 Jyothibabu et al. (2008) 
eSNCM dinoflagellates Noctiluca scintillans INDE 20.4 90.7 Jyothibabu et al. (2008) 
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eSNCM dinoflagellates Noctiluca scintillans INDE 17.0 86.5 Jyothibabu et al. (2008) 
eSNCM dinoflagellates Noctiluca scintillans INDE 15.4 83.6 Jyothibabu et al. (2008) 
eSNCM dinoflagellates Noctiluca scintillans INDE 13.9 83.7 Jyothibabu et al. (2008) 
eSNCM dinoflagellates Noctiluca scintillans INDE 12.1 83.5 Jyothibabu et al. (2008) 
eSNCM dinoflagellates Noctiluca scintillans CNRY 43.5 -6.0 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans CNRY 43.5 -2.0 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans MEDI 42.0 28.0 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans MEDI 45.0 30.0 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans BPLR 67.7 45.9 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans CHIN 22.5 114.3 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans ARCH 5.0 99.0 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans SUND 10.0 102.0 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans SUND 13.0 106.0 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans SUND 12.0 104.0 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans SUND 21.0 105.0 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans INDE 9.0 78.6 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans INDE 8.3 76.5 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans INDW 12.3 85.0 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans SUND 6.4 106.5 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans CARB 15.0 -88.0 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans CARB 25.0 -88.0 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans CARB 33.0 -88.0 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans CALC 33.0 -117.3 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans CALC 23.2 -106.0 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans SPSG -36.0 175.0 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans REDS 19.9 42.3 Harrison et al. (2011) 
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eSNCM dinoflagellates Noctiluca scintillans ARAB 18.0 52.0 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans ARAB 26.0 60.0 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans SUND 2.8 125.9 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans SUND 14.7 125.5 Harrison et al. (2011) 
eSNCM dinoflagellates Noctiluca scintillans AUSW -6.4 104.6 Harrison et al. (2011) 
eSNCM foraminiferans Orbulina universa NAST (W) 32.5 -64.9 Gast and Caron (1996) 
eSNCM foraminiferans, 
radiolarians 
no data ANTA 
-70.6 -42.2 
Stoecker et al. (2009) 
eSNCM foraminiferans, 
radiolarians 
no data APLR 
-57.5 -40.0 
Stoecker et al. (2009) 
eSNCM foraminiferans Orbulina universa CALC 33.4 -118.4 Stoecker et al. (2009) 
eSNCM foraminiferans, 
radiaolarians 
no data NATR 
13.3 -56.3 
Spero and Angel (1991) 
eSNCM foraminiferans, 
radiaolarians 
no data NAST (W) 
30.2 -39.6 
Spero and Angel (1991) 
eSNCM foraminiferans, 
radiaolarians 
no data NWCS 
44.8 -58.0 
Spero and Angel (1991) 
eSNCM foraminiferans, 
radiaolarians 
no data NWCS 
41.0 -63.0 
Spero and Angel (1991) 
eSNCM radiolarians Diploconus fasces, Amphilonche 
elongata, Acanthometra pellucida 
REDS 
28.7 34.7 
Kimor et al. (1992) 
eSNCM radiolarians Diploconus fasces, Amphilonche 




Kimor et al. (1992) 
eSNCM radiolarians Diploconus fasces, Amphilonche 
elongata, Acanthometra pellucida 
CALC 
32.7 -117.9 
Kimor et al. (1992) 
eSNCM foraminiferans Nonionella stella CALC 34.3 -120.0 Grzymski et al. (2002) 




Foster et al. (2006) 
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Foster et al. (2006) 
eSNCM radiolarians no data NATR 22.5 -65.8 Taylor (1982) 
eSNCM foraminiferans Amphisorus hemprichii, Sorites 




Langer and Lipps (2003) 
eSNCM foraminiferans Amphisorus hemprichii, Sorites 




Pawlowski et al. (2001) 
eSNCM foraminiferans Amphisorus hemprichii, Sorites 




Pawlowski et al. (2001) 
eSNCM foraminiferans Amphisorus hemprichii, Sorites 




Pawlowski et al. (2001) 
eSNCM foraminiferans Amphisorus hemprichii, 




Pawlowski et al. (2001) 
eSNCM foraminiferans Amphisorus hemprichii, 




Pawlowski et al. (2001) 
eSNCM foraminiferans Amphisorus hemprichii, 




Pawlowski et al. (2001) 
eSNCM foraminiferans Neogloboquadrina duterrei, 
Pulleniatina obliquiloculata, 


















eSNCM foraminiferans Neogloboquadrina duterrei, 
Pulleniatina obliquiloculata, 










Watkins et al. (1996) 
eSNCM foraminiferans Neogloboquadrina duterrei, 
Pulleniatina obliquiloculata, 










Watkins et al. (1996) 
eSNCM foraminiferans Neogloboquadrina duterrei, 
Pulleniatina obliquiloculata, 
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eSNCM foraminiferans Neogloboquadrina duterrei, 
Pulleniatina obliquiloculata, 










Watkins et al. (1996) 
eSNCM foraminiferans Neogloboquadrina duterrei, 
Pulleniatina obliquiloculata, 










Watkins et al. (1996) 
eSNCM foraminiferans Neogloboquadrina duterrei, 
Pulleniatina obliquiloculata, 










Watkins et al. (1996) 
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eSNCM foraminiferans Neogloboquadrina duterrei, 
Pulleniatina obliquiloculata, 










Watkins et al. (1996) 
eSNCM foraminiferans Neogloboquadrina duterrei, 
Pulleniatina obliquiloculata, 










Watkins et al. (1996) 
eSNCM foraminiferans Neogloboquadrina duterrei, 
Pulleniatina obliquiloculata, 


















eSNCM radiolarians no data PEQD 0.0 -140.0 Stoecker et al. (1996) 
eSNCM foraminiferans Globigerinella siphonifera GUIA 12.4 -68.6 Huber et al. (1997) 
eSNCM radiolarians Actinomma spp BERS 54.0 146.0 Abelmann and Nimmergut (2005) 
eSNCM radiolarians Actinomma spp BERS 50.0 146.0 Abelmann and Nimmergut (2005) 
eSNCM radiolarians Actinomma spp BERS 46.0 146.0 Abelmann and Nimmergut (2005) 
eSNCM radiolarians Actinomma spp BERS 54.0 150.0 Abelmann and Nimmergut (2005) 
eSNCM radiolarians Actinomma spp BERS 50.0 150.0 Abelmann and Nimmergut (2005) 
eSNCM radiolarians Actinomma spp BERS 46.0 150.0 Abelmann and Nimmergut (2005) 
eSNCM radiolarians Actinomma spp BERS 50.0 154.0 Abelmann and Nimmergut (2005) 
eSNCM foraminiferans, 
radiaolarians 
no data CALC 
30.0 -122.0 
Dennett et al. (2002) 
eSNCM foraminiferans, 
radiaolarians 
no data NPTG (E) 
30.0 -126.0 
Dennett et al. (2002) 
eSNCM foraminiferans, 
radiaolarians 
no data NPTG (E) 
30.0 -130.0 
Dennett et al. (2002) 
eSNCM foraminiferans, 
radiaolarians 
no data NPTG (E) 
30.0 -135.0 
Dennett et al. (2002) 
eSNCM foraminiferans, 
radiaolarians 
no data NPTG (E) 
30.0 -140.0 
Dennett et al. (2002) 
eSNCM foraminiferans, 
radiaolarians 
no data NPTG (E) 
30.0 -145.0 
Dennett et al. (2002) 
eSNCM foraminiferans, 
radiaolarians 
no data NPTG (E) 
30.0 -150.0 










no data NPTG (E) 
30.0 -153.0 
Dennett et al. (2002) 
eSNCM foraminiferans, 
radiaolarians 
no data NPTG (E) 
30.0 -157.0 
Dennett et al. (2002) 
eSNCM foraminiferans Globigerina spp ARCT 77.0 3.4 Bé and Tolderlind (1971) 
eSNCM foraminiferans Globigerina spp ARCT 74.0 -2.0 Bé and Tolderlind (1971) 
eSNCM foraminiferans Globigerina spp SARC 68.9 12.4 Bé and Tolderlind (1971) 
eSNCM foraminiferans Globigerina spp BPLR 64.7 -52.0 Bé and Tolderlind (1971) 
eSNCM foraminiferans Globigerina spp, Globigerinoides 
spp, Globoratalia menardii 
NADR 
52.2 -41.4 
Bé and Tolderlind (1971) 
eSNCM foraminiferans Globigerina spp, Globigerinoides 
spp, Globoratalia menardii 
NAST (E) 
42.4 -23.0 
Bé and Tolderlind (1971) 




eSNCM foraminiferans Globigerina spp, Globigerinoides 
spp, Globoratalia menardii 
SATL 
-22.0 -34.0 
Bé and Tolderlind (1971) 
eSNCM foraminiferans Globigerina spp SANT -57.0 -20.0 Bé and Tolderlind (1971) 
eSNCM foraminiferans Globigerina spp SSTC -45.0 -15.0 Bé and Tolderlind (1971) 




Bé and Tolderlind (1971) 




Bé and Tolderlind (1971) 




Bé and Tolderlind (1971) 




Bé and Tolderlind (1971) 




Bé and Tolderlind (1971) 
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Bé and Tolderlind (1971) 
eSNCM foraminiferans Globigerina spp, Globigerinoides 
spp, Globoratalia menardii 
AUSW 
-37.0 120.0 
Bé and Tolderlind (1971) 
eSNCM foraminiferans Globigerina spp SANT -57.0 -20.0 Bé and Tolderlind (1971) 
eSNCM foraminiferans Globigerina spp, Globigerinoides 
spp, Globoratalia menardii 
SATL 
-16.0 -20.0 
Bé and Tolderlind (1971) 
eSNCM foraminiferans Globigerina spp, Globigerinoides 
spp, Globoratalia menardii 
SATL 
-20.0 -6.0 
Bé and Tolderlind (1971) 
eSNCM foraminiferans Globigerina spp, Globigerinoides 
spp, Globoratalia menardii, 




Bé and Tolderlind (1971) 
eSNCM radiolarians Acanthosphaera spp, Actinomma 
spp, Collosphaera spp, Euchitonia 




Boltovskoy and Riedel (1977) 
eSNCM radiolarians Acanthosphaera spp, Actinomma 
spp, Collosphaera spp, Euchitonia 




Boltovskoy and Riedel (1977) 
eSNCM radiolarians Acanthosphaera spp, Actinomma 
spp, Collosphaera spp, Euchitonia 




Boltovskoy and Riedel (1977) 
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eSNCM radiolarians Spongaster tetras SPSG -154.8 -24.7 Casey (1971) 
eSNCM radiolarians Spongaster tetras SANT -178.0 -52.7 Casey (1971) 
eSNCM radiolarians Acantharia MEDI 40.7 14.3 Decelle et al. (2012) 
eSNCM radiolarians Acantharia MEDI 43.6 7.4 Decelle et al. (2012) 
eSNCM radiolarians Acantharia MEDI 29.5 35.0 Decelle et al. (2012) 
eSNCM radiolarians Acantharia NPTG (W) 26.2 127.2 Decelle et al. (2012) 
eSNCM radiolarians Acantharia INDW 18.8 66.9 Decelle et al. (2012) 
eSNCM radiolarians Acantharia INDW 14.6 69.9 Decelle et al. (2012) 
eSNCM radiolarians Acantharia NECS 48.8 -4.0 Decelle et al. (2012) 
eSNCM radiolarians Acantharia APLR -60.2 -60.5 Decelle et al. (2012) 
eSNCM radiolarians Acantharia APLR -62.0 -49.2 Decelle et al. (2012) 
eSNCM radiolarians Acantharia APLR -64.4 -53.0 Decelle et al. (2012) 
eSNCM radiolarians Acantharia APLR -63.4 -56.9 Decelle et al. (2012) 
eSNCM radiolarians Acantharia FKLD -40.7 -52.2 Decelle et al. (2012) 
eSNCM foraminiferans Globigerinoides ruber, 




Lombard et al. (2009) 
eSNCM radiolarians Collodaria SPSG -21.3 -105.0 Probert et al. (2014) 
eSNCM radiolarians Collodaria SPSG -23.8 -107.3 Probert et al. (2014) 
eSNCM radiolarians Collodaria SPSG -24.8 -110.0 Probert et al. (2014) 
eSNCM radiolarians Collodaria SPSG -24.3 -113.0 Probert et al. (2014) 
eSNCM radiolarians Collodaria SPSG -23.3 -131.0 Probert et al. (2014) 
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Probert et al. (2014) 
eSNCM foraminiferans Globigerinella siphonifera, 
Globigerinoides ruber, 





Sousa et al. (2014) 
eSNCM foraminiferans Globigerinella siphonifera, 
Globigerinoides ruber, 





Sousa et al. (2014) 
eSNCM foraminiferans Globigerinella siphonifera, 
Globigerinoides ruber, 





Sousa et al. (2014) 
eSNCM foraminiferans Globigerinella siphonifera, 
Globigerinoides ruber, 





Sousa et al. (2014) 
eSNCM foraminiferans Globigerinella siphonifera, 
Globigerinoides ruber, 





Sousa et al. (2014) 
eSNCM foraminiferans Globigerinella siphonifera, 
Globigerinoides ruber, 
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eSNCM foraminiferans Globigerinella siphonifera, 
Globigerinoides ruber, 





Sousa et al. (2014) 
eSNCM foraminiferans Globigerinella siphonifera, 
Globigerinoides ruber, 





Sousa et al. (2014) 
eSNCM foraminiferans Globigerinella siphonifera ETRA -7.6 -14.5 de Vargas et al. (2002) 
eSNCM foraminiferans Globigerinella siphonifera ETRA -4.0 -15.5 de Vargas et al. (2002) 
eSNCM foraminiferans Globigerinella siphonifera ETRA 0.0 -16.7 de Vargas et al. (2002) 
eSNCM foraminiferans Globigerinella siphonifera ETRA 4.0 -17.9 de Vargas et al. (2002) 
eSNCM foraminiferans Globigerinella siphonifera ETRA 7.9 -19.0 de Vargas et al. (2002) 
eSNCM foraminiferans Globigerinella siphonifera ETRA 11.5 -20.1 de Vargas et al. (2002) 
eSNCM foraminiferans Globigerinella siphonifera NATR 15.1 -21.0 de Vargas et al. (2002) 
eSNCM foraminiferans Globigerinella siphonifera NATR 18.9 -21.0 de Vargas et al. (2002) 
eSNCM foraminiferans Globigerinella siphonifera NATR 22.9 -21.0 de Vargas et al. (2002) 
eSNCM foraminiferans Globigerinella siphonifera NAST (E) 34.4 -20.9 de Vargas et al. (2002) 
eSNCM foraminiferans Globigerinella siphonifera NAST (E) 34.4 -20.8 de Vargas et al. (2002) 
eSNCM foraminiferans Globigerinella siphonifera NAST (E) 38.0 -20.0 de Vargas et al. (2002) 
eSNCM foraminiferans Globigerinella siphonifera NAST (E) 41.9 -20.0 de Vargas et al. (2002) 
eSNCM foraminiferans Globigerinella siphonifera NADR 47.0 -20.0 de Vargas et al. (2002) 
eSNCM foraminiferans Globigerinella siphonifera NECS 48.0 -9.7 de Vargas et al. (2002) 
eSNCM radiolarians Dictyocoryne profunda KURO 26.8 127.9 Yuasa et al. (2012) 
eSNCM radiolarians Collozoum spp, Thalassicolla spp NAST (W) 27.0 -66.0 Gast and Caron (2001) 
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eSNCM radiolarians Sphaerozoum spp, Pterocanium 
praetextum, Phorticium pylonium 
KURO 
26.7 127.8 
Takahashi et al. (2003) 
eSNCM radiolarians Acanthosphaera spp, Actiomma 
spp, Plegmosphaera spp, 




Stoecker et al. (2009) 




Stoecker et al. (2009) 
eSNCM radiolarians Collosphaera spp NAST (W) nd nd Stoecker et al. (2009) 




Stoecker et al. (2009) 
eSNCM radiolarians Physematium muelleri CARB   Stoecker et al. (2009) 





Stoecker et al. (2009) 
eSNCM radiolarians Astrosphaeridae NAST (W) 27.0 -66.0 Stoecker et al. (2009) 
eSNCM foraminiferans Globigerinella siphonifera NAST (W) 27.0 -66.0 Gast and Caron (2001) 
eSNCM radiolarians Collodaria and Acantharia SANT -55.6 -63.1 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia FKLD -48.0 -60.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia SSTC -47.0 -52.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia BRAZ -40.0 -54.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia PEQD -35.6 -49.1 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia PEQD -27.7 -40.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia PEQD -20.0 -35.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia PEQD -13.0 -27.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia PEQD -8.0 -19.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia ETRA -8.0 -7.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia PEQD -18.0 3.0 Biard et al. (2016) 
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eSNCM radiolarians Collodaria and Acantharia BENG -33.0 17.6 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia EAFR -35.0 26.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia EAFR -32.0 34.4 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia EAFR -28.0 40.6 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia EAFR -16.0 42.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia MONS -18.0 53.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia MONS -8.0 59.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia ARAB 15.0 69.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia ARAB 21.7 61.2 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia MONS 1.0 76.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia SANT -51.0 72.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia BPLR 76.0 75.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia BPLR 75.0 52.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia SARC 70.0 43.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia BPLR 75.0 120.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia SARC 69.0 10.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia SARC 63.7 1.7 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia ARCT 75.0 -0.3 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia NECS 59.5 -7.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia NADR 51.9 -21.7 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia BPLR 68.0 -59.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia ARCT 62.0 -52.8 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia BPLR 74.0 -89.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia NAST (E) 43.4 -12.7 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia NAST (E) 43.0 -21.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia NAST (W) 32.0 -35.0 Biard et al. (2016) 
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eSNCM radiolarians Collodaria and Acantharia NAST (W) 28.0 -61.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia GFST 35.0 -73.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia BPLR 71.0 -132.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia PNEC 3.0 -85.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia HUMB -3.0 -85.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia PEQD -9.0 -90.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia PEQD -17.0 -98.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia PEQD -25.0 -112.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia PEQD -27.0 -140.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia PEQD -28.0 -100.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia HUMB -30.0 -74.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia PEQD -42.0 -90.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia HUMB -44.0 -80.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia NPTG (E) 34.0 -162.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia NATR 14.0 -33.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia NATR 14.0 -24.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia WTRA 7.0 -24.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia WTRA 0.0 -24.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia NATR 14.0 -43.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia ISSG -25.0 59.0 Biard et al. (2016) 
eSNCM radiolarians Collodaria and Acantharia APLR -65.0 -56.0 Biard et al. (2016) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
MEDI 
41.0 12.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
MEDI 
46.0 18.0 
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eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
MEDI 
36.7 35.7 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
MEDI 
36.0 33.5 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
KURO 
35.0 139.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
KURO 
36.0 140.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
REDS 
29.5 35.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
NWCS 
33.0 -79.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
CALC 
32.0 -120.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
NPTG (E) 
33.0 -133.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
NPTG (E) 
23.7 -159.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
NPTG (E) 
27.0 -158.0 
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eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
CARB 
20.9 -73.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
CARB 
22.0 -74.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
INDE 
12.0 93.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
GUIA 
10.0 -60.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
GUIA 
12.0 -70.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
GUIA 
15.0 -75.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
CARB 
20.0 -80.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
CARB 
25.0 -90.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
MONS 
7.0 80.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
MONS 
12.0 84.0 
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eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
INDE 
20.0 89.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
-25.0 70.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
21.0 63.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ARAB 
-7.0 43.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
-26.0 105.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
-30.0 95.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
-32.0 90.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
-27.0 79.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
-19.0 80.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
-10.0 79.0 
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eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
-2.0 80.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
2.0 80.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
5.0 80.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
16.0 70.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
13.0 70.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
11.0 70.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
9.0 70.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
7.0 70.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
6.0 65.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
2.5 55.0 
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eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
-1.0 59.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
-22.0 55.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
-14.0 70.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
-10.0 70.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
-22.0 55.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
ISSG 
-25.0 60.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
WARM 
0.0 160.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
WARM 
0.0 170.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
WARM 
0.0 175.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
FKLD 
29.0 -159.0 
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eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
FKLD 
-52.0 -59.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
SPSG 
-20.0 -135.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
SPSG 
-19.0 -132.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
SPSG 
-18.0 -129.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
SPSG 
-17.0 -126.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
SPSG 
-16.0 -123.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
SPSG 
-15.0 -120.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
SPSG 
-14.0 -117.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
SPSG 
-13.0 -114.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
SPSG 
-12.0 -110.0 
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eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
SPSG 
-11.0 -107.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
PEQD 
-10.0 -104.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
SPSG 
-30.0 -101.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
SPSG 
-28.0 -98.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
SPSG 
-26.0 -95.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
SPSG 
-24.0 -92.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
SPSG 
-22.0 -95.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
PEQD 
-9.0 -98.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
PEQD 
-8.0 -96.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
PEQD 
-7.0 -94.0 
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eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
PEQD 
-6.0 -92.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
PEQD 
-4.0 -90.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
HUMB 
-2.0 -88.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
CAMR 
-1.0 -86.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
CAMR 
0.0 -84.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
PNEC 
15.0 -100.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
PNEC 
13.5 -102.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
PNEC 
12.0 -104.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
PNEC 
10.5 -106.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
PNEC 
9.0 -108.0 
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eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
PNEC 
7.5 -110.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
PNEC 
6.0 -112.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
PEQD 
4.5 -114.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
PEQD 
3.0 -116.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
PEQD 
1.5 -118.0 
Tarangkoon et al. (2010) 
eSNCM dinoflagellates Histioneis spp, Parahistioneis spp, 
Ornithocercus spp, Amphisolenia 
spp, Tricosolenia sp, Citharistes sp 
PEQD 
0.0 -119.0 
Tarangkoon et al. (2010) 
pSNCM dinoflagellates Dinophysis sacculus MEDI 43.0 -8.0 Riobó et al. (2013) 
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Table A.2 Results from the bibliographic survey - Abundance and biomass data of the total ciliate assemblage and the relative 
contribution (%) of heterotrophs (HC) and mixotrophs (GNCMs and red-pigmented Mesodinium (MES) spp.). Period of the year (season) 
and sampling depth (punctual or range) are also given. Geographic coordinates from each record (Table A.1) were used to identify the 
corresponding Longhurst’s biogeographic province and biome (please refer to Chapter 2.3, Table 2.1 for province code); na – not 



















MEDI spring surface na 15.9 23 14 64 Bernard and Rassoulzadegan (1994) 
MEDI summer surface na 10.6 13 25 62 Bernard and Rassoulzadegan (1994) 
MEDI autumn surface na 21.3 51 11 38 Bernard and Rassoulzadegan (1994) 
MEDI winter surface na 2.7 63 0 37 Bernard and Rassoulzadegan (1994) 
MEDI summer 0-200 0.43 na 60 nd nd Christaki et al. (2011) 
NECS spring 0-50 2083.33 na 39 1 60 Dale and Dahl (1987) 
CHIN spring 0-100 0.00 na 60 0 40 Chiang et al. (2003) 
CHIN summer 0-100 1.50 na 50 0 50 Chiang et al. (2003) 
CHIN autumn 0-100 0.00 na 55 0 45 Chiang et al. (2003) 
CHIN winter 0-100 0.00 na 90 0 10 Chiang et al. (2003) 
BPLR summer 0-35 na 23.6 47 3 50 Levinsen et al. (1999) 
BPLR spring 0-35 na 9.0 65 5 30 Levinsen et al. (1999) 
NECS summer 0-22 na 74.6 33 nd nd Mironova et al. (2013) 
MEDI summer surface na 48.0 7 4 89 Modigh (2001) 
MEDI spring surface na 60.0 50 nd nd Modigh (2001) 
MEDI autumn surface na 14.0 50 nd nd Modigh (2001) 
MEDI winter surface na 12.0 53 40 7 Modigh (2001) 
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CHIN autumn 0-200 na 29 mg C m-2 54 2 44 Ota and Taniguchi (2003) 
CHIN winter 0-200 na 42 mg C m-2 77 4.5 19 Ota and Taniguchi (2003) 
MEDI spring 0-100 na 55.2 73 0 27 Pitta and Giannakourou (2000) 
NWCS spring surface 17.37 na 81 0 19 Dolan and Gallegos (1992) 
SSTC winter surface 0.10 na 90 0 10 Froneman and Perissinotto (1996) 
PEQD autumn 0-120 na 0.2 90 0 10 Stoecker et al. (1996) 
PEQD spring 0-120 na 0.1 75 0 25 Stoecker et al. (1996) 
MEDI spring 0-50 3.30 na 53 7 40 Pérez et al. (2000) 
MEDI spring surface na 6.8 47 14 39 Vaqué et al. (1997) 
MEDI summer surface na 6.2 65 10 25 Vaqué et al. (1997) 
MEDI autumn surface na 11.7 83 11 6 Vaqué et al. (1997) 
MEDI winter surface na 8.6 86 9 5 Vaqué et al. (1997) 
MEDI summer surface 0.63 na 30 7 63 Dolan and Marrasé (1995) 
MEDI spring 0-80 na 0.7 71 nd nd Dolan et al. (1999) 
MEDI spring 0-80 na 1.0 50 nd nd Dolan et al. (1999) 
MEDI spring 0-80 na 0.4 80 nd nd Dolan et al. (1999) 
NWCS spring surface 2.10 na 70 27 3 Sanders (1995) 
NWCS autumn surface 1.60 na 84 11 5 Sanders (1995) 
NWCS winter surface 1.00 na 53 45 2 Sanders (1995) 
NWCS spring surface 5.79 na 58 0 42 Stoecker et al. (1987) 
NWCS summer surface 4.00 na 10 0 90 Stoecker et al. (1987) 
NWCS autumn surface 15.00 na 90 0 10 Stoecker et al. (1987) 
NWCS winter surface 2.00 na 90 0 10 Stoecker et al. (1987) 
NWCS summer 0-40 5.38 na 65 0 35 Stoecker et al. (1989a) 
NWCS summer 0-40 1.90 na 52 2 46 Stoecker et al. (1989a) 
NWCS summer 0-40 12.97 na 61 16 23 Stoecker et al. (1989a) 
NADR spring surface 2.86 na 36 1 63 Stoecker et al. (1994) 
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APLR summer 0-150 na no data 52 1 47 Stoecker et al. (1995) 
APLR spring 0-150 0.24 na 43 27 30 Stoecker et al. (1995) 
APLR summer 0-150 2.03 na 53 4 43 Stoecker et al. (1995) 
BPLR summer 0-150 na 9.1 42 34 24 Jiang et al. (2015) 
CHIN summer 0-30 na 4.5 60 20 20 Wang et al. (2014) 
CHIN spring surface na 32.2 8 90 2 Sun et al. (2013) 
MEDI spring 0-100 na 29.8 38 0 62 Pitta and Giannakourou (2000) 
SARC summer surface 0.69 na 38 nd nd Putt (1990) 
BERS spring surface 6.00 na 40 30 30 Sorokin et al. (1996) 
PSAG(E) summer 10-80 na 3.6 60 nd 40 Sime-Ngando et al. (1992) 
PSAG(W) spring no data na no data 60 nd nd Pitta and Giannakourou (2000) 
PSAG(W) spring 0-200 na no data 52 nd 48 Suzuki and Taniguchi (1998) 
PSAG(W) spring 0-200 0.99 na 67 5 28 Suzuki and Taniguchi (1998) 
AUSE spring 0-200 0.30 na 46 20 34 Suzuki and Taniguchi (1998) 
KURO summer 0-200 0.60 na 37 5 58 Suzuki and Taniguchi (1998) 
KURO spring 0-200 0.40 na 25 50 25 Suzuki and Taniguchi (1998) 
KURO autumn 0-200 1.00 na 60 30 10 Suzuki and Taniguchi (1998) 
SANT summer 5-100 na 30 mg C m-2 40 0 60 Christaki et al. (2008) 
SANT summer 5-100 na 224 mg C m-2 80 0 20 Christaki et al. (2008) 
SANT summer 5-100 na 90 mg C m-2 60 0 40 Christaki et al. (2008) 
NECS spring 0-130 30.00 na 26 67 7 Witek (1998) 
NECS summer 0-130 8.00 na 35 15 50 Witek (1998) 
NECS winter 0-130 3.00 na 40 30 30 Witek (1998) 
NECS autumn 0-130 15.00 na 25 50 25 Witek (1998) 
BERS summer surface na 14.0 34 nd 66 Stoecker et al. (2014) 
MEDI autumn surface no data na 60 nd 40 Laval-Peuto and Rassoulzadegan (1988) 
MEDI winter surface no data na 60 nd 40 Laval-Peuto and Rassoulzadegan (1988) 
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TASM spring 0-200 na 1.1 43 nd 57 Suzuki et al. (1998) 
NAST(E) spring 0-150 na 2.2 50 0 50 Quevedo et al. (2003) 
NAST(W) spring 0-150 na 0.9 50 0 50 Quevedo et al. (2003) 
NATR spring surface na 0.1 96 4 nd Rychert et al. (2014) 
NATR spring surface 0.33 na 94 6 nd Rychert et al. (2014) 
SATL autumn surface na 0.1 95 5 nd Rychert et al. (2014) 
SATL autumn surface 0.30 na 93 7 nd Rychert et al. (2014) 
NECS spring surface na 1.3 15 85 nd Rychert et al. (2014) 
NECS spring surface 1.50 na 27 73 nd Rychert et al. (2014) 
NAST(E) spring surface na 0.3 94 6 nd Rychert et al. (2014) 
NAST(E) spring surface 0.06 na 92 8 nd Rychert et al. (2014) 
NECS summer 0-100 na 8.0 70 30 nd Setälä and Kivi (2003) 
BRAZ summer surface na 2.4 96 4 nd McManus et al. (2007) 
NECS summer surface na 11.0 65 35 nd Yang et al. (2014) 
MEDI summer 10 na 0.6 75 25 nd Selifonova (2011) 
BPLR winter 2-15 0.10 na 81 1 18 Levinsen et al. (2000) 
BPLR spring 2-15 4.00 na 61 2 37 Levinsen et al. (2000) 
BPLR summer 2-15 6.00 na 46 4 50 Levinsen et al. (2000) 
BPLR autumn 2-15 1.00 na 74 1 25 Levinsen et al. (2000) 
BPLR winter 2-15 na 26 mgC m-2 99 1 nd Levinsen et al. (2000) 
BPLR spring 2-15 na 320 mgC m-2 93.8 6.2 nd Levinsen et al. (2000) 
BPLR summer 2-15 na 550 mgC m-2 90 10 nd Levinsen et al. (2000) 
BPLR autumn 2-15 na 34 mgC m-2 94 6 nd Levinsen et al. (2000) 
NECS winter 28 na 7.1 47 42 11 Nielsen and Kiørboe (1994) 
NECS spring 28 na 37.5 15 80 5 Nielsen and Kiørboe (1994) 
NECS summer 28 na 10.8 44 46 9 Nielsen and Kiørboe (1994) 
NECS autumn 28 na 3.9 62 26 13 Nielsen and Kiørboe (1994) 
 




Figure A.1 Net primary productivity (NPP) data among the different biogeographic 
provinces compiled from Longhurst (2007). Mean and variance correspond to monthly 










Table B.1 List of CM species including species name, species synonyms/basionyms, species name in the original publication, type of 
evidence for mixotrophy, and reference to original source(s). 
 




Species name in the 
original publication 
type of evidence of 
mixotrophy 
Reference 




ingestion of ciliates Bockstahler and Coasts 
(1993) 
Dinophyceae Alexandrium affine Protogonyaulax 
affinis 

















































































ingestion of Teleaulax 
acuta 











Yoo et al. (2009) 
Raphidophyceae Chattonella marina 
var. ovata 
Chattonella ovata Chattonella ovata uptake of eubacteria Seong et al. (2006) 
Raphidophyceae Chattonella subsalsa na Chattonella subsalsa uptake of 
Synechococcus 
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Hansen and Hjorth 
(2002) 
















enhanced growth with 
high concentrations of 
putracine simulating 
conditions in fish 
kills; and observation 
of uptake of 
chloroplast fragments 


































































presence of feeding 
vacuoles, unknown 
prey 










McKie-Krisberg et al. 
(2015) 
















Jeong et al. (2005c) 









Gonyaulax spinifera ingestion of 
Synechococcus 




















































Jeong et al. (2005b) 




































ingestion of various 
cryptophytes/ingestio
n of eubacteria 

































































Dinophyceae Karenia brevis Gymnodinium 
breve, Ptychodiscus 
brevis 
Karenia brevis ingestion of 
Synechococcus 
Glibert et al. (2009) 
Dinophyceae Karenia mikimotoi Gymnodinium 
mikimotoi 






Zhang et al. (2011) 
























McKie-Krisberg et al. 
(2015) 





Dinophyceae Tripos furca Neoceratium furca, 
Peridinium furca, 
Ceratium furca ingestion of oligotrich 
ciliates 


















Ceratium longipes presence of feeding 
vacuoles, unknown 
prey 
Jacobson and Anderson 
(1996) 
Chrysophyte Ochromonas sp na Ochromonas sp presence of feeding 
vacuoles, unknown 
prey 





presence of feeding 
vacuoles, unknown 
prey 
Burkholder et al. (2008) 
Dinophyceae Ostreopsis ovata na Ostreopsis ovata presence of feeding 
vacuoles, unknown 
prey 
Burkholder et al. (2008) 
Dinophyceae Ostreopsis siamensis na Ostreopsis siamensis presence of feeding 
vacuoles, unknown 
prey 






















presence of feeding 
vacuoles, unknown 
prey 
























Jeong et al. (2005b) 




presence of feeding 
vacuoles, unknown 
prey 















and a second 
unidenitifed 























































Jeong et al. (2005b) 



























































Jeong et al. (2012) 
Dinophyceae Takayama helix na Takayama helix ingestion of several 
dinoflagellate species 
from 15-60 µm 













Yoo et al. (2017) 
Dinophyceae Yihiella yeosuensis na Yihiella yeosuensis ingestion of 
Pyramimonas sp. and 
Teleaulax sp. 
Jang et al. (2017) 






not informed Aldridge et al. (2014) 
























Kim et al. (2015) 
Raphidophyceae Fibrocapsa japonica na Chattonella japonica ingestion of 
Synechoccocus 
Jeong et al. (2005a) 
Chrysophyte Ochromonas monicis na Ochromonas monicis ingestion of bacteria Doddema and Van der 
Veer (1983) 
Chrysophyte Dinobryon balticum Dinodendron 
balticum 
Dinobryon balticum ingestion of 
fluorescent latex-
beads 
McKenrie et al. (1995) 








































uptake of fluorescent 
non-carboxylated 
latex microspheres 






pseudopodia of the 
diatom Amphora sp. 
Calderon-Saenz and 
Schnetter (1989) 
Chlorarachniophyte Lotharella oceanica na Lotharella oceanica not informed Ota et al. (2009) 
Synchromophyte Synchroma grande na Synchroma grande ingestion of 
Phaeodactylum 
tricornutum. 
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Table B.2 Characterization of the studies which specifically targeted CMs smaller than 20 µm including Longhurst’s biogeographic 
province (please refer to Chapter 2.3 Table 2.1 for province code), oceanic biome, latitude, longitude, scale of the study, season, sampling 
depth code, and reference. 
Province Oceanic biome Lat. Long. Scale Season Depth code Reference 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal summer surface Arenovski et al. (1995) 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal summer surface Arenovski et al. (1995) 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal summer surface Arenovski et al. (1995) 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal summer surface Arenovski et al. (1995) 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal summer surface Arenovski et al. (1995) 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal summer surface Arenovski et al. (1995) 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal summer surface Arenovski et al. (1995) 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal summer DCM Arenovski et al. (1995) 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal summer DCM Arenovski et al. (1995) 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal summer DCM Arenovski et al. (1995) 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal summer DCM Arenovski et al. (1995) 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal summer DCM Arenovski et al. (1995) 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal summer DCM Arenovski et al. (1995) 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal spring surface Arenovski et al. (1995) 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal spring sub-surface Arenovski et al. (1995) 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal spring sub-surface Arenovski et al. (1995) 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal spring DCM Arenovski et al. (1995) 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal spring thermocline Arenovski et al. (1995) 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal spring sub-surface Arenovski et al. (1995) 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal spring sub-surface Arenovski et al. (1995) 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal spring DCM Arenovski et al. (1995) 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal spring thermocline Arenovski et al. (1995) 
NASTW Oligotrophic Gyres 30 -70 spatio-temporal spring thermocline Arenovski et al. (1995) 
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NWCS Coastal Seas 42 -68 spatio-temporal autumn sub-surface Sanders et al. (2000) 
NWCS Coastal Seas 42 -68 spatio-temporal autumn surface Sanders et al. (2000) 
NWCS Coastal Seas 42 -68 spatio-temporal autumn surface Sanders et al. (2000) 
NWCS Coastal Seas 42 -68 spatio-temporal summer surface Sanders et al. (2000) 
NWCS Coastal Seas 42 -68 spatio-temporal summer surface Sanders et al. (2000) 
NWCS Coastal Seas 42 -68 spatio-temporal summer surface Sanders et al. (2000) 
NWCS Coastal Seas 42 -68 spatio-temporal summer surface Sanders et al. (2000) 
NASTW Oligotrophic Gyres 35 -65 spatio-temporal autumn sub-surface Sanders et al. (2000) 
NASTW Oligotrophic Gyres 35 -65 spatio-temporal autumn sub-surface Sanders et al. (2000) 
NASTW Oligotrophic Gyres 35 -65 spatio-temporal autumn sub-surface Sanders et al. (2000) 
NASTW Oligotrophic Gyres 35 -65 spatio-temporal autumn sub-surface Sanders et al. (2000) 
NASTW Oligotrophic Gyres 35 -65 spatio-temporal summer sub-surface Sanders et al. (2000) 
NASTW Oligotrophic Gyres 35 -65 spatio-temporal summer sub-surface Sanders et al. (2000) 
NASTW Oligotrophic Gyres 35 -65 spatio-temporal summer sub-surface Sanders et al. (2000) 
NASTW Oligotrophic Gyres 35 -65 spatio-temporal summer sub-surface Sanders et al. (2000) 
APLR Polar Seas -70 180 spatio-temporal spring surface Moorthi et al. (2009) 
APLR Polar Seas -70 180 spatio-temporal spring surface Moorthi et al. (2009) 
APLR Polar Seas -70 180 spatio-temporal spring surface Moorthi et al. (2009) 
APLR Polar Seas -70 180 spatio-temporal spring surface Moorthi et al. (2009) 
APLR Polar Seas -70 180 spatio-temporal spring surface Moorthi et al. (2009) 
APLR Polar Seas -70 180 spatio-temporal spring surface Moorthi et al. (2009) 
APLR Polar Seas -70 180 spatio-temporal spring surface Moorthi et al. (2009) 
APLR Polar Seas -70 180 spatio-temporal spring surface Moorthi et al. (2009) 
APLR Polar Seas -70 180 spatio-temporal spring surface Moorthi et al. (2009) 
APLR Polar Seas -70 180 spatio-temporal spring surface Moorthi et al. (2009) 
APLR Polar Seas -70 180 spatio-temporal spring surface Moorthi et al. (2009) 
APLR Polar Seas -70 180 spatio-temporal spring surface Moorthi et al. (2009) 
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CHIN Coastal Seas 25 121 temporal spring surface Tsai et al. (2011) 
CHIN Coastal Seas 25 121 temporal spring surface Tsai et al. (2011) 
CHIN Coastal Seas 25 121 temporal spring surface Tsai et al. (2011) 
CHIN Coastal Seas 25 121 temporal spring surface Tsai et al. (2011) 
CHIN Coastal Seas 25 121 temporal spring surface Tsai et al. (2011) 
CHIN Coastal Seas 25 121 temporal summer surface Tsai et al. (2011) 
CHIN Coastal Seas 25 121 temporal summer surface Tsai et al. (2011) 
CHIN Coastal Seas 25 121 temporal summer surface Tsai et al. (2011) 
CHIN Coastal Seas 25 121 temporal summer surface Tsai et al. (2011) 
CHIN Coastal Seas 25 121 temporal summer surface Tsai et al. (2011) 
CHIN Coastal Seas 25 121 temporal summer surface Tsai et al. (2011) 
CHIN Coastal Seas 25 121 temporal summer surface Tsai et al. (2011) 
CHIN Coastal Seas 25 121 temporal summer surface Tsai et al. (2011) 
CHIN Coastal Seas 25 121 temporal summer surface Tsai et al. (2011) 
CHIN Coastal Seas 25 121 temporal summer surface Tsai et al. (2011) 
CHIN Coastal Seas 25 121 temporal summer surface Tsai et al. (2011) 
CHIN Coastal Seas 25 121 temporal summer surface Tsai et al. (2011) 
CHIN Coastal Seas 25 121 temporal autumn surface Tsai et al. (2011) 
CHIN Coastal Seas 25 121 temporal autumn surface Tsai et al. (2011) 
CHIN Coastal Seas 25 121 temporal autumn surface Tsai et al. (2011) 
CHIN Coastal Seas 25 121 temporal autumn surface Tsai et al. (2011) 
MEDI Mediterranean Sea 37 25 spatio-temporal spring integrated Christaki et al. (1999) 
MEDI Mediterranean Sea 37 25 spatio-temporal spring integrated Christaki et al. (1999) 
MEDI Mediterranean Sea 37 25 spatio-temporal spring integrated Christaki et al. (1999) 
MEDI Mediterranean Sea 37 25 spatio-temporal spring integrated Christaki et al. (1999) 
MEDI Mediterranean Sea 37 25 spatio-temporal spring integrated Christaki et al. (1999) 
MEDI Mediterranean Sea 37 25 spatio-temporal spring integrated Christaki et al. (1999) 





Appendices. Appendix B, Table B.2                                                                      280 
 
  
MEDI Mediterranean Sea 37 25 spatio-temporal spring integrated Christaki et al. (1999) 
MEDI Mediterranean Sea 37 25 spatio-temporal spring integrated Christaki et al. (1999) 
MEDI Mediterranean Sea 37 25 spatio-temporal spring integrated Christaki et al. (1999) 
MEDI Mediterranean Sea 37 25 spatio-temporal autumn integrated Christaki et al. (1999) 
MEDI Mediterranean Sea 37 25 spatio-temporal autumn integrated Christaki et al. (1999) 
MEDI Mediterranean Sea 37 25 spatio-temporal autumn integrated Christaki et al. (1999) 
MEDI Mediterranean Sea 37 25 spatio-temporal autumn integrated Christaki et al. (1999) 
MEDI Mediterranean Sea 37 25 spatio-temporal autumn integrated Christaki et al. (1999) 
MEDI Mediterranean Sea 37 25 spatio-temporal autumn integrated Christaki et al. (1999) 
MEDI Mediterranean Sea 37 25 spatio-temporal autumn integrated Christaki et al. (1999) 
HUMB Coastal Upwelling -45 -73 temporal winter surface Czypionka et al. (2011) 
HUMB Coastal Upwelling -45 -73 temporal winter surface Czypionka et al. (2011) 
HUMB Coastal Upwelling -45 -73 temporal winter surface Czypionka et al. (2011) 
HUMB Coastal Upwelling -45 -73 temporal winter DCM Czypionka et al. (2011) 
HUMB Coastal Upwelling -45 -73 temporal winter DCM Czypionka et al. (2011) 
HUMB Coastal Upwelling -45 -73 temporal winter DCM Czypionka et al. (2011) 
HUMB Coastal Upwelling -45 -73 temporal spring surface Czypionka et al. (2011) 
HUMB Coastal Upwelling -45 -73 temporal spring surface Czypionka et al. (2011) 
HUMB Coastal Upwelling -45 -73 temporal spring surface Czypionka et al. (2011) 
HUMB Coastal Upwelling -45 -73 temporal spring DCM Czypionka et al. (2011) 
HUMB Coastal Upwelling -45 -73 temporal spring DCM Czypionka et al. (2011) 
HUMB Coastal Upwelling -45 -73 temporal spring DCM Czypionka et al. (2011) 
SARC Temperate Seas 60 -20 spatio-temporal autumn sub-surface Hartmann et al. (2012) 
NATR Oligotrophic Gyres 20 -40 spatio-temporal autumn sub-surface Hartmann et al. (2012) 
WTRA Equatorial Upwelling 0 -30 spatio-temporal spring sub-surface Hartmann et al. (2012) 
SATL Oligotrophic Gyres -20 -25 spatio-temporal spring sub-surface Hartmann et al. (2012) 
SATL Oligotrophic Gyres -20 -25 spatio-temporal spring sub-surface Hartmann et al. (2012) 
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SSTC Temperate Seas -40 -35 spatio-temporal spring sub-surface Hartmann et al. (2012) 
NECS Coastal Seas 56 10 temporal summer surface Havskum and Riemann (1996) 
NECS Coastal Seas 56 10 temporal summer DCM Havskum and Riemann (1996) 
NECS Coastal Seas 59 6 temporal summer surface Havskum and Hansen (1997) 
NECS Coastal Seas 59 6 temporal summer surface Havskum and Hansen (1997) 
NEWZ Coastal Seas -41 179 spatio-temporal summer sub-surface Safi and Hall (1999) 
NEWZ Coastal Seas -44 177 spatio-temporal summer sub-surface Safi and Hall (1999) 
NEWZ Coastal Seas -47 177 spatio-temporal summer sub-surface Safi and Hall (1999) 
NECS Coastal Seas 56 12 spatio-temporal winter surface Anderson et al. (2017) 
NECS Coastal Seas 56 12 spatio-temporal winter surface Anderson et al. (2017) 
NECS Coastal Seas 56 12 spatio-temporal winter surface Anderson et al. (2017) 
NECS Coastal Seas 56 12 spatio-temporal summer surface Anderson et al. (2017) 
NECS Coastal Seas 56 12 spatio-temporal summer surface Anderson et al. (2017) 
NECS Coastal Seas 56 12 spatio-temporal summer surface Anderson et al. (2017) 
CHIN Coastal Seas 25 122 temporal summer surface Tsai et al. (2009) 
NEWZ Coastal Seas 43 172 spatio-temporal winter sub-surface Hall et al. (1993) 
NEWZ Coastal Seas 43 172 spatio-temporal winter sub-surface Hall et al. (1993) 
NEWZ Coastal Seas 43 172 spatio-temporal winter sub-surface Hall et al. (1993) 
NEWZ Coastal Seas 43 172 spatio-temporal winter sub-surface Hall et al. (1993) 
NEWZ Coastal Seas 43 172 spatio-temporal winter sub-surface Hall et al. (1993) 
NEWZ Coastal Seas 43 172 spatio-temporal winter sub-surface Hall et al. (1993) 
NEWZ Coastal Seas 43 172 spatio-temporal winter sub-surface Hall et al. (1993) 
NEWZ Coastal Seas 43 172 spatio-temporal winter sub-surface Hall et al. (1993) 
MEDI Mediterranean Sea 41 3 temporal winter surface Unrein et al. (2007) 
MEDI Mediterranean Sea 41 3 temporal autumn surface Unrein et al. (2007) 
MEDI Mediterranean Sea 41 3 temporal autumn surface Unrein et al. (2007) 
MEDI Mediterranean Sea 41 3 temporal autumn surface Unrein et al. (2007) 
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MEDI Mediterranean Sea 41 3 temporal summer surface Unrein et al. (2007) 
MEDI Mediterranean Sea 41 3 temporal summer surface Unrein et al. (2007) 
MEDI Mediterranean Sea 41 3 temporal spring surface Unrein et al. (2007) 
MEDI Mediterranean Sea 41 3 temporal spring surface Unrein et al. (2007) 
MEDI Mediterranean Sea 41 3 temporal spring surface Unrein et al. (2007) 
MEDI Mediterranean Sea 41 3 temporal winter surface Unrein et al. (2007) 
MEDI Mediterranean Sea 41 3 temporal winter surface Unrein et al. (2007) 
SARC Temperate Seas 59 -20 spatio-temporal summer surface Zubkov and Tarran (2008) 
SARC Temperate Seas 59 -20 spatio-temporal summer sub-surface Zubkov and Tarran (2008) 
NATR Oligotrophic Gyres 22 -30 spatio-temporal summer sub-surface Zubkov and Tarran (2008) 
NATR Oligotrophic Gyres 17 -30 spatio-temporal summer sub-surface Zubkov and Tarran (2008) 
NATR Oligotrophic Gyres 13 -30 spatio-temporal summer sub-surface Zubkov and Tarran (2008) 
BPLR Polar Seas 77 -151 spatio-temporal spring surface Sanders and Gast (2012) 
BPLR Polar Seas 77 170 spatio-temporal spring DCM Sanders and Gast (2012) 
BPLR Polar Seas 77 170 spatio-temporal spring surface Sanders and Gast (2012) 
BPLR Polar Seas 77 170 spatio-temporal spring DCM Sanders and Gast (2012) 
BPLR Polar Seas 77 170 spatio-temporal spring surface Sanders and Gast (2012) 
BPLR Polar Seas 77 170 spatio-temporal spring DCM Sanders and Gast (2012) 
BPLR Polar Seas 77 170 spatio-temporal spring surface Sanders and Gast (2012) 
BPLR Polar Seas 77 170 spatio-temporal spring DCM Sanders and Gast (2012) 
BPLR Polar Seas 77 170 spatio-temporal spring surface Sanders and Gast (2012) 
BPLR Polar Seas 77 170 spatio-temporal spring DCM Sanders and Gast (2012) 
BPLR Polar Seas 77 170 spatio-temporal spring surface Sanders and Gast (2012) 
BPLR Polar Seas 77 170 spatio-temporal spring DCM Sanders and Gast (2012) 
BPLR Polar Seas 77 170 spatio-temporal spring surface Sanders and Gast (2012) 
BPLR Polar Seas 77 170 spatio-temporal spring DCM Sanders and Gast (2012) 
BPLR Polar Seas 77 170 spatio-temporal spring DCM Sanders and Gast (2012) 
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BPLR Polar Seas 77 170 spatio-temporal spring DCM Sanders and Gast (2012) 
BPLR Polar Seas 77 170 spatio-temporal spring surface Sanders and Gast (2012) 
BPLR Polar Seas 77 170 spatio-temporal spring DCM Sanders and Gast (2012) 
BPLR Polar Seas 77 170 spatio-temporal spring surface Sanders and Gast (2012) 
BPLR Polar Seas 77 170 spatio-temporal spring DCM Sanders and Gast (2012) 
PEQD Equatorial Upwelling 1 -125 spatio-temporal spring sub-surface Stukel et al. (2011) 
PEQD Equatorial Upwelling 2 -125 spatio-temporal spring sub-surface Stukel et al. (2011) 
PEQD Equatorial Upwelling 1 -125 spatio-temporal spring sub-surface Stukel et al. (2011) 
PEQD Equatorial Upwelling 1 -125 spatio-temporal spring sub-surface Stukel et al. (2011) 
APLR Polar Seas -70 170 spatio-temporal summer surface Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer surface Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer surface Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer surface Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer surface Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer surface Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer surface Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer surface Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer surface Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer surface Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer surface Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer surface Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer surface Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer DCM Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer DCM Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer DCM Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer DCM Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer DCM Gast et al. (2014) 
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APLR Polar Seas -70 170 spatio-temporal summer DCM Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer DCM Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer DCM Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer DCM Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer DCM Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer DCM Gast et al. (2014) 
APLR Polar Seas -70 170 spatio-temporal summer DCM Gast et al. (2014) 
NECS Coastal Seas 59 10 temporal nd surface Nygaard and Tobiesen (1993) 
NECS Coastal Seas 59 10 temporal nd surface Nygaard and Tobiesen (1993) 
PEQD Equatorial Upwelling 0 -170 spatio-temporal summer sub-surface Sato et al. (2017) 
PNEC Equatorial Upwelling 5 -170 spatio-temporal summer sub-surface Sato et al. (2017) 
PNEC Equatorial Upwelling 10 -170 spatio-temporal summer sub-surface Sato et al. (2017) 
NPTGE Oligotrophic Gyres 15 -170 spatio-temporal summer sub-surface Sato et al. (2017) 
NPTGE Oligotrophic Gyres 20 -170 spatio-temporal summer sub-surface Sato et al. (2017) 
NPTGE Oligotrophic Gyres 24 -170 spatio-temporal summer sub-surface Sato et al. (2017) 
NPTGE Oligotrophic Gyres 30 -170 spatio-temporal summer sub-surface Sato et al. (2017) 
NPPF Temperate Seas 35 -170 spatio-temporal summer sub-surface Sato et al. (2017) 
NPPF Temperate Seas 40 -170 spatio-temporal summer sub-surface Sato et al. (2017) 
PSAGE Temperate Seas 45 -170 spatio-temporal summer sub-surface Sato et al. (2017) 
PSAGE Temperate Seas 50 -170 spatio-temporal summer sub-surface Sato et al. (2017) 
BPLR Polar Seas 55 -170 spatio-temporal summer sub-surface Sato et al. (2017) 
BPLR Polar Seas 60 -170 spatio-temporal summer sub-surface Sato et al. (2017) 
BPLR Polar Seas 65 -170 spatio-temporal summer sub-surface Sato et al. (2017) 
HUMB Coastal Upwelling -36 -73 spatio-temporal summer surface Vargas et al. (2012) 
HUMB Coastal Upwelling -36 -73 spatio-temporal summer DCM Vargas et al. (2012) 
HUMB Coastal Upwelling -36 -73 spatio-temporal summer thermocline Vargas et al. (2012) 
HUMB Coastal Upwelling -36 -73 spatio-temporal summer surface Vargas et al. (2012) 
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HUMB Coastal Upwelling -36 -73 spatio-temporal summer thermocline Vargas et al. (2012) 
HUMB Coastal Upwelling -36 -73 spatio-temporal winter surface Vargas et al. (2012) 
HUMB Coastal Upwelling -36 -73 spatio-temporal winter DCM Vargas et al. (2012) 
HUMB Coastal Upwelling -36 -73 spatio-temporal winter thermocline Vargas et al. (2012) 
HUMB Coastal Upwelling -36 -73 spatio-temporal winter surface Vargas et al. (2012) 
HUMB Coastal Upwelling -36 -73 spatio-temporal winter DCM Vargas et al. (2012) 
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Table B.3 Studies which specifically targeted CMs smaller than 20 µm including nitrate and phosphate concentrations, method (FLB – 
fluorescent labelled bacteria; FLC – fluorescent labelled cyanobacteria; FLA – fluorescent labelled algae; or beads), bacterial abundance, 
abundance of autotrophic nanoflagellates (ANF), abundance of heterotrophic nanoflagellates (HNF), abundance of mixotrophic 
nanoflagellates actively feeding (MNF), percentage of total bacterivory attributed to MNF, and references. Data are also given for net 















0.3 nd nd FLB/FLC 216000 503.1 619.0 12.9 nd Arenovski et al. (1995) 
0.3 nd nd FLB/FLC 239000 368.6 516.0 9.5 nd Arenovski et al. (1995) 
0.3 nd nd FLB/FLC 221000 114.1 293.0 2.9 nd Arenovski et al. (1995) 
0.3 nd nd FLB/FLC 171000 108.2 496.0 2.8 nd Arenovski et al. (1995) 
0.3 nd nd FLB/FLC 166000 62.4 517.0 1.6 nd Arenovski et al. (1995) 
0.3 nd nd FLB/FLC 205000 127.8 535.0 144.2 nd Arenovski et al. (1995) 
0.3 nd nd FLB/FLC 187000 69.5 305.0 69.5 nd Arenovski et al. (1995) 
0.3 nd nd FLB/FLC 155000 2544.8 460.0 65.3 nd Arenovski et al. (1995) 
0.3 nd nd FLB/FLC 139000 921.4 372.0 23.6 nd Arenovski et al. (1995) 
0.3 nd nd FLB/FLC 148000 163.8 304.0 4.2 nd Arenovski et al. (1995) 
0.3 nd nd FLB/FLC 106000 175.5 233.0 4.5 nd Arenovski et al. (1995) 
0.3 nd nd FLB/FLC 104000 144.3 171.0 3.7 nd Arenovski et al. (1995) 
0.3 nd nd FLB/FLC 109000 288.6 108.0 7.4 nd Arenovski et al. (1995) 
0.5 nd nd FLB/FLC 390000 174.7 974.3 21.5 nd Arenovski et al. (1995) 
0.5 nd nd FLB/FLC 370000 185.1 930.4 25.1 nd Arenovski et al. (1995) 
0.5 nd nd FLB/FLC 390000 367.8 410.3 15.9 nd Arenovski et al. (1995) 
0.5 nd nd FLB/FLC 315000 1203.5 659.3 0.3 nd Arenovski et al. (1995) 
0.5 nd nd FLB/FLC 171000 102.5 644.7 0.7 nd Arenovski et al. (1995) 
0.5 nd nd FLB/FLC 186000 323.5 539.3 21.5 nd Arenovski et al. (1995) 
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0.5 nd nd FLB/FLC 252000 1140.0 959.1 3.3 nd Arenovski et al. (1995) 
0.5 nd nd FLB/FLC 159000 885.2 889.2 8.5 nd Arenovski et al. (1995) 
0.5 nd nd FLB/FLC 138000 568.4 818.2 0.8 nd Arenovski et al. (1995) 
0.9 nd nd FLB/FLC 1210000 3550.0 3530.0 2210.0 nd Sanders et al. (2000) 
0.9 nd nd FLB/FLC 1550000 1250.0 1690.0 420.0 nd Sanders et al. (2000) 
0.9 nd nd FLB/FLC 2080000 5050.0 1240.0 100.0 nd Sanders et al. (2000) 
0.9 nd nd FLB/FLC 2370000 3970.0 1370.0 170.0 nd Sanders et al. (2000) 
1.0 nd nd FLB/FLC 1300000 4910.0 3230.0 370.0 nd Sanders et al. (2000) 
1.0 nd nd FLB/FLC 1220000 4940.0 2840.0 380.0 nd Sanders et al. (2000) 
1.0 nd nd FLB/FLC 1070000 5410.0 3650.0 540.0 nd Sanders et al. (2000) 
1.0 nd nd FLB/FLC 1000000 1360.0 1940.0 580.0 nd Sanders et al. (2000) 
0.2 nd nd FLB/FLC 412000 425.0 245.0 95.0 nd Sanders et al. (2000) 
0.2 nd nd FLB/FLC 638000 350.0 220.0 60.0 nd Sanders et al. (2000) 
0.2 nd nd FLB/FLC 416000 195.0 230.0 30.0 nd Sanders et al. (2000) 
0.2 nd nd FLB/FLC 483000 415.0 330.0 55.0 nd Sanders et al. (2000) 
0.3 nd nd FLB/FLC 197000 400.0 390.0 70.0 nd Sanders et al. (2000) 
0.3 nd nd FLB/FLC 302000 435.0 680.0 25.0 nd Sanders et al. (2000) 
0.3 nd nd FLB/FLC 261000 265.0 450.0 20.0 nd Sanders et al. (2000) 
0.3 nd nd FLB/FLC 519000 140.0 330.0 30.0 nd Sanders et al. (2000) 
0.3 nd nd FLB/FLC 6180000 1000.0 552.0 90.0 nd Moorthi et al. (2009) 
0.3 nd nd FLB/FLC 5820000 600.0 653.7 95.0 nd Moorthi et al. (2009) 
0.5 nd nd FLB/FLC 5530000 900.0 790.5 96.0 nd Moorthi et al. (2009) 
0.5 nd nd FLB/FLC 5240000 900.0 425.1 130.0 nd Moorthi et al. (2009) 
0.5 nd nd FLB/FLC 4480000 1000.0 561.0 150.0 nd Moorthi et al. (2009) 
0.5 nd nd FLB/FLC 5470000 1300.0 803.4 160.0 nd Moorthi et al. (2009) 
0.5 nd nd FLB/FLC 5540000 1250.0 320.3 65.0 nd Moorthi et al. (2009) 
0.5 nd nd FLB/FLC 4750000 1100.0 349.0 60.0 nd Moorthi et al. (2009) 





Appendices. Appendix B, Table B.3                                                                                                                                                                             288 
 
  
0.5 nd nd FLB/FLC 6130000 12000.0 551.6 65.0 nd Moorthi et al. (2009) 
0.5 nd nd FLB/FLC 5400000 750.0 595.2 70.0 nd Moorthi et al. (2009) 
1.0 nd nd FLB/FLC 5190000 1100.0 930.5 65.0 nd Moorthi et al. (2009) 
1.0 nd nd FLB/FLC 5740000 1000.0 100.0 100.0 nd Moorthi et al. (2009) 
na nd nd FLB 760000 416.0 354.3 nd 54.0 Tsai et al. (2011) 
na 1.3 0.2 FLB 800000 405.0 544.6 nd 54.0 Tsai et al. (2011) 
na 0.6 0.1 FLB 880000 518.0 355.5 nd 54.0 Tsai et al. (2011) 
na 0.4 0.1 FLB 890000 330.0 996.9 nd 54.0 Tsai et al. (2011) 
na 3.2 0.2 FLB 1220000 463.0 412.9 nd 54.0 Tsai et al. (2011) 
na 0.4 0.1 FLB 1310000 408.0 592.7 nd 54.0 Tsai et al. (2011) 
na 0.6 0.1 FLB 1040000 602.0 572.8 nd 54.0 Tsai et al. (2011) 
na 0.4 0.1 FLB 1290000 211.0 444.7 nd 54.0 Tsai et al. (2011) 
na 0.2 0.1 FLB 1320000 416.0 435.7 nd 54.0 Tsai et al. (2011) 
na 0.2 0.1 FLB 960000 223.0 323.3 nd 54.0 Tsai et al. (2011) 
na 0.4 0.2 FLB 850000 225.0 292.9 nd 54.0 Tsai et al. (2011) 
na nd nd FLB 1100000 340.0 426.3 nd 54.0 Tsai et al. (2011) 
na 3.1 0.4 FLB 890000 369.0 267.7 nd 54.0 Tsai et al. (2011) 
na 1.8 0.2 FLB 1440000 235.0 273.4 nd 54.0 Tsai et al. (2011) 
na 1.7 0.1 FLB 1520000 245.0 325.2 nd 54.0 Tsai et al. (2011) 
na 1.4 0.1 FLB 860000 245.0 325.7 nd 54.0 Tsai et al. (2011) 
na 6.6 0.3 FLB 1440000 310.0 387.5 nd 54.0 Tsai et al. (2011) 
na 2.0 0.4 FLB 850000 620.0 388.0 nd 54.0 Tsai et al. (2011) 
na nd nd FLB 780000 195.0 527.0 nd 54.0 Tsai et al. (2011) 
na nd nd FLB 700000 389.0 224.8 nd 54.0 Tsai et al. (2011) 
na nd nd FLB 610000 345.0 510.0 nd 54.0 Tsai et al. (2011) 
0.8 nd nd beads 719000 600.0 300.0 90.0 12.5 Christaki et al. (1999) 
0.8 nd nd beads 448000 460.0 250.0 80.0 12.5 Christaki et al. (1999) 
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0.8 nd nd beads 745000 640.0 430.0 60.0 12.5 Christaki et al. (1999) 
0.3 nd nd beads 351000 360.0 860.0 30.0 12.5 Christaki et al. (1999) 
0.3 nd nd beads 550000 530.0 1010.0 80.0 12.5 Christaki et al. (1999) 
0.3 nd nd beads 562000 400.0 870.0 130.0 12.5 Christaki et al. (1999) 
0.3 nd nd beads 746000 710.0 1510.0 100.0 12.5 Christaki et al. (1999) 
0.3 nd nd beads 1078000 660.0 1460.0 120.0 12.5 Christaki et al. (1999) 
0.3 nd nd beads 839000 800.0 1150.0 70.0 12.5 Christaki et al. (1999) 
0.3 nd nd beads 728000 740.0 600.0 50.0 12.5 Christaki et al. (1999) 
0.3 nd nd beads 711000 1200.0 1610.0 80.0 12.5 Christaki et al. (1999) 
0.3 nd nd beads 709000 830.0 1080.0 120.0 12.5 Christaki et al. (1999) 
0.3 nd nd beads 738000 860.0 1060.0 90.0 12.5 Christaki et al. (1999) 
0.3 nd nd beads 689000 910.0 990.0 120.0 12.5 Christaki et al. (1999) 
0.3 nd nd beads 704000 840.0 1070.0 80.0 12.5 Christaki et al. (1999) 
0.3 nd nd beads 623000 880.0 1260.0 70.0 12.5 Christaki et al. (1999) 
0.6 10.0 0.5 FLB 4900000 226.4 2332.3 103.1 nd Czypionka et al. (2011) 
0.6 10.0 0.5 FLB 5900000 665.9 1635.1 848.0 nd Czypionka et al. (2011) 
0.6 10.0 0.5 FLB 3500000 1182.6 1318.6 33.0 nd Czypionka et al. (2011) 
0.6 20.0 1.6 FLB 3600000 666.9 1047.7 100.0 nd Czypionka et al. (2011) 
0.6 20.0 1.6 FLB 3000000 1045.2 64.2 80.0 nd Czypionka et al. (2011) 
0.6 20.0 1.6 FLB 1300000 811.2 840.2 45.2 nd Czypionka et al. (2011) 
0.7 0.0 0.0 FLB 9700000 963.3 3973.1 113.9 nd Czypionka et al. (2011) 
0.7 0.0 0.0 FLB 5000000 3266.9 4434.2 102.6 nd Czypionka et al. (2011) 
0.7 0.0 0.0 FLB 8800000 4467.9 5871.4 169.8 nd Czypionka et al. (2011) 
0.7 10.0 1.4 FLB 3900000 195.7 2890.5 70.6 nd Czypionka et al. (2011) 
0.7 10.0 1.4 FLB 2800000 436.2 4060.2 75.3 nd Czypionka et al. (2011) 
0.7 10.0 1.4 FLB 3500000 1562.9 2332.1 10.0 nd Czypionka et al. (2011) 
na nd nd FLB nd 9322.6 641.3 nd 23.2 Hartmann et al. (2012) 
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na nd nd FLB nd 3196.5 589.5 nd 47.4 Hartmann et al. (2012) 
na nd nd FLB nd 1641.2 624.5 nd 67.5 Hartmann et al. (2012) 
na nd nd FLB nd 1822.4 405.9 nd 52.6 Hartmann et al. (2012) 
na nd nd FLB nd 2377.8 780.6 nd 44.9 Hartmann et al. (2012) 
na nd nd FLB nd 10627.1 1784.5 nd 47.2 Hartmann et al. (2012) 
na nd nd FLB 800000 nd nd nd 86.0 Havskum & Riemann (1996) 
na nd nd FLB 1200000 nd nd nd 19.0 Havskum & Riemann (1996) 
na nd nd FLA 1900000 nd nd nd 34.0 Havskum & Hansen (1997) 
na nd nd FLA 3800000 nd nd nd 12.0 Havskum & Hansen (1997) 
0.7 0.2 0.0 beads 1500000 nd 295.0 528.0 48.6 Safi & Hall (1999) 
0.7 0.5 0.1 beads 3000000 nd 486.0 680.0 53.7 Safi & Hall (1999) 
0.7 7.5 0.6 beads 2800000 nd 689.0 1232.0 55.0 Safi & Hall (1999) 
0.2 nd nd AP 1800000 1696.7 1400.0 203.3 56.3 Anderson et al. (2017) 
0.2 nd nd AP 1400000 2071.2 2200.0 328.8 48.1 Anderson et al. (2017) 
0.2 nd nd AP 1900000 1984.8 1800.0 415.2 66.7 Anderson et al. (2017) 
1.1 nd nd AP 1700000 12809.5 5300.0 890.5 27.1 Anderson et al. (2017) 
1.1 nd nd AP 2100000 26658.6 6500.0 1641.4 45.7 Anderson et al. (2017) 
1.1 nd nd AP 2500000 42705.0 9400.0 2295.0 50.8 Anderson et al. (2017) 
na nd nd beads NA 2700.0 nd nd nd Tsai et al. (2009) 
na nd nd beads 410000000 286.0 191.0 nd 36.0 Hall et al. (1993) 
na nd nd beads 540000000 285.0 199.0 nd 36.0 Hall et al. (1993) 
na nd nd beads 435000000 363.0 201.0 nd 36.0 Hall et al. (1993) 
na nd nd beads 484000000 331.0 198.0 nd 36.0 Hall et al. (1993) 
na nd nd beads 335000000 347.0 149.0 nd 36.0 Hall et al. (1993) 
na nd nd beads 318000000 381.0 214.0 nd 36.0 Hall et al. (1993) 
na nd nd beads 346000000 408.0 272.0 nd 36.0 Hall et al. (1993) 
na nd nd beads 347000000 377.0 288.0 nd 36.0 Hall et al. (1993) 
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na nd nd FLB 1200000 4448.0 6504.0 nd 51.1 Unrein et al. (2007) 
na nd nd FLB 793000 1818.0 3151.0 nd nd Unrein et al. (2007) 
na nd nd FLB 565000 1556.0 2280.0 nd 36.4 Unrein et al. (2007) 
na nd nd FLB 830000 2043.0 2354.0 nd 44.1 Unrein et al. (2007) 
na nd nd FLB 903000 2342.0 3400.0 nd 38.4 Unrein et al. (2007) 
na nd nd FLB 706000 1756.0 2928.0 nd 57.5 Unrein et al. (2007) 
na nd nd FLB 770000 883.0 2778.0 nd 38.6 Unrein et al. (2007) 
na nd nd FLB 1110000 1457.0 2304.0 nd 51.6 Unrein et al. (2007) 
na nd nd FLB 1400000 6230.0 4896.0 nd 60.3 Unrein et al. (2007) 
na nd nd FLB 779000 1769.0 1868.0 nd 34.5 Unrein et al. (2007) 
na nd nd FLB 673000 1681.0 2504.0 nd 64.5 Unrein et al. (2007) 
na nd nd FLB nd 10600.0 650.0 nd 55.1 Zubkov and Tarran (2008) 
na nd nd FLB nd 3200.0 160.0 nd 62.8 Zubkov and Tarran (2008) 
na nd nd FLB nd 1600.0 400.0 nd 58.3 Zubkov and Tarran (2008) 
na nd nd FLB nd 12000.0 1000.0 nd 71.4 Zubkov and Tarran (2008) 
na nd nd FLB nd 2600.0 500.0 nd 37.5 Zubkov and Tarran (2008) 
0.2 nd nd FLB 550000 18.0 86.0 7.0 41.3 Sanders and Gast (2012) 
0.2 nd nd FLB nd nd nd nd nd Sanders and Gast (2012) 
0.2 nd nd FLB 220000 13.0 43.0 2.0 14.6 Sanders and Gast (2012) 
0.2 nd nd FLB 181000 79.0 20.0 3.0 24.6 Sanders and Gast (2012) 
0.2 nd nd FLB 180000 60.0 55.0 11.0 31.6 Sanders and Gast (2012) 
0.2 nd nd FLB 220000 43.0 47.0 5.0 50.0 Sanders and Gast (2012) 
0.2 nd nd FLB 249000 51.0 87.0 3.0 10.5 Sanders and Gast (2012) 
0.2 nd nd FLB 193000 18.0 41.0 16.0 84.7 Sanders and Gast (2012) 
0.2 nd nd FLB 170000 27.0 102.0 19.0 36.5 Sanders and Gast (2012) 
0.2 nd nd FLB 198000 61.0 127.0 16.0 57.1 Sanders and Gast (2012) 
0.2 nd nd FLB 184000 61.0 93.0 36.0 28.0 Sanders and Gast (2012) 
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0.2 nd nd FLB 133000 37.0 122.0 8.0 nd Sanders and Gast (2012) 
0.2 nd nd FLB 117000 116.0 92.0 10.0 21.1 Sanders and Gast (2012) 
0.2 nd nd FLB 160000 86.0 103.0 5.0 20.0 Sanders and Gast (2012) 
0.2 nd nd FLB 165000 104.0 204.0 2.0 8.0 Sanders and Gast (2012) 
0.2 nd nd FLB 137000 81.0 159.0 19.0 37.7 Sanders and Gast (2012) 
0.2 nd nd FLB 131000 43.0 89.0 8.0 6.1 Sanders and Gast (2012) 
0.2 nd nd FLB 251000 63.0 112.0 2.0 10.6 Sanders and Gast (2012) 
0.2 nd nd FLB 165000 32.0 180.0 13.0 30.0 Sanders and Gast (2012) 
0.2 nd nd FLB 124000 18.0 59.0 7.0 44.8 Sanders and Gast (2012) 
0.4 4.3 0.6 FLB 896000 2380.0 42.6 50.0 49.0 Stukel et al. (2011) 
0.4 4.8 0.5 FLB 955000 1790.0 nd 60.0 49.0 Stukel et al. (2011) 
0.4 6.4 0.6 FLB 832000 2392.0 nd 58.0 49.0 Stukel et al. (2011) 
0.4 7.8 0.6 FLB 932000 2300.0 nd 60.0 49.0 Stukel et al. (2011) 
0.9 18.0 1.3 beads 575000 1311.0 165.0 75.0 nd Gast et al. (2014) 
0.9 18.5 1.0 beads 602000 1289.0 231.0 157.0 nd Gast et al. (2014) 
0.9 25.5 1.6 beads 316000 1686.0 925.0 301.0 nd Gast et al. (2014) 
0.9 25.9 1.7 beads 341000 1256.0 529.0 338.0 nd Gast et al. (2014) 
0.9 28.6 1.7 beads 322000 1840.0 264.0 630.0 nd Gast et al. (2014) 
0.9 16.4 0.8 beads 862000 1377.0 925.0 133.0 nd Gast et al. (2014) 
0.5 26.1 1.6 beads 229000 463.0 848.0 198.0 nd Gast et al. (2014) 
0.5 15.0 1.0 beads 254000 3261.0 123.0 123.0 nd Gast et al. (2014) 
0.5 18.0 1.5 beads 314000 2071.0 192.0 192.0 nd Gast et al. (2014) 
0.5 18.0 1.5 beads 233000 948.0 183.0 183.0 nd Gast et al. (2014) 
0.5 21.8 1.4 beads 238000 793.0 55.0 55.0 nd Gast et al. (2014) 
0.5 18.0 1.5 beads 261000 793.0 55.0 55.0 nd Gast et al. (2014) 
0.5 18.0 1.5 beads 247000 1179.0 99.0 44.0 nd Gast et al. (2014) 
0.9 21.2 1.5 beads 963000 1609.0 253.0 287.0 nd Gast et al. (2014) 
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0.9 29.3 1.9 beads 242000 1454.0 286.0 267.0 nd Gast et al. (2014) 
0.9 27.7 1.9 beads 214000 1355.0 705.0 252.0 nd Gast et al. (2014) 
0.9 27.3 1.7 beads 440000 1190.0 286.0 149.0 nd Gast et al. (2014) 
0.9 18.9 1.1 beads 871000 1146.0 738.0 186.0 nd Gast et al. (2014) 
0.5 26.0 1.5 beads 630000 650.0 331.0 315.0 nd Gast et al. (2014) 
0.5 26.8 1.8 beads 314000 2843.0 474.0 267.0 nd Gast et al. (2014) 
0.5 22.3 1.6 beads 376000 1289.0 33.0 82.0 nd Gast et al. (2014) 
0.5 19.6 1.6 beads 349000 1245.0 253.0 208.0 nd Gast et al. (2014) 
0.5 22.3 1.5 beads 432000 452.0 88.0 30.0 nd Gast et al. (2014) 
0.5 31.4 1.9 beads 298000 452.0 88.0 30.0 nd Gast et al. (2014) 
0.5 31.3 2.0 beads 39000 165.0 88.0 11.0 nd Gast et al. (2014) 
na nd nd FLB nd nd nd nd 60.0 Nygaard and Tobiesen (1993) 
na nd nd FLB nd nd nd nd 4.0 Nygaard and Tobiesen (1993) 
0.4 4.6 0.6 FLB 263974 1474.4 293.5 27.3 49.7 Sato et al. (2017) 
0.4 0.0 0.1 FLB 322411 122.9 75.0 20.5 41.3 Sato et al. (2017) 
0.4 0.0 0.2 FLB 317345 238.9 211.6 27.3 39.9 Sato et al. (2017) 
0.3 0.0 0.1 FLB 306716 122.9 184.3 20.5 32.4 Sato et al. (2017) 
0.3 0.0 0.1 FLB 266325 116.0 225.2 20.5 31.8 Sato et al. (2017) 
0.3 0.0 0.0 FLB 391113 102.4 197.9 13.6 46.8 Sato et al. (2017) 
0.3 0.0 0.0 FLB 228374 61.4 102.4 6.8 31.9 Sato et al. (2017) 
na 0.0 0.0 FLB 400110 75.1 102.4 8.0 39.1 Sato et al. (2017) 
na 0.3 0.2 FLB 463816 245.7 122.8 13.6 41.2 Sato et al. (2017) 
0.4 10.1 0.9 FLB 397344 812.3 266.2 27.3 31.9 Sato et al. (2017) 
0.4 7.7 0.9 FLB 830238 1549.5 395.9 75.0 63.7 Sato et al. (2017) 
0.7 0.5 0.5 FLB 588376 1924.9 1071.7 68.2 52.9 Sato et al. (2017) 
0.7 0.5 0.5 FLB 437753 757.7 511.9 40.9 36.2 Sato et al. (2017) 
0.7 0.4 1.5 FLB 377612 334.5 348.1 0.1 1.0 Sato et al. (2017) 
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0.9 18.0 2.2 FLB 1517907 5553.8 2705.7 153.9 19.0 Vargas et al. (2012) 
0.9 27.0 1.5 FLB 1382265 4524.8 969.7 103.3 43.0 Vargas et al. (2012) 
0.9 2.5 1.0 FLB 2110603 837.5 3471.1 102.4 13.1 Vargas et al. (2012) 
0.9 10.0 1.0 FLB 918334 728.4 3063.7 102.0 7.7 Vargas et al. (2012) 
0.9 25.0 3.0 FLB 403917 363.6 816.3 51.8 12.2 Vargas et al. (2012) 
0.5 12.0 1.8 FLB 1220815 1081.8 7589.3 205.5 8.0 Vargas et al. (2012) 
0.5 10.0 2.0 FLB 1137270 934.6 7642.4 204.5 3.8 Vargas et al. (2012) 
0.5 15.0 2.0 FLB 708320 530.6 3437.0 102.7 19.2 Vargas et al. (2012) 
0.5 19.0 2.0 FLB 1001449 1004.8 4052.6 101.9 4.7 Vargas et al. (2012) 
0.5 17.0 2.0 FLB 991165 858.6 4770.2 50.7 1.9 Vargas et al. (2012) 
0.5 18.0 2.0 FLB 762141 763.0 3180.1 153.7 16.8 Vargas et al. (2012) 







General protist model 
 The general protist model is a development from previous modelling works (Flynn 
and Mitra, 2009, Mitra et al., 2016). The equations are given in full herein, in which the 
developments/changes from the original modelling works correspond to the: i) 
representation of diatoms (Eqs. 6 and 26–32); ii) description of acquired phototrophy 
(Eqs. 38–41); iii) allometric description of predation (Eqs. 44–51); and iv) non-predatory 
mortality term (Eq. 115). In addition to these, state variables described by quotas relative 
to the core mixotroph carbon biomass in Flynn and Mitra (2009) were modified to agree 
with model units in ERSEM (i.e., nutrient concentration per water volume). 
The protist model has eight state variables accounting for carbon (C), nitrogen (N), 
phosphorus (P), and chlorophyll (Chl) associated to the mixotroph core biomass (Eqs. 1–
4, respectively) and to the material within feeding vacuoles (Eq. 5). In equation 5, X 
represents either C, N, P, or Chl within the feeding vacuoles (F). In order to simulate 
diatoms, an additional state variable is incorporated to represent silicon (Si) associated to 
the mixotroph core biomass (Eq. 6). All state variables are expressed in units of element 
quantity per water volume (e.g., mg C m-3) and will be referred between ‘[ ]’ throughout 
the text. State variables are driven by inorganic carbon fixation (fixationC; Eq. 40), 
inorganic nutrient uptake (uptakeN, uptakeP, uptakeSi; Eqs. 24, 25, and 32, respectively), 
ingestion (ingestionFX; Eq. 57), digestion (digestionFX; Eqs. 73-77), and prey assimilation 
(assimilationC, assimilationN, assimilationP; Eqs. 74, 78, and 79, respectively), 
chlorophyll synthesis and degradation (balanceChl; Eq. 83), respiration (respirationC; Eq. 
96), regeneration of nutrients (regenerationN and regenerationP; Eqs. 99, and 100), and 
non-predatory mortality (mortalityX; Eq. 115). Different protist functional types were 
included in the food web model enabling (disabling) one or more of these processes. 
Details on how each of these processes are modelled are given below. Please see Table 
C.1 for the definitions and units of constant parameters mentioned hereinafter.  





= fixationC + assimilationC − respirationC −mortalityC (1) 
d[N]
dt
= uptakeN + assimilationN − regenerationN −mortalityN (2) 
d[P]
dt
= uptakeP + assimilationP − regenerationP −mortalityP (3) 
d[Chl]
dt
= balanceChl −mortalityChl (4) 
d[FX]
dt
= ingestionFX − digestionFX −mortalityFX (5) 
d[Si]
dt
= uptakeSi −mortalitySi (6) 
Feedback response curves 
A common feature of the plankton model is the usage of normalised sigmoidal 
functions to describe feedback response curves (Fig. C.1). The general form of this 
function (fb) is described in Eq. 7, in which S is a quotient describing the stimulus of the 
process, K is a half-saturation constant, and H is the Hill number (controlling the shape of 
the sigmoidal curve):  
fb =
(1 + KH) ∙ SH
SH + KH
 (7) 
Normalised nutrient status 
 A key characteristic of the model is the definition of the nutrient status of plankton 
through normalised nutrient (e.g., nitrogen or phosphorus) to carbon quotas. The 
normalised response curves are defined by a function of the simulated NC or PC quotas 
(Eqs. 8 and 9, respectively) and the constant parameters delimiting the minimum (NCmin 
and PCmin) and maximum (NCmax and PCmax) values of the internal quotas (Eqs. 10–11); 
the form of the response curve is given in Fig. C.1a. A minimum function of the 
normalised response curves (NPCu) ultimately defines the nutrient status of plankton (Eq. 

















0, NC < NCmin
(1 + Kqn) ∙
(NC − NCmin)
(NC − NCmin) + Kqn ∙ (NCmax −NCmin)
, NCmax ≥ NC ≥ NCmin






0, PC < PCmin
(1 + Kqp) ∙
(PC − PCmin)
(PC − PCmin) + Kqp ∙ (PCmax − PCmin)
, PCmax ≥ PC ≥ PCmin
1,  PC > PCmax
 (11) 
NPCu = min(NCu, PCu) (12) 
Nitrogen and phosphorus uptake 
 Nutrient uptake is based on previous modelling studies (Flynn 2001, Flynn 2002, 
Flynn 2003). Nitrogen uptake is the sum of ammonium and nitrate uptake, simulated 
through reference to their potential transport rates (Apt and Npt, respectively). In equations 
13 and 14, Apt and Npt (gN gC-1 day-1) are defined by the external nutrient concentration 
([NH4] and [NO3]), the half-saturation constants for nutrient uptake (Ka and Kn), the 
relative preferences for each nutrient (Apref and Npref), and the maximum potential nutrient 
uptake which, in turn, is defined by the maximum phototrophic growth rate (µphot) and the 
maximum NC quota (NCmax). The actual transport rates (At and Nt; gN gC
-1 day-1) are 
defined to meet the demands and assume ammonium as the most energetically efficient 
form of nitrogen; thus, nitrate uptake only occurs if ammonium transport is not sufficient 
to meet demands (Eqs. 15 and 16). 
Apt = (μphot ∙ NCmax) ∙ Apref ∙
[NH4]
 [NH4] + Ka
 (13) 
Npt = (μphot ∙ NCmax) ∙ Npref ∙
[NO3]
 [NO3] + Kn
(14) 
 At = {
Apt, Apt < μphot ∙ NCmax
μphot ∙ NCmax, Apt > μphot ∙ NCmax
(15) 
 Nt = {
Npt, μphot ∙ NCmax > Apt +Npt
μphot ∙ NCmax − Apt, Apt < μphot ∙ NCmax < Apt +Npt
0, μphot ∙ NCmax < Apt
(16) 
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The actual nitrogen uptake rate Nup (gN gC
-1 day-1; Eq. 17) depends on a 
normalised feedback response curve (NCfb) which blocks the uptake as NC approaches 
the absolute NC quota (NCabs) (Eq. 18). 
 
Nup = {
(At + Nt) ∙ NCfb, NCu = NPCu
(At + Nt) ∙ NCfb ∙ NPCu
β, NCu > NPCu
(17) 















Phosphorus uptake (Pup; gP gC
-1 day-1) is equivalent to nitrogen uptake, except that 
there is only one source of P (Eqs. 19–21). 





Pt ∙ PCfb, PCu = NPCu
Pt ∙ NPCu
β ∙ PCfb, PCu > NPCu
(20) 















The population uptake of ammonium, nitrate, total N (mg N m-3 day-1), and P (mg 
P m-3 day-1), respectively, is then given by: 
uptakeNH4 = Nup ∙ (1 −
Nt
Nt + At
) ∙ [C] (22) 
uptakeNO3 = Nup ∙
Nt
Nt + At
 ∙ [C] (23) 
uptakeN = Nup ∙ [C] (24) 
uptakeP = Pup ∙ [C] (25)   
Silicon dynamics for diatoms 
Diatoms representation differs from other phototrophic protists due to their 
physiological requirement for silicon to build their frustules. In turn, silicon uptake differs 
fundamentally from that of nitrogen and phosphorus because the external silicon 
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concentration, instead of the internal silicon concentration, ultimately affects growth, 
consequently, quota models do not apply for silicon dynamics (Martin-Jézéquel et al., 
2000; Flynn and Martin-Jézéquel, 2000). In order to represent diatoms, the uptake of 
silicon was implemented following Flynn (2005). The potential uptake rate of silicon (St, 
gSi gC-1 day-1; Eq. 26) is a function of µphot, the maximum internal silicon to carbon ratio 
(SCmax), the external silicon availability ([Si]), and a half-saturation constant for silicon 
uptake (KSi). In turn, the normalised quota for silicon (SCu; Eq. 27) is a function of St, 
µphot, the minimum internal silicon to carbon ratio (SCmin), and the internal silicon to 
carbon ratio (SC; Eq. 28). Thus, contrary to the other phototrophic groups, the normalised 
nutrient status (NPCu) among diatoms is a minimum function of the normalised nitrogen, 
phosphorus, and silicon status (Eq. 29).  










0, SC ≤ SCmin
St
(μphot ∙ SCmin)
, St < μphot ∙ SCmin






NPCu = min(NCu, PCu, SCu) (29) 
The actual silicon uptake rate Sup (gSi gC
-1 day-1; Eqs. 30-31) depends on the 
current growth rate and not on NPCu as previously described for N and P uptake. 
Sup = {





















The diatom population uptake of silicon is obtained by multiplying Sup by diatom 
carbon biomass [C]: 
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uptakeSi = Sup ∙ [C] (32) 
Photosynthesis 
  Photosynthesis is described assuming constitutive (inherent; PCM) or non-
constitutive (acquired; PNCM) capacities. PCM and PNCM are calculated through the Smith 
negative exponential equation, in which the photosystem size is associated to Chl in the 
core biomass in the former and to Chl within feeding vacuoles in the later (Eqs. 33 and 









Following Flynn (2001), the maximum rate of carbon fixation among plankton 
with constitutive capacity (Pqmax; gC gC
-1 day-1) is calculated in order to support 
phototrophy at the current nutrient status, covering the costs associated to respiration, 
reduction of nitrate to ammonium, and amino acids synthesis (Eq. 35). Respiration (BRop; 
gC gC-1 day-1) is operated to halt at high NC values (Eq. 36). The reduction of nitrate to 
ammonium and amino acids synthesis are controlled by constant parameters (redo and 
AAsyn, respectively). MetM is a constant parameter equal to 1 for all functional types 
except for dinoflagellates, in which there is an extra cost to achieve the required gross 
growth efficiency. The actual photosynthesis rate (PCM; gC gC
-1 day-1) is then computed 
through equation 37, in which αChl is the initial slope of the photosynthesis-irradiance 
curve and PAR is the integrated photosynthetic active radiation, multiplied by 4.27 to 
convert units of W m-2 to PFD (Photon Flux Density; µmol photon m-1 s-1) and by 24 × 
60 × 60 to convert PFD into units of per day.  
Pqmax = (μphot + BRop + (μphot ∙ NCmax) ∙ (redco + AAsyn ∙ MetM)) ∙ NPCu (35) 







PCM = Pqmax ∙ (1 − exp (
−αChl ∙ ChlC ∙ PAR ∙ 4.57 ∙ 24 ∙ 60 ∙ 60
Pqmax
)) (37) 
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The maximum rate of carbon fixation among plankton with non-constitutive 
capacity (kPmax; gC gC
-1 day-1) is assumed to be constant and conforms with the prey 
under ideal nutrient status (NPCu = 1). Thus, PNCM (gC gC
-1 day-1) is computed through 
equation 38. 
PNCM = kPmax ∙ NPCu ∙ (1 − exp (
−αChl ∙ FChlC ∙ PAR ∙ 4.57 ∙ 24 ∙ 60 ∙ 60
kPmax ∙ NPCu
)) (38) 
 Total carbon fixation is then computed by the sum of PCM and PNCM (Eq. 39; gC 
gC-1 day-1) which, in turn, is multiplied by the plankton biomass to obtain the total carbon 
fixation by the plankton population (Eq. 40; mg C m-3 day-1). 
Ptot = PCM + PNCM (39) 
fixationC = Ptot ∙ [C] (40) 
 To simulate non-constitutive mixotrophs, i.e. acquired phototrophy, chlorophyll 
within the feeding vacuoles was assumed to be diluted over time at a constant rate instead 
of digested and, thus, Eq. 5 was replaced by Eq. 41: 
d[FChl]
dt
= ingestionChl − dilutionChl −mortalityChl
in which dilutionChl = DChl ∙ [FChl] (41)
 
Ingestion 
The ingestion of prey is controlled by the demand for heterotrophic nutrition 
relative to the maximum growth rate (µmax). There will always be a demand for 
heterotrophic nutrition if µmax is higher than µphot (and neglecting any satiation feedback). 
The demand for any/all nutrients is expressed in the model by a quotient (µrel) that relates 
the 24h averaged growth rate and µmax (Eq. 42). The constant parameter Smix 
enable/disable the control of phototrophy over heterotrophy assuming values of 0 or 1. If 
phototrophy down-regulates heterotrophy (i.e., Smix = 0), µrel controls the maximum 
possible size of the feeding vacuoles (FCmax) through a normalised response curve, with 
FCmax varying between minimum (FCmin) and absolute (FCabs) maximum values (Eq. 43). 
Overall, if enough C is provided through photosynthesis there is less need to obtain C 
through feeding. On the other hand, if phototrophy has no control over heterotrophy (i.e., 
Smix = 1), µrel is not of importance and FCmax is constant and equals to FCabs (Eq. 43). 















) ∙ (FCabs − FCmin), Smix = 0
FCabs, Smix = 1
(43) 
Ingestion was implemented following the allometric description of predation by 
Flynn and Mitra (2016). This formulation simulates the kinetics of prey capture and 
ingestion relating prey abundance and encounter rates to a prey-selection function 
controlled by satiation. Since the model is biomass-based, prey numeric abundance was 
estimated diving total prey biomass by the carbon content per prey cell (cellCp; ngC cell
-
1). Allometric regressions from the literature controlled by the values of a and b in Eq. 44 
were used to obtain protist cellCi, in which subscript i refers to the prey or to the predator 















Potential encounter rates between prey and predator are computed based on 
predator and prey radius (ri; m), their respective speeds of motion (SMi; m s
-1), prey 
abundance (NA; cells m-3), and the root-mean-squared turbulence (w; m s-1). The 













SMi was assumed to follow ballistic paths for protists that are motile to maximize 
encounters. In equation 47, [preyC] corresponds to the biomass of prey population (mg C 
m-3). Finally, Encs (prey predator
-1 s-1) calculates the encounter rates between prey 
(subscript p) and predator (subscript P) following Rothschild and Osborn (1988):  
Encs = π ∙ (rp + rP) ∙ NA ∙ (SMp
2 + 3 ∙ SMP
2 + 4 ∙ w2) ∙ (SMP
2 +w2)
−0.5
∙ 3−1 (48) 
Equation 48 is then converted from units of s-1 to day-1 to conform to model units (Encd; 
prey predator-1 day-1):  
Encd = Encs ∙ 24 ∙ 60 ∙ 60 (49) 
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Assuming that all encountered prey are consumed, and ignoring other controls, the 
maximum potential ingestion rate (Cp; gC gC
-1 day-1) is computed referring to Encd and 
to the carbon contents per cell for the prey (cellCp) and for the predator (cellCP): 




The actual ingestion rate is controlled by size selectivity and by satiation (Flynn, 
2018). In the model, size selectivity (Ccon) refers to the total prey size spectrum accessible 
by the predator, defined by the minimum, maximum, and optimal prey sizes (Smin, Smax, 
and Sopt, respectively); thus, capture is minimum on both extremes of the prey size 
spectrum and increases linearly towards Sopt (Eq. 51; Fig. C.1b). If prey size is not within 









, sizep < Sopt
Smax − sizep
Smax − Sopt
, sizep > Sopt
(51) 
The satiation control (Scon) is defined by a normalised sigmoidal function of the 
relative capacity of the feeding vacuoles (FCrelV), decreasing as FCrelV approaches FCmax 








 ) (53) 








Finally, the actual ingestion rate in terms of carbon (I; gC gC-1 day-1) and the specific 
ingestion rate (sI; day-1) are computed by: 
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The total ingestion of prey by the protist population is obtained by Eq. 57, in which X 
represents C, N, P, or Chl (mg X m-3 day-1); this equation is prey specific and the sum of 
the ingestion of n prey types ultimately defines the total ingestion. 
ingestionX = sI ∙ [preyX] (57) 
Digestion and assimilation 
 Digestion of ingested prey is down regulated by phototrophy if Spd = 1 and/or 
Pbalcrit > 0. First, if enough carbon is flowing from photosynthesis, there is less need to 
digest food (i.e. Spd = 1). This control (Dcon) is regulated by the relative rate of 
photosynthesis (PSrel) through a normalised sigmoidal function (Eqs. 58–59; Fig. C.1d).  












The second control is associated to the need to obtain a critical proportion of 
growth through photosynthesis (i.e., Pbalcrit > 0). The relative contribution of 
photosynthesis to growth rate (Pbal) is related to Pbalcrit to define the normalised response 







0, Pbal < Pbalcrit
Pbal − Pbalcrit
1 − Pbalcrit













 , Pbalcrit > 0
(62) 
Setting Spd = 0 and Pbalcrit = 0 turns Dcon and Pbalcon off, disabling any control of 
phototrophy on the digestion of prey carbon. 
The digestion of prey carbon depends also on the assimilation efficiency (AE), 
which varies as a function of prey quality or quantity (Mitra 2006). AE decreases as prey 
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quality (i.e. NC or PC) decreases. The stoichiometric value of the prey is referred through 
the description of food quality within feeding vacuoles (FNC and FPC; Eqs. 63–64) 
relative to the optimal core mixotroph values (RelNC and RelPC; Eqs. 65–66). There is also 
evidence that assimilation efficiency is down-regulated in the presence of toxins and other 
secondary metabolites, which are implemented in the model through a function of the 
constant parameter Kec. Thus, the actual control associated with prey quality (AEqual) is a 
function of the minimal stoichiometric control (i.e., RelNC or RelPC – MINup) and Kec, 
assuming that AE is constrained between a minimal (AEmin) and a maximal (AEmax) values 

















AEqual = AEmin + (AEmax − AEmin) ∙
(1 + Kec) ∙ MINup
MINup + Kec
 
in which MINup = min(1, RelNC, RelNC) (67)
 
The control associated with prey quantity (AEquan) is linked in the model to µrel 
(Eq. 42), decreasing AE with growth approaching maximum (Eq. 68; Fig. C.1g). Thus, 
the actual value of AE is set by equation 5.6. 
AEquan = AEmin + (AEmax − AEmin) ∙
(1 + Keq






AE = MINup ∙ min(AEqual, AEquan) (69) 
 The maximum digestion rate (Dmax; gC gC
-1 day-1) required to support µmax with 
the current food quality is a function of BRop, AE, and the relative cost of metabolic 
respiration MR (Eq. 70). Finally, the actual digestion rate (DC; gC gC-1 day-1) is a function 
of Dmax, Dcon, Pbalcon, and a normalised response curve of the relative content within the 
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feeding vacuoles (FCrelA) (Eq. 71). The assimilation of carbon (Cas; gC gC-1 day-1) is 
defined by equation 72.   
Dmax =
μmax + BRop
AE ∙ (1 − MR)
 (70) 












Cas = AE ∙ DC (72) 
The total digestion (digestionC; mg C m
-3 day-1) and assimilation (assimilationC; 
mg C m-3 day-1) of carbon by the population is obtained through equations 73–74: 
digestionC = DC ∙ [C] (73) 
assimilationC = Cas ∙ [C] (74) 
The total digestion of N, P, and Chl (digestionN, digestionP, and digestionChl, respectively) 
are calculated based on the materials within the feeding vacuoles (Eqs. 75–77) while the 
total assimilation of N and P (assimilationN and assimilationP, respectively) are calculated 












∙ [FChl] (77) 
assimilationN = Cas ∙  NCmax ∙ [C] (78) 
assimilationP = Cas ∙  PCmax ∙ [C] (79) 
Photoacclimation 
 Photoacclimation is described in the model through the synthesis and degradation 
of chlorophyll (Flynn 2001); only protists with constitutive ability to photosynthesize 
were assumed to be able to photoacclimate. The total input of carbon (TCin) controls the 
demand for chlorophyll; if Smix = 0, both carbon obtained through photosynthesis and prey 
assimilation are considered; if Smix = 1, only carbon obtained through photosynthesis is 
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considered (Eq. 80). The synthesis and degradation of chlorophyll (gChl gC-1 day-1) is 
then defined by equations 81 and 82, respectively. If the internal chlorophyll to carbon 
ratio approaches its absolute maximum value, the balance between synthesis and 
degradation is equal to zero (Eq. 83). 
 





in which Cin = {
Ptot + Cas, Smix = 0
Ptot, Smix = 1
(80)
 
synthesis = ChlCabs ∙ NPCu ∙ 3 ∙ μphot ∙ TCin ∙ Chlfb
in which Chlfb =










degradation = ChlC ∙ (1 − NCu) ∙ μphot (82) 
balanceChl = {
synthesis − degradation, ChlC < ChlCabs
0, ChlC ≥ ChlCabs
(83) 
Respiration and internal re-assimilation 
 Respiration associated to heterotrophy (Rhet; gC gC
-1 day-1) includes the basal and 
metabolic components (Eq. 84). Basal respiration (BRb; gC gC-1 day-1) may be partially 
or totally met by the digestion of prey carbon according to the protist stoichiometric status 
and its prey (Eqs. 85–87). Metabolic respiration is defined by a constant proportion (MR) 
of the assimilated prey carbon (Eq. 84). 
Rhet = BRb + Cas ∙ MR (84) 
XSC = AEqual ∙ DC ∙ (1 − MINup) (85) 
BRi = {
BRop, BRop ≤ XSC
XSC, BRop > XSC
(86) 
BRb = BRop − BRi (87) 
Respiration associated to phototrophy (Rphot; gC gC
-1 day-1) includes the cost of reducing 
nitrate to ammonium (redco) and, once mixotrophs were modelled, the cost of re-
assimilating ammonium (NH4reas; gN gC
-1 day-1) which would otherwise be regenerated 
through heterotrophic processing (Eq. 88). Internal re-assimilation of ammonium is 
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blocked as NC approaches NCabs (Nrep; Eq. 89); thus, carbon respiration is just associated 
to the regeneration of N if NC approaches maximum values. A normalised response curve 
of Nrep ultimately controls the re-assimilation of ammonium (Eq. 90-91; Fig. C.1h). 
Rphot = redco ∙ Nup ∙ (
Nt
Nt + At
) + (Nup + NH4reas) ∙ AAsyn ∙ MetM (88) 
Nrep = {














NH4reas = Rhet ∙ NCmax ∙ (1 − RegNcon) (91) 
Similarly, the internal re-assimilation of P among mixotrophs is described through 
the following equations (Eqs. 92–94): 
Prep = {














Preas = Rhet ∙ PCmax ∙ (1 − RegPcon) (94) 
Finally, total respiration loss from protist population (respirationC; mg C m
-3 day-
1) is defined by: 
Rtot = Rhet + Rphot (95) 
respirationC = Rtot ∙ [C] (96) 
Regeneration and voiding 
Nutrient regeneration linked to heterotrophic respiration are defined as following 
for N (Nreg; gN gC
-1 day-1) and P (Preg; gP gC
-1 day-1) assuming that the base XC of core 
biological material accords with maximum XC quotas:  
Nreg = Rhet ∙ NCmax ∙ RegNcon (97) 
Preg = Rhet ∙ PCmax ∙ RegPcon (98) 
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Regeneration of N (regenerationN; mg N m
-3 day-1) and P (regenerationP; mg P m
-
3 day-1) associated to carbon respiration by the protist population is then defined by: 
regenerationN = Nreg ∙ [C] (99) 
regenerationP = Preg ∙ [C] (100) 
 All prey carbon that was digested but not assimilated nor respired is voided (Cvoid; 
gC gC-1 day-1) (Eq. 101). N and P associated with carbon material must be voided as well. 
Voiding rates of N (Nvoid; gN gC
-1 day-1) and P (Pvoid; gP gC
-1 day-1) are estimated 
considering the assimilation rates required to maintain protist maximum nutrient to carbon 
quotas (Eqs. 102–103). Since BRi uses XSC (Eq. 85) there is no associated term for the 
voiding of N and P in equations 102 and 103. 
Cvoid = DC − Cas − BRi (101) 
Nvoid = DC ∙
FNC
FC
− Cas ∙ NCmax (102) 
Pvoid = DC ∙
FPC
FC
− Cas ∙ PCmax (103) 
Due to chemical constraints, there is a limitation on the nutrient to carbon quotas 
that can be voided as organic material; these are controlled in the model by the constant 
parameters NCm and PCm (Eqs. 104–105). The surplus is then voided as inorganic 

























DINvoid = Nvoid − DONvoid (106) 
DIPvoid = Pvoid − DOPvoid (107) 
Finally, regeneration of inorganic nutrients (TregenerationN and TregenerationP) 
and voiding of organic material (voidingC, voidingN, and voidingP) by the plankton 
population (mg X m-3 day-1) are defined as: 
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voidingC = Cvoid ∙ [C] (108) 
voidingN = DONvoid ∙ [C] (109) 
voidingP = DOPvoid ∙ [C] (110) 
TregenerationN = (Nreg + DINvoid) ∙ [C] (111) 
TregenerationP = (Preg +DIPvoid) ∙ [C] (112) 
Non-predatory mortality 
 Non-predatory mortality is computed through a constant parameter defining the 
maximum specific non-predatory mortality (sd; day-1) and a normalised level of stress 
which is defined by the quotient between the actual growth rate µ and µmax (Eqs. 113–
115). In Eq. 115, X applies to all state variables of the protist model.    
μ = Cas + Ptot − Rtot (113) 
stress = {




, μmax > μ > 0
0, μ ≥ μmax
(114) 
mortalityX =  sd ∙ stress ∙ [X] (115) 
Bacteria model 
 The bacteria model corresponds to the one in ERSEM (i.e. dynamic decomposition 
version) and accounts for variable stoichiometry (Butenschön et al., 2016). The state 
variables [BC], [BN], and [BP] vary according to uptake, respiration, release of nutrients, 
and non-predatory mortality and are resolved for carbon, nitrogen, and phosphorus, 
respectively (Eqs. 116-118). These equations have the same units as the state variables in 
the protist model (e.g., mg C m-3).   
d[BC]
dt
= uptakeBC − respirationBC − releaseBC −mortalityBC (116) 
d[BN]
dt
= uptakeBN − releaseBN −mortalityBN (117) 
d[BP]
dt
= uptakeBP − releaseBP −mortalityBP (118) 
Bacteria feed on both dissolved and particulate organic matter. The maximum 
potential uptake of carbon for the bacterial population is given by Eq. 119 (rumBC; mg C 
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m-3 day-1) assuming a constant maximum specific uptake sumB (day-1). Equation 120 
describes the total carbon substrate available (totalsub; mg C m-3) in which the subscript i 
refers to the different forms of DOC (i.e., labile or recalcitrant) and the subscript j refers 
to the different size-classes of POM (i.e. small, medium, or large). Only a fraction of the 
respective DOC pool is available to bacterial consumption, as determined by the non-
dimensional parameter frDOCi. The amount of POC available to bacteria depends on the 
ratio between the respective remineralization rates (rPOCj; day
-1) and the maximum 
turnover rate of DOM (sDOM; day-1). Finally, the actual carbon uptake is given in units 
per day in Eq. 121 (sugBC) and in units of mg C m-3 day-1 in Eq. 122 (uptakeBC).    
rumBC = sumB ∙ [BC] (119) 










, totalsub > 0 (121) 
uptakeBC = sugBC ∙ totalsub (122) 
 The uptake of dissolved organic phosphorus and nitrogen by the bacterial 
population (uptakeBN and uptakeBP, respectively) are thus obtained through the following 
equations:  
uptakeBN = sugBC ∙ [DOPlab] (123) 
uptakeBP = sugBC ∙ [DONlab] (124) 
The uptake or release of inorganic nitrogen (releaseBN; mg N m
-3 day-1) and 
phosphorus (releaseBP; mg P m
-3 day-1) by bacteria depends on the current stoichiometric 
status of bacteria in terms of nitrogen and phosphorus (Eqs. 125-126, respectively) and on 















B ) ∙ [BC], BNC − NCmax
B ≥ 0
(BNC − NCmax
B ) ∙ [BC] ∙
[NH4]
([NH4] + chn)





B ) ∙ [BC], BPC − PCmax
B ≥ 0
(BPC − PCmax
B ) ∙ [BC] ∙
[PO4]
([PO4] + chp)
, BPC − PCmax
B < 0
(128) 
Bacteria respiration (respirationBC; mg C m
-3 day-1) is defined by the sum of the 
metabolic and basal respiration costs assuming no oxygen limitation (Eqs. 129-131). 
Metabolic respiration (met_respirationBC; mg C m
-3 day-1) is defined by a constant fraction 
puB of the uptake activity while basal respiration (bas_respirationBC; mg C m
-3 day-1) is 
defined by a constant maximum respiration rate srsB (day
-1).    
met_respirationBC = uptakeBC ∙ puB (129) 
bas_respirationBC = srsB ∙ [BC] (130) 
respirationBC = met_respirationBC + bas_respirationBC (131) 
 Carbon uptake is not nutrient limited as the internal stoichiometric quota of 
bacteria is balanced directly through the release of carbon into semi-labile organic matter. 
The proportion of semi-labile carbon released (releaseBC) depends on the current 
stoichiometric status of bacteria in terms of nitrogen and phosphorus (Eqs. 125-126, 
respectively) and their maximum nutrient quotas (NCmax
B  and PCmax
B , respectively), as 
defined by Eq. 132 (relBC; day
-1). Bacteria also produces recalcitrant carbon 
(met_releaseBC) as a fixed fraction (frF3) of the metabolic respiration (Eq. 133). Thus, the 
bacterial population release of carbon is defined by equation 134.  
relBC = max(0,max(1 −
BNC
NCmax
B , 1 −
BPC
PCmax
B )) ∙ 1 (132) 
met_releaseBC = met_respirationBC ∙ frF3 (133) 
releaseBC = relBC ∙ [BC] +met_releaseBC (134) 
The mineralisation of dissolved organic nitrogen and phosphorus by the bacterial 
population are described through a linear function between the respective pools of DOM 
and the constant specific mineralisation rates for each nutrient (sDON and sDOP, 
respectively, in units of per day), following the equations: 
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minerBN = sDON ∙ [DONlab] (135) 
minerBP = sDOP ∙ [DOPlab] (136) 
In equation 137, non-predatory mortality is described through a constant parameter 
sdB (day
-1), in which X represents C, N or P. 
mortalityBX = sdB ∙ [BX] (137) 
Mesozooplankton model 
 The mesozooplankton model was taken from ERSEM (Butenschön et al., 2016) 
and assumes constant stoichiometry, thus, it is composed only by one state variable 
measured in terms of carbon biomass ([MZ]; mg C m-3), describing the ingestion of prey, 
excretion, respiration, and non-predatory mortality, as following: 
d[MZ]
dt
= ingestionMZ − excretionMZ − respirationMZ −mortalityMZ (138) 
 In ERSEM, predator-prey interactions are described through a rectangular 
hyperbolic function. Here, this was modified by a simpler function to agree with the 
description used in the common protist model following Flynn and Mitra (2016). It is also 
noteworthy that the overwintering state was disabled in the model (i.e., Minprey = 0; Table 
S5). In equation 139, Cpi is the clearance rate (gC gC-1 day-1) of prey type i, [preyC] is 
prey i biomass (mg C m-3) and Cri is the slope of the relationship between prey i biomass 
and capture (day-1/(gC m-3)). The total ingestion rate (IMZ; gC gC-1 day-1) is calculated 
through a minimum function of the total possible ingestion rate and a curvilinear function 
that empirically describes a satiation feedback through the constant parameter KI and the 
maximum ingestion rate Imax (gC gC-1 day-1). The carbon ingestion rate of prey i (Ii; gC 
gC-1 day-1) and the specific ingestion rate of prey i (sIMZ; day-1) are then computed through 
Eqs. 141-142. The total ingestion rate by the mesozooplankton population (mg C m-3 day-
1) is then obtained through Eq. 143. 
Cpi = Cri ∙ [preyC] (139) 
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ingestionMZ = IMZ ∙ [MZ] (143) 
The assimilation efficiency is described through a constant and non-dimensional 
parameter puMZ; all prey carbon that was not assimilated is excreted (excretionMZ) or 
respired (respirationMZ). The constant parameter pu_ea determines the fraction of the 
unassimilated food that is excreted (Eq. 144; mg C m-3 day-1), part as dissolved organic 
carbon (DOC) and part as particulate organic carbon (POC) (Eqs. 145-146). The value of 
pu_ea is equal for all prey types except for mesozooplankton scavenging on particulate 
organic matter (pu_eaR; Table S5). 
excretionMZ = ingestionMZ ∙ (1 − puMZ) ∙ pu_ea (144) 
DOCexcretionMZ = excretionMZ ∙ pe_R1 (145) 
POCexcretionMZ = excretionMZ ∙ (1 − pe_R1) (146) 
The total respiration rate by the mesozooplankton population (respirationMZ; mg 
C m-3 day-1) is described by the sum of metabolic (met_respirationMZ) and basal 
(bas_respirationMZ) respiration terms, as described below (Eqs. 147-149). The metabolic 
respiration is obtained considering all non-assimilated prey and the carbon excreted (Eq. 
147). The basal respiration component is described through a linear function of 
mesozooplankton biomass and a constant parameters srsMZ (Eq. 148).  
met_respirationMZ = ingestionMZ ∙ (1 − puMZ) − excretionMZ (147) 
bas_respirationMZ = srsMZ ∙ [MZ] (148) 
respirationMZ = met_respirationMZ + bas_respirationMZ (149) 
 Similarly, non-predatory mortality (mortalityMZ) is described through a constant 
parameter sdMZ (day
-1) assuming no oxygen limitation (sdo = 0; Table S5) and contributes 
to both DOC and POC pools (Eqs. 150-152). The constant parameter pe_R1 defines the 
fraction that goes to the DOC pool. 
mortalityMZ = sdMZ ∙ [MZ] (150) 
DOCmortalityMZ = mortalityMZ ∙ pe_R1 (151) 
POCmortalityMZ = mortalityMZ − DOCmortalityMZ (152) 
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 Total DOC and POC losses (mg C m-3 day-1) are then described as following: 
DOCMZ = DOCexcretionMZ +DOCmortalityMZ (153) 
POCMZ = POCexcretionMZ + POCmortalityMZ (154) 
 To determine the losses to the dissolved and particulate organic nitrogen ([DONlab] 
and [PONl], respectively) and phosphorus ([DOPlab] and [PONl], respectively) the model 
assumes that mesozooplankton have constant nutrient to carbon ratios (qnc and qpc, 
respectively); then, constant parameters (xR1n and xR1p) control the fraction that is 
transferred to the dissolved and particulate pools (Eqs. 155-158).  
DONMZ = min((DOCMZ + POCMZ) ∙ qnc, DOCMZ ∙ qnc ∙ xR1n) (155) 
PONMZ = (DOCMZ + POCMZ) ∙ qnc − DONMZ (156) 
DOPMZ = min((DOCMZ + POCMZ) ∙ qpc, DOCMZ ∙ qpc ∙ xR1p) (157) 
POPMZ = (DOCMZ + POCMZ) ∙ qpc − DOPMZ (158) 
Nutrients, dissolved, and particulate organic matter 
Equations 159–169 describe how the different processes defined in the protist, 
bacteria, and mesozooplankton models relate to the inorganics, dissolved, and particulate 
pools.  
The nitrate pool varies according to the uptake by protist populations and to a 
constant external supply of nitrate, described through a constant dilution rate Dil (day-1) 
and a constant external bulk of nitrate extDIN (mg N m-3) (Eq. 159). The ammonium and 
phosphate pools vary according to the uptake by protist populations and bacteria, 
regeneration by protists, and mineralization of DON and DOP by bacteria (Eqs. 160-161, 
respectively). The system is also subjected to a constant external supply of phosphate and 
silicate, in which extDIP and extSi correspond to the constant external bulks of phosphate 
and silicate, in mg P m-3 and mg Si m-3, respectively (Eqs. 161-6). Silicate also varies 
according to the uptake by diatoms (Eq. 6).  
d[NO3]
dt
= −uptakeNO3 + Dil ∙ eDIN (159) 





= −uptakeNH4 + TregenerationN




= −uptakeP + TregenerationP




= −uptakeSi + Dil ∙ eSi (162) 
The respiration by all plankton groups contribute to the dissolved inorganic carbon 
(DIC) pool (Eq. 163). In addition, a constant proportion of the DIC fixed through primary 
production (DOCpc) is released as labile dissolved organic carbon (DOClab) (Eqs. 163 and 
164). All voided material and the terms associated to non-predatory mortality of the 
protist and bacteria models contribute to the dissolved pools (Eqs. 164-166). Both 
dissolved and particulate pools are subjected to the uptake by bacteria (Eqs. 164-169); in 
equation 168, X refers to N, P, or C and the subscript j to the size class of POM, i.e., small 
or medium. Bacteria also release carbon in recalcitrant forms (Eq. 167). In addition, the 
non-assimilated material and the non-predatory mortality of mesozooplankton contributes 
to both dissolved and particulate (only the large size class) pools (Eqs. 164-166 and 169); 
in equation 169, X refers to N, P, or C. 
d[DIC]
dt






=  (fixationC ∙ DOCpc) + voidingC +mortalityC












− uptakeBP + mortalityBP  − minerBP
+ DOPMZ (166)
 





=  − sugBC ∙ [DOCr] ∙ frDOCr + releaseBC (167) 
d[POXj]
dt
= − sugBC ∙ [POXj] ∙ rPOCj (168) 
d[POXl]
dt
= − sugBC ∙ [POXj] ∙ rPOCj + POXMZ (169) 
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Table C.1 List of constant parameters within the protist model; parameters in bold 
correspond to new implementations to the model of Flynn and Mitra (2009). 
Parameter  Description Units Value 
a 
constant a for the allometric relationship of 
ESD and carbon content 
- 0.216 
AAsyn cost for amino acid synthesis gC (gN)-1  1.50 
αChl initial slope of PE curve 
(m2 g Chl-1).(g 
Cµmol photon-1) 
Tables 6.1 & 7.2 
AEmax maximum assimilation efficiency - 0.80 
AEmin minimum assimilation efficiency - 0.20 
Apref relative preference for ammonium - 2.0 
b 
constant b for the allometric relationship of 
ESD and carbon content 
- 0.939 
β control for nutrient uptake - 0.05 
BR basal respiration rate gC (gC)-1 day-1 0.05 
ChlCabs absolute maximum Chl:C gChl (gC)-1  Tables 6.1 & 7.2 
DChl decay rate of kleptochloroplasts day-1 Tables 6.1 & 7.2 
DOCpc 
proportion of inorganic carbon fixation 
released 
- 0.20 
FCabs maximum feeding vacuole size gC (gC)-1  0.20 
FCmin minimum feeding vacuole size gC (gC)-1  0.00 
Has Hill number for digestion rate - 2.00 
Heq Hill number for quantity-linked AE - 4.00 
Hhet Hill number for control of FCmax - 20.0 
Hing Hill number for ingestion control - 4.00 
Hpbal 
Hill number for digestion link to critical C-
fixation 
- 4.00 
Hpd Hill number for digestion suppression - 10.0 
Hq Hill number for uptake control - 4.00 
Hrc Hill number for regeneration - 4.00 
iopABS specific shortwave absorption m2 mg Chl-1 Tables 6.1 & 7.2 
Ka half-saturation for ammonium uptake mg N m-3 Tables 6.1 & 7.2 
Kas half-saturation for digestion rate - 0.50 
Kec response control to prey quality - 10.0 
Keq response control to ingestion quantity - 1×10-6 
Khet half-saturation for FCmax - 1.00 
King half-saturation for ingestion control - 0.20 
Kn half-saturation for nitrate uptake mg N m-3 Tables 6.1 & 7.2 
Kp half-saturation for phosphate uptake mg P m-3 Tables 6.1 & 7.2 
Kpbal 
half-saturation for digestion link to critical 
C-fixation 
- 0.10 
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Kpd half-saturation for digestion supression - 1.00 
kPmax 
kleptochloroplasts maximum possible 
phototrophic growth rate 
gC (gC)-1 day-1 Tables 6.1 & 7.2 
Kq 
half-saturation for control of nutrient 
uptake 
- 0.10 
Kqn half-saturation for nitrogen quota curve - 10.0 
Kqp half-saturation for phosphate quota curve - 0.10 
Kqs half-saturation for silicate uptake mg Si m-3 Tables 6.1 & 7.2 
Krc 
half-saturation for control of nutrient 
regeneration vs re-assimilation 
- 1.00 
MetM 
Metabolic cost multiplier to achieve 
required gross growth efficiency for 
dinoflagellates 
- Tables 6.1 & 7.2 
µmax maximum possible growth rate gC (gC)-1 day-1 Tables 6.1 & 7.2 
µphot 
maximum possible phototrophic growth 
rate 
gC (gC)-1 day-1 Tables 6.1 & 7.2 
MR metabolic respiration gC (gC)-1  0.20 
NCabs absolute maximum N:C gN (gC)-1  Tables 6.1 & 7.2 
NCm 
maximum N:C which could be attained in 
the organic form 
gN (gC)-1  0.30 
NCmax maximum N:C affecting growth rate gN (gC)-1  Tables 6.1 & 7.2 
NCmin minimum N:C gN (gC)-1  Tables 6.1 & 7.2 
Npref relative preference for nitrate - 1.00 
Pbalcrit 
minimum critical proportion of growth 
supported by photosynthesis 
- Tables 6.1 & 7.2 
PCabs absolute maximum P:C gP (gC)-1  Tables 6.1 & 7.2 
PCm 
maximum P:C which could be obatined in 
the organic form 
gP (gC)-1  0.03 
PCmax maximum P:C affecting growth rate gP (gC)-1  Tables 6.1 & 7.2 
PCmin minimum P:C gP (gC)-1  Tables 6.1 & 7.2 
Ppref preference for DIP - 1.00 
redco cost of nitrate reduction to ammonium gC (gN)-1  1.71 
sd specific mortality day-1 0.02 
size  cell size µm ESD Tables 6.1 & 7.2 
Smax maximum prey size µm ESD Tables 6.1 & 7.2 
Smin minimum prey size µm ESD Tables 6.1 & 7.2 
Smix 
switch to enable phototrophy vs 
heterotrophy control 
(0 or 1) Tables 6.1 & 7.2 
Sopt optimum prey size µm ESD Tables 6.1 & 7.2 
Spd 
switch to enable phototrophy down 
regulating heterotrophy 
(0 or 1) Tables 6.1 & 7.2 
Ssi switch to enable silicate uptake (0 or 1) Tables 6.1 & 7.2 
w root-mean-squared turbulence m s-1 0.00 
all values from Flynn and Mitra (2009) except for a and b (Menden-Deuer and Lessard, 2000) 




Figure C.1 Response curves for diverse normalised feedbacks used in the protist model 
(Eqs. 10-11, 51, 52-54, 58-59, 60-62, 67, 68, and 89-90, respectively). The colour 
gradient indicates the magnitude of the feedback, increasing from the green to the red. 





Table D.1 List of results of the Monte-Carlo sensitivity analyses for three targeted model 
outputs in the mixotrophic food web within the light-limited and the nutrient-limited 
scenarios (overall R2 > 0.9). Results are given for sensitivity coefficients of all parameters 
statistically significant at p < 0.05. These are ranked with respect to their absolute value 
(most important first). Coefficient signs indicate a positive or negative effect on the 
targeted model outputs, i.e., increase or decrease of the output values, respectively. 
 
Scenario Targeted output Functional type Parameter Coefficient 
Light-limited Production of labile DOC Diatoms αChl 0.50 
Light-limited Production of labile DOC Diatoms ChlCabs 0.41 
Light-limited Production of labile DOC PicoP αChl 0.31 
Light-limited Production of labile DOC PicoP ChlCabs 0.16 
Light-limited Production of labile DOC Nano-CMs αChl 0.16 
Light-limited Production of labile DOC Nano-CMs ChlCabs 0.13 
Light-limited Production of labile DOC Nano-CMs Sopt 0.11 
Light-limited Production of labile DOC Diatoms BR -0.09 
Light-limited Production of labile DOC SNCMs Smax -0.09 
Light-limited Production of labile DOC Micro-CMs Smax -0.09 
Light-limited Production of labile DOC Nano-CMs µphot 0.08 
Light-limited Production of labile DOC Diatoms µphot 0.08 
Light-limited Production of labile DOC Diatoms µmax -0.08 
Light-limited Production of labile DOC MicroZ Smax -0.08 
Light-limited Production of labile DOC Bacteria srsB -0.07 
Light-limited Production of labile DOC PicoP µmax -0.07 
Light-limited Production of labile DOC PicoP BR -0.06 
Light-limited Production of labile DOC PicoP µphot 0.05 
Light-limited Production of labile DOC Nano-CMs PCmax -0.04 
Light-limited Production of labile DOC Diatoms Ka -0.04 
Light-limited Production of labile DOC GNCMs Smax -0.04 
Light-limited Production of labile DOC MicroZ NCmax -0.03 
Light-limited Production of labile DOC Diatoms NCmax 0.03 
Light-limited Production of labile DOC NanoZ NCmax -0.03 
Light-limited Production of labile DOC MesoZ CrnanoZ 0.03 
Light-limited Production of labile DOC Diatoms PCmin -0.03 
Light-limited Production of labile DOC Bacteria sumB 0.03 
Light-limited Production of labile DOC Micro-CMs αChl 0.03 
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Light-limited Production of labile DOC SNCMs αChl 0.03 
Light-limited Production of labile DOC MesoZ Crdiatoms -0.03 
Light-limited Production of labile DOC MesoZ CrGNCMs 0.03 
Light-limited Ammonium regeneration PicoP αChl 0.34 
Light-limited Ammonium regeneration Nano-CMs NCmax -0.27 
Light-limited Ammonium regeneration Diatoms αChl 0.27 
Light-limited Ammonium regeneration Diatoms ChlCabs 0.27 
Light-limited Ammonium regeneration PicoP ChlCabs 0.24 
Light-limited Ammonium regeneration Micro-CMs NCmax -0.21 
Light-limited Ammonium regeneration SNCMs NCmax -0.18 
Light-limited Ammonium regeneration Bacteria NCmax 0.17 
Light-limited Ammonium regeneration Nano-CMs Sopt 0.16 
Light-limited Ammonium regeneration MicroZ Smax 0.15 
Light-limited Ammonium regeneration Nano-CMs ChlCabs -0.12 
Light-limited Ammonium regeneration PicoP NCmax -0.10 
Light-limited Ammonium regeneration Diatoms µphot 0.08 
Light-limited Ammonium regeneration PicoP µphot 0.07 
Light-limited Ammonium regeneration Nano-CMs Smax 0.07 
Light-limited Ammonium regeneration PicoP µmax -0.07 
Light-limited Ammonium regeneration PicoP BR -0.06 
Light-limited Ammonium regeneration Micro-CMs ChlCabs -0.06 
Light-limited Ammonium regeneration Micro-CMs Smax -0.06 
Light-limited Ammonium regeneration MesoZ Crdiatoms -0.05 
Light-limited Ammonium regeneration Micro-CMs αChl -0.05 
Light-limited Ammonium regeneration Nano-CMs αChl -0.05 
Light-limited Ammonium regeneration MesoZ CrmesoZ 0.05 
Light-limited Ammonium regeneration GNCMs Smax -0.05 
Light-limited Ammonium regeneration SNCMs BR 0.04 
Light-limited Ammonium regeneration Diatoms NCmax -0.04 
Light-limited Ammonium regeneration SNCMs Smax -0.03 
Light-limited Ammonium regeneration Nano-CMs Smin 0.03 
Light-limited Ammonium regeneration SNCMs DChl -0.03 
Light-limited Ammonium regeneration Bacteria srsB -0.03 
Light-limited Ammonium regeneration Diatoms Ka -0.03 
Light-limited Ammonium regeneration NanoZ NCmax -0.03 
Light-limited Ammonium regeneration Micro-CMs Sopt 0.03 
Light-limited Ammonium regeneration MicroZ µmax 0.03 
Light-limited Ammonium regeneration GNCMs αChl -0.03 
Light-limited Ammonium regeneration Nano-CMs PCmax -0.03 
Light-limited Ammonium regeneration Micro-CMs µmax 0.03 
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Light-limited Ammonium regeneration MicroZ Smin 0.03 
Light-limited Ammonium regeneration PicoP Ka -0.03 
Light-limited Trophic transfer efficiency Nano-CMs Sopt -0.31 
Light-limited Trophic transfer efficiency Diatoms αChl 0.27 
Light-limited Trophic transfer efficiency Diatoms ChlCabs 0.22 
Light-limited Trophic transfer efficiency Nano-CMs ChlCabs 0.21 
Light-limited Trophic transfer efficiency MesoZ CrmesoZ -0.19 
Light-limited Trophic transfer efficiency PicoP ChlCabs -0.19 
Light-limited Trophic transfer efficiency MesoZ Crmicro-CMs 0.17 
Light-limited Trophic transfer efficiency Nano-CMs αChl 0.17 
Light-limited Trophic transfer efficiency PicoP αChl -0.17 
Light-limited Trophic transfer efficiency Micro-CMs Smax -0.15 
Light-limited Trophic transfer efficiency MesoZ Crdiatoms 0.15 
Light-limited Trophic transfer efficiency Nano-CMs Smax -0.14 
Light-limited Trophic transfer efficiency MicroZ Smax -0.13 
Light-limited Trophic transfer efficiency SNCMs Smax -0.11 
Light-limited Trophic transfer efficiency Diatoms BR -0.11 
Light-limited Trophic transfer efficiency Nano-CMs Smin -0.10 
Light-limited Trophic transfer efficiency MesoZ CrmicroZ 0.09 
Light-limited Trophic transfer efficiency MesoZ srsB -0.08 
Light-limited Trophic transfer efficiency MesoZ CrGNCMs 0.08 
Light-limited Trophic transfer efficiency Diatoms µmax -0.08 
Light-limited Trophic transfer efficiency Nano-CMs µphot 0.07 
Light-limited Trophic transfer efficiency Diatoms µphot 0.05 
Light-limited Trophic transfer efficiency MicroZ NCmax -0.05 
Light-limited Trophic transfer efficiency Nano-CMs µmax -0.05 
Light-limited Trophic transfer efficiency PicoP BR 0.05 
Light-limited Trophic transfer efficiency PicoP µmax 0.05 
Light-limited Trophic transfer efficiency Nano-CMs NCmax 0.05 
Light-limited Trophic transfer efficiency Nano-CMs BR -0.05 
Light-limited Trophic transfer efficiency Micro-CMs ChlCabs -0.05 
Light-limited Trophic transfer efficiency MicroZ BR 0.04 
Light-limited Trophic transfer efficiency Bacteria srsB -0.04 
Light-limited Trophic transfer efficiency SNCMs µmax -0.04 
Light-limited Trophic transfer efficiency PicoP µphot -0.04 
Light-limited Trophic transfer efficiency NanoZ Smin 0.04 
Light-limited Trophic transfer efficiency Bacteria PCmax 0.03 
Light-limited Trophic transfer efficiency Micro-CMs Sopt 0.03 
Light-limited Trophic transfer efficiency PicoP Ka 0.03 
Light-limited Trophic transfer efficiency SNCMs Sopt -0.03 
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Light-limited Trophic transfer efficiency PicoP NCmax 0.03 
Light-limited Trophic transfer efficiency Micro-CMs NCmax -0.03 
Light-limited Trophic transfer efficiency SNCMs Ka -0.03 
Nutrient-limited Production of labile DOC Nano-CMs µphot 0.33 
Nutrient-limited Production of labile DOC SNCMs Smax 0.32 
Nutrient-limited Production of labile DOC Nano-CMs NCmin -0.31 
Nutrient-limited Production of labile DOC Bacteria NCmax -0.30 
Nutrient-limited Production of labile DOC GNCMs Smax 0.25 
Nutrient-limited Production of labile DOC Nano-CMs NCmax -0.20 
Nutrient-limited Production of labile DOC GNCMs PCmax 0.19 
Nutrient-limited Production of labile DOC Bacteria PCmax 0.17 
Nutrient-limited Production of labile DOC SNCMs PCmax 0.13 
Nutrient-limited Production of labile DOC Nano-CMs PCmax -0.12 
Nutrient-limited Production of labile DOC Nano-CMs Sopt -0.10 
Nutrient-limited Production of labile DOC GNCMs Sopt 0.09 
Nutrient-limited Production of labile DOC Nano-CMs Smin -0.07 
Nutrient-limited Production of labile DOC MicroZ Smax 0.06 
Nutrient-limited Production of labile DOC SNCMs Sopt 0.06 
Nutrient-limited Production of labile DOC SNCMs NCmin -0.05 
Nutrient-limited Production of labile DOC SNCMs µmax -0.05 
Nutrient-limited Production of labile DOC PicoP NCmax -0.05 
Nutrient-limited Production of labile DOC SNCMs BR -0.05 
Nutrient-limited Production of labile DOC MesoZ CrGNCMs -0.05 
Nutrient-limited Production of labile DOC MicroZ BR 0.04 
Nutrient-limited Production of labile DOC MicroZ PCmax 0.04 
Nutrient-limited Production of labile DOC Micro-CMs Smax 0.04 
Nutrient-limited Production of labile DOC Micro-CMs NCmax 0.04 
Nutrient-limited Production of labile DOC PicoP µphot 0.04 
Nutrient-limited Production of labile DOC NanoZ NCmax 0.04 
Nutrient-limited Production of labile DOC Diatoms BR -0.04 
Nutrient-limited Production of labile DOC PicoP αChl 0.04 
Nutrient-limited Production of labile DOC MesoZ CrPOM -0.04 
Nutrient-limited Production of labile DOC MicroZ µmax 0.04 
Nutrient-limited Production of labile DOC SNCMs αChl 0.03 
Nutrient-limited Production of labile DOC Micro-CMs NCmin 0.03 
Nutrient-limited Production of labile DOC Nano-CMs BR -0.03 
Nutrient-limited Production of labile DOC GNCMs µmax -0.03 
Nutrient-limited Production of labile DOC PicoP Ka 0.03 
Nutrient-limited Production of labile DOC SNCMs NCmax -0.03 
Nutrient-limited Production of labile DOC NanoZ Smax -0.03 
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Nutrient-limited Production of labile DOC PicoP PCmax 0.03 
Nutrient-limited Production of labile DOC SNCMs Kp -0.03 
Nutrient-limited Ammonium regeneration Nano-CMs Smax -0.46 
Nutrient-limited Ammonium regeneration Nano-CMs NCmax -0.20 
Nutrient-limited Ammonium regeneration Bacteria NCmax 0.14 
Nutrient-limited Ammonium regeneration GNCMs Smax 0.11 
Nutrient-limited Ammonium regeneration Nano-CMs µphot 0.10 
Nutrient-limited Ammonium regeneration Nano-CMs Sopt -0.09 
Nutrient-limited Ammonium regeneration SNCMs Smax 0.09 
Nutrient-limited Ammonium regeneration SNCMs PCmax 0.06 
Nutrient-limited Ammonium regeneration GNCMs PCmax 0.06 
Nutrient-limited Ammonium regeneration Nano-CMs NCmin -0.05 
Nutrient-limited Ammonium regeneration PicoP µphot -0.05 
Nutrient-limited Ammonium regeneration GNCMs Sopt 0.05 
Nutrient-limited Ammonium regeneration SNCMs Smin -0.04 
Nutrient-limited Ammonium regeneration PicoP Kp 0.04 
Nutrient-limited Ammonium regeneration SNCMs Sopt 0.04 
Nutrient-limited Ammonium regeneration Micro-CMs Kp -0.04 
Nutrient-limited Ammonium regeneration PicoP NCmax 0.03 
Nutrient-limited Trophic transfer efficiency Nano-CMs Sopt -0.42 
Nutrient-limited Trophic transfer efficiency Nano-CMs Smax -0.30 
Nutrient-limited Trophic transfer efficiency MesoZ CrGNCMs 0.21 
Nutrient-limited Trophic transfer efficiency GNCMs Smax -0.21 
Nutrient-limited Trophic transfer efficiency SNCMs Smax -0.16 
Nutrient-limited Trophic transfer efficiency Nano-CMs Smin -0.14 
Nutrient-limited Trophic transfer efficiency PicoP µphot -0.12 
Nutrient-limited Trophic transfer efficiency Bacteria NCmax 0.11 
Nutrient-limited Trophic transfer efficiency GNCMs PCmax -0.08 
Nutrient-limited Trophic transfer efficiency Nano-CMs NCmin 0.07 
Nutrient-limited Trophic transfer efficiency Nano-CMs PCmax 0.07 
Nutrient-limited Trophic transfer efficiency GNCMs NCmax -0.07 
Nutrient-limited Trophic transfer efficiency MesoZ Crmicro-CMs 0.07 
Nutrient-limited Trophic transfer efficiency GNCMs Sopt -0.07 
Nutrient-limited Trophic transfer efficiency Bacteria srsB -0.06 
Nutrient-limited Trophic transfer efficiency MicroZ Smax -0.06 
Nutrient-limited Trophic transfer efficiency MesoZ CrmesoZ -0.06 
Nutrient-limited Trophic transfer efficiency PicoP PCmax -0.06 
Nutrient-limited Trophic transfer efficiency SNCMs NCmin 0.05 
Nutrient-limited Trophic transfer efficiency Nano-CMs µmax -0.05 
Nutrient-limited Trophic transfer efficiency Micro-CMs NCmax -0.05 
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Nutrient-limited Trophic transfer efficiency PicoP PCmin 0.05 
Nutrient-limited Trophic transfer efficiency PicoP ChlCabs -0.04 
Nutrient-limited Trophic transfer efficiency PicoP NCmax -0.04 
Nutrient-limited Trophic transfer efficiency Nano-CMs Kn -0.04 
Nutrient-limited Trophic transfer efficiency SNCMs αChl -0.04 
Nutrient-limited Trophic transfer efficiency MesoZ Crnano-CMs 0.04 
Nutrient-limited Trophic transfer efficiency Nano-CMs NCmax 0.03 
Nutrient-limited Trophic transfer efficiency MesoZ CrmicroZ 0.03 
Nutrient-limited Trophic transfer efficiency PicoP Ka 0.03 
Nutrient-limited Trophic transfer efficiency Micro-CMs Sopt -0.03 
Nutrient-limited Trophic transfer efficiency MesoZ Crdiatoms -0.03 






Table E.1 L4 list of taxa assigned as diatoms in all models. Size is given in equivalent 






Achnanthes longipes 22 Chaetoceros teres 26 
Actinocyclus spp. 30 Chaetoceros tortissimus 6 
Actinoptychus senarius 28 Chaetoceros wighamii 6 
Asterionellopsis glacialis 10 Chaetoceros willei 8 
Attheya septentrionalis 3 Corethron pennatum 33 
Bacillaria paxillifera 20 Coscinodiscus asteromphalus 58 
Bacteriastrum furcatum 20 Coscinodiscus centralis 84 
Brockmanniella brockmannii 15 Coscinodiscus concinnus 160 
Cerataulina pelagica 26 Coscinodiscus granii 84 
Chaetoceros affinis 8 Coscinodiscus radiatus 42 
Chaetoceros anastomosans 8 Coscinodiscus wailesii 260 
Chaetoceros brevis 8 Cylindrotheca closterium 6 
Chaetoceros compressus 6 Dactyliosolen blavyanus 60 
Chaetoceros concavicornis 18 Dactyliosolen fragilissimus 22 
Chaetoceros costatus 8 Delphineis 10 
Chaetoceros curvisetus 11 Detonula pumila 26 
Chaetoceros danicus 18 Diploneis crabro 16 
Chaetoceros debilis 12 Ditylum brightwellii 36 
Chaetoceros decipiens 15 Ephemera planamembranacea 38 
Chaetoceros densus 20 Eucampia zodiacus 20 
Chaetoceros didymus 11 Fragilaria spp. 4 
Chaetoceros eibenii 20 Fragilariopsis spp. 6 
Chaetoceros externus 8 Grammatophora spp. 24 
Chaetoceros f. borealis 8 Guinardia delicatula 22 
Chaetoceros filiformis 5 Guinardia flaccida 79 
Chaetoceros fragilis 5 Guinardia striata 15 
Chaetoceros laciniosus 8 Guinardia striata (large) 41 
Chaetoceros lauderi 18 Haslea wawrikae 9 
Chaetoceros peruvianus 12 Helicotheca tamesis 22 
Chaetoceros protuberans 11 Lauderia annulata 29 
Chaetoceros radicans 6 Leptocylindrus danicus 7 
Chaetoceros similis 3 Leptocylindrus mediterraneus 6 
Chaetoceros simplex 5 Leptocylindrus minimus 3 
Chaetoceros socialis 6 Licmophora spp. 26 
Chaetoceros spp. 4 Lioloma delicatulum 9 
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Table E.1 continued 
 
Lithodesmium undulatum 20 Rhizosolenia setigera small  16 
Medium Pennate 8 Rhizosolenia setigera large 55 
Melosira spp. 16 Rhizosolenia styliformis 71 
Meuniera membranacea 29 Roperia tesselata 28 
Nanoneis hasleae 2 Skeletonema costatum 4 
Navicula distans 16 Small non-identified pennate 5 
Navicula spp. 6 Stephanopyxis palmeriana 56 
Neocalyptrella robusta 156 Thalassionema nitzschioides 7 
Nitzschia sigmoidea 7 Thalassiosira sp1 2 
Odontella mobiliensis 57 Thalassiosira sp2 3 
Odontella sinensis 82 Thalassiosira sp3 5 
Paralia sulcata 18 Thalassiosira sp4 9 
Planktoniella sol 13 Thalassiosira sp5 18 
Pleurosigma planctonicum 52 Thalassiosira sp6 26 
Pleurosigma spp. 26 Thalassiosira sp7 28 
Podosira stelligera 48 Thalassiosira sp8 42 
Proboscia alata large 39 Thalassiosira anguste-lineata 26 
Proboscia alata syn. f. gracillima 14 Thalassiosira cf. angulata 30 
Proboscia alata small 22 Thalassiosira eccentrica 42 
Proboscia truncata 71 Thalassiosira gravida small 15 
Psammodictyon panduriforme 16 Thalassiosira gravida large 26 
Pseudo-nitzschia delicatissima 5 Thalassiosira punctigera 42 
Pseudo-nitzschia f. pungens 10 Thalassiosira rotula 26 
Pseudo-nitzschia f. seriata 10 Thalassiosira subtilis 17 
Rhizosolenia chunii 24 Thalassiothrix spp. 14 
Rhizosolenia hebetata f. semispina 34 Trigonium alternans 21 
Rhizosolenia imbricata small 22 Tropidoneis spp. 14 
Rhizosolenia imbricata medium 34 Undetermined Diatom 4 
Rhizosolenia imbricata large 43 Undetermined Pennate Diatom 11 
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Table E.2 L4 list of taxa assigned as microzooplankton in all models. Size is given in 
equivalent spherical diameter (ESD) and is specific for L4.  
 
Taxa Size 




Ascampbelliella spp. 32 Protoperidinium brevipes 20 
Askenasia stellaris 53 Protoperidinium curtipes 52 
Didinium spp. 45 Protoperidinium depressum 96 
Diplopsalis 37 Protoperidinium divergens 38 
Epiplocylis undella 23 Protoperidinium obtusum 91 
Eutintinnus spp. 26 Protoperidinium oceanicum 96 
Favella helgolandica 26 Protoperidinium ovatum 91 
Gyrodinium spirale 63 Protoperidinium pyriforme 33 
Gyrodinium spp. (large) 32 Protoperidinium spp. 42 
Helicostomella spp. 26 Protoperidinium steinii 33 
Kofoidinium lebourae 66 Pyrophacus horologicum 37 
Leegaardiella spp. 26 Salpingella spp. 19 
Lohmanniella spp. 28 Strobilidium spp. 24 
Parafavella spp. 26 Strombidinopsis spp. 33 
Phalacroma rotundatum 35 Tiarina spp. 31 
Preperidinium spp. 68 Tintinnopsis spp. 18 
Pronoctiluca pelagica 20 Torodinium teredo 32 
Proplectella spp. 35 Unidentified Peridiniales (large) 18 
Protoperidinium bipes 26 Unidentified tintinnid/ciliate 41 
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Table E.3 L4 list of taxa assigned as mesozooplankton in all models. Size is equivalent 
to the maximum longest axis of the taxa and was obtained through direct measurements 







Anemone larvae 10 Isias clavipes 1.5 
Anomalocera patersoni 4.1 Isopoda 6 
Appendicularia 5.2 Labidocera wollastoni 2.4 
Ascidian tadpole 4.5 Limacina retroversa 3 
Bivalvia 0.4 Metridia lucens 2.9 
Branchiostoma 
(Cephalochordata)  5 Microcalanus spp. 3.7 
Bryozoa cyphonautes larvae 0.9 Microsetella spp. 0.6 
Calanoides carinatus 2.8 Mysida 18 
Calocalanus spp. 1.4 Oithona spp. 1 
Candacia armata 2.7 Oncaea spp. 1.3 
Centropages chierchiae 2 Paraeuchaeta hebes 3 
Centropages hamatus 1.6 Parapontella brevicornis 1.6 
Cephalopoda larvae 6 Podon spp. 0.8 
Cirripede cyprid 0.8 Polychaete larvae unidentified 6.8 
Cirripede nauplii 0.8 Siphonostomatoida 1.1 
Clione 5 Subeucalanus spp. 3.7 
Copepod nauplii 3.3 Temora stylifera 1.9 
Cumacea 5 Tomopteris helgolandica 9.2 
Diaixis hibernica 1.2 Tornaria larvae (Hemichordata)  4 
Ditrichocorycaeus anglicus 1.1 Total Acartia clausi 1.5 
Doliolida 2.5 Total Calanus helgolandicus 3.3 
Euphausiid adult 12 Total Centropages typicus  2 
Euphausiid calyptopis 12 Total Chaetognath 13.2 
Euphausiid furcilia 12 Total Clausocalanus spp.  1.6 
Euphausiid nauplii 12 Total Ctenocalanus vanus 1.3 
Euterpina acutifrons 0.6 Total Ctenophora 15 
Evadne spp. 0.92 Total Decapoda 4.4 
Fish larvae 25.5 Total Echinodermata 1 
Foraminifera 0.6 Total Medusae 5 
Gammariida 6 Total Paracalanus parvus  1.2 
Gastropod larvae 1 Total Pseudocalanus elongatus 1.8 
Goniopsyllus clausi 2 Total Siphonophore 7 
Harpacticoid unidentified 2 Total Temora longicornis 1.66 
Hyperiida 6   
 
  
Appendices. Appendix E                                                                      331 
 
  
Table E.4 Misfits given as the correlation coefficient (r), the root mean squared error (RMSE), 
and the average error (AE) for the mixotrophic, non-mixotrophic, and ERSEM models; na – not 
applicable.  
Statistic Metric Variable Mixotrophic Non-mixotrophic ERSEM 
r Nitrate 0.95 0.96 0.94  
Phosphate 0.95 0.97 0.95  
Silicate 0.78 0.76 0.83  
Ammonium -0.12 -0.22 0.11  
Total Chlorophyll 0.78 0.71 0.69  
Picophytoplankton 0.22 0.36 0.20  
Nano-CMs/Nano-A 0.90 0.59 0.84  
Diatoms 0.62 0.56 0.51  
Micro-CMs/Micro-A -0.14 -0.21 0.80  
NCMs 0.75 na na  
Microzooplankton 0.78 0.77 0.84  
Bacteria 0.47 0.54 0.31  
Nanozooplankton -0.71 0.79 0.85  
Mesozooplankton 0.69 0.63 0.67 
RMSE Nitrate 1.00 1.15 1.62  
Phosphate 0.07 0.06 0.17  
Silicate 1.31 1.37 1.55  
Ammonium 0.26 0.28 0.13  
Total Chlorophyll 0.75 0.82 0.97  
Picophytoplankton 12.32 73.99 20.29  
Nano-CMs/Nano-A 12.05 31.10 14.75  
Diatoms 58.43 70.77 37.09  
Micro-CMs/Micro-A 18.67 12.14 6.03  
NCMs 4.98 na na  
Microzooplankton 15.86 15.10 8.01  
Bacteria 6.41 6.99 7.44  
Nanozooplankton 23.99 13.98 14.00  
Mesozooplankton 6.41 8.50 7.55 
AE Nitrate -0.05 -0.59 1.18  
Phosphate 0.01 -0.04 0.14  
Silicate 0.37 0.39 0.90  
Ammonium -0.20 -0.21 -0.03  
Total Chlorophyll -0.30 -0.24 -0.09  
Picophytoplankton -11.21 52.07 2.06  
Nano-CMs/Nano-A -9.42 -27.16 -11.71  
Diatoms 31.75 34.84 13.95  
Micro-CMs/Micro-A 0.24 -7.00 0.63  
NCMs 2.27 na na  
Microzooplankton 10.02 8.85 -5.36  
Bacteria 0.11 3.13 2.88  
Nanozooplankton -22.41 -11.85 -13.08  
Mesozooplankton -1.61 -6.90 -4.59 




Figure E.1 Comparisons of nutrients and chlorophyll concentrations between model 
simulations (lines) and observations (dots) from 2006 to 2014 at L4 station (at 10 m 
depth). Model misfits are given for each variable in the upper right corner (r = correlation 
coefficient; rmse = root mean squared error; ae = average error). Note that y-axes scales 
differ among panels. 
 




Figure E.2 Comparisons of phototrophic plankton biomasses from 2006 to 2014 between 
model simulations (lines) and observations (dots) from 2006 to 2014 at L4 station (at 10 
m depth). Model misfits are given for each variable in the upper right corner (r = 
correlation coefficient; rmse = root mean squared error; ae = average error). Note that y-
axes scales differ among panels; picophytoplankton (PicoP) and Nano-CMs data were 
available only from 2007 onwards. Please refer to the Abbreviations section.  
 




Figure E.3 Comparisons of decomposer and strict heterotrophic plankton biomasses from 
2006 to 2014 between model simulations (lines) and observations (dots) from 2006 to 
2014 at L4 station (at 10 m depth). Model misfits are given for each variable in the upper 
right corner (r = correlation coefficient; rmse = root mean squared error; ae = average 
error). Note that y-axes scales differ among panels; bacteria and NanoZ data were 
available only from 2007 onwards. Please refer to the Abbreviations section. 




Figure E.4 Comparisons of bacteria, phosphate, ammonium, and microzooplankton 
values over the climatological seasonal cycle between model simulations (lines) and 
observations (dots) at L4 station (at 10 m depth). Simulations are given for the 
mixotrophic (blue), non-mixotrophic (red), and ERSEM (yellow) models. Note that y-
axes scales and units differ among panels. Mean (±SD) values correspond to the period 
2006 – 2014. 




Figure E.5 Comparisons of targeted ecosystem properties over the climatological seasonal cycle 
between the mixotrophic (blue) and the non-mixotrophic (red) models. Monthly means and 
standard deviations correspond to the period 2006–2014. Results are given for the total ammonium 
regeneration (Reg), gross primary production (GPP), total amount of food ingested by 
mesozooplankton (MZ ingestion), trophic transfer efficiency (TTE), and total production of labile 
DOC (Labile-DOC). Trophic transfer efficiency was estimated by the ratio between the total 
amount of food ingested by mesozooplankton and the total gross primary productivity.   




Figure E.6 Depth profiles of nutrient concentrations (phosphate, silicate, and ammonium) over 




Figure E.7 Observed and simulated seasonal succession of protist trophic strategies at L4 
(10 m depth) given by the relative biomass of autotrophs (green), mixotrophs (yellow), 
and heterotrophs (blue). Mean values correspond to the period 2006–2014. 




Figure E.8 Simulated seasonal development of light limitation among picophytoplankton (PicoP), 
nano-CMs, diatoms, and micro-CMs given by the ratio between the actual photosynthesis rate and 
the maximum photosynthesis rate; values closer to 0.5 indicate no light limitation. Mean (±SD) 
values correspond to the period 2006 – 2014. 
 
 
Figure E.9 Simulated seasonal development of nutrient limitation among picophytoplankton 
(PicoP), nano-CMs, diatoms, and micro-CMs given by the normalised internal nutrient status; 
values closer to 1 indicate no nutrient limitation. Mean (±SD) values correspond to the period 
2006 – 2014. 




Figure E.10 Depth profiles of plankton biomasses (µg C L-1) over the climatological seasonal 
cycle. Mean values correspond to the period 2006–2014. Please refer to the Abbreviations section 
for shortenings. 




Figure E.11 Relative contribution of phagotrophic protists (grey) and mesozooplankton (black; 
MesoZ) to the total grazing of phototrophic prey in the model. Mean values correspond to the 




Figure E.12 Observed seasonal succession of SNCMs and GNCMs at L4 station. Mean 
(±SD) values correspond to the period 2006–2014. 
 




Figure E.13 Observed seasonal succession of picophytoplankton (green), nano-CMs 
(yellow), and nanozooplankton (blue) at L4 station given by their relative biomass. Mean 




Figure E.14 Simulated seasonal succession of total chlorophyll at L4 station. Depth profile 
shows the total chlorophyll. The relative contribution of autotrophs (green), constitutive 
mixotrophs (CMs; yellow), and non-constitutive mixotrophs (NCMs; blue) is given by the pie 









Figure E.15 Observed seasonal succession of Karenia mikimotoi and other micro-CMs at 





Figure E.16 Comparison of simulated nitrate (line) with observations (dots) at L4 station 
over the climatological seasonal cycle (at 50 m depth). Means (±SD) values correspond to 
the period 2006–2014. 





Conceptual model: akin to flow diagrams or food web schematics; help the formulation 
of ideas and the identification of strengths and weakness in knowledge (Flynn and 
McGillicuddy, 2018). 
Constitutive mixotrophs: phagotrophic protists with an inherent capacity for phototrophy 
(Mitra et al., 2016). 
Correlative models: used to describe nature and find functional relationships among 
observed phenomena, but no causal story is built into the model (Coelho et al., 2018). 
Dispersal: the movement and successful establishment of genotypes and taxa at a new 
location (Hanson et al., 2012). 
Drift: changes in the frequencies of genotypes and species owing to chance demographic 
fluctuations (Hanson et al., 2012). 
Fitness: ability to survive and reproduce; it depends on the traits of the organism and the 
ecosystem (Flynn et al. 2015). 
Functional type: group of species that show similar responses to the environment and 
effects on ecosystem functioning, sharing functional traits, features, or properties (Flynn 
et al., 2015).  
Mechanistic model: used to explain nature and propose causal explanations of a biological 
phenomenon; contrary to correlative models, parameters within mechanistic models are 
designed with biological meaning (Coelho et al., 2018). 
Mixotrophy: the combination of photoautotrophic and phagotrophic modes of nutrition 
(Mitra et al., 2016).  
Model skill assessment: the use of quantitative metrics and graphical approaches to assess 
how well the model fit the observations (Stow et al., 2009). 
Mutation: non-directed change in nucleotide sequences responsible for diversification 
among taxa, including speciation, together with selection, drift, and dispersal (Hanson et 
al., 2012). 
Non-constitutive mixotrophs: phagotrophic protists which acquire their phototrophic 
capacity from their prey (Mitra et al., 2016). 
Response curves: mathematical formulations of relationships between driver and 
consequence used to convert a conceptual model into a numerical model (Flynn and 
McGillicuddy, 2018). 
Selection: alters the relative abundance of genes, genotypes, cells, and species on the basis 
of their ability to survive and reproduce (Hanson et al., 2012). 
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State variable: property of a numerical model used to describe quantities such as nutrients 
and biomass (Flynn, 2018). 
Trait: defining characteristic that influences organismal performance (Flynn et al., 2015). 
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