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INTRODUCTION 
A primary reinforcer may be defined as a stimulus having 
immediate reward value for a particular subject (S) in a par¬ 
ticular situation; something for which the S will initially 
learn to respond. A secondary reinforcer may be defined as a 
stimulus, having little reward value originally, whose capac¬ 
ity to reinforce is enhanced through pairings with the pri¬ 
mary reinforcer. Prior to a demonstration that this stimulus 
has become a secondary reinforcer, the stimulus may be called 
a neutral stimulus or a potential secondary reinforcer. Al¬ 
though the literature in the area of secondary reinforcement 
is abundant, little, if any of the findings can be considered 
conclusive evidence that neutral stimuli can become and re¬ 
main reinforcers. There has been a growing tendency in the 
literature toward new interpretations of old data, as well as 
additional findings. Knowledge in this area remains limited, 
however, for there are still conflicting results from studies, 
as well as many gaps in present research. In a recent review 
of the literature on secondary reinforcement (J.L.Myers, 
1958), contradictory results obtained by Melching and N.A. 
Myers were pointed out. The resolution of this difference in 
results could be a significant step in clarifying previous 
findings and their interpretations. 
Melching (195*0, in a study of intermittent reinforce¬ 
ment, trained rats to press a bar. During training, each of 
2 
the presses was followed by the presentation of food. For 
different groups, the neutral stimulus (buzz) accompanied the 
food in one of three ways: on all bar presses, on one-half of 
the presses, or not at all. At the end of training, one-half 
of the Ss in each group had only the buzz presented on all 
bar presses, while the other half received neither the food, 
nor the buzz at that time. Melching found that there were no 
significant differences in the number of responses made 
during this period for those groups which received 50% neu¬ 
tral stimulus in training. Studies of secondary reinforce¬ 
ment, as measured in terms of number of responses made after 
primary reinforcement is no longer presented, have usually 
shown a rapid decrease iii the number of such responses made 
by those groups receiving no reward during the extinction 
period.1 The absence of this decrement in number of re¬ 
sponses has been shown by those groups presented only the 
secondary reinforcer during the extinction period. Melching 
explains his results by the principle of stimulus generaliza¬ 
tion. The two groups in question are equivalent in percent¬ 
age of responses on which the buzz was experienced in train¬ 
ing. For both groups, this percentage was changed an equal 
amount from training to extinction conditions (50% to 0$, or 
50% to 100$). It would seem, then, that this change would 
1. In the present study, the term extinction will be used to 
refer to that period in the experimental session in which 
primary reinforcement is no longer presented. 
3 
not be expected to lead to a differential number of responses 
in extinction. 
N. A. Myers (i960) used a controlled operant situation 
to study partial and regular (or 100$) reinforcement. Chil¬ 
dren were trained to make a series of responses for a candy 
reward. When a button was pressed, one of four things 
happened: 
1. a poker chip (potential secondary reinforcer) was 
delivered and when inserted into a slot and the button 
pressed a second time, a candy (primary reinforcer) was 
delivered. 
2. a poker chip was delivered and when inserted and the 
button pressed again, no candy was delivered. 
3. a candy was delivered directly. 
4. neither a poker chip, nor a candy was delivered. 
Results similar to Melching's were not found for groups which 
were given treatments equivalent to his (100$ primary reward 
and 50$ neutral stimulus in training). Instead, Myers found 
that for each of her groups trained identically, the one 
given the newly acquired secondary reinforcer in extinction 
consistently made more responses during extinction than the 
one given no chip. 
The discrepancy between these results and those of 
Melching may be due to one or a combination of factors. 
Melching's study employed rats in a free operant situation 
using, for the potential secondary reinforcer, a stimulus 
4 
presented at the same time as the primary reward, the presen¬ 
tation of which was controlled by the experimenter (E), Such 
a stimulus may be called a concomitant stimulus. N. A. Myers 
used children and a manipulative stimulus, i.e., one which 
the Ss had to use in some way in order to obtain the primary 
reward. It is possible that handling the poker chip used in 
her study provided the opportunity for it to acquire greater 
reward properties than did hearing the buzz used in Melching's 
study. Perhaps, had a manipulative stimulus been used in 
Melchingfs study, a consistent secondary reinforcement effect 
would have been shown for all groups. However, there remains 
the likelihood that species differences are so great as to 
cause the cited discrepancy. Additional data are needed to 
help clarify the results of these particular studies, and to 
aid in the general understanding of previous and future sec¬ 
ondary reinforcement research. One purpose of the present 
study was to provide such data. 
Studies in which partial reinforcement training has been 
used show that extinction is generally much slower for these 
groups than for ones trained with 100$ reinforcement. Al¬ 
though there have been studies on both partial primary rein¬ 
forcement and partial secondary reinforcement (Jenkins & 
Stanley, 1950; Lewis, I960; J.L.Myers, 1958), only one study 
(N.A.Myers, i960) has investigated the relationship of the 
two stimuli when presented according to independent schedules. 
Using 100$ and 50$ primary and potential secondary 
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reinforcement applied independently, Myers found that her 
partially reinforced groups, whether primary or secondary, 
consistently responded at a higher level than those groups 
trained with 100$ reinforcement. The group trained with both 
partial primary and partial potential secondary reinforcement 
responded at the highest level during extinction. Since 
studies investigating the interrelationship of partial pri¬ 
mary and partial secondary reinforcement are limited, further 
investigations along these lines would not only seem appro¬ 
priate, but necessary. A second purpose of this study was to 
obtain additional data on this interrelationship. 
A recent study on secondary reinforcement in a discrimi¬ 
nation situation (Fort, Myers, & Myers, i960) employing col¬ 
lege students as Ss, used a poker chip, valued at five cents, 
as the primary reinforcer and a concomitant stimulus, a buzz, 
as the potential secondary reinforcer. A significant second¬ 
ary reinforcement effect was found. It was observed that the 
control group which received only the primary reinforcer 
during training, and had it subsequently replaced by the po¬ 
tential secondary reinforcer in extinction, responded at a 
relatively high level during extinction. This group's re¬ 
sponse level was significantly less than that of the second¬ 
ary reinforcement group which had the buzz presented in the 
extinction period, following training trials on which the 
buzz and the chip were paired. However, this control group 
made a significantly greater number of responses in the 
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extinction period than did the group trained with both the 
buzz and the chip, and given extinction trials with no reward. 
This phenomenon, referred to as a facilitation effect, was 
interpreted in terms of generalization from the training 
situation. Although the two stimuli were physically differ¬ 
ent, they were similar in that each was consistently and 
repeatedly presented after a particular response made by the 
subject. It would seem that a stimulus may become rewarding 
if it consistently and repeatedly replaces the primary reward. 
It will not, however, be as strong a reinforcer as when it 
has been paired with the primary reward. This phenomenon was 
also found in an earlier study (Hubbard, 1951) and. was in¬ 
terpreted in the same way. Recently, however, Leiman, Myers, 
& Myers (I960) using fifth grade children in a similar situ¬ 
ation, found that a comparable group was not significantly 
different from their control group which received no rein¬ 
forcement in extinction. This lack of a significant differ¬ 
ence is in accord with Melching, who employed a group given 
the same treatment in his investigation and found that it 
made the smallest number of responses in the extinction 
period. The present study was designed to further explore 
this problem. 
The present study, then, is the outgrowth of several 
problems presented in the area of secondary reinforcement, 
and was designed as an attempt at their clarification. First, 
there is the contradiction of studies employing similar 
7 
treatment variables and obtaining opposite results. Using 
children as Ss, as did N. A. Myers (i960), and a concomitant 
reinforcer in a free operant situation, as did Welching, 
should yield results which would clarify the discrepancy of 
these two studies. Results supporting Melching, i.e., no 
difference between partial neutral stimulus groups trained 
identically and given different extinction treatments would 
indicate that there is a difference between merely pairing a 
stimulus with the primary reward, and providing one which 
must be used in some way to obtain reinforcement. The re¬ 
verse finding, however, supporting the Myers results of a 
strong secondary reinforcement effect in the partial training 
groups, would indicate that the difference is a function of 
the S species and would tend to support the idea that unre¬ 
served generalization from data obtained on lower order Ss to 
human beings is premature, if not erroneous. Second, further 
information is needed on the interrelationship of primary and 
secondary reinforcers. Finally, additional data are desired 
for groups in which the potential secondary reinforcer is met 
for the first time during the extinction period. 
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METHOD 
Subjects 
The Ss were 144 pre-school children from the nursery 
schools, kindergartens, and neighborhoods of Amherst, Massa- 
2 
chusetts and Northampton, Massachusetts, They ranged in age 
from three years, to five years, eleven months. The mean age 
was four years, nine months. Within the restrictions of 
equating the groups for age and for sex, the Ss were equally 
and randomly divided among the 12 groups. 
Apparatus 
The apparatus, designed to attract and maintain the 
interest of pre-school children, was a clown face, having red 
jewel-light eyes, a push-button nose, and a slot-tray mouth. 
(See Fig. 1.) The Ss were to learn to press the nose during 
the experimental session. According to a random and pre¬ 
determined schedule for each group, the Ss could experience 
one of four treatments following each response: a non-sugar 
3 
candy alone (primary reinforcer), a 1-second buzz alone 
2. Parents and/or teachers of pre-school children were asked 
if they were willing to permit the children to participate 
in a research project on learning. Each child would be 
needed for little more than 10 minutes to "play with" a 
clown and would receive "sugarless treats." These persons 
then made the initial contacts with the children, telling 
the latter only that someone would bring a clown game for 
them to play. There was usually enthusiasm over this idea 
and cooperation from the children. 
3. The candies are manufactured by the Kirkman Pharmacal 
Company of Seattle, Washington. They contain no medica¬ 
tion or sugar, but are sweet and come in four assorted 
colors: lime, lemon, orange, and raspberry. 
Fig. 1. Ss View of the Apparatus. 
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(potential secondary reinforcer), a candy and a buzz, or 
neither the candy nor the buzz. The candy was dispensed 
through a tube to the mouth of the clown, while the buzz was 
heard from the interior of the clown. The E had access to 
/ 
and operated two silent switches which allowed administration 
of the predetermined reinforcement. The number of responses 
was recorded on an electric counter mounted on the back of 
the clown and out of the Ss 1 sight. The E recorded the cumu¬ 
lative number of responses made during each successive 30- 
seconds of the extinction period. 
Preliminary Experimentation 
Prior to the beginning of actual experimentation, four 
Ss were run under the 50$ candy and 50$ buzz training condi¬ 
tion. They were given 100$ buzz in the extinction period. 
Since this condition was considered most likely to yield pro¬ 
longed continuation of responding, preliminary running of Ss 
under this treatment provided information on the feasibility 
of allowing the Ss to terminate the session. In addition, it 
enabled the E to gain practice in administration. From these 
results, it was decided that the extinction period would be 
continued until the S stopped and indicated a desire to leave 
the room. If the S had not quit by the end of 10 minutes in 
extinction, the E terminated the session. 
Procedure 
A room separate from the general distractions of the 
home or classroom was chosen for the experimental session. 
11 
The clown was placed on a small table or on the floor so that 
the 3 had easy access to the nose. Subsequent to preliminary 
and miscellaneous conversation employed to put the 3 at ease, 
he accompanied the E into the room. Attention was called to 
the clown face and especially to the nose. The 3s were told 
that "something funny happens when you press his nose. Let’s 
see what happens." The E pressed the clown’s nose and there¬ 
by received a candy. The S was encouraged to try it also, 
and was given one rewarded preliminary trial. He was then 
told that he could stay and continue to play the game "as 
long as you want." The S and the E remained alone in the 
room throughout the experimental session. 
Each S was allowed twenty responses on each of which the 
predetermined percentage of primary and potential secondary 
reinforcement was presented. For each group, candy was pre¬ 
sented with or without the buzz, on the first and the last 
responses in the training period. On the next response after 
the 20 training responses were completed, the extinction 
period was noiselessly begun without comment from the E. Any 
questions or comments from the 3 wore ignored as much as 
possible. If necessary, the K gave a very noncommittal re¬ 
sponse. 
To reduce the frustration which arose from the abttenoe 
of the primary reward during extlnotion, onoh 3 wan told, at 
the end of the extinction period, that the olowu must be 
tired, but that he might glv«i one I art I, candy, When the 
12 
pressed the nose onoe more, a last candy was given, and the 
session was terminated. 
Experimental Design 
During training, two schedules of primary reinforcement 
(100$ and 50% candy) were used along with three schedules of 
potential secondary reinforcement (100$, 50$, and 0$ buzz). 
During the extinction period, two schedules of the buzz (100$ 
and 0$) were employed. There were 12 Ss in each of the 
resulting 12 groups. (See Table 1.) 
Table 1 
Summary of Experimental Design** 
(12 Ss in each group) 
Primary 
Reinforcement 
(candy) 
in Training 
Potential Secondary 
Reinforcer 
(buzz) 
in Training 
Potential Secondary 
Reinforcer 
(buzz) 
in Extinction 
100.3 0* 
1003 (1)* (2) 
100# 50% (3) (*) 
0% (5) (6) 
100% (7) (8) 
50% 50% (9) (10) 
0% (ID (12) 
* The numbers in parentheses indicate the group number 
assigned to the particular treatment. 
** The groups may be referred to by the respective percent 
ages of reinforcement administered in training and ex¬ 
tinction. E.g*, lOO^c^-501'b^-O^b-, or lOO-SO-O denotes 
the group which received 100 i> canoy and 50*; buss in 
training, and was presented 0& buns in extinction. 
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RESULTS 
To reduce heterogeneity of variance, square root trans¬ 
formations were applied to the data. Analyses of variance 
were then run on the transformed total number of responses in 
extinction and on the transformed total number of minutes to 
quitting in extinction. As can be seen in Table 2, only the 
partial primary reinforcement effect was significant. In the 
former case, the F was 15.05, yielding significance beyond 
the .001 level. Minutes to quitting yielded an F of 5.04, 
significant beyond the .05 level. 
Those Ss quitting before the end of 10 minutes were 
given values of zero for the remaining periods of time. 
Figure 2 shows the subsequent mean number of responses in 
extinction over ten 1-minute periods of time when the two 
percentages of primary reinforcement (100$ and 50$) are 
plotted. The curves in both cases show a steep initial drop 
within the first two minutes, and a subsequent gradual de¬ 
crease. By the end of 10 minutes the curves are at the same 
level, though neither curve appears to have reached its 
asymptote. This figure gives a strong indication of the 
partial primary reinforcement effect. The groups which re¬ 
ceived 50$ candy in training made a mean of 78 responses in 
the first minute of extinction, while those trained on 100$ 
primary reinforcement averaged 44 responses during this 
period. 
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Figure 3 shows the mean number of responses in extinc¬ 
tion for each of ten periods of time, 1 minute in length, for 
each of the six groups presented 100$ buzz in extinction. 
Here, the partial primary reinforcement effect can easily be 
seen, as indicated by the greater number of responses made by 
the three 50% primary reinforcement groups (solid black 
circles). Figure 4 also shows the mean number of responses 
for the 10 minutes in extinction for those groups presented 
0% buzz in extinction. These curves demonstrate the effect 
of partial primary reinforcement less clearly than do those 
of Figure 3* 
Table 3 shows the total number of responses made by each 
group during extinction with the respective training and ex¬ 
tinction conditions indicated. The groups are ranked in 
order, from the largest number of responses to the smallest. 
Here, it can be seen that with one exception, (Group 2: 
100-100-0), the groups trained under the partial primary re¬ 
inforcement schedule, ranked above those trained under the 
100$ reinforcement schedule. The column which notes the per¬ 
centage of responses on which the buzz was presented in 
training shows that the groups are not orderly with respect 
to this variable, but seem to be randomly distributed. Al¬ 
though the highest group is one which received the buzz in 
50$ of the responses in training, two other groups which were 
also trained under this schedule (Group 3* 100-50-100; and 
Group 4: 100-50-0) are the lowest groups of all in number of 
18 
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responses in extinction. It may be noticed that the second 
highest group was one having never experienced the buzz in 
training and had it introduced in extinction (Group 11: 50-0- 
100). The same random distribution noted in training is also 
noted for the percentage of responses on which the buzz was 
presented in extinction. Aside from the fact that the two 
highest groups were presented 100^ buzz in extinction, there 
is no regularity shown for this variable. The last two 
columns show the means and variances for the 12 groups. The 
heterogeneity of variance can easily be seen. 
A range test performed on the mean number of responses 
for each group showed that the two highest groups in number 
of extinction responses were significantly different from the 
two lowest groups (See Figure 5)* Group 9 (50-50-100) gave 
significantly more responses in extinction than did either 
Group 3 or Group 4. Group 11 was also superior to Groups 3 
and 4 in number of responses in extinction. 
Table 4 shows the summary of extinction results for each 
group in terms of the number of minutes to quitting. Here, 
the groups are rank ordered differently with a spread of 38 
minutes. This measure yielded no significant result other 
than the partial primary reinforcement effect. Since this 
effect was not as significant with minutes to quitting as it 
was with number of responses in extinction, no further analy¬ 
sis was made on the minutes to quitting data. 
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Table 4 
Summary of Results for Number of Minutes 
to Quitting in Extinction 
Group 
Number 
Training 
Candy-^ 
Condition 
Buzz-$ 
Extinction 
Condition 
Buzz-$ 
Total Number 
Minutes to 
Quitting 
10 50 50 0 94 
9 50 50 100 90 
7 50 100 100 87 
8 50 100 0 83 
5 100 0 100 79 
11 50 0 100 76 
6 100 0 0 72 
3 100 50 100 65 
1 100 100 100 64 
4 100 50 0 60 
2 100 100 0 57 
12 50 0 0 56 
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DISCUSSION 
The finding that those groups which were trained under 
the partial primary reinforcement schedule (50$ candy) made 
significantly more responses in the extinction period than 
did those groups which were trained under the continuous pri¬ 
mary reinforcement schedule, is in agreement with the results 
of most studies investigating the effects of schedules of 
primary reinforcement at less than 100$. Jenkins and Stanley 
(1950), in their review of partial reinforcement literature, 
cite many studies demonstrating that administration of pri¬ 
mary reinforcement at these schedules tends to lead to sig¬ 
nificantly more responses in extinction than does the 100$ 
reinforcement schedule. Subsequent to 1950, many additional 
studies investigating partial reinforcement have been re¬ 
ported (Lewis, i960). In general, the data strongly support 
the above conclusion. 
Although the literature in this area is growing, the 
majority of studies have employed rats or adults as Ss. 
There have been few reported studies using children in an 
investigation of the effects of varied percentages of primary 
reinforcement. Grosslight and Child (1947) trained feeble¬ 
minded Ss to pull a lever for candy. The experimental groups 
experienced not more than one or two failures in ten training 
trials. The results indicated significant differences in 
number of trials to extinction, (i.e., two minutes of 
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inactivity) between these groups and the group which had 
never experienced non-rewarded trials. Lewis (1952) used six 
and seven year old boys in a gambling situation for toys. 
The Ss were told that they could win more toys than they had 
been given, but that they could also lose all of those given 
them. Using two percentages of partial reinforcement, (50* 
and 60o)» he found that these groups were superior in number 
of responses in extinction to the 1005 reinforcement group 
and the control group which received no reinforcements. 
Fattu, Mech, and Auble (1955) used three to five year 
old children in a simple lever-pulling response for candy. 
They found that the group which received reinforcement on 2v* 
of the responses, made more responses in 14 minutes of ex¬ 
tinction than did either the 50 5 or the 100 5 reinforcement, 
groups. This group also responded for a greater length of 
time than did the other groups* N. A. Myers (I960) also 
found a significantly greater number of responses in extinc¬ 
tion for her partial groups than for her 1005 reinforcement 
groups. The curves in Figure 2 show that the results of the 
present study are in agreement with those cited above. 
In view of results found wlt.h partial primary reinforce¬ 
ment, one might anticipate that partial secondary reinforce¬ 
ment groups would exhibit a similar effect. However, the 
results of tho present study seem to Indicate m> secondary 
reinforcement offeot. The data show that there are no sig¬ 
nificant differences between the number of responses made In 
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the extinction period as a result of the percentage of re¬ 
sponses on which the potential secondary reward was presented 
in training. There are also no systematic differences be¬ 
tween the groups as a result of the percentage of responses 
on which the buzz was presented in the extinction period. 
The Ss who received the buzz on 100% of the responses in the 
extinction period, did not make significantly more responses 
than those who received no buzz. 
From the results of the range test (Figure 5)> the first 
comparison, that of Group 9 versus Group 3, seems to be a 
result of the difference in percentage of primary reinforce¬ 
ment presented in training. Seference to Table 3 shows that. 
Group 9 is otherwise equivalent in conditions to Group 3* 
The same would seem to hold true for the comparison of Group 
9 with Group 4. Here, however, in addition to the difference 
in percentage of primary reinforcement, Group ° has also had 
the buzz presented in extinction, while Group 4 received no 
reinforcement in the extinction period. It would seem that 
the main advantage of Group 11 over Groups 3 and 4 is also 
due to the partial primary reinforcement treatment. This 
group excels although it has never experienced pairings of 
the stimuli. 
There are several factors which may have influenced the 
absence of a secondary reinforcement effect in the present 
study. First, one might attempt to explain the absence of a 
secondary reinforcement effect by the possible aversive 
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properties of the buzz. If the buzz is a noxious stimulus, 
its effect on the responses of the Ss should be one leading 
to a reduction in number of responses, rather than an in¬ 
crease. This, however, does not seem to be the case, for the 
second highest group (Group 11) in terms of number of re¬ 
sponses in extinction is a group which never experienced the 
buzz in training, but which had it suddenly introduced with 
the onset of the extinction period. While the buzz may not 
be an aversive stimulus, it has been pointed out elsewhere 
(J.L.Myers, 1958) that many stimuli do not appear to have 
equal initial reinforcing properties, and are not really 
"neutral." The results of the present study would tend to 
support this idea. Some Ss in this experiment were trained 
under experimental conditions similar to those used by N. A. 
Myers (i960). One difference is that the stimulus employed 
as the potential secondary reinforcer was a buzz in the 
present study, and a chip in the Myers study. It would seem 
from comparisons of groups receiving similar treatments, that 
the chip has greater reinforcing potential than does the buzz. 
Second, there is the possibility that the candy used in 
this study was not sufficiently reinforcing in and of itself 
to enhance the value of the buzz. However, there is no par¬ 
ticular reason to doubt the rewarding properties of the candy; 
no Ss reported any distaste for it, and at least one other E 
has successfully used and recommended it (Bijou, 1958). The 
final test of its value lies in its continued use, and 
comparisons of its effects with those of other reinforcers. 
Third, the absence of a secondary reinforcement effect 
could be a result of too few pairings of the primary rein¬ 
forcer and the potential secondary reinforcer. A few studies 
have investigated the effects of number of pairings of pri¬ 
mary and neutral stimulus on secondary reinforcement. The 
general tendency has been for the effect to be small, if 
shown at all, when there are less than 100 pairings. Bersh 
(1951) studied varying numbers of primary and neutral stimu¬ 
lus pairings and found that only his 20-pairing and 120-pair¬ 
ing groups differed significantly for the first test day. By 
the third day, there were no differences at all. This same 
general tendency was found by Hall (1951) who did, however, 
find a significant difference within the range studied by 
Bersh. His highest group in number of correct responses 
received 75 primary reinforcements, and was significantly 
different from his 25-neinforcement group. The Melching 
study found secondary reinforcement effects using an eight- 
day training period in which 20 trials were given on each 
day, giving each rat 160 training trials. However, at least 
one study (N.A.Myers, i960) employing human Ss has shown that 
20 trials are sufficient to yield a strong secondary rein¬ 
forcement effect. Myers found this effect with those groups 
given 20 training trials, and in fact, did not find signifi¬ 
cant differences between these groups and those given only 10 
training trials. This would lead one to feel that the number 
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of pairings is not the crucial point here. 
Fourth, there is the possibility that the lack of a sec¬ 
ondary reinforcement effect is the result of too much S vari¬ 
ability. This, however, is doubtful, for the variation in 
the present study is not much different from that in a study 
in which strong secondary reinforcement effects were found 
(N.A.Myers, i960). However, this does not negate the possi¬ 
bility that much of the variance within groups is due to wide 
variation between Ss in pre-training operant level. It could 
be that the effects of the treatments have been obscured by 
gross differences between Ss in initial free operant levels. 
In any case, the ordering of the groups is so unsystematic as 
to suggest that the effect, if existing at all, is extremely 
slight and difficult to detect in situations employing chil¬ 
dren as Ss and a buzz as the potential secondary reinforcer. 
It would seem, then, that none of the above factors 
alone, is sufficient to account for the lack of a secondary 
reinforcement effect in the present study. Even with some 
combination of these factors, it is possible that no signifi¬ 
cant effect will be found. Other writers have suggested that 
the conditions leading to significant secondary reinforcement 
effects are specific and narrow. Zimmerman (1957) suggested 
that an extremely intermittent schedule for the primary rein¬ 
forcer in the initial association of primary and neutral 
stimulus, followed by intermittent presentation of the newly 
established secondary reinforcer, yielded a highly stable 
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response rate in extinction. Saltzman (1949) found that it 
was necessary to provide some possibility of differential 
training to establish a strong secondary reinforcer. Schoen- 
feld, Antonitis, and Bersh (1950) also suggest that it is 
necessary to provide discriminative training. Wyckoff (1959), 
in a recent article, points out the necessity for establish¬ 
ing a very strong cue to facilitate the demonstration and 
maintenance of secondary reinforcement effects. There is, 
then, a final possible explanation of the lack of a signifi¬ 
cant secondary reinforcement effect in the present study. 
The results seem to indicate that mere pairing of a stimulus 
with a primary reinforcer is not a sufficient condition to 
establish noticeable secondary reinforcement effects. Many 
factors, those mentioned above, as well as others, must first 
be thoroughly investigated for their individual and joint 
effects. 
The absence of any significant secondary reinforcement 
effect precludes the possibility of clarifying the discrep¬ 
ancy between the results of the Melching and N. A. Myers 
(i960) studies. In both of these studies, a secondary rein¬ 
forcement effect was found in some group. Until there is an 
adequate statement of the necessary and sufficient conditions 
for the establishment of secondary reinforcers, it is diffi¬ 
cult to construct a sound theory of secondary reinforcement. 
It must first be shown that certain conditions and treatments 
consistently lead to significant secondary reinforcement 
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effects, then explanation of differences within these condi¬ 
tions may be meaningful. 
It was previously pointed out that studies employing 
groups in which a stimulus is introduced for the first time 
in extinction have reported contradictory results. Hubbard; 
and Port, Myers, and Myers found that this treatment led to a 
significant facilitation effect, while Melching; and Leiman, 
Myers,and Myers found no such effect. Unfortunately, the 
data from the present study are not definite enough to clar¬ 
ify this contradiction. However, there is one possibility. 
The Ss for the three studies in which the facilitation effect 
was found were college students, while those studies in which 
there was no significant effect, employed rats, pre-school, 
and fifth grade children as Ss. The effect could be one 
which develops with species and age. 
In conclusion, then, some suggestions for future re¬ 
search might be made. The present data support the notion 
that mere pairing of a primary reward with a potential sec¬ 
ondary reinforcer is not a sufficient condition for secondary 
reinforcing properties to be acquired by the potential rein¬ 
forcer. Variations on the usual secondary reinforcement pro¬ 
cedure could employ groups of different percentages of pri¬ 
mary reward and potential secondary reward, having the two 
stimuli administered in training, but never simultaneously, 
or paired. This treatment should provide valuable informa¬ 
tion on the effects of training conditions, and the necessity 
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of pairings of the primary and potential secondary rein¬ 
forcers for secondary reinforcement or facilitation effects. 
There is a definite need for thorough research on vari¬ 
ous kinds of reinforcers and evaluation of their effective¬ 
ness for different ages and species. The need for very 
strong primary reinforcers in order to obtain an appreciable 
secondary reinforcement effect has been suggested by Wyckoff; 
Bijou and Sturges (1959) have pointed out the need for more 
thorough and careful investigations of reinforcers for chil¬ 
dren. The present study emphasized the need, not only for 
more thorough investigations of primary reinforcers, but also 
evaluation of those stimuli proposed for use as secondary 
reinforcers in studies with children. 
A great deal of valuable information may be gained from 
attempts at actual scaling of stimuli proposed as reinforcers 
for children. The lack of such information at the present 
time, hinders generalization across studies and interpreta¬ 
tion of results from different studies using different rein¬ 
forcers. 
An important clue may also lie in the actual treatment 
of the potential secondary reinforcer. The children in the 
N. A. Myers (i960) study had to handle the secondary rein¬ 
forcer (chip) and use it to receive the primary reinforcement. 
The necessity of using the chips provided actual physical 
contact with them. It is possible that the physical compo¬ 
nents of the task, itself, and the contact with the chips, 
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led to much greater enhancement of their original value. It 
could be that such opportunities for the enhancement of the 
properties of the potential reinforcer are necessary for 
durable secondary reinforcement effects to be demonstrated. 
It may be noted that the classic studies on chimpanzees by 
Wolfe (1936) and by Cowles (1937) used tokens as secondary 
reinforcers and showed strong secondary reinforcement effects. 
There is, also, a need for information on groups in 
which some stimulus is met for the first time during the 
extinction period. Investigations of this treatment for 
several different age groups should be of value in our under¬ 
standing of reinforcement effects. 
In addition, it is suggested that future research on 
secondary reinforcement effects in children, employ, as has 
generally been done with rats, a preliminary measure by which 
pre-training operant level may be controlled for each treat¬ 
ment group. This should enable a clearer demonstration of 
the effects of the particular treatments employed in the 
study. 
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SUMMARY 
The present study was concerned with reinforcement and 
extinction of a free operant response in pre-school children. 
One-hundred and forty-four _Ss were individually given an 
opportunity to "play a game" with a clown. When the S 
pressed the nose, a candy (primary reinforcer) fell into the 
clown’s mouth. At the same time, a buzz (potential secondary 
reinforcer) was heard from his interior. Twelve experimental 
groups were used with both partial and regular schedules for 
the candy and the buzz. The Ss were given the predetermined 
reinforcement on the first twenty responses, which consti¬ 
tuted the training period. One-hundred per cent or 50% candy 
and 100$, 50$, or 0% buzz were used. In the extinction 
period, no candy was given, and 100$ or 0% buzz was adminis¬ 
tered until the S indicated a desire to quit. Otherwise, the 
E terminated the session at the end of 10 minutes. 
For each S, the total number of responses in the extinc¬ 
tion period was reported along with the total number of 
minutes to quitting. The results of this study indicated 
that: 
1. Groups trained with 50$ candy reinforcement made more 
responses in the extinction period than did those trained 
with 100$ candy reinforcement. 
2. There seemed to be no significant differences between 
groups as a result of the percentage of responses on which 
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the buzz was administered in the training period. 
3. There was no significant secondary reinforcement 
effect, for the groups did not differ significantly as a 
result of the percentage of responses on which the buzz was 
administered in the extinction period. 
In light of the above findings, it was suggested that: 
1. Mere pairing of a stimulus with a primary reinforcer 
does not seem to be a sufficient condition to establish sig¬ 
nificant secondary reinforcement effects. 
2. Thorough investigations of various kinds of rein¬ 
forcers should be carried out, perhaps leading to the scaling 
of reinforcers for use with children. 
3. Research with respect to the mode of presentation of 
the potential secondary reinforcer would be of value. 
4. Studies using children could employ some measure of 
pre-training operant level, so that the effects of experi¬ 
mental treatments themselves may be clearer. 
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Pig, 6. Schematic Diagram of E's View of the 
Apparatus. 
1. Mercury magnetic counter. 
2. Silent knife switch for candy presentation. 
3. Silent knife switch for buzz presentation. 
4. Modified Davis pellet dispenser for candy. 
5. Davis rectified power-pac; output 24 volts dc; 
11/2 amps. 
6. Buzzer: P-2959. 
Filament transformer PR1 - 115 volts; 60 cycles. 
Secondary - 10 volts ac; 1 1/2 amps. 
Approved by: 
Date: 


