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Referat
Diese Dissertation behandelt Phasenu¨bergange im Rahmen des Anderson-Modells der
Lokalisierung in topologisch ungeordneten Voronoi-Delaunay-Gittern. Die spezielle Art
der Unordnung spiegelt sich u.a. in zufa¨lligen Verknu¨pfungen wider, welche aufgrund
der restriktiven Gitterkonstruktion miteinander korrelieren. Genauer gesagt zeigt das
System eine ”starke Antikorrelation”, die dafu¨r sorgt, dass langreichweitige Fluktuatio-
nen der Verknu¨pfungszahl unterdru¨ckt werden. Diese Eigenschaft hat in anderen Sys-
temen, z.B. im Ising- und Potts-Modell, zur Abweichung vom universellen Verhalten von
Phasenu¨berga¨ngen gefu¨hrt und bewirkt eine Modifikation von allgemeinen Aussagen, wie
dem Harris- and Imry-Ma-Kriterium. Die Untersuchung solcher Ausnahmen dient zur
Weiterentwicklung des Versta¨ndnisses von kritischen Pha¨nomenen. Somit stellt sich die
Frage, ob solche Abweichungen auch im Anderson-Modell der Lokalisierung unter Ver-
wendung eines solchen Gitters auftreten. Dafu¨r werden insgesamt vier Fa¨lle, welche
durch die Dimension des Gitters und durch die An- bzw. Abwesenheit eines magnetis-
chen Feldes unterschieden werden, mit Hilfe zweier unterschiedlicher Methoden, d.h. der
Multifraktalanalyse und der rekursiven Greensfunktionsmethode, untersucht. Das Ver-
halten wird anhand der Existenz und Art der Phasenu¨berga¨nge und anhand des kri-
tischen Exponenten ν der Lokalisierungsla¨nge unterschieden. Fu¨r die vier Fa¨lle lassen
sich die Ergebnisse wie folgt zusammenfassen. In zweidimensionalen Systemen treten
ohne Magnetfeld keine Phasenu¨berga¨nge auf und alle Zusta¨nde sind infolge der topologis-
chen Unordnung lokalisiert. Unter Einfluss des Magnetfeldes a¨ndert sich das Verhalten.
Es kommt zur Ausformung von Landau-Ba¨ndern mit sogenannten Quanten-Hall-U¨ber-
ga¨ngen, bei denen ein Phasenwechsel zwischen zwei lokalisierten Bereichen auftritt. Fu¨r
geringe Magnetfeldsta¨rken stimmen die erzielten Ergebnisse mit den bekannten Exponen-
ten ν ≈ 2.6 u¨berein. Allerdings wurde fu¨r sta¨rkere magnetische Felder ein ho¨herer Wert,
ν ≈ 2.9, ermittelt. Die Abweichungen gehen vermutlich auf die zugleich gestiegene Unord-
nungssta¨rke zuru¨ck, welche dafu¨r sorgt, dass Elektronen zwischen verschiedenen Landau-
Ba¨ndern streuen ko¨nnen und so nicht das kritische Verhalten eines reinen Quanten-Hall-
U¨berganges repra¨sentieren. Im Gegensatz dazu ist das Verhalten in dreidimensionalen
Systemen fu¨r beide Fa¨lle a¨hnlich. Es treten in jedem System zwei Phasenu¨berga¨nge zwi-
schen lokalisierten und delokalisierten Bereichen auf. Fu¨r diese U¨berga¨nge wurde der
Exponent ν ≈ 1.58 ohne und ν ≈ 1.45 unter Einfluss eines magnetischen Feldes ermittelt.
Dieses Verhalten und die jeweils ermittelten Werte stimmen mit bekannten Ergebnissen
u¨berein. Eine Abweichung vom universellen Verhalten wird somit nicht beobachtet.
Schlagwo¨rter: Anderson-Modell der Lokalisierung, Lokalisierung, Phasenu¨bergang, kri-
tische Pha¨nomene, Quanten-Hall-Effekt, Voronoi-Delaunay-Gitter, topologische Unord-
nung, Multifraktalanalyse, rekursive Greensfunktionsmethode, Skalenanalyse
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Abstract
The dissertation covers phase transitions in the realm of the Anderson model of localization
on topologically disordered Voronoi-Delaunay lattices. The disorder is given by random
connections which implies correlations due to the restrictive lattice construction. Strictly
speaking, the system features “strong anticorrelation”, which is responsible for quenched
long-range fluctuations of the coordination number. This attribute leads to violations of
universal behavior in various system, e.g. Ising and Potts model, and to modifications
of the Harris and the Imry-Ma criteria. In general, these exceptions serve to further un-
derstanding of critical phenomena. Hence, the question arises whether such deviations
also occur in the realm of the Anderson model of localization in combination with ran-
dom Voronoi-Delaunay lattice. For this purpose, four cases, which are distinguished by
the spatial dimension of the systems and by the presence or absence of a magnetic field,
are investigated by means of two different methods, i.e the multifractal analysis and the
recursive Green function approach. The behavior is classified by the existence and type of
occurring phase transitions and by the critical exponent ν of the localization length. The
results for the four cases can be summarized as follows. In two-dimensional systems, no
phase transitions occur without a magnetic field, and all states are localized as a result
of topological disorder. The behavior changes under the influence of the magnetic field.
There are so-called quantum Hall transitions, which are phase changes between two local-
ized regions. For low magnetic field strengths, the resulting exponent ν ≈ 2.6 coincides
with established values in literature. For higher strengths, an increased value, ν ≈ 2.9,
was determined. The deviations are probably caused by so-called Landau level coupling,
where electrons scatter between different Landau levels. In contrast, the principle behavior
in three-dimensional systems is equal in both cases. Two localization-delocalization tran-
sitions occur in each system. For these transitions the exponents ν ≈ 1.58 and ν ≈ 1.45
were determined for systems in absence and in presence of a magnetic field, respectively.
This behavior and the obtained values agree with known results, and thus no deviation
from the universal behavior can be observed.
Key words: Anderson model of localization, localization, phase transition, critical phe-
nomena, quantum Hall effect, Voronoi-Delaunay lattice, topological disorder, multifractal
analysis, recursive Green function approach, finite-size scaling
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1. Introduction
Anderson localization describes the spatial concentration of the wave function of a quantum
particle, e.g. electrons, caused by disorder. However, not every disarrangement is strong
enough to limit the mobility of such particles and thus delocalized states are present. The
existence of both localized and delocalized phases implies a transition with so-called critical
behavior inbetween. This was first shown by P. W. Anderson more than 5 decades ago
and is therefore called Anderson transition [And58]. Since that time the understanding
of the fundamental physics has increased step by step. Thereby, the development of the
scaling theory of localization and the field-theoretical description played a key role and
combines Anderson transitions with an usual second-order (continuous) phase transition
[Abr79; Weg79]. Nowadays the term “Anderson transition” is used in a broader sense and
describes besides localization-delocalization (LD) transitions even transitions between two
localized phases separated by one critical state only. Such type of phase changes usually
occur in quantum Hall (QH) systems and are thus called QH transitions.
Generally, Anderson transitions are associated with critical phenomena, which are de-
scribed by critical exponents. Criticality has remarkable features. For example, besides
attributes depending on a specific detail, characteristics which are equal for a large amount
of systems exist as well. This property is associated with the term “universality” and serves
to classify phase transitions and corresponding systems. In particular, the dimension and
the symmetry of a system have a crucial influence on universal behavior. In Anderson tran-
sitions, the most important critical exponent is ν describing the power-law divergence of
the localization length or correlation length ξ at criticality. Originally, the Wigner-Dyson
(WD) symmetry classes were identified in correspondence to random-matrix theory and
distinguish the systems depending on the fulfillment of the time-reversal and the spin-
rotational symmetry [Dys62; Meh91; Wig55; Wig51]. The orthogonal class fulfills both
symmetries. Breaking the time-reversal symmetry leads to the unitary class, and finally
the symplectic systems are not invariant under spin rotation but fulfill the time-reversal
symmetry. Based on this classification scheme, one can summarize the general behavior as
follows. In one-dimensional systems, all states (without Azbel resonances [Azb81; Azb83])
are supposed to be localized in presence of disorder. In two dimensions, LD and QH tran-
sitions occur in the symplectic and unitary class, respectively, while all states are localized
in orthogonal systems. For higher dimensions, phase transitions occur in all classes. Tran-
sitions of variant classes have diverse characteristics and particularly a different critical
exponent ν. More recent research has shown that this WD-symmetry-based classification
is not sufficient to distinguish universality, e.g. one-dimensional system exists with critical
or delocalized states. Therefore, more symmetries have to be taken into account which
finally leads to a comprehensive list of universality classes (see review by Evers and Mir-
lin [Eve08]). These universal properties hold for uncorrelated randomness. In general,
1
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correlation can lead to different behaviors. Based on the interaction range, one can dis-
tinguish between short-range and long-range correlation. According to common wisdom,
only long-range correlation should affect the fundamental behavior of systems featuring
Anderson localization. In other systems, e.g. the so-called dimer model [Dun90], also
short-range correlation can change localization into extended states (see review by Izrailev
et al. [Izr12]). During the last years, it has been demonstrated that phase transitions on
magnetic systems, e.g. Ising and Potts model, built on random Voronoi-Delaunay (VD)
lattices violate universal properties [Jan95; Jan02; Lim00; Lim08; Oli08]. The disorder
in random VD lattices is caused by random connections which feature so-called strong
anticorrelation [Bar14]. Here, the disorder is quenched due to topological restrictions and
therefore mean fluctuations decay much faster with increasing length scale than those
from generic randomness. This especially leads to modifications of general properties, like
the Harris [Har74] and the Imry-Ma criteria [Aiz89; Hui89; Imr75; Imr79]. The central
question is whether this type of correlation violates the universal behavior of conventional
Anderson systems or not. Therefore, the motion of electrons on a two- (2D) and three-
dimensional (3D) random VD lattice will be investigated in the current work. This will
be done for orthogonal and unitary symmetry. For the latter one, a magnetic field will be
used to break the time-reversal symmetry.
The 2D lattice in presence of a magnetic field is of particular significance. In 1980 von
Klitzing et al. [Kli80] discovered that the Hall conductance of a 2D electron gas develops
plateaus with quantized values. This means that the Hall conductance increases stepwise
right at so-called Landau levels. Due to disorder these levels are broadened to bands in
which integer QH transitions occur. This transition is particularly interesting, because the
behavior in vicinity of criticality is accessible by both experiments and numerical simula-
tions and comparable by the critical exponent ν. However, there is a qualitative difference.
Simulations are (mostly) based on noninteracting systems while electrons in experiments
underlie the Coulomb interaction. Surprisingly, early numerical and experimental critical
exponents ν coincide, and this implies that the Coulomb interaction is not relevant for
integer QH transitions. Nowadays, the situation is not as clear as previously assumed.
The most recent experimental exponent ν ≈ 2.38 differs considerably from the latest
numerical results ν ≈ 2.60 observed by means of the semi-classical Chalker-Coddington
(CC) network model [Li09; Sle09; Sle12]. Gruzberg et al. proposed recently that this
(standard) model ”does not capture all types of disorder that are relevant at the integer
QH transition” [Gru17]. Hence, they introduced geometrical disorder in the CC model
and obtained ν ≈ 2.37. All in all, the observed exponents differ considerably and thus
imply that the experiment and (at least) the standard CC model are not part of a same
universality class. Moreover, QH systems show a further amazing feature. The behavior
of the electrons is sensitive to boundary conditions due to the magnetic field, and a special
kind of delocalized states, called edge states, occurs. Here, the electron moves along the
system boundary despite disorder. Consequently, LD and QH transitions occur in finite
and infinite systems, respectively.
The current work shows that the observed critical behavior on random VD lattices
highly agrees with literature values in 3 out of 4 cases. Thereby, the redundancy of
the results emphasizes the universal character of the phase transitions. Contrarily, the
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critical behavior in the 2D random VD lattice with broken time-reversal symmetry is not
unique. The value of the critical exponent depends on the strength of the applied magnetic
field. For a certain strength, the critical behavior coincides with the (standard) CC model
results.
The study is presented as follows. Chapter 2 defines the random VD lattices, and
it discusses their features with regard to Anderson localization. A brief overview over
the localization phenomena and corresponding phase transitions is delivered in Chap. 3.
Chapter 4 makes use of it and discusses the applied methods in detail. This will be done
in general terms first and the specifics concerning the topological disordered lattice will be
outlined afterwards. Chapters 5 and 6 present the obtained results for 2D and 3D random
VD lattices, respectively. For both dimensions, the orthogonal and the unitary case are
discussed consecutively. Finally, chapter 7 summarizes the most important findings.
3

2. Random Voronoi-Delaunay lattice
The random VD lattice is a prototypical system for topologically disordered systems, e.g.
amorphous solids, tissues, foams, and biological cell structures. It can be constructed in
any spatial dimension d; however, the 2D and 3D case are of most interest with regard to
the Anderson model of localization.
2.1. Definition
In correspondence to the definition of a graph, the random VD lattice will be described
as a set of randomly positioned sites and links between them. A 2D and 3D realization
is shown in Fig. 2.1 and Fig. 2.2, respectively. Depending on the spatial dimension of the
system, N sites are independent and uniformly distributed in a rectangle Lx ×Ly or in a
cuboid Lx ×Ly ×Lz . Thereby, the density of points is fixed at unity. The connections are
given by the VD construction [Oka00] under the use of periodic boundaries as follows. The
entire 2D (3D) Euclidean space is filled by disjunct polygons (polyeders), called Voronoi
cells, containing exactly one lattice site. Each cell contains all points of the space which
are closer to the included site than to others. The whole set of cells is called Voronoi
diagram. Two sites are defined as VD neighbors if the corresponding polygons (polyeders)
share an edge (a face). Thus, the number of edges (faces) of a Voronoi cell is equal to
the coordination number κ (number of VD neighbors). Connecting all VD neighbors by
straight lines leads to the Delaunay triangulation (Delaunay tetrahedralization). This is
a grid of nonuniform edge-sharing triangles or face-sharing tetrahedrons in 2D and 3D,
respectively. The circumcircle of each triangle or the circumsphere of each tetrahedron
contains no lattice point besides the d+ 1 sites on the border (see Fig. 2.1). In principle,
it is possible that more than d+ 1 points sit exactly on the circumcircle or circumsphere;
however, the probability is zero for randomly positioned points. For regularly positioned
sites the VD construction is still functionary, but it ends up in a regular Voronoi diagram
with regular connections. Generally, the Delaunay triangulation (or tetrahedralization)
and the Voronoi diagram are dual presentations of the random VD lattice.
2.2. Properties
The VD lattice has interesting features, which depend on the distribution of the points.
This particularly means that the random VD lattice defined as above has no tuning pa-
rameters, and the following characteristics correspond to independent and uniformly dis-
tributed random positions. A modification of the distribution, e.g. by assuming a minimal
distance between two points, can lead to partially different properties.
5
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L
Figure 2.1.: Left: 2D random VD lattice for N = 100 randomly positioned sites ( )
placed in a square ( ) of linear size L = 10. The Voronoi cells (polygons)
of the original system are colored arbitrarily and periodically repeated cells
are gray. The lines show the Delaunay triangulation which connects lattice
sites directly ( ) and under use of PBC ( ). Right: Valid (upper panel)
and nonvalid (lower panel) subsection of the Delaunay triangulation. With
respect to three sites ( ), the associated triangle is valid or nonvalid if the
circumcircle is empty or contains another site ( ), respectively.
Figure 2.2.: 3D random Voronoi diagram for N = 103 randomly positioned sites placed
in a cube ( ) of linear size L = 10. The Voronoi cells are colored randomly.
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Figure 2.3.: Left: 50 × 50 section of a 2D Voronoi diagram. The color of each Voronoi
cell represents the coordination number κ of the included lattice site. Right:
Probability distribution function (upper panels) and radial autocorrelation
functions (lower panels) of the coordination number for 2D (left panels) and
3D (right panels) random VD lattices.
The random VD lattices are not bipartite, i.e. they cannot be divided into disjoint
sublattices A and B such that each connection links an A site with a B site. Moreover,
the number of links, κ, differs from site to site. This fluctuation and the corresponding
distribution for the 2D and 3D system are visualized in Fig. 2.3. As already described,
the VD lattice can be understood as a (random) graph and therefore fulfills the Euler
equation.
In 2D, the equation reads N−K+F = τ and describes the relation between the number
of vertices N , edges K, and faces F for a given Euler characteristic τ . A 2D system with
periodic boundary conditions (PBC) can be projected onto a surface of a torus, so τ = 0.
Each face of the random VD lattice is a triangle with three edges and three vertices. The
edge-sharing property implies the fixed relation 2K = 3F . Thus, K = 3N follows from
the Euler equation and leads to a fixed mean coordination number 〈κ〉2D = 2K/N = 6,
which holds for each realization and all spatial system extensions. Here, the additional
factor 2 is caused by the fact that the random VD lattice is a nondirected graph, i.e. each
edge describes the connection of two sites in both directions.
In 3D, the Euler equation N −K + F − C = τ is extended by an additional degree of
freedom C describing the number of 3D cells. Analogous to 2D, one can argue that each cell
is a tetrahedron and derive some relations based on the face-sharing property. However, the
total coordination is not fixed by topology and thus differs for each finite lattice realization.
Nevertheless, the overall mean coordination number 〈κ〉3D ≈ 2 + (48/35)pi2 ≈ 15.54 can
be found [Mei53].
Both the 2D and 3D random VD lattice have a mean coordination number which is
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higher than for most regular lattices, like, first and foremost, the simple square (ss) with 4
and simple cubic (sc) lattice with 6 nearest neighbors. The lower limit of the coordination
number is represented by the Voronoi cell with the minimal number of edges, i.e. triangle
(κ = 3) and tetrahedron (κ = 4) for 2D and 3D systems, respectively. An upper limit
does not exit, but the associated probability decays rapidly. In the systems investigated
for Fig. 2.3, the highest coordination numbers are 16 in 2D and 35 in 3D. The standard
deviations of the coordination numbers are σκ ≈ 1.33 in 2D and σκ ≈ 3.36 in 3D. This
means that the disorder is moderately strong.
Another important feature, which was studied in detail by Barghathi and Vojta [Bar14],
deals with the spatial distribution of the coordination numbers κi of site i. Caused by
topological restrictions, the radial autocorrelation function
Cκ(r) =
〈(κi − 〈κi〉) (κj − 〈κj〉) δ(r − |ri − rj |)〉〈
(κi − 〈κi〉)2
〉 (2.1)
of κ decreases much faster than exponentially with the Euclidean distance r and takes also
negative values (see Fig. 2.3). The bulk contribution will be described by the integrated
correlation function
Dκ(r) =
ˆ r
0
dr′r′d−1Cκ(r′) . (2.2)
In 2D, Dκ(r) decays exactly to zero, so it anticorrelates perfectly. Hence, the total coordi-
nation fluctuations are suppressed by the topological restrictions of the Euler equation. In
3D, the total coordination is not fixed; however, negative correlations exist as well. Dκ(r)
takes values close to zero for r →∞. This is called strong anticorrelation.
The Delaunay triangulation plays, beside the coordination number, an important role in
the quantum mechanical description (Chap. 3). Figure 2.4 depicts the spatial distribution
of the Delaunay triangle area A and corresponding probability distributions. In 2D, the
mean area can be calculated by the Euler equation as well. The combination of 2K = 3F
and 2K = 6N leads to F = 2N . Taking into account that the point density is fixed
at unity yields the mean triangle area 〈A〉 = 0.5. This property is also satisfied by each
lattice realization. The lower limit of the A distribution is 0; however, this value cannot be
achieved. For small A, the associated distribution increases rapidly and has a maximum
at 0.12. An upper limit does not exist, but the corresponding probability distribution
decays fast and is already close to zero at A = 2. Similar to Eq. (2.1), one can define
an autocorrelation function of the triangle area. For this purpose, the spatial position
of a triangle is described by its geometric center. The result is visualized in Fig. 2.4 as
well. Similar to the behavior of coordination numbers, the area autocorrelation has a short
range. So, it is nearly zero for r > 2. The interval with negative correlation is smaller than
for κ. A similar discussion of 3D lattices would refer to the volumes V of the tetrahedrons,
and the associated distribution is shown in Fig. 2.4. Due to the high connectivity, the 3D
random VD lattice has 6.77N tetrahedrons, and thus 〈V 〉 ≈ 0.148. However, the volumes
of the tetrahedrons are not relevant for further quantum mechanical investigations. The
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Figure 2.4.: Left: 50× 50 section of a 2D Delaunay triangulation. The color of each tri-
angle represents its area A. Right: For 2D random VD lattices, probability
distribution function (upper middle panel) and radial autocorrelation func-
tion (lower middle panel) of the triangle areas. For 3D random VD lattices,
probability distribution functions of the projected triangle area (upper right
panel) and the tetrahedron volumes (lower right panel).
area Axy of the tetrahedrons faces projected onto the xy plane plays a role of importance,
and the associated distribution is shown in Fig. 2.4 as well. In contrast to 2D, Axy = 0
is possible, and it corresponds to triangles located on a plane which is perpendicular to
the xy plane. Moreover, small Axy have a high probability, and the distribution decays
monotonously and rapidly to zero.
Figure 2.5 shows the distribution of the overall, the minimal, and the maximal link
lengths of neighboring Voronoi cells. The mean overall distances are above 1 in both
dimensions due to the random orientations. The most frequent distance is 1.0 in 2D
and 1.3 in 3D. Although the mean values are higher in 3D, longer connections exist in 2D.
Moreover, the probability of very short links, rij ≈ 0, decreases with increasing dimension.
2.3. Numerical construction
The numerical construction of the VD lattice is a standard geometrical problem, and sev-
eral approaches and algorithms exist. The current work uses the approach by Tanemura
et al. which searches for combinations of d + 1 points fulfilling the empty circumcircle
(circumsphere) property [Tan83]. This algorithm assumes that the VD connections are
composed of triangles only. The list of neighbors will be found for each point (site) sep-
arately by the following procedure. First, a list of neighbor candidates of a point P is
identified by their Euclidean distance to P . Here, all points are used within the cutoff
9
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Figure 2.5.: Probability distributions of the distances between neighboring sites for 2D
(left panel) and 3D (right panel) random VD lattices. The curves show
all, minimal, and maximal distances to neighboring sites for each Voronoi
cell. The data are averages over 1000 realizations of systems of linear size
L = 128 in 2D and L = 24 in 3D. The distance resolution is 0.01.
radius Rc, set empirically to 5.7 and 3.7 for 2D and 3D systems (for a point density fixed
at unity), respectively. These values are much larger than one would assume based on the
distances in Fig. 2.5 to ensure improbable events. In a second step, the algorithm con-
structs triangles (tetrahedrons) where P is a vertex and selects all combinations fulfilling
the empty circumcircle (circumsphere) property. Note that the point with the smallest
Euclidean distance to P is always a VD neighbor.
Based on this, only one vertex is left to figure out the first triangle in 2D. In further
steps, the latest neighbor can be used in combination with P to find the next valid triangle.
If the next neighbor coincides with the spatially closest neighbor, the list of neighbors is
complete. This means that the neighbors are always found clockwise or counterclockwise.
In this manner, one vertex is varied only, and it is thus more efficient than to check all
possible triangles.
In order to achieve a similar efficiency in 3D, one needs to know three points of the
tetrahedron at the beginning. The first three points are provided with P , the spatially
closest point, and an additional point which forms the smallest triangle (area) with the
two already known points. Based on this triangle, the first valid tetrahedron can be found
by means of the empty circumsphere property. To obtain further neighbors, one has to
select all valid tetrahedra sharing a surface with the previous one. Here, all neighbors are
identified if all surfaces of all valid tetrahedra are considered.
The effort of the algorithm is higher for 3D systems than for 2D. Nevertheless, it scales
asymptotically with the total number of points N in both dimensions.
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Destructive interference caused by disorder can lead to localized quantum particles, which
is known since the fundamental work of P. W. Anderson and henceforth referred to as
Anderson localization [And58]. When system parameters are varied, e.g. energy and
disorder strength, a conventional system can undergo a phase transition from the metallic
phase with delocalized (also called extended) states to the insulator phase with localized
states. Both phases are separated by so-called critical states with corresponding critical
system parameters. Such phase changes are referred to as LD transitions. Other systems
show transitions between two localized phases separated by a critical state as well. This
behavior designates a QH transition. Both types of transition are conventional second-
order phase transitions and will be (here) discussed under the generic term Anderson
transition. Section 3.1 renders the basic knowledge of conventional Anderson transitions
(with two different phases) while QH transitions are discussed in Sec. 3.2 cumulatively.
Finally, section 3.3 covers the detailed quantum mechanical description of electrons on
random VD lattices, which were discussed in the previous chapter.
3.1. Conventional Anderson transition
3.1.1. Fundamentals
The generic Anderson transition assumes noninteracting electrons interplaying with time-
independent potentials at zero temperature and can thus expressed by the time-independent
Schro¨dinger equation
Hˆ |ψ〉 = E |ψ〉 (3.1)
with wave function |ψ〉 and energy E. In general, the Hamilton operator
Hˆ = Tˆ + U(r) (3.2)
is expressed by a kinetic part Tˆ and the potential U(r). In the most simple continuous
representation Tˆ = pˆ2/2m forms the kinetic part with the momentum operator pˆ and
the (effective) electron mass m. U describes the random disorder in the white-noise type
〈U(r)U(r′)〉 ∝ δ(r − r′). For numerical simulation, the tight-binding-based lattice model
of Eq. (3.2) is a more conventional description and reads in site basis |i〉
Hˆ =
∑
〈ij〉
tij |i〉〈j|+
∑
i
ui |i〉〈i| . (3.3)
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Figure 3.1.: Sketch of a typical DOS for a 3D Anderson model for constant 0 < W < WC.
The shadings show the classification of the wave function in the correspond-
ing E interval.
Here, it is assumed that the basis fulfills 〈i|j〉 = δij , and the lattice Hamiltonian (3.3)
can be used in the usual Schro¨dinger equation (3.1) to describe the quantum mechanical
problem. The sum 〈ij〉 considers all nearest neighbor connections. The hopping integral
tij represents the energetic connection strength, and the random potentials ui are chosen
from certain distributions P (u). The box distribution Pbox(u) = Θ(W/2 − |u|)/W is the
standard choice, where W describes the disorder strength.
The common, principal behavior is as follows. For a regular lattice without any type
of disorder (W = 0), all states are Bloch waves, which are completely extended. For
very strong disorder, W > WC, all states are localized and the envelope of the wave
functions ψ(r) is proportional to exp(− |r − r0| /ξ). The localization length ξ describes
the strength of localization. For 0 < W < WC, both types can exist, but states for a
given set of parameters, e.g. E and W , are either localized or delocalized. The existence
of both an extended and a localized phase implies a phase transition inbetween at the
so-called critical point with critical states. Considering several parameters, the set of
critical points forms the so-called mobility edge, which is a lower-dimensional subspace
of the parameter space. For example, conventional systems have two phase transitions if
E and W characterize the system entirely and W is constant in [0, WC] (see Fig. 3.1).
Moreover, the position of the critical points depends on W . Therefore, the set of critical
points is represented by a line (mobility edge) in the EW space. The term mobility edge
traces back to a vanishing conductivity at zero temperature, if the Fermi energy is located
in a localized region. Therefore, the LD transition is also called metal-insulator transition.
3.1.2. Scaling theory of localization
The scaling theory of localization corresponds to the general scaling theory of critical
phenomena [Tho74; Weg76]. In the following, the basic idea will be briefly presented.
The scaling ansatz is based on the essential hypothesis that only one length, viz. cor-
relation length ξ, is relevant to describe the behavior of a quantity X in the vicinity of a
12
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critical point. The critical point itself is characterized by the absence of any length scale,
so X follows the homogeneity law
X(sx) = sbX(x) (3.4)
under scaling of a natural size x, e.g. system size, by a factor s. Here, b is a characteristic
exponent for the quantity X. Thus, X(x) ∝ xb. Absence of length scale also means that
ξ diverges right at criticality. Moreover, ξ shows a power-law behavior
ξ(xr) ∝ |xr|−ν (3.5)
in the vicinity of the critical point, where xr describes the distance from the critical point,
and ν is called critical exponent of the correlation length.
Phase transitions only occur in infinite systems since ξ cannot be larger than system
size L. However, only finite systems can be treated numerically. To solve this problem,
a renormalization group idea is used with regard to ξ ∼ L. In this sense, the system
will be considered for several finite sizes L, and L is identified as a scale parameter. The
assumption is that the quantity X fulfills the equation
X(bL) = f(X(L), b) , (3.6)
where the value of X for a system of size bL depends only on the value of X for a system
of size L and the scaling factor b (similar to the homogeneity law). Correspondingly,
the quantity X is not affected by other microscopic parameters, e.g. other characteristic
lengths. The existence of the function f is equivalent to finding a β function
β(X) = dXd lnL . (3.7)
The absence of any length scale right at criticality implies β(Xc) = 0, where Xc is the
critical value of X. Linearizing β(X) around Xc yields a simple differential equation with
a general solution(
L∞
L
)β′
= X∞ −Xc
X −Xc . (3.8)
Here, β′ describes the slope of β(X) at Xc, and the index ∞ marks the values of the
upper end of the renormalization process where L∞ is identified with ξ. In Eq. (3.8),
∆X = X − Xc describes the distance to the critical point. The following relationships
result
ξ ∝ (∆X)−1/β′ and ∆X ∝ Lβ′ . (3.9)
Comparing the first relation with Eq. (3.5) yields ν = 1/β′. The exponent of the correlation
length is equal to the inverse slope of the β function where β = 0. Due to linearizing, these
scaling relations are suitable for the immediate vicinity of the critical point only. Section
4.3 delineates an extended version in order to describe the behavior of the numerical data
sufficiently.
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Figure 3.2.: Qualitative behavior of the β function for d dimensional systems in the
orthogonal WD symmetry class.
Based on the above ideas, Abrahams et al. [Abr79] formulated the scaling theory of
localization, which describes the behavior of β(ln g), where g is the (dimensionless) con-
ductance, in dependence on the dimension of the system. Figure 3.2 shows a sketch of the
β functions for 1D, 2D, and 3D systems. The most prominent result is that LD transitions
only occur in systems with d > 2 while all states are localized for d < 2 due to disorder.
This simple dimensional separation is extended to a broad classification of systems, which
will be discussed under the term universality.
3.1.3. Universality
Although there exists a variety of theoretical descriptions and numerical transformations,
they are nevertheless united by the hypothesis of universality. In this sense, the critical
exponent ν of the localization length is universal and does not depend on a certain exper-
iment or theoretical model. The general behavior only depends on coarse properties, e.g.
system dimension and symmetry relations of Hˆ, and leads to a classification of systems.
For this purpose, a distinction is made between the three WD symmetry classes, i.e or-
thogonal, unitary, and symplectic class, according to the time-reversal and spin-rotational
symmetry of Hˆ. The orthogonal class fulfills both symmetries. The unitary class breaks
the time-reversal symmetry, and a symplectic system is not symmetric under spin rota-
tion. Originally these classes were enough to distinguish universal behavior in the field of
the Anderson model of localization. However, it turned out that more classes exist. In
this sense, more symmetry relations, i.e. chiral and particle-hole symmetry, must be con-
sidered, and thus the chiral and Bogoliubov-de Gennes classes are introduced (besides the
WD classes). The comprehensive review by Evers and Mirlin [Eve08] renders the distinc-
tion, labeling conventions, and features in detail. For the current work, the (basic) WD
classes are sufficient to distinguish the different behaviors. Table 3.1 shows an incomplete
list of estimates in literature for the critical exponent ν of 2D and 3D systems in the three
WD classes. In 2D, LD transitions exist in the symplectic class only and ν ≈ 2.75. In
contrast, for 3D, the LD transitions occurs for all WD classes. The critical exponent ν,
thereby, decays from 1.60 for orthogonal systems over 1.44 for unitary systems to 1.38 for
symplectic systems. In particular for 3D orthogonal systems, a large number of investi-
gations, which are based on different methods and underlying models, exist. Here, the
14
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Table 3.1.: Selected list of critical exponents ν of the localization length for LD transi-
tions in the 2D and the 3D WD classes, i.e. orthogonal (ort), unitary (uni),
and symplectic (sym) class. The disorder is realized by random potentials
(RP) or by percolation (PERC). Note that the notation of the errors has
been unified; nevertheless, the source (or interpretation) of the errors differs
partially. ELS is an abbreviation for energy-level spacing.
symmetry method lattice disorder ν reference
3D ort
MFA sc RP 1.590(4) [Rod11]
MFA sc RP 1.595(5) [Ujf15]
TMM fcc & bcc RP 1.5–1.6 [Eil08]
MFA sc PERC 1.622(35) [Ujf14]]
RGFA sc RP 1.59(18) [Cro06]
TMM sc RP 1.573(5) [Sle14]
MFA,RGFA,ELS cst RP 1.565(11) [Pus15a]
3D uni MFA sc RP 1.437(4) [Ujf15]TMM sc RP 1.443(1) [Sle16]
3D sym MFA sc RP 1.383(10) [Ujf15]TMM sc RP 1.375(6) [Asa05]
2D sym TMM ss RP 2.746(3) [Asa04]
multifractal analysis (MFA) and the transfer-matrix method (TMM) are frequently used.
Note that the TMM and the recursive Green function approach (RGFA) have a similar
framework. For simplicity, the numerical tight-binding description is mostly based on the
sc lattice. However, two studies emphasize the universal nature by the usage of more
complex lattices, i.e. the face-centered (fcc) and the body-centered cubic (bcc) lattices
[Eil08], and the corner-sharing tetrahedral (cst) lattice [Pus15a].
Note that numerical investigations of higher-dimensional systems exist as well [Gar07;
Ueo14]. For example, Ueoka et al. [Ueo14] obtained ν = 1.15 and 0.97 as critical exponents
on four- and five-dimensional hypercubic lattices in the orthogonal WD symmetry class,
respectively. Moreover, the investigation of systems with noninteger dimension emphasize
the existence of phase transitions for d > 2 and the dimensional dependence of ν described
by Wegner’s (2 + ε) expansion [Asa06; Sch96; Tra02; Weg89].
3.2. Quantum Hall transition
The (integer) QH effect is the quantum-mechanical variant of the classical Hall effect
and occurs in 2D electronic systems with strong perpendicular magnetic field B (and
low temperatures). Generally, noninteracting electrons moving under the influence of a
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magnetic field B in potential-free space can be described by the Hamiltonian
Hˆ = Tˆ = 12m
(
pˆ+ eAˆ
)2
. (3.10)
Here, A is the vector potential, which fulfills B = curlA. For electrons situated on the xy
plane, one can choose the Landau gauge, A = (0, Bx , 0), so that the magnetic field B =
(0, 0, B) is directed along the z axis. Under this condition, the general Hamiltonian (3.10)
can be simplified to
Hˆ = − ~
2
2m
[
∂2
∂x2
+
(
∂
∂y
+ eBx
)2]
. (3.11)
For this choice of A, the y component is not affected by B and thus the translational
invariance along the y axis suggests that the wave function ϕ(x , y) ∝ eikyyfn(x) solves
the Schro¨diger equation (3.1). The separated part which depends on x[
− ~
2
2m
∂2
∂x2
+
mω2cyc
2 (x − x0)
2
]
fn(x) = Enfn(x) (3.12)
is equal to a harmonic oscillator with discrete eigenvalues
En = ~ωcyc(n+ 1/2) . (3.13)
Here, ωcyc = eB/m is the frequency of a classical cyclotron with the guiding center at
x0 = −ky~/(eB). This effect is known as Landau quantization, and the discrete energies
are called Landau levels (LL). The eigenfunctions
fn(x) ∝ exp(−(x − x0)2mωcyc/(2~))Hn(
√
mωcyc/~(x − x0)) (3.14)
are similar to a simple harmonic oscillator with the Hermite polynomials Hn, but the
center is shifted to x0. In particular for the lowest LL, n = 0, the electron is confined in
a small stripe around x0 along the y axis. This intensity distribution coincides with the
classical picture, where electrons make a circular movement with an additional drift in a
certain direction (here along the y axis).
Each LL is highly degenerate. For explanation, one could assume a finite sample of size
Lx ×Ly with PBC along the y axis. First, En is independent of the quantum number ky
which can take the values 2piny/Ly . Second, the guiding center coordinate should be also
inside the sample 0 ≤ x0 < Lx . The number NLandau of degenerate states is, therefore, in
the interval
0 ≤ NLandau < eBh LxLy . (3.15)
Here, eB/h describes the area density of degeneracy. Alternatively, the dimensionless
magnetic flux Φ = eBa2/h is a commonly used quantity and describes magnetic flux Ba2
through a standard area a2 in multiples of the flux quantum Φ0 = h/e.
16
3.2. Quantum Hall transition
DOS
σxx
σxy
E1 E2 E3 E
localized
critical
Figure 3.3.: Qualitative behavior of the QH effect in presence of disorder shown by the
DOS, the longitudinal conductivity σxx , and Hall conductivity σxy . All
states except states at the critical energies E1, E2, and E3 are localized.
To describe the most famous feature of the QH effect, one needs to apply an electric
field Ex in x direction. As consequence of the magnetic field, a current flows in y direction
only. Each filled LL contributes −e2Ex/h so that the Hall conductance
σxy = n
e2
h (3.16)
takes only quantized values, which are integer multiples n of the inverse Klitzing constant
1/RK ≡ e2/h [Kli80]. The filling factors n describe the number of filled levels, i.e. all
levels below the Fermi energy. The longitudinal conductance σxx differs from zero only
for energies equal to a LL. This is called plateau behavior since σxy is constant between
successive LLs.
Generally, adding a potential V (x) to the above problem lifts the degeneracy of the LLs;
the eigenvalues depend on the position of the cyclotron center. An analytical solution is
only possible for several special cases of V (x). Originally, it was shown that the quantiza-
tion of σxy survives in systems containing a single δ-function impurity [Pra87]. This result
could be generalized to arbitrary scatterers. Figure 3.3 shows the principal behavior of QH
systems which are affected by disorder. Due to disorder, the LLs broaden to so-called LBs.
In correspondence to the above categorization, the QH system is in the 2D unitary WD
class since the magnetic field breaks the time-reversal symmetry. Therefore, no delocal-
ized phase exists due to disorder. However, nonlocalized states emerge at a single energy,
i.e. the critical energy, for each LB. At zero temperature the Hall conductivity σxy shows
(sharp) steps whenever the Fermi energy passes these critical energies. The longitudinal
conductivity σxx vanishes for all energies except the critical one, where σxx is finite.
In summary, the QH transition (also called plateau transition) can be understood as a
special case of Anderson transitions. In contrast to LD transition, it is a phase change
between two localized regions separated by critical states occurring at the LLs.
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Table 3.2.: Selected list of critical exponents ν of the localization length for QH phase
transitions (at the lowest LL). Note that the notation of the errors has been
unified; nevertheless, the source (or interpretation) of the errors differs par-
tially.
method model ν reference
TMM CC network 2.593(5) [Sle09]
TMM CC network 2.607(4) [Sle12]
TMM CC network ≈ 2.57 [Nud15]
TMM CC network 2.616(7) [Ama11]
TMM CC network 2.55(1) [Obu10]
TMM CC network 2.5(5) [Cha88]
TMM quenched CC network 2.372(9) [Gru17]
diffusion quantum kicked rotator 2.57(4) [Dah11]
RGFA random Landau matrix 2.34(4) [Huc95; Huc90]
real space renormalization CC network 2.37(2) [Cai03]
real space renormalization triangular CC network 2.3–2.76 [Mkh09]
experiment AlxGa1−xAs 2.38 [Li09]
experiment graphene 2.5(2) [Gie09]
TMM Peierls lattice ≈ 2 [Sch84]
3.2.1. Universality
Similar to LD transitions, universality is also expected for integer QH transitions. More
precisely, microscopic details seem to be unimportant for the QH transition in the low-
est LL [Huc90]. For higher levels, deviations were first observed, but Huckestein [Huc92]
showed that the scaling behavior in the lowest and in the second lowest band becomes sim-
ilar for larger system sizes. Table 3.2 summarizes several results for the critical exponent
ν for the QH transition at the lowest LL. One of the recent investigations by Slevin and
Ohtsuki, presents the localization-length exponent ν = 2.593(5) [Sle09]. The value clearly
differs from most previously obtained estimates ν ≈ 2.4 and is also larger than the latest
experimental value ν = 2.38(2) by Li et al. [Li09]. Slevin et al. justified the discrepancy
from other numerical results by the fact that previous calculations were more imprecise
than their error estimates imply. On the other hand, the deviation from experiment is due
to different macroscopic features. This means that electron-electron interactions occur-
ring inevitably in experiments are not included in the numerical models. In a more recent
publication, Slevin et al. updated their estimate to ν = 2.607(4), which was obtained in
same manner as before but it is based on larger system sizes. In recent years, further
investigations (by various groups) lead to similar exponents ν ∈ [2.55 , 2.61]. The latest
theoretical results are mostly based on the CC network model [Cha88]. This semi-classical
model describes the tunneling processes and the interference near criticality by a network
of regularly aligned saddle points connected by equipotential lines. The review by Kramer
et al. [Kra05] gives an overview of the random network model. Gruzberg et al. observed
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Figure 3.4.: Hofstadter butterfly for the ss lattice. The energy spectrum for all rational
Φ = p/q splits into q continuous subbands ( ). The data comprises p ≤
q ≤ 20. The spectrum without magnetic field, Φ = 0, is a single band,
which ranges from E = −4 to 4. The graph is symmetric to both E = 0 and
Φ = 0.5. The spectra is obtained by means of the approach in Ref. [Hof76].
The free-electron-gas approximation E−n ( ) is visualized for n = {0, 1 , 2}.
ν = 2.372(9) based on a geometrically disordered CC model.
At the beginning of the investigation of QH transitions, other models, e.g. the Peierls
tight-binding and the random-Landau-matrix model, were used as well (see review by Huck-
estein [Huc95]). These models differ from the CC model in a crucial point. While the CC
model covers the essential features of a single LB, the other approaches (can) describe
systems including several LBs. The Peierls tight-binding model, which is applied in the
current work and generally introduced in the next section, describes the QH transition
in a lattice approach, and it thus differs from the free-electron-gas description. Figure
3.4, viz. Hofstadter butterfly, represents the energy spectrum in dependence on the di-
mensionless magnetic flux Φ through a unit cell exemplary for a disorder-free ss lattice.
A similar behavior can be found in other periodic systems, e.g. honeycomb lattice, and
these graphs have several fascinating properties [Hof76; Ram85]. For irrational Φ, the
spectrum is formed by an uncountable set of energy values with zero measure. For ratio-
nal Φ = p/q (where p and q are integer numbers with a greatest common divisor equal
to one), the spectrum splits into exactly q distinct subbands (LLs). Correspondingly, the
strong degeneracy is lifted, and occurring LLs have a nonzero intrinsic width. In compar-
ison to other characteristic energies, i.e. the range of the entire energy spectrum or LL
separation, there are very narrow as well as extremely broadened bands. In presence of
disorder, these subbands are additionally broadened. Since the spectra of Φ = 0 and Φ = 1
are completely equivalent, it is obvious that not every Φ > 0 can describe the pure QH
effect. Moreover, the electrons can scatter between different LLs if the disorder-introduced
broadening becomes significant in comparison with the separation of successive LLs. This
effect is often called LL coupling [Huc95, Sec. VIII B]. With regard to universality, the
Peierls tight-binding model describes the critical behavior of a continuum model under
two restrictions: the disorder must lead to a broadening which is much larger than the
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intrinsic width of the level but also significantly less than the LL spacing [Huc95, Sec. III
C]. More than 30 years ago, Schweitzer et al. [Kra84; Sch84; Sch85] investigated principal
properties of the QH effect based on this model by means of a RGFA; however, their re-
sults are too inaccurate for a detailed comparison with the latest results based on the CC
model. Appendix A.1.1 shows significantly more accurate results for the critical properties
of QH transitions on regular lattices.
Based on a free-electron-gas description, one can approximate the Laplacian operator
by a Laplacian matrix, which for ss lattices is equal to a connectivity matrix (3.3) besides
an energetic shift. Using the lattice constant a and constant hopping integrals tij = 1, one
can find the relation m = ~2/(2a2), which is used to modify the eigenvalues (3.13) to
E∓n = ∓4± 4piΦ(n+ 1/2) . (3.17)
The ± sign reflects the fact that this relation describes the energies of LLs close to both
system band edges in the limit of small Φ (see Fig. 3.4). Hence, the outermost LLs are
the lowest LLs, and the level index increases towards the band center.
3.3. Random Voronoi-Delaunay Hamiltonian
Similar to the previous section, the quantum mechanical motion of noninteracting elec-
trons in presence of a magnetic field B and potential disorder U(r) is described by the
Hamiltonian
Hˆ = 12m(pˆ− eAˆ)
2 + U(r) . (3.18)
With regard to the above definition of 2D random VD lattices and the QH effect, the
magnetic field B = curlA = (0, 0, B) should be uniform and point into z direction. In
3D, no preferred direction exist so that the Landau gauge, Aˆ = (0, Bx , 0), is chosen for
both 2D and 3D VD lattices. Moreover, the Hamiltonian will be described by means
of a tight-binding representation (3.3) with one (Wannier) orbital per lattice site only,
because microscopic details are not relevant. This particularly means that nonoverlapping
orbitals are assumed despite the arbitrarily short distances in VD lattices. Additionally,
the influence of the applied magnetic field on these orbital wave functions will be neglected
(lowest perturbation order). Hence, the set of orbitals always builds an orthonormal basis.
The magnetic field changes the phase of the wave function between two sites, which is
achieved by replacing the hopping-matrix elements
tij → tij exp
(
i eh
ˆ rj
ri
Adl
)
. (3.19)
This approach is known as Peierls substitution [Lut51; Pei33]. Regarding random VD
lattices, the originally nearest neighbors of the tight-binding Hamiltonian (3.3) are repre-
sented by the VD neighbors (VDn). In summary, the random VD Hamiltonian reads
Hˆ =
VDn∑
ij
exp(iϕij) |i〉〈j|+
∑
i
ui |i〉〈i| (3.20)
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with the phase factor
ϕij =
e
h
ˆ rj
ri
Adl = 2piΦ
(
xi + xj
2
)
(yj − yi) = −ϕji . (3.21)
In contrast to the conventional tight-binding description (3.3), the kinetic part [first term
in Eq. (3.20)] is already affected by disorder due to random connections. Therefore, this
kind of disorder is always present, and the corresponding disorder strength cannot be
tuned since |tij | is fixed at unity. However, an electron hopping from site j to i undergoes
a phase shift ϕij , which depends on B, and on the spatial positions of the linked sites i and
j. Note that all quantities in Eq. (3.21) are dimensionless. xi and yi are the coordinates
in x and y direction of site i, respectively, in terms of the standard length a. Φ = eBa2/h
describes the flux through the standard area a2 in multiples of the flux quantum e/h. The
length a = 1 is chosen with regard to the point density; the mean number of sites in the
area a2 and volume a3 is fixed at unity for the 2D and 3D system, respectively.
Note that the dependence on the coordinates in ϕij is only important in relation to other
site positions, because physical properties are independent of the system location. The
second term of the random VD Hamiltonian (3.20) describes the potentials ui distributed
in [−W/2, W/2] with the (potential) disorder strength W . For W = 0, all potentials are
equal and the system is thus purely topologically disordered.
The random VD Hamiltonian (3.20) is affected by topology in two ways. First, each site
has a random number of VD neighbors. Here, the exact site coordinates do not matter.
Secondly, the phase factor (3.21) is influenced by the position and the length of the bond.
The phase change of loops is determined by the flux through the enclosed area. The
smallest loops are given by the Delaunay triangles or by the projection of the Delaunay
triangles onto the xy plane in 2D and 3D, respectively.
The nonuniform influence of x and y on the phase factor (3.21) is caused by the specific
choice of A. Since the phase is influenced by the x coordinates, PBC are not applicable in
this direction1. This implies the choice of open boundary conditions (OBC) in x direction
and PBC in y direction. For Φ = 0, PBC in x direction are chosen as well to reduce the
impact of finite system sizes and for the comparison with existing calculations on other
systems. The hopping elements have no dependence on z , and thus PBC are employed in
z direction (for 3D random VD lattices).
In summary, the random VD Hamiltonian (3.20) is in the orthogonal and unitary WD
symmetry class for Φ = 0 and Φ 6= 0, respectively. How far the system differs from the
according universal behaviors will be investigated by means of the methods discussed in
the next chapter.
1Note that for some regular lattices one can choose such a Φ that PBC are employable due to the
equivalence of ϕij and ϕ′ij = ϕij + 2pi. For this purpose, ΦLx (yj − yi) must be an integer.
21

4. Methods
The current chapter presents two methods, i.e. MFA and RGFA, which are used to obtain
characteristic measures for the finite-size scaling (FSS) approach. As outlined below,
the fundamental description of the methods is completely different, so the comparison
of the independent results shows the accordance and emphasizes the universal nature of
the investigated phase transitions. Both methods are first described in general terms and
specific features concerning the random VD lattice are discussed afterwards. The last
section depicts the proceedings of the FSS approach in detail.
4.1. Multifractal analysis
The MFA is based on strongly fluctuating wave functions at criticality which is accom-
panied by the loss of any characteristic length scale [Cas86; Jan94; Weg87]. This phe-
nomenon, called multifractality, is a remarkable feature of Anderson transitions. This
concept, originally introduced by Mandelbrot [Man82], occurs in many fields and describes
the scaling of moments of a distribution by an infinite set of multifractal exponents.
4.1.1. Fundamentals
In the present d-dimensional system, the underlying normalized distribution is |ψ(r)|2. Its
qth moments
Pq ≡
ˆ
drd |ψ(r)|2q (4.1)
are called generalized inverse participation ratios, which yield a power-law scaling
Pq = Ld
〈
|ψ(r)|2q
〉
∼ L−τq (4.2)
with respect to linear system size L. The mass exponents τq are used to characterize
the corresponding wave function. For a perfect metal, the wave-function intensities are
equally distributed and thus τq = d(q − 1). For an extreme insulator, the wave function
can be assumed as a distribution that differs from zero in just a single point, so τq is
equal to 0 or ∞ for positive and negative moments q, respectively. At criticality, τq is a
nonlinear function of q and it is thus called anomalous behavior. Note that the anomalous
dimensions ∆q = τq − d(q − 1) are often introduced by subtracting the metallic behavior.
Moreover, the fractal dimensions Dq are also often established via τq = Dq(q − 1). While
Dq is a nonlinear function of q at the critical point, it is equal to d and 0 for an extreme
metal and insulator, respectively.
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Figure 4.1.: Mass exponents τq (left panel) and multifractal spectra f(αq) (right panel)
for specific 2D and 3D wave functions. The functions for an extreme insula-
tor and metal are analytic. Empty circles mark excluded points. The values
for 2D and 3D critical wave functions correspond to the data in Figs. 5.10
(L = 1024, E = 5.59) and 6.3 (right panel, L = 100, E = −5.1225), respec-
tively. Note that the data for critical wave functions depend on boundary
conditions. τ0 and τ1 are invariant for each dimension.
The singularity spectrum f(αq), also called multifractal spectrum, is a more frequently
used quantity and is related to τq via the Legendre transformation
f(αq) = qαq − τq (4.3)
with αq = dτq/dq (in the limit L → ∞). The interpretation of the spectrum f(αq) is as
follows: fq describes the fractal dimension of all points r′ where the wave function scales as
|ψ(r′)|2 ∼ L−αq . This implies that the fractal dimension fq ≤ d is limited by the Euclidean
dimension d. Generally, f(αq) is a convex function with maximum f(α0) = d at α0. For
an extreme metal, f(αq) is concentrated in the single point (d, d). For the opposite limit,
the insulator, the spectrum changes into (0, 0) for negative and into (∞, d) for positive
moments. Figure 4.1 shows the τq and the corresponding f(αq) for wave functions in the
critical, metallic, and insulating regime.
For finite systems, an average 〈·〉ψ over several eigenstates is necessary to obtain an
appropriate estimate of the exponents, e.g. τq. Particularly, two estimates are conceivable,
namely the ensemble (ens) and the typical (typ) average. While the typical value calculates
the mean of the exponent itself, the ensemble average uses the mean of the value the
exponent refers to. Thus, the scaling (4.2) yields
〈Pq〉ψ ∼ L−τ
ens
q and exp 〈lnPq〉ψ ∼ L−〈τq〉ψ = L−τ
typ
q (4.4)
for the ensemble-averaged and typically averaged mass exponent, respectively [Eve08].
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4.1.2. Box-size scaling
Numerically, the system will be described in lat-
L
l
Figure 4.2.: Box-counting scheme for
L = 10 and l = 2. VD
sites ( ) represent the
wave-function intensities
|ψi|2.
tice representation, and the MFA is based on
a standard box-counting algorithm (sketched in
Fig. 4.2). According to the system dimension,
the boxes are squares and cubes for 2D and 3D
systems, respectively1. The system of size Ld is
partitioned into boxes of size ld. The qth mo-
ment
Pq ≡ Pq(ψ,L, l) =
∑
b
µqb(ψ,L, l) (4.5)
of the wave-function intensities |ψ|2 will be cal-
culated by means of the probability
µb ≡ µb(ψ,L, l) =
∑
i∈box b
|ψi|2 (4.6)
to find a electron in a certain box b. Note that
all summations over b consider nonempty boxes,
µb > 0, only. The combination of the scaling
relations (4.4) and the box-size scaling approach with the relative box size λ ≡ l/L yields
the ensemble-averaged and typically averaged mass exponent
τ ensq = lim
λ→0
ln 〈Pq〉ψ
lnλ and τ
typ
q = lim
λ→0
〈lnPq〉ψ
lnλ , (4.7)
respectively. The thermodynamic limit, L → ∞, is thereby replaced with the limit of
small (relative) box sizes λ → 0. The singularity spectra f(α) can be calculated directly
(without calculating τq first). Applying the Legendre transformation (4.3) to the averaged
mass exponents (4.7) yield the ensemble-averaged spectrum
αensq = lim
λ→0
1
lnλ
〈Rq〉ψ
〈Pq〉ψ
and f ensq = lim
λ→0
1
lnλ
(〈qRq〉ψ
〈Pq〉ψ
− ln 〈Pq〉ψ
)
(4.8)
and the typically averaged spectrum
αtypq = lim
λ→0
1
lnλ
〈
Rq
Pq
〉
ψ
and f typq = lim
λ→0
1
lnλ
〈
qRq
Pq
− lnPq
〉
ψ
(4.9)
in parametric form [Rod08; Vas08], where
Rq ≡ Rq(ψ,L, l) =
∑
b
µqb lnµb (4.10)
1In principle, other forms are possible as well. The appropriate form of boxes depends on properties of
system, e.g. the shape of the system, and should be scalable.
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is an auxiliary variable. Strictly speaking, the multifractal exponents, i.e. τq, αq, and fq,
are only defined for states featuring multifractality. However, the definitions in Eqs. (4.7),
(4.8), and (4.9) can also be applied to non-multifractal (off-critical) states to characterize
the set of wave functions {ψ}. Hence, the exponents depend on the system size L and
several parameters {ω}, e.g. E, W , and Φ.
With regard to phase transitions, all above multifractal exponents can be represented
in the form
lim
λ→0
A(L, l, {ω})
ln(λ) = a(L, {ω}) , (4.11)
where a is the multifractal exponent of a certain quantity A. The limit, λ → 0, suggests
the consideration of small box sizes l. However, A scales like
A(l)
ln(λ) ≈ a+
c+ c′l−y
ln(λ) (4.12)
for fixed L and {ω}. Here, the second term renders systematic deviations occurring for
small l (finite-size effects), and c, c′, and y are constants, which can depend on L and {ω}.
With regard to the FSS approach used in Sec. 4.3, a(L, {ω}) and its statistical error must
be determined with high accuracy; for this purpose, several methods exist. First, one can
consider only larger l, where c′l−y becomes negligible, and a can be calculated [separately
for each condition (L, {ω})] using the slope of the linear equation A(l = λL) = a ln(λ) + c.
Practically, l does not become so large that c′l−y is fully neglectable, and thus the slope
is just an effective value for a, which still carries finite-size effects and depends on the
range of considered box sizes. In an earlier publication [Pus15b], the slope was determined
based on the data of A(l) in the box-size range l ∈ [λlL, λuL] which scales linearly with
L by means of two constant relative box sizes λl and λu. The most important downside
of this method is that the error estimates of a can become incorrect, since the behavior
cannot be fully described by the linear relation and the values of A for successive box sizes
are highly correlated. A second approach is much simpler. A(l = λL) is considered for a
single (relative) box size l = λL only. The finite box-size effects can be easily expressed
by the system-size dependency, so the Eq. 4.12 takes the form
A(l = λL)
ln(λ) ≈ a
′ + c′′L−y (4.13)
which can be described with the FSS approach of Sec. 4.3. In this manner, a′(L, {ω})
shows the critical behavior for all values of 0 < λ < 1, and the qualities of the error
estimates for a′ and A are equivalent. The effective multifractal exponent, a′ = a+c/ lnλ,
depends on λ and represents the downside of this method. In a more improved version,
viz. multifractal FSS, the FSS approach of Sec. 4.3 is extended, and the critical behavior
of A(L, l, {ω})/ ln(λ) is described by sophisticated scaling functions depending on L, l,
and {ω} [Rod11]. These functions are an extension of Eq. (4.12).
Since the critical exponent ν will be the most important quantity to characterize a phase
transition, the second method, where A is considered for a single l = λL, is chosen in this
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L
l
Figure 4.3.: Enhanced box-counting scheme for L = 10 and inappropriate box size l = 4.
The VD sites ( ) of the original system ( ), which corresponds to Fig. 4.2,
are periodically repeated with additional sites ( ).
work. The multifractal exponents themselves play a subordinate role. In the following,
αensq=0 of Eq. (4.8) will be used exclusively to characterize a set of wave functions. For
simple notation, A symbolizes an effective value of αensq=0 and describes the apex position
of the fα spectra. Ac characterizes critical states and coincides for λ→ 0 with the original
meaning of αensq=0.
4.1.3. Partitioning scheme
An isotropic d-dimensional grid is the most simple partitioning scheme which fits exactly
the system of size Ld. However, this is only possible for box sizes l so that the number of
boxes λ−1 = L/l in each spatial dimension is integer. Depending on L, only a few l values
are allowed, and it thus reduces the reliability of fits to obtain the multifractal exponents.
An enhanced procedure is sketched in Fig. 4.3 [Sch91; Thi13]. The fundamental idea is
that the origin of a box is not unique due to PBC. It is possible to shift the grid, and
the system is covered again by folding back protruding parts of boxes to the original area.
The technique is further improved by the use of (originally) inappropriate box sizes l as
follows. The system will be periodically repeated m times so that mL/l is integer. Since
the distribution of the expanded system is not normalized, all sums need to be weighted
with m−d. The implementation of this concept is complex, but the same result can be
achieved in a simpler manner. For this purpose, the system will be covered by boxes with
all Ld possible box origins, where protruding parts are folded back. Thereby, each part
of the system is covered ld times with boxes of linear size l. The numerical effort of this
technique scales asymptotically as Ld+1.
For a regular lattice, the finest grid resolution is suggested by the translational symme-
try. Contrarily, the choice is arbitrary on random VD lattices, and the number of sites
in a box varies for all grids. The linear size of the smallest box is set at unity so that
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the mean number of sites in a such boxes is exactly one in both dimensions. In the limit
l L, the site number fluctuation can be described by a Poisson distribution. For exam-
ple, the empty box probability exp(−ld) decreases rapidly with l and forms an additional
finite-size effect. It is therefore appropriate to omit small boxes. The existence of empty
boxes of size ld coincides with the occurrence of VD distances rij > l. Thus, one can see
that the effect of empty boxes is negligible for l > 3 based on the distance distributions of
VD neighbors (see Fig. 2.5).
4.1.4. Numerical realization
As shown above, the MFA is based on analyzing wave functions. It is, therefore, necessary
to calculate eigenstates of the VD Hamiltonian (3.20) for given sets of parameters. This
will be done in two different ways as follows.
First, one diagonalizes the secular matrices of dimension Ld×Ld and sorts the eigenstates
corresponding to their eigenenergies into intervals of width∆E. Thus, the number of states
in each interval is proportional to the DOS. Analyzing the states in an interval yields the
effective multifractal exponents for the associated energy range. The effective exponents
of all intervals show a behavior for the entire spectrum. This calculation is limited by
the computer memory to comparably small systems, and thus the data represent a rough
behavior only.
The second method makes use of the tight-binding approach and considers sparse-matrix
routines. Each eigenstate is calculated separately by means of a Jacobi-Davidson method
with (included) preconditioning. For this purpose, two different routines are used. While
JADAMILU [Bol06b] was used for orthogonal matrices, a combination of PRIMME [Sta10]
and ILUPACK [Bol06a] for preconditioning was utilized to handle unitary matrices. Re-
gardless of the used routine, the multifractal exponent is based on a large number (several
thousands) of eigenstates close to a certain energy E. Each eigenstate is calculated for a
different lattice realization in order to reduce the correlation between utilized states. The
upside of the second way is that much larger systems can be treated, but the computation
time of the iterative calculation of the eigenstates varies strongly depending on the type
of state and the position in the spectrum. Moreover, only a certain part of the spectrum
can be calculated with necessary accuracy and on an acceptable time scale.
Depending on the calculation method of the eigenstates, the wave function analysis will
be referred to as rough or detailed MFA.
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4.2. Recursive Green function approach
In general, Green functions are used to solve linear, inhomogeneous differential equations,
e.g. the Schro¨dinger equation. They are equally useful for numerical as well as analytical
considerations. It is, thereby, possible to directly calculate electronic properties, e.g. the
DOS, the localization length, and the conductivity tensor, and other quantities [Kra84;
Mac85; Nik93; Sch85]. This will be done by a stepwise extension of the system in a given
direction and an iterative calculation of physical quantities. Therefore, the system should
have short-range interactions so that it can be described in a tight-binding ansatz. The
current section is structured as follows. The first part presents the fundamental knowledge
of Green functions and therewith expressed properties (as used herein). Afterwards, the
second part shows the general recursive formulation for highly disordered systems. The
special features and the implementation concerning random VD lattices are presented at
the end.
4.2.1. Fundamentals
The Green function G(r, r′;E) which corresponds to the time-independent Schro¨dinger
equation (3.1) is characterized by the relation[
E − Hˆ(r)
]
G(r, r′;E) = δ
(
r − r′) , (4.14)
where G(ri, rj ;E) = 〈ri| Gˆ(E) |rj〉 is a presentation of the Green function operator Gˆ(E).
This operator is not well-defined for all E, because G(ri, rj ;E) diverges if E is an eigen-
value of Hˆ. However, Gˆ(E) can be defined as limit of the operator
Gˆ±(E ± i0) = lim
η→0±
[
(E + iη)− Hˆ
]−1
, (4.15)
where the energy E → Z ≡ E + iη is shifted into the complex plane. Here, the sign of
η distinguishes between the retarded and the advanced Green function, Gˆ+(E + i0) and
Gˆ−(E− i0), respectively. Note that they are related by Gˆ−(Z) = (Gˆ+(Z))† for a Hermitian
Hamiltonian. For simplicity of notation, the limit η → 0± will be omitted and Gˆ is used
as short version of Gˆ+(Z) in the following. Referring to the site representation (3.3) one
can write Eq. (4.14) [under inclusion of Eq. (4.15)] in matrix notation
[Z−H] G = I . (4.16)
Here, I and Z ≡ (E+ iη)I are the identity matrix and the complex energy matrix, respec-
tively.
Density of states
Inserting the completeness relation I = ∑n |n〉〈n| into Eq. (4.16) yields the Green function
G =
∑
n
|n〉〈n|
E + iη + εn
=
∑
n
|n〉〈n| (E − εn)− iη(E − εn)2 + η2 (4.17)
29
4. Methods
in spectral representation. This expression shows the construction of the Green function
Gij = 〈i|G |j〉 by means of eigenvalues εn and eigenfunctions |n〉. The imaginary part
can be rewritten with δ(x) = limη→0+ η/pi(x2 + η2) as
Im G = −pi
∑
n
δ(E − εn) |n〉〈n| , (4.18)
and thus yields the local density of states (LDOS)
Di(E) = − 1
pi
Im Gii =
∑
n
δ(E − εn) 〈i|n〉 〈n| i〉 (4.19)
at the ith lattice site. Integration over all sites yields the (normalized) DOS
〈δ(E − ε)〉 = − 1
piN
Im tr G . (4.20)
Wave function characterization
To identify a phase transition one can use the localization length ξ or the conductivity
of the system [Huc95]. For numerical computation, ξ is the simplest quantity and can
be defined by means of the asymptotic behavior of |G(r, r′;E)|. For an exponentially
localized state |ψ(r)| ∼ exp (− |r − r′| /ξ), the localization length is defined as
ξ−1 = − lim
|r−r′|→∞
ln |ψ(r)ψ(r′)|
|r − r′| = − lim|r−r′|→∞
ln |G(r, r′;E)|
|r − r′| . (4.21)
Note that |G(r, r′;E)| is broadly distributed and ln 〈|G(r, r′;E)|〉 is not a self-averaging
quantity. Contrarily, ln |G(r, r′;E)| is Gaussian distributed, so 〈ln |G(r, r′;E)|〉 is self-
averaging and thus a more suitable quantity [Eve08; Kra93].
Alternatively, one can characterize the long-range behavior by the inverse of the local-
ization length γ ≡ 1/ξ which could be interpreted as the smallest Lyapunov exponent of
the system. This measure can take values between 0 for perfectly extended states and ∞
for extremely localized wave functions.
Dyson equation
Another important relation, viz. Dyson equation, describes the perturbation Hˆ = Hˆ0 + ∆ˆ
of a system Hˆ0 with ∆ˆ by means of Green functions. The combination of this relation
with the general definition (4.16) yields the Green function
Gˆ0 =
[
Z − Hˆ0
]−1
=
[
Z − Hˆ + ∆ˆ
]−1
=
[
1 + Gˆ∆ˆ
]−1
Gˆ (4.22)
associated to Hˆ0. Rearranging the terms yields the Dyson equation
Gˆ = Gˆ0 + Gˆ0∆ˆGˆ . (4.23)
This implicit relation becomes very important for the recursive construction of the system.
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Figure 4.4.: Schematic representation of the recursive layer formalism (Eq. 4.24). A bar
or stripe is subdivided into several successive layers. Each layer is repre-
sented by the layer Hamiltonian Hi carrying the layer-site potentials and
the connection between the sites in a layer. Successive layers are connected
by Vi while non-successive are unconnected.
4.2.2. Recursive formulation
The recursive calculation of transport and other properties is one of the most important
advantages of the RGFA. In numerical simulations the computer memory is, besides the
computation time, the most limiting factor; in tight-binding-based systems with N atoms
the memory requirement usually scales with N2. The recursive method reduces the re-
quired memory significantly [Hay80; Mac85; Mac81; Mac83]. The whole system will be
divided into subparts, and properties corresponding to the complete systems are calcu-
lated by iterations. Normally, quasi-one-dimensional systems are considered and thus the
shape of the structure is a stripe or bar in 2D and 3D systems, respectively. The subparts
are layers of fixed size. For an effective recursive formulation, these layers should be so
large that only bonds between neighboring layers exist. In matrix notation, the rows and
columns are exchanged so that the system is represented by a tridiagonal block matrix
H(M) =

H1 V2
V†2 H2 V3
V†3 H3
. . .
. . . . . . VM
V†M HM

(4.24)
with diagonal matrices Hi ≡ Hi,i and off-diagonal matrices Vi+1 ≡ Hi,i+1 describing intra-
layer and inter-layer connections, respectively (see Fig. 4.4). The recursive construction
of the Hamilton matrix H works as follows. The stack H(M) of M connected layers
and the unmounted next layer HM+1 forms the basic system H˜(M+1) at stage M + 1.
The perturbation of this matrix by ∆M leads to the complete system, H(M+1), with
M+1 connected layers. Here, the perturbation ∆M = VM |M + 1〉〈M |+V†M |M〉〈M + 1|
connects the last layer with the previous stack.
The Green function matrix G(M), which corresponds to H(M), can also be formulated in
block-like structure based on the layer-stack construction. All matrix elements of G(M)
will be changed after an iteration step, and it is thus necessary to indicate the construction
stage of the block matrices G(M)i,j by the number of layers M . Note that G
(M)
i,j is not the
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Green function of Hi,j . In the following formulation, it is not necessary to calculate Green
functions of a single (unmounted) layer; G(M) and G˜(M) always refer to H(M) and H˜(M),
respectively. The perturbation H(M) = H˜(M) + ∆(M) expressed by Green functions reads
G(M) = G˜(M) + G˜(M)∆(M)G(M) . (4.25)
The corresponding block-wise formulation could be expressed by the four cases
G(M+1)M+1,M+1 = G˜
(M+1)
M+1,M+1
(
I + V†M+1G
(M+1)
M,M+1
)
, (4.26)
G(M+1)M+1,k≤M = G
(M+1)
M+1,M+1V
†
M+1G
(M)
M,k , (4.27)
G(M+1)j≤M,M+1 = G
(M)
j,MVM+1G
(M+1)
M+1,M+1 , and (4.28)
G(M+1)j≤M,k≤M = G
(M)
j,k + G
(M)
j,MVM+1G
(M+1)
M+1,k . (4.29)
Here, it is used that ∆(M) has only entries which correspond to the interaction of the last
two layers of the stack. Equation (4.26) describes the changes to the Green function of the
previous stack. The new last diagonal block (4.26) is the Green function of the new layer,
which interacts with the previous stack. Combining the Eqs. (4.26) and (4.28) yields
G(M+1)M+1,M+1 = (Z−HM+1 −ΣM )−1 . (4.30)
The self-energy ΣM = V†M+1G
(M)
M,MVM+1 depicts the interaction with the previous layer
stack. Equation (4.30) describes the iteration of the last diagonal block of G from stage
M to M + 1.
To reduce the required memory it is necessary to express all quantities in recursive
terms. Therefore, the Green function which corresponds to the current iteration step (and
a finite number of auxiliary matrices) should be used only. This implies that expressions
should be formulated as functions of the matrices which correspond to the last layer of
the system. In the following, the iteration steps for the Lyapunov exponent and the DOS
will be described in detail.
Recursive Lyapunov exponent
The two-point Lyapunov exponent (4.21) is extended to a quasi-one-dimensional stripe-
shape or bar-shape formulation [Joh83; Nik93]. Here, the Lyapunov exponent describes
the correlation between all intensities in the first layer and in the last layer; in matrix
formulation the exponents reads
γ = − 12M limM→∞ ln tr
∣∣∣G(M)1,M ∣∣∣2 = − 1M limM→∞ ln
∥∥∥G(M)1,M∥∥∥F , (4.31)
where ‖·‖F denotes the Frobenius norm. For the recursive formulation of this quantity, it
is necessary to formulate G(M)1,M in iterative form. This is already done in Eq. (4.28), which
then reads
G(M)1,M = G
(M−1)
1,M−1VMG
(M)
M,M (4.32)
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and nested stacking yields the explicit formula
G(M)1,M = G
(1)
1,1V2G
(2)
2,2V3 . . .G
(M−1)
M−1,M−1VMG
(M)
M,M . (4.33)
According to M → ∞, the number of layers should be very large. This leads to huge
values of
∥∥∥G(M)1,M∥∥∥F and thus introduces numerical instabilities. MacKinnon et al. [Mac83]
presented a workaround where γ is calculated recursively. In the current system it works
as follows. The calculation is initialized by the auxiliary matrix
B1 ≡ G(1)1,1 , (4.34)
which will be iterated at each further step by
Bi+1 = BiVi+1G(i+1)i+1,i+1 . (4.35)
Here, Bi = Bi/bi forms the normalized matrix of B1 with bi = ‖Bi‖F. Consequently, the
resulting auxiliary expression
∥∥∥G(M)1,M∥∥∥F =
M∏
i=1
bi (4.36)
transforms the Lyapunov exponent (4.31) to an iterative expression
γ = − 1
M
lim
M→∞
M∑
i=1
ln bi = − lim
M→∞
〈ln b〉 . (4.37)
This equation implies that each single bi describes intensity fluctuations between successive
layers. However, this simple picture is not true; appending a new layer changes the entire
Green function and therefore the values of bi are autocorrelated. Consequently, an error
estimate based on the standard deviation of bi is overestimated. In a simple way, this
effect could be reduced by the use of the standard deviation of the mean values over
several successive values of bi. Alternatively, one can use mean values of different layer-
stacks. Here, the realizations are completely independent and the corresponding standard
deviation is an appropriate estimate for the statistical errors. Using different realizations
bears the opportunity to parallelize the total computation in a simple manner. However,
each layer-stack realization must represent a sufficiently long system in order to satisfy
M → ∞. Note that the normalization of Bi after each single step is not mandatory, the
normalization steps can also be done after several layers, e.g. 100 or 1000.
The limit η → 0 will be computationally realized with a very small but nonzero value. η
broadens the energy levels; it appears like an inelastic scatterer and thus the transmission
drops [Mac85]. This effect will be negligibly small for η M−1.
Due to the limit M →∞, γ is independent from the stack length Lx . It is thus hinging
on the perpendicular direction(s) only. With regard to system-size scaling, the system
will be considered for several cross-sections L ≡ Ly (= Lz ), and a dimensionless Lyapunov
exponent will be defined as
Γ ≡ γL . (4.38)
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Recursive density of states
The recursive formulation of the DOS is slightly more complex than for γ, because it is
necessary to calculate all diagonal elements of the final Green function
s(M) ≡ tr G(M) =
M∑
i=1
tr G(M)i,i =
=
M−1∑
i=1
tr G(M−1)i,i +
M−1∑
i=1
tr
(
G(M−1)i,M−1VMG
(M)
M,MV
†
MG
(M−1)
M−1,1
)
+ tr G(M)M,M
(4.39)
Here, the Eqs. (4.26) and (4.27) are used to decompose s(M) into three separate terms
describing the value for the one-layer-reduced stack, the changes made by perturbation of
the last layer, and the new contribution of the last layer. To avoid the sums in this terms
at each step and the storage of all diagonal blocks, s(M) is formulated in the recursive
form
s(M) = s(M−1) + tr
[(
S(M−1) + I
)
G(M)M,M
]
(4.40)
with the auxiliary matrix
S(M) ≡ V†M+1
M∑
i=1
G(M)M,i G
(M)
i,M VM+1 =
= V†M+1G
(M)
M,M
(
S(M−1) + I
)
G(M)M,MVM+1 .
(4.41)
This iteration will be initialized by s(0) = 0 and S(0) = 0 with the zero matrix 0. A
recursive formulation is crucially based on the fact that the matrices under the trace can
be permuted cyclically. For a finite system and η → 0, the DOS is extremely spiky since
each eigenstate is represented by a delta function. Similar to γ, a finite nonzero η will be
used to calculate the DOS. The resulting function is a convolution of the exact DOS and
a Lorentzian function with a width corresponding to η.
Note that the LDOS cannot be obtained in the same manner. Here the perturbation
of the new layer has to be calculated for each diagonal block separately by means of
Eq. (4.29). The number of matrix multiplications increases rapidly with the increasing
number of layers. Alternatively, one can calculate the LDOS of a stripe or bar without
correcting all diagonal blocks at each step. For this purpose, a backward iteration is
necessary after the (normal) forward iteration. In this additional iteration, the stack will
be constructed from the last to the first layer, and each layer of the system is perturbed
by a layer stack in both forward and backward direction. Consequently, the diagonal
block-matrix (4.30) has two self-energy terms which represent the effects from both layer
stacks separately. The computational effort of the forward and backward iterations is
much smaller than the effort of the correction of each diagonal block at each step. The
calculation of the LDOS has several drawbacks. For example, the number of matrices
which have be stored in the memory scales with the length of the layer stack, and the
total computational costs nearly triples in comparison to the non-spatially resolved DOS.
34
4.2. Recursive Green function approach
Figure 4.5.: Sketch of the simple iterative construction of the 2D random VD lattice
for the RGFA. Each site of the lattice is represented by the corresponding
Voronoi cell with random color. The stripe is constructed of 15 layers with
constant extensions 5.7 × 8, which are shown with constant offset to each
other.
4.2.3. Layer construction
As shown in the previous section, it is in principle possible to build an infinitely long
system without memory limitation. It is appropriate to sustain this feature during the
layer construction of the random VD lattice. Following the manner in Chap. 2, the lattice
representation will be constructed for fixed spatial extensions and a constant number of
sites. Using this construction, the whole lattice has to be calculated first, and it must be
stored in the memory. The system length is a priori limited by the lattice construction.
Hence, a different lattice generation is necessary. The simplest way is to assemble the
stack by thin layers where each layer is constructed as in Chap. 2; however, this does not
correctly represent the random VD lattice, because site-density fluctuation are inhibited
and the thickness of a layer introduces a (wrong) physical meaning. These fluctuations
must be mapped onto the layer-construction formalism.
The number of sites in a segment, i.e. area or volume, of a finite representation of the
VD lattice corresponds to a binomial distribution. In the limit of an infinite VD lattice,
the number of sites k in a segment follows the Poisson distribution Pλ(k) = λk/k! exp(−λ).
λ is the size of the segment (which is equal to the mean number of sites in such a segment).
With this in mind, one can construct the lattice by layers with constant extensions and a
Poisson random number for the included lattice sites. Using this way, the finite represen-
tation of the VD lattice is slightly different to the one in Chap. 2. The total amount of
sites is not fixed by the spatial extensions of the system anymore. The number of sites in
a system of size λ, i.e. area or volume, corresponds to a Gaussian random number with
mean value λ and variance
√
λ (central limit theorem).
Alternatively, the layers can be constructed in the opposite way. One can keep the
number of sites in a layer constant and vary the thickness of the layer. The spatial
size of a layer will be obtained by a random number following the Erlang distribution
p(λ; k) = λk−1/(k − 1)! exp(−λ). This way of construction is equivalent to the previ-
ous one; however, the layer stack has a fixed number of sites instead of a fixed length.
This method has the advantage that all corresponding matrices have the same dimen-
sions, which would slightly simplify the programming, and it speeds up the computation
marginally. Both ways of construction do not bear a limit of the layer extensions; how-
ever, it is numerically appropriate to replace the Poisson random numbers by Gaussian
random numbers in limit of large layers. A limit will be introduced by combining the it-
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previous layer current layer next layer
current layer decomposed into sublayers
Figure 4.6.: Sketch of the optimized iterative construction of a VD lattice for the RGFA.
Each site of a layer or sublayer is represented by the corresponding Voronoi
cell. The recursive VD lattice construction (upper panel) is similar to the
simple construction (see Fig. 4.5). The current layer, whose stack boundaries
fit to the previous and next layer, is decomposed into several sublayers (lower
panel).
erative layer construction with the RGFA. To ensure only links between successive layers,
their thickness is given by the cut-off radius Rc of the VD algorithm (see Chap. 2). This
means particularly that the minimum thickness of a layer is 5.7 and 3.7 for 2D and 3D
systems, respectively. A resulting 2D layer stack can be seen in Fig. 4.5. This comparably
simple way of construction is computationally very robust but still has a drawback. The
layers are very thick to ensure the very unlikely event of an extremely long Voronoi cell.
Therefore, each layer carries a lot of sites which are not directly connected. The effort of
RGFA-based calculation is dominated by the matrix inversion (4.30), which is necessary
for each layer and the cost scales with M3. By contrast, the effort scales with the number
of layers linearly. Therefore, it is advisable that the number of sites in a layer is reduced
to the bare minimum. This will be done by including only VD neighbors of the current
layer to the new one. The combination of the recursive layer construction and the bare
layer is sketched in Fig. 4.6 and will be done as follows. First, a layer is produced similarly
to the above description, but here the layer is significantly longer, e.g. 100 units. After
finding all nearest-neighbor connections, the layer will be decomposed into sublayers so
that each consists of VD neighbors of the previous sublayer only. In contrast to layers,
sublayers have no simple geometric shape and are given by connectivity only. In general,
this leads to meandering sublayers which can intensify from one sublayer to the next and
thus increases the number of sites in a sublayer. To confine the impact, the sublayer will
be modified if the maximal x distance in a sublayer becomes larger than 4 or the number
of sites in a sublayer is larger than 2Ly . For this purpose, a part of the unused sites in
the tails of the meanders are added to the sublayer. Although this increases the number
of sites in the current sublayer, the number in further sublayers will be reduced. Re-
gardless of this operation, a simple shape is recovered after the utilization of all sublayers
of a layer. This is suitable for the calculation of γ, and the normalization step of the
numerical stabilization algorithm will be applied after each full layer. The optimized pro-
cedure divides a 100-units-long layer into roughly 60-75 sublayers. The layer construction
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is not as efficient as it is possible in the regular lattices (see examples App. A.1) caused
by the huge amount of VD neighbors and the topological disorder. However, in compar-
ison to the simple method, the improved version is roughly 15 and 4 times faster for 2D
and 3D layer stacks, respectively. The much larger value for 2D systems could be traced
back to the very thick layers of the simple 2D layer construction. Furthermore, the ef-
fort of dividing a layer into sublayers is higher for 3D systems due to the high connectivity.
Note that the computation time of RGFA-based programs could be further reduced
significantly by the application of efficient sparse-matrix-multiplication routines for all
multiplications with Vi. For example, the computational effort for γ is substantially
affected by one matrix inversion and four matrix-matrix multiplications per layer. Here,
a Vi is involved in three out of four cases. Numerical tests have shown that the usage
of sparse matrix routines can nearly halve the numerical cost. This also holds for VD
lattices, where the number of connections between different layers is comparably large and
nonzero entries of Vi are randomly positioned. Nevertheless, the density of nonzero values
decreases with increasing layer size so that the effort will be reduced for sufficiently large
layers. This also implies that the speedup in 3D is not as high as for 2D layer stacks due
the larger number of VD neighbors. For very small 3D layers (< 50 sites in a layer), the
sparse-matrix-based code is moreover less effective than the equivalent calculation with
dense-matrix routines. However, this backside is unimportant since the total computation
time for a transition is clearly dominated by the time for the largest considered systems.
Summing up, the reduction of the total numerical effort is remarkable in both dimension.
4.3. Finite-size scaling approach
Fundamentally, phase transitions occur only in the thermodynamic limit, i.e. in infinite
systems. Due to available computer resources, the computation is restrained to finite
systems. Therefore, a kind of extrapolation is necessary. The FSS approach is such a
procedure describing the continuous phase transition based on the data of several finite
system sizes in the vicinity of the transition. The following consideration uses the ideas
presented in Sec. 3.1.2.
4.3.1. Scaling functions
Assuming the critical point as fix point, the FSS approach is based on the hypothesis that
a dimensionless quantity X, e.g. A and Γ , observed for a system of size L is a function of
the ratio L/ξ
X ∼= X∞(L/ξ) , (4.42)
where ξ is the characteristic length scale of the system, i.e. correlation and localization
length in metallic and localized regimes, respectively. At criticality, no characteristic
length scale exists and hence ξ diverges at criticality. The quantity X, therefore, has
a critical value Xc = X∞(0). Moreover, ξ fulfills a power-law behavior in vicinity of
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criticality; using xr as distance to the fix point, ξ reads
ξ ∼ |xr|−ν (4.43)
and the scaling relation (4.42) yields
X ∼= X∞(xrL1/ν) . (4.44)
However, this relation is (only) suitable for L→∞. For finite systems, the quantity could
be affected by other parameters. This yields an extended scaling relation
X = X(xrL1/ν , xi,1Ly1 , xi,2Ly2 , . . . ) (4.45)
where {xr, xi,1, xi,2, . . . } and {1/ν, y1, y2, . . . } are scaling variables and scaling exponents,
respectively. Assuming only one exponent, viz. ν, is relevant (> 0) and the others {yi}
are irrelevant (< 0) yields the scaling relation (4.44) in the thermodynamic limit. In
relation to the one-parameter scaling (4.44), the influence of irrelevant exponents forms
corrections to scaling. In practice, it is adequate to neglect the data of small systems, so
that the consideration of only one irrelevant exponent y ≡ −y1 describes the remaining
data sufficiently; the scaling relation reads
X = X(xrL1/ν , xiL−y) . (4.46)
Here, the scaling variables xr and xi describe the distance to criticality in terms of pa-
rameters under which the system undergoes a phase transition. For simplicity, E is the
only varied parameter and the others, i.e. W and Φ, remain constant. Following the
procedure by Ohtsuki and Slevin [Oht99; Sle99], the scaling equation (4.46) and included
scaling variables will be expressed in finite Taylor series. Expanding the scaling variables
in terms of the dimensionless energy e = 1− E/Ec up to orders mr and mi yields
xr(e) = e+
mr∑
i=2
bie
i
i! and
xi(e) = 1 +
mi∑
j=1
cje
j
j! .
(4.47)
Similarly, the scaling relation (4.46) will be expanded in relevant and irrelevant scaling
terms up to order nr and ni, respectively; the relation reads
X(xrL1/ν , xiL−y) =
nr∑
k=0
ni∑
l=0
aklx
k
rx
l
i
k!l! L
k/ν−ly . (4.48)
The function is described by the quadruple ni nr mi mr, referred to as expansion orders
(EO). (For a short notation, this arrangement is always used to describe the EO. For
example, the quadruple 1 3 0 2 denotes ni = 1, nr = 3, mi = 0, and mr = 2.) This is the
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Figure 4.7.: Scaling behavior for the immediate vicinity of a LD transition (left panel)
and a QH transition (right panel) based on a dimensionless quantity X in
dependence on energy E for several system sizes L. The scale-invariant
points, i.e. common intersection (left panel) or touch point (right panel),
indicate the critical points (Ec, Xc). The sketches do not include corrections
to scaling.
most general and widely used formulation for analyzing LD transitions in the Anderson
model of localization. The one-parameter scaling behavior
X∞(xrL1/ν) = X(xrL1/ν , xiL−y)−
nr∑
k=0
ni∑
l=1
aklx
k
rx
l
i
k!l! L
k/ν−ly . (4.49)
can be obtained by subtracting the corrections. In the following, X refers to a function
of L and E for simple notation. In Eq. (4.49), the value X∞(L,Ec) is independent of
L at criticality. Generally, this value Xc ≡ X∞(L,Ec) = X(L → ∞, Ec) is given by
the coefficient a00 of Eq. (4.49). For the close vicinity of Ec, the scaling behavior can be
described by X(L,E) = a00 + a10(1 − E/Ec)L1/ν . The left panel of Fig. 4.7 shows this
behavior in an EX diagram for several system sizes L. Here, the critical point is depicted
by the intersection. Assuming a10 > 0, X increases or decreases with growing system sizes
for E < Ec and E > Ec, respectively. The exponent ν describes the behavior of the slope
at criticality in dependence on L.
For QH transitions, the scaling relation (4.48) must be modified since both sides of
the transition scale similarly. Therefore, a10 = 0 and the leading behavior is given by
X(L,E) = a00 + a20(1 − E/Ec)2L2/ν . This is shown in the right panel of Fig. 4.7. In
this formulation, ν describes the system-size behavior of the curvature at criticality. For
higher expansion, one can use the general formula (4.48) and set a1l = 0 for all values l.
Correspondingly, the most general expansion for QH transitions reads
X(xrL1/ν , xiL−y) =
ni∑
l=0
a0lx
l
i
l! L
−ly +
nr∑
k=2
ni∑
l=0
aklx
k
rx
l
i
k!l! L
k/ν−ly . (4.50)
Similar to LD transitions, the quadruple ni nr mi mr describes the EO, and X∞(xrL1/ν)
can be calculated similarly to Eq. (4.49).
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In addition, it is appropriate to consider whether the model fulfills further symmetries.
Assuming both phases are equivalent implies a symmetric behavior of the scaling function
X(xrL1/ν , xiL−y) with respect to the relevant expansion. This means X(xrL1/ν , xiL−y) =
X(−xrL1/ν , xiL−y) and thus a2k−1,l = 0 for all l. The resulting scaling relation can be
written in a compact form
X(x2rL2/ν , xiL−y) =
nr∑
k=0
ni∑
l=0
aklx
2k
r x
l
i
(2k)!l! L
2k/ν−ly . (4.51)
Here, the quadruple ni nr mi mr describes the scaling expansion; however the meaning
of nr is different. For example, the expansion 1603 for the general QH transition (4.50)
corresponds to 1303 for the symmetric QH transition (4.51). The similar behavior of both
sides of the QH transition is represented by a symmetric (common) corrected scaling
function
X∞(x2rL2/ν) = X(x2rL2/ν , xiL−y)−
nr∑
k=0
ni∑
l=1
aklx
2k
r x
l
i
(2k)!l! L
2k/ν−ly . (4.52)
Note that the symmetry of X∞(x2rL2/ν) with respect to zero is not (necessarily) equal to
the symmetry of X(L,E) with respect to Ec (as illustrated in the right panel of Fig. 4.7).
A nontrivial expansion, mr > 1, of xr can separate both.
This seemingly extreme simplification has a favorable aspect regarding the scaling theory
of localization (Sec. 3.1.2). The β function of the general scaling relation (4.50) follows
two different branches while the system undergoes a QH transition. Here, a separate
branch describes the scaling for each side of the transition. In contrast, only one branch is
necessary to describe the β function for the symmetric scaling relation (4.51). In compari-
son with the generic Anderson transition (4.48), one can hence summarize the behavior as
follows. While a system undergoes a phase transition, one branch is necessary to describe
the scaling relation of delocalized regions and one constitutes the behavior of the localized
region.
Note that the symmetric scaling relation (4.51) was used in recent investigation of the
QH transition, which is based on the CC network model [Sle09]. However, the scaling
function follows from the symmetry relation of X(L,E) with regard to Ec. Since the
situation in the current work is not totally clear, the most general function should be
assumed first, and, afterwards, the symmetric scaling functions are used if this is suggested
by previous results.
4.3.2. Numerical determination
The determination of the appropriate scaling function works similarly for all scaling re-
lations. For a given expansion, the coefficients are found by the method of least squares.
Thereby, the total squared deviation
χ2 =
NV∑
i
(Xi −X(Li, Ei))2
σ2i
(4.53)
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between the scaling function X and NV data points Xi, which is observed at energy Ei and
for Li, will be minimized. In the course of this minimization, the contribution of each data
point Xi is weighted by its reciprocal variance 1/σ2i . The procedure has NF = NV −NP
degrees of freedom for a scaling expansion with NP free parameters. The quality of the fit
function will be analyzed by the reduced total squared deviation
χ˜2 = χ
2
NF
. (4.54)
For an appropriate fit with NV  1, χ˜2 should be close to 1. Since suitable scaling
expansions are initially unknown, the results of several EO will be compared. Moreover,
the fit results obtained for several energy and, particularly, system size ranges are compared
with each other in order to find reasonable critical parameters. In this sense, it can be
advisable to neglect the smallest systems, because the usage of only one irrelevant scaling
exponent could be insufficient to describe all degrees of finite-size effects properly.
This compact formalism allows one to determine all critical parameters, e.g. Xc, Ec,
ν, and y, simultaneously. In order to get appropriate error estimates of all function
parameters, a Monte Carlo method is used [Rod11]. So, 1000 synthetic data sets are built
by adding noise to the original values. This noise is created by Gaussian random numbers
with a standard deviation σi equal to the individual statistical error of each data point
Xi. Fitting each synthetic data set by the same scaling function leads to a distribution for
each parameter. The resulting distributions are usually Gaussian so that their standard
deviations are used to describe the inaccuracies of the regression parameters. Strong
deviations from Gaussians, e.g. superposition of multiple Gaussians, will be interpreted
as instability of the fit functions and have to be avoided.
This is partially related to inappropriate initial conditions for the minimization routine.
However, it could be appropriate to change the EO or to increase the accuracy of the data
in order to strengthen the minimum in the multidimensional χ2 landscape. Note that this
type of error propagation is for random errors only. Systematic errors cannot be detected
(completely). The comparison of results of different EO forms a basis for this purpose.
However, this error depends on the currently used quantity for X and the corresponding
method.
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5. Electron behavior on 2D random
Voronoi-Delaunay lattices
The current chapter presents the results for 2D random VD lattices without and with
influence of a magnetic field. Both descriptions of the system are similar but differ with
respect to the time-reversal symmetry. Since this implies a different universal class, it is
appropriate to discuss the two cases, i.e. orthogonal and unitary Hamiltonian, separately.
5.1. 2D orthogonal systems
This section displays the properties of the 2D random VD lattice without influence of the
magnetic field (Φ = 0). Here, the distance between VD neighbors has no influence on the
hopping strength, tij = 1, and the kinetic part of the Hamiltonian (3.20) thus describes
pure connectivity disorder. Figure 5.1 shows the DOS resulting from direct diagonalization
of the 2D random VD Hamiltonian (3.20) without potential disorder (W = 0). Caused
by the fact that the Hamilton matrix is mathematically equal to an adjacency matrix,
one can specify several properties. The DOS is not symmetric with respect to E = 0
since the VD lattices are not bipartite. Moreover, one can use the relation that tr(Hk)
is equal to the total number of closed paths of length k. First of all, 〈E〉 = 0 since there
are no closed moves of length one. A path of length two is limited to the movement to
a neighbor and back again. The number of possible moves is thus equal to twice the
number of edges, and thus
〈
E2
〉
= 〈κ〉 = 6. For the third moment exists also a simple
relationship since the possible moves are limited to the edges of a single Delaunay triangle.
It follows that
〈
E3
〉
= 6F/N = 12. Here, the factor 6 is caused by the condition that each
triangle bears three origins and two possible moving directions. This consideration can
be continued; however, the number of different paths increases rapidly, and correlations
between neighboring sites become important. In summary, the spectrum is not completely
random, and, in particular, the first three moments of the DOS are restricted by the Euler
equation directly. Therefore, these properties must be fulfilled by every lattice realization.
Note that
〈
E3
〉
> 0, which follows from the existence of triangles, already causes an
asymmetry in the DOS. This consideration coincides with the non-bipartiteness of the
lattice since the triangle connections imply at least a tripartite graph. The least number
of disjoint parts increases to 4 due to the existence of odd coordination numbers in the
lattice.
As a result of the asymmetry, the DOS is higher for E < 0 and increases rapidly near
the low-energy band edge. In contrast, on the high-energy side is a pronounced tail, which
quickly drops for E > 〈κ〉 = 6. Such states with E > 6 would live on large clusters of sites
with above-average coordination numbers. The appearance of such clusters is extremely
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Figure 5.1.: DOS for 2D random VD Hamiltonian (3.20) for pure connectivity disorder,
W = 0, and without a magnetic field, Φ = 0. The data are averages of
500 systems of linear size L = 120. The inset shows a magnification of
the high-energy band edge. The energy resolution is 0.05. The blue labels
correspond to Fig. 5.2.
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Figure 5.2.: Eigenstates for different energies, i.e., a) -3.29, b) -3.00, c) 0.00, d) 5.80,
e) 6.11, and f) 6.32, of the same 2D VD lattice realization with L = 128,
W = 0, and Φ = 0. Plots a) and f) show the wave functions of the lowest
and highest eigenvalue, respectively. The amplitude |ψi|2 of a site i is given
by the coloring of the corresponding Voronoi cells. PBC are visualized by
smooth system margins.
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unlikely which reflects the strong disorder anticorrelations of the random VD lattices that
suppress the formation of such large clusters [Bar14]. Note that the small fluctuations
close to E = 6 are finite-size effects. Reducing the system size would lead to stronger
fluctuations along the high-energy side with larger modulation distances.
Figure 5.2 shows six representative eigenstates of the energy spectrum of such purely
connectivity-disordered systems. The wave function of the lowest eigenvalue (Fig. 5.2a)
is evidently exponentially localized. The maximum amplitude is (mostly) concentrated
at a single Voronoi cell. This cell is characterized by the highest coordination number
of the system (here κ = 11). In lattice realizations where highly connected sites are
very close to each other, the wave function of the smallest eigenvalue can be localized
around these sites, although the connectivity of a single site is lower than the highest
one in the system. The state of the next higher eigenvalue is very similar; however, the
localization center is another cell of high coordination. One can generalize that the smallest
eigenvalue corresponds to the highly connected sites of the system and the connectivity
in the local neighborhood. The exact value therefore depends on the lattice realization.
Cells of high coordination are very rare and thus the DOS is very low and flat at the
outermost low-energy band edge. More generally, states of low energy are influenced by
local fluctuations of the site coordination. States on the high-energy band edge (Fig. 5.2f)
are obviously localized as well, but they do not have a maximum amplitude concentrated on
a single site; the wave-function intensity is distributed over a larger region where the mean
coordination is slightly above 6. The highest intensity is therefore significantly smaller, i.e.
|ψi|2max = 0.35 or 0.02 for Figs. 5.2a and f, respectively. States of high energy are driven
by interferences, and the probability intensities behave as nonintegrable Chladni figures
(Figs. 5.2d and e) [Ste92]. The number of antinodes increases with decreasing eigenenergy.
These interference patterns explain the finite-size effects in DOS (Fig. 5.1). Despite the
connectivity disorder, only a few (interference) wavelengths fit into the system and thus
some energies are preferred. Close to E = 6, the number of antinodes is comparably low,
and the disorder is not strong enough to smooth the DOS in this energy region completely.
In summary, this is a visualization of localization in a classical and quantum mechanical
manner for the states close to the low-energy and the high-energy band edge, respectively.
This visual inspection of wave functions is insufficient to characterize the behavior of
electron motion on the 2D random VD lattice and thus detailed calculations are necessary.
Figure 5.3 shows the FSS behavior of A for the entire energy spectrum in an overview
and for energies close to the band edges in more detail. For the overall version, 25− 100
secular matrices are diagonalized with systems up to linear size L = 128. A data point at
E shows the mean behavior of all states in an interval [E−∆E,E+∆E] with ∆E = 0.025.
The detailed version is calculated based on 1000 states per data point for systems up to
L = 2000. Both calculations yield the same behavior, which can be characterized as
follows. For energies close to the band edge, A generally increases with L, and it implies
that these states are localized. The stronger localization of states at the low-energy band
edge is indicated by the larger values of A. Generally, A decays towards the band center
so that the strongly fluctuating wave functions near the band center have a value close to
A ≈ 2 = d (lower limit for this exponent); however, A still increases for growing systems.
Since this principal behavior is true for the entire energy spectra, no extended states exist
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Figure 5.3.: Singularity strength A(E,L) as function of E for several L. The insets
show detailed calculations for the low-energy and high-energy band edge.
The error bars indicate the statistical inaccuracy. The lines are guides to
the eye only.
and therefore no phase transition occurs. Correspondingly, all states are localized and
only the strength of localization changes. This can be illustrated by the envelopes of the
wave functions which always decay, but the decay strength, expressed by the localization
length, depends on the energy. For states towards the band center, the corresponding
localization length is larger than the system size, and local fluctuations are dominant.
This interpretation is confirmed by RGFA-based calculations (not shown). Towards the
band center, the dimensionless Lyapunov exponent Γ decreases quickly towards zero.
Additional potential disorder, W > 0, does not change the principal behavior, and only the
strength of localization increases. Hence, a detailed investigation seems to be unnecessary.
Note that Grimm et al. [Gri98] studied the behavior of a system with randomly tessellated
triangles [Cae91a; Cae91b]. Their lattice is based on a simple square (ss) lattice with
(exactly) one additional diagonal connection in each square. The orientation of this bond
is randomly chosen, and thus the coordination number fluctuates between 4 and 8. For
equally distributed orientations, their model is similar to a 2D random VD lattice, because
the connectivity is important only. In this sense, the preserved DOS is also very similar
to the DOS of the 2D random VD lattice (see Fig. 5.1). Grimm et al. investigated the
behavior at E = 0 based on energy-level spacings. The obtained distribution is close to
the distribution of the Gaussian orthogonal ensemble. A more detailed investigation was
not done, and a precise classification was omitted. Based on the above results, it can be
assumed that their model carries only localized states as well.
46
5.2. 2D unitary systems
-4 -2 0 2 4 60.0
0.1
0.2
a b c d e f
E
D
O
S
-4 -2 0 2 4 60.0
0.5
1.0
E
iD
O
S
0.00
0.01
0.05
0.10
0.20
0.50∞
Φ =
2 3 4 5 6
0.8
0.9
1.0
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5.2. 2D unitary systems
In the current section, the 2D random VD lattice will be investigated under the influence
of the magnetic field, Φ > 0. The associated phase change in the hopping elements,
tij = exp(iϕij), makes the secular matrix unitary and requires OBC in x direction while
PBC are still used in y direction.
5.2.1. Density of states and principal behavior
Figure 5.4 shows the DOS for several magnetic fluxes Φ. Since the magnetic field can be
regarded as a disturbance of the orthogonal case, some properties are very similar. For
example, the first two moments of the DOS are not affected by the magnetic field because
the phase changes of a forward and a backward movement are canceled out mutually.
However, differences occur for the third moment, where all associated possible paths go
around single Delaunay triangles. The total phase change is proportional to enclosed
triangle area A, and thus
〈
H3
〉
= 12 〈cos(2piΦA)〉. For higher moments, it becomes more
complicated again. All paths of odd length are affected by Φ. In contrast, there are
paths of even-numbered lengths where the total phase is not changed. Generally, this
consideration is only true for infinite systems, and all quantities of finite systems are
affected by the OBC, where the number of possible paths are reduced, e.g. 〈κ〉 < 6.
However, the influence decreases with growing systems since it is a boundary effect.
In addition to these graph properties, other features can be identified as well. At the
low-energy band edge, the DOS is only slightly changed by the magnetic field. On the
other hand, several peaks appear in the high-energy part of the spectrum. The number
of peaks decreases with increasing magnetic field. This behavior presents the occurrence
of LLs which are broadened by the topological disorder to LBs. Generally, the number of
47
5. Electron behavior on 2D random Voronoi-Delaunay lattices
LBs, e.g. 7 bands for Φ = 0.01 or 3 bands for Φ = 0.05, is significantly lower than 1/Φ1.
For Φ < 0.1, the states outside these bands seem to be nearly unaffected so that the DOS
is close to the DOS for Φ = 0. Contrarily, for higher fields, the low-energy edge smears
out. Additionally, both edges of the spectrum are shifted to lower energies by increasing
Φ. In accordance to literature, the LBs are counted starting from the high-energy band
edge of the system. Thus, the lowest LB has the highest energy, and the designation based
on level indices has a one-to-one correspondence.
In contrast to the orthogonal case, the bond lengths become more prominent, and their
distribution represents a further type of topological disorder affecting the system in ad-
dition to the random connectivity. Consequently, the spectrum has no symmetries with
regard to (finite) Φ. In this sense, the behavior of the Peierls tight-binding model on
random VD lattice clearly differs from similar investigations on regular systems, where
the LLs form a Hofstadter butterfly (see e.g. Fig. 3.4). For random VD lattices, the
magnetic flux, Φ, represents a tuning parameter for both the existence of LBs and the
disorder strength. This particularly means that both cannot be manipulated separately.
To understand the effects of random bond lengths, appendix A.1.2 discusses the forma-
tion of LBs on triangular lattices under three different conditions: free of disorder, with
potential disorder, and with bond-length disorder. Here, the principal shape of the DOS
of 2D random VD lattices can be reproduced, and these calculations demonstrate that
random bond lengths have a crucial influence. Geometrical disorder restrains the forma-
tion of LBs in the energy-band center. Moreover, the DOS between successive bands does
not completely vanish, and, thus, the disorder can be significant in comparison with LL
separation.
In the high-field limit, Φ  1, the phase change in the hopping elements tij mutates
to random values on the complex unit circle. The link distances are unimportant again,
and {tij} and {−tij} are statistically equivalent. Therefore, the DOS is symmetric. In
an alternative view, all odd moments of the DOS vanish, because the flux through the
triangle areas becomes random. In this limit, no LB is evident based on the shape of the
DOS.
In the opposite case, Φ  1, the lowest LLs should be approximately equidistant and
follow En = Eedge − κpiΦ(n + 1/2), which is a generalized version of Eq. (3.17) with an
effective energy-band edge Eedge and an effective coordination number κ. For simplicity,
the position of the maximum of each LB is identified as LL. Figure 5.5 shows the behavior
of the three lowest maxima in dependence on Φ < 0.12. Fitting the functional behavior
En(Φ) to these data leads to Eedge = 6.25 and κ = 7.4. Moreover, the fundamental
free-electron-gas approximation is fulfilled. The deviations from linearity can be primarily
traced back to the fact that the approximation holds for small Φ only. Additionally, the
disorder, which is also affected by Φ, can have an influence on the LB positions. Because
1Strictly speaking, it is not totally clear to what extent the number of visible LBs is equal to number of the
existing bands. In an alternative consideration, the expected, but not observed LBs interact strongly,
where inter-LB scattering becomes very prominent (regime of strong LB coupling). The behavior in
the associated part of the spectrum appears close to the orthogonal case and differs significantly from
those of typical LBs. Hence, this part of the spectrum is not referred to as LB(s) in the current work.
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Figure 5.5.: Positions of the three lowest LLs, n = {0, 1, 2}, in dependence on Φ. Sym-
bols show the peak positions of the DOS calculated by means of RGFA
with 10 realizations of 10000× 128 stripes and η = 0.005. Solid lines follow
En = Eedge − κpiΦ(n+ 1/2) with κ = 7.4 and Eedge = 6.25.
of this dependence on disorder, a detailed physical interpretation of the effective values is
dispensed. In addition to level distances, the number of states in a band can be considered
as well. Figure 5.4 (right panel) shows the integrated DOS (iDOS) for several Φ. At the
high-energy band edge, iDOS behaves like a step function with the constant step size Φ.
This behavior coincides with the free-electron gas picture; however, it holds for small Φ
only. For Φ > 0.1, the step of the lowest LB is smeared out.
Figure 5.6 shows six representative eigenstates of the energy spectrum of the 2D VD
lattice with Φ = 0.2. Similar to the orthogonal case, the wave function of the lowest
eigenvalue (Fig. 5.6a) is evidently exponentially localized. In the center of the localiza-
tion is also the highest coordination number of the system. The figure implies that the
localization length is decreased due to the magnetic field. States on the high-energy band
edge (Fig. 5.6f) are obviously localized as well. In contrast to the orthogonal case, this
state behaves similar to the states on the low-energy band edge. This is caused by the
fact that an electron cannot move freely in a comparably large region since it becomes
refracted by the magnetic field. Furthermore, clearly localized states (Fig. 5.6d) occur
within the spectrum as well. These three exemplary localized states bound two different
regions. While only localized states (Fig. 5.6b and c) exist in the low-energy part, the
other part bears a QH critical state (Fig. 5.6e), featuring multifractal properties.
Figure 5.7 shows an overview of A for the entire energy spectrum for different magnetic
fluxes, i.e. Φ = 0.05 and 0.2. The behavior of the corresponding wave functions could be
generalized as follows. The states at the two band edges are localized with similar strength.
Moreover, states in the minima of the DOS are localized as well. The localization strength
decreases towards the band center. The states with an energy between the low-energy
band edge and the highest occurring LB are still localized, but the localization length is
huge (here represented by A ≈ 2). The behavior between the other localized states is more
interesting. Curves of different system sizes touch each other at (several) Ec with A > 2.
This implies the existence of integer QH transitions. Ec is close to the maximum in the
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Figure 5.6.: Eigenstates for different energies, i.e., a) -4.07, b) -3.51, c) 0.00, d) 2.90,
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DOS of the associated LB. Similar investigations for Φ 1 have shown that the behavior
of the electronic states is identical on both sides of the spectrum, and only localized states
exist. In general, the number of critical points directly corresponds to the number of LBs
and thus decays with increasing Φ. The QH transitions suggested in Fig. 5.7 are examined
in the following sections in more detail.
5.2.2. Criticality in the lowest Landau band
The current section describes the critical behaviors of the QH transitions in the lowest
LB for Φ = 0.05 and 0.2. For such phase transitions, the exponent ν is characterized by
the system-size scaling of the curvature of a dimensionless quantity right at the critical
point. It is, therefore, necessary to compute these quantities for various E in vicinity of
Ec with high accuracy. For this investigation, both the detailed MFA and the RGFA are
used. However, it turns out that computations by means of the RGFA are more stable
and meaningful, and are hence discussed first.
RGFA-based results
The investigation is based on the dimensionless Lyapunov exponent, Γ , which was cal-
culated for more than 40 energy values in the vicinity of the critical point. Each value
is based on 50 realizations of a stripe with the extensions Lx = 106 and L ≡ Ly . The
stripe width, L, is varied between 8 and 512 predominantly in powers of 2. The relative
statistical uncertainties range from 4 · 10−4 to 3 · 10−3 and scale approximately with L1/2.
Figure 5.8 shows the scaling behavior, Γ (E,L), in vicinity of criticality for Φ = 0.05.
The behavior implies a scale invariant point Ec ≈ 5.59. For both lower and higher E, Γ
increases with L. As previously supposed, this behavior represents two localized regions
separated by a critical state only. However, the assumed critical point is only approx-
imately scale invariant. For small L, the Γ (E) curves are shifted to higher Γ values.
Consequently, Γc should be below the determined values of the current systems. More-
over, the position of the minimum in the Γ (E) behavior depends on L and seems to
converge against a certain energy value, Ec (see left panel inset of Fig. 5.8). Therefore, it
should be considered as a finite-size effect which describes a decaying asymmetry of the
transition. In the system-size dependence, it becomes evident that pairs of Γ (L) curves
with E′ > Ec and E′′ < Ec scale very similarly (see right panel in Fig. 5.8). With respect
to the mentioned finite-size effect, this is only correct for large systems. Note that it is
not mandatory that E′ and E′′ have the same distance to Ec, in other words, one can
find a smooth function g(E) so that Γ (g(E), L) becomes symmetric with regard to Ec
for all L. This implies that the common corrected scaling function, Γ∞(xrL1/ν), has to
be symmetric. A detailed investigation with the general FSS ansatz (4.50) confirms this
assumption, so it is adopted to the fit functions (4.51) in order to increase the stability
of the critical estimates. The expansions of xr and xi are particularly used to describe
relevant and irrelevant asymmetries in the energy dependence of Γ , respectively. Based
on this ansatz, the transition is analyzed for several ranges of E and L, and for various
EO as well; several representative results are listed in Tab. 5.1. Generally, systems with
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Figure 5.8.: Γ (E,L) in vicinity of the lowest QH transition with Φ = 0.05 as function
of E for several L (left panel) and as function of L for several E (right
panel). The inset on the left panel shows a magnification in the immediate
vicinity of Ec. The statistical error of the data is well below the symbol size.
The solid lines result from a fit where the parameters correspond to row 1
of Tab. 5.1. The right panel inset pictures the corrected, common scaling
function Γ∞(xrL1/ν).
Table 5.1.: RGFA-based critical parameter estimates for the QH transition in the lowest
LB with Φ = 0.05. Fits employ Eq. (4.51).
row Γc Ec ν y E L NV EO NF χ˜2
1 0.8093(57) 5.59003(3) 2.618(21) 0.395(82) [5.49,5.69] [32,512] 368 2 5 3 5 340 1.03
2 0.8097(89) 5.59003(3) 2.612(12) 0.394(86) [5.49,5.69] [64,512] 286 1 5 3 5 264 1.03
3 0.8327(10) 5.59017(3) 2.656(26) – [5.49,5.69] [384,512] 82 0 5 0 5 70 0.93
4 0.8107(37) 5.59002(3) 2.607(11) 0.393(29) [5.54,5.64] [32,512] 188 1 3 2 3 173 0.94
5 0.8330(10) 5.59016(3) 2.674(54) – [5.54,5.64] [384,512] 42 0 3 0 3 34 0.88
Table 5.2.: Similar to Tab. 5.1 but for Φ = 0.2.
row Γc Ec ν y E L NV EO NF χ˜2
1 0.7700(61) 4.31795(18) 2.867(78) 0.338(75) [4,4.6] [32,512] 548 2 4 2 4 525 1.02
2 0.7586(19) 4.31738(14) 2.932(24) 1.013(562) [4,4.6] [128,512] 304 1 4 1 3 288 1.04
3 0.7548(7) 4.31745(14) 2.887(31) – [4,4.6] [384,512] 122 0 4 0 4 112 0.89
4 0.7731(77) 4.31829(17) 2.841(87) 0.320(91) [4,4.54] [32,512] 494 2 3 1 3 476 1.07
5 0.7549(6) 4.31752(14) 2.905(20) – [4,4.54] [384,512] 110 0 3 0 3 102 0.89
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Figure 5.9.: Similar to Fig. 5.8, but for the lowest LB with Φ = 0.2. The solid lines
result from fit where the parameters correspond to row 1 of Tab. 5.2.
L ≥ 32 are considered here only. The inclusion of smaller systems leads to less accurate
fits. The first row in Tab. 5.1 shows the critical estimates based on the broadest range
of E and L. Here, high EO, especially ni = 2 and mi = 3, become necessary to obtain a
fit of good quality. Lower EO are suitable if small systems are neglected (row 2) or the
E range is reduced (row 4). All fits agree within their errors. Based on the first row,
the critical point is at Ec = 5.59003(3) and Γc = 0.8093(57), and the critical exponents
are ν = 2.618(21) and y = 0.395(82). For comparison, row 3 describes a fit which is
based on the data of the two largest system sizes only and does not extrapolate to the
thermodynamic limit (ni = 0). Correspondingly, the estimated critical point, located at
Ec = 5.59017(3) and Γc = 0.8327(10), and the relevant exponent ν = 2.656(26) differ from
above values marginally because of the neglected finite-size effects. The overall agreement
in Tab. 5.1 emphasizes the correctness of the critical estimates. For all fits, the corrected,
common scaling function Γ∞(xrL1/ν), which depends on nr only, starts at (0, Γc) and
is a monotonically increasing function with regard to |xr|L1/ν . It thus emphasizes that
contributions of high EO make only marginal changes to the almost parabolic behavior.
However, row 4 also shows that an investigation of a more immediate vicinity can lead to
more accurate results.
For Φ = 0.2, the Γ (E,L) behavior in proximity of the phase transition is shown in
Fig. 5.9. The principal behavior is similar to the transition with Φ = 0.05 but differs in
several points. Regarding the Γ values, the used E interval describes a more immediate
vicinity of the critical point. Additionally, the localization at the high-energy side of the
transition has a higher intensity, so the Γ (E) behavior has a strong asymmetry with re-
gard to Ec. Since this behavior is also present for larger systems, it must be described by
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the relevant part of the fit functions. Similar to the above transition, the system-size de-
pendence implies that both localized regimes behave similarly (see right panel of Fig. 5.9).
Hence, the symmetric scaling function (4.51) is used, where a nontrivial behavior of the
relevant scaling variable xr(E) covers the strong asymmetry on the E axes. Moreover, the
finite-size behavior is also different; Γ (Ec, L) increases with growing systems. The number
of data points is raised to 61 in order to describe the strong asymmetry and the FSS cor-
rectly. The results are listed in Tab. 5.2. The first three fits describe the scaling behavior
with an almost energetically centered critical point for different ranges of L. Contrarily,
for fits 3 and 4, the energy range was adjusted so that both localized regimes consider
the same range of Γ values. The consideration of small L reduces the preciseness of the
relevant estimates. Based on the second row, the phase transition is at Ec = 4.31738(14)
and Γc = 0.7586(19) with the relevant exponent ν = 2.932(24). In contrast, the most
accurate irrelevant exponent, y = 0.338(75), was obtained for a fits including also small
systems (row 1).
Detailed MFA-based results
For the detailed MFA, square random VD lattices with linear size L = 16 to 1024 are
considered. Each data point is based on 50000 to 10000 eigenstates of different lattice
realizations, so the relative statistical accuracy of A−2 varies only slightly2. For example,
these values are approximately 1 · 10−3 for λ = 2−8 or 2 · 10−3 for λ = 2−3. However, the
computation of A values is not possible in equal measure for all combinations of L and E
in the vicinity of the critical points. With growing systems, the numerical effort to find an
eigenstate on the low-energy side of the transition increases significantly, and, moreover,
not all computations converge. This inconvenient property limits the reachable system
sizes and increases the impact of the high-energy side in the FSS analysis.
Figure 5.10 shows A(E,L) with λ = 2−3 in the vicinity of the critical energy of the lowest
LB for Φ = 0.05. Here, badly converging eigenstates occur for L ≥ 512 particularly. The
principal scaling behavior is equal for all λ and coincides with RGFA-based investigations.
The curves touch each other close to Ec ≈ 5.59 and indicate a phase transition thereby.
Similar to the RGFA-based data, A(Ec, L) is nonconstant function of L, and A(E) is
asymmetric with regard to Ec. Both effects decay with increasing L. However, the system-
size dependence emphasizes that these finite-size effects are more dominant than in the
corresponding RGFA-based data. For L < 512, A behaves differently for the low-energy
and high-energy side of the transition. The data of larger systems imply that the scaling
behaviors of both localized regions become equal. However, the problematic A values
prevent a detailed investigation. Accordingly, the appropriate form of the scaling functions
is not clear, so both scaling expansions have to be checked. In contrast to RGFA-based
data, the application of the general scaling ansatz (4.50) does not always lead to symmetric,
common scaling functions because of the more dominate finite-size effects. In general, fits
of good quality are particularly found for L ≥ 256, and the obtained critical estimates
2The measure A − d can vary between 0 and ∞, and thus its relative statistical error provides a better
comparability with the uncertainties of Γ data than the relative statistical error of A.
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Figure 5.10.: A(E,L, λ = 2−3) in vicinity of the lowest QH transition with Φ = 0.05
as function of E for several L (left panel) and as function of L for several
E (right panel). The inset on the left panel shows a magnification in the
immediate vicinity of Ec. The statistical errors are indicated by the error
bars. The solid lines and dotted lines (for omitted data) result from a fit
where the parameters correspond to row 6 of Tab. 5.3. The right panel
inset pictures the corrected, common scaling function A∞(xrL1/ν).
Table 5.3.: MFA-based critical parameter estimates for the QH transition in the lowest
LB with Φ = 0.05. Fits employ Eq. (4.51).
row Ac Ec ν y λ L NV EO NF χ˜2
1 2.269(33) 5.58801(21) 2.726(157) 0.486(375) 2−6 [512,1024] 95 1 5 2 4 75 1.00
2 2.280(3) 5.58764(9) 2.565(36) 1.091(155) 2−6 [256,512] 118 2 3 3 3 98 1.00
3 2.267(6) 5.58784(9) 2.615(62) 0.367(197) 2−5 [256,1024] 163 2 4 2 4 140 1.06
4 2.230(10) 5.58829(6) 2.551(16) 0.112(21) 2−4 [256,1024] 177 1 5 2 3 158 1.05
5 2.245(26) 5.58821(20) 2.593(41) 0.116(52) 2−3 [512,1024] 95 1 5 1 4 76 1.06
6 2.211(37) 5.58836(8) 2.611(15) 0.069(24) 2−3 [256,1024] 177 1 5 2 4 157 1.01
7 2.141(7) 5.58823(0) 2.603(17) 0.091(34) 2−1 [128,1024] 245 3 3 2 3 222 1.05
Table 5.4.: Similar to Tab. 5.3, but for Φ = 0.2.
row Ac Ec ν y λ L NV EO NF χ˜2
1 2.242(6) 4.30279(1007) 3.136(305) 1.391(228) 2−7 [256,512] 171 2 3 2 4 151 1.04
2 2.256(1) 4.30361(98) 2.965(71) 1.147(312) 2−5 [256,512] 171 1 3 1 4 156 1.08
3 2.259(10) 4.30510(179) 3.331(112) 0.378(242) 2−3 [256,1024] 216 2 2 2 4 199 1.08
4 2.255(3) 4.30712(113) 2.899(42) 0.111(80) 2−3 [128,512] 335 1 4 2 4 317 1.09
5 2.251(4) 4.30627(175) 2.899(77) 0.217(121) 2−3 [128,256] 243 1 3 2 4 227 0.94
6 2.253(29) 4.30935(180) 2.870(123) 0.031(140) 2−1 [128,512] 337 2 3 1 4 318 0.99
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are similar. In this sense, no significant improvements are made by using the general
scaling functions. Table 5.3 lists several representative critical estimates, where λ is varied
predominantly. Fits without corrections to scaling are waived, since the irrelevant behavior
can be detected even for large L. Based on this data, I estimate that the QH transition
occurs at Ec = 5.5880(5). Despite fluctuations, Ac depends on λ, and I conclude that Ac
converges to α0 = 2.27(3) for λ→ 0. The estimates of ν show a stronger variation for fits
based on different data than the standard deviation of several single fits suggests. This is a
consequence of highly unstable y estimates, which take values between 0 and 1. These high
fluctuations imply that more than one irrelevant influence may be required to describe the
critical behavior for a broad range of system sizes. In this sense, the observed estimates
of y represent some strongly fluctuating effective values and a reasonable value cannot be
formed. In contrast, my overall estimate for the relevant exponent reads ν = 2.60(6).
For Φ = 0.2, the computation of A values is even worse. A sufficient number of eigen-
states in the same range as used for the RGFA can be obtained for systems up to L = 256
only. For larger systems, the E range decreases gradually. In order to analyze the transi-
tion as precise as possible, A(E,L) is calculated for up to 79 E values per L. The resulting
data clearly indicate a QH transition close to Ec ≈ 4.31 with highly asymmetric energy be-
havior. Table 5.4 lists several representative FSS results. Based on these data, I estimate
that the QH transition happens at Ec = 4.306(4) with the relevant exponent ν = 2.93(10).
No characteristic dependence of Ac on λ can be determined, and I summarize the values
to α0 = 2.25(2). Similar to the transition for Φ = 0.05, a proper overall y value cannot be
specified.
Both the RGFA and the MFA demonstrate the existence of QH transitions. The ac-
curacy of MFA-based critical estimates is limited due to the drawback of the eigenstate
computation. The Ec estimates observed with the MFA and the RGFA do not agree
within their errors. MFA-based values are always located at lower energies; they deviate
by ∆Ec ≈ 0.0022 and 0.011 for Φ = 0.05 and 0.2, respectively. There are two possible
reasons for this. First, the thermodynamic limit was not properly determined. This also
includes that the different lattice constructions represent the same 2D random VD lattice
only approximately. Second, the Ec values are affected by the boundary conditions. Due
to the different ratio of the lattice extensions, the open boundaries have a higher impact in
the MFA than in the RGFA. The latter possibility becomes prominent since the deviations
scale with Φ. Using Janßen’s formula Γc = pi(α0 − 2) [Jan94], the critical values of the
measures become comparable; α0 = 2.25(2) and 2.27(3) correspond to Γc = 0.78(6) and
0.85(9), respectively. Thus, the results based on different methods coincide, but the pre-
cision of Ac values is insufficient for the small deviation of the critical values for Φ = 0.05
and 0.2. The relevant scaling exponents yield a more reliable statement. These values
agree for both methods but differ with regard to Φ. It is unlikely that these deviations are
purely due to misconceived finite-size effects, since, apart from the critical estimates, the
complete scaling behavior has changed. For example, the transition for Φ = 0.2 features
a strong asymmetry, which reflects different localization strengths in the tails of the LB
(see Fig. 5.7). Figure 5.11 shows the maximum Γ value for several Φ, which separates the
lowest LB from other states towards the energy-band center, e.g. higher bands. The re-
sulting dependence shows a maximum close to Φ = 0.05 and continuously decays towards
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Figure 5.11.: Maximal dimensionless Lyapunov exponent in the region of the low-energy
tail of the lowest LB, Γmax, in dependence on Φ. The data, obtained for
L = 128, is exemplary for all finite L. The line is a guide to the eye only.
lower or higher fields. The position of the maximum represents the condition with the
most separated LB. For smaller Φ, several LBs exist, but their spacings become close to
the disorder strength, which essentially follows from random connections. Appendix A.2
shows the investigation of the QH transition for Φ = 0.01. Here, the estimates suggest a
reduced relevant exponent, ν = 2.45(2). In the opposite limit, Φ > 0.5, only a single LB
exists and the disorder by random bond length becomes the most important contribution.
The lowest LB overlaps with the remaining states of the system.
This point of view coincides with the fact that, for Φ = 0.05, the principal finite-
size behavior and all critical estimates agree with the estimates, i.e. Γc = 0.807(3),
ν = 2.607(5), and y ≈ 0.38, obtained with the TMM for the (standard) CC model [Sle12].
Also, the results coincide with the critical parameters obtained by means of the RGFA
on regular lattices (see App. A.1). Concerning the MFA, Evers et al. [Eve01] obtained
α0 = 2.2596(4) and y = 0.4(1) by an investigation of the critical point of the CC model.
For the other investigated transitions, no comparable results exist in literature.
5.2.3. Criticality in higher Landau bands
Since the above results suggest nonuniversal behavior in the lowest LB in accordance
to different Φ, the question arises: What happens in higher LBs? For this purpose, all
transitions of the 2D random VD lattice with Φ = 0.05 will be investigated. Here, the
shape of the DOS (Fig. 5.4) suggests 3 LBs, but only two critical points can be identified
using the data in (the upper panel of) Fig. 5.7. The critical behavior in the lowest LB was
discussed in the previous section already. Based on these results, RGFA will be used in
the same manner for stripes up to L = 384. Figure 5.12 shows the behavior of Γ (E,L) in
the vicinity of the second and the (assumed) third QH transition.
For the second LB, the principal behavior of Γ (E,L) is similar to the first LB, but the
finite-size effects are different. Right at criticality, Γ (Ec, L) does not scale monotonously
with L; it decreases for small stripes, L < 16, and increases for higher L. This behavior
makes it difficult to find suitable scaling functions for a broad range of L. The best fits
are obtained for L ≥ 96. The critical estimates are listed in Tab. 5.5, where the symmetric
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Figure 5.12.: Γ (E,L) in vicinity of the QH transitions in the second (left panel) and
third LB (right panel) with Φ = 0.05 as function of E for several L. The
statistical inaccuracy of the data points is well below the symbol size. Left:
The inset on the left panel shows a magnification of the immediate vicinity
of the critical point. The solid lines result from the fit where the parameters
correspond to row 1 of Tab. 5.5. Right: Lines serve as guide to the eye
only.
scaling functions (4.51) are applied. Based on these data, I estimate the transition to be at
Ec = 4.406(1) and Γc = 0.76(2), and the critical exponents are ν = 2.87(5) and y = 0.4(1).
Despite the fact that only large systems have been considered, comparatively high EO,
e.g. ni = 2, become necessary to obtain suitable scaling functions. Moreover, the fits with
only relevant expressions (row 3 or 5) describe the behavior of large systems, L ≥ 256,
with a reduced quality, χ˜2 ≈ 1.6. This indicates strong finite-size effects. Nevertheless,
the critical estimates clearly differ from the values for the lowest LB with Φ = 0.05 but
are close to the results of the lowest LB with Φ = 0.2. The transition does not show the
pure QH behavior, and the shape of the DOS suggests LB coupling (see Fig. 5.4).
Table 5.5.: Similar to Tab. 5.1, but for the second LB.
row Γc Ec ν y E L NV EO NF χ˜2
1 0.7604(201) 4.40593(37) 2.874(50) 0.412(93) [4.22,4.6] [96,384] 227 2 3 2 3 208 1.15
2 0.7451(231) 4.40692(40) 2.931(138) 1.341(878) [4.22,4.6] [192,384] 133 1 3 2 6 115 1.16
3 0.7400(4) 4.40741(12) 2.881(46) – [4.22,4.6] [256,384] 86 0 3 0 6 75 1.54
4 0.7584(50) 4.40662(15) 2.999(28) 0.357(72) [4.3,4.52] [96,384] 147 1 3 1 2 134 1.21
5 0.7396(5) 4.40751(15) 2.799(82) – [4.3,4.52] [256,384] 54 0 3 0 4 45 1.63
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a b c
Figure 5.13.: Edge states for Φ = 0.05 with a) E = 5.10 and b) 4.01, and for Φ = 0.2 with
c) E = 2.90 of the same 2D VD lattice with L = 128. The visualization is
equal to Fig. 5.6.
The scaling behavior in the vicinity of the third LB is even more complicated. The QH-
typical local minimum in Γ (E) curves appears for larger stripes, L > 8, only. Moreover,
the position depends strongly on L, and a small shoulder separates the local minimum
from the weak localized region towards the energy-band center. In summary, the data
suggest the existence of a third QH transition and LB coupling seems to be very strong.
The critical state could disappear by a slight increase of Φ. A detailed scaling analysis
seems to be inadequate because of the strong finite-size effects.
5.2.4. Edge states
Edge states are specially distributed wave functions occurring in systems with open bound-
aries under influence of a magnetic field. Figure 5.13 renders three examples of such states
on 2D random VD lattices. Edge states appear in the tails of the DOS and can be un-
derstood as follows. In a classical view, the electron performs a cyclotron motion with
a constant radius in presence of a magnetic field. An electron near a system edge does
not have enough free space to complete a circle. It hits the boundary before the circle
can be completed and thus the electron will be reflected. It starts another circle and hits
the boundary again. This happens again and again. In summary, an electron performs a
directed movement along a boundary by ’skipping circles’. The moving direction is hereby
defined by the orientation of the boundary and the direction of the magnetic field. This
means that electrons on opposite boundaries move in opposite directions. These states are
very stable against impurities. If there is a single impurity on an edge, electrons cannot be
reflected due to the magnetic field, so they go around and move ahead. However, a small
probability exists that an electron is refracted towards the bulk, and it moves around an
orbit until it hits a boundary again. An electron can only return to its origin by scattering
to the opposite edge of the system. The corresponding probability depends on the distance
and is, in general, extremely low. These edge states are known as the chiral edge states
and are responsible for the quantized Hall conductivity. Based on the RGFA, the current
section analyzes the behavior of lattice stripes with OBC in layer direction (y direction).
Figure 5.14 (left panel) shows the principal effect of changing the boundary conditions. For
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Figure 5.14.: Left: Normalized LDOS for Φ = 0.05 and E = 5.0 with PBC (upper
panel) and OBC (lower panel) in layer direction. The visualization is
similar to Fig. 5.13. Right: DOS close to the high-energy band edge for
Φ = 0.05 under influence of different boundary conditions. The data are
averaged over 10 stripes with the extensions 1000× 32. Both calculations
use η = 0.005. The blue labels correspond to Fig. 5.13.
stripes with PBC in layer direction, these edge effects are restricted to the beginning and
the end of each stripe. Therefore, they do not play any role, and the calculation describes
the behavior of the bulk. In general, the probability that an electron travels from one end
to another is extremely low. Contrarily, under OBC in layer direction, the electron moves
along the stripe almost without obstacles. The electrons are guided by the sample edge.
Since all boundaries are open, the electrons make a full loop along the rim of the lattice
stripe. The behavior that the bulk has an insulating character and the boundary bears
extended states is known under the term ’topological insulator ’. As the states change, their
density also becomes modified. Since it is a boundary effect, the changes are striking in
small stripes only. The distinct changes are in the region where LBs occur (see right panel
in Fig. 5.14).
Figure 5.15 shows the comparison of the scaling behaviors for an electron on the 2D
random VD lattice with OBC and with PBC exemplary for Φ = 0.05. For PBC, the
Γ data directly correspond to MFA-based calculations shown in Fig. 5.7. Starting from
the high-energy band edge, the states are localized in both geometries. For OBC, the
system undergoes a phase transition from localized to delocalized states in the lowest LB.
For smaller energies, Γ decays quickly to values close to zero until it reaches the second
LL. Here, the data imply that the system undergoes two phase transitions, which are
very close to each other. Correspondingly, the center of the second LB is a localized
region. After the highest occurring LB, the Γ values go down to zero again, and the
scaling behavior indicates delocalized states. On the low-energy band edge, the states are
localized under both boundary conditions. Therefore, a further LD transition must exist
in the range −3 < E < 3, but the precise critical point cannot be resolved by the present
data. Simulations for Φ = 0.2 yield a similar behavior (not shown here). There is a quite
obvious LD transition in the lowest LB and a poorly resolvable LD transition close to
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Figure 5.15.: Γ (E,L) as function of E for several L under PBC (upper panel) and OBC
(lower panel) with Φ = 0.05. The inset shows a magnification of the high-
energy part of the spectrum. The statistical errors are well below the
symbol size, and the lines are guides to the eye only.
E = −1. Accordingly, there is one delocalized phase confined by two localized phases. In
summary, edge states cause delocalized phases in vicinity of each local minimum of the
DOS.
In the following, the LD transitions in the lowest LB will be analyzed in more detail.
In accordance to the above QH transitions, the immediate vicinity of the critical point is
considered here only, because the Γ values at the low-energy side decay rapidly against
zero. An extension of the range would affect the critical estimates. The data are based on
system sizes up to L = 384 with 25 points per L. The relative statistical inaccuracies are
between 5·10−4 and 3·10−3. Figure 5.16 shows Γ (E,L) in the vicinity of the LD transition
for Φ = 0.05, and the corresponding FSS results are shown in Tab. 5.6. Here, the fit of
row 1 considers the entire data and yields the most accurate critical estimates. The critical
point is determined to be at Ec = 5.59083(8) and Γc = 0.6361(17). In comparison to the
associated QH transition, Ec coincides within the errors but Γc deviates significantly. The
regular and irrelevant exponents are ν = 2.541(18) and y = 0.912(31), respectively. The
critical estimates of other data ranges (rows 2− 4) confirm these values. In all cases, the
common, corrected scaling function, Γ∞(xrL1/ν), consists of two branches representing the
behavior in the localized and the delocalized phase each. In contrast to QH transitions,
no symmetries are assumed here. Calculations for Φ = 0.2 yield a qualitatively similar
behavior, and the results of the FSS analysis are listed in Tab. 5.7. All estimates of the
critical point are consistent. Based on the most accurate fit (row 1), the LD transition
is at Ec = 4.3177(5) and Γc = 0.5805(14), and the relevant and irrelevant exponent are
ν = 2.901(18) and y = 1.35(3), respectively. Fits without corrections to scaling (rows 2
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Figure 5.16.: Γ (E,L) in vicinity of the LD transition in the lowest LB with Φ = 0.05 as
function of E for several L (left panel) and as function of L for several E
(right panel). The solid lines result from a fit; the parameters correspond
to row 1 of Tab. 5.6. The statistical inaccuracies of the data are well below
the symbol size. The inset shows the corresponding common, corrected
scaling function Γ∞(xrL1/ν).
Table 5.6.: RGFA-based critical parameter estimates for the LD transition in the lowest
LB under Φ = 0.05. Fits employ Eq. (4.48).
row Γc Ec ν y E L NV EO NF χ˜2
1 0.6361(17) 5.59083(8) 2.541(18) 0.912(31) [5.55,5.64] [16,384] 249 2 5 0 1 228 1.03
2 0.6587(41) 5.59150(20) 2.539(20) – [5.55,5.64] [256,384] 49 0 5 0 1 41 1.11
3 0.6333(53) 5.59067(21) 2.559(26) 1.029(48) [5.57,5.61] [32,384] 119 1 3 0 1 108 1.01
4 0.6592(53) 5.59155(26) 2.541(58) – [5.57,5.61] [256,384] 29 0 3 0 1 23 1.21
Table 5.7.: Similar to Tab. 5.6, but for Φ = 0.2.
row Γc Ec ν y E L NV EO NF χ˜2
1 0.5805(14) 4.31771(50) 2.901(18) 1.352(30) [4.2,4.44] [16,384] 250 1 4 0 3 235 1.02
2 0.5776(85) 4.31693(238) 2.760(190) – [4.2,4.44] [256,384] 50 0 4 0 3 41 0.73
3 0.5790(64) 4.31750(165) 2.917(65) 1.214(243) [4.26,4.38] [32,384] 104 1 3 0 2 92 1.06
4 0.5844(76) 4.31893(212) 2.714(152) – [4.26,4.38] [256,384] 26 0 3 0 1 20 0.85
62
5.2. 2D unitary systems
and 4) are rather imprecise and imply stronger finite-size effects than for Φ = 0.05.
In summary, Ec is at the same position under both boundary conditions, and Γc is
lower for OBC than for PBC. This is a general effect, which is also observed in other
systems, e.g. 3D Anderson model [Sle00]. With regard to QH transitions, the finding
is consistent with the results by Obuse et al. [Obu10]. They published Γc = 0.616(1)
[originally 1/Γc = Λc = 1.624(2)], ν = 2.55(1), and y = 1.29(4) for a (standard) CC model
with OBC. For both Φ, the observed relevant exponent is very close to the value under
PBC. Moreover, the relevant exponent for Φ = 0.05 agrees with the value by Obuse et
al. In comparison to PBC, the irrelevant exponent is increased to 1 and thus emphasizes
a boundary-induced finite-size effect; however, the estimate for Φ = 0.05 differs from the
value by Obuse et al.
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6. Electron behavior on 3D random
Voronoi-Delaunay lattices
The current chapter describes the behavior of electrons on 3D random VD lattices. With
respect to the additional degree of freedom, the results are expected to differ significantly
from the already discussed behavior on 2D random VD lattices. On the other hand, the
construction and the description are very similar so that some analogous properties exist
as well. The outline is the same as used in the previous chapter, so the two cases, i.e.
orthogonal and unitary WD symmetry class, will be discussed separately.
6.1. 3D orthogonal systems
In orthogonal symmetry, the system is examined both for pure connectivity (W = 0)
and for mixed disorder (W > 0), where the random connections are superposed with
(uncorrelated) random potentials. The disorder strength can be tuned by W and thus
leads to a phase diagram in the EW plane, where localized states already exist for W = 0
due to random connections.
6.1.1. Pure connectivity disorder
For pure connectivity disorder, the hopping strengths are uniform, tij = 1, and the mo-
tion is equally possible in both directions on each bond of the 3D random VD lattice.
Therefore, the energy eigenvalues are real; the distribution is shown in Fig. 6.1. The DOS
is very similar to the equivalent DOS of 2D random VD lattices (see Fig. 5.1) and the
properties are as follows. 〈E〉 = 0 for all lattice realizations due to the absence of poten-
tials. The eigenvalues are in the range from E = −5.5 to 16.3 (for system of linear size
L = 24) so that the largest eigenvalue is marginally above 〈κ〉 ≈ 15.54. The asymmetry
of DOS represents that the 3D random VD lattice is also not bipartite and, moreover,
the tetrahedral connections imply an at least 4-partite graph. The fact that neighboring
tetrahedrons share a face raises the minimal partiteness of the graph further. Similar to
2D,
〈
E2
〉
= 〈κ〉 ≈ 15.54 and 〈E3〉 = 6F/N can be directly identified with the number of
edges and faces, respectively. For higher moments, correlations become important again.
In contrast to 2D, the moments of the DOS are not fixed for each finite sample since the
total coordination or the total number of faces depend on the lattice realization. The
spectrum near the low-energy band edge increases rapidly, and the pronounced tail on the
high-energy side is much stronger than in 2D. This tail is particularly affected by finite
sample sizes. The DOS is rough in this energy region while the behavior is smooth oth-
erwise. This means that several energy values which depend on the lattice extensions are
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Figure 6.1.: DOS for 3D random VD Hamiltonian (3.20) with purely topological disorder,
W = 0, and without magnetic field, Φ = 0. The left panel is based on
eigenvalues of 500 cubic systems of linear size L = 24. The right panel
shows the DOS averaged over 10 systems with the extensions 1000×L×L.
The insets show a magnification of the high-energy band edge each. The
energy resolution is 0.05.
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Figure 6.2.: A(E,L) as function of E for several L with Φ = 0 andW = 0. The number of
considered eigenvalues fluctuates, and the statistical inaccuracy is indicated
by the error bars. The energy resolution is 0.1.
preferred. In typical RGFA-based calculations of the DOS, the system extensions are not
equal; the cross-section is much smaller than the length of the bar. For such geometries,
the DOS agrees nearly perfectly for a large energy range, but the shape of the high-energy
tail differs and still depends on the size of the cross-section (see right panel of Fig. 6.1). As
it turns out below, this effect is relevant for the study of phase transition appearing in this
E range. In comparison with the DOS and the wave functions of 2D random VD lattices,
the behavior of the DOS in 3D implies the corresponding eigenstates are nonregular 3D
Chladni patterns. Hence, only a few number of frequencies, which depend on the lattice
realization, fit into the finite system, and the topological disorder is not so strong that the
DOS becomes completely smooth.
Figure 6.2 shows the behavior of A for the entire spectrum. The data are based on
small systems up to linear size L = 30. They are thus inadequate for accurate statements;
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however, the behavior can be used to identify important points. At the low-energy band
edge, A increases with progressive system sizes and thus indicates that the corresponding
states are localized. The scaling behavior changes close to E = −5 and thus implies a
phase transition. Towards the band center, the data show an energetically broad phase of
delocalized states. On the high-energy band edge, the data are inconclusive. Therefore, it
is impossible to identify a second phase transition as it would be expected based on the
behavior of regular lattices with moderate disorder. In the following, these transitions will
be investigated more precisely by means of both the detailed MFA and the RGFA.
Detailed MFA-based results
Figure 6.3 shows the transition which is close to the low-energy band edge. With respect
to the next section, the behavior is examined for both PBC and OBC in x direction, yet
PBC are always used in y and z direction. Both data sets are based on systems of linear
size between L = 20 and 100 with 25 data points each. The point density is increased in
the immediate vicinity of the critical point. Each data point is an average over 5000 states
of different lattice realizations. The relative statistical errors of A − 3 vary marginally
but depend on the considered relative box size λ. For example, the relative accuracies are
between 2 · 10−3 and 4 · 10−3 for λ = 0.1 or between 6 · 10−3 and 9 · 10−3 for λ = 0.5.
At first glance, the determined values of A(E,L) depend on the applied boundary
conditions. For similar conditions, A values are higher under OBC than under PBC.
Nevertheless, the data for both conditions represent a phase transitions close to E ≈ −5.12.
Representative results of the scaling analyses are summarized in Tabs. 6.1 and 6.2 for PBC
and OBC in x direction, respectively. For both boundary conditions, a systematic offset
of the intersection of successive A(E) curves demonstrates that finite-size corrections have
to be considered. This occurs for all λ, but the intensity of the systematic offset decays
with increasing λ so that less sophisticated functions can be sufficient to describe the
scaling behavior for larger λ. Contrary to the analysis of QH transitions, an expansion
with mi > 0 is not helpful to obtain better regressions. The critical estimates based
on different λ highly agree within their statistical errors (in most cases). Contrarily, Ac
depends on both λ and the applied boundary conditions. Generally, the estimates for Ac
systematically increase with λ; they seem to converge to a certain value close to 4.0 and
4.2 for PBC and OBC, respectively. Note that the analysis also considers empty boxes
for small L and λ = 0.1; however, systematic deviations cannot be determined based on
the current data. Since the analyses for OBC and for PBC provide similar estimates, a
common result can be formed: the system undergoes a LD transition at Ec = −5.124(5)
with the critical exponents ν = 1.58(4) and y = 1.8(4).
These values agree with results of the investigations of conventional 3D Anderson tran-
sition in the orthogonal WD class. For example, Rodriguez et al. [Rod11] observed
ν = 1.590(5) and y ≈ 1.7. Moreover, they obtained α0 ≡ Ac(λ → 0) = 4.048(2). The
fact that the critical value of the dimensionless quantity, e.g. α0 and Γc, depends on the
topology (in sense of boundary conditions) is also visible in TMM-based investigations
[Sle00].
The examination of the transition near the high-energy band edge did not result in a
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Figure 6.3.: A(E,L) with λ = 0.1 in vicinity of the LD transition near the low-energy
band edge of 3D VD lattices with Φ = 0 and W = 0. Thereby, PBC (left
panel) and OBC (right panel) are applied in x direction. The solid lines
result from fit where the parameters correspond to row 1 of Tabs. 6.1 and
6.2 for the left and right panel, respectively. The statistical errors of the data
points are indicated by error bars. The insets show the common, corrected
scaling function A∞(xrL1/ν) each.
Table 6.1.: MFA-based critical parameter estimates for the LD transition near the low-
energy band edge of the 3D random VD lattice with Φ = 0 and W = 0. PBC
are applied in all directions.
row Ac Ec ν y λ L NV EO NF χ˜2
1 3.956(27) −5.12463(81) 1.549(24) 1.50(12) 0.1 [20,100] 225 2 3 0 3 208 1.14
2 4.094(142) −5.12712(221) 1.631(40) 0.74(31) 0.1 [40,100] 175 1 5 0 2 159 1.19
3 3.820(7) −5.11958(38) 1.588(22) – 0.1 [80,100] 75 0 3 0 4 66 1.19
4 3.848(12) −5.12307(40) 1.582(24) 1.77(20) 0.2 [20,100] 225 2 3 0 3 208 1.16
5 3.614(9) −5.12246(37) 1.557(28) 2.10(27) 0.5 [20,100] 225 2 3 0 3 208 1.18
6 3.607(13) −5.12230(61) 1.616(36) – 0.5 [80,100] 75 0 3 0 4 66 1.17
Table 6.2.: Similar to Tab. 6.1, but with OBC in x direction.
row Ac Ec ν y λ L NV EO NF χ˜2
1 4.197(37) −5.12434(75) 1.561(43) 1.82(25) 0.1 [20,100] 225 2 3 0 3 208 0.99
2 4.180(25) −5.12386(64) 1.593(29) 1.93(35) 0.1 [40,100] 175 1 3 0 4 161 0.99
3 4.105(13) −5.12129(56) 1.532(25) – 0.1 [80,100] 75 0 3 0 4 66 1.15
4 4.184(11) −5.12457(29) 1.615(25) 1.64(19) 0.2 [30,100] 200 1 3 0 3 187 1.03
5 3.943(9) −5.12424(31) 1.569(21) 2.15(28) 0.5 [20,100] 225 1 3 0 3 212 1.05
6 3.852(20) −5.12112(75) 1.579(42) – 0.5 [80,100] 75 0 3 0 5 65 1.02
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smooth behavior in the vicinity of the critical point. Even the use of larger systems up
to L = 140 was not helpful, and the A(E) dependence remains still coarse due to strong
fluctuations of the DOS (see inset of Fig. 6.1). The determined data only indicate a phase
transition close to E = 16.32 (see [Pus15b] for details). To investigate the transition
in more detail, a DOS which is smooth on the scale of ∆E = 0.01 is necessary, and
thus significantly larger systems have to be considered; however, the numerical effort and
the necessary computer memory would be extremely high, so that this investigation is
numerically disproportionate. The phase transition is more evident using the RGFA (see
below).
RGFA-based results
The RGFA calculations are based on 50 bars with a length of 106 each. The square cross-
section, L× L, is varied from L = 4 to 20 which leads to a relative statistical inaccuracy
for Γ between 3 · 10−4 and 6 · 10−4. However, for the scaling analysis, only systems with
L ≥ 6 are used since Γ (L) is coarse for smaller cross-sections. The investigation of the
behavior under different boundary conditions has been dispensed with, because PBC can
also be applied in presence of a magnetic field. The imaginary energy broadening η is
10−10 for all calculations.
Figure 6.4 shows the critical behavior of Γ (E,L) in the vicinity of the transition close
to the low-energy and the high-energy band edge each. For the low-energy transition,
several representative FSS results are summarized in Tab. 6.3. The first fit uses the entire
data; however, a high irregular expansion, ni = 4, is necessary to obtain χ˜2 ≈ 1. The
second and third fits are based on larger system sizes, where the irrelevant expansion can
be reduced gradually. All these fits are stable and highly agree despite these extremely
sophisticated fit functions. Based on these FSS results, I estimate that the critical point
is at Γc = 1.75(2) and Ec = −5.1235(9), and the critical exponents are ν = 1.60(3) and
y = 2.8(5). The irrelevant expansion is vividly illustrated by the fact that the intersection
of successive Γ (E) curves does not show a monotonous behavior. The Γ value of this point
increases with growing system sizes initially. For larger systems, this behavior changes and
the Γ value decreases again. The associated E values of the intersections behave similarly.
This fact is confirmed by a fit which uses large systems and a relevant scaling expansion
only (row 4). In comparison to the extrapolated scaling results, the estimated critical point
is at a lower E and higher Γ value. The associated relevant exponent, ν = 1.551(11), is
slightly reduced. Moreover, the last two fits in Tab. 6.3 emphasize that similar critical
estimates can be observed for a more immediate vicinity of the critical point.
The estimates obtained for Ec and ν coincide highly with the above MFA-based results.
The higher accuracy of the raw data leads to more precise critical estimates. In particular
the coincidence of Ec implies that different construction formalisms, which are used for the
MFA and the RGFA, describe the same 3D lattice (at least in the thermodynamic limit).
On the other hand, the value for the irrelevant exponent differs significantly. Slevin et al.
[Sle14] presented Γc = 1.734(3), ν = 1.573(5), and y = −3.3(3) for a generic Anderson
transition on sc lattices (in the orthogonal WD class). These values agree very well with
the critical parameters in this section.
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Figure 6.4.: Γ (E,L) in vicinity of the LD transition near the low-energy (left panel)
and high-energy band edge (right panel) of 3D VD lattices with Φ = 0 and
W = 0. The statistical errors are well below the symbol size. Left: The solid
lines result from a fit where the parameters correspond to row 1 of Tab. 6.3.
The inset shows the corrected, common scaling function Γ∞(xrL1/ν). Right:
Lines are guides to the eye only.
Table 6.3.: RGFA-based critical parameter estimates for the LD transition near the low-
energy band edge of the 3D random VD lattice with Φ = 0 and W = 0.
row Γc Ec ν y E L NV EO NF χ˜2
1 1.7508(148) −5.12360(63) 1.606(17) 3.04(40) [-5.17,-5.07] [6,20] 225 4 5 0 2 191 0.99
2 1.7431(196) −5.12332(75) 1.608(20) 2.61(39) [-5.17,-5.07] [7,20] 200 3 5 0 2 172 0.99
3 1.7506(182) −5.12360(66) 1.597(26) 2.78(98) [-5.17,-5.07] [10,20] 150 2 5 0 2 128 1.06
4 1.7794(46) −5.12481(24) 1.551(11) – [-5.17,-5.07] [18,20] 50 0 5 0 2 41 1.29
5 1.7363(185) −5.12295(78) 1.591(50) 2.91(36) [-5.15,-5.10] [6,20] 135 4 3 0 3 110 1.09
6 1.7802(27) −5.12486(15) 1.566(13) – [-5.15,-5.10] [16,20] 45 0 4 0 2 37 1.20
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The investigation of the phase transition near the high-energy band edge yields a smooth
behavior (see right panel in Fig. 6.4). However, assuming the same universal behavior as
the transition close to the low-energy band edge, the apparent crossing point at Γc ≈ 0.4
is far from the expected value Γc ≈ 1.75. This can be interpreted as follows. Due to the
nearly infinite bar length, the energy-level spacing is small and thus the E dependence
of Γ is smooth, but the size of the cross-sections is still important for the shape of the
wave function. Based on the currently used system sizes, a detailed scale analysis is
thus impossible. Significantly larger systems must be considered to figure out the critical
behavior of this transition; however, the numerical effort would be disproportionally high.
Based on the current data, the transition occurs close to E = 16.30. However, due to
strong finite-size effects, a shift to a slightly higher value (Ec ≈ 16.31) is fairly certain.
This guess coincides with above MFA-based estimate.
6.1.2. Additional potential disorder
In the following, the 3D random VD lattice will be investigated with additional uncorre-
lated random potentials (W > 0). Thus, the diagonal entries of the VD Hamiltonian are
filled with random numbers. Since the contribution is zero on average, the center of the
DOS does not change, 〈E〉 = 〈u〉 = 0. However, higher moments of the distribution are
affected. For example, tr(H2) is represented by two types of terms. Similar to the case
of pure connectivity disorder, the first type consists of movements to a neighbor and back
again. The other type is represented by the second moment of the potential. Therefore,〈
E2
〉
= 〈κ〉+ 〈u2〉 is described by the mean connectivity and the variance, 〈u2〉 = W 2/12,
of the random potentials. This leads particularly to a broadening of the DOS, which
is demonstrated in Fig. 6.5. With increasing W , the random potentials become more
dominant and thus the asymmetry of DOS decreases.
In order to find the localization phase diagram, several transitions are calculated in the
EW plane with either fixed E or fixed W by means of MFA with PBC in all directions.
The thereby associated effort was kept moderate by using only systems of the linear sizes
L = 50, 60, and 70 with roughly 10 data points per size and transition. Each point is based
on 1000 wave functions. This procedure is not good enough to study the scaling behaviors
in detail; however, it is sufficient to obtain accurate estimates of the critical points. Figure
6.6 shows the resulting phase diagram. The additional potential disorder smoothes the
DOS and suppresses artifacts in the behavior of A. This particularly means that the FSS
approach is also applicable on the high-energy regions of the phase diagram. Similar to
the behavior of the DOS, the region of delocalized states is asymmetric. For small W ,
the mobility edges follow the band edges. For higher W , the range of delocalized states is
limited to higher energies only and reaches a maximal critical disorder strength WC = 47.5
at EC = 22. This behavior is similar to already investigated lattices; however, WC is very
high. For example, the sc, the bcc, and the fcc lattice have corresponding critical disorder
strengths W scC = 16.53, W bccC = 20.81, and W fccC = 26.73, respectively [Eil08; Rod11].
A nontrivial Bravais lattice, viz. corner-sharing tetrahedral lattice, has a W cstC = 14.47
[Pus15a]. However, this comparison is unsuitable since the highest possible kinetic energy
scales (among others) with the number of nearest neighbors (with tij = 1). Therefore, the
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Figure 6.5.: DOS of 3D random VD lattices with W = {10, 20, . . . , 50} ( , from inside
out) in comparison to W = 0 ( ). The data are averages over 500 systems
of linear size L = 24. The energy resolution is 0.05.
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Figure 6.6.: Left: Phase diagram of the 3D random VD lattice on the EW plane. Lo-
calized and delocalized ( ) phases are separated by the mobility edge ( ,
guides the eye only). The statistical errors of the measured transitions ( )
are well below the symbol size. The DOS is shown by contours ( ) be-
tween 0.0 and 0.1 staggered by 0.005 (similar calculation as in Fig. 6.5 with
∆W = 1). Right: A(W,L) with λ = 0.2 in the vicinity of the LD transition
for E = 10. The solid lines are result of a fit where the parameters corre-
spond to row 1 of Tab. 6.4. The inset shows the common, corrected scaling
functions A∞(xrL1/ν).
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Table 6.4.: MFA-based critical parameter estimates with λ = 0.2 for the LD transition
for E = 10 for the 3D random VD lattice with Φ = 0 and W > 0.
row Ac Wc ν y W L NV EO NF χ˜2
1 3.860(21) 40.351(81) 1.580(38) 1.907(331) [37.5,43.5] [20,90] 200 1 3 0 2 188 1.00
2 3.909(4) 40.553(21) 1.559(16) – [37.5,43.5] [40,90] 150 0 3 0 2 143 1.08
3 3.882(11) 40.426(52) 1.620(48) – [37.5,43.5] [70,90] 75 0 3 0 1 69 1.03
relative critical disorder wC ≡ WC/ 〈κ〉 is used for comparison. Applying this to the sc,
the bcc, the fcc, and the cst lattice, one obtains wscC = 2.76, wbccC = 2.60, wfccC = 2.23, and
wcstC = 2.41, respectively. These quantities are mainly affected by the possible paths on
the lattice. For the 3D random VD lattice, one obtains wC = 3.06 which is higher than for
lattices which are initially free from disorder. The high value implies that the extended
states slightly below WC live on sites with above-average coordination.
For constant E = 10, the transition, which is tuned by W , is investigated in more
detail and is based on 25 points for systems between L = 20 and 90. 2000 eigenstates
are used for each data point. The A(E,L) behavior based on λ = 0.2 can be seen in
the right panel of Fig. 6.6. Table 6.4 lists the results of related FSS analysis. Based on
the most accurate fit (row 1), the system undergoes a transition at Wc = 40.35(8) and
Ac = 3.86(2) with the relevant scaling exponent ν = 1.58(4) and the irrelevant exponent
y = 1.9(3). These values highly agree with above results for the LD transition induced by
pure connectivity disorder. The lower accuracy of the raw data is compensated by lower
EO. Neglecting small systems, the influence of irrelevant scaling decreases, so fits without
finite-size corrections become suitable (see row 2 and 3). The corresponding results deviate
only marginally and emphasize thus the obtained critical estimates.
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Figure 6.7.: DOS (left panel) and integrated DOS (right panel) for 3D random VD
Hamiltonian (3.20) with W = 0 for several Φ > 0. The data are averages
over 500 systems of linear size L = 24. The energy resolution is 0.05.
6.2. 3D unitary systems
The current section describes the investigation of an electron motion on the 3D random
VD lattice under the influence of the magnetic field, Φ > 0. The description of this
problem is very similar to the 2D case since the B points into z direction only. Therefore,
OBC are used in x direction while PBC are still employed in y and z direction.
6.2.1. Pure topological disorder
Figure 6.7 shows the DOS for several Φ. The properties can be discussed in similar manner
as for the 2D random VD lattice with magnetic field; however, the electron has a further
degree of freedom which is unaffected by the field. The first two moments of the DOS are
not affected by the magnetic field since the phase changes of a forward and a backward
move are canceled out mutually. Three-bonds-long paths can only enclose a single triangle,
and thus
〈
H3
〉
= 6
〈
cos(2piΦAxy )
〉
F/N . In contrast to 2D, the thereby obtained phase
change scales with the triangular area Axy which is projected onto the xy plane. Therefore,
very small phase rotations are possible for triangles which are nearly perpendicular to the
xy plane (see Fig. 2.4). The analytical discussion of higher moments is complicated again.
Note that all mean numbers are slightly reduced due to the open bonds on the yz planes
at the system boundaries. The principal changes caused by the magnetic field are very
similar to the 2D case; however, no LL appear due to the additional degree of freedom, in
which the motion is unaffected by the magnetic field. Therefore, the fluctuations on the
high-energy side of the DOS are very small and are due to finite-size effects. Similar to
2D, the DOS is only slightly modified by a small magnetic field near the low-energy band
edge. Moreover, the spectrum becomes more symmetric with increasing magnetic field.
However, the asymmetry decreases slower than in 2D, because of triangles with Axy ≈ 0.
For E = −2.5, the integrated DOS seems to be independent of Φ. It is, however, unclear
whether this is a feature of the system or just a coincidence.
Figure 6.8 gives an approximate classification of the states on 3D random VD lattices
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Figure 6.8.: A(E,L) with λ = 0.1 in dependence on E for several L for Φ = 0.2. The
number of considered eigenvalues fluctuates; the accuracy is indicated by
the error bars. The energy resolution is 0.1.
with Φ = 0.2 by means of a rough MFA analysis of the entire energy spectrum. The shown
behavior is exemplary for all Φ > 0. The interpretation of the A scaling behavior leads
to a basic assessment as follows. The states near the band edges are localized while wave
functions in a central region are delocalized. The system thus undergoes two energy-driven
phase transitions, whose critical points depend on Φ. The phase transitions are always (for
Φ =∞ as well) located close to the two band edges. Both critical energies decrease with
increasing Φ. Note that the local maxima in Fig. 6.8 are finite-size effects and coincide
with local minima in the DOS of systems of the same size. In the following, the identified
phase transitions for Φ = 0.05, 0.2, and ∞ (numerically 105) on the low-energy band edge
will be analyzed in more detail by means of the detailed MFA and the RGFA.
Detailed MFA-based results
The investigation of the low-energy phase transition under influence of a magnetic field,
Φ > 0, is performed in the same manner as the transition for the purely connectivity-
disordered 3D VD lattice (see above). This means in particular that the same system
sizes are used and each point is based on 5000 states of different lattice realizations. Only,
the energy range is adapted so that the transition appears in the middle of the considered
E range.
Figure 6.9 shows the behaviors of A(E,L) for both Φ = 0.05 and 0.2. At first glance,
they are very similar and the systematical displacement of A(E) curves for small systems
is equivalent to the behavior of the transition for purely connectivity-disordered lattice
with equal boundary conditions (see right panel of Fig. 6.3). The results of the numerical
scaling analyses are listed in Tabs. 6.5 and 6.6 for Φ = 0.05 and 0.2, respectively.
For Φ = 0.05, the scaling functions fit the data with reduced agreement. This behavior
is independent from the considered E range, L range, or λ. Comparable high EO become
necessary to obtain a fit of moderate quality (χ˜2 ≈ 1.2) (see row 1 and 2). Expansion
orders which are similar to the investigation of the purely connectivity-disordered case
lead to worse fits (see row 4). Nevertheless, the scaling functions imply a transition at
Ec = −5.167(1), where Ac behaves similar to the orthogonal case. Based on the FSS
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Figure 6.9.: A(E,L) with λ = 0.1 as function of E for several L in the vicinity of a
LD transition on 3D VD lattices with Φ = 0.05 (left panel) and 0.2 (right
panel). The errors of the data points are indicated by the error bars. The
solid lines are results of fits where the parameters correspond to the row 1
in Tabs. 6.5 and 6.6 for Φ = 0.05 and 0.2, respectively. The insets show the
common, corrected scaling functions A∞(xrL1/ν).
Table 6.5.: MFA-based critical parameter estimates for the LD transition near the low-
energy band edge of the 3D random VD lattice with Φ = 0.05.
row Ac Ec ν y λ L NV EO NF χ˜2
1 4.200(25) −5.16719(58) 1.355(57) 3.01(39) 0.1 [20,100] 225 4 6 0 3 185 1.18
2 4.192(40) −5.16697(58) 1.344(50) 2.74(66) 0.1 [40,100] 175 2 5 0 3 152 1.22
3 4.181(10) −5.16673(29) 1.310(11) – 0.1 [80,100] 75 0 6 0 2 65 1.32
4 4.248(54) −5.16827(67) 1.455(56) 2.16(40) 0.1 [20,100] 225 2 3 0 3 208 1.66
5 4.199(26) −5.16756(52) 1.353(34) 2.72(49) 0.2 [40,100] 175 2 6 0 2 150 1.21
Table 6.6.: Similar to Tab. 6.5, but for Φ = 0.2.
row Ac Ec ν y λ L NV EO NF χ˜2
1 4.269(39) −5.43008(75) 1.404(36) 2.48(49) 0.1 [20,100] 225 3 5 0 2 197 1.10
2 4.340(56) −5.43139(98) 1.441(34) 1.33(43) 0.1 [40,100] 175 1 5 0 2 159 0.98
3 4.196(8) −5.42804(27) 1.355(14) – 0.1 [80,100] 75 0 5 0 1 67 1.14
4 4.335(48) −5.43138(70) 1.441(70) 1.13(47) 0.2 [30,100] 104 1 3 0 2 92 0.99
5 4.015(27) −5.42943(44) 1.470(48) 2.27(38) 0.5 [30,100] 200 1 3 0 4 186 1.09
6 4.017(20) −5.42956(55) 1.459(30) – 0.5 [80,100] 75 0 3 0 4 66 1.06
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Table 6.7.: Similar to Tab. 6.5, but for Φ ≈ ∞.
row Ac Ec ν y λ L NV EO NF χ˜2
1 4.249(15) −7.84846(46) 1.440(22) 2.25(27) 0.1 [20,100] 234 2 3 0 3 217 0.98
2 4.264(19) −7.84889(56) 1.466(22) 1.83(22) 0.1 [30,100] 208 1 3 0 3 195 0.99
3 4.214(12) −7.84725(55) 1.429(26) – 0.1 [80,100] 78 0 3 0 3 70 0.99
4 4.238(26) −7.84855(60) 1.459(26) 2.40(50) 0.2 [20,100] 234 2 3 0 3 217 0.98
5 3.992(23) −7.84776(50) 1.441(32) 2.34(72) 0.5 [20,100] 234 2 3 0 3 217 0.99
6 3.998(8) −7.84796(32) 1.428(14) – 0.5 [60,100] 130 0 3 0 3 122 1.00
results, I estimate that the exponents are ν = 1.35(7) and y = 2.7(7). For Φ = 0.2, the
used scaling functions are more suitable. It seems to be appropriate to neglect smaller
systems to obtain fits of good quality. I summarize the FSS results as Ec = −5.430(1),
ν = 1.44(6), and y = 2.0(8). The high error estimate for y is due to the strongly fluctuating
individual values. Based on these data, it is difficult to say whether both systems have
the same critical behavior. For this purpose, more accurate calculations are required. The
fact that scaling functions fit much better for Φ = 0.2 than for Φ = 0.05 is caused by the
magnetic field itself. The field brings in a characteristic magnetic length LB = (2piΦ)−1/2,
which decreases with increasing Φ. With regard to LB, the systems are twice as large
for Φ = 0.2 than for Φ = 0.05. Hence, the magnetic field introduces a further finite-size
effect. The worse fit behavior for Φ = 0.05 is caused by these influences. In this sense, the
finite-size effects influenced by the magnetic field should vanish for Φ→∞. Note that this
is similar to the so-called random flux model, in which the phase of each hopping element,
tij , is chosen randomly. For Φ ≈ ∞, the A data show a similar scaling behavior as above
transitions. A representative list of fit results is summarized in Tab. 6.7.
All of them describe the associated data with great accuracy (χ˜2 ≈ 1) and, moreover, the
critical estimates agree highly. The system undergoes a LD transition at Ec = −7.8486(8).
For all λ, Ac coincides with estimates of the transition for pure connectivity disorder. I
estimate that the critical exponents are ν = 1.45(3) and y = 2.3(6). The small deviation
of ν ≈ 1.43 obtained for fits without scaling corrections (rows 3 and 6) emphasizes the
overall correctness.
Ujfalusi et al. [Ujf15] obtained ν = 1.437(4) and y = 1.65(3) for a MFA on sc lattices
with finite magnetic field (Φ = 0.2).
RGFA-based results
For RGFA-based calculations, the magnetic field does not affect the choice of boundary
conditions. Hence, the treatment of the system is equal to the investigation of the purely
connectivity-disordered 3D random VD lattice bars. This particularly means that all
parameters (except Φ and the E range) are equal to above RGFA-based investigation
without magnetic field. Here, data of L ≥ 7 seem to be appropriate for a detailed scaling
analysis. Figure 6.10 shows the behavior of Γ (E,L) for both Φ = 0.05 and 0.2. The
corresponding FSS results are summarized in Tabs. 6.8 and 6.9 for Φ = 0.05 and 0.2,
respectively. In each case, the first result represents the most reliable fit. Despite the high
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Figure 6.10.: Γ (E,L) as function of E for several L in vicinity a LD transition on 3D
VD lattices with Φ = 0.05 (left panel) and 0.2 (right panel). The errors
are well below the symbol size. The solid lines are result of the fits where
the parameters correspond to row 1 of Tabs. 6.8 and 6.9 for Φ = 0.05 and
0.2, respectively. The insets show the common, corrected scaling functions
Γ∞(xrL1/ν).
irrelevant expansion, ni = 3, the fit functions are stable and of good quality (χ˜2 ≈ 1). My
estimates for the critical energies read Ec = −5.1669(8) for Φ = 0.05 and Ec = −5.4309(3)
for Φ = 0.2; my associated estimates for the Lyapunov exponents, i.e. Γc = 1.74(4) or
1.780(6), and the relevant exponents, i.e. ν ≈ 1.45(4) or ν ≈ 1.45(3), agree within the
errors. On the other hand, the estimates of the irrelevant exponent differ significantly.
Generally, the relevant critical estimates are more precise for Φ = 0.2 than for 0.05 due to
the size of the associated characteristic magnetic lengths.
For the random flux limit, Φ ≈ ∞, several FSS results are listed in Tab. 6.10. Here,
the systematic offsets of finite systems are very small but still exist. This is illustrated
by slightly differing estimates for fits considering large system sizes only (rows 4 and
5). Based on the most precise fits (rows 1 and 2), I estimate that the critical point is
at Ec = −7.848(1) and Γc = 1.81(2), and the relevant and the irrelevant exponent are
ν = 1.44(3) and y = 2.5(7), respectively. In contrast to the MFA, the consideration of
random fluxes does not lead to significantly improved critical estimates.
In summary, one obtains nearly the same critical estimates for all Φ. However, deviations
occur for the irrelevant exponent, which might be caused by the influence of the charac-
teristic magnetic length scale. The Ec values highly agree with MFA-based results so that
the different VD constructions describe the same lattice. In comparison to the MFA, the
obtained deviations of the relevant exponent could not be confirmed; the discrepancy is
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Table 6.8.: RGFA-based critical parameter estimates for the LD transition near the low-
energy band edge of the 3D random VD lattice with Φ = 0.05.
row Γc Ec ν y E L NV EO NF χ˜2
1 1.7353(299) −5.16667(72) 1.455(44) 1.57(26) [-5.22,-5.12] [7,20] 200 3 5 0 2 172 0.96
2 1.7534(332) −5.16717(76) 1.509(46) 1.47(47) [-5.22,-5.12] [10,20] 150 2 5 0 2 128 1.10
3 1.8384(22) −5.16927(9) 1.400(4) – [-5.22,-5.12] [16,20] 75 0 5 0 2 66 1.64
4 1.7936(289) −5.16802(75) 1.433(49) 2.01(50) [-5.19,-5.15] [7,20] 104 3 3 0 1 85 1.18
5 1.8348(31) −5.16913(12) 1.443(13) – [-5.19,-5.15] [16,20] 39 0 3 0 2 32 1.09
Table 6.9.: Similar to Tab. 6.8, but for Φ = 0.2.
row Γc Ec ν y E L NV EO NF χ˜2
1 1.7797(60) −5.43079(26) 1.455(16) 4.57(86) [-5.48,-5.38] [7,20] 200 3 5 0 2 172 0.97
2 1.7833(25) −5.43096(12) 1.464(26) 3.63(94) [-5.48,-5.38] [10,20] 150 1 5 0 2 134 0.89
3 1.7846(28) −5.43102(15) 1.433(6) – [-5.48,-5.38] [16,20] 75 0 5 0 2 66 0.97
4 1.7824(72) −5.43091(32) 1.439(26) 5.72(263) [-5.45,-5.41] [7,20] 104 3 3 0 2 84 1.03
5 1.7803(35) −5.43080(18) 1.456(20) – [-5.45,-5.41] [16,20] 39 0 3 0 2 32 1.20
Table 6.10.: Similar to Tab. 6.8, but for Φ ≈ ∞.
row Γc Ec ν y E L NV EO NF χ˜2
1 1.8134(113) −7.84845(52) 1.439(28) 2.62(47) [-7.9,-7.8] [8,20] 182 3 4 0 2 158 1.02
2 1.8052(152) −7.84814(64) 1.450(26) 2.30(49) [-7.9,-7.8] [10,20] 156 2 4 0 2 137 1.00
3 1.8694(19) −7.85117(12) 1.464(5) – [-7.9,-7.8] [16,20] 78 0 4 0 2 70 1.09
4 1.8132(231) −7.84852(96) 1.504(34) 2.41(40) [-7.87,-7.83] [8,20] 98 2 2 0 1 86 1.04
5 1.8687(22) −7.85114(14) 1.479(16) – [-7.87,-7.83] [16,20] 42 0 2 0 2 36 0.95
caused by a combination of strong finite-size effects and the influence of open boundaries.
In this sense, the critical behavior is independent of the magnetic field (Φ > 0). Moreover,
the obtained RGFA-based values are in good agreement with the recent publication by
Slevin et al. [Sle16], which is based on sc lattice with random fluxes. Their results are
Γc = 1.805(4), ν = 1.44(1), and y = 3.1(4).
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The current work investigated the effect of topological disorder in the realm of Anderson
transitions. For this purpose, the behavior of noninteracting electrons on 2D and 3D
random VD lattices was considered for two symmetry classes by means of two independent
methods, i.e. the MFA and the RGFA. The two classes, i.e orthogonal or unitary symmetry
class, are represented by the absence or existence of a magnetic field, which triggers the
breaking of the time-reversal symmetry.
In 2D, the system does not undergo a phase transition in absence of a magnetic field,
and all states are localized due to the nonregular connections of the random VD lattice.
The strength of localization depends on the energy of the electron. At the low-energy
band edge, the wave function intensity forms a radially decaying function around a site
with a particularly high connectivity. By contrast, wave functions near the other band
edge are driven by interference and form a short-ranged, almost regular pattern, namely
nonintegrable Chladni figures. Nevertheless, the long-range behavior is also characterized
by an exponential decay. An additional noisy potential enhances the strength of local-
ization and thus does not change the principal behavior. In presence of a magnetic field,
a few LBs broadened by topological disorder occur close to the high-energy band edge.
For other parts of the spectrum, the impact of the topological disorder is much stronger
and typical LBs cannot be observed. The transition between these two regions becomes
smooth by increasingly overlapping LBs towards the band center. With growing strength
of the magnetic field, the number of LBs decreases and remaining bands become broader.
In contrast to regular systems, the energy spectrum of 2D random VD lattices displays
no symmetries or periodicities with regard to a certain energy value or a certain strength
of the magnetic field. Moreover, no LBs exist for a sufficiently high magnetic field. The
existence of a LB is accompanied by a critical state which is surrounded by localized wave
functions. Thus, the system shows several QH transitions. This essentially means that a
delocalized phase does not exist in an infinite (bulk) system. However, in combination of
an open boundary and the magnetic field, an electron can perform an effectively directed
movement along the edge of the system. Those boundary-sensitive, delocalized wave func-
tions, called edge states, occur between two LLs. Consequently, the boundary behavior
shows LD transitions. The distinction between bulk and edge behavior is known under
the term topological insulator. The critical behavior of the lowest LB, which occurs on the
outermost part of the spectrum, is in the center of interest. The consideration of different
field strengths shows that the QH transitions are not universal. However, for the same
magnetic field, similar results are obtained by different methods and for different bound-
ary conditions. For an intermediate field strength, all critical estimates, particularly the
critical exponent ν = 2.60(2), highly coincide with the latest results based on the standard
CC model, see e.g. [Sle12]. For stronger fields, where only a single LB exists, a higher
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exponent, ν ≈ 2.9, was obtained. This is probably caused by LL coupling, where the
electron can scatter between states of the lowest LB and remaining states of the system.
Contrarily, for smaller magnetic field, a reduced relevant exponent, ν ≈ 2.45 was deter-
mined. Here, the investigation suggest that LL coupling becomes also prominent due to
small LL spacings. However, it is rather unclear to what extent this is the only influence.
In an alternative perspective, the QH effect occurs in free-electron-gas approximation only,
and deviations caused by the lattice description, i.e. intrinsic width of each LL, lead to
modified properties of the phase transition. In this sense, the universal properties can be
obtained in the limit of small magnetic fields, where the LL is close to the energy-band
edge of the system. Unfortunately, the 2D random VD lattice is unsuitable for this in-
vestigation since the disorder strength and the magnetic field cannot be tuned separately
to avoid LL coupling. Hence, the possibility that the earlier theoretical value, ν ≈ 2.37,
which was also obtained for a geometrically disordered CC model [Gru17], characterizes
the generic QH transitions cannot be eliminated completely. In other words, the results
of the 2D random VD lattice opens a discussion about the physics of QH transitions on
lattices, which have not been investigated so far. For this purpose, the QH transitions
should be analyzed on regular lattices with respect to the strength of the applied magnetic
field and the strength of disorder.
In 3D, the principal behavior is equal for both symmetry classes. The topological
disorder induces two phase transitions close to the edges of the corresponding energy
band. These transitions separate localized states on the band tails from delocalized states
in the center of the band. It thus coincides with the usual behavior of 3D Anderson models
with moderate generic randomness. For pure topological disorder, detailed analyses yield
the critical exponent ν = 1.58(3) and 1.45(3) for the orthogonal and unitary VD lattices,
respectively. Those and other critical parameters of the MFA or the RGFA coincide
with literature values (see Tab. 3.1). In contrast to 2D, all occurring fluctuations could
be attributed to finite-size effects. This particularly means that the results for different
strengths of the magnetic field, including the so-called random-flux limit, coincide. For the
orthogonal case, the behavior of a 3D VD lattice with additional noisy potentials shows no
special features. For small potentials, the region of delocalized states increases with the
widened spectrum. For larger potentials, this area shrinks asymmetrically and vanishes
for a critical disorder strength WC = 47.5. A detailed investigation of a transition with
mixed disorder agrees highly with results for pure connectivity disorder. However, the
investigation is much simpler, because the strong disorder reduces the impact of occurring
finite-size effects and accurate results can be obtained with less effort.
For both the 2D and 3D Anderson model, the results suggest that anticorrelation does
not affect the critical behavior, neither qualitatively nor quantitatively. The absence of a
phase transition in 2D systems without magnetic field and the agreement in all investigated
3D systems confirm the common wisdom that only long-range correlations can affect the
universal properties of associated phase transitions. In contrast to the system in which
the behavior changes due to anticorrelation, the Anderson model of localization is more
complex since it is particularly driven by interference and the individual connectivity
between neighboring sites is not crucial.
82
Bibliography
[Abr79] E. Abrahams, P. W. Anderson, D. C. Licciardello, and T. V. Ramakr-
ishnan, “Scaling theory of localization: absence of quantum diffusion in two
dimensions”, Phys. Rev. Lett. 42 (1979): 673–676 (cit. on pp. 1, 14)
[Aiz89] M. Aizenman and J. Wehr, “Rounding of first-order phase transitions in
systems with quenched disorder”, Phys. Rev. Lett. 62 (1989): 2503–2506 (cit.
on p. 2)
[Ama11] M. Amado, A. V. Malyshev, A. Sedrakyan, and F. Dominguez-Adame,
“Numerical Study of the Localization Length Critical Index in a Network Model
of Plateau-Plateau Transitions in the Quantum Hall Effect”, Phys. Rev. Lett.
107 (2011): 066402 (cit. on p. 18)
[And58] P. W. Anderson, “Absence of Diffusion in Certain Random Lattices”, Phys.
Rev. 109 (1958): 1492–1505 (cit. on pp. 1, 11)
[Asa04] Y. Asada, K. Slevin, and T. Ohtsuki, “Numerical estimation of the β
function in two-dimensional systems with spin-orbit coupling”, Phys. Rev. B
70 (2004): 035115 (cit. on p. 15)
[Asa05] Y. Asada, K. Slevin, and T. Ohtsuki, “Anderson Transition in the Three
Dimensional Symplectic Universality Class”, J. Phys. Soc. Jpn. 74 (2005): 238–
241 (cit. on p. 15)
[Asa06] Y. Asada, K. Slevin, and T. Ohtsuki, “Possible Anderson transition below
two dimensions in disordered systems of noninteracting electrons”, Phys. Rev.
B 73 (2006): 041102 (cit. on p. 15)
[Azb81] M. Y. Azbel, “Delocalization transition in one dimension”, Sol. State Com-
mun. 37 (1981): 789–790 (cit. on p. 1)
[Azb83] M. Y. Azbel, “Eigenstates and properties of random systems in one dimension
at zero temperature”, Phys. Rev. B 28 (1983): 4106–4125 (cit. on p. 1)
[Bar14] H. Barghathi and T. Vojta, “Phase Transitions on Random Lattices: How
Random is Topological Disorder?”, Phys. Rev. Lett. 113 (2014): 120602 (cit. on
pp. 2, 8, 45)
[Bol06a] M. Bollho¨fer and Y. Saad, “Multilevel Preconditioners Constructed From
Inverse-Based ILUs”, SIAM J. Sci. Comput. 27 (2006): 1627–1650 (cit. on
p. 28)
83
Bibliography
[Bol06b] M. Bollho¨ffer and Y. Notay, JADAMILU: a software code for computing
selected eigenvalues of large sparse symmetric matrices, tech. rep. GANMN
06-01, http://homepages.ulb.ac.be/∼jadamilu/, Universite´ Libre de Bruxelles,
Oct. 2006 (cit. on p. 28)
[Cae91a] G. L. Caer, “Topological models of 2D cellular structure. II. z=5”, J. Phys.
A 24 (1991): 4655 (cit. on p. 46)
[Cae91b] G. L. Caer, “Topological models of cellular structures”, J. Phys. A 24 (1991):
1307 (cit. on p. 46)
[Cai03] P. Cain, R. A. Ro¨mer, and M. E. Raikh, “Renormalization group approach
to energy level statistics at the integer quantum Hall transition”, Phys. Rev. B
67 (2003): 075307 (cit. on p. 18)
[Cas86] C. Castellani and L. Peliti, “Multifractal wavefunction at the localisation
threshold”, J. Phys. A 19 (1986): L429–L432 (cit. on p. 23)
[Cha88] J. T. Chalker and P. D. Coddington, “Percolation, quantum tunneling
and the integer Hall effect”, J. Phys. Condens. Matter 21 (1988): 2665–2679
(cit. on p. 18)
[Cro06] A. Croy and R. A. Ro¨mer, “Scaling at the energy-driven metal-insulator
transition and the thermoelectric power”, physica Status Solidi (c) 3 (2006):
334–338 (cit. on p. 15)
[Dah11] J. P. Dahlhaus, J. M. Edge, J. Tworzyd lo, and C. W. J. Beenakker,
“Quantum Hall effect in a one-dimensional dynamical system”, Phys. Rev. B
84 (2011): 115133 (cit. on p. 18)
[Dun90] D. H. Dunlap, H.-L. Wu, and P. W. Phillips, “Absence of localization in
a random-dimer model”, Phys. Rev. Lett. 65 (1990): 88–91 (cit. on p. 2)
[Dys62] F. J. Dyson, “Statistical Theory of the Energy Levels of Complex Systems.
I”, J. Math. Phys. 3 (1962): 140–156 (cit. on p. 1)
[Eil08] A. Eilmes, A. M. Fischer, and R. A. Ro¨mer, “Critical parameters for the
disorder-induced metal-insulator transition in fcc and bcc lattices”, Phys. Rev.
B 77 (2008): 245117 (cit. on pp. 15, 71)
[Eve01] F. Evers, A. Mildenberger, and A. D. Mirlin, “Multifractality of wave
functions at the quantum Hall transition revisited”, Phys. Rev. B 64 (2001):
241303 (cit. on p. 57)
[Eve08] F. Evers and A. D. Mirlin, “Anderson transitions”, Rev. Mod. Phys. 80
(2008): 1355–1417 (cit. on pp. 1, 14, 24, 30)
[Gar07] A. M. Garcia-Garcia and E. Cuevas, “Dimensional dependence of the
metal-insulator transition”, Phys. Rev. B 75 (2007): 174203 (cit. on p. 15)
[Gie09] A. J. M. Giesbers et al., “Scaling of the quantum Hall plateau-plateau tran-
sition in graphene”, Phys. Rev. B 80 (2009): 241411 (cit. on p. 18)
84
Bibliography
[Gri98] U. Grimm, R. A. Ro¨mer, and G. Schliecker, “Electronic states in topo-
logically disordered systems”, Ann. Phys. (Leipzig) 7 (1998): 389–393 (cit. on
p. 46)
[Gru17] I. A. Gruzberg, A. Klu¨mper, W. Nuding, and A. Sedrakyan, “Geo-
metrically disordered network models, quenched quantum gravity, and critical
behavior at quantum Hall plateau transitions”, Phys. Rev. B 95 (2017): 125414
(cit. on pp. 2, 18, 82)
[Har74] A. B. Harris, “Effect of random defects on the critical behavior of Ising
models”, J. Phys. C 7 (1974): 1671–1689 (cit. on p. 2)
[Hay80] R. Haydock, “The Recursive Solution of the Schro¨dinger Equation”, Solid
State Physics, ed. by H. Ehrenreich, F. Seitz, and D. Turnbull, vol. 35,
Academic Press Inc. New York, 1980, 215–294 (cit. on p. 31)
[Hof76] D. R. Hofstadter, “Energy levels and wave functions of Bloch electrons in
rational and irrational magnetic fields”, Phys. Rev. B 14 (1976): 2239–2249
(cit. on p. 19)
[Huc92] B. Huckestein, “Scaling and universality in the integer quantum Hall effect”,
Europhys. Lett. 20 (1992): 451–456 (cit. on p. 18)
[Huc95] B. Huckestein, “Scaling Theory of the Integer Quantum Hall Effect”, Rev.
Mod. Phys. 67 (1995): 357–396 (cit. on pp. 18 sqq., 30)
[Huc90] B. Huckestein and B. Kramer, “One-parameter scaling in the lowest Lan-
dau band: precise determination of the critical behaviour of the localization
length”, Phys. Rev. Lett. 64 (1990): 1437–1440 (cit. on p. 18)
[Hui89] K. Hui and A. N. Berker, “Random-field mechanism in random-bond mul-
ticritical systems”, Phys. Rev. Lett. 62 (1989): 2507–2510 (cit. on p. 2)
[Imr75] Y. Imry and S.-k. Ma, “Random-Field Instability of the Ordered State of
Continuous Symmetry”, Phys. Rev. Lett. 35 (1975): 1399–1401 (cit. on p. 2)
[Imr79] Y. Imry and M. Wortis, “Influence of quenched impurities on first-order
phase transitions”, Phys. Rev. B 19 (1979): 3580–3585 (cit. on p. 2)
[Izr12] F. Izrailev, A. Krokhin, and N. Makarov, “Anomalous localization in low-
dimensional systems with correlated disorder”, Phys. Rep. 512 (2012): 125–254
(cit. on p. 2)
[Jan95] W. Janke and R. Villanova, “Two-dimensional eight-state Potts model on
random lattices: A Monte Carlo study”, Phys. Lett. A 209 (1995): 179–183
(cit. on p. 2)
[Jan02] W. Janke and R. Villanova, “Ising model on three-dimensional random
lattices: A Monte Carlo study”, Phys. Rev. B 66 (2002): 134208 (cit. on p. 2)
[Jan94] M. Janssen, “Multifractal Analysis of Broadly Distributed Observables at
Criticality”, Int. J. Mod. Phys. B 8 (1994): 943–984 (cit. on pp. 23, 56)
85
Bibliography
[Joh83] R. Johnston and H. Kunz, “A method for calculating the localisation length,
with an analysis of the Lloyd model”, J. Phys. C 16 (1983): 4565–4580 (cit. on
p. 32)
[Kli80] K. v. Klitzing, G. Dorda, and M. Pepper, “New Method for High-Accuracy
Determination of the Fine-Structure Constant Based on Quantized Hall Resis-
tance”, Phys. Rev. Lett. 45 (1980): 494–497 (cit. on pp. 2, 17)
[Kra93] B. Kramer and A. MacKinnon, “Localization: theory and experiment”, Rep.
Prog. Phys. 56 (1993): 1469–1564 (cit. on p. 30)
[Kra05] B. Kramer, T. Ohtsuki, and S. Kettemann, “Random network models and
quantum phase transitions in two dimensions”, Phys. Rep. 417 (2005): 211–342
(cit. on p. 18)
[Kra84] B. Kramer, L. Schweitzer, and A. MacKinnon, “Density of states of a
two-dimensional electron in a strong magnetic field and a random potential”,
Z. Phys. B 56 (1984): 297–300 (cit. on pp. 20, 29)
[Li11] J. Li, Y.-F. Wang, and C.-D. Gong, “Tight-binding electrons on triangular
and kagome´ lattices under staggered modulated magnetic fields: quantum Hall
effects and Hofstadter butterflies”, J. Phys. Condens. Matter 23 (2011): 156002
(cit. on p. 99)
[Li09] W. Li et al., “Scaling in Plateau-to-Plateau Transition: A Direct Connection
of Quantum Hall Systems with the Anderson Localization Model”, Phys. Rev.
Lett. 102 (2009): 216801 (cit. on pp. 2, 18)
[Lim00] F. Lima, U. Costa, M. Almeida, and J. Andrade Jr., “Critical behavior
of a three-state Potts model on a Voronoi lattice”, Eur. J. Phys. B 17 (2000):
111–114 (cit. on p. 2)
[Lim08] F. Lima, U. Costa, and R. C. Filho, “Critical behavior of the 3D Ising
model on a poissonian random lattice”, Physica A 387 (2008): 1545–1550 (cit.
on p. 2)
[Lut51] J. M. Luttinger, “The Effect of a Magnetic Field on Electrons in a Periodic
Potential”, Phys. Rev. 84 (1951): 814–817 (cit. on p. 20)
[Mac85] A. MacKinnon, “The calculation of transport properties and density of states
of disordered solids”, Z. Phys. B 59 (1985): 385–390 (cit. on pp. 29, 31, 33)
[Mac81] A. MacKinnon and B. Kramer, “One-parameter scaling of localization
length and conductance in disordered systems”, Phys. Rev. Lett. 47 (1981):
1546–1549 (cit. on p. 31)
[Mac83] A. MacKinnon and B. Kramer, “The scaling theory of electrons in disor-
dered solids: additional numerical results”, Z. Phys. B 53 (1983): 1–13 (cit. on
pp. 31, 33)
[Man82] B. Mandelbrot, The Fractal Geometry of Nature, New York: W. H. Freeman,
1982 (cit. on p. 23)
86
Bibliography
[Meh91] M. L. Mehta, Random Matrices and the Statistical Theory of Energy Levels,
New York: Academic Press, 1991 (cit. on p. 1)
[Mei53] J. L. Meijering, “Interface area, edge length and number of vertices in crystal
aggregates with random nucleation”, Philips Res. Rep. 8 (1953): 270–290 (cit.
on p. 7)
[Mkh09] V. V. Mkhitaryan and M. E. Raikh, “Quantum site percolation on tri-
angular lattice and the integer quantum Hall effect”, Phys. Rev. B 79 (2009):
125401 (cit. on p. 18)
[Nik93] K. Nikolic and A. MacKinnon, “Density of states and localization length
in compositionally disordered quantum wires”, Phys. Rev. B 47 (1993): 6555–
6565 (cit. on pp. 29, 32)
[Nud15] W. Nuding, A. Klu¨mper, and A. Sedrakyan, “Localization length in-
dex and subleading corrections in a Chalker-Coddington model: A numerical
study”, Phys. Rev. B 91 (2015): 115107 (cit. on p. 18)
[Obu10] H. Obuse, A. R. Subramaniam, A. Furusaki, I. A. Gruzberg, and A. W. W.
Ludwig, “Conformal invariance, multifractality, and finite-size scaling at An-
derson localization transitions in two dimensions”, Phys. Rev. B 82 (2010):
035309 (cit. on pp. 18, 63)
[Oht99] T. Ohtsuki, K. Slevin, and T. Kawarabayashi, “Review on recent progress
on numerical studies of the Anderson transition”, Ann. Phys. (Leipzig) 8 (1999):
655–664 (cit. on p. 38)
[Oka00] A. Okabe, B. Boots, K. Sugihara, and S. Chiu, Spatial Tessellations:
Concepts and Applications of Voronoi Diagrams, Chichester: Wiley, 2000 (cit.
on p. 5)
[Oli08] M. M. de Oliveira, S. G. Alves, S. C. Ferreira, and R. Dickman, “Con-
tact process on a Voronoi triangulation”, Phys. Rev. E 78 (2008): 031133 (cit.
on p. 2)
[Pei33] R. E. Peierls, “On the theory of diamagnetism of conduction electrons”, Z.
Phys. 80 (1933): 763–791 (cit. on p. 20)
[Pra87] R. E. Prange and S. M. Girvin, eds., The Quantum Hall Effect, Berlin:
Springer, 1987 (cit. on p. 17)
[Pus15a] M. Puschmann, P. Cain, and M. Schreiber, “Analysis of localization–de-
localization transitions in corner-sharing tetrahedral lattices”, Eur. Phys. J. B
88 (2015): 275, arXiv: 1507.03434 (cit. on pp. 15, 71)
[Pus15b] M. Puschmann, P. Cain, M. Schreiber, and T. Vojta, “Multifractal anal-
ysis of electronic states on random Voronoi-Delaunay lattices”, Eur. Phys. J. B
88 (2015): 314, arXiv: 1508.04284, highlighted on the EPJ web portal (title:
EPJ B Highlight - Conductor turned insulator amid disorder) (cit. on pp. 26,
69)
87
Bibliography
[Ram85] Rammal, R., “Landau level spectrum of Bloch electrons in a honeycomb
lattice”, J. Phys. France 46 (1985): 1345–1354 (cit. on p. 19)
[Rod08] A. Rodriguez, L. J. Vasquez, and R. A. Ro¨mer, “Multifractal analysis
of the metal-insulator transition in the three-dimensional Anderson model. II.
Symmetry relation under ensemble averaging”, Phys. Rev. B 78 (2008): 195107
(cit. on p. 25)
[Rod11] A. Rodriguez, L. J. Vasquez, K. Slevin, and R. A. Ro¨mer, “Multifractal
finite-size scaling and universality at the Anderson transition”, Phys. Rev. B
84 (2011): 134209 (cit. on pp. 15, 26, 41, 67, 71)
[Sch96] M. Schreiber and H. Grussbach, “Dimensionality dependence of the metal-
insulator transition in the Anderson model of localization”, Phys. Rev. Lett. 76
(1996): 1687–1690 (cit. on p. 15)
[Sch91] M. Schreiber and H. Grussbach, “Multifractal wave functions at the An-
derson transition”, Phys. Rev. Lett. 67 (1991): 607–610 (cit. on p. 27)
[Sch84] L. Schweitzer, B. Kramer, and A. MacKinnon, “Magnetic field and elec-
tron states in two-dimensional disordered systems”, J. Phys. C Solid State Phys.
17 (1984): 4111 (cit. on pp. 18, 20)
[Sch85] L. Schweitzer, B. Kramer, and A. MacKinnon, “The conductivity of a
two-dimensional electronic system of finite width in the presence of a strong
perpendicular magnetic field and a random potential”, Z. Phys. B 59 (1985):
379–384 (cit. on pp. 20, 29)
[Sle99] K. Slevin and T. Ohtsuki, “Corrections to Scaling at the Anderson Transi-
tion”, Phys. Rev. Lett. 82 (1999): 382–385 (cit. on p. 38)
[Sle09] K. Slevin and T. Ohtsuki, “Critical exponent for the quantum Hall transi-
tion”, Phys. Rev. B 80 (2009): 041304 (cit. on pp. 2, 18, 40)
[Sle12] K. Slevin and T. Ohtsuki, “Finite size scaling of the Chalker-Coddington
model”, Int. J. Mod. Phys. Conf. Ser. 11 (2012): 60–69 (cit. on pp. 2, 18, 57,
81, 98)
[Sle14] K. Slevin and T. Ohtsuki, “Critical exponent for the Anderson transition in
the three-dimensional orthogonal universality class”, New J. Phys. 16 (2014):
015012 (cit. on pp. 15, 69)
[Sle16] K. Slevin and T. Ohtsuki, “Estimate of the Critical Exponent of the An-
derson Transition in the Three and Four-Dimensional Unitary Universality
Classes”, J. Phys. Soc. Jpn. 85 (2016): 104712 (cit. on pp. 15, 79)
[Sle00] K. Slevin, T. Ohtsuki, and T. Kawarabayashi, “Topology Dependent
Quantities at the Anderson Transition”, Phys. Rev. Lett. 84 (2000): 3915–3918
(cit. on pp. 63, 67)
[Sta10] A. Stathopoulos and J. R. McCombs, “PRIMME: PReconditioned Itera-
tive MultiMethod Eigensolver: Methods and software description”, ACM Trans.
Math. Softw. 21st ser. 37 (2010): 1–30 (cit. on p. 28)
88
Bibliography
[Ste92] J. Stein and H.-J. Sto¨ckmann, “Experimental determination of billiard wave
functions”, Phys. Rev. Lett. 68 (1992): 2867–2870 (cit. on p. 45)
[Tan83] M. Tanemura, T. Ogawa, and N. Ogita, “A new algorithm for three-
dimensional Voronoi tessellation”, J. Comp. Phys. 51 (1983): 191–207 (cit. on
p. 9)
[Thi13] S. Thiem and M. Schreiber, “Partitioning Schemes and Non-Integer Box
Sizes for the Box-Counting Algorithm in Multifractal Analysis”, Eur. Phys. J.
B 86 (2013): 48 (cit. on p. 27)
[Tho74] D. J. Thouless, “Electrons in disordered systems and the theory of localiza-
tion”, Phys. Rep. 13 (1974): 93–142 (cit. on p. 12)
[Tra02] I. Traveˇnec and P. Markosˇ, “Critical conductance distribution in various
dimensions”, Phys. Rev. B 65 (2002): 113109 (cit. on p. 15)
[Ueo14] Y. Ueoka and K. Slevin, “Dimensional Dependence of Critical Exponent of
the Anderson Transition in the Orthogonal Universality Class”, J. Phys. Soc.
Jpn. 83 (2014): 084711 (cit. on p. 15)
[Ujf14] L. Ujfalusi and I. Varga, “Quantum percolation transition in three dimen-
sions: Density of states, finite-size scaling, and multifractality”, Phys. Rev. B
90 (2014): 174203 (cit. on p. 15)
[Ujf15] L. Ujfalusi and I. Varga, “Finite-size scaling and multifractality at the
Anderson transition for the three Wigner-Dyson symmetry classes in three
dimensions”, Phys. Rev. B 91 (2015): 184206 (cit. on pp. 15, 77)
[Vas08] L. J. Vasquez, A. Rodriguez, and R. A. Ro¨mer, “Multifractal analysis
of the metal-insulator transition in the three-dimensional Anderson model. I.
Symmetry relation under typical averaging”, Phys. Rev. B 78 (2008): 195106
(cit. on p. 25)
[Weg76] F. Wegner, “Electrons in disordered systems. Scaling near the mobility edge.”,
Z. Phys. B 25 (1976): 327–337 (cit. on p. 12)
[Weg79] F. Wegner, “The mobility edge problem: Continuous symmetry and a con-
jecture”, Z. Phys. B 35 (1979): 207–210 (cit. on p. 1)
[Weg89] F. Wegner, “Four-loop-order beta-function of nonlinear sigma-models in sym-
metric spaces”, Nucl. Phys. B 316 (1989): 663–678 (cit. on p. 15)
[Weg87] F. Wegner, “Anomalous dimensions for the nonlinear sigma-model, in 2 + ε
dimensions(II)”, Nuc. Phys. B 280 (1987): 210–224 (cit. on p. 23)
[Wig55] E. P. Wigner, “Characteristic vectors of bordered matrices with infinite
dimensions”, Ann. Math. 62 (1955): 548–564 (cit. on p. 1)
[Wig51] E. P. Wigner, “On a Class of Analytic Functions from the Quantum Theory
of Collisions”, Ann. Math. 53 (1951): 36–67 (cit. on p. 1)
89

List of Figures
2.1. VD lattice: 2D random VD lattice and empty circumcircle property . . . . 6
2.2. VD lattice: 3D random Voronoi diagram . . . . . . . . . . . . . . . . . . . . 6
2.3. VD lattice: properties of the coordination number . . . . . . . . . . . . . . 7
2.4. VD lattice: properties of the Delaunay triangles . . . . . . . . . . . . . . . . 9
2.5. VD lattice: link-distance statistic . . . . . . . . . . . . . . . . . . . . . . . . 10
3.1. Anderson localization: sketch of a typical DOS for a 3D Anderson model . . 12
3.2. Anderson localization: β function . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3. Anderson localization: sketch of a typical DOS for a QH system . . . . . . 17
3.4. Anderson localization: Hofstadter butterfly for simple square lattices . . . . 19
4.1. MFA: τq and f(αq) for 2D and 3D wave functions . . . . . . . . . . . . . . . 24
4.2. MFA: box-counting scheme for appropiate box sizes . . . . . . . . . . . . . 25
4.3. MFA: box-counting scheme for inappropiate box sizes . . . . . . . . . . . . 27
4.4. RGFA: schematic representation of the recursive layer formalism . . . . . . 31
4.5. RGFA: sketch of the simple construction of random VD layers . . . . . . . . 35
4.6. RGFA: sketch of the optimized construction of random VD layers . . . . . . 36
4.7. FSS approach: sketch of FSS behavior of LD and QH transitions . . . . . . 39
5.1. 2D VD lattice: DOS with W = 0 and Φ = 0 . . . . . . . . . . . . . . . . . . 44
5.2. 2D VD lattice: eigenstates with W = 0 and Φ = 0 . . . . . . . . . . . . . . . 44
5.3. 2D VD lattice: A(E,L) with W = 0 and Φ = 0 . . . . . . . . . . . . . . . . 46
5.4. 2D VD lattice: DOS with W = 0 and Φ > 0 . . . . . . . . . . . . . . . . . . 47
5.5. 2D VD lattice: free-electron-gas approximation . . . . . . . . . . . . . . . . 49
5.6. 2D VD lattice: eigenstates with W = 0 and Φ = 0.2 . . . . . . . . . . . . . . 50
5.7. 2D VD lattice: A(E,L) with W = 0 and Φ > 0 . . . . . . . . . . . . . . . . 50
5.8. 2D VD lattice: Γ (E,L) for QH transition in lowest LB with Φ = 0.05 . . . . 52
5.9. 2D VD lattice: Γ (E,L) for QH transition in lowest LB with Φ = 0.20 . . . . 53
5.10. 2D VD lattice: A(E,L) for QH transition in lowest LB with Φ = 0.05 . . . . 55
5.11. 2D VD lattice: LB separation . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.12. 2D VD lattice: Γ (E,L) for QH transition in 2nd and 3th LB with Φ = 0.05 . 58
5.13. 2D VD lattice: edge states . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.14. 2D VD lattice: (L)DOS with OBC and PBC for Φ = 0.05 . . . . . . . . . . . 60
5.15. 2D VD lattice: Γ (E,L) with OBC vs. PBC . . . . . . . . . . . . . . . . . . 61
5.16. 2D VD lattice: Γ (E,L) for LD transition in lowest LB with Φ = 0.05 . . . . 62
6.1. 3D VD lattice: DOS with W = 0 and Φ = 0 . . . . . . . . . . . . . . . . . . 66
6.2. 3D VD lattice: A(E,L) with W = 0 and Φ = 0 . . . . . . . . . . . . . . . . 66
91
List of Figures
6.3. 3D VD lattice: A(E,L) for LD transition with W = 0 and Φ = 0 . . . . . . 68
6.4. 3D VD lattice: Γ (E,L) for LD transition with W = 0 and Φ = 0 . . . . . . 70
6.5. 3D VD lattice: DOS with W > 0 and Φ = 0 . . . . . . . . . . . . . . . . . . 72
6.6. 3D VD lattice: phase diagram in EW plane, Φ = 0 . . . . . . . . . . . . . . 72
6.7. 3D VD lattice: DOS with W = 0 and Φ > 0 . . . . . . . . . . . . . . . . . . 74
6.8. 3D VD lattice: A(E,L) with W = 0, Φ = 0.2 . . . . . . . . . . . . . . . . . . 75
6.9. 3D VD lattice: A(E,L) for LD transition with W = 0 and Φ > 0 . . . . . . 76
6.10. 3D VD lattice: Γ (E,L) for LD transition with W = 0 and Φ > 0 . . . . . . 78
A.1. ss lattice: lattice sketch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
A.2. ss lattice: DOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
A.3. ss lattice: Γ (E,L) for QH transition with W = 2 and Φ = 0.2 . . . . . . . . 97
A.4. et lattice: lattice sketch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
A.5. et lattice: DOS for regular alignment . . . . . . . . . . . . . . . . . . . . . . 100
A.6. et lattice: DOS for random layer distances . . . . . . . . . . . . . . . . . . . 100
A.7. et lattice: Γ (E,L) for QH transition with W = 2 and Φ = 0.2 . . . . . . . . 101
A.8. 2D VD lattice: Γ (E,L) for QH transition in 1st LB with Φ = 0.01 or 0.1 . . 103
92
List of Tables
3.1. Literature: Critical exponents ν for 2D and 3D LD transitions . . . . . . . 15
3.2. Literature: Critical exponents ν for QH transitions . . . . . . . . . . . . . . 18
5.1. 2D VD lattice, QH transition in 1st LB: RGFA-based estimates for Φ = 0.05 52
5.2. 2D VD lattice, QH transition in 1st LB: RGFA-based estimates for Φ = 0.20 52
5.3. 2D VD lattice, QH transition in 1st LB: MFA-based estimates for Φ = 0.05 . 55
5.4. 2D VD lattice, QH transition in 1st LB: MFA-based estimates for Φ = 0.20 . 55
5.5. 2D VD lattice, QH transition in 2nd LB: RGFA-based estimates for Φ = 0.05 58
5.6. 2D VD lattice, LD transition in 1st LB: RGFA-based estimates for Φ = 0.05 62
5.7. 2D VD lattice, LD transition in 1st LB: RGFA-based estimates for Φ = 0.20 62
6.1. 3D VD lattice, LD transition: MFA-based estimates for Φ = 0 with PBC . . 68
6.2. 3D VD lattice, LD transition: MFA-based estimates for Φ = 0 with OBC . . 68
6.3. 3D VD lattice, LD transition: RGFA-based estimates for Φ = 0 . . . . . . . 70
6.4. 3D VD lattice, LD transition: MFA-based estimates for Φ = 0 and W > 0 . 73
6.5. 3D VD lattice, LD transition: MFA-based estimates for Φ = 0.05 . . . . . . 76
6.6. 3D VD lattice, LD transition: MFA-based estimates for Φ = 0.20 . . . . . . 76
6.7. 3D VD lattice, LD transition: MFA-based estimates for Φ ≈ ∞ . . . . . . . 77
6.8. 3D VD lattice, LD transition: RGFA-based estimates for Φ = 0.05 . . . . . . 79
6.9. 3D VD lattice, LD transition: RGFA-based estimates for Φ = 0.20 . . . . . . 79
6.10. 3D VD lattice, LD transition: RGFA-based estimates for Φ ≈ ∞ . . . . . . . 79
A.1. ss lattice, QH transition in 1st LB: RGFA-based estimates . . . . . . . . . . 98
A.2. et lattice, QH transition in 1st LB: RGFA-based estimates . . . . . . . . . . 101
A.3. 2D VD lattice, QH transition in 1st LB: RGFA-based estimates for Φ = 0.10 103
A.4. 2D VD lattice, QH transition in 1st LB: RGFA-based estimates for Φ = 0.01 103
93

A. Appendices
A.1. Quantum Hall effect on regular lattices
In order to identify features of the QH effect on topologically disordered 2D random VD
lattices, it is helpful to investigate similar, but less complex systems with uncorrelated,
adjustable disorder. Hence, the calculations must be based on regular lattices. For this
purpose, the current section describes the electron behavior on the ss and the equilateral
triangular (et) lattices in presence of a perpendicular magnetic field.
A.1.1. Simple square lattice
Lx
L
Figure A.1.: Sketch of a ss lattice stripe with Lx × L sites ( ) for RGFA-based calcula-
tions. Delaunay squares ( ) and associated Voronoi cells ( ) are formed
by direct nearest-neighbor connections ( ) and by bonds ( ) due to
PBC.
The ss lattice is sketched in Fig. A.1. Here, every site has 4 nearest neighbors, but,
nevertheless, the ss lattice can be interpreted as special case of a VD lattice so that
previously established formulations are compatible. Both the Voronoi diagram and the
Delaunay tiling are based on uniform squares. Moreover, the VD Hamiltonian (3.20)
can be used for the quantum mechanical description. Since the ss lattice is free from
topological disorder, random on-site potentials are applied to broaden LLs occurring under
influence of a magnetic field. The Peierls phase factors (3.21) are simplified to ϕij = 0
and ϕij = ±2piΦxi for nearest neighbor connections i → j in x direction and in positive
or negative y direction, respectively. Φ describes the magnetic flux through a unit cell in
multiples of the flux quantum e/h. The dimensionless coordinate xi is an integer multiple
of the lattice vector in x direction.
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In the following, properties describing the QH effect will be calculated by means of the
RGFA. The used stripe has the dimensions of Lx times L ≡ Ly sites. For the recur-
sive formulation, the system will be divided into Lx uniform layers; thus, the ith layer
Hamiltonian reads
Hi =

ui1 ti t
†
i
t†i ui2 ti
t†i ui2
. . .
. . . . . . ti
ti t
†
i uiL

(A.1)
with the hopping elements ti = exp(2piiΦxi) = exp(2piiΦi) and the random on-site poten-
tials uij ∈ [−W/2, W/2]. The matrix elements {Hi}1L and {Hi}L1 represent the PBC
in y direction. The calculations of the DOS and the Lyapunov exponent Γ are done as
described in Sec. 4.2 and are thus directly comparable with calculations on random VD
lattices. However, all multiplications with the connectivity matrices Vi = I can be omit-
ted. The computations on ss lattices are roughly three times faster than similar ones on
random VD lattices. This is basically caused by a lower and also constant number of sites
in each layer.
Figure A.2 shows the DOS of a ss lattice for Φ = 0, 0.05, and 0.2 in combination with
W = 0 or 2. For all combinations, the spectra are symmetric with respect to E = 0 due to
the bipartiteness of the ss lattice. For Φ = 0 and W = 0, the eigenvalues are distributed
between E = −4 and 4. Affected by the magnetic field, eigenvalues highly degenerate and
form 1/Φ LLs for Φ = 0.05 and Φ = 0.2, whose spacings decrease towards E = 0. These
RGFA-based results coincide with Hofstadter butterfly data shown in Fig. 3.4. Note that,
additionally to the intrinsic width of the LLs, each eigenstate is broadened to a Lorentzian
curve by η = 0.005. Random potentials lift the degeneracy, and LLs are thus transformed
to LBs. For Φ = 0.05 and W = 2, the disorder strength becomes significant in comparison
with the LL spacing close to the band center. Consequently, the bands overlap and
partially fuse completely so that single maxima are not observable. With increasing Φ,
this effect decays, because the spacing of successive LLs increases. For Φ = 0.2, the lowest
LBs are separate from higher ones. Without disorder, this LL ranges from E = 2.902
to 2.966 and electronic states are perfectly extended (Γ ≈ 0). This LL should thus be a
suitable candidate for a detailed investigation.
In this sense, figure A.3 shows the scaling behavior of Γ (E,L) in the vicinity of the
critical point of the lowest LL on ss lattices with Φ = 0.2 and W = 2. Here, the stripe
width, L, is varied between 16 and 512. For each L, 40 data points are calculated where
each is based on 50 stripes of length 106. The statistical errors of the data points scale
roughly with
√
L between 5 · 10−4 and 3 · 10−3. The imaginary energy broadening, η,
is 10−10 for all calculations. The calculated data emphasize a QH transition by nearly
scale-invariant Γ values. Nevertheless, small stripes have an increased value at criticality,
and finite-size corrections have thus to be used. The behavior around the critical point
indicates localized states. Here, Γ (E) is nearly symmetric, and the system-size scaling
behavior is similar for E above and below Ec. Therefore, the common scaling function
96
A.1. Quantum Hall effect on regular lattices
0.0
0.1
0.2
0.3
D
O
S
0.0
0.1
0.2
0.3
D
O
S
-4 -2 0 2 40.0
0.1
0.2
0.3
E
D
O
S
-4 -2 0 2 40.0
0.1
0.2
0.3
E
D
O
S
Figure A.2.: DOS for ss lattices with W = 0 (upper panel) or W = 2 (lower panel),
and for Φ = 0.05 (left panel) or Φ = 0.2 (right panel) in comparison to
Φ = 0 ( ). The data are averages over 100 stripes (lower panel) of size
1000 × 128. DOS for W = 0 and Φ = 0 is an average over stripes of
size 1000 × {120, 121, . . . , 136}. The energy resolution is 0.02 with η =
0.005. The energy ranges of the disorder-free subbands ( ) correspond
to Fig. 3.4.
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Figure A.3.: Γ (E,L) for ss lattices with Φ = 0.2 and W = 2 as function of E for
several L (left panels) and as function of L for several E (right panels).
The systematic errors are well below the symbol size. The solid lines result
from a fit and the parameters correspond to row 1 in Tab. A.1. The insets
show a magnification of the immediate vicinity of the transition (left panels)
and the corrected scaling function Γ∞(xrL1/ν) (right panels).
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Table A.1.: RGFA-based critical parameter estimates for QH transition in the lowest LB
on ss lattices with Φ = 0.2 and W = 2. Fits employ Eq. (4.51).
row Γc Ec ν y E L NV EO NF χ˜2
1 0.8123(18) 2.93317(2) 2.592(6) 0.365(6) [2.8,3.08] [16,512] 440 1 4 1 5 422 0.98
2 0.8050(44) 2.93315(2) 2.595(11) 0.333(16) [2.8,3.08] [32,512] 360 1 4 1 5 342 0.94
3 0.8545(7) 2.93319(3) 2.586(21) – [2.8,3.08] [384,512] 80 0 4 0 5 69 1.17
4 0.8114(33) 2.93310(3) 2.607(21) 0.364(13) [2.88,2.99] [24,512] 230 1 2 1 3 218 1.01
5 0.8544(8) 2.93313(5) 2.728(50) – [2.88,2.99] [384,512] 46 0 2 0 3 39 1.04
should be symmetric as well. This was confirmed by the results of the applied most general
fit functions (4.50). For stability and more meaningful results, asymmetric expansion terms
are removed; the details of the corresponding FSS analysis are summarized in Tab. A.3.
All fits are of good quality (χ˜2 ≈ 1). The first line represents the critical estimates based
on the most extensive amount of data points. Here, the irrelevant expansion order ni = 1
is sufficient to describe the systematic shift of the data of small stripes. The expansion
mi becomes necessary since the symmetry to Ec decreases for smaller stripes. Based on
this fit, the critical point is determined as Ec = 2.93317(2) and Γc = 0.8123(2), and the
exponents are ν = 2.592(6) and y = 0.365(6). Neglecting the data of the small system sizes
leads to similar results (see row 2). Row 3 represent a fit without finite-size corrections and
is based on the data of the two largest system sizes only. Here, the quality of the scaling
functions is slightly reduced (χ˜2 = 1.17); nevertheless, the results, e.g. ν = 2.586(21),
agree within their errors. In a similar way, the results in row 4 or 5 represent critical
estimates based on the immediate vicinity of the QH transition only and coincide as well.
Both the principal scaling behavior (considering finite-size effects) and the FSS results
are comparable with the QH transition in the lowest LB of the random VD lattice for
Φ = 0.05. In both cases the lowest LB seems to be sufficiently separated from the remaining
states of the system. Based on the current results, the higher field, Φ = 0.2, seems to have
no direct influence on the critical estimates. The localization-length exponent ν ≈ 2.59
observed on ss lattices coincides with the recent numerical result ν = 2.607(4) for the
integer QH transition by means of the CC network model [Sle12].
To make sure that it is not a coincidence, further transitions should be investigated. For
this purpose, it is not advisable to use stronger magnetic fields, 0.2 < Φ < 0.5, since the
ratio between the intrinsic width and LL spacing increases. Correspondingly, the scaling
behavior changes as follows. First, the symmetry of Γ (E) with regard to Ec decreases.
Second, the finite-size effects change their impact; the system-size dependence, Γ (L), at
Ec goes over from a decreasing to an increasing function. Hence, it becomes unclear
whether the system bears critical points with odd finite-size effects or not. For Φ = 0.5,
the two existing (disorder-free) LLs touch each other at E = 0 and the scaling behavior
indicates only localized states in presence of disorder. Contrarily, the situation in the limit
of small magnetic fields, Φ < 0.2, is significantly better, since the intrinsic width becomes
less prominent in relation to the LL spacing. For a reasonable-chosen disorder strength,
Γ (E,L) behaves similar to the data in Fig. A.3, but with nearly perfect symmetry of
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Γ (E) with regard to Ec. In contrast, if the disorder is as strong as the LBs overlap, the Γ
values are smaller for energies in the overlapping area than on the side towards the system
edge. This suggests that asymmetry of Γ (E) in vicinity of Ec indicates a deviation from a
pure QH behavior. However, a detailed investigation is necessary to determine the actual
impact on the phase transition and its critical parameters.
A.1.2. Triangular lattice
The ss lattice can represent only the basic properties of the 2D random VD lattice. The
et lattice, sketched in Fig. A.4, is refined system for this purpose. The Delaunay tiling is
formed by edge-sharing, equilateral triangles, and the Voronoi diagram is represented by a
honeycomb pattern. Correspondingly, every site has 6 nearest neighbors. The Hofstadter
butterfly for the et lattice has similar properties as the butterfly for ss lattices [Li11]. Due
to the tripartiteness, the spectral pattern is not symmetric with regard to E = 0 but has
an inversion symmetry about E = 0 and Φ = 1/
√
3. In this sense, the DOS for Φ = 2/
√
3
is equal to case of Φ = 0 with a reversed energy. Note that the factor 2/
√
3 is caused by
a nonunity area of the unit cell.
For numerical investigations, the RGFA is used to calculate the DOS for et lattice
stripes with Lx × L sites. The layer Hamiltonians are equal to Eq. A.1; however, the
distance between successive layer is
√
3/2 and thus ti = exp(
√
3piiΦi). The connectivity
matrices, Vi, are formed by the diagonal and the upper secondary diagonal elements with
the constant values exp(−√3piiΦ(2i+ 1)/4) and exp(√3piiΦ(2i+ 1)/4), respectively.
Figure A.5 shows the DOS for Φ = 0, 0.05, and 0.2 in combination with W = 0 and 2
(similar to Fig. A.2). The system without disorder and magnetic field takes energy values
between E = −3 and 6. A strong maximum is located at E = −2. Turning on the magnetic
field leads to formation of LLs. Their spacings are smaller on the low-energy side than on
the high-energy side of the spectra. The disorder by random potentials broadens the LLs
to LBs. If the disorder strength becomes significant in comparison with the LL spacing,
the LBs begin to overlap. For stronger disorder, only a single band can be identified
near the low-energy band edge (see left lower panel in Fig. A.5). This particularly means
that with increasing disorder strength, more and more bands are mixed. Since the band
at the high-energy band edge is the most separate one, it remains the last single band.
However, this behavior does not totally describe the formation of the DOS of 2D random
VD lattices. Hence, a different toy model is necessary.
Without magnetic field, only the connectivity is important and the bond distances have
no influence. This property changes as soon as Φ > 0, where varying orientations and
lengths of bonds represent an additional type of disorder. In order to understand the
principal impact, the et lattice will be modified in a way so that the connectivity is not
affected. Hence, the constant distance
√
3/2 between successive layers in stripe direction
will be replaced by a random value between 0 and
√
3 (see Fig. A.4). This simple model is
random in x direction and perfectly arranged in y direction. This makes it different from
a random VD lattice, which is isotropic and has a short-range correlation. Figure A.6
shows the DOS of this modified triangular lattice for Φ = 0.05 or 0.2, and W = 0 or 2.
Without random potentials, only the lowest LBs at the low-energy and the high-energy
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L
√
3
2 Lx
Figure A.4.: Scheme of a triangular lattice stripe with Lx × L sites ( ) with equilat-
eral (left panel) and random layer distances (right panel). Visualization is
similar to Fig. A.1.
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Figure A.5.: Similar to Fig. A.2 but for et lattices.
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Figure A.6.: Similar to Fig. A.5 but with random layer distances.
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Figure A.7.: Similar to Fig. A.3, but for et lattices. The solid lines result from a fit
where the parameters correspond to row 1 in Tab. A.2.
Table A.2.: RGFA-based critical parameter estimates for QH transition in the lowest LB
on et lattices with Φ = 0.2 and W = 2. Fits employ Eq. (4.51).
row Γc Ec ν y E L NV EO NF χ˜2
1 0.8090(35) 4.39540(2) 2.580(16) 0.357(12) [4.32,4.47] [32,512] 441 1 4 2 5 422 1.00
2 0.7859(169) 4.39542(2) 2.628(33) 0.283(66) [4.32,4.47] [128,512] 245 1 5 0 3 228 0.95
3 0.8639(8) 4.39544(2) 2.602(21) – [4.32,4.47] [384,512] 98 0 4 0 3 89 1.19
4 0.8094(40) 4.39539(3) 2.583(23) 0.359(14) [4.35,4.44] [32,512] 333 1 4 1 3 317 1.04
5 0.8645(9) 4.39545(3) 2.655(67) – [4.35,4.44] [384,512] 74 0 4 0 3 65 1.14
band edge appear while the center of the spectrum is almost unaffected by Φ. For W = 2,
a single LB remains at the high-energy band edge. Although the geometrical disorder
in the current model is much simpler than that of the random VD lattice, the principal
behavior of the systems seems to be comparable. Hence, geometrical disorder is important
to understand the formation of LBs. Since Φ is expressed in multiples of the lattice
constant, varying site distances should have similar effects like a nonconstant magnetic
field; consequently, the strong degeneracy is lifted. From this point of view, Φ describes
both the mean value and a disorder strength of the magnetic field as well. The increased
disorder strength is represented by the grown width of the LBs (compare lowest LBs in
the upper panels of Fig. A.6).
Figure A.7 shows Γ (E,L) in vicinity of the QH transition in the lowest LB on et lattices
with Φ = 0.2 and W = 2. The principal behavior is analogous to the investigation on ss
lattices (see Fig. A.3). Representative FSS results are listed in Tab. A.2, where suitable
scaling functions are found for L ≥ 32. The obtained critical points highly agree, so the
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system undergoes a transition at Ec = 4.39540(2) and Γc = 0.8090(35). Based on the
most precise fit (row 1), the exponents are ν = 2.580(16) and y = 0.357(12). Other fits
using a subset of the data yield similar exponents. All in all, the results coincide highly
with estimates of the above investigation based on ss lattices.
A.2. Further quantum Hall transitions on 2D random
Voronoi-Delaunay lattices
Section 5.2 describes the occurring QH or LD transitions in the lowest LB of 2D VD
lattices particularly for Φ = 0.05 and 0.2. Here, different critical estimates are obtained
for different Φ, which might be caused by LB coupling. In this context, figure 5.11 shows
the highest Γ value for states in the low-energy tail of the first LB and gives an indication
concerning the strength of LB coupling. For both low and high magnetic fields, the disorder
seams to become significant in comparison with the LL spacing, so the transitions for
Φ = 0.001 and 0.5 are in the regime of strong LB coupling. By contrast, the single LB
interpretation seems to be valid for an intermediate value, Φ = 0.05. The current section
shows the QH transitions in the lowest LB for Φ = 0.01 and Φ = 0.1. Here, the RGFA
is employed in the same manner as in Sec. 5.2, but the numerical effort is kept moderate
by the usage of 2D random VD lattice stripes up to L = 384. Both transitions are
visualized in Fig. A.8. As pointed out for other QH transitions, Γ (E) is not symmetric
with regard to Ec. Note that the deviations from the symmetric case are different for
Φ = 0.1 and 0.01; for a certain distance to Ec, lower Γ values are at the low-energy
and high-energy side of the transition for Φ = 0.1 and 0.01, respectively. Additionally,
the finite-size effects are much stronger for Φ = 0.01 than for Φ = 0.1 (compare insets
in Fig. A.8). Nevertheless, the system-size scaling suggests the usage of the symmetric
scaling expansion (4.51), and corresponding FSS results are listed in Tabs. A.3 and A.4
for Φ = 0.1 and 0.01, respectively. The results obtained for Φ = 0.1 are very similar to the
estimates for Φ = 0.05. Contrarily, the critical parameters achieved for the significantly
lower magnetic field, Φ = 0.01, clearly differ. Based on the most precise fit, the transition
happens at Ec = 6.12638(2) and Γc = 0.8428(22). The critical exponents are ν = 2.458(4)
and y = 0.526(10). Strong finite-size effects cause that correction-free scaling functions fit
the behavior of the two largest systems only with reduced quality (χ˜2 ≈ 3). The ostensibly
increased finite-size effects might be traced back to the increased characteristic magnetic
length, LB ∝
√
1/Φ, which is
√
10 times larger for Φ = 0.01 than for Φ = 0.1. Hence, the
used system sizes could be to small, so the observed critical estimates might describe the
phase transition in a non-asymptotic regime.
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Figure A.8.: Γ (E,L) in vicinity of the lowest QH transition with Φ = 0.1 (left panel)
and Φ = 0.01 (right panel) as function of E for several L. The insets show
a magnification in the immediate vicinity of Ec each. The statistical error
of the data is well below the symbol size. The solid lines result from fits;
the parameters correspond to row 1 of Tabs. A.3 and A.4 for the left and
right panel, respectively.
Table A.3.: RGFA-based critical parameter estimates for the QH transition in the lowest
LB with Φ = 0.1. Fits employ Eq. (4.51).
row Γc Ec ν y E L NV EO NF χ˜2
1 0.7995(56) 5.06048(5) 2.591(77) 0.358(75) [4.9,5.2] [32,384] 248 1 3 1 5 232 1.13
2 0.8056(127) 5.06046(5) 2.605(51) 0.482(135) [4.9,5.2] [64,384] 186 1 2 1 5 172 1.06
3 0.8140(7) 5.06056(5) 2.690(16) – [4.9,5.2] [256,384] 62 0 3 0 3 54 1.04
4 0.7985(64) 5.06053(5) 2.591(55) 0.344(90) [4.95,5.16] [32,384] 176 1 2 1 3 164 1.01
5 0.8138(7) 5.06046(8) 2.715(38) – [4.95,5.16] [256,384] 44 0 2 0 3 37 0.93
Table A.4.: Similar to Tab. A.3 but for Φ = 0.01.
row Γc Ec ν y E L NV EO NF χ˜2
1 0.8428(22) 6.12638(2) 2.458(4) 0.526(10) [6.10,6.16] [32,384] 308 1 4 2 3 291 1.09
2 0.8066(181) 6.12640(2) 2.474(27) 0.358(57) [6.10,6.16] [96,384] 200 1 3 2 5 183 1.03
3 0.8934(5) 6.12645(2) 2.564(17) – [6.10,6.16] [256,384] 80 0 3 0 5 70 2.81
4 0.8268(79) 6.12638(2) 2.500(22) 0.443(34) [6.11,6.146] [64,384] 168 1 2 2 3 155 1.07
5 0.8936(5) 6.12647(2) 2.587(23) – [6.11,6.146] [256,384] 56 0 2 0 3 49 3.58
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