We propose an algorithm for monitoring timing constraints 
Introduction
Monitoring timing constraints for violation or satisfaction is important in real-time systems for many purposes. The satisfaction of a timing constraint may for example signal a mode change by the software. Hard real-time systems are designed to avoid violating any timing constraints since a violation may lead to catastrophic system failures. In such cases, a responsible system architect must try to design for £ This research is supported partially by a National Science Foundation CAREER Award under contract No. IIS-9875746, by ONR grant N00014-03-1-0705 and by NSF grant CCR-0207853 defense in depth by executing masking and compensatory actions to mitigate the damage caused by the system's failure to meet a critical timing constraint, e.g., to mask the failure of hardware components by a software mode change. Timing failures are well recognized as an important class of faults in fault-tolerance system models in [3] . Hence, the design of detectors for timing failures has been a topic of interest for both the real-time system and fault-tolerant system communities.
In this paper, we continue to extend our previous work in detecting timing constraint satisfaction/violation by incorporating quantitatively into our analysis the uncertainty in when events occur exactly. Our approach is event-based, and our timing constraints are expressed in terms of the temporal distance between event pairs. In general, there are two types of simple timing constraints from which more complex timing constraints can be constructed: a deadline timing constraint specifies a maximum separation between a pair of events; a delay timing constraint specifies a minimum separation. More complex timing constraints are composed of logical combinations of deadline and delay timing constraints.
The time of occurrence of an instance of an event is a value in the domain of time which may be a discrete or dense set; we consider dense time in this paper. The time of occurrence is captured by a timestamp. If the exact time value is known, the timestamp denotes a point in the time domain. However, in practice the exact time of occurrence may not be available because of the lack of precision in the measurement system, but it is usually possible to bracket the time of occurrence to within a range [13] . Timestamps are then given by a pair of time values that bound the interval in which the event is thought to have occurred. Some researchers, especially those in active database and artificial intelligence [17, 19, 4] prefer to deal with timestamps as intervals in order to allow more convenient semantics for describing their applications. Interval timestamps can be useful in a distributed environment where the clock uncertainty is unavoidable. Pietzuch et al. use the interval to represent the timestamp of the event and define proper ordering op-erators for the event composition in a distributed environment [16] .
In our previous work [13] , we presented a monitoring algorithm for timing constraints that uses interval timestamps. The analysis performed by that algorithm is qualitative and supports two modalities for detecting timing constraint satisfaction/violation: certain and possible.
In this paper, we extend our previous work in [13] by allowing users to specify a confidence threshold which denotes the minimum acceptable probability with which a timing constraint is satisfied by the observed event occurrences in a computation. A violation of a timing constraint is deemed to have occurred when the probability of the timing constraint being satisfied falls below the confidence threshold, as computed from the observed timestamp values.
The following example illustrates a practical situation where the event monitor capable of detecting satisfactions/violations of timing constraints with confidence thresholds is useful. In this paper, we assume that the exact time of occurrence of an event is uniformly distributed over the interval of the timestamp of the event. With the uniform distribution assumption, we calculate the satisfaction probabilities for both the deadline constraint and the delay constraint. In our analysis, we compute the earliest expiration time (EET) of a timer which waits for an event instance appearing in a timing constraint to confirm the satisfaction/violation of the timing constraint, as a function of the desired confidence threshold È . The key to our analysis involves the derivation of implicit constraints from the input set of timing constraints. We show that implicit constraints can be computed by using an all-pairs shortest-path algorithm.
The rest of this paper is organized as follows. Section 2 reviews related work. In Section 3, we introduce the event model of our system and a set of event functions with which we define the syntax of timing constraints and the probability of deadline/delay satisfaction from interval timestamps. Section 4 illustrates an efficient monitoring algorithm for a simple timing constraint. Section 5 presents an all pairs shortest path algorithm to derive implicit constraints from a set of timing constraints. Section 6 is the conclusion.
Related work
Research in event monitoring has been reported in the real-time systems literature as well as other areas such as fault tolerance, active databases etc. In the real-time systems area, Chodrow et al. observed that the derivation of implicit constraints is essential for catching timing violations as early as possible in their seminal paper [2] . They also proposed a graph-based monitoring algorithm for detecting violations of timing constraints. Jahanian et al. extended their work [2] to the distributed system environment in [7] . They showed that the minimization of the number of messages to be forwarded among processors for detecting violations in timing constraints as early as possible is an NP-hard problem. In [15, 14] , Mok and Liu presented a timing constraint monitoring algorithm which uncovers most hidden information required to detect violations of timing constraints as early as possible at event compilation time.
Recently, we introduced an algorithm for monitoring timing constraints in [13] which extended the algorithm in [15, 14] to process events whose timestamps are time intervals. We proposed two new modalities, certain and possible to allow a user to specify his desired degree of certainty whether a timing violation has occurred.
Besides the real-time systems area, much research has been done in the active database systems and distributed systems areas under the topic of event detection. To name a few, Ode [6] , SAMOS [5] and Sentinel [1] are active database systems designed to detect composite events as well as primitive events. However, most active database systems that have been proposed have limited functionalities for monitoring of timing constraints efficiently.
In the distributed systems area a number of efforts have been made toward an event monitoring system. The GEM (Generalized Event Monitor) [12] implements a generalized language for event monitoring in a distributed environment. This system permits time intervals in the event specification. Schwiderski proposed a new composition method for the timestamps of events in a distributed system and defined several temporal operators to order the timestamps based on the ¾ precedence in [18] . Liebig et al. proposed a new timestamping method in which timestamps of events are modeled by accuracy intervals with reliable error bounds [11] .
Applications of the event monitoring technique have been discussed recently in several papers. An E-Brokerage system based on a real-time composite event monitoring system was explained in [9] . Lee et al. applied event moni-toring techniques to verify the run-time properties of a program in [10] . An extended work for providing the steering functionality as well as monitoring and checking was done in [8] .
Timing constraints with confidence thresholds
We use the event model proposed in [13] Definition 5 is the maximum length of any timestamp in the system. We assume that is bounded and known to the monitoring system.
Definition 6
function: ´ µ = timestamp of the th instance of event .
Definition 7 A timing constraint on time intervals with a confidence threshold is given by:
Á ½ · Á ¾ with P where Á ½ and Á ¾ are timestamps. is an integer constant representing a deadline ( ¼) or a delay ( ¼). È is a confidence threshold ranging from 0% to 100% .
Example 2
The following constraint specifies that there is a deadline constraint 30 from event´ ½ µ to event´ ¾ µ with a confidence threshold 70%.
In our system, the distribution of the event occurrence time in the timestamp is assumed to be uniform. Theorem 1 and Theorem 2 present the calculation of the satisfaction probability of a deadline constraint and a delay constraint respectively. 4. An efficient monitoring algorithm for a specified confidence threshold
Simpler formulae for satisfaction probabilities
Although it is conceptually simple to compute the satisfaction probability of the deadline constraint and that of the delay constraint from the Theorem 1 and Theorem 2, the formulae in those theorems are not easy to use in practice since they include MIN and MAX functions with integrals.
We can simplify and make the analysis more efficient by dividing our analysis into cases which are based on the configuration of the time intervals with respect to their deadlines (or delays), as illustrated in Figure 2 . Throughout this subsection, we assume that we have a deadline constraint
The cases corresponding to a division of the configuration space into regions are as follows: At first glance, there can be nine possible configurations, «« «¬ « ¬ « ¬ ¬ ¬ « ¬ Ò . However, it is evident that the configurations ¬ « « Ò ¬ are not permissible because it is always true that Ñ Ò ½ · Ñ Ü ½ · . Two trivial cases are «« and . In «« configuration, the satisfaction probability is zero because there is no possibility that any pair of time points, each of which is from time interval Á ½ and Á ¾ respectively, can satisfy the deadline. Likewise, for the configuration, every pair of time points from respectively the intervals Á ½ and Á ¾ must satisfy the deadline; therefore the satisfaction probability is 1.0 for the configuration.
In what follows, we present simpler formulae for the satisfaction probability of the deadline constraint in configurations «¬, «, ¬ ¬ , and ¬ .
«¬ configuration: 
Efficient deadline monitoring
In this subsection, we design an efficient monitoring algorithm for a simple deadline timing constraint with a confidence threshold.
Throughout this paper, we shall assume for the sake of simplicity that we detect an event when its timestamp is determined; in other words, the detection time of an event instance with timestamp Á is max(Á). Knowledge of EET enables the event monitor to stop waiting for an event that is needed for the satisfaction of a timing constraint whenever the timing constraint is already violated by the time. ¾ Lemma 1 and Lemma 2 are needed to prove that the satisfaction probability of a deadline constraint in «¬ configuration is maximized when the timestamps of the corresponding event instances are spanned as shown in Figure 6 . Figure 5 . Figure 6 .
Lemma 1 Suppose that we have a deadline constraint
The maximum satisfaction probability of a timing constraint in configuration «¬ iś 
Deriving implicit constraints
The ability to detect a timing constraint violation as early as possible at run time can be a critical requirement for some real-time systems. For early detection, we need to derive implicit constraints from the given timing constraint set. Various derivation algorithms for implicit constraints from a set of timing constraint on time points were discussed in [2, 14] . A derivation algorithm where the timestamps of events are time intervals was presented in [13] . We now extend the algorithm in [13] to cover the case where the timing constraints have confidence threshold by incorporating the findings from the previous section.
Before detailing the derivation of implicit constraints from timing constraints on time intervals with confidence thresholds, let us use an example to illustrate how we can derive an implicit constraint from timing constraints on time points and why they are useful in detecting a violation. 
Example 3 For this example only, we assume that the timestamp of an event is a time point and not a time interval, and we do not consider modalities. Suppose we have the following two timing constraints.
´ ½ µ · ½ ¼ ¼ ´ ¾ µ ´ ¾ µ ´ ¿ µ
Deriving an implicit constraint Definition 10 A violation of an implicit constraint occurs if at least one of the explicit timing constraints from which the implicit constraint is derived is also violated eventually.
The following theorem derives from a set of timing constraints, an implicit constraint which satisfies the violation definition of implicit constraints. In all cases, the constraint from each case is equivalent to the implicit constraint calculated from this theorem.
Theorem 7 Suppose we have a set of Ò timing constraints on time intervals with confidence thresholds as follows:
½ Á ½ · ½ Á ¾ with È ½ ¾ Á ¾ · ¾ Á ¿ with È ¾ ¿ Á ¿ · ¿ Á with È ¿ Ò ½ Á Ò ½ · Ò ½ Á Ò with È Ò ½ Ò Á Ò · Ò Á Ò·½
¾

Using all-pairs shortest path algorithm
In order to facilitate the derivation of the shortest implicit constraints from a set of timing constraints, an efficient technique is to use an all-pairs shortest-path algorithms as the core engine, e.g., [14, 15, 13] . Those solutions are based on the Floyd-Warshall algorithm because of its simplicity of implementation and the efficiency benefits from matrix-based operations. Our proposed algorithm is also extended from the Floyd-Warshall algorithm.
We introduce a data type SPATH to store information about the shortest path identified up to the current point and a merge operator¨which combines two SPATH instances into a single SPATH instance.
The SPATH type data structure has the following three attributes. dsum a summation of deadlines and delays of the timing constraints in the shortest path.
count the number of constraints for which confidence thresholds are less than 100% in the shortest path.
belowh initialized to 1 if È ½ ¼± and initialized to 0 otherwise where È ½ is the confidence threshold of the first constraint in the shortest path.
Definition 11
The merge operator¨is defined as follows.
Notice that only ÐÓÛ ½ is copied into the merged SPATH instance in combining two SPATH instances. This is be-cause we need to keep the information whether the confidence threshold of the first constraint is below 50% as indicated in Theorem 7.
As usual, we assume that the set of timing constraints from which we want to derive implicit constraints are represented as a directed graph (the constraint graph) where each timestamp in the timing constraints is represented by a vertex. Together with its confidence threshold, a delay or a deadline becomes a weighed edge. Figure 7(A) shows a graph corresponding to the following set of timing constraints. 
Example 4
else ¼¼ = SPATH( , 1, 1) 9. for = 1 to Ò 10. for = 1 to Ò 11. for = 1 to Ò 12.
15.
In the algorithm, Ò is the number of vertices in the constraint graph, is a deadline or delay from Î to Î , and È is a confidence threshold from Î to Î . It is clear that the run-time complexity of the all pairs shortest path algorithm presented above is O(Ò ¿ ). As explained in Corollary 3 and Corollary 4, two SPATH instances and ¼ are maintained for each pair of vertices.
keeps track of the implicit constraint of which the confidence threshold of the first constraint is at least 50%. The confidence threshold of the first constraint of the implicit constraint in ¼ is less than 50%.
The Å Ò Ó×Ø function returns a SPATH instance of which cost is the minimum among the arguments to the function. The reader may wonder why only the ×ÙÑ and ÓÙÒØ attributes are considered in comparing the cost of two SPATH instances in the Å Ò Ó×Ø function. The calls to the Å Ò Ó×Ø function in line 12 and line 13 in ÐÐÈ Ö×Ë ÓÖØ ×ØÈ Ø function are valid because the constraints represented by neither nor ¼ will be used as a header of the shortest path. By Theorem 7, the confidence threshold of only the first constraint is needed for calculating an implicit constraint. Since both ÐÓÛ in Ò ÛÔ Ø and should be 0 by program construction, we do not need to consider ÐÓÛ in the comparison. Similarly, both ÐÓÛ in Ò ÛÔ Ø ¼ and ¼ should be 1 by program construction, and there is no need to consider ÐÓÛ in the comparison.
At the end of the execution of the algorithm, each Ò and ¼Ò contains information about the shortest implicit constraint from vertex to vertex in the form of SPATH( ×ÙÑ, ÓÙÒØ, ÐÓÛ ) which represents an implicit constraint:
where Á is the timestamp of the event corresponding to vertex and Á is the timestamp of the event corresponding to vertex .
The value ÐÓÛ in ¼Ò is always 1, which means that the shortest path information contained in ¼Ò depends on the length of the time interval of the event instance corresponding to the vertex . Figure 7 (B) shows all implicit constraints calculated from the set of timing constraints shown in Example 4. The derived implicit constraints are represented in the triple of ( ×ÙÑ, ÓÙÒØ, ÐÓÛ ). In this example, is assumed to be 10.
Since for a pair of vertices, at most two implicit constraints can be derived from the algorithm, there can be up to three constraints for a pair of vertices if we also count the We can discard (a) in favor of (c) because the satisfaction of (c) always means the satisfaction of (a) and the violation of (a) means the violation of (c). Similarly, (b) can also be discarded in favor of (c).
Conclusion
In this paper, we have extended our previous work in [13] to allow users to specify a quantitative measure on the degree of certainty with which timing satisfaction/violation can be detected. To this end, we introduce a confidence threshold which is included in the specification of a timing constraint to specify the desired degree of certainty, ranging from 0% to 100%. In case the confidence threshold of a timing constraint cannot be inferred from the timestamps of an observed event trace, a violation of the timing constraints is issued. For computational purposes, we define and derive the concept of satisfaction probabilities for both the deadline constraint and the delay constraint. The all-pairs shortest-path algorithm is extended to facilitate the derivation of implicit constraints. A non-obvious result from our analysis is that the earliest expiration time (EET) of the deadline timers for timing constraints with È ½¼¼±, ¼± È ½¼¼±, and ¼± È ¼± are all different. For future work, we plan to investigate more exact bounds of the EET for each confidence threshold value so that we can extend the pruning techniques to more efficiently discard unnecessary constraints after deriving the implicit constraints.
