In Medical Diagnosis, Magnetic Resonance Image (MRI) plays a momentous role. MRI is based on the physical and chemical principles of Nuclear Magnetic Resonance (NMR), a technique used to gain information about the nature of molecules. Retrieving a high quality MR Image for a medical diagnosis is critical. So denoising of Magnetic Resonance (MR) images and making them easy for human understanding form is a challenge. This research work presents an efficient Hybrid Abnormal Detection Algorithm (HADA) to detect the abnormalities in any part of the human body by MRIs. The proposed technique includes five stages: Noise Reduction, Smoothing, Feature Extraction, Feature Reduction and Classification. The proposed algorithm has been implemented and Classification accuracy of 98.80% has been achieved. The result shows that the proposed technique is robust and effective compared to other recent works. The system developed using the proposed algorithm will be a good computer aided diagnosis and decision making system in healthcare.
Introduction
Clinical Decision Making for health care is an important and complex job which requires more accurate results and has been achieved by medical expert systems. Computer-Aided Diagnosis (CAD) is an artificial intelligent based decision making system which is used as a medical expert and decision support system for clinical decision making in health care using the assistance of computer. CAD has been growing as a dynamic research field due to the development of modern computing techniques, medical modalities (like MRI, CT Scan, X-Ray, etc.) and emerging interpretation of algorithms. CAD eases the job of radiologists in finding the current state of disease, the extent of disease and reduces the false prediction about the disease. The usage of data mining techniques, especially classification techniques, in the field of medical expert systems and for medical diagnosis is important and very helpful. One of the medical modalities used for clinical decision making systems is Magnetic Resonance Imaging, which is mainly used to detect tumors in various parts of the body. In reality, the appropriate name for this study is Nuclear Magnetic Resonance Image (NMRI). It has been changed to Magnetic Resonance Image (MRI) when it is used in health care. MRI is based on the physical and chemical principles of Nuclear Magnetic Resonance (NMR), a technique used to gain information about the nature of molecules. It is a medical imaging practice used in radiology to envision detailed internal structures of the human body. Retrieving a high quality MR image in medical diagnosis is critical, because it injures human parts if a high level Magnetic Resonance Sound is used to take the image. So denoising of Magnetic Resonance (MR) images and making them easy for human understanding is a challenge. The motivation for this research is to improve the classification accuracy and to provide an efficient algorithm to detect the abnormality in MRI of any part of the human body.
Literature review
Some of the state-of-the-art Artificial Intelligence (AI) and Data Mining Techniques for automation of biomedical image classification are inspected by [1] . An exploration of the applicability of the image pre-processing, feature extraction, classification and segmentation techniques in brain disorder diagnosis in MR images is given by [2] . Evaluation measures for patterns are described by [3, 4] . H. Selvaraj et al. [5] proposed a classification technique based on Least Squares Support Vector Machines (LS-SVM) using Radial Basis Function (RBF) kernels classifier for the classification of normal and abnormal brain slices. A classifier using Support Vector Machine with Gaussian Radial Basis Function and Ada Boost for the detection of brain tumor is given by [6] . A hybrid classification of MRI brain images using Discrete Wavelet Transform, Principle Component Analysis and K-Nearest Neighbors & Artificial Neural Network (DWT+PCA+K-NN & A-NN) is suggested in [7] . A method using wavelets as input to neural network SOM and SVM for classification of Magnetic Resonance (MR) images of the human brain is presented by [8] . A spectral-based classification technique to MR image using Vector Seeded Region Growing (VSRG) is proposed in [9] . [10] have proposed a forward neural network (FNN) based method to classify a given MR brain image as normal or abnormal using a hybrid combination of DWT, PCA, FNN, and Adaptive Chaotic Particle Swarm Optimization (ACPSO). A hybrid classification of brain tissues in MRI images based on Genetic Algorithm (GA) and Support Vector Machine (SVM) using Spatial Gray Level Dependence Method (SGLDM) is proposed by [11] . A segmentation method for classification of MRI brain images by removal of artifact and noise in the first stage and applying Hierarchical Self Organizing Map (HSOM) for image segmentation is described by [12, 13] . An algorithm for the automatic segmentation and classification of brain tissue from 3D MR scans using discriminative Random Decision Forest classification is presented by [14] . [15] have presented a method using both structural and functional MR images for brain disease diagnosis. Pediatric brain tumor segmentation and classification of MRI images is established by fusing two novel texture features along with intensity in multimodal magnetic resonance (MR) images by [16] . A general method for segmenting brain tumors in 3D magnetic resonance images using fuzzy classification and symmetry analysis is presented by [17, 18] . A method of k-Nearest Neighbor (k-NN) is proposed by [19] for abnormalities segmentation in Magnetic Resonance Imaging (MRI) brain images. A neuro-fuzzy segmentation process of the MRI data is presented by [20] to detect various tissues like white matter, gray matter, csf and tumor. A framework for automatic brain tumor segmentation from MR images using detection of edema based on outlier detection is proposed by [21] . Novel automatic brain tumor detection method that uses Gabor Wavelets to determine any abnormality in brain tissues and Brain abnormality detection in MR Images based on a neural network algorithm using Zernike Moments and Geometric Moments are proposed by [22, 23] . Even there are many references of the algorithms which are producing classification accuracy greater than 90% are taken for comparison. Table 1 produces the list of existing algorithms used in brain image classification with more than 90% classification accuracy. Since the existing works concentrated mostly on MRI brain images, in this research work, the Hybrid Abnormal Detection Algorithm is proposed for abnormality detection in MRI image of any part of human body (including brain, spinal cord, kidney, knee etc.) and to produce increased classification accuracy. 3. Material and methods
Datasets used
The proposed hybrid techniques have been implemented on a real human brain MRI images and MRI images of other body parts from benchmark databases. In total, 250 images are used for classification (150 examples of abnormal images and 100 normal images). The set consists of 230 images of axial, T2-weighted, 256 -256 pixel MR brain images which were collected from Harvard Medical School website, since the same resource has been used in existing works. Twenty MRI images of other parts of the body (knee, spinal cord and kidney, etc.) are selected from other benchmark databases.
The sample images used for classification are shown in Fig. 1 .
(f) (g) Figure 1 . a -d. Brain images, e. Kidney image, f. Spinal cord image, g. Knee image
Methodology and design
The proposed HADA (Hybrid Abnormality Detection Algorithm) algorithm has been designed in five stages. First stage is the noise removal stage. In that, Hybrid KSL filter is used to produce noise reduced image of the input MRI image [24] . In this first stage, the kernel filter is applied to sharpen the image. In the sharpened image, the Sobel filter is applied to get the clear boundary of the necessary part and then the low pass filter is applied to remove the noise considerably.
In second stage, smoothing is done to increase the image's clarity and to remove variations in the pixel distribution. The third stage is feature extraction, in which the image is divided into four parts, namely LL (Low-Low), LH (Low-High), HL (High-Low) and HH (High-High) part by applying wavelet transforms for three levels. Normally, the abnormality is in the HH part of the image which is not viewable by the human eyes and this is due to the result obtained by applying discrete wavelet transform. The next stage is the feature reduction, to bring out the necessary features to detect the abnormality. The final stage is the classification and is used to classify. As a result, the abnormality is detected if it is present in the HH part of the given image. If there is no abnormality detected, nothing is visible in the HH part of the image. The entire framework architecture of the HADA algorithm is given in Fig. 2 . The noise removal part of the HADA algorithm using KSL filter is shown in Fig. 3 . 
Proposed HADA algorithm
The steps in the HADA algorithm are as shown in Fig. 4 . Apply the DWT for the 3rd level using "Haar" transform. Put the wavelet coefficients in a matrix X.
Stage (4) 
Results and discussion

Results of the proposed HADA algorithm
The proposed HADA algorithm has been implemented and tested for accuracy. The interface of the proposed system is given in Fig. 5 . First, the MRI image is loaded (Sample 1 -Brain MR image). The histogram of the input MRI is displayed. After that Sobel, Kernel and low pass filters are applied on that image to get a noise reduced image. Then the histogram of noise reduced image and the noise reduced image are shown as in Fig. 6 . Then at the second stage, smoothing is done and its result is shown in Fig. 7 . The third stage of feature extraction is done and the image is divided into four parts as LL (Low-Low), LH (Low-High), HL (High-Low) and HH (High-High) as shown in Fig. 8 . Then the Feature reduction for the feature extracted image parts is done and the result is shown in Fig. 9 . Then the classification part of the algorithm is applied for the feature reduced MRI image and the result is shown in Fig. 10 . In this figure, the abnormal part is found in the HH part of the classification result. In the same way, the MRI images of any part of the human body are checked for the abnormality. Here, results of two other MR images, a normal brain image and an abnormal kidney image are checked for their abnormality and their results are shown in Fig. 11 and Fig. 12. 
Performance measures
Any classification result could have an error rate and from time to time it will either fail to reveal an abnormality, or reveal an abnormality which is not present. The efficiency or the performance of the system is measured based on the following parameters: Sensitivity -Sensitivity (also called recall rate in some fields) measures the proportion of normal (positive) images which are correctly identified. Specificity -Specificity measures the proportion of abnormal images which are correctly identified. Classification Accuracy -Accuracy measures the proportion of positives and negatives which are correctly identified from the overall inputs. It is usual to describe this error rate by the terms true and false positive and true and false negative as follows:
• Sensitivity = TP/ (TP+FN)*100%
• Specificity = TN/ (TN+FP)*100%
• Accuracy = (TP+TN)/ (TP+TN+FP+FN)*100%
Performance comparison of proposed algorithm with other algorithms
In total, 250 images are taken (with 100 normal images and 150 abnormal images) for the experiment. In that, one normal image has been misclassified as abnormal and two abnormal images are misclassified as normal. That is the proposed HADA Algorithm only misclassified 3 images out of 250 MR images. So we yield, Classification accuracy as [99+149]/250 = 98.8%, Sensitivity as 148 / (148+2) * 100 = 98.67% and Specificity as 99 / (99+1) * 100 = 99%. The classification performance of the proposed HADA algorithm is shown in Table 2 . Moreover, the results of other methods (DWT+PCA+ANN [5] , DWT+PCA+KNN [5] , DWT+SOM [6] , DWT+SOM with linear kernel [6] , DWT+SOM with radial basis function based kernel [6] , DWT+PCA+ACPSO-FNN [8] ) described in than abnormal images (which is presented in Table 1 ) and only MRI brain images have been tested. The comparison has been made and the performance of the proposed HADA algorithm along with other algorithms is presented in Table  3 .
The comparison between the proposed algorithm and other existing works on correctly classified MRI images is shown in Fig. 13 . The comparison based on the classification accuracy of the techniques is shown in Fig. 14. From Table 3 and Figures 13 & 14 , it is explicit that the proposed HADA algorithm earns the highest classification accuracy.
Conclusion
An efficient algorithm for automatic abnormality detection in MRI images of any part of human body is proposed using Hybrid Abnormality Detection Algorithm. The implementation of the system is done and tested with total 250 normal and abnormal MR images. The main goal of the work is achieved by increased classification accuracy and the algorithm could be used for MRI images of all parts of the body. The performance of the proposed algorithm is statistically measured using sensitivity, specificity and classification accuracy measures. The results indicated that the proposed approach yields the best performance when compared to other recent research works in this field. It is a promising technique for medical image classification in medical imaging application. Further, it can be used in computer aided diagnosis and intelligent health care systems.
