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Abstract. As faces often appear under very different viewing conditions (eg brightness, viewing 
angle, or viewing distance), invariant facial information recognition is a key to our social interactions. 
Although we would clearly benefit from differentiating different facial expressions (eg angry vs happy) at 
a distance, there is surprisingly little research examining how expression categorization and associated 
gaze allocation are affected by viewing distance within the range of typical social space. In this study I 
systematically varied the size of faces displaying six basic facial expressions of emotion with varying 
intensities to mimic viewing distances ranging from arms length to 5 m, and employed a self-paced 
expression categorization task to measure participants’ categorization performance and associated 
gaze patterns. Irrespective of the displayed expression and its intensity, the participants showed 
indistinguishable categorization accuracy and reaction time across the tested face sizes. Reducing face 
size decreased the number of fixations directed at the faces but increased individual fixation durations, 
and shifted gaze distribution from scanning all key internal facial features to fixating at mainly the 
central face region. The results suggest size-invariant facial expression categorization behaviour within 
social interaction distance which could be linked to a holistic gaze strategy for extracting expressive 
facial cues.
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1 Introduction
Human faces are probably the most important visual stimuli in our social environment. They 
provide a wealth of information about an individual’s gender, age, familiarity, intention, and 
emotional state (Bruce and Young 1998). Given that the ability to recognize these visual cues 
and to respond accordingly plays a crucial role in our social interaction, it is perhaps not too 
surprising that we are highly skilled at face perception. One of the underlying mechanisms 
for this efficient cognitive process is the invariance of face representation in our visual system 
within given limits. For instance, we make little effort to identify familiar faces although they 
may appear under very different viewing conditions, such as viewing distance, viewing angle, 
viewing time, facial expression, and brightness (Bruce and Young 1998). Even for unfamiliar 
synthetic faces, face discrimination performance is size invariant, with faces differing in size 
up to fourfold (Lee et al 2006).
In addition to facial identity, facial expression of emotion is another important facial 
cue that we use to guide social judgment and behaviour. Several psychological studies have 
revealed invariance of facial expression judgment under different viewing conditions. For 
instance, some common facial expressions—such as happy, sad, fearful, angry, disgusted, 
contempt, and surprised—have comparable recognition accuracies between frontal and profile 
view (Kleck and Mendolia 1990; Matsumoto and Hwang 2011; see also Hess et al 2007). 
Varying resolution of face images has little impact on expression categorization performance. 
The recognition rate for happiness, fear, anger, or surprise remains consistent until the image 
is reduced to 10 × 15 pixels, in which almost no useful local facial information is left for 
visual analysis (Du and Martinez 2011).
However, despite the fact that we would clearly benefit from differentiating different 
facial expressions (eg angry vs happy) at a distance, there is surprisingly little research 
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examining how expression categorization performance is affected by viewing distance 
or image size. An early study by Hager and Ekman (1979) has observed that, in general, 
viewers’ expression recognition accuracy declined as the viewing distance increased, but 
some expressions could still be detected at a long distance (between 30–45 m). This was later 
confirmed by Smith and Schyns (2009) with a detailed computational and psychophysical 
study. By manipulating spatial frequency and image size (equivalent of viewing a typical 
face from 3.3 to 105 m away), they have shown that happy and surprised expressions use 
several low spatial frequency bands and can be recognized from a distance. Disgusted, 
fearful, angry, and sad expressions, on the other hand, are proximal expressions which are 
suited to close-range communication. These studies, however, examined only the impact of 
long-range viewing distances on affect recognition for faces with peak-intensity or high-
intensity emotional expressions. In real-life scenarios our daily social interaction with others 
often happens at close range [<  12 ft (Hall 1966)], and we are more likely to use nonfacial 
cues (eg bodily cues, auditory inputs) to detect other people’s emotions at a public distance 
(de Gelder 2009). Furthermore, we see less intense expressions more frequently than intense 
ones (Gao and Maurer 2009), and facial affects displayed at low intensity would significantly 
increase our difficulty to interpret subtle expressions (Gao and Maurer 2009, 2010). It is 
therefore essential to examine how typical social distances will affect our recognition of 
facial expression with varying intensities.
Additionally, at a close social distance, the faces falling in our visual field are large 
enough to elicit saccadic eye movements. A few behavioural and computational studies 
have suggested that basic facial expressions have minimal overlap in transmitted facial 
information and different facial features can provide diagnostic information in recognizing 
different expressions (eg the eyes and mouth transmit crucial cues for detecting angry 
and happy expressions, respectively) (Calvo and Nummenmaa 2008; Smith et al 2005). 
This hypothesis has been confirmed by recent eye-tracking studies. While performing a 
self-paced expression categorization task, participants tended to look at local facial regions 
that are most characteristic for each facial expression (Eisenbarth and Alpers 2011; Guo 
2012; Jack et al 2009; Sullivan et al 2007). Compared with the same local region in different 
facial expressions, participants looked more often at the mouth region in happy faces, at 
the nose region in disgusted and sad faces, and at the eyes in angry, fearful, and surprised 
faces. However, participants rarely labelled an expression after fixating at only  a single 
characteristic facial region. Instead, they analyzed facial information sampled from the 
diagnostic region (eg mouth in happy faces) in conjunction with those from other key internal 
facial features (eg eyes and nose regions in happy faces) when labelling (especially low-
intensity or medium-intensity) facial expressions (Guo 2012). It has been proposed that a 
‘holistic’ viewing strategy (scanning all key internal facial features to integrate all featural 
information into a single representation of the whole face) could be adopted to reliably 
categorize these common facial affects (Guo 2012). It is unclear, however, whether this 
holistic but also expression-sensitive gaze pattern would change with the viewing distance 
(or face image size) and expression intensity.
In this study a morphing technique was applied to varying intensities of six basic 
facial expressions of emotion (happy, sad, fearful, angry, disgusted, and surprised). Each 
expressive face image was then systematically varied in size to mimic different viewing 
distances. With a self-paced expression categorization task, this study aimed to examine to 
what extent participants’ expression categorization performance and associated gaze patterns 
were affected by various image sizes (or social distances). As the average adult human face 
[~18 cm in height (Fang et al 2011)] subtends a visual angle of 13.4−22 deg at phases of 
close personal distances (~76−45 cm), 8.4−13.4 deg at far personal distances (~122−76 cm), 
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and 4.8−8.4 deg at close social distances [~213−122 cm (Hall 1966)], this study tested four 
different face sizes which were roughly equivalent to viewing a typical face at 62 cm, 124 cm, 
248 cm, and 496 cm, respectively. Also, 5 m was chosen as the longest viewing distance as 
this distance is already outside of typical social interaction space (Hall 1966), and the face 
presented at this distance should fall within fovea (~2 deg in size) and could be recognized 
with only 1 or 2 fixations. If facial expression shares similar size-invariant representation as 
facial identity within given limits, we would expect a consistent expression categorization 
performance across the tested face sizes, regardless of the displayed expression and its 
intensity. Furthermore, as size reduction would reduce the need to make frequent saccades 
and result in decreased discriminability due to the loss in fine detail in the scene (Loftus and 
Harley 2005), we would expect a shift of gaze allocation towards the central face region 
and prolonged fixation duration.
2 Materials and methods
To control potential gender, age, or culture difference in expression categorization performance 
and associated gaze pattern (Jack et al 2009; Vassallo et al 2009), only young female 
Caucasian participants were recruited. In total, twenty-six female undergraduate students, age 
ranging from 18 to 22 years old, volunteered to participate in this study. All participants had 
normal or corrected-to-normal visual acuity for each eye. The Ethical Committee in School 
of Psychology, University of Lincoln approved this study. Written informed consent was 
obtained from each participant, and all procedures complied with the British Psychological 
Society Code of Ethics and Conduct and with the World Medical Association Helsinki 
Declaration as revised in October 2008.
Digitized grey-scale face images in full frontal view were presented through a ViSaGe 
graphics system (Cambridge Research Systems, UK) and displayed on a noninterlaced 
gamma-corrected colour monitor (30 cd m–2 background luminance, 100 Hz frame rate, 
Mitsubishi Diamond Pro 2070SB) with the resolution of 1024 × 768 pixels. At a viewing 
distance of 57 cm, the monitor subtended a visual angle of 40 × 30 deg.
Western Caucasian face images, consisting of two female and two male models, were 
selected from the Karolinska Directed Emotional Faces CD ROM (Lundqvist et al 1998). 
Each of these models posed one neutral and six high-intensity facial expressions (happy, sad, 
fearful, angry, disgusted, and surprised). Although they may have real-world limitations, and 
categorization performance for some expressions could be subject to culture influence, these 
well-controlled face images were chosen for their comparability and universality in transmitting 
facial expression signals, at least for our observer group (Western Caucasian adults). The faces 
were processed in Adobe Photoshop to remove external facial features (eg hair) and to ensure 
a homogenous grey background, face size, and brightness. For each of the six expressions 
of each model, Morpheus Photo Morpher was used to create 3 levels of intensity in two 
physically equal steps (20%, 60%, and 100%) by morphing the emotional face with the neutral 
face. Each morphed face was then processed in Adobe Photoshop to create four presentation 
sizes: 430 × 568 pixels (16.5 × 21.8 deg, size 1), 215 × 284 pixels (8.3 × 10.9 deg, size 1/4), 
108 × 143 pixels (4.1 × 5.5 deg, size 1/16), and 54 × 72 pixels (2.0 × 2.7 deg, size 1/64). The 
largest and smallest face presentation sizes were roughly equivalent to viewing a face from 
62 cm (arms length) and 500 cm away, respectively. As a result, 288 expressive face images 
were generated for the testing session (4 sizes × 6 expressions × 3 intensities × 4 models—see 
figure 1 for examples). These images were gamma corrected and displayed once in a random 
order during the testing. To mimic natural vision, the face images were presented in the 
peripheral visual field. To further control different perceptual sensitivities in face perception 
between left and right visual fields [eg left visual field advantage (Guo et al 2009)], the faces 
were presented in the left visual field.
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All of our participants were aware of universal facial expressions. Before the testing, they 
were shown a PowerPoint presentation containing one male and one female model posing 
happiness, sadness, fear, anger, disgust, and surprise (sampled from Pictures of Facial Affect), 
and were asked to label each facial expression as carefully as possible without time constraint. 
All of them could recognize these facial expressions or agree with the classification proposed 
by Ekman and Friesen (1976).
A self-paced task was used to mimic natural viewing condition. During the self-paced 
experiments the participants sat in a chair with their head restrained by a chin-rest, and 
viewed the display binocularly. To calibrate eye movement signals, a small red fixation point 
(FP, 0.3 deg diameter, 15 cd m–2 luminance) was displayed randomly at one of 9 positions 
(3 × 3 matrix) across the monitor. The distance between adjacent FP positions was 10 deg. The 
participant was instructed to follow the FP and maintain fixation for 1 s. After the calibration 
procedure, the participant pressed the response box to initiate a trial. The trial was started 
with an FP displayed at the centre of the monitor. If the participant maintained fixation for 
1 s, the FP disappeared and a face image was presented 10 deg left to the FP location (centre-
to-centre distance). During the self-paced, free-viewing presentation, the participant was 
Figure 1. Examples of happy expression at varying 
intensities (from top to bottom: 20%, 60%, and 
100%) and varying face sizes (from left to right: 
size 1, size 1/4 , size 1/16 , and size 1/64).
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instructed to “categorize this facial expression as accurately and as quickly as possible”, and 
to respond by pressing a button on the response box (for collecting reaction time data) with the 
dominant hand followed by a verbal report of the perceived facial expression (6-alternative 
forced choice: happiness, sadness, fear, anger, disgust, and surprise). No reinforcement was 
given during this procedure.
Horizontal and vertical eye positions from the self-reported dominant eye (determined 
through the Hole-in-Card test or the Dolman method if necessary) were measured using a 
Video Eyetracker Toolbox with 250 Hz sampling frequency and up to 0.25 deg accuracy 
(Cambridge Research Systems). The software developed in Matlab computed horizontal and 
vertical eye displacement signals as a function of time to determine eye velocity and position. 
Fixation locations were then extracted from the raw eye-tracking data using velocity (less 
than 0.2 deg eye displacement at a velocity of less than 20 deg s–1  ) and duration (greater than 
50 ms) criteria (Guo et al 2006).
While determining fixation allocation within key internal facial features (ie eyes, 
nose, and mouth), a consistent criterion was adopted to define boundaries between local 
facial features for different faces (for details see Guo et al 2010) to ensure equal size of 
individual internal feature across faces of different expressions and intensities from the 
same model. Specifically, the ‘eye’ region included the eyes, eyelids, and eyebrows; 
the ‘nose’ or ‘mouth’ region consisted of the main body of the nose (glabella, nasion, tip-
defining points, alar-sidewall, and supra-alar crease) or mouth and immediate surrounding 
area (up to 0.5 deg). The division line between the mouth and nose regions was the midline 
between the upper lip and the bottom of the nose. Each fixation was then characterized 
by its location among feature regions and its time of onset relative to the start of the trial, 
and the number of fixations directed at each feature was normalized to the total number of 
fixations sampled in that trial.
3 Results
3.1 Analysis of behavioural responses in expression categorization
To examine to what extent image size would affect participants’ overall task performance 
in categorizing facial expressions, two repeated-measures analyses of variance (ANOVAs) 
were conducted with image size as the independent variable, and percentage of correct 
expression identification and reaction time as the dependent variables. For each ANOVA, 
Greenhouse–Geisser corrections were applied where sphericity was violated. The analysis 
demonstrated that reducing face size had no impact on expression categorization accuracy 
(F3, 100 = 0.06, p = 0.98, p2h  = 0.02; figure 2a) and reaction time (F3, 100 = 0.25, p = 0.86, 
p
2h  = 0.007; figure 2b).
Previous studies have demonstrated different perceptual sensitivities in recognizing 
facial expressions of different intensities, and in recognizing different facial expressions. 
Specifically, increasing expression intensity would improve categorization accuracy and 
shorten reaction time (eg Guo 2012), and people often have the most accurate and fastest 
identification performance for happiness, but are least accurate in recognizing fearful 
(or anxious) expressions (Guo 2012; Kirouac and Doré 1985; Palermo and Coltheart 
2004; Rutishauser et al 2011). To examine whether image size would affect participants’ 
behavioural responses in categorizing individual facial expressions with different intensities, 
4 (image size) × 6 (expression type) × 3 (expression intensity) ANOVAs were conducted with 
categorization accuracy and reaction time as the dependent variables.
The analysis did not reveal a significant main effect of image size (accuracy: F3, 75 = 0.32, 
p = 0.82, p2h  = 0.001; figure 2c; reaction time: F2.22, 55.38 = 1.90, p = 0.16, p2h  = 0.07; figure 2d) 
or any significant interaction between image size and expression type or between image 
size and expression intensity (all ps > 0.21). It seems that, across the tested range of face 
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Figure 2. Mean accuracy (a) and (c) and reaction time (b) and (d) for expression categorization as 
a function of image size (viewing distance). Data presented in (a) and (b) are pooled across all the 
expressions. Different curves in (c) and (d) represent different facial expressions of emotion. Error 
bars represent SEM.
sizes, our participants showed indistinguishable categorization accuracy (see also tables 1 
and 2) and reaction time for individual facial expressions presented with varying intensities.
However, in agreement with past research, both expression type and expression intensity 
had significant impact on categorization accuracy (expression type: F3.4, 85.26 = 60.29, p < 0.001, 
p
2h  = 0.71; expression intensity: F1.24, 30.99 = 50.54, p < 0.001, p2h  = 0.95) and reaction time 
(expression type: F3.5, 87.45 = 15.14, p < 0.001, p2h  = 0.38; expression intensity: F1.09, 27.28 = 23.76, 
p < 0.001, p2h  = 0.49). A posteriori analysis (Bonferroni correction for multiple comparisons) 
further revealed that, among six tested expressions, participants showed the highest 
discrimination accuracy for happy and sad expressions, followed by angry expressions, and 
then by surprised and disgusted expressions. Fearful faces, on the other hand, induced the 
lowest discrimination accuracy (all ps < 0.01; figure 2c). In comparison with categorization 
accuracy, reaction time was less affected by individual facial expressions. Overall, happy 
and fearful faces tended to attract the fastest and the slowest reaction times, respectively (all 
ps < 0.05). There was little difference in reaction time while classifying sad, angry, disgusted, 
and surprised expressions (all ps > 0.05; figure 2d). Furthermore, increasing expression 
intensity from 20% to 100% led to monotonically increased expression categorization 
accuracy (tables 1 and 2) and decreased reaction time (all ps < 0.01).
Given relatively poor categorization accuracy for low-intensity expressive faces, full 
confusion matrices were computed to illustrate which expressions were mistaken for others 
and the impact of image size on expression categorization. For each displayed expression at 
a given size and intensity, we calculated the percentage of the trials in which the participant 
categorized the expression using each of the six expression labels. The averaged data across 
the participants were then analyzed with an ANOVA combined with a posteriori analysis. 
(a)
(c)
(b)
(d)
happy
angry
disgusted
sad
fearful
surprised
1800
1200
600
0
1800
1200
600
0
          1                 1/4                1/16              1/64
Image size
          1                 1/4               1/16              1/64
Image size
A
cc
ur
ac
y/
%
R
ea
ct
io
n 
tim
e/
m
s
R
ea
ct
io
n 
tim
e/
m
s
A
cc
ur
ac
y/
%
100
80
60
40
20
0
100
80
60
40
20
0
Size‑invariant expression recognition 1033
As shown in tables 1 and 2, low-intensity happy, angry, surprised, disgusted, and fearful 
expressions were most likely to be mislabelled as sad expressions (Bonferroni correction 
for multiple comparisons, all ps < 0.01). For medium-intensity and high-intensity expressive 
faces, no systematic miscategorization bias was observed for happy, sad, angry, and surprised 
expressions (all ps > 0.05), but fear and disgust were often confused with surprised and 
angry expressions, respectively (all ps < 0.01). However, for an individual expression 
presented at a given intensity, image size had neither significant impact on categorization 
accuracy nor systematic impact on miscategorization bias (all ps > 0.05).
Table 1. Confusion matrices of happy, angry, and sad expression categorization (in bold): percentage 
of participants selecting the expression labels, averaged across the stimulus set and participants.
Displayed expression Categorized expression (%)
size intensity (%) happy sad angry fearful disgusted surprised
Happy 1  20 45.19 37.50 3.85 9.62 5.77 0
 60 99.04 0.96 0 0 0 0
100 99.04 0.96 0 0 0 0
1/4  20 48.08 42.31 4.81 2.88 0.96 0.96
 60 97.12 1.92 0.96 0 0 0
100 98.08 1.92 0 0 0 0
1/16  20 51.92 36.54 1.92 4.81 2.88 1.92
 60 97.12 1.92 0 0 0.96 0
100 98.08 1.92 0 0 0 0
1/64  20 52.88 36.54 2.88 2.88 2.88 1.92
 60 98.08 1.92 0 0 0 0
100 97.12 0 0 0.96 1.92 2.88
Sad 1  20 2.88 77.88 16.35 0 2.88 0
 60 0 82.69 0.96 4.81 11.54 0
100 0.96 89.42 0 2.88 6.73 0
1/4  20 3.85 79.81 6.73 1.92 7.69 0
 60 0 90.38 0 2.88 5.77 0.96
100 0 87.50 0 4.81 4.81 2.88
1/16  20 7.69 73.08 7.69 5.77 4.81 0.96
 60 0.96 85.58 0 0.96 11.54 0.96
100 1.92 87.50 0.96 1.92 5.77 1.92
1/64  20 5.77 78.85 7.69 0 4.81 2.88
 60 1.92 88.46 0 3.85 5.77 0
100 0 88.46 0 6.73 3.85 0.96
Angry 1  20 0.96 46.15 31.73 9.62 10.58 0.96
 60 0 9.62 86.54 0 3.85 0
100 0 0.96 93.27 0 1.92 3.85
1/4  20 6.73 43.27 29.81 3.85 16.35 0
 60 0.96 5.77 87.50 0 5.77 0
100 0 0.96 94.23 0.96 3.85 0
1/16  20 6.73 44.23 30.77 4.81 14.42 0
 60 0.96 5.77 86.54 0.96 5.77 0
100 0 0 96.15 0 2.88 0.96
1/64  20 9.62 42.31 31.73 4.81 11.54 0
 60 0 3.85 89.42 0.96 4.81 0.96
100 0.96 0.96 94.23 0.96 2.88 0
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3.2 Analysis of gaze patterns in expression categorization
To examine to what extent image size would affect participants’ overall gaze behaviour in 
categorizing expression across all faces, two one-way ANOVAs were conducted with image 
size as the independent variable, and averaged number of fixations and fixation duration 
directed at each face as the dependent variables. The analysis revealed that reducing face 
size gradually decreased the number of fixations needed to classify facial expressions 
Table 2. Confusion matrices of fearful, disgusted, and surprised expression categorization (in bold): 
percentage of participants selecting the expression labels, averaged across the stimulus set and 
participants.
Displayed expression Categorized expression (%)
size intensity (%) happy sad angry fearful disgusted surprised
Fearful 1  20 5.77 75.96 4.81 8.65 4.81 0
 60 0 2.88 4.81 65.38 1.92 25.00
100 0.96 1.92 3.85 69.23 7.69 16.35
1/4  20 9.62 73.08 2.88 9.62 4.81 0
 60 1.92 1.92 0.96 65.38 4.81 25.00
100 1.92 0 0.96 74.04 6.73 16.35
1/16  20 15.38 59.62 5.77 10.58 6.73 1.92
 60 3.85 0 0.96 61.54 4.81 28.85
100 2.88 0 1.92 74.04 4.81 16.35
1/64  20 17.31 57.69 10.58 7.69 4.81 1.92
 60 3.85 2.88 2.88 59.62 10.58 20.19
100 0 1.92 0.96 70.19 7.69 19.23
Disgusted 1  20 4.81 37.50 31.73 1.92 24.04 0
 60 0.96 1.92 14.42 2.88 79.81 0
100 0 3.85 4.81 1.92 89.42 0
1/4  20 7.69 29.81 30.77 1.92 29.81 0
 60 0 7.69 16.35 1.92 72.12 1.92
100 0.96 7.69 4.81 0.96 85.58 0
1/16  20 8.65 39.42 22.12 1.92 27.88 0
 60 0 6.73 17.31 0.96 74.04 0.96
100 0.96 1.92 6.73 1.92 88.46 0
1/64  20 4.81 33.65 34.62 1.92 25.00 0
 60 0.96 0.96 23.08 0.96 73.08 0.96
100 0.96 2.88 3.85 3.85 87.50 0.96
Surprised 1  20 5.77 62.50 9.62 9.62 4.81 7.69
 60 1.92 0.96 0 4.81 1.92 90.38
100 0 0.96 0.96 0.96 0 97.12
1/4  20 16.35 57.69 4.81 4.81 7.69 8.65
 60 0 2.88 0 3.85 0 93.27
100 0 0 0.96 1.92 0.96 96.15
1/16  20 14.42 58.65 10.58 3.85 4.81 7.69
 60 0 0.96 0.96 5.77 0.96 91.35
100 0 0 0.96 3.85 0.96 94.23
1/64  20 16.35 54.81 10.58 6.73 4.81 6.73
 60 1.92 0 0 8.65 0 89.42
100 0.96 0 0 2.88 0 96.15
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(F1.7, 42.81 = 48.5, p < 0.001, p2h  = 0.66; figure 3a) but increased mean fixation durations 
(F1.17, 29.18 = 31.62, p < 0.001, p2h  = 0.56; figure 3b). Also in agreement with past research 
(Guo 2012), different facial expressions tended to attract a different number of fixations 
(F5, 125 = 12.37, p < 0.001, p2h  = 0.33; figure 3c). Participants directed the least and the most 
number of fixations to viewing happy and fearful faces, respectively (all ps < 0.05). They 
directed an indistinguishable number of fixations in classifying sad, angry, disgusted, and 
surprised expressions (all ps > 0.05).
I then examined how image size would affect fixation distribution in viewing expressive 
faces. Early studies have demonstrated that, during the task of expression categorization, the 
vast majority of fixations were allocated at key internal facial features, such as eyes, nose 
and mouth (Eisenbarth and Alpers 2011; Guo 2012; Jack et al 2009; Sullivan et al 2007). 
However, as the size of these local facial features in the size-reduced face images (ie sizes 1/16 
and 1/64) was smaller than the fovea region, participants did not have to gaze directly at these 
features to extract local facial information. Hence it was difficult to compare the proportion of 
fixations allocated at the same facial feature across different face sizes. I therefore calculated 
the proportion of fixations allocated within 1 deg radius around the face centre (~ midpoint 
of nose body) for each face size. A one-way ANOVA showed that, with decreasing face size, 
participants directed increasingly higher proportion of fixations towards the central face 
area (F2.31, 57.63 = 111.3, p < 0.001, p2h  = 0.83; figure 4a), indicating a stronger central bias in 
processing of smaller face images.
As the eyes, nose, and mouth regions in size-1 and size-¼ faces were large enough to attract 
direct fixations, a detailed comparison of fixation allocation at individual facial features was 
made between these two face sizes (figure 4b). A 2 (face size) × 3 (face region) ANOVA with 
normalized proportion of fixations directed at each facial region as the dependent variables 
showed a significant main effect of face size (F1, 25 = 17.76, p < 0.001, p2h  = 0.42) and face 
Figure 3. Number of fixations (a) and (c) and fixation duration (b) directed at the expressive face 
as a function of image size (viewing distance). Data presented in (a) and (b) are pooled across all 
the expressions. Different curves in (c) represent different facial expressions of emotion. Error bars 
represent SEM.
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region (F2, 50 = 18.32, p < 0.001, p2h  = 0.42), and significant interaction between face size and 
face region (F2, 50 = 24.92, p < 0.001, p2h  = 0.5). Specifically, among internal facial features 
in the larger faces (size 1), the eyes tended to attract the highest proportion of fixations, 
followed by the nose and then the mouth region (all ps < 0.01). However, among features 
in the smaller faces (size 1/4), the eyes and nose attracted a similar proportion of fixations 
(  p = 0.26), followed by the mouth region (all ps < 0.01). When comparing proportion 
of fixations directed at the same feature in faces of different sizes, participants directed 
more fixations at the eyes in size‑1 faces (  p < 0.001), more fixations at the nose region in 
size-1/4  faces (  p = 0.001), but the same number of fixations at the mouth region (  p = 0.29). 
It seems that, when the viewed faces were getting smaller, participants tended to reduce the 
amount of fixations directed at the eyes and redirected some of them towards the nose region 
(the central area of the face).
As the basic facial expressions have minimal overlap in transmitted facial information 
and different facial features can provide diagnostic information in recognizing different 
expressions (Smith et al 2005), people normally look more often at local facial regions that 
are most characteristic for each facial expression, such as the eyes in fearful faces and the 
mouth in happy faces (Eisenbarth and Alpers 2011; Guo 2012). To examine to what extent 
this expression-specific gaze allocation is affected by face size (size 1 vs size 1/4 ), a 2 (face 
size) × 3 (face region) × 6 (expression type) ANOVA was conducted with a normalized 
proportion of fixations directed at each facial region as the dependent variables (figure 5). 
Expression intensity was not included as an additional independent variable, as a previous 
study has demonstrated that the proportional distribution of fixations at local features was 
unchanged for individual facial expression of varying intensities (Guo 2012). The analysis 
showed significant interaction between face region and expression type (F10, 250 = 10.77, 
p < 0.001, p2h  = 0.30) and between face size and face region (F2, 50 = 11.96, p < 0.001, p2h  = 0.32), 
but nonsignificant interaction between face size and expression type (F5, 125 = 1.08, p = 0.38, 
p
2h  = 0.04) or between face size, face region, and expression type (F10, 250 = 1.04, 
p = 0.41, p2h  = 0.04).
The a posteriori comparison further revealed that, when categorizing size-1 faces, the 
eyes in happy faces were the least viewed, followed by the eyes in disgusted faces; the eyes 
in sad, angry, fearful, or surprised faces, on the other hand, were the most frequently viewed 
facial features (all ps < 0.05). For the nose region, the participants directed more fixations at 
the nose in disgusted, happy, and sad faces than that in angry, fearful, and surprised faces (all 
ps < 0.05). As for the mouth region, the mouth in happy and sad faces attracted the greatest 
and the least proportion of fixations, respectively (all ps < 0.01); the mouth in the faces of 
other expressions drew a similar number of fixations (all ps > 0.05).
Figure 4. Normalized proportion of fixations allocated within 1 deg radius around the face centre (a) 
and at the eyes, nose, and mouth regions (b) during the task of categorizing facial expressions with 
varying face sizes (viewing distances). Error bars represent SEM.
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When categorizing the smaller size-1/4 faces, the eyes in the happy faces were still the 
least viewed, but the eyes in surprised and fearful faces tended to attract slightly more 
fixations than the eyes in angry and disgusted faces (all ps < 0.05). There was no difference 
in the number of fixations directed at the nose region in different facial expressions (all 
ps > 0.05). For the mouth region, the mouth in happy and sad faces still attracted the 
greatest and the least proportion of fixations, respectively (all ps < 0.01), and the mouths in 
the faces of other expressions drew a similar number of fixations (all ps > 0.05). Although 
there were some variances, this expression-specific gaze allocation was largely preserved 
in size-1 and size-1/4 faces. As far as individual facial features were large enough to attract 
direct fixation, participants tended to look more often at the mouth region in happy faces 
than in other expressive faces, and at the eyes in fearful and surprised faces than in other 
facial expressions.
Figure 5. Normalized proportion of fixations directed at the eyes, nose, and mouth regions when 
categorizing different facial expressions with varying face size (viewing distances). For each expression, 
data sampled from different intensities were collapsed together. Error bars represent SEM.
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4 Discussion
Invariant facial expression recognition is a key to effective social interactions. Previous 
studies have demonstrated viewing-angle-invariant facial expression categorization, such as 
comparable recognition accuracies between frontal and profile view for common expressions 
such as happiness, sadness, fear, anger, disgust, and surprise (Kleck and Mendolia 1990; 
Matsumoto and Hwang 2011; see also Hess et al 2007). This study further showed that our 
visual system is capable of recognizing facial expressions fairly invariant of face size or 
viewing distance within given limits. In a self-paced facial expression categorization task 
participants showed indistinguishable categorization accuracy and reaction time when the 
presented face size was varied to mimic viewing distance in typical social interactions (ranging 
from arms length to 5 m; figures 2a and 2b). Furthermore, this viewing-distance-invariant 
categorization was likely to be independent of expression category and displayed intensity. 
Although our categorization performance is expression-dependent (eg people often have the 
most accurate and fastest identification performance for happiness, but are least accurate 
in recognizing fearful expressions) and increases with the increasing expression intensity 
(Gao and Maurer 2010; Guo 2012), the categorization performance to the same expression 
displayed with the same intensity was not varied across the tested face sizes (figures 2c and 
2d; tables 1 and 2). It  should be noted that the high recognition accuracy for sad expressions 
(as shown in figure 2c) could be partly due to categorization bias of labelling low-intensity 
ambiguous expressive faces as sadness (tables 1 and 2). Future studies could address to what 
extent this categorization bias affects facial expression recognition.
Using bandpass filters to manipulate spatial frequency bands of expressive faces, early 
research has found that mid-peak and high-peak spatial frequencies are needed to discriminate 
happiness, sadness, and fear from neutral faces, suggesting that these expressions can be 
recognized only within relative proximity (Goren and Wilson 2006). By reducing face size from 
2 deg to 0.07 deg and presenting part of a bandpass-filtered face through ‘bubbles’ protocol, 
Smith and Schyns (2009) lately revealed a gradient of decreasing expression recognition 
sensitivity to the increasing viewing distance in which only happy and surprised expressions 
are suited for longer distance recognition. In this study I used relatively large faces (ranging 
from 2 deg to 16.5 deg) and found consistent recognition performance for individual facial 
expressions, even when the facial expression was displayed at very low (20%) intensity. This 
is reasonable as the six tested common expressions with varying intensities are routinely 
present during our social interactions with others, and often occur within a distance of a few 
metres, ensuring that fine facial details are available to the perceiver.
By presenting part of an intensified expressive face in isolation (ie through a masking 
or ‘bubbles’ protocol), past studies have observed that participants could solely rely on 
different facial parts to recognize basic facial expressions (Calvo and Nummenmaa 2008; 
Smith et al 2005). For instance, the lower half of the face is more informative for labeling 
happy expressions, whereas the upper half is better for detecting fear and surprise, suggesting 
that different facial features can transmit diagnostic information in recognizing different 
expressions. Recent eye-tracking studies further examined how individual facial expressions 
affected gaze allocation at the key internal facial features, and found that people tend to look 
more often at local features that are most characteristic for each facial expression, such as 
eyes in sad faces and mouths in happy faces (Eisenbarth and Alpers 2011). However, probably 
because the expressive cue (especially low-intensity expressive cues) from a single facial 
feature is often ambiguous and unreliable for accurate expression categorization (Jack et al 
2009; Kohler et al 2004), participants rarely categorize an expression (even at peak intensity) 
after fixating at only a single characteristic facial region. Instead, they often analyze facial 
information sampled from the diagnostic region (eg mouths in happy faces) in conjunction 
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with that from other key internal facial features (eg eyes and nose in happy faces) before 
labeling the expression (Guo 2012).
In the present study such ‘holistic’ but also expression-specific gaze patterns seemed to 
be size invariant as far as individual facial features in the viewed faces were large enough 
to attract direct gaze. When the faces were presented in size-1 or size-¼ faces (equivalent to 
viewing a face at arms length or 1.2 m away), irrespective of the displayed expression and 
its intensity, our participants often scanned all key facial features (ie eyes, nose, and mouth) 
and gazed relatively more at the most characteristic local feature for each expression, such 
as the mouth in the happy face (in comparison with the mouth in other facial expressions) 
and the eyes in the fearful and surprised faces (in comparison with the eyes in other facial 
expressions; figure 5). Although the nose and surrounding region could transmit informative 
cues to detect disgusted and sad expressions of varying intensities (Guo 2012; Smith et al 
2005), it might be surprising that the nose attracted a considerable number of fixations in 
face size 1 (less than the eyes but more than the mouth) and size ¼ (similar as the eyes but 
more than the mouth). This could be partly due to the current experimental setup which was 
designed to mimic a natural viewing condition. As the face was presented at 10 deg away 
from the initial central fixation point, the first two saccades were more likely to land at the 
face centre (Hsiao and Cottrell 2008), which in turn increased the probability of the nose 
being fixated.
Small faces, on the other hand, promoted central fixation bias, even when individual 
facial features could still attract direct gaze (such as in size 1/4  ). That is, participants showed 
an increasing tendency to gaze at the central face region (nose body region) with the 
decreasing face size, regardless of the displayed expression and its intensity (figure 4). As 
the centre of the face is an optimal viewing position for perceiving and integrating expressive 
cues from surrounding local facial features in all directions, the stronger central fixation 
bias in smaller faces could also be interpreted as a holistic gaze behaviour for processing 
facial expressions. This is further supported by the prolonged fixation duration when viewing 
smaller faces (figure 3b), as integrating expressive cues from nearby multiple local facial 
features would need extra processing time. It is worth pointing out that the degree of this 
central bias in smaller faces (size 1/16 and 1/64) could be underestimated in this study. As the 
face was presented at 10 deg away from the initial central fixation point, the first saccade to 
the face centre could be overshot or undershot (eg landing at the edge of the face). This also 
explains the reason participants sometimes made 2 or 3 fixations when viewing the smallest 
size-1/64 faces.
Taken together, although the gaze pattern in recognizing facial expressions would change 
according to the viewed face size, the underlying gaze strategy might remain as the holistic 
processing. Specifically, in order to integrate all the featural information into an individual 
representation of an expressive face as a whole, people tend to scan all key internal facial 
features in large faces or to fixate at the central face region in smaller faces. However, the 
central bias in fixation distribution (especially at an early viewing stage) has been documented 
in a wide range of scene-viewing studies regardless of task demand, presentation format, 
natural scene category, and image quality (eg Judd et al 2011; Tatler 2007; Tseng et al 2009), 
suggesting it could be an inherent characteristic of human oculomotor behaviour. As the scene 
centre may be an optimal location for early scene perception, the central fixation bias could 
be more evident for smaller scenes, including nonface images. Hence it remains unclear to 
what extent the proposed holistic face processing strategy could account for the enhanced 
central fixation bias in the smaller faces. Future studies could systematically compare gaze 
behaviour in viewing of face and nonface images to examine how the cognitive process 
underlying central fixation bias is affected by different scene categories.
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Our findings of gaze allocation in viewing expressive faces of varying sizes could further 
advance the understanding of cognitive mechanism underlying invariant facial information 
recognition. Computational studies have proposed two basic approaches for achieving size 
invariance: normalization and extracting invariant features (Biederman 1987; Wiskott 2006). 
The normalization approach suggests that invariant recognition is based on an internal 
transformation to normalize retinal image of an object to a standard size. The invariant 
features approach, on the other hand, suggests that invariant recognition is based on some 
object features which are invariant to the size of an object in the visual field. As for facial 
expression recognition, considering the substantial variability in local facial regions across 
different individuals, different situations, and different intensities to express the same facial 
expression [eg angriness could be associated with frowning, the outer brow raised, visible 
teeth, the lower lip depressed, lips tightly closed (Kohler et al 2004)], it is not surprising 
that the gaze behaviour of our participants was changed systematically according to the face 
size to extract and process expressive facial cues. Therefore, normalization seems to be a 
dominant approach to achieve size-invariant representation of facial expressions of emotion.
It remains to be seen to what extent the current findings can be generalized to different 
contexts, such as different face presentation formats and task demands (eg brief fovea 
presentation with fixed duration). Furthermore, to control for potential gender, culture, or race 
bias in social cognition, this study recruited only Western Caucasian females and tested their 
expression categorization performance towards Western Caucasian faces. To minimize the 
potential interaction between identity and expression processing and to keep the testing time 
at a reasonable length (~1 h per testing session), this study used photographs of expressive 
faces of only 4 models, which inevitably had limited variability within each expression 
category. Although categorization of six basic facial expressions is not heavily influenced by 
these variables (Bruce and Young 1998), it would be interesting to examine whether similar 
size-invariant expression recognition and associated gaze behaviour sill exists when viewing 
a large variety of realistic faces with differences in identity, race, and age.
In conclusion, this study aimed to examine how face size (simulating viewing distance 
within typical social interaction range) would affect facial expression categorization 
performance and associated gaze allocation. Regardless of the presented facial expressions 
and their intensities, the participants showed indistinguishable categorization accuracy and 
reaction time across the tested face sizes, suggesting a size-invariant categorization process 
for facial expressions of emotion within given limits. This size-invariant expression 
recognition might be linked with a holistic and expression-specific gaze strategy. Smaller 
faces would attract a stronger central fixation bias to efficiently gather facial cues from 
surrounding features. Furthermore, if individual facial features were large enough to attract 
direction gaze, people would scan all key internal facial features but fixate more often at the 
local feature that is most characteristic for individual facial expression.
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