Covert visual attention has been shown repeatedly to enhance performance on tasks involving the features and spatial locations to which it is deployed. Many neural correlates of covert attention have been found, but given the complexity of the visual system, connecting these neural effects to performance changes is challenging. Here, we use a deep convolutional neural network as a large-scale model of the visual system to test the effects of applying attention-like neural changes. Particularly, we explore variants of the feature similarity gain model (FSGM) of attention-which relates a cell's tuning to its attentional modulation. We show that neural modulation of the type and magnitude observed experimentally can lead to performance changes of the type and magnitude observed experimentally. Furthermore, performance enhancements from attention occur for a diversity of tasks: high level object category detection and classification, low level orientation detection, and cross-modal color classification of an attended orientation. Utilizing the full observability of the model we also determine how activity should change to best enhance performance and how activity changes propagate through the network. Through this we find that, for attention applied at certain layers, modulating activity according to tuning performs as well as attentional modulations determined by backpropagation. At other layers, attention applied according to tuning does not successfully propagate through the network, and has a weaker impact on performance than attention determined by backpropagation. This thus highlights a discrepancy between neural tuning and function.
Here, the activity values of the units in each convolutional layer are the result of 83 applying a 2-D spatial convolution to the layer below, followed by positive rectification 84 (rectified linear 'ReLu' nonlinearity):
where W lk is the k th convolutional filter at the l th layer. The application of each filter 86 results in a 2-D feature map (the number of filters used varies across layers and is given 87 in parenthesis in Figure 1A ). x lk ij is the activity of the unit at the i, j th spatial location 88 in the kth feature map at the l th layer. X l−1 is thus the activity of all units at the 89 layer below the l th layer. The input to the network is a 224 by 224 pixel RGB image, 90 and thus the first convolution is applied to these pixel values. For the purposes of this 91 study the convolutional layers are most relevant, and will be referred to according to 92 their numbering in Figure 1A . The model used is a pre-trained deep neural network (VGG-16) that contains 13 convolutional layers (labeled in gray, number of feature maps given in parenthesis) and is pre-trained on the ImageNet dataset to do 1000-way object classification. All convolutional filters are 3x3. B.) Modified architecture for feature-based attention tasks. To perform our feature-based attention tasks, the final layer that was implementing 1000-way softmax classification is replaced by binary classifiers (logistic regression), one for each category tested (2 shown here). These binary classifiers are trained on standard ImageNet images. C.) Test images for feature-based attention tasks. Merged images (left) contain two transparently overlaid ImageNet images of different categories. Array images (right) contain four ImageNet images on a 2x2 grid. Both are 224 x 224 pixels. These images are fed into the network and the binary classifiers are used to label the presence or absence of the given category. D.) Performance of binary classifiers. Box plots describe values over 20 different object categories (median marked in red, box indicates lower to upper quartile values and whiskers extend to full range with outliers marked as dots). Standard images are regular ImageNet images not used in the binary classifier training set. 
where H and W are the spatial dimensions of layer l and N c is the total number of 149 images from the category (here N C = 35, and the merged images used were generated 150 from the same images used to generate tuning curves, described below). E(n) is the 151 error of the classifier in response to image n, which is defined as the difference between 152 the activity vector of the final layer (after the soft-max operation) and a one-hot 153 vector, wherein the correct label is the only non-zero entry. Because we are interested 154 in activity changes that would decrease the error value, we negate this term. The 155 gradient value we end up with thus indicates how the feature map's activity would 156 need to change to make the network more likely to classify an image as the desired
How Attention is Applied
This study aims to test variations of the feature similarity gain model of attention, To determine tuning to the 20 object categories used, we presented the network 202 with images of each object category (the same images on which the binary classifiers 203 were trained) and measured the relative activity levels.
204
Specifically, for the k th feature map in the l th layer, we define r lk (n) as the activity in 
Tuning values are defined for each object category, c as:
That is, a feature map's tuning value for a given category is merely the average 211 activity of that feature map in response to images of that category, with the mean 212 activity under all image categories subtracted and standard deviation divided. These 213 tuning values determine how the feature map is modulated when attention is applied values are calculated slightly differently from those described above (2.3), because they 232 are meant to represent how feature map activity should change in order to increase 233 overall task performance, rather than just increase the chance of classifying an image 234 as a certain object or orientation.
235
The error functions used to calculate gradient values for the category and orienta-236 tion detection tasks were for the binary classifiers associated with each object/orientation.
237
A balanced set of test images was used. Therefore a feature map's gradient value for 238 a given object/orientation is the averaged activity change that would increase binary egory when it does not). In our detection tasks, the former error is more prevalent 244 than the latter, and thus is the dominant impact on the gradient values.
245
The same procedure was used to generate gradient values for the color classification 246 task. Here, gradients were calculated using the 5-way color classifier: for a given 247 orientation, the color of that orientation in the test image was used as the correct label,
248
and gradients were calculated that would lead to the network correctly classifying the 249 color. Averaging over many images of different colors gives one value per orientation 250 that represents how a feature map's activity should change in order to make the 251 network better at classifying the color of that orientation.
252
In both of the orientation tasks, the test images used for gradient calculations
253
(50 images per orientation) differed from those used to assess performance. bidirectional.
298
The final option is the layer in the network at which attention is applied. We try 299 attention at all convolutional layers individually and simultaneously (when applying 300 simultaneously the strength range tested is a tenth of that when applying to a single 301 layer).
302
Note that when gradient values were used, only results from using multiplicative 303 bidirectional effects are reported (when tested on object category detection, multi-304 plicative effects performed better than additive when using gradient values). 
Signal Detection Calculations

306
For the joint spatial-feature attention task, we calculated criteria (c, "threshold")
307
and sensitivity (d ) using true (TP) and false (FP) positive rates as follows [52] :
where Φ −1 is the inverse cumulative normal distribution function. c is a measure of 
When necessary, a correction was applied wherein false positive rates of 0 were set to .01 and true positive rates of 1 were set to .99. 
339
As in [55], we also look at a measure of activity changes across all orientations.
340
We calculate the ratio of activity when attention is applied to a given orientation
341
(and the orientation is present in the image) over activity in response to the same 342 image when no attention is applied. These ratios are then organized according to map. FSGM predicts a negative slope and an intercept greater than one.
348
We also calculate the same activity ratios described above when the images pre- uppercase letter that is (on target present trials) presented rapidly and followed by a mask. Prior to the visual stimulus, a visual or audio cue indicated a target letter.
409
After the visual stimulus, the subjects were required to indicate whether any letter 410 was present. True positives were trials in which a letter was present and the subject 411 indicated it (only uncued trials or validly cued trials-where the cued letter was the 412 letter shown-were considered here). False positives were trials where no letter was 413 present and the subject indicated that one was.
414
The task in [40] is also an object category detection task. Here, an array of several 415 images was flashed on the screen with one image marked as the target. All images 416 were color photographs of objects in natural scenes. In certain blocks, the subjects 417 knew in advance which category they would later be queried about (cued trials). On 418 other trials, the queried category was only revealed after the visual stimulus (uncued). image. Data from trials using basic category levels with masks were used for this 423 study.
424
Finally, we include one study using macaques wherein both neural and performance 425 changes were measured [57] . In this task, subjects had to report a change in orientation false negatives correspond to a lack of response to an orientation change.
437
In cases where the true and false positive rates were not published, they were 438 obtained via personal communications with the authors. 
Results
440
The ability to manipulate activities as well as measure performance on complicated 
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The copyright holder for this preprint (which was . http://dx.doi.org/10.1101/233338 doi: bioRxiv preprint first posted online Dec. 13, 2017; utilize these properties to test variants of the feature similarity gain model (FSGM) 454 on a diverse set of visual tasks that are challenging for the network. We also take 455 advantage of the full observability of this network model to compare the FSGM to
456
"optimal" attentional manipulation, as determined by backpropagation calculations. 1C for an example of each). The task for the network is to detect the presence or 493 absence of a given object category in these images. It does so using a series of binary 494 classifiers trained on standard images of these objects, which replace the last layer Feature-based attention modulates feature maps according to their tuning values but this modulation can scale the activity multiplicatively or additively, and can either only enhance feature maps that prefer the attended category (positive-only) or also decrease the activity of feature maps that do not prefer it (bidirectional). B.) Considering the combination of attention applied to a given category at a given layer as an instance (20 categories * 14 layer options = 280 instances), histograms (left axis) show how often the given option is the best performing, for merged (top) and array (bottom) images. Average increase in binary classification performance for each option also shown (right axis, averaged across all instances, errorbars +/-S.E.M.) C.)Comparison of performance effects of layer options. Considering each instance as the combination of attention applied to a given category using a given implementation option (20 categories * 4 implementation options = 80 instances), histograms show how often applying attention to the given layer is the best performing, for merged (top) and array (bottom) images. The final column corresponds to attention applied to all layers simultaneously with the same strength (strengths tested are one-tenth of those when strength applied to individual layers). Average increase in binary classification performance for each layer also shown in black (right axis, errorbars +/-S.E.M.). Average performance increase for MBD option only shown in blue. In all cases, best performing strength from the range tested is used for each instance. D.) Tuning quality across layers. Tuning quality is defined per feature map as the maximum absolute tuning value of that feature map. Box plots show distribution across feature maps for each layer.
on array (compared to a chance performance of 50%, as the test sets contained the 500 attended category 50% of the time).
501
We implement feature-based attention in this network by modulating the activity 502 of feature maps according to how strongly they prefer the attended object category at which these manipulations are applied.
515
To determine which of these attention mechanisms is best, attention is applied As Figure 3B shows, multiplicative bi-directional effects are best able to enhance Figure 3C shows a similar analysis but across layers at which attention is applied. Overall, the best performing options for implementing attention-multiplicative 544 bidirectional effects applied at later layers-are in line with what has been observed 545 biologically and described by the feature similarity gain model [90, 56] . Attention is applied to layer 12 and on merged images. The location of the peak for each category individually is the best performing strength for that category. On the bottom, the best performing strength averaged across categories (errorbars +/-S.E.M.) at each layer for each implementation option. When applied at all layers simultaneously, the range of attention strength tested was smaller. Color scheme as in Figure 1A . high. To understand why this may be, it is important to remember that, when using 569 additive attention, the attention value added to each unit's response is the product 570 of the relevant tuning value, β, and the average activity level of the layer. This is 571 necessary because average activity levels vary by 2 orders of magnitude across layers.
572
The variability of activity across feature maps, however, is much higher at layer 13 573 compared to layers 1 through 12. This makes the mean activity level used to calculate 574 attention effects less reliable, which may contribute to why higher β values are needed.
575
Performance can change in different ways with attention. In Figure 4B we break the false negative rate is 69.7 ± 21.8% and decreases to 19.9 ± 10% using the best perform-ing strength for each category. Without attention the false positive rate is 1.4 ± 3.1%
and increases to 13.7 ± 7.7% using the best performing strength for each category.
596
To confirm that these behavioral enhancements result from the targeted effects of 597 attention, rather than a non-specific effect of activity manipulation, we apply multi-598 plicative bi-directional attention using negated tuning values. Because tuning values 599 sum to zero over all feature maps and categories, using negated tuning values doesn't 600 change the overall level of positive and negative modulation applied to the network.
601
Applying attention this way, however, leads to unambiguously different results. Figure   602 4C shows these results, plotted in the same format as Figure 4B , for attention at layers 
626
To allow for a more direct comparison, in Figure 4D , we have collected the true 627 and false positive rates obtained experimentally during different object detection tasks
628
(explained in detail in Methods), and plotted them in comparison to the model results.
629
The first five studies plotted in Figure 4D come from human studies. In all of these 630 studies, uncued trials are those in which no information about the upcoming visual 631 stimulus is given, and therefore attention strength is assumed to be low. In cued 632 trials, the to-be-detected category is cued before the presentation of a challenging 633 visual stimulus, allowing attention to be applied to that object or category. The 634 tasks range from detecting simple, stereotyped stimuli (e.g. letters) to highly-varied 635 photographic instances of a given category. Not all changes in performance were 636 statistically significant, but we plot them here to show general trends.
637
The majority of these experiments show a concurrent increase in both true and false 
652
Among the experiments used, the one labeled "Cat-Images" is an outlier, as it has 653 much higher true positive and lower true negative rates than the model can achieve 654 simultaneously. This experimental setup is the one most similar to the merged im-655 ages used in the model (subjects are cued to attend a given category and grayscale 656 category images are presented with a concurrent noise mask), however, the images 657 were presented for 6 seconds. This presumably allows for several rounds of feedback 658 processing, which our purely feedforward model cannot capture. Notably though, true 659 and false positive rate still increase with attention in this ask.
660
Another exception is the experiment labeled as "Cat-Circ", which has a larger 661 overall false positive rate and shows a decrease in false positives with stronger attention.
662
In this study, a single target image is presented in a circular array of distractor images, 663 and the subject may be cued ahead of time as to which object category will need to 664 be detected in that target image. The higher false positive rates in this experiment 665 may be attributable to the fact that the distractors were numerous and were pixelated 666 versions of real images. Attention's ability to decrease false positives, however, suggests 667 a different mechanism than the one modeled here. The reason for this difference is not 668 clear. However, in this experiment, the cued trials were presented in blocks wherein 669 the same category was to be detected in each trial, whereas for the uncued trials, the 670 to-be-detected category changed trialwise. The block structure for the attended trials 671 may have allowed for a beneficial downstream adaptation to the effects of attention, 672 which reined in the false positive rate.
673
The last dataset included in the plot (Ori-Change) differs from the others in sev-674 eral ways. First, it comes from a macaque study that also measured neural activity 
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The copyright holder for this preprint (which was .studies, this study shows a concurrent increase in both true and false positive rates 691 with increasing attention strength. According to recordings from V4 taken during 692 this task, average firing rates increase by 3.6% between low and medium levels of 693 attention. To achieve the performance change observed between these two levels the Firing rates increased by 4.1% between medium and high attention strength conditions.
700
For the model to achieve the observed changes in true positive rates alone between 701 these levels requires a roughly 6% activity change. However, the data shows a very Overall, the findings from these studies suggest that much of the change in true 714 and false positive rates observed experimentally could be attributed to moderately-715 sized changes in neural activity in sensory processing areas. However, it is clear that 716 the details of the experimental setup are relevant, both for the absolute performance 717 metrics and how they change with attention [67] .
718
An analysis of performance changes in the context of signal detection theory (sen-719 sitivity and criteria) will come later. In Figure 5B , the performance (classification was considered correct if the true 
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Using experimentally-observed performance changes to relate our model to data 739 (as we did in Figure 4D) It is also of note that performance in the case of multiplicative bidirectional effects 760 plateaus around β = 1, yet for multiplicative positive-only effects it continues to climb.
761
This suggests that the suppressing of the three non-attended quadrants is a strong 762 driver of the performance changes when using multiplicative bidirectional effects, as 763 this suppression is complete at β = 1 (i.e., activity is 100% silenced at that value).
764
While it is not believed that spatial attention leads to complete silencing of cells Figure 5C and D summarize the performance enhancements that result from differ-768 ent options (assuming the best performing strengths, as in Figure 3B and C). Unlike 769 feature-based attention, spatial attention is relatively insensitive to the layer at which 770 it is applied, but is strongly enhanced by using multiplicative bidirectional effects com-771 pared to others. This discrepancy makes sense when we consider that spatial attention 772 tasks are cross-modal-that is, they involve attending to one dimension (space) and 773 reading out another (object category)-whereas the object detection tasks used above 774 are unimodal-the same dimension (object category) is attended to and read out. In 775 a cross-modal task it is not valuable just to amplify the attended attribute, but rather 776 to amplify the information carried by the attended attribute. Assuming the absolute 777 difference in rates across cells is relevant for encoding object identity, multiplicative 778 effects amplify these informative differences and can thus aid in object classification 779 in the attended quadrant. In a system with noise, attention's benefits would depend 780 on the extent to which it simultaneously enhanced the non-informative noise. Exper- Comparison of performance on color classification task when attention is by determined by color classification gradient values and applied at different layers (bottom). Histograms of best performing layers in blue, average increase in binary or 5-way classification performance in black. Errorbars are +/-S.E.M. In both, performance increase when attention is determined by tuning values is shown for comparison (dashed lines). Only multiplicative bidirectional effects are used. C.) Change in signal detection values when attention is applied in different ways (spatial, feature according to tuning, both spatial and feature according to tuning, and feature according to gradient values) for the task of detecting a given orientation at a given quadrant. Top row is when attention is applied at layer 13 and bottom when applied at layer 4 (multiplicative bidirectional effects).
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Methods 2.5.2). We then use these values in place of the orientation tuning values 831 when applying attention, and compare the performances.
832
In Figure 7A , we first show the extent to which these gradient values correlate with at later layers, while correlation with color classification gradients peaks at early layers.
839
In Figure 7B , the solid lines and histograms document the performance using gradient 
847
The performance for color classification using gradient values has the reverse pattern.
848
It is most similar to the performance using tuning values at earlier layers (where the 849 two are more correlated), and the performance gap is larger at middle layers. At all 850 layers, the mean performance using gradient values is larger than that using tuning 851 values.
852
The results of applying this procedure to the object category detection task are 853 discussed later ( Figure 8E ). The copyright holder for this preprint (which was . http://dx.doi.org/10.1101/233338 doi: bioRxiv preprint first posted online Dec. 13, 2017; on sensitivity however, is slightly different, as the gradient values are better able to 878 increase sensitivity. Therefore, attending to feature using gradient values leads to 879 slightly better overall performance than when using tuning values in this example.
880
Various impacts of attention on sensitivity and criteria have been found experi-881 mentally. Task difficulty (an assumed proxy for attentional strength) was shown to 882 increase both sensitivity and criteria [85] . Spatial attention increases sensitivity and Activity was recorded in response to multiple different stimuli and attentional 919 conditions. In Figure 8B we explore whether applying feature attention according to The spatially averaged activity of feature maps at each layer was recorded (left) while attention was applied at layers 2, 6, 8, 10, and 12 individually. Activity was in response to a full field orientated grating for (B), (C), and (D) or full field standard ImageNet images for (E). Attention was always multiplicative and bidirectional. B.) Activity ratios for different attention conditions as a function of recorded layer when attention is applied at different layers (given by color as in (A)). Line style indicates whether the stimulus presented is preferred (solid line) or anti-preferred (dashed and dotted lines), and whether the ratio is calculated as activity when the preferred is attended divided by when the anti-preferred is attended (solid and dashed) or the reverse (dotted). Values are medians over all feature maps. Orientation tuning values (left) or orientation detection gradient values (right) are used for applying attention. C.) The fraction of feature maps that display feature matching (FM) behavior, defined as activity ratios greater than one for Pref:AttnP/AttnAP and AntiPref:AttnAP/AttnP) when attention is applied according to orientation tuning curve values (solid) or detection gradient values (dashed). D.) Dividing activity when a given orientation is present and attended by activity when no attention is applied gives a set of activity ratios. Ordering these ratios from most to least preferred orientation and fitting a line to them gives the slope and intercept values plotted here (intercept values are plotted in terms of how they differ from 1, so positive values are an intercept greater than 1). Values are medians across all feature maps at each layer with attention applied at layers indicated in (A). E.) Same as in (B) but using object category images, tuning values, and detection gradient values. The inset on the right shows mean performance detection over all 20 categories when attention is applied at diffferent layers using category detection gradient values (solid line, performance using tuning values shown as dotted line for comparison. Errorbars S.E.M.) was also applied either to the preferred or anti-preferred orientation. According to the FSGM, the ratio of activity when the preferred orientation is attended divided 926 by activity when the anti-preferred orientation is attended should be larger than one 927 regardless of whether the orientation of the stimulus is preferred or not (indeed, the 928 ratio should be constant for any stimulus). An alternative model, the feature matching 929 (FM) model, suggests that the effect of attention is to amplify the activity of a neuron 930 whenever the stimulus in its receptive field matches the attended stimulus. In this 931 case, the ratio of activity when the preferred stimulus is attended over when the anti-932 preferred is attended would only be greater than one when the stimulus is the preferred 933 orientation. If the stimulus is the anti-preferred orientation, the inverse of the that 934 ratio would be greater than one.
C.
Fraction FM
935
In Figure 8B , we plot the median value of these ratios across all feature maps at a effects to exist at the final layers is to apply attention near the final layers.
944
The notion that strong FSGM-like effects at the final layer are desirable for in- 
951
These results are recapitulated in Figure 8D using a broader analysis also from 
Fit Values
Figure 9: How Activity Changes from Attention Propagate for Cross-modal Tasks. A.) For each feature map, activity averaged over the attended quadrant when attention is applied to it is divided by activity when attention is not applied. Arranging these activity ratios from when the most to least preferred category is present in the quadrant and fitting a line to them results in the intercept and difference values as diagrammed on the left. Specifically, the intercept is the ratio for the most preferred category minus 1 and the difference is the ratio for the most preferred category minus the ratio for the least preferred. On the right, the median fit values across all feature maps are shown for each layer when attention is applied at layers indicated in 8A. B.) Orientated grating stimuli like those in 6B were designed with one grating at 140 degrees and the other at 60. Encoding of the color of the 140 degree grating is measured by fitting a line to the activity (spatially averaged over entire feature map) evoked by when each color is presented in the 140 degree grating (averaged over all colors presented in the 60 degree grating), ordered from most to least preferred. If the intercept (at the middle of this line) and difference increase when attention is applied to 140 degrees compared to attention at 60 degrees, the feature map has better encoding. On the right, the percent of feature maps with better encoding, segregated according to those that prefer 140 degrees (solid line) and those that anti-prefer (least prefer) 140 degrees (dashed lines, presented on a mirrored y-axis for visibility). Attention applied according to orientation tuning values (top) or color classification gradients (bottom).
weighted inputs up by 20% and negatively-weighted inputs down by 20%, the total input is now 1.2a − .8b. These would lead to a greater net activity level than attention at l itself, which would just scale the net input by 1.2: 1.2(a − b). Therefore, given sharpening the tuning curve. Tuning curve sharpening as a result of spatial attention is generally not found experimentally [59, 90] . from a given quadrant when attention was applied to that quadrant over when no A.) Feature attention is not enhanced by being applied at multiple layers simultaneously. On the left, activity ratios as described in 8E are reproduced in lighter colors. Black lines show ratios when attention is applied at all layers (β = .05). On the right activity ratios are shown for when attention is applied at various layers individually and activity is recorded from later layers. In all cases, the category attended was the same as the one present in the input image. Histograms are of ratios of feature map activity when attention is applied to the category divided by activity when no attention is applied, dividing according to whether the feature map prefers (red) or does not prefer (black) the attended category. B.) Attention at multiple layers aides spatial attention. On the left, fit values for lines as described in 9A are shown in paler colors. Black lines are when attention is applied at all layers simultaneously (β = .025). On the right, histograms of activity ratios are given. Here the activity ratio is activity when attention is applied to the recorded quadrant over when no attention is applied. Feature maps are divided are according whether they prefer (red) or do not prefer (black) the category present in the quadrant.
layer feeds into both the layer directly above and layers above that. This is seen 
