Word meaning has different aspects, while the existing word representation "compresses" these aspects into a single vector, and it needs further analysis to recover the information in different dimensions. Inspired by quantum probability, we represent words as density matrices, which are inherently capable of representing mixed states. The experiment shows that the density matrix representation can effectively capture different aspects of word meaning while maintaining comparable reliability with the vector representation. Furthermore, we propose a novel method to combine the coherent summation and incoherent summation in the computation of both vectors and density matrices. It achieves consistent improvement on word analogy task.
Introduction
One of the most fundamental questions in Natural Language Processing is how to represent language units (words, sentences, texts) in a computational way, i.e. let the machine "understand" human language. The existing solutions evolve from symbolic expressions to mathematical vectors. Recently, the dense vector representation has achieved considerable success in various fields of NLP. The representative works include static word embeddings (Mikolov et al., 2013b; Pennington et al., 2014) and dynamic contextual embeddings (Peters et al., 2018; Devlin et al., 2018) .
When training word representations, the meaning of a word depends on its various contexts in a large corpus. Naturally, the word representation may have different aspects of properties by gaining information from different contexts. For example, the word "king" has high-level properties such as royalty and male gender (Levy and Goldberg, 2014) . This phenomenon could be easily observed from the nearest neighbors of its word embeddings. However, the existing word representation "compresses" different aspects into a single vector, and it needs further analysis to recover the information in different dimensions (Rogers et al., 2018) . The "compression" also exists in sentence representations. Obviously, different extrinsic tasks may rely on different aspects of the representations. It naturally raises the following questions: Can we represent different aspects of language meaning inherently?
To address this issue, this paper introduces quantum probability into language representation, and attempts to represent words with density matrices. In physics, density matrix is used to describe a state of a particle. Each eigenstate of the particle is represented by a eigenvector in the density matrix, and each eigenvalue can be regarded as the probability of the particle in its corresponding eigenstate (Fano, 1957) . Therefore, the density matrix representation is capable of storing mixed states. Meanwhile, it allows both coherent summation and incoherent summation of the eigenstates, which can be considered as vector summation and probability summation.
After obtaining the word representation, we are interested in the computation between the representations. It is because the computation could illustrate the relations between words, and moreover, it is necessary for modeling higher level language units (sentences or texts) that are built upon the combination of word meaning in a specific way, e.g. Bag-of-words, CNNS, LSTMs and Transformers. If we can use vector summation and probability summation to combine different eigenstates of a word, can we apply them to the computation between words? Motivated by this question, we incorporate both vector summation and probability summation into computation of words.
In the experiments, we implement our methods on skip-gram model with negative sampling (SGNS) (Mikolov et al., 2013b) , since it is one of the most popular models to train word representations. Meanwhile, as it is based on a simple yet effective neural network architecture, we could easily transfer the methods that work well in SGNS to other neural models. In addition, we impose the probability summation on both pre-trained vectors and pre-trained density matrices, as we will see from Equation (19). The effectiveness is testified by the analogy task, i.e. "a is to b as c is to ?" the solution of which traditionally relies on vector summation.
The experiments show the density matrix representation can effectively capture different aspects of word meaning while maintaining comparable reliability with the vector representation. Moreover, after further imposing probability summation, both the pre-trained vectors and density matrices achieve consistent improvement on word analogy tasks. It suggests that the probability summation could capture meaningful language information different from that of vector summation. Thus the contribution of this paper is two-fold:
• We introduce a novel word representation based on density matrix, and successfully apply it to neural network models. This representation can effectively capture different aspects of word meaning.
• We integrate both probability summation and vector summation into the computation between words in both vector form and density matrix form. This computation method could better sketch the morphological and semantic relations between words.
Theoretical background
Before introducing density matrix in quantum mechanics, we need to look at how to describe a state of a classical object. In classical mechanics, objects can be in a mixture of states described by a probability distribution. For example, a coin can be in "tail" state (denoted as event |ψ 0 = |0 ) or "head" state (denoted as event |ψ 1 = |1 ), where |ψ , |0 and |1 are column vectors in Dirac notation (Dirac, 1939) .
Since the two states have nearly equal probability, the mixture state of a coin can be described as ρ = 1 i=0 p i |ψ i ψ i | = 1 2 (|0 0| + |1 1|), where ψ|, 0| and 1| are row vectors. Here Dirac notation |0 0| denotes the event that the coin is in state 0. For classical object, neither |0 +|1 nor |0 1| is meaningful. That is to say, vector summation is meaningless for classical states, while probability summation is meaningful. In principle, there can be object's states derived from probability summations of simple events, e.g. the top of a coin ρ = 1 i=0 p i |ψ i ψ i | for any p i or the top of a dice ρ = 6 i=1 p i |ψ i ψ i | for any p i . However, there is no such classical object whose states derived from |0 + |1 or equivalently (|0 + |1 ) ( 0| + 1|) = |0 0| + |1 1| + |0 1| + |1 0| (as we will see this equivalence later).
In quantum mechanics, quantum objects can be in a state derived from either vector summation or probability summation of simple events. In fact, the concept of simple events is slightly different from the classical simple events. All the pure states, which are the states involving only vector summation of simple events, such as |ψ i = α i |0 +β i |1 , form a vector space, so that any normalized orthogonal basis of the vector space can be seen as the set of simple events. This also means that a linear transformation of a set of chosen simple events (basis) is another set of simple events. The representation of classical objects is a particular situation in which only one of α and β is not zero. Therefore, we can use the same mathematical form to represent mixture states of objects, i.e. density matrix
as long as ρ is hermitian, normalized and semi-positively defined, meaning correspondingly
Here in linear algebra terms, µ| ν is the inner product of left (row) vector µ| and the right (column) vector |ν (or of the right vectors |µ and |ν ), where if |µ and |ν belong to a normalized and orthogonal vector basis of the space then,
where δ µν is the Kronecker delta; µ| ρ |µ means a row vector µ| times a matrix ρ and then time a column vector |µ , thus its end result is also a number; differently, the product of a column vector first and then a row vector, such as |i j|, is in fact a matrix. Now we can see both the classical mixture states and quantum pure states can be represented in a density matrix form. It is experimental observation on quantum states that drives the theory of quantum systems to go beyond probability summation, and allow vector summation. In the current case of language phenomena, we assume that word meaning is a kind of mixed states, and both probability summation and vector summation of word representations are meaningful.
Density matrix representation of words
Although it is not common to represent probabilities with negative values (eigenvalues in density matrix can be considered as probabilities), in fact, negative probabilities have been considered in quantum mechanics (Dirac, 1942; Feynman, 1987) . Thus, in this paper, indefinite matrices are used to represent words instead of positive semi-definite matrices which are widely used in quantum probability. When negative eigenvalues are allowed in density matrix, it can give rise to more flexible representations.
Definitions
Given space L n×n , which belongs to Hilbert Space and consists of hermitian matrices, we have the following definitions on density matrix ρ.
Definition 1 Given ρ A , ρ B ∈ L, then the inner product is defined by
Definition 2 Given ρ A ∈ L, then the norm is defined by
Definition 3 Given ρ A , ρ B ∈ L, then the distance between ρ A and ρ B is defined by
Definition 4 Given ρ A , ρ B ∈ L, then the cosine distance between ρ A and ρ B is defined by
Learning Word Representations
In this paper, we implement our method in the skip-gram model with negative sampling (SGNS) (Mikolov et al., 2013b) , since it is one of the most popular models to train word representations. It should also be noted that SGNS is based on a simple yet effective neural network architecture. We could transfer the methods that work well in SGNS to other neural models.
To train word embeddings with SGNS, the optimization objective is
where θ denotes the parameters of all vectors v, w and c are central word and context word respectively, v w and v c are their embeddings, σ is sigmoid function and (w, c) ∈ D means that w and c cooccur in a window in the document D and (w, c) ∈ D ′ represents that two words cooccur in Negative Sampling. The objective can be rewritten as
If words are represented by density matrices, then the objective becomes
In word2vec, to update parameters in SGNS, the process is
where t is the number of steps and η is the learning rate. Taking a central word w and a context word c ∈ D ∪ D ′ as an example, to update v w , the process can be written like
If words are represented by hermitian matrices, the equation becomes
For instance, given
then
It can be seen that two kinds of inner product are similar. The inner product of density matrices has more items coming from off-diagonal elements. Thus, it is easy to extend SGNS to support density matrix by double off-diagonal elements in computation of inner product.
Performance of the density matrix representation
Window Iteration Sub-sampling Low-frequency threshold Negative Sampling 5 5 1e-3 20 10 Table 2 : The results of word analogy task with different dimensions. For fair comparison, the number of parameters of vector form is the same as that of density matrix in each group. For instance, the number of parameters of 300 dimensional vector is equal to that of 24 dimensional density matrix.
In the experiments, we train word vectors and word matrices 1 with the same number of parameters on Wiki2010 corpus 2 . The settings can be seen in Table 1 . To testify the reliability of word representations, we evaluate the vectors and matrices on word analogy datasets BATS (Gladkova et al., 2016) and Google Analogy (Mikolov et al., 2013a) .
As shown in (15) can easily explain the experiment results. If off-diagonal elements of density matrices time 1 √ 2 , these two methods have similar effects in computation of inner product. As we all know, given a density matrix ρ, it can be written as the combination of its eigenvectors, ρ = i |i i|, where i is an eigenvalue and |i is its corresponding eigenstate. As eigenvectors of a density matrix can represent pure states, we could examine the nearest neighbors of each pure state by using |i i| if its eigenvalue i 0 or − |i i| if its eigenvalue i < 0 rather than ρ. − |i i| is the natural result when we allow negative probabilities in density matrices. As a reference, we also retrieve the nearest neighbors of ρ. The similarity is based on cosine distance (Definition 4).
As shown in Table 3 , we find that the eigenvectors in density matrices could effectively capture different aspects of word meaning, and the absolute eigenvalues are also meaningful. Eigenvectors with larger values have greater impact on word meaning than those with smaller values. Table 3a shows an example of the word bank. The first column is the nearest neighbors of ρ which represents the whole word meaning, and the other columns are the nearest neighbors of each eigenvector. If we use ρ to find the nearest neighbors, the neighbors of "bank" in different senses are mixed together. But if we use |i i| (or − |i i|), the nearest neighbors can well reflect different aspects of word meaning. For instance, the words in the first three columns and the last two columns have relatively high absolute eigenvalues. The words in first three columns are related with commercial bank, location and bank names respectively, while the words in the last two columns are mostly judicial and financial terms. The similar phenomenon can also be found in Table 3b regarding the word fiction. The first column is related with fiction content, the second column is about drama and movie, and the last column involves characters.
Computation with probability summation and vector summation
The computation method between words plays crucial roles in natural language representation, since it could sketch the relations between words, and serve as a basis for modeling higher level language units such as sentences or texts. As we introduced in Section 2, probability summation and vector summation are two important forms of computation in quantum probability. However, the existing vector representation utilizes only vector summation. In this study, we impose the probability summation on both pre-trained vectors and pre-trained density matrices. Here we illustrate this method with analogy task as an example.
In an analogy question e.g. king − man + woman ≈ queen, we have 4 word vectors |a , |b , |c and |d accordingly. The process can be written as
If the nearest neighbor of |x is |d , |x is the correct answer. If not, |x is a wrong answer. We can transform vector summation Equation (16) into
According to Section 2, the probability summation can be written as |x x| = |b b| − |a a| + |c c| .
After combining Equation (17) and Equation (18), we can get
where α is a factor to balance the ratio of vector summation to probability summation. A larger α denotes higher weight of probability summation in the computation. We can also easily apply this method to density matrix representations of words,
where ⊗ means Kronecker product. Table 4 shows the results with different weight factor α. When α is 0, the computation allows only vector summation, thus it is as same as those in Table 2 . It can be seen that after introducing probability summation, the performances are consistently improved in both vector and density matrix forms. It indicates that both summation could leverage unique information that is ignored by the other. Since only the computation method is changed here, and all the vectors and matrices are pre-trained, the results could not be affected by external factors (e.g. random seed) but only the combination of probability summation and vector summation. Therefore, probability summation could help the representations better capture the morphological and semantic relations between words.
To better understand the results, Table 5 lists several cases comparing pure vector summation (α = 0) and mixed summation (α = −0.3). We can easily find the positive changes introduced by probability summation. For instance, in Table 5a , the answer of the second question is "students", but there are some mixture of words related to students and university abbreviations when only vector summation is used. After adding probability summation, words related to students are closer to the correct answer of the question and they are nearly not mixed with university abbreviations. The similar phenomenon happens in the first column of Table 5b , where the locality nouns "east", "north" and "south" all get closer to the target.
Related work
There are several works which leverage density matrix to enhance language representations. Sordoni et al. (2013) transform one-hot representation of a sentence into density matrix (quantum language model, QLM) with RρR algorithm, and it outperforms classical models on ad-hoc retrieval tasks. Xie et al. (2015) use Unconditional Pure Dependence (UPD) to enhance QLM, leading to an improvement in information retrieval tasks. Zhang et al. (2018) develop a model integrating word embeddings into density matrices to represent questions and answers, and the model is trained to compare questions and answers. Li et al. (2018) propose a similar strategy in classification tasks. Among the existing studies, Sordoni et al. (2013) and Xie et al. (2015) focus on modeling the relations between questions and answers. They are interested in whether users and documents have quantum entanglements, and how to use quantum entanglements to improve the accuracy of information retrieval.
It should be noted that all of the existing studies attempt to represent sentence-level information with density matrices. If words are still represented by vectors, the advantage of sentence-level density matrices would be limited, and different aspects of word meaning could not be uncovered either. In addition, none of these works incorporate probability summation and vector summation between language units. Therefore, it is necessary to conduct a systematic study of using density matrices to represent language units from word level, and introduce probability summation into the computation between words.
Conclusion and Future work
In this paper, inspired by quantum probability, we represent words as density matrices, and successfully apply it to neural network models. This representation can effectively capture different aspects of word meaning while maintaining comparable reliability with the vector representation. In addition, we introduce two basic operations of quantum probability, i.e. probability summation and vector summation, into the computation between words in both vector form and density matrix form. This computation method could better sketch the morphological and semantic relations between words. With a novel representation method and two operations, this work sheds some light on different mathematical forms of language representation.
Language is a combinatorial system, thus the representations of higher level language units e.g. sentences or texts are mostly built upon the computation of word meaning in a specific way. Meanwhile, different NLP tasks rely on different aspects of these representations. Therefore, in the future, we will investigate the density matrix representation of sentences or texts based on the word representations, and apply them to NLP downstream tasks in more complex neural networks.
