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Abstract
For all non-negative integers i; j let w(i; j) denote the number of all paths in the plane from
(0; 0) to (i; j) with steps (1; 0); (0; 1), and (1; 1). The numbers w(i; j) are known as the Delannoy
numbers. They were studied by several authors. Let p be an odd prime and let 0w(i; j) denote the
remainders of w(i; j) when divided by p where 06 0w(i; j)¡p. The Lucas property of w(i; j)
which implies the self-similar pattern of 0w(i; j) is derived in a new way.
The aim of this article is to show that for the array 0w(i; j) a principal cell exists and that
this principal cell has some symmetry properties with special features for p=3; 5; 7; 11; 19.
Triples of equal numbers of the principal cell are also discussed. c© 2002 Elsevier Science B.V.
All rights reserved.
0. Introduction
The chess king is moving on the in9nite chessboard where each square is represented
by an ordered pair (i; j) of non-negative integers. There are three steps for the king
only:
(i; j)→ (i + 1; j); (i; j)→ (i; j + 1); (i; j)→ (i + 1; j + 1):
The king starts at the origin (0; 0). The number w(i; j) of all di<erent paths from the
origin to an arbitrary square (i; j) can be computed and expressed in various ways.
Mathematically, we speak rather about lattice points and lattice paths instead of the
chessboard and King’s walks, respectively.
The numbers w(i; j) are the Delannoy numbers considered in the literature many
times, for instance in [1,2,4,5,7]. The author was motivated to consider the numbers
w(i; j) of lattice paths by the work [3], but the study of their divisibility properties was
inspired by the article [8]. Some results in this area were published in [6] and [9].
It is easy to see that
w(i + 1; j + 1)=w(i; j + 1) + w(i + 1; j) + w(i; j) (1)
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for all i; j¿ 0 and that
w(i; 0)=w(0; j)= 1 (boundary conditions) (2)
for all i; j¿ 0.
Relations (1) and (2) imply, in particular, that all w(i; j) are odd numbers.
From (1) we obtain the generating function G(x; y) of the array w(i; j):
G(x; y)=
∞∑
i=0
∞∑
j=0
w(i; j)xiyj =
1
1− x − y − xy : (3)
Either using this generating function or by a combinatorial derivation we can obtain
w(i; j) in the following form:
w(i; j)=
∞∑
k=0
(
i
k
)(
j
k
)
2k : (4)
Let us introduce the di<erence operator i on any sequence a(i) by ia(i)= a(i+1)−
a(i). Consider the operator
i;j =ij =ji
on any double sequence a(i; j). In these notations we can prove:
Theorem 1. The numbers w(i; j) satisfy for every non-negative i and j the equa-
tion i;jw(i; j)= 2w(i; j) and the boundary conditions (2). The unique solution of the
equation i;jX (i; j)= 2X (i; j) with the boundary conditions X (i; 0)=X (0; j)= 1 is the
double sequence of the Delannoy numbers: X (i; j)=w(i; j).
Proof. Rewrite the recursive formula (1) to
w(i + 1; j + 1)− w(i + 1; j)− w(i; j + 1) + w(i; j)= 2w(i; j):
The uniqueness follows from this recurrence and the boundary conditions.
In the opposite way, we can now 9nd an expression for the sums
S(m; n)=
m∑
i=0
n∑
j=0
w(i; j): (5)
Since
m∑
i=0
iw(i; j)=w(m+ 1; j)− 1;
n∑
j=0
jw(i; j)=w(i; n+ 1)− 1;
we conclude:
Corollary 2. For all non-negative m and n the following equation holds:
S(m; n)= 12 (w(m+ 1; n+ 1)− 1): (6)
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Fig. 1.
1. Structure of the principal cell
Let p¿ 3 be a prime. Denote by 0w(i; j) the values w(i; j) modulo p; 06 0w(i; j)¡p.
The case p=2 is not interesting since all w(i; j) are odd. By (1) we have:
0w(i + 1; j + 1) ≡ 0w(i; j + 1) + 0w(i + 1; j) + 0w(i; j) (modp): (7)
In this way, we can easily compute for a given odd prime p the array 0w(i; j). In
Fig. 1 where p=5; 06 i¡ 25; 06 j¡ 25 we can see a self-similarity structure
of 0w(i; j). If we introduce the principal cell containing 0w(i; j); 06 i¡ 5; 06 j¡ 5,
we can conclude, observing this array, that the tensor product of this cell by itself
modulo 5 gives the same array. Moreover, adding three cells by the same rule as in
(7) we obtain the same result.
The described result holds for all odd primes p. It is well known that the binomial
coeIcients
(p
k
)
are integers and that they are divisible by p whenever 0¡k¡p.
An important consequence of this fact says that a simple relation holds: (1 + x)p ≡
1+xp (modp). Another consequence following from this relation is the Lucas relation(
ap+ b
cp+ d
)
≡
(
a
c
)(
b
d
)
(modp); (8)
where a; b; c; d are non-negative integers and 06 b¡p; 06d¡p.
The binomial coeIcients C(i; j)= ( ij ) represent one of the double sequences satis-
fying the Lucas relation:
C(ap+ b; cp+ d) ≡ C(a; c)C(b; d) (modp); (9)
where a; b; c; d are non-negative integers and 06 b¡p; 06d¡p.
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The same is true for numbers w(i; j), too. Although this fact is proven in [6] and
[9] we give a new alternative proof.
Theorem 3. Let p be an odd prime and let a; b; c; d be non-negative integers where
06 b¡p; 06d¡p. Then the relation
w(ap+ b; cp+ d) ≡ w(a; c)w(b; d) (modp) (10)
holds.
Proof. Under the assumption of the theorem we have:
w(ap+ b; cp+ d)=
∞∑
=0
p−1∑
=0
(
ap+ b
p+ 
)(
cp+ d
p+ 
)
2p+: (11)
If we use the Lucas relation (8), and the small Fermat theorem in the form 2p ≡
2 (modp), we get:
w(ap+ b; cp+ d) ≡
∞∑
=0
(
a

)(
c

)
2
p−1∑
=0
(
b

)(
d

)
2 (modp): (12)
Finally, by using (4), we have (10) which ends the proof.
If we use this relation repeatedly, we get the Lucas relation in general form:
Theorem 4. Let integers ik and jk satisfy the conditions
06 ik ¡p; 06 jk ¡p; k =0; 1; : : : ; n:
Then
w(inpn + · · ·+ i1p+ i0; jnpn + · · ·+ j1p+ j0)
≡ w(in; jn) : : : w(i1; j1)w(i0; j0) (modp):
In other words, if we know the expansion of the coordinates (i; j) in the prime basis
p then we can compute 0w(i; j) as a product where factors are 0w(ik ; jk) and where
(ik ; jk) are digits in the mentioned expansion.
Therefore, all information about the array 0w(i; j) is contained in the principal cell,
in the sequel denoted by A(1; p):
A(1; p)= { 0w(i; j); 06 i¡p; 06 j¡p}:
Greater cells, called principal clusters A(k; p) of order k, k =2; 3; : : : , are de9ned by
A(k; p)= { 0w(i; j); 06 i¡pk; 06 j¡pk}:
The Lucas relation means that A(k; p) is the k-fold tensor product of the principal cell
A(1; k) by itself:
A(k; p) ≡ (A(1; p))k⊗=A(1; p)⊗ · · · ⊗ A(1; p)︸ ︷︷ ︸
k
(modp):
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The basic properties of the principal cell can be now derived in an easy way. They
were proven in [6], although we give here a new, shorter proof. For instance, for the
row and column sums we obtain:
p−1∑
k=0
0w(k; n) ≡
p−1∑
k=0
0w(n; k) ≡
{
0 (modp); 06 n6p− 2;
1 (modp); n=p− 1:
Indeed, using the result (6) we have in the case n¡p− 1
2
p−1∑
k=0
w(n; k)= 2(S(n; p− 1)− S(n− 1; p− 1))=w(n+ 1; p)− w(n; p)
and by the Lucas property
2
p−1∑
k=0
0w(n; k) ≡ 0w(0; 1) 0w(n+ 1; 0)− 0w(0; 1) 0w(n; 0) ≡ 0 (modp):
In the case n=p− 1, we have in the same way:
2
p−1∑
k=0
w(p− 1; k)=w(p;p)− w(p− 1; p)
and by the Lucas property we 9nally get:
2
p−1∑
k=0
0w(p− 1; k) ≡ 0w(1; 1) 0w(0; 0)− 0w(0; 1) 0w(p− 1; 0) ≡ 2 (modp):
Since the prime p is at least 3 and the equation 0w(i; j)= 0w(j; i) holds, we obtain the
announced result.
Like above we have
2
p−1∑
k=0
0w(n; k)= 0w(n+ 1; p)− 0w(n; p)
and by the basic recurrent formula (7) we get
2
p−1∑
k=0
0w(n; k)= 0w(n+ 1; p− 1) + 0w(n; p− 1) ≡ 0 (modp):
Since 0w(0; p − 1)=1 we have step by step: 0w(1; p − 1)= − 1, 0w(2; p − 1)=1 and
so on.
Therefore, the lower and the left border of the principal cell contain only 1’s, the
right and the upper border contain 1’s and p−1’s alternately. This means (see Fig. 2)
0w(p− 1; n) ≡ (−1)n (modp); 0w(n; p− 1) ≡ (−1)n (modp)
for 06 n¡p.
Of course, we can also write 0w(p − 1; 1) ≡ −1 ≡ p − 1 (modp) and generally,
0w(p− 1; k) ≡ −1 ≡ p− 1 (modp) for all odd k, 16 k6p− 2.
The principal cell A(1; p) has a line of symmetry: j= i. Now, we will explain some
further symmetry properties.
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Fig. 2.
Let u(i; j)= (−1) j 0w(p − 1 − i; j). By an easy transformation we have for the new
array: u(i + 1; j + 1) ≡ u(i + 1; j) + u(i; j + 1) + u(i; j) (modp) where 06 i¡p and
06 j¡p with the boundary conditions u(i; 0)=1; u(0; j)= 1 for all non-negative i
and j. Since the solution must be a unique one, we have:
0w(i; j)= (−1)j 0w(p− 1− i; j): (13)
In the same way, we get
0w(i; j)= (−1)i 0w(i; p− 1− j) (14)
and
0w(i; j)= (−1)i+j 0w(p− 1− i; p− 1− j): (15)
Therefore, the rows and columns of the principal cell have inner symmetries: the
elements of each row or column with even index lie symmetrically with respect to
the central, (p− 1)=2th element, while the elements of each row or column with odd
index lie skew-symmetrically with respect to the central element which is 0 in this case.
For instance, for p=11 we have
0w(: ; 2)= (1; 5; 2; 3; 8; 6; 8; 3; 2; 5; 1) and 0w(: ; 3)= (1; 7; 3; 8; 8; 0; 3; 3; 8; 4; 10):
The last row can be rewritten in the equivalent form
0w(: ; 3) ≡ (1; 7; 3; 8; 8; 0;−8;−8;−3;−7;−1) (mod 11):
As a consequence of (15), we can observe a symmetry of numbers 0w(i; j) inside the
lines i+ j= k, too. For even k we have symmetry, and skew-symmetry for odd k, for
example in the case p=11 we get
0w(i; 4− i)= (1; 7; 2; 7; 1)= 0w(i; 16− i)
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but
0w(i; 5− i)= (1; 9; 3; 3; 9; 1)=− (10; 2; 8; 8; 2; 10)=− 0w(i; 15− i):
The described symmetry properties in the principal cell enable us to reconstruct it
starting from the elements 0w(i; j); 06 i6 (p−1)=2; 06 j6 i: These numbers modulo
p determine the principal cell A(1; p).
Relations (13) and (14) imply:
0w((p− 1)=2; 2k + 1)= 0w(2k + 1; (p− 1)=2)=0 (16)
for 06 k6 (p − 3)=2. Therefore, the principal cell has at least p − 1 zeros in the
case p ≡ 1 (mod 4), and it has at least p− 2 zeros, if p ≡ 3 (mod 4). The zeros are
situated alternatively at least on the middle lines i=(p−1)=2 and j=(p−1)=2 of the
principal cell. Combining both formulas into one, we have the following theorem:
Theorem 5. For every odd prime p; the principal cell A(1; p) contains at least
(p− 1)=2 + 2p=4	 zeros.
Denote the number of zeros in A(k; p) by z(k; p). We can easily obtain a formula
for z(k; p) from the relation A(k + 1; p) ≡ A(k; p) ⊗ A(1; p) (modp): It is shown in
[6] that z(k; p)=p2k − [p2 − z(1; p)]k .
Zeros, denoted by black squares, in the principal cells for various primes p occur
nonregularly as we can see in the diagrams in Figs. 3–4.
In the case p=11, the principal cell contains in its interior triplets of the form
a a
−a a ≡
a a
p− a a (modp): (17)
Let t(1; p) denote the number of triplets in the principal cell. The following diagrams
show the locations of zeros (on the left side) and triplets (on the right side).
By a simple computer program, numbers z(1; p) and t(1; p) for all primes p,
36p6 241; were computed and they are collected in Table 1.
What is fascinating in the above diagrams? We can see that the minimal number of
zeros in the principal cell A(1; p) equals the number z(1; p) for p=3; 5; 7; 11 and
19 only. In these cases the zeros are situated in a dotted cross along the middle lines
of the cell. For other primes p, for example p=13; 17; 23; 29, the cross is no longer
pure, but it is equipped with side-decorations. In any case, the pattern of zeros of the
principal cell has a four fold symmetry: with respect to the lines j= i, j=(p− 1)=2,
i=(p− 1)=2, i + j=p− 1.
Question. Are the pure cases p=3; 5; 7; 11; 19 in any sense connected with the regular
polyhedra with p+ 1=4; 6; 8; 12; 20 faces?
If in the interior of the principal cell a pair a a occurs, then underneath there must
be a pair −b b in according to the de9ning recursion of the array: (−b) + b + a ≡
a (modp).
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Fig. 3.
Theorem 6. In the above described situation; the relation
a ≡ b (modp)
holds.
Proof. Suppose that there exist m and n, 0¡m¡p, 0¡n¡p, such that a
≡ w(m−1; n) ≡ w(m; n) (modp): An easy veri9cation using (4) shows that m(w(m; n)−
w(m − 1; n))= n(w(m; n) − w(m; n − 1)): Therefore b ≡ w(m; n − 1) ≡ w(m; n) ≡
a (modp).
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Fig. 4.
Table 1
p z(1; p) t(1; p) p z(1; p) t(1; p) p z(1; p) t(1; p)
3 1 0 67 145 68 151 249 144
5 4 0 71 97 56 157 284 112
7 5 0 73 136 56 163 321 196
11 9 8 79 113 68 167 293 108
13 16 0 83 137 104 173 348 136
17 28 16 89 208 84 179 305 192
19 17 20 97 180 88 181 392 152
23 29 12 101 216 76 191 373 192
29 52 12 103 165 92 193 408 232
31 37 16 107 181 120 197 404 144
37 60 16 109 156 64 211 385 252
41 72 32 113 228 124 223 441 280
43 73 40 127 201 128 227 449 272
47 85 24 131 241 100 229 460 144
53 88 24 137 252 132 233 456 184
59 121 48 139 249 72 239 461 248
61 140 16 149 276 100 241 476 224
As a consequence of Theorem 6, the principal cell cannot contain two neighboring
zeros in the same row or column. Otherwise, we would have 0w(i; j) ≡ 0w(i + 1; j) ≡
0 (modp) for certain i and j. But this implies 0w(i − 1; j) ≡ 0w(i; j) ≡ 0 (modp) and
so on, in the end we have 0w(i; 0) ≡ 0w(i+1; 0) ≡ 0 (modp) which is impossible, since
we have 0w(i; 0)=1.
In the interior of the principal cell A(1; n) the following situation never occurs:
a a a . Namely, Theorem 6 implies the situation
a a a
−a a −a
somewhere in the principal cell. Hence a ≡ −a (modp). Since p is an odd prime,
we have a ≡ 0 (modp). But it is impossible to have two neighboring 0’s in the same
row of the principal cell.
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Theorem 7. In the principal cell A(1; p); the following assertions are equivalent:
(i)
0w(m; n) ≡ 0w(m; n− 1) (modp);
(ii)
0w(m; n) ≡ 0w(m− 1; n) (modp);
(iii)
m−1∑
i=0
0w(i; n− 1) ≡ 0 (modp);
(iv)
n−1∑
j=0
0w(m− 1; j) ≡ 0 (modp)
for every odd prime p.
Proof. This is an easy consequence of (6) which gives
m−1∑
i=0
w(i; n− 1)= S(m− 1; n− 1)− S(m− 1; n− 2)= 12 (w(m; n)− w(m; n− 1))
and
n−1∑
j=0
w(m− 1; j)= S(m− 1; n− 1)− S(m− 2; n− 1)= 12 (w(m; n)− w(m− 1; n));
and of Theorem 6.
It seems that the upper bound for the numbers z(1; p), the number of zeros in the
principal cell A(1; p), is still unknown. There is a general approach how to
obtain zeros in the nth row of A(1; p). If we introduce a polynomial in the variable x
by
w(x; n)=
∑
k¿0
(
n
k
)(
x
k
)
2k
then we try to 9nd all integer solutions of the equation w(x; n) ≡ 0 (modp). Since
degw(x; n)= n we have in the set S= {1; 2; : : : ; p−2} at most n solutions. Therefore,
the principal cell contains at most
2(1 + 2 + · · ·+ (p− 3)=2) + (p− 1)=2= ((p− 1)=2)2
zeros. This upper bound seems to be exact for p=3 and 5 only.
For n=1 we have w(x; 1)=1+2x ≡ 0 and the unique solution for every odd prime
p is x=(p− 1)=2∈S. This result is in accordance with (16).
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For n=2 we get the congruence w(x; 2)=1+ 2x+ 2x2 ≡ 0 (modp). It follows the
relation (2x + 1)2 ≡ −1 (modp). It is well-known that −1 is a square if and only if
the prime p satis9es the relation p ≡ 1 (mod 4). In this case, there are two solutions
in S: x1 and x2 =p− 1− x1. For p=13, for example, we get y ≡ ±5 (mod 13) and
9nally x1 = 2 and x2 = 10.
By increasing n, the congruences become harder and harder to solve. For n=3
we get the congruence (2x + 1)(2x2 + 2x + 3) ≡ 0 (modp). The expected solution is
x1 = (p−1)=2, the other two are solutions of the congruence 2x2+2x+3 ≡ 0 (modp).
Using the methods of number theory, especially the Legendre symbol, we get: if the
prime p ≡ 1; 3; 7; 9 (mod 20) and p¿ 7 then there are three zeros in the third row of
the principal cell.
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