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Abstract 
The weight is assigned to all edges of graph according to a uniform policy and focus is on the leaves nodes of the Spanning Tree of Control 
Flow Graph of Program. If all leaves nodes of Spanning tree are covered by the test cases, then number of test cases required or testing the 
program can be reduced to great extent. Further the spanning tree is based on the concept of maximum spanning tree of CFG which helps in 
finding the critical paths of CFG. The chances of finding errors in critical are more as compare to the normal path. Covering of all the leaves 
nodes of Spanning Tree give guarantee for the coverage of Critical path also. Further the paper also shows that number of test cases required in 
case of Spanning tree is less as compare to the Dominance tree concept. For the generation of fast, unique and reliable test cases a optimization 
technique which is based on natural computing concept is used which is called as on Swine Influenza Models Based Optimization (SIMBO). 
The relation between nodes has been used as fitness function in this paper. Finally, the results in the paper show the effectiveness of SIMBO 
techniques as compare to Particle Swarm Optimization (PSO) and Genetic Algorithm (GA). 
.H\ZRUGV 'DWD IORZ WHVWLQJ, 3DUWLFOH 6ZDUP 2SWLPL]DWLRQ 362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*$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6,0%2
 
1. Introduction  
The most difficult and time consuming process in software life cycle which consumes 50% cost of software development process 
is software testing. The most difficult problem in testing is to find a valid and reliable test data strategy. To satisfy a given testing 
criteria, numerous test data has to be generated which required lots of time and efforts. The most critical task in software testing 
process is the designing of test cases for the satisfaction of given testing criteria [26]. They are different type of techniques or 
methods purposed by different researches/others from time to time to generate test data for software testing [5]-[8], [10]-[13], 
[30]. 
The cost, time and efforts for designing different test casing for testing the software can be reduced to large extend if the process 
of testing is done automatically without involvement human beings. There are various Software Computing Technique like 
Swarm Intelligence, Genetic algorithm, Evolutionary Programming etc which has shown their impact and influence in the field 
of software testing.[25]-[26]. The performance of all these Software Computing Algorithm is significant to large extent but time 
taken by these algorithms is relatively long for exploring and exploiting the promising reasons in the search space [31]. Genetic 
$OJRULWKP*$LVEDVHGRQ'DUZLQ¶VWKHRU\RI1DWXUDO(YROXWLRQVSHFLILHGLQWKHRULJLQRIVSLFHV,WZDVSXUSRVHGE\+ROODQG  in 
960. It is based on the concept of population of chromosome where is chromosome represents a corresponding solution.  These 
solutions / chromosome undergo various operations to produce next generation. The operations used in Genetic Algorithm are 
crossover and mutation operator which helps the GA to evolve from generation to generation. Genetic algorithm is widely used 
in many Engineering and Optimization problem and it has proved its existence and influence but it is trapped in local 
optimization and it is time consuming. 
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1        1  #include<stdio.h>  
2 1  void main () 
3 1 { 
 4 1 int a, b , c; 
5 1 a= b= 0; 
6 1 VFDQI³G´	F 
7 2 while (c <> 0) 
8 2 { 
9 3  if ( c %2 = = 0) 
10 4  { 
 11 4  a = a + 1 
12 4  } 
13 5  else  
14 5  { 
15 5  b = b +1 ; 
16 5  } 
17 6 VFDQI³G´	F 
18 6 } 
19 7 SULQWI³GG´DE 
20 7 } 
Kennedy and Eberhart have purposed a new population based optimization technique called Partial Swarm Optimization (PSO) 
in 1995. PSO is encouraged by social behavior of birds flocking and fish Schooling [17]. This new algorithm has some unique 
feature which makes this algorithm more better technique as compare to the Genetic algorithm. First, PSO used concept of 
memory which is not available in Genetic Algorithm. It keeps the information of each particle best position, that they achieved 
from the starting point of their journey and the global best position among all the particles. Due to this memory component, PSO 
moves faster towards the goal. This type of information is not stored anywhere in Genetic algorithm. Second, it is very easy to 
understand and implementation PSO as compare to Genetic algorithm. Third, there is information sharing among the particles in 
PSO through constructive cooperation which is lacking in Genetic algorithm [33]. Hence PSO performance betters as compare to 
the Genetic algorithm [22]. There are different number of research papers which prove that performance of PSO for solving a 
number of different type of software testing problems is better or is equally good than the performance of Genetic algorithm but 
there are two major issues associated with the PSO. First, It can be easily Trapped in local minima when some poor parties attract 
the other particle. Second, the performance of PSO is depend on the problem in hand [31].  To take over the issue of GA and 
PSO, a new optimization method called Swine Influenza Models Based Optimization (SIMBO) developed by S. S. Pattnaik is 
used.  The optimization algorithm SIMBO uses a fitness function which uses relations concepts between nodes of spanning tree 
of program. Finally the comparison of performance of these algorithms on the basis of results is shown. 
 
2. BACKGROUND 
This unit describes the basic concept which has to be used throughout of the paper. 
 
A. Control Flow Graph (CFG) 
7KHSURJUDP¶V&)*LVDGLUHFWHGJUDSK,Q&)*HYHU\QRGHUepresents a group of consecutive statements, which together 
represent a basic block and every edge represents movement of control flow between the vertices. To build a CFG we first build 
basic blocks and then we add edges that represent control flow between these basic blocks. Figure1 shows the program whose 
CFG is shown in figure 2.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.  1. Program 1 
A Directed graph or Digraph is represented as G (V, E) where V is the set of vertices given by V= {v1, v2 «`DQG(LVWKHVHW
of edges given by E = {e1, e2 «`DQGDPDSSLQJWKDWPDSVHYHU\HGJHRQWRVRPHRUGHUHGSDLURIYHUWLFHVYi, vj).   
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             Fig. 2. Control Flow Graph      Fig. 3. Weighted Control Flow Graph 
B.  Weighted Graph 
A graph G is said to be a weighted graph if its edges are assigned some weight. Weight is assigned to edges of graph. First, 
number of Level is counted and then weight is initiated as 2n, where n is the number of Levels. In the figure 2, there are 5 levels 
so weight is initiated as 25 = 32. This weight bifurcate on the decision node, 75% of the decision node weight moves towards the 
branch which supports the true decision of predicate node while 25% moves towards the opposite side.  The weight for the CFG 
of Figure 2 is shown as in fig 3. 
 
C.  Adjacency Matrix of a Diagraph 
Adjacency matrix is used to represent weighted graphs. An adjacency matrix (X) of a G with n vertices that are assumed to 
be ordered from v1 to vn is defined by 
 
 xij  =   1,  if there exist an edge between vi and vj 
           =  0,  therewise. 
If [xij]=w, then there is an edge from vertex vi to vertex vj with weight w. 
The adjacency matrix X of the figure 3 is shown as 
 
1 2 3 4 5 6 7 
1 0 32 0 0 0 0 0 
2 0 0 24 0 0 0 8 
3 0 0 0 18 6 0 0 
X = 4 0 0 0 0 0 18 0 
5 0 0 0 0 0 6 0 
6 0 24 0 0 0 0 0 
7 0 0 0 0 0 0 0 
 
D. Spanning Tree 
A tree T is said to be a spanning tree of a connected graph G if T is a subgraph of G and T contains all vertices of G. A spanning 
tree is a sort of skeleton of original Graph G. So Spanning tree is sometimes referred to as a skeleton or scaffolding of G. A 
spanning tree with the smallest weight in the weighted graph is called a shortest spanning tree or shortest distance spanning tree 
or minimal spanning tree. A minimal spanning tree in connected weighted graph is a spanning tree that has the smallest possible 
sum of weights of its edges. In this paper the modified Prim Algorithm is used to obtain minimal spanning tree, but instead of 
minimal spanning tree, maximum spanning tree (spanning tree having highest weight) is required. As Prim Algorithm has two 
limitations,  first it is not applicable if weights are negative and second it is used only for undirected graph but not for directed 
graph. For maximum Spanning tree, first adjacency matrix is multiplied with -1. 
Adjacency Matric  X1 after Multiply X  by -1 is as  
ϭ Ϯ ϯ ϰ ϱ ϲ ϳ
ϭ Ϭ ͲϯϮ Ϭ Ϭ Ϭ Ϭ Ϭ
Ϯ Ϭ Ϭ ͲϮϰ Ϭ Ϭ Ϭ Ͳϴ
ϯ Ϭ Ϭ Ϭ Ͳϭϴ Ͳϲ Ϭ Ϭ
yϭ с ϰ Ϭ Ϭ Ϭ Ϭ Ϭ Ͳϭϴ Ϭ
ϱ Ϭ Ϭ Ϭ Ϭ Ϭ Ͳϲ Ϭ
ϲ Ϭ ͲϮϰ Ϭ Ϭ Ϭ Ϭ Ϭ
ϳ Ϭ Ϭ Ϭ Ϭ Ϭ Ϭ Ϭ
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After that modified Prim algorithm is applied.  As Prime algorithms starts from the First vertex v1 and connect it to its nearest 
neighbor (i.e., to the vertex which has the smallest entry in row 1 of the table), say vk Now consider v1 and vk as one subgraph 
and connect this subgraph to its closet neighbor (i.e., to the vertex other than v1 and vk that has the smallest enetry among all the 
entries among rows 1 and k). Repeat this process till all n nodes or vertices have been connected by n-1 edges.  
The highlighted value is selected using Prim algorithm is shown as 
 
  ϭ Ϯ ϯ ϰ ϱ ϲ ϳ
ϭ Ϭ ͲϯϮ Ϭ Ϭ Ϭ Ϭ Ϭ
Ϯ Ϭ Ϭ ͲϮϰ Ϭ Ϭ Ϭ Ͳϴ
ϯ Ϭ Ϭ Ϭ Ͳϭϴ Ͳϲ Ϭ Ϭ
yϭ с ϰ Ϭ Ϭ Ϭ Ϭ Ϭ Ͳϭϴ Ϭ
ϱ Ϭ Ϭ Ϭ Ϭ Ϭ Ͳϲ Ϭ
ϲ Ϭ ͲϮϰ Ϭ Ϭ Ϭ Ϭ Ϭ
ϳ Ϭ Ϭ Ϭ Ϭ Ϭ Ϭ Ϭ
 
All other value in the matrix except highlighted become zero which is shown as below 
 
ϭ Ϯ ϯ ϰ ϱ ϲ ϳ
ϭ Ϭ ͲϯϮ Ϭ Ϭ Ϭ Ϭ Ϭ
Ϯ Ϭ Ϭ ͲϮϰ Ϭ Ϭ Ϭ Ͳϴ
ϯ Ϭ Ϭ Ϭ Ͳϭϴ Ͳϲ Ϭ Ϭ
yϭ с ϰ Ϭ Ϭ Ϭ Ϭ Ϭ Ͳϭϴ Ϭ
ϱ Ϭ Ϭ Ϭ Ϭ Ϭ Ϭ Ϭ
ϲ Ϭ Ϭ Ϭ Ϭ Ϭ Ϭ Ϭ
ϳ Ϭ Ϭ Ϭ Ϭ Ϭ Ϭ Ϭ
 
The rows which have all zero values are leave nodes, which is main concern to this paper. Figure 4 shows minimal spanning tree 
and fig 5 shows maximum spanning tree. 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Minimal Spanning Tree      Fig. 5. Maximal Spanning Tree 
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E. Critical Path 
Critical path has a major role in software testing because a lot of error falls in the critical path. If critical path is tested properly 
then the chances of occurring of errors in software can be reduced to large extent because the critical path has more chances to 
trap errors during software testing. In the maximum spanning tree, the path having highest weight is critical path.  These paths 
must be analyzed during testing. The critical path is 1-2-3-4-6 which is shown by dark line.  
 
F  Reduce the Test Cases 
The main aim of research is to cover all statement of program and find maximum errors with minimum number of test cases. 
This can be done by covering a subset of statements that guarantees the coverage of all statements of the tested program [29].  
The main concern is the complete set of leaves nodes of maximum spanning tree as every set of path that covers it also covers all 
nodes in tree. The set of leave nodes for figure 5 is as X= [6, 5,  7].  The path of each and every element of set X is shown as. 
path (6) = 1,2,3,4,6  - Critical path 
path (5) = 1,2,3,5 
path (7) = 1,2, 7 
 
Further the covering of Path (6) covers automatically the critical path which is more prone to error. All nodes of the CFG (1, 2, 3, 
4, 5, 6, 7 nodes of CFG shown in fig 2) can be covered by covering the path of each and every element from the set of leaf node 
of maximum spanning tree. Covering of each and every node of CFG means covering of all statements of program and this is 
main aim behind testing of software.  
The dominance tree of CFG of fig 2 is shown in fig 6. The number of leaves nodes for Dominance Tree in figure 5 is 4 i.e. [4, 5, 
6, 7] while for spanning tree, the number of leaves nodes is 3 [5, 6, 7]. Further as compare to the testing of leave nodes of 
dominance tree proposed by A S Ghiduk [29], the number of test cases requires is less in using maximum spanning tree, thus 
reduce the effort to a very large extent.  
  
 
 
Fig. 6. Dominance Tree 
III. SWINE INFLUENZA MODELS BASED OPTIMIZATION (SIMBO) 
Swine Influenza Model Based Optimization (SIMBO) developed by Pattnaik et al. [1] is optimization method based on swine 
LQÀXHQ]DDGLVHDVHUHODWHGZLWKWKHrespiratory tract.  
 
A. Swine Influenza Model Based Optimization with Treatment (SIMBO-T) 
Key Terms and Definitionsௗ 
Day (D): current generation or iteration. 
TD: total number of days or generations.  
TI: total number of individuals in Population.  
State (S): individual position.  
Health (H):  fitness.  
Pandemic state (PS):  
Pandemic (global) best state in all the individuals. 
Pandemic health (PH): fitness value corresponding to pandemic state. 
Momentum factor of dose (Md): it is for controlling the individual dose. 
Momentum factor of state (MS): it is for controlling the individual state 
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Primary Symptom Per Day (Primary (Day)) the primary symptoms of swine flue caused due to fever, cough, fatigue and 
headache, nausea and vomiting and diarrhea during each day.  
A mathematical expression is developed to relate these parameters. It is expressed by Eq. (1) 
 
Primary (Day) = (FeכCoכfatheadכNVכDai)כexp(-TD/Day) 
(1) 
Where Fe, fever; Co, cough; fathead, fatigue and headache; NV, nausea and vomiting; Dai, diarrhea. The first term in Eq. (1) is 
total influence of primary symptom and second term increases the primary V\PSWRPSHUGD\DVWKHQXPEHURIGD\¶VLQFUHDVHV 
R0(Day) the secondary symptom caused per day is given by 
Eq. (2) 
 
R0(Day) = 1Ѹexp(ѸPrimary(Day))                       (2) 
 
The Model of SIMBO-T is shown in Figure 7. It basically works in two steps i.e. Evaluate Health and Treatment. The fitness 
function is evaluated which determines the heath of each individual the treatment which is based on the symptoms of patient is 
done initially with standard amount of medicine/dose. This amount of dose can be increased or decreased based on the response 
of patient and it also depends on primary and secondary symptom as well as current health and pandemic health. If the amount of 
dose  is given/adjusted over time based on the response of the patient/individual the optimal results can be achieved more festally 
[1].   
. 
 
Fig 7. Model of SIMBO-T. 
The equation for the dose/medicine given to the individual is shown as  
 
Dose (m +1) = Dose (m)*Md + Primary (Day)*rand * 
(1 ± Current_health(m)/rand * PH) 
+ R0 (Day)* rand*(Current_health(m) ѸPH)  
 (3) 
The change in the individual state is given as  
                       S(m+1) =S(m)*Ms + Dose(m+1)          (4) 
 
IV. FITNESS FUNCTION 
A fitness function is the ratio of the number of covered nodes of the path of the target node to the total number of nodes of the 
path of the target node.  Each test case is feed to the program for execution and all the nodes covered by this test case are 
recorded which is called execPath. The fitness value ft for each Individual/chromosome/particle iv  L «6  LQD
SRSXODWLRQKDYLQJVL]Hµ6¶LVFDOFXODWHGDVIROORZV 
1. Determine execPath:  find set of nodes covered by a test case. 
2. Determine path(n): path of the target node 
3. Find (path(n) - execPath): Identify nodes/node which are not covered in path 
4. Find (path(n) - execPath) ' : Identify covered nodes/node in  path 
5. Find | path(n) ± execPath '  | : count number of nodes covered in the  path. 
6. Find  |path(n)| : count number of nodes of the path of the target node 
 Then 
 
  (5) 
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The individual/ particle/chromosome is represented by test case and a test case iv  is optimal if its fitness value is equal to 1 i.e. 
( )ift v  = 1 [29]. The fitness value is only method of feedback to optimization algorithms like GA, SIMBO, PSO etc. 
V METODOLOGY  
The proposed software is developed using C language and MatLab. First test object source code is fed to program for 
instrumentation. The instrumented program provides the information for the covered node. Then, the instrumented program is 
fed to proposed search algorithms. The proposed search algorithm technique besides this instrumented program also accepts a 
file containing information about leaves of spanning tree along with their paths as inputs. It accepts other parameters like 
population size, length of chromosomes, maximum number of generations, and probabilities of the crossover and mutation 
operators in case of GA. The parameters in case of PSO are like number of agents, maximum iteration, dimensions etc. 
 
 
 
Fig. 8. Building Blocks of Automatic Test Data Generator Program 
 
 
 Fig. 9. Steps of Instrumentation 
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VI. EXPERIMENTAL RESULTS AND CONCLUSION 
Experiment is done on commonly used computer programs for testing the performance of newly proposed approach using test 
data generation techniques like SIMBO, GA and PSO for both dominance concept and Spanning Tree. The performance of all 
three optimization methods SIMBO, GA and PSO is evaluated using both concepts dominance Tree concepts as well as 
Spanning Tree concept.  
From the table II and figure 10.  it is clear that performance of SIMBO is better than other in number of generation taken by 
algorithm which is directly proposition to the time taken by algorithm to search, so SIMBO is better than other. Further it is clear 
the number of generations required in using spanning tree concept is less as compare to dominance tree concept. Again here 
performance of SIMBI is better than PSO which is better than GA in both concepts. 
TABLE I : COMPARISON IN TERM OF NUMBER OF GENERATION 
 
Prog No. 
No of Generation 
 
Spanning Tree Concept 
 Dominance Tree Concept 
GA PSO  SIMBO GA PSO  SIMBO 
1 18 14 9 19 15 11 
2 6 3 2 7 4 3 
3 11 7 3 13 9 5 
4 5 5 2 6 5 4 
5 11 9 6 12 11 7 
6 18 14 9 21 16 10 
7 8 5 4 10 6 5 
 
 
 
 
Fig. 10 Evaluation in term of number of Generations taken by SIMBO-T, GA and PSO 
From the Figure 11 and Table III , it is clear the Using spanning tree concepts the coverage percentage ratio is near by 100 or 
best as compare to the concept of dominance tree, further the percentage of converge ratio of SIMBO is better as compare to 
PSO and GA  in both concepts (Dominance Tree and Spanning Tree).  
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TABLE II : COMPARISON IN TERM OF COVERAGE RATION PERCENTAGE 
Prog No. 
Percentage of Coverage Ratio 
 
Spanning Tree Concept 
 Dominance Tree Concept 
GA PSO  SIMBO GA PSO  SIMBO 
1 100 100 100 100 100 100 
2 98 100 100 95 100 100 
3 100 100 
 
100 100 100 
 
100 
4 100 100 
 
100 100 100 
 
100 
5 100 100 
 
100 100 100 
 
100 
6 95 98 
 
100 85 94 
 
100 
7 89 97 100 73 91 
 
99 
  
 
 
 
Fig. 11 Evaluation in term of coverage ratio percentage by SIMBO-T, GA and PSO 
By analysis of figure 12 and Table IV, the number of test cases generated in Spanning Tree concept is less as compare to 
Dominance tree. The number of test cases generated in SIMBO in both concept as compare to other two optimization method i.e. 
GA and PSO. As SIMBO-T achieves 100% coverage in less number of iterations as compare to GA and PSO which concludes 
that test cases generated by SIMBO-T are unique as compare to PSO and GA. Overall, it can concluded that Spanning  tree 
concepts is better than Dominance tree in all aspects i.e.  in terms of time consumption, generation of unique test cases, coverage 
ratio percentage, number of generations etc. Further, it can be concluded that SIMBO-T performs excellent as compare to other 
two algorithms i.e. PSO and GA in both concepts. 
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Table III : Comparison in term of number of test cases generated 
Prog No. 
No of Test cases 
 
Spanning Tree Concept 
 Dominance Tree Concept 
GA PSO  SIMBO GA PSO  SIMBO 
1 125 98 63 ϭϯϯ ϭϬϱ ϳϳ
2 60 30 20 ϳϬ ϰϬ ϯϬ
3 99 63 27 ϭϭϳ ϴϭ ϰϱ
4 25 25 10 ϯϬ Ϯϱ ϮϬ
5 88 72 48 ϵϲ ϴϴ ϱϲ
6 180 140 90 ϮϭϬ ϭϲϬ ϭϬϬ
7 72 45 36 ϵϬ ϱϰ ϰϱ
 
 
 
Fig. 12. Evaluation in term of number of test cases generated by SIMBO-T, GA and PSO 
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