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For every odd prime power q where q = -l(3) we defme a (2q + 2, q + 1) 
code over the field of three elements. It is shown that all the codes in this family 
are self orthogonal. 
For q = 5, the (12,6) code is equivalent to the extended Golay code. For 
q = 11, it can be shown that the minimum weight of the (24, 12) code is 9. 
For q = 17,23,29 it is shown, in part by computer, that the minimum weights 
of the (36, 18), (48,24), and (60, 30) codes are 12, 15, and 18 respectively. 
There are 5-designs associated with vectors of certain weights in the (12, 6), 
(24, 12), (36,18), (48,24), and (60, 30) codes. There are new 5-designs associated 
with the last four codes mentioned. The 5-designs related to the (36, 18) and 
(60,30) codes are the first 5-designs found with their parameters. 
For each q we construct a group P of (2q + 2) x (2q + 2) monomial matrices. 
We show that P leaves the (2q + 2, q + 1) code in the family invariant, and 
that P/{I, --I} is isomorphic to PGL,(q). 
We can form a Hadamard matrix by considering the rows of this matrix as 
certain maximal weight vectors contained in this code. This Hadamard matrix 
is left invariant by the group P described above. 
I. INTRODUCTION 
In this paper we deCne a family of codes over GF(3), where each code 
is associated with q, a power of an odd prime, such that q = -l(3). The 
first code in the family is the well known Golay (12, 6) code. The next 
four codes have high minimum weights and new 5-designs are associated 
with them. We also describe a group which leaves each code invariant. 
In Section II we define each code in terms of a basis [I, S,] where S, 
is given in terms of the residues and non-residues in GF(q). The matrix 
S, figures prominently [5, pp. 209,210] in the construction of Hadamard 
matrices. In Section II these codes are shown to be self orthogonal. Also 
it is shown that, for q = l(4), [-S, , I] is also a basis of its code, and, 
for q = 3(4), [S, , I] is again a basis of its code. 
In Section III, using this and other properties, we determine the 
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minimum weights of the first five codes in the family. The first code has 
minimum weight 6 and hence is the Golay (12, 6) code [9]. The (24, 12) 
code has minimum weight 9. Theoretical considerations limit the amount 
of computation so that the minimum weights of the (36, 18) code, the 
(48, 24) code, and the (60, 30) code can be determined with the help of a 
computer. These minimum weights are 12, 15, and 18 respectively. Using 
these minimum weights and the fact that all weights in these codes are 
divisible by three, the Assmus-Mattson Theorem [3] implies that there 
are 5-designs associated with vectors of certain weights in these codes. 
The 5-designs associated with the (36, 18) code and the (60, 30) code are 
new, and are the first 5-designs known for these parameters. Although the 
parameters are the same, the 5-designs associated with the minimum 
weight vectors in the (24, 12) [(48, 24)] codes are shown not to be equiv- 
alent to the 5-designs obtained from the minimum weight vectors of the 
quadratic residue (24, 12) [(48, 24)] codes [3], hence these designs are 
new. In Section III we give the weight distributions of the first three 
codes and the h’s for their 5-designs. 
In Section IV, we describe a group of transformations leaving each code 
in the family invariant. We construct a group P of (2q + 2) x (2q + 2) 
monomial matrices, and we show that P leaves C(q) invariant and that 
P/(1, -I} is isomorphic to PGL,(q). Also P contains a subgroup R where 
R/{I, -I} is isomorphic to PSL,(q). If q E l(4), then a group isomorphic 
to Z, leaves C(q) invariant and we show that Z, and R commute element- 
and R n Z, = {I, -I}. If q E 3(4), then a group isomorphic to Z, leaves 
C(q) invariant and RZ, is a direct product. In this section we also show 
that we can form a Hadamard matrix by considering the rows of this 
matrix as certain maximal weight vectors contained in the code. It is 
demonstrated that the group of automorphisms of this Hadamard matrix 
contains the same group of automorphisms which were shown to leave the 
containing code invariant, Using these results it is shown that the group 
of the (24, 12) [(48,24)] symmetry code equals the group of its associated 
Hadamard matrix. It is known that the group of the Golay code equals 
M,, [l], which is known to be the group of the unique 12 x 12 Hadamard 
matrix [6]. 
A preliminary announcement of some of these results was made in [lo]. 
II. SYMMETRY CODES OVER GF(3) 
Consider an n dimensional vector space over a finite field which has a 
fixed orthonormal basis. We regard an error-correcting code as a vector 
subspace of such a space. In this paper we are concerned only with the 
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field of three elements. A concept that is important in coding is the weight 
of a vector. This is the number of non-zero components it has. The 
minimum weight of a code is the weight of the non-zero vector in it of 
smallest weight. The linear transformations on the vector space which are 
of interest from an error-correcting point of view are those which preserve 
the weights of vectors. These are the monomial transformations. The 
matrix of a monomial transformation over GF(3) has exactly one non-zero 
element (either one or minus one) in every row or column. This transfor- 
mation can be viewed as a permutation on the coordinates of the vectors 
in the space (the same permutation for each vector) coupled with 
multiplying some (or none) of the coordinates by minus one. Two codes 
are called equivalent if one is mapped onto the other by a monomial 
transformation. 
Let vz,+z be a vector space over GF(3) with a fixed orthonormal basis. 
Let q be a power of an odd prime such that q = -l(3). For each such q 
we define a code of dimension (q + 1) (referred to as a (2q + 2, q + 1) code) 
over GF(3). Each code is given in terms of its basis [Z, S,], where Z is the 
(q + 1) x (q + 1) identity matrix and S, is the matrix described below. 
Let a be a one-one mapping of the integers, 0, l,..., q - 1 onto the 
elements of GF(q) such that a(0) = 0 and a(1) = 1. Then the inverse 
mapping u-l is a one-one mapping of the elements of GF(q) onto the 
integers 0, l,..., q - 1. For convenience we let a( Go) = co. If q is a 
prime p, then the elements of GF(p) can be represented as integers 
0, I,..., p - 1, and we can let a be the identity in this situation. 
We define S, to be the (q + 1) x (q + 1) matrix (sii), i, j = co, 
0, l,..., q - 1 such that s,,, = 0 and for i, j # co, s+ = x(-l), s,,$ = 1 and 
sisj = x(a(j) - a(i)) where x(O) = 0, x (a square) = 1, x (a non-square) = 
- 1. We refer to the code generated by [Z, S,] as C(q). 
As a concrete example we write S, below. In this case we take a to be the 
identity. 
SC 
co 0 1 2 3 4 
a3 
0 
1 
2 
3 
4 
0 1 1 1 1 1 
1 0 1 -1 -1 1 
1 1 0 1 -1 -1 
l-l 10 1 -1 
1 -1 -1 1 0 1 
1 1 -1 -1 1 0 
The code C(5) has [Z, S,] as a basis. It is equivalent to the Golay code 
(see Section III). 
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THEOREM 2.1. Let q be a power of an odd prime such that q = -l(3), 
and let S, be as previously described, then 
(4 SgSgT = 4Zq+l over the integers which reduces to S,SQT = -Z,+l 
over GF( 3). 
Hence S, is non-singular over the reals and over GF(3), and S;’ = -SUT 
over GF(3). 
(b) If q = l(4), s, = s,= = -p 
If q = 3(4), s, = -s,= = s,-? 
Proof. The fact that S,SQT = qZ,+, is proved in Hall [5, p. 209 and 
p. 2101 for q a power of an odd prime. Also in [5, p. 209 and p. 2101 
it is shown that S, = SqT if q 3 l(4) and S, = -S,= if q = 3(4). 
COROLLARY 2.1. Every C(q) is self orthogonal; hence the weight of any 
vector in C(q) is divisible by 3. 
Proof. Consider the dot product of a vector with itself over the integers. 
Since the only non-zero components of the vector are either plus or 
minus one, this dot product is the weight of the vector. 
Now every vector in the basis [Z, S,] has weight q + 1. Since q = - l(3) 
by assumption, q + 1 is divisible by 3, so that the dot product of a basis 
vector with itself over GF(3) is zero. Hence the vectors in the basis are 
self orthogonal. Since S&, T = -Z, the rows of S, are orthogonal to each 
other, hence the rows of [Z, S,] are orthogonal to each other. So we have 
the situation in which the basis vectors of the code are self orthogonal and 
orthogonal to each other. This means that C(q) is self orthogonal. It then 
follows that every vector in C(q) is orthogonal to itself so that its weight 
must be divisible by 3. 
COROLLARY 2.2. Ifq = l(4), [-S, , I] is also a basis of C(q). 
Zf q = 3(4), [S, , I] is also a basis of C(q). 
Proof. In general if a code has [Z, S,,] as a basis, then its orthogonal 
has [-SOT, Z] as a basis. Since C(q) is self orthogonal, it follows that C(q) 
has [-SQT, Z] as a basis. Noting that -S,= = S, if q = 3(4) and -S,= = 
-S, if q = l(4) proves the result. 
We let G(q) denote the group of monomials transformations which 
leave C(q) invariant. 
COROLLARY 2.3. G(q) 12, when q = l(4) and G(q) 3 Z, when 
q = 3(4). 
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Proof. If 4 = l(4) the monomial transformation on V,,,, given by 
(tl i), where I is the (q + 1) x (q + 1) identity, leaves C(q) invariant 
by Corollary 2.2. The square of this transformation is minus the identity, 
and it generates a group isomorphic to 2, . 
If q = 3(4), the transformation on V,,,, given by (i 3, where I again 
is the (q + 1) x (q + 1) identity, leaves C(q) invariant by Corollary 2.2. 
The square of this transformation is the identity, which proves the 
corollary. 
III. THE FIRST FIVE CODES AND NEW ~-DESIGNS 
Let t, r, and n be integers with t < r <n. A A; t-r-n design D is a col- 
lection of subsets of a given set of cardinality n, called an n-set, each subset 
containing r elements, such that any t-subset of the given n-set is contained 
in the same number h of subsets in D. Any t-design is also a t’-design 
for t’ < t. No non-trivial t-designs are known for t > 5. Three 5-designs, 
a 1;5-6-12, a 1;5-8-24, and a 48;5-12-24, associated with the Mathieu 
groups Ml2 and Mz4 have been known for a long time. Recently, [2] and 
[7], 2;5-6-12 and 2;5-8-24 designs have been found. Also, [3] using 
coding theory, other 5-designs were found for n = 24 and n = 48. No 
infinite class of 5-designs is known.* We will construct 5-designs for n = 36 
and n = 60. No 5-designs were known for these parameters. Also we will 
construct 5-designs for n = 24 and n = 48 which are not equivalent to 
the designs arising from quadratic residue codes although the parameters 
are the same. These designs are new. Two 5-designs are called equivalent 
if there is a permutation of the n-set so that the subsets of one design go 
onto subsets of the other design. 
If D is a A;5-r-n design, a complementary h*;5-(n - r)-n design D* 
can be constructed as follows [3]. The subsets in D* are the complements 
of the subsets in D, and 
x* = h (” ; ‘) f (;). 
If we have a code contained in V, , we consider the set of vectors in 
the code of a fixed weight r. We form a collection D of subsets of r elements 
in the following fashion. A subset is in D if its elements are the coordinate 
indices of the non-zero components of a vector of weight r in the code. 
If this collection of subsets forms a t-design, then the vectors of weight r 
in the code are said to hold a t-design. A theorem of Assmus-Mattson [3] 
relates the weights in the code to t-designs. 
* Note added in proof. Since this paper was written, W. 0. Alltop has constructed 
such a class. This appears in his paper “An Infinite Class of 5-Designs.” 
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We will determine the minimum weight of the first five codes in the 
family. In order to do this we will consider linear combinations of the 
basis vectors in the basis [I, S,] taken one at a time, two at a time, three 
at a time, and so on. 
In the following we will use the term “linear combination” to mean a 
linear combination with non-zero coefficients: 
LEMMA 3.1. (a) The weight of every vector in the basis [Z, S,] is q + 1. 
(b) The weight of any linear combination of two vectors in the basis 
v, &I is (4 + 7)/2. 
(c) The weight of any linear combination of three vectors in the basis 
[I, s,l is x4 + 7)/2. 
Proof. Statement (a) is clear. In order to prove (b) we recall that, by 
Theorem 2.1, every two rows of S, are orthogonal over the integers. Let 
R, and R, be two rows of S, , and consider the (q - 1) positions in which 
neither has a zero component. Since R, and R, are orthogonal over the 
integers, there must be (q - 1)/2 coordinate positions in which both have 
entries with the same sign (both + 1 or both -1) and ((q - 1)/2) coor- 
dinate positions in which the two rows have opposite signs (one has a 
+ 1 where the other has a - 1). Hence the weight of R, + Rz equals the 
weight of R, - Rz and both equal 
Thus the weight of the sum or difference of the two basis vectors is 
2+qf3 qf7 --=-. 
2 2 
To prove (c) we look at the weight of a linear combination of three 
rows RI , R, , and R, of S, . We know that w(R,) = q and, by the above, 
the weight of a linear combination of R, and R, is (q + 3)/2. Hence the 
weight of a linear combination of R, , R, , and R, must be 
4+3 P-3 
bq--=-’ 2 
Hence the weight of a linear combination of the three basis vectors is 
and since this weight must be divisible by three, it must be >(q + 7)/2. 
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REMARK 3.1. Let k and m be integers with k < m. 
(a) There exists a linear combination of k vectors in the basis [Z, S,] 
of weight m if and only if there exists a linear combination of m - k 
vectors in the basis [Z, S,] of weight m. 
(b) No linear combination of m vectors in the basis [Z, S,] has weight m. 
Proof. Part (a) is due to the existence of the basis [-S, , Zj for q E l(4) 
and [S, , I] for q = 3(4) in addition to the basis [Z, S,]. In this situation the 
existence of a linear combination of m - k vectors in [Z, S,] of weight m 
implies the existence of a linear combination of k vectors in [Z, S,] of 
weight m. 
Part (b) follows from the fact that S, is non-singular over GF(3) 
(Theorem 2.1). 
We will list the weight distribution of the first three codes. Here A, will 
denote the number of vectors in the code of weight r. The numbers in 
the column h and row A, designate the h for the 5-r-n design formed by 
the non-zero coodinate indices of the vectors of weight r. The h is obtained 
from the weight distribution. It is easily seen to be 
0 ;hAT. 
0 5
The following remark is valid for codes in a space V, over any finite 
field: 
REMARK 3.2. If the vectors of weight r in a code hold a X;5-r-n design, 
and the vectors of weight n - r hold a complementary X*;5-(n - r)-n 
design, then A, = A,-, . 
Proof. By the discussion on complementary designs 
A* = x (” ; ‘) f (i). 
By the above 
A* - A;-’ (” ’ ‘) and 
n 
0 5
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Hence 
n - Y 
( 1 An-r 5 
2 n 
0 5 
so that A,-, = A, . 
CASE I. Let q = 5. This is a (12, 6) code. 
Claim. Its minimum weight is 6. 
This can be easily seen from Lemma 3.1 since the linear combinations 
of the basis vectors in [I, S,] taken one, two, and three at a time must have 
weight 26. Clearly the linear combinations taken four at a time have 
weight 36, and those taken five at a time have weight 26. Hence [9, 
Theorem 31, this code is equivalent to the Golay code. It is known [1,9] 
that the weight 6 vectors hold a 5-6-12 design with h = 1. This is the 
well-known Steiner system having M,, as its automorphism group. 
Weight Distribution of Golay Code 
h Design 
A, = 264 1 5-6-12 
A, = 440 
A,, = 24 
CASE II. Let q = Il. This is a (24, 12) code. 
Claim. Its minimum weight is 9. 
If any vector in the code has weight 66, then it has 3 or fewer non-zero 
components in either its first 12 coordinate positions or its last 12 coor- 
dinate positions. By Remark 3.1 we can suppose that it has 3 or fewer 
non-zero components in its first 12 coordinate positions, i.e., it is a linear 
combination of 3 or fewer vectors in the basis [I, S,,]. But by Lemma 3.1 
linear combinations of 1, 2, or 3 basis vectors have weight a-9. This 
proves the claim. 
By the Assmus-Mattson Theorem, the vectors of weights 9, 12, and 15 
hold 5-designs. They also hold 4-, 3-, 2-, and l-designs. The 5-9-24 design 
has h = 6 [3]. There is a (24, 12) quadratic residue code over GF(3) whose 
minimum weight is 9 [3]; hence the weight 9, 12, and 15 vectors in this 
code also hold 5-designs. In [3] it was shown that the entire group of 
monomial transformations leaving the (24, 12) quadratic residue code 
invariant is PSL,(23). It was also shown [3] that PSL,(23) is the entire 
group of automorphisms leaving the 6:5-g-24 design invariant. By 
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Theorem 4.1 the group of monomial transformations leaving C(11) 
invariant contains a subgroup isomorphic to PSL,(ll). Since PSL,(ll) is 
not contained in PSL,(23), C(11) is not equivalent to the quadratic 
residue (24, 12) code. Since PSL,(l 1) leaves C(11) invariant, it must induce 
automorphisms of its 6;5-9-24 design. Again since PSL,(Il) is not con- 
tained in PSL,(23), the two 6;5-9-24 designs are not equivalent. The 
quadratic residue (24, 12) code over GF(3) and C(11) have the same weight 
distribution since the MacWilliams equations have a unique solution in 
this situation by the theorem in [8]. This implies that the h for the two 
5-r-n designs associated to the two codes is the same. 
Weight Distribution of C(l1) 
A, = 4,048 
A,, = 61,824 
A,, = 242,880 
A,, = 198,352 
A,, = 24,288 
A,, = 48 
h Design 
6 5-9-24 
576 5-12-24 
8,580 5- 15-24 
The 5-9-24 and 5-15-24 designs are not complementary designs by 
Remark 3.2. Hence the complementary 5-designs are different 5-designs. 
The 5-12-24 design is not self complementary. To show this call x and y 
complementary vectors if y has its non-zero components precisely where 
x has its zero components. In order for the 5-12-24 design to be self 
complementary, for any vector x of weight 12 in C(ll), there must be a 
complementary vector y of weight 12 in C(11). Let x be the sum of the 
first three vectors in [Z, S,,]. We can see that x has weight 12 with 3 minus 
one components and 9 plus one components. Assume that there is a vector 
y in C(11) complementary to x. Then x + y must have weight 24. Since 
A,, = 48, Theorem 4.2 gives all vectors of weight 24 in C(11). In the 
notation of Theorem 4.2, these are the vectors in H,(l 1) and their negatives. 
Note that with the exceptions of the all one vector and its negative, all 
vectors of weight 24 in C(11) have 12 minus one components and 12 plus 
one components. Hence y must have 9 minus one components and 3 plus 
one components. But then x-y would be a vector of weight 24 in C(11) 
with 6 minus one and 18 plus one components, a contradiction. Hence the 
complementary 5-12-24 design is different. 
CASE III. Let q = 17. This is a (36,18) code. 
It was shown, in part by computer, that the minimum weight in this 
code is 12. 
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Claim. The only weights that need to be settled by computer are the 
linear combinations of [I, S,,] taken four at a time. 
If any vector in the code has weight <9, then either there are 4 or fewer 
non-zero components among its first 18 coordinate positions or among its 
last 18 coordinate positions. By remark 3.1, we can suppose that the 
vector has 1, 2, 3, or 4 non-zero components among its first 18 coordinate 
positions, i.e., that it is a linear combination of 1, 2, 3, or 4 vectors of 
[I, S,,]. By Lemma 3.1, any linear combination of 1, 2, or 3 vectors of 
[I, S,,] has weight 212. The weights of the linear combinations of the 
basis vectors of [I, S,,] taken four at a time were determined on a computer 
and found to be 312 proving that 12 is the minimum weight in C(17). 
Again by the Assmus-Mattson Theorem, the vectors of weights 12, 15, 
18, and 21 hold 5-designs. These are the first 5-designs found for these 
parameters. These vectors also hold 4-, 3,- 2-, and l-designs. 
The weight distribution of C(17) was computed by hand (as were the 
others) using the power moment identities [8] and known facts about 
Van der Monde determinants. 
Weight Distribution of C(17) 
h Design 
4, = 42,840 45 5-12-36 
A,, = 1,400,256 5,577 5-15-36 
A,, = 18,452,280 209,685 5-18-36 
A,, = 90,370,368 2,438,973 5-21-36 
A,, = 162,663,480 
A,, = 97,808,480 
A,, = 16,210,656 
A,, = 471,240 
A,, = 888 
It is not known whether the 5-18-36 design is self complementary. 
The 5-15-36 and 5-21-36 designs are not complementary by Remark 3.2, 
and their complements give different 5-designs. The complement of the 
5-12-36 design yields a new 5-design. 
CASE IV. Let q = 23. Here we have a (48,24) code. 
It was shown, in part by computer, that the minimum weight is 15. 
Claim. We need only determine the weights of the linear combinations 
of [I, S,,] taken four, five, and six at a time by computer. 
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A vector in the code of weight <12 would necessarily have 6 or fewer 
non-zero components in either its first 24 coordinate positions or its last 24 
coordinate positions. By Remark 3.1 we may assume it has 6 or fewer 
non-zero components in its first 24 coordinate positions, and Lemma 3.1 
proves the claim. Linear combinations of [I, S,,] taken four, five, and six 
at a time were determined on a computer and found to be of weight 
> 15 proving that 15 is the minimum weight in C(23). 
There is also a quadratic residue (48,24) code over GF(3) with minimum 
weight 15 [3]. The entire group of this code [3] and the entire group of 
automorphisms of its associated 364; 5-15-48 design [4] is PSL,(47). 
By Theorem 4.1, the group of C(23) contains a subgroup isomorphic to 
PSL,(23). Since PSL,(23) is not contained in PSL,(47), C(23) and the 
quadratic residue code are not equivalent, also their associated 364; 
5-15-48 designs are not equivalent, and hence this 364; 5-15-48 design is 
new. The quadratic residue code and C(23) have the same weight distribu- 
tions since the MacWilliams equations have a unique solution in this 
situation by the theorem in [8]. Hence a 5-r-n design associated to each 
code has the same h. 
We list the h’s from [3]: 
x Design 
364 5-l 5-48 
50,456 5-18-48 
2,957,388 5-21-48 
71,307,600 5-24-48 
749,999,640 5-27-48 
The 5-21-48 and 5-27-48 designs are not complementary by Remark 3.2 
since A,, # A,, [4]. Hence the complements give different 5-designs. 
The 5-24-48 design is not self complementary. We argue as in the case 
of the 5-12-24 design. Let x be the sum of the first five vectors in [I, S,,]. 
Then x has weight 24 with 6 minus one components and 18 plus one 
components. Now A,, = 96 [4] so that all the weight 48 vectors are the 
rows of E&(23) (in the notation of Theorem 4.2) or their negatives. Note 
then that all the weight 48 vectors, except for the all one vector and its 
negative, have 24 plus one and 24 minus one components. Let y be a 
vector in C(23) complementary to x. Then both x + y and x - y have 
weight 48, but x + y and x - y could not both have 24 plus one and 24 
minus one components, which leads to a contradiction. Hence the 
complementary 5-24-48 design is a different 5-design. 
58za/n/I-9 
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CASE V. Let q = 29. This is a (60,30) code. 
It was shown, in part by computer, that the minimum weight is 18. 
It can be argued as before that the only linear combinations of [I, S,,] 
which need to be determined are those taken four, five, six, and seven at 
a time. 
Hence the vectors of weights 18, 21, 24, 27, 30, and 33 hold 5-designs. 
These are the first 5-designs found for these parameters. These vectors 
also hold 4-, 3-, 2-, and l-designs. The weight distribution of this code 
and the X’s for its 5-designs are as yet unknown.* 
Note that the five codes above have d = (q + 7)/2. This is just equal 
to the weight of linear combinations of the basis vectors taken 2 at a time. 
IV. GROUPS LEAVING CODES INVARIANT AND 
RELATED HADAMARD MATRICES 
As in the first section we call G(q) the group of monomial trans- 
formations leaving C(q) invariant. Corollary 2.3 gave us some transfor- 
mations in G(q). In order to find other transformations in G(q) we prove 
the following lemma: 
LEMMA 4.1. Let (,” i) be a (2q + 2) x (2q + 2) monomial transfor- 
mation such that A-l&B = S, . Then (f j) is in G(q). 
Proof. Consider A-l[Z, S&f j). This can be viewed as applying the 
monomial transformation (f i) to the columns of the basis [Z, S,], and 
then rearranging (and sometimes multiplying by minus one) the rows 
of the transformed basis. But .4-l[Z, S,J($ i) = [Z, S,] so that (0” i) is 
in G(q). 
With Lemma 4.1 in mind we will now define (q + 1) x (q + 1) 
monomials which commute with S, . We will respresent these as trans- 
formations on V,,, over GF(3). For this purpose let e, = (1, 0 ,..., 0), 
e, = (0, 1, 0 ,..., 0) ,..., e, = (0 ,..., 0, 1 i+l, 0 ,..., 0) be a set of basis vectors 
in V,,, . 
Let .Z, denote the integers 0, l,..., q - 1. Recall, in the definition of S,, , 
the one-one mapping a of .Z, and co onto GF(q) and co such that a(0) = 0, 
a(1) = 1, and a( co) = co. Then a-l is a one-one mapping of GF(q) and 
cc onto .Z, and co with a-l(O) = 0, a-‘(l) = 1, and a-l( co) = co. 
* Note added in proof. Since this paper was written, this information has been 
calculated and appears in “The Weight of the Symmetry Code for p = 29 and the 
5-Designs Contained Therein” by Vera Pless [Annals of the New York Academy of 
Science, Vol. 175, July, 19701. 
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In the following we let C denote CyIi . The transformation S, acts on 
V,,,, in the following fashion. 
ems, = C ej , eJ, = C x@(j) - 40) ej + x(-l) coo , i # co. 
For each b in GF(q) we define the shift transformation S(b) as follows: 
d(b) = em , @(b) = ea-‘[a(i)+b] 9 i # co. 
REMARK 4.1. For each b in GF(q), S,S(b) = S(b) S, . 
Proof. To see this we compute separately the effect of the left hand 
side and the right hand side on the basis vectors and show their equality: 
ed%W) = c ejstb) = c ea-‘[a(j)+b] , 
e,S(b) S, = e,S, = C ej . 
These two vectors are equal since a(j) + b ranges over all elements in 
GF(q) asj ranges over all values in Jp . For i # 00, 
G’,Stb) = c x@W - 40) ejstb) + x(-l) ems(b) 
= C x@(j) - 4)) ea-lfa(j)+bl + x(--l) em , 
e&W) S, = ea-‘[a(i)+b]Sg 
= C x@(j) - u(i) - b) ej + x(-l) e, . 
The coefficient of e,-I[&)+b] in e$‘(b) S, is ~(a(]) + b - u(i) - b), 
which equals x(u(j) - u(i)), the coefficient of 6&l[&)+b] in eiS$(b). 
Hence equality holds. 
For any b # 0 in GF(q), we define T(b2), the square transformation, 
as follows: 
e,T(b2) = err, , e,Ub’) = ea-‘Eb2a(i)] 7 i # 03. 
REMARK 4.2. For each b # 0 in GF(q), S,T(b2) = T(b2) S, . 
This can be proved in a manner similar to the proof of Remark 4.1. 
We define next a negative inverse transformation N which differs for 
the two cases, q = l(4) and q = 3(4). We define it first for the case that 
q = l(4): 
e,N = e, , e,N = e, , and eiN = x(u(i)) ea-l~-l,aci,l , i # 0, 00. 
For the case q EZ 3(4), we define N as follows: 
e,N= -e,, eoN = e, , and eiN = x(u(i)) ea-lC+,~i~l , i # 0, a~ 
582a/Iz/r-g* 
132 PLESS 
Note that, whereas the matrices of S(b) and T(P) are permutation 
matrices, the matrix of N is a monomial matrix. 
REMARK 4.3. S,N = NS,. 
We check the case in which q = l(4). The case in which q = 3(4) can 
be checked similarly. For q G l(4), x(- 1) = 1 we will show that N and S, 
commute when applied to each basis vector. 
e&N = c e,N 
= eoN i- c ejN 
j+O 
= em + C XW>> eo-l[-l/a(j)] 3 
j#O 
e,NS, = e,S, 
= C X(43> ej + e, 
since x(O) = 0. 
Notice that a-l[-l/a(j)] ranges over all the non-zero integers in J, as j 
ranges over the same set. Further the coefficient of e,-+,la(j)l in the second 
equation is x(-l/a(j)) = x(a(j)), the coefficient of e,-+,1,(3)l in the first 
equation. Hence equality holds. 
eoSqN = c x@(j)) ejN + e,N 
= jso x@(j)) 0’ + emN 
= j;. x(&N xW>) ea-lc-l,a(j)l + e. 
= j$o ea-‘[-l/a(i)] + eo ’
e,NS, = e,S, 
= C ei and equality holds. 
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Leti#O, co: 
GW = C x(a(j) - a(i)) ejN + e,N 
= X(-U(i)> eoN -I- jzo x(&) - a(i)) ejN + e,N 
= x(49> em + 1 x(4jY - 49 a(j)) ea-lI-l,a~j)l + e, , 
i#O 
e&W, = x(49) ea-+l,aci),Sq 
= X(49> C X(4j) + l/U(i)) ej + X(U(i)) e, 
= e. + 1 X@(j) 49 + 1) ej + x@(i)> e, . 
j#O 
We can see that equality holds since the coefficient of e,-+,l,(,)l in the 
second equation is x(-l/u(j) u(i) + 1) = ~(u(j)~) x(-l/u(j) u(i) + 1) = 
~(a(# - u(i) u(j)), the coefficient of e,-+,l,(j)l in the first equation. 
In [6], Hall demonstrated that the automorphism group of the Paley- 
Hadamard matrix contains a subgroup isomorphic to PSL,(q). Remarks 
4.1, 4.2, and 4.3 can be proved in an analogous fashion to proofs 
presented by Hall in [6]. 
Let R’ be the group generated by S(b), for all b in GF(q), T(b2), for all 
b # 0 in GF(q), and N. We will demonstrate in Lemma 4.2 that R’/{I, --I> 
is isomorphic to PSL,(q). In order to find the kernel of this isomorphism 
when q = l(4), we prove the following remark. 
REMARK 4.4. If q = l(4), let c be an element of GF(q) such that 
x(c) = - 1. Then the transformation NS(c) NS(c-l) NS(c) T(c-~) = --I. 
Proof. We verify this by computation on the basis vectors: 
e,NS(c)NS(c-1)NS(c)T(c-2) = e,S(c) NS(c-l) NS(c) T(r2) 
= e,-lt,,NS(c-l) NS(c) T(F) 
= x(c) e,-lI-,,,,S(c-l) NW TW2) 
= -e,NS(c) T(c2) 
= -ems(c) T(c-~) 
= --em , 
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e,NS(c)NS(c-l)NS(c)T(C-2) = e,NS(c-l) NS(c) T(c-2) 
= e,S(c-‘) As(c) T(c-2) 
= e,-q,-pS(c) T(c-2) 
= x(c-‘) e,-ll-clS(c) TV) 
= -e,T(c2) 
= -e,. 
Leti # 0, co: 
ejA?S(c)NS(c-1)NS(c)T(c-2) = x@(i)) eaal-l,ati),S(c) AS(+) AS(c) T(c+) 
= X(49) eqdi~-ll~~~~~l WC) T(Cp2) 
Ml) 
= ~(~43 - 1) ea-lp;;i, ls(c-l) WC) W-7 
= x(40 - 1) ea-l~ccl~E,ci,, +Wc) TV21 
= x(-l/c) ea-l~c~a~i)-c+W TV21 
= -eo-lfce,&W2) 
= -ei. Q.E.D. 
LEMMA 4.2. Let R’ be the group generated by the transformations S(b), 
where b is any element in GF(q), T(c2), where c is any non-zero element 
in GF(q), and N. Then R’/{I, --I} is isomorphic to PSL,(q). 
Proof. PSL,(q) can be considered as the group of transformations 
acting on the q elements in GF(q) and the element cc in the following 
fashion. Let x be one of these elements. A transformation in PSL,(q) 
sends x into (ax + b)/(cx + d), where a, b, c, d, are in GF(q) and 
ad - bc = 1. The order of PSL,(q) is 
(4 - 1) 4(4 + 1) 
2 * 
It is known that PSL,(q) is generated by the following three types of 
transformations: 
(1) The cyclic shifts. For each s in GF(q), we have the following cyclic 
shift transformation: x -+ x + s. 
(2) The square transformations. For each non-zero s in GF(q) we have 
the following square transformation: x + sx/s-l = 9~. 
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(3) The negative inverse transformation. This is the transformation 
sending x into - l/x. 
Lemma 4.2 follows from the simple mapping of the monomial transfor- 
mations in R’ onto the permutations they induce on the (q + 1) symbols 
in GF(q) and co. We will proceed to show this in detail. 
Let W be the set of one-one transformations of the symbols in GF(q) 
and co onto themselves. Since R’ is generated by monomial transfor- 
mations, every transformation in R’ sends a basis vector into either plus 
or minus itself or plus or minus another basis vector. We use this fact 
to define a mapping y of R’ into W. We will show later that v is indeed 
a homomorphism of R’ onto PSL,(q). 
Let M be any transformation in R’. For any i in J, or i = co, etM = 
S(M(i)) eMli) , where 6(M(i)) takes only the values plus or minus one, 
and eMti) can be any one of the basis vectors including e, . Recall that we 
defined a mapping a of Jp and cc onto GF(q) and co such that a(co) = 03. 
Let y(M) be the transformation in W sending a(i) into a(M(i)). 
Now v sends S(b) into a cyclic shift transformation, and as b ranges 
through GF(q), the images of S(b) range through the cyclic shift transfor- 
mations in PSL,(q). Similarly the images of T(c2), c # 0 in GF(q), range 
through all the square transformations in PSL,(q). The image of N is the 
negative inverse transformation. It then follows that y is a homomorphism 
of R’ onto PSL,(q). 
Let K be in the kernel of this homomorphism. Then eiK = Siei , where 
& is either plus or minus one, and e,K = 6,e, , where 6, is either plus 
or minus one. We want to show that either all a1 and 6, are plus one or 
all are minus one. Since K is in R’, K commutes with S, . Hence eiKS, = 
e&K for all i. But 
and 
eiKS, = &eiS, = 6i C (x(a(j) - a(i)) ej + 6,x(-l) e, 
e&Y = c x@(j) - a(i)) ejK + x(- 1) e,K 
= C 8, x@(j) - 4)) ej + &x(-l) e, . 
Hence 6i = 6, = 6, for all i and j in J, . It then follows that K equals 
either I or ---I. If q = 3(4), N2 = -1, and if q = l(4), --I is also in R’ 
by Remark 4.4. Therefore, in both cases the kernel is {I, --I}. 
LEMMA 4.3. Let R be the group of all (2q + 2) x (2q + 2) monomials 
(f i) where A is the matrix of a transformation in R’ with respect to the 
given basis. Then R/{I, -I} is isomorphic to PSL(q). Also the elements in R 
commute elementwise with the matrices <“I i) and (-“, 3. 
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Proof. The commutation properties of (‘j {) and (-t 3 can be demon- 
strated by a matrix multiplication. 
Let F be the homomorphism of R’ onto PSL,(q) defined in Lemma 4.2. 
We define a homomorphism Y/ of R onto PSL,(q) as follows: U($ i) = 
v(A). Then Y is a homomorphism of R onto PSL,(q) with kernel I (the 
(2q + 2) x (2q + 2) identity) and --I. 
We now construct a set of transformations Q(c) such that Q(c) S, = 
-&Q(c). For every c in GF(q) such that x(c) = -1 (i.e., c is a non- 
square), let Q(c) be defined by 
e,Q(c> = --em , i # co. 
REMARK 4.5. For every c in GF(q) with x(c) = - 1, Q(c)& = -&Q(c). 
Proof. We verify this on all the basis vectors: 
e,Q(c) S, = -em& = -c e, , 
e=+%Q(c> = C e,Q(c) = C ea-l(eatj)) . 
The remark holds in this case since a-‘(ca(j)) ranges through all of Jp as 
j ranges throughout J, . Let i # co, 
= C x@(j) - c4>) ej + x(-l) em , 
ejSgQW = C x(43 - 49) ejQ(c) + x(-l) e,Q(c> 
= C ~(48 - 40) ea-l(catj)) - x(-l) em . 
Note that the coefficient of ea-l(ca(i)) in the first equation is 
xMj) - 4)) = x(4 xMj> - u(i)) = -x(4.8 - a(i)>, 
minus the coefficient of ea-l(ca(j)) in the second equation. This proves the 
the remark. 
LEMMA 4.4. Let P’ be the group generated by R’ and UN Q(c), where c is 
a non-square in GF(q). Then P’/(I, -I} is isomorphic to PGL,(q). 
Proof. PGL(q) can be considered as the group of transformations 
acting on the q elements in GF(q) and a in the following fashion. Let x 
be such an element, and let g be a fixed non-square in GF(q). A transfor- 
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mation in PGL,(q) sends x into (ax + b)/(cx + d), where ad - bc equals 
either 1 or g. If c is any non-square in GF(q), then g = caa for some a in 
GF(q). It is known that PGL,(q) is generated by the transformations in 
PSL,(q) and the set of transformations: 
tax 
x-a = cx* 
The order of PGL,(q) is (q - 1) q(q + 1). 
As in the situation of Lemma 4.2, the simple mapping of the monomial 
transformations in P’ onto the permutations they induce on GF(q) and co 
is a homomorphism of P’ onto PGL,(q). 
Let K be in the kernel of this homomorphism. Then eiK = 6iei and 
e,K = 6,e, , where Si and 6, take only the values plus and minus one. 
Either K is in R’ or KS, = -S,K. In the latter case 
elKS, = &e& = S1 C (x(a(j) - a(i)) ej + S&-l) e, 
would equal 
-e&K = -c x(a(j) - a(i)) e,K - x(-l) e,K 
= -C 6&a(j) - a(i)) ej - S&-l) epJ 
This would imply that Si = M-68 , a contradiction. Hence K is in R’, and 
it follows as in Lemma 4.2 that Kis either lor --I. Again, as in Lemma 4.2, 
we know that the kernel is {I, --I}. Hence P’/{I, --I} is isomorphic to 
PGL(q)- 
LEMMA 4.5. Let P be the group of all (2q + 2) x (2q + 2) monomial 
matrices of the form (t j) for A the matrix of a transformation in R’ or 
of the form (f -i) for B the matrix of a transformation in P’ but not in R’. 
Then P/(1, -I} is isomorphic to PGL2(q). 
Proof. Let B and C be two matrices in P’ not in R’, and let A be a 
matrix in R’. Then BC is in R’ while the product of A with any matrix 
not in R’ is again not in R’. These facts in addition to the facts that P’ 
is a group and R’ is a subgroup of P’ show that P is a group. 
Let p be the homomorphism of P’ onto PGL,(q). A general element of 
P is of the form (0” ,$) w  h ere 6 = 1 if D is in R’, 6 = -1 otherwise. 
Define a mapping 7 of P onto PGL,(q) by setting T(: ,i) = p(D). Then T 
is well defined since 6 is determined by D, and it is a homormorphism of 
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P onto PGL,(q). Since the kernel of p is {Z, -I}, for Zthe (q + 1) x (q + 1) 
identity matrix, the kernel of 7 is (Z, -Z> where Z here is the 
(2q + 2) x @I + 2) 
identity matrix. 
COROLLARY 4.1. R is a subgroup of P. 
Proof. R consists of those matrices (t j) for A in R’. 
Recall that we denote by G(q) the group of (2q + 2) x (2q + 2) 
monomial matrices leaving C(q) invariant. 
THEOREM 4.1. There exists a subgroup P of G(q) such that P/{Z, -Z} is 
isomorphic to PGLa(q). Further, P contains a subgroup R such that R/(Z, --I> 
is isomorphic to PSL2(q). 
Proof. Let P be as constructed in Lemma 4.5. By this lemma P/{Z, -Z} 
is isomorphic to PGL,(q). We need only show that P is contained in G(q). 
This is proved by Lemma 4.1. 
Let R be as defined in Lemma 4.3. This lemma proves that R/{Z, -Z} 
is isomorphic to PSL,(q). The fact that R is contained in P is stated in 
Corollary 4.1. 
COROLLARY 4.2. Consider Z, as described in Corollary 2.3. Ifq E l(4), 
RZd is contained in G(q) where R and Z, commute elementwise and 
R n Z, = {I, -I>. 
Proof. We know by Theorem 4.1 and Corollary 2.3 that both R and 
and Z, are in G(q). We know that R and Z, commute elementwise by 
Lemma 4.3. It is easy to see that R n Z, = {Z, -I}. 
COROLLARY 4.3. Consider Z, as described in Corollary 2.3. Zfq = 3(4), 
then R x Z, is contained in G(q). 
Proof. We know by Theorem 4.1 and Corollary 2.3 that both R and 
Z, are in G(q). Since R and Z, commute elementwise (Lemma 4.3) and 
R A Z, = Z, the group generated by R and Z, is R x Z, . 
In order to state the following theorem we recall that a Hadamard 
matrix H of order n is an n x n matrix of plus and minus ones such that 
HNT = nZ. Let M(q) denote the vectors of weight 2q + 2 in C(q). We will 
show that we can always choose 2q + 2 vectors in M(q) so that, if we 
consider these vectors as the rows of a matrix, this matrix is Hadamard. 
Recall that, for q = 3(4), C(q) has [S, , I] as a basis. Let Ri , i = l,..., q + 1, 
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be the sum of the i-th vector in the basis [Z, S,] with the i-th vector in the 
basis [S, , Zj. Note that each Ri , i = l,..., q + 1 is a vector of weight 
2q + 2 in C(q). Let Ri+(r+I) , i = l,..., q + 1 be the difference of the 
i-th vector in [Z, S,] with the i-th vector in [S, , I]. The Ri+(Q+I) , i =l,..., 
q + 1 are also vectors of weight 2q + 2 in C(q). Our notation for the 
(2q + 2) x (2q + 2) matrix whosej-th row is Rj ,j = l,..., 2q + 2 is 
( 
I+-& z+s* _ 
z - s, -z-l-s, 1 - fMd* 
Therefore we can consider the matrix Ha(q) to be formed by a set of 
vectors in C(q) of maximal weight. A matrix multiplication shows that 
H,(q) is a Hadamard matrix. 
THEOREM 4.2. If q = l(4), 2q + 2 vectors in M(q) form a Hadamard 
matrix of the form 
( 
z + sq -z+s, 
-z-+-s, -z-s, 1 
which we denote by H,(q). 
Zf q = 3(4), 2q + 2 vectors in M(q) form a Hadamard matrix of the 
form 
which we call H,(q). 
( 
z + s, z + sg 
z - s, -z+sg 1 
Proof. We have demonstrated the theorem for H,(q). A similar 
argument for H,(q) holds. 
Two Hadamard matrices H and H’ are said to be equivalent if there 
are monomial matrices (in the sense in which this has been used throughout 
this paper) L and M so that H = LH’M. If H = H’, L determines M 
(and conversely) and either is called an automorphism of H. The group of 
automorphisms of H is the group of monomial matrices M such that 
there exists a monomial matrix L and H = LHM. 
Let G,(q) denote the group of automorphisms of H,(q), and let G,(q) 
denote the group of automorphisms of H,(q). 
COROLLARY 4.4. The group of automorphisms of H,(q), for q = l(4), 
or H,(q), for q E 3(4), is contained in G(q). 
Proof. This follows from the facts that the rows of either H,(q) or 
Ha(q) generate their respective codes. For q = 3(4), this can be seen by 
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noting that -Ri - Ri+(n+l) is the i-th vector in the basis [I, S,]. A similar 
construction holds for q = l(4). Hence, if we have monomial trans- 
formations Li and iMi such that H,(q) = L,H,(q) Mi , i = 1,3, then Mti 
is a monomial transformation sending the code onto itself. 
COROLLARY 4.5. rf the number of vectors of weight 2q + 2 in C(q) 
equals 4q + 4, then G(q) equals the group of automorphisms of H,(q),for 
q = l(4), or of H,(q), for q = 3(4). 
Proof. By Corollary 4.4, we know that the group of automorphisms 
of Hi(q) (i = 1, 3) is contained in G(q). Since by assumption the number 
of vectors of weight 2q + 2 is 2(2q + 2), all the maximal weight vectors 
in C(q) are either the vectors in H,(q) (H,(q)) or their negatives. Any 
monomial transformation Mi (i = 1 for q = l(4) and i = 3 for q = 3(4)) 
in G(q) must send Hi(q), i = 1, 3, onto a set of maximal weight vectors, 
hence in this case onto themselves or their negatives. Hence we can find a 
monomial matrix Li , i = 1, 3, rearranging (and sometimes multiplying 
by minus one) the rows of H,(q), i = 1,3, so that L,H,(q) Mi = Hi , 
i = 1,3. This shows that any automorphism in G(q) is in Gi(q), i = 1, 3 
and demonstrates the corollary. 
COROLLARY 4.6. G(5) = the group of the unique 12 x 12 Hadamard 
matrix = Al,, , G(11) = the group of 
( 
I+ &I I + &I 
I - &I --I + s,, ) 
and G(23) = the group of 
( 
I+ &a It- s23 
I - s23 --I+ s,, ) * 
Proof. From the weight distribution table for C(5), we see that A,, = 24. 
From the weight distribution of C(l l), we see that A,, = 48. It is also so 
[4] that, for C(23), A,, = 96. Corollary 4.5 then implies that G(5) = 4(5), 
G(ll) = G&l), and G(23) = G,(23). 
The fact that the group of the 12 x 12 Hadamard matrix is A4,, is in [6]. 
The fact that the group of the Golay (12, 6) code is M,, is in [l]. 
REMARK 4.6. Let A4 = (f j) where &A = AS, . Then A4 is in G$(q) 
(i = 1, 3). 
Proof. Let L = M-l and note that LH,(q)M = Hi(q) (i = 1, 3). 
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REMARK 4.7. Let M = (f -i) where S,B = -BS, . Then A4 is in 
Gi(q) (i = 1, 3). 
Proof. If q = l(4), let L = (-&I -,“-I) and note that LH,(q)M = H,(q). 
If q = 3(4), let L’ = G-1 t-‘) and note that L’H,(q)M = H,(q). 
THEOREM 4.3. There exists a subgroup P of G,(q) (i = 1, 3) such that 
P/{I, -I> is isomorphic to PGL,(q). Further, P contains a subgroup R such 
that R/{I, -I} is isomorphic to PSL,(q). 
Proof. G,(q) has previously been studied [ll]. 
Let P be as constructed in Lemma 4.5. We know that P/{I, -I} is 
isomorphic to PGL2(q). The fact that P is contained in Gi(q) (i = 1, 3) 
follows from Remarks 4.6 and 4.7. Let R be as defined in Lemma 4.3. 
As in Theorem 4.1, we know that R is a subgroup of P and is isomorphic to 
pfwqm -I>* 
COROLLARY 4.7. Consider 2, as described in Corollary 2.3. lfq = l(4), 
then RZ, is contained in G,(q) where R and Z, commute elementwise and 
R n Z, = {I, -I}. 
Proof. We know by Theorem 4.3 that R is contained in G,(q). Since 
(-; 3 H,(q)(-0, @ = H,(q) and (-t 3 is the generator of Z, , we know 
that Z, is contained in G,(q). The proof that R and Z, commute element- 
wise and R n Z, = {I, -I} is as in the proof of Corollary 4.2. 
COROLLARY 4.8. Consider Z, as described in Corollary 2.3. Ifq = 3(4), 
then R x Z, is contained in G,(q). 
Proof. We know by Theorem 4.3 that R is contained in G,(q). Since 
(i ,-“I> H,(q) (“, @ = H,(q), Z, is contained in G,(q). The proof that RZ, 
is a direct product is as in the proof of Corollary 4.3. 
Note that Remarks 4.1 through 4.7, Lemmas 4.2 through 4.5, and 
Corollaries 4.1, 4.7, and 4.8 hold for q a power of an odd prime without 
the restriction that q be equivalent to -1 modulo 3. Hence Theorem 4.3 
also holds for Hadamard matrices of the form 
( 
I+ sq -Ii-S, 
-z+s* -z-s* 1 for q=1(4) 
or 
( 
If& I + s, 
I-S, -I+& 1 
for q = 3(4) 
where q is a power of an odd prime. 
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Note also that Theorem 4.3 together with Corollary 4.4 imply Theorem 
4.1. We proved Theorem 4.1 separately since our main concern in this 
paper is with symmetry codes. 
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