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La suite de Thue-Morse et la cate´gorie Rec
Roland Bacher
Re´sume´:
Cette note introduit la cate´gorie Rec(K) des matrices a` re´currence sur
un corps K. Ceci permet de calculer certains de´terminants relie´s a` la suite
de Thue-Morse.
Abstract: The Thue-Morse sequence and the category Rec. We
define the category Rec(K) of recurrence matrices over a field K and use it
for calculating determinants of Hankel matrices related to the Thue-Morse
sequence.
1 Introduction
La fonction de (Prouhet-)Thue-Morse τ : N −→ N compte la somme des
chiffres τ(
∑l
j=0 ǫj2
j) =
∑l
j=0 ǫj d’un entier binaire
∑l
j=0 ǫj2
j ∈ N (avec
ǫ0, . . . , ǫl ∈ {0, 1}). Pour n ≥ 1, soit H(n) la matrice de Hankel d’ordre
n avec coefficients complexes hs,t = i
τ(s+t) ∈ {±1,±i}, 0 ≤ s, t < n, as-
socie´s a` la se´rie ge´ne´ratrice
∏∞
k=0(1 + ix
2k) =
∑∞
n=0 i
τ(n)xn. Soit encore
f : {1, 2, . . . } −→ {±1} la fonction du pliage re´gulier de´finie re´cursivement
par f(2n) = 1, n ∈ N et f(2n+a) = −f(2n−a) pour tout a tel que 1 ≤ a < 2n
(voir [1] pour plus d’informations sur Thue-Morse et le pliage re´gulier, voir
[2] pour des re´sultats apparente´s).
The´ore`me 1.1. On a l’e´galite´ det(H(n + 1)) =
∏n
k=1(1 + i f(k)) ∈ Z[i]
pour tout n ∈ N .
La preuve, qui consiste a` calculer la de´composition LU de H(2n), fait
intervenir une curieuse alge`bre lie´e aux suites automatiques, aux automates
finis et aux groupes correspondants.
On pourrait en fait montrer le de´veloppement en fraction continue de
type Jacobi
∞∏
k=0
(1 + ix2
k
) =
1
1− u0x− v1x2
1
1−u1x−v2x2
1
1−...
avec un = (−1)
n i, n ≥ 0 et ou` la suite v1, v2, . . . est de´finie par v1 =
1+ i, v2 = 1, v3 = −i, v4 = i, v5 = 1, v6 = −i, v7 = 1 et pour vn, n = 2
l+a ≥
1
8, 0 ≤ a < 2l, l ≥ 3 re´cursivement par vn = i si a ∈ {0, 2
l−1 + 1 = n+23 },
vn = 1 si a ∈ {1, 2
l−1 = n3} et vn = va autrement.
Des re´sultats similaires existent e´galement pour les suites β1, β2, β2, . . .
et γ2, γ3, γ4, . . . a` valeurs dans {0,±1,±i,±1± i} de´finies par
∑∞
n=0 βnx
n =
(1−x)
i−1
∏∞
k=0(1+ix
2k ) et
∑∞
n=0 γnx
n = (1−x
2)
i−1
∏∞
k=0(1+ix
2k). Les de´terminants
des matrices de Hankel associe´es ne prennent que les valeurs ±1,±i.
2 Les cate´gories KM et Rec(K)
Pour deux entiers naturels p, q ∈ N donne´s, Mp×q de´signe l’ensemble des
paires de mots (U,W ) de meˆme longueur l = l(U) = l(W ) avec U ∈
{0, . . . p−1}l, W ∈ {0, . . . , q−1}l. L’ensembleMp×q est donc simplement le
mono¨ıde libre engendre´ par les pq paires de mots (s, t), 0 ≤ s < p, 0 ≤ t < q
de longueur 1 pour la loi de composition (U,W )(U ′,W ′) = (UU ′,WW ′).
Dore´navant, Mlp×q de´signe les paires de mots de longueur l dans Mp×q.
Pour K un corps commutatif, fixe´ dans la suite, une fonction A ∈ KMp×q
de Mp×q dans K de´finit une suite de matrices de tailles p
l × ql, l ∈ N, car
on peut interpre´ter les valeurs prises par A sur l’ensemble finiMlp×q comme
coefficients d’une matrice de taille pl× ql dont les indices parcourentMlp×q.
Ceci sugge`re de de´finir le produit matriciel A·B ∈ KMp×q de A ∈ KMp×r
et B ∈ KMr×q de la manie`re usuelle en posant
(A ·B)[U,W ] =
∑
V ∈{0,...,r−1}l
A[U, V ]B[V,W ]
pour l’e´valuation de A ·B en (U,W ) ∈ Mlp×q.
Dans la suite, KM de´signe la cate´gorie dont chaque objet est un espace
vectoriel KMq×1 et s’identifie a` l’ensembleKMq des fonctions sur le mono¨ıde
libre Mq = {0, . . . , q − 1} a` q ge´ne´rateurs. Les morphismes de K
Mq×1 vers
KMp×1 sont les e´le´ments de l’espace vectoriel KMp×q .
Un e´le´ment (S, T ) ∈ Mp×q de´termine une application line´aire ρ(S, T ) ∈
End(KMp×q ) en faisant correspondre a` A ∈ KMp×q la fonction ρ(S, T )A
donne´e par (ρ(S, T )A)[U,W ] = A[US,WT ]. Le petit calcul
ρ(S, T )
(
ρ(S′, T ′)A
)
[U,W ] = ρ(S′, T ′)A[US,WT ]
= A[USS′, TT ′] = ρ(SS′, TT ′)A[U,W ]
montre qu’on obtient un morphisme de mono¨ıdes ρ :Mp×q −→ End(K
Mp×q )
d’image le mono¨ıde de de´calage ρ(Mp×q).
De´finition 2.1. Un sous-espace A ⊂ KMp×q est re´cursivement clos s’il
est invariant par ρ(Mp×q). La cloˆture re´cursive A
rec
d’un e´le´ment A ∈
KMp×q est le plus petit sous-espace re´cursivement clos contenant A. De
manie`re e´quivalente, A
rec
est e´galement le sous-espace engendre´ par l’orbite
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ρ(Mp×q)A de A. La complexite´ de A est la cardinalite´ a = dim(A
rec
) ∈
N ∪ {∞} d’une base de A
rec
. Un e´le´ment A ∈ KMp×q de complexite´ finie
dim(A
rec
) <∞ est une matrice a` re´currence.
On ve´rifie facilement que l’ensemble
Recp×q(K) = {A ∈ K
Mp×q | dim(A
rec
) <∞}
des matrices a` re´currence est un espace vectoriel re´cursivement clos.
Proposition 2.2. Le produit A · B de deux matrices a re´currence A ∈
Recp×r(K), B ∈ Recr×q(K) est une matrice a` re´currence.
Preuve: On choisit des ge´ne´rateurs A1, . . . , Aa et B1, . . . , Bb de A
rec
et
B
rec
. L’identite´
(Ai · Bj)[Us,Wt] =
r−1∑
v=0
(
(ρ(s, v)Ai) · (ρ(v, t)Bj)
)
[U,W ],
(U, V ) ∈ Mp×q, (s, t) ∈ M
1
p×q, montre que l’espace vectoriel engendre´ par
les ab produits Ai ·Bj, 1 ≤ i ≤ a, 1 ≤ j ≤ b, est re´cursivement clos. ✷
De´finition 2.3. La cate´gorie Rec(K) des matrices a` re´currence est la sous-
cate´gorie de KM n’ayant que des fle`ches dans Recp×q(K). Les objets de
Rec(K) sont les espaces Recq×1(K) des vecteurs a` re´currence.
Remarque 2.4. L’espace vectoriel Recp×q(K) est un anneau pour le produit
fonctionnel AB[U,W ] = A[U,W ] B[U,W ] car le plongement “diagonal” de
KMp×q dans KMpq×pq pre´serve la complexite´.
L’espace Recp×q(K) est aussi un anneau (non-commutatif si pq > 1)
pour le produit de convolution
(A ∗B)[U,W ] =
∑
(U,W )=(U1,W1)(U2,W2)
A[U1,W1]B[U2,W2]
obtenu en identifiant KMp×q ∼ KM(pq) avec l’anneau des se´ries formelles
en pq variables non-commutatives (ceci re´sulte de l’identite´ ρ(s, t)(A ∗B) =
(ρ(s, t)A)(B[∅, ∅]) +A ∗ (ρ(s, t)B) pour (s, t) ∈M1p×q).
Un sous-espaceA ⊂ Recp×q(K) re´cursivement clos est comple`tement car-
acte´rise´ par l’action de ρ(Mp×q) surA et par les e´valuations A 7−→ A[∅, ∅] en
(∅, ∅) ∈ M0p×q pourA ∈ A. Une matrice a` re´currence A de complexite´ a peut
donc se de´crire a` l’aide de a valeurs initiales (A1[∅, ∅], . . . , Aa[∅, ∅]) ∈ K
a
(pour A1 = A, . . . , Aa ∈ Recp×q(K) une base de A
rec
) et de pq matri-
ces de de´calage (abusivement note´es) ρ(s, t) ∈ End(⊕ah=1KAh) de´finies par
ρ(s, t)Aj =
∑a
k=1 ρ(s, t)k,jAk et de´crivant l’action du mono¨ıde de de´calage
par rapport a` la base A1, . . . , Aa de A
rec
. Par dualite´, une telle pre´sentation
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minimale permet de calculer une e´valuation A[U,W ] deA = A1 ∈ Recp×q(K)
en utilisant la formule

A1[s1 . . . sn, t1 . . . tn]
...
Aa[s1 . . . sn, t1 . . . tn]

 = ρ(sn, tn)t · · · ρ(s1, t1)t


A1[∅, ∅]
...
Aa[∅, ∅]

 .
Soit A[M≤np×q] ∈ K
M≤np×q la restriction de A ∈ KMp×q a` l’ensemble fini
M≤np×q des mots de longueur au plus n dans Mp×q. Pour A ⊂ K
Mp×q
un espace vectoriel, la notation A[M≤np×q] ⊂ K
Mp×q de´signe le sous-espace
vectoriel e´vident obtenu par la projection A 7−→ A[M≤np×q].
De´finition 2.5. Le niveau de saturation d’un espace vectoriel A est le plus
petit e´le´ment N ∈ N ∪ ∞ tel que la projection naturelle A[M≤N+1p×q ] −→
A[M≤Np×q] est un isomorphisme.
Proposition 2.6. Soit A ⊂ Recp×q(K) un espace vectoriel re´cursivement
clos de niveau de saturation fini N <∞. Alors A et A[M≤Np×q] sont isomor-
phes.
Ide´e de la preuve Notant Kl ⊂ A le noyau de la projection e´vidente
A −→ A[M≤lp×q], on a l’e´galite´ KN = KN+1 qui implique Kn = KN = {0}
pour tout n ≥ N . ✷
La proposition 2.6 permet de construire des pre´sentations minimales de
A+B et A ·B pour A,B des matrices a` re´currence convenables (donne´es par
des pre´sentations minimales) en utilisant un nombre fini d’ope´rations dans
des espaces vectoriels de dimensions finies. Plus pre´cise´ment, e´tant donne´es
des bases A1 = A, . . . , Aa et B1 = B, . . . , Bb de A
rec
et B
rec
, le calcul du
niveau de saturation de C =
∑
KAi+
∑
KBj permet de de´terminer le sous-
espace A1 +B1
rec
⊂ C et d’en donner une base. Pour le produit, on proce`de
similairement avec A1 · B1
rec
⊂
∑
KAi ·Bj .
Remarque 2.7. L’alge`bre Recp×p(K) contient des e´le´ments inversibles (pour
le produit matriciel) dans KMp×p mais sans inverse dans Recp×p(K). Un
exemple est la matrice a` re´currence diagonale de´finie par A[U,W ] = 1 + n
si U = W = s1 . . . sn, n ∈ N, et A[U,W ] = 0 sinon.
3 Ide´e de la preuve du the´ore`me 1.1
On exhibe des e´le´ments L,U ∈ Rec2×2 (ou` L[M
l
2×2], U [M
l
2×2] sont respec-
tivement une matrice triangulaire unipotente infe´rieure et une matrice tri-
angulaire supe´rieure) tels que le produit H = L · U ∈ Rec2×2 est donne´
par H[s1 . . . sn, t1 . . . tn] =
∏n
j=1 i
sj+tj pour s1 . . . sn, t1 . . . tn ∈ {0, 1}
n. Une
inspection des “coefficients diagonaux” de U termine alors la preuve. (Pour
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le de´veloppement en fraction continue de Jacobi, on proce`de similairement
en calculant la matrice de Stieltjes associe´e).
Plus pre´cise´ment, on montre que la matrice H ci-dessus admet la pre´sen-
tation minimale H1 = H,H2 avec valeurs initiales H1[∅, ∅] = 1,H2[∅, ∅] = i
et matrices de de´calage
ρ(0, 0) =
(
1 i
0 0
)
, ρ(0, 1) = ρ(1, 0) =
(
0 −i
1 1 + i
)
, ρ(1, 1) =
(
i i
0 0
)
.
Similairement, L peut se de´crire par rapport a` la base L1 = L,L2, L3, L4
par la pre´sentation minimale avec valeurs initiales (L1, . . . , L4)[∅, ∅] = (1, i, 1, 0)
et les matrices de de´calage
ρ(0, 0) =


1 i 1 0
0 0 0 0
0 0 0 0
0 0 0 0

 , ρ(0, 1) =


0 0 0 0
0 0 0 0
0 0 0 0
0 1 0 1

 ,
ρ(1, 0) =


0 −i −1 + i −i
1 1 + i −i 1
0 0 0 0
0 0 0 0

 , ρ(1, 1) =


0 0 0 0
0 0 0 0
1 1 + i 1 i
0 i 0 i

 .
La matrice a` re´currence U est le produit matriciel U = D·Lt avec Lt[V,W ] =
L[W,V ] et D ∈ Rec2×2(C) diagonal. Une pre´sentation minimale de D est
donne´e parD1 = D,D2,D3, (D1,D2,D3)[∅, ∅] = (1, 1+i, 1+i) et les matrices
de de´calage
ρ(0, 0) =

 1 0 00 0 0
0 1 1

 , ρ(0, 1) = ρ(1, 0) =

 0 0 00 0 0
0 0 0

 ,
ρ(1, 1) =

 0 2 01 1 1
0 −2 0

 .
Une inspection des coefficients de D termine la preuve.
Remarque 3.1. Le re´sultat du the´ore`me 1.1 semble e´galement vrai pour
les se´ries ge´ne´ratrices
∏∞
k=0(1 + σk ix
2k) avec σ0, σ1, · · · ∈ {±1} arbitraires
en remplac¸ant la suite du pliage re´gulier par la suite d’un pliage ge´ne´ralise´
de´finie par f(2k) = σk+1 et f(2
k + a) = −f(2k − a), 1 ≤ a < 2k.
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