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In this paper we show how several fields of Advanced Computing (Pattern Recognition, 
Neural Networks and Machine Learning) are powerful tools for the analysis and 
manipulation of High Resolution Transmission Electron Microscopy images. 
A specific task has been designed for the determination of thickness and defocus from  
High Resolution Transmission Electron Microscopy images generated by EMS computer 
simulation software. The images correspond to GaN with wurtzite crystalline structure 
and were simulated with the incident electron beam along [1120]. The images were 
analyzed, both in spatial and frequency domains, applying different data preprocessing, 
modelisation strategies (including neural networks) and model selection techniques to 
design different sub-optimal models. Finally, robust estimation of generalization error has 
been estimated for each model using cross-validation techniques. 
 
 
1. INTRODUCTION 
Computer-based image analysis is becoming increasingly important in the derivation 
of quantitative data from atomic resolution images. Images of the atomic configuration in 
crystals can be obtained using High Resolution Transmission Electron Microscopy 
(HRTEM). However, HRTEM images cannot, in general, be intuitively interpreted. Visual 
inspection is usually fast and fault-tolerant, but it is also highly subjective and inaccurate. 
The dynamical theory of electron diffraction and the image formation theory are well 
understood to assure high-precision computer simulations. Since experimental images 
are available in digital form using CCD-cameras or scanners for negatives, it is possible 
to apply Pattern Recognition techniques
1,2 to HRTEM image interpretation.
3,4,5. 
There is a great number of parameters that affect the HRTEM image generated by a 
computer simulation, crystal structure, sample thickness, defocus value, incident beam 
direction, incident beam energy, crystal tilt, etc. A specific task has been designed for the 
determination of thickness and defocus from HRTEM images.  
2. IMAGE PREPROCESSING 
The HRTEM image simulations were performed for Gallium Nitride. This material 
crystallizes in the wurtzite structure, thermodynamically more stable, whose anions (N
3-) 
form a hexagonal close packed lattice in which the cations (Ga
3+) occupy half of the 
tetrahedral sites. A set of 3000 images (see Fig. 1) has been simulated using the EMS
6 
Software Package corresponding to 30 different thickness values (from 1.5 nm to 45 nm, 
linearly spaced) and 100 different objective lens defocus values (from 0 to 99 nm). The 
image calculations have been carried out using the Bloch waves approach. The Bloch 
waves were generated including 250 electron beams. The imaging parameters were: 
accelerating voltage 200 kV, absorption coefficient 0.05, objective lens aperture diameter 
11 nm
-1, no aperture shift and objective spherical aberration coefficient, Cs=0.7 mm. The 
spread of defocus taken into account was of 10 nm and an electron beam semi-
convergence of 1.2 mrad was included. All the images were simulated with the electron 
beam parallel to the [1120] zone axis. 
       
FIGURE 1 
Some examples of the images used in the experiments at different thickness (Da=Db=6 
nm, Dc=Dd=41 nm)  and defocus values ( da=dc=5nm, db=dd=95 nm) 
 
2.1. Feature extraction  
 It is well known in the Pattern Recognition field that if the number of features is too 
large relative to the number of training samples, the generalization ability of any system 
is poor (curse of dimensionality). Feature extraction starts from raw data (images) to 
construct a more compact representation in which the relevant information is retained. 
Linear transforms such as principal component analysis, factor analysis, linear 
discriminant analysis, independent component analysis and projection pursuit have been 
widely used for dimensionality reduction
7. The Principal Component Analysis (PCA) or 
Karhunen-Loève expansion
8 is the optimal linear transform in a mean-squared sense, 
and it is, therefore, frequently applied to reduce the dimensionality of feature space. PCA 
has three effects: it determines those directions along which the scatter of the input cloud 
(a)    (c)    (b)    (d)   is greatest, it orthogonalizes the components of the input vectors and it orders the 
resulting components so that those with the largest variation come first. In order to apply 
PCA, we first normalized data to have zero mean and unit variance.  
An alternative to linear transforms to reduce the dimensionality of feature space is the 
use of Fourier-based transforms
9 where frequency information becomes clear. This is 
very advantageous, especially when periodic patterns appear in the input images, as it is 
the case. The Fourier transform decomposes a signal into a sum of 'sines' and 'cosines' 
of various frequencies. Transformed values give the strengths of various frequency 
components present in input. Fourier transforms have extensively been used in image 
processing, including analysis, enhancement, restoration and compression applications. 
Unlike the Fourier transform, the Cosine transform is real-valued and provides a 
better approximation of a 2D signal with fewer coefficients. Although in general its 
coefficients do not provide exact spectral representation, the information embedded 
within them is sufficient for many applications (such as JPEG and MPEG standards).  
The Discrete Fourier Transform(DFT) and the Discrete Cosine Transform(DCT), are 
defined respectively, for an N x M image f(x,y), by: 
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In order to reduce the dimensionality, only a few coefficients should be retained. 
Among the different criteria that may be used, it is usual to consider the minimization of 
the reconstruction error for the different selection schemes. For PCA transform, the first 
coefficients corresponding to the highest eigenvalues are known to guarantee a minimal 
mean squared reconstruction error
8. The total error is thus equal to the sum of the 
eigenvalues of the discarded components. DCT and DFT minimal reconstruction error is 
obtained selecting those components with a greater magnitude of their variances
10. The 
total mean-square reconstruction error is thus related to the average of the variances of 
the discarded transform components. 
3. IMAGE ANALYSIS 
Once the images have been generated, and the feature space has a low dimension, 
we should obtain a multiple regression model f:R
nﬁR for each desired output parameter. 3.1. Linear models 
Linear regression is by far the most widely used modeling method. Multiple Linear 
Regression (MLR) attempts to model the relationship between two or more variables (Xi) 
and a response variable (Y) by fitting a linear equation  
Y = b0 + b1·X1 + b2·X2  + ... + bn·Xn+ e 
where e, the residual term, suggests that the relationship is not perfect, and it is 
considered to be normally distributed. The well-known method of least-squares using 
singular value decomposition has been used to estimate the values of the parameters.    
3.2. Neural Networks 
If the linear model is incorrect, the MLR model may not be the best fit available. In 
such cases, a nonlinear regression method like neural networks (NN) may provide a 
better analysis. The most widely used NN model is known as multilayer perceptron (or 
feedforward neural network). It models the relationship between X and Y in the form 
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Neural networks, where g(x)=x and f(x)=tanh(x), are proved to be universal 
approximators, given that sufficient number of hidden units (M value in the formula) are 
considered. Such networks can, therefore, approximate arbitrarily well any general 
function, which makes them highly interesting for regression purposes. There are many 
algorithms
11 for training feedforward neural networks: back-propagation, conjugate 
gradients, quasi-Newton, Levenberg-Marquardt and others. The Levenberg-Marquardt 
algorithm seems to be the fastest method for moderate-sized networks. It updates 
network weights following the iterative procedure: 
w t+1 = wt - [ J
T ￿ J + m ￿ I ]
-1  ￿ J
T ￿ e 
where wt are the weights at iteration t, J is the Jacobian matrix, J
T is the transpose of 
J, e is the vector of network errors, I is the identity matrix, and m is a parameter whose 
value is decreased after each successful iteration and increased otherwise. 
 
3.3. Error estimation 
There are a number of methods to estimate the generalization performance of a 
model (hold-out, cross-validation, leave-one-out, penalization strategies, ...). In order to 
estimate the error produced by different models, we adopt the procedure of cross-validation
12. We divide available data into S distinct groups. Then, we estimate the 
parameters of each model using S-1 of the groups and test its performance using the 
remaining one. This process is repeated S times, and the results averaged over all S 
runs. Such a procedure uses a high proportion of available data to estimate model 
parameters, while also making use of all data points in the estimation of error
11. 
 
4. EXPERIMENTAL RESULTS 
The experimental setup may be outlined as follows. 3000 images (30 thickness 
values x 100 defocus values) of GaN with wurtzite crystalline structure were generated 
using EMS software package. Each image consisted of 128x128 gray values in the 
interval [0,255]. In order to avoid dependencies of brightness, all inputs were normalized 
to the interval [0,1]. Thickness and defocus output values were also normalized to the 
same interval. Three different feature extraction (PCA, DCT and DFT) and two different 
models(MLR and NN) were applied. MLR parameters were estimated using least-square 
method and singular value decomposition. NN were trained applying 150 iterations of the 
Levenberg-Marquardt algorithm. Local minima appearance has been taken into account 
considering 5 different random initial weight values and keeping only the best 
initialization after 25 iterations. This model was further trained with 125 additional 
iterations. Finally, 10-Cross validation was used to estimate the generalization error. 
4.1. Determination of the optimal number of coefficients 
For each of the transform domain methods (PCA, DCT, DFT) and each modeling 
technique (MLR, NN), we studied the effect of the number of coefficients used.  
From Fig. 2 it is clear that most of the algorithms reach maximum performance with 
only a limited number of coefficients. In fact, the performance of the methods decreases 
as more coefficients are considered. This is due to the fact that feature extraction was 
tuned to transmit the most energy in the first few components; the lower energy 
components only correspond to minor changes in a particular image and are not 
appropriate for regression purposes.   
FIGURE 2 
Thickness and defocus error for Multiple Linear Regression(MLR) and 3-hidden units 
Neural Networks(NN) using different feature extraction algorithms(PCA, DCT and FFT) 
 
It is interesting to note from Fig. 2 that performance was one order of magnitude 
worse for MLR than for NN models, which clearly demonstrates that Linear models 
should definitely not be used for this kind of problems. It is also evident from the figures, 
that thickness determination is a much easier task than defocus estimation, as shown by 
the magnitude of errors in both experiments. Finally, let us note that feature extraction in 
the spatial domain(PCA) is better suited for thickness determination, while frequency 
domain (DCT, DFT) is especially interesting for the determination of defocus parameter.  
 
4.2. Influence of the number of hidden neurons 
Given that NN models show better performance than linear ones, our next experiment 
was devoted to the determination of the optimum number of hidden neurons. NN models 
having respectively from 1 to 10 hidden units were trained, keeping fixed the number of 
parameters, which was chosen to be 50. 
    Number of hidden units 
    1  2  3  4  5  6  7  8  9  10 
  PCA  0.52  0.19  0.08  0.16  0.12  0.19  0.20  0.11  0.19  0.21 
Thickness  DCT  0.58  0.27  0.19  0.12  0.11  0.08  0.07  0.04  0.05  0.11 
  DFT  0.78  0.48  0.46  0.412  0.37  0.35  0.30  0.31  0.32  0.35 
  PCA  5.32  2.72  2.91  5.04  2.59  3.39  3.33  3.47  2.15  3.77 
Defocus  DCT  5.69  4.24  3.58  1.09  0.79  0.38  0.28  0.25  0.17  0.34 
  DFT  5.50  2.02  1.09  1.83  0.55  2.36  2.66  0.71  1.85  3.12 
TABLE 1 
Expected error (in nm) for thickness and defocus determination in clean images using 
NN and different hidden units number with 50 coefficients of PCA, DCT and FFT The results (see Table 1) show that networks with a number of hidden neurons 
around 8 got the lowest estimated error (0.04 nm for thickness and 0.17 for defocus), 
being the DCT the best choice for dimensionality reduction in both problems.  
4.3. Influence of noise 
The last experiment was to evaluate the performance of the method when the 
networks were tested under noisy conditions (see Fig. 3). This was accomplished by 
testing the procedure with images strongly corrupted by gaussian noise (m = 0, s = 0.1) 
       
FIGURE 3 
Some examples of noisy images used in the experiments (thickness and defocus values 
are the same as in Fig. 1) 
 
We performed the same experiment as in the previous section. Introducing noise did 
increase the expected error rate, as expected. Anyway, it allowed us to evaluate the 
robustness of the proposed method under conditions which we expect to resemble those 
of experimental images. Introducing noise in the training set has also the advantage that 
it immunizes the NN from over-sensitivity to “exact” inputs generated by EMS software.  
    Number of hidden units 
    1  2  3  4  5  6  7  8  9  10 
  PCA  4.05  2.89  2.48  1.85  1.73  1.55  1.48  1.63  1.31  1.48 
Thickness  DCT  3.42  2.26  1.90  1.44  1.11  1.12  0.88  0.87  0.86  0.90 
  DFT  5.06  3.89  3.77  3.47  3.38  3.64  3.07  2.93  3.05  3.19 
  PCA  10.66  7.54  6.39  6.09  5.88  5.08  4.40  4.84  4.22  4.34 
Defocus  DCT  9.68  6.82  5.21  4.81  4.02  3.60  3.68  3.41  3.21  3.87 
  DFT  9.28  8.79  8.17  8.59  7.65  8.75  8.66  7.73  7.66  8.15 
TABLE 2 
Expected error (in nm) for thickness and defocus in noise-corrupted images (s = 0.1) 
using NN and different hidden units number with 50 coefficients of PCA, DCT and FFT 
As we can see from Table 2, the expected error on heavily corrupted images has 
been estimated as 0.86 nm for thickness determination and as 3.21 nm. for the defocus 
parameter. This represents a reasonable degradation in the results given the strong 
degree of noise introduced in the original images, supporting the assumption that the 
method exhibits low sensitivity to noisy data in general.  
(a)    (c)    (b)    (d)   5. CONCLUSIONS 
In this paper, a novel approach to thickness and defocus determination from HRTEM 
images based on Pattern Recognition techniques is introduced. Several dimensionality 
procedures have been tested, and the Cosine transform has been shown to be very 
useful for the approach. Neural networks have shown a much better performance than 
linear models. The accuracy was found very good for clean images (0.04 nm of error for 
thickness and 0.17 nm for defocus determination) and remarkable for noisy images (0.86 
nm of error for thickness and 3.21 nm for defocus determination). The method is found to 
be robust, particularly with respect to added gaussian noise conditions.  
Major problems remain to be solved, like the accurate determination of microscope 
parameters or the contrast misfit between simulated and experimental images. Current 
work focuses on expanding the method to include estimation of more complex 
deformation parameters, as well as to contrast results for experimental images. 
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