Abstract. We prove some differential equations for the Riemann theta function associated to the Jacobian of a Riemann surface. The proof is based on some variants of a formula by Fay for the theta function, which are motivated by their analogues in Arakelov theory of Riemann surfaces. Moreover, we give a generalization of Rosenhain's formula to hyperelliptic Riemann surfaces as conjectured by Guàrdia.
Introduction
The Riemann θ-function in dimension g ≥ 1 is given by θ α 1 α 2 (z) = 
Z g is called a theta characteristic, z ∈ C g and τ ∈ H g is a complex symmetric g × g matrix with positive definite imaginary part. This function satisfies many differential equations, but in general for g ≥ 4, these equations are not known explicitly. Fay [Fay73] studied the more special case, where τ is the period matrix of a Riemann surface. In particular, he obtained his famous trisecant identity, which can be applied to find solutions of certain differential equations as in [Mum84, IIIb. §4] . Building on Fay's studies, we will derive some differential equations for the Riemann θ-function associated to Riemann surfaces.
To give the precise statement, let X be a compact and connected Riemann surface of genus g ≥ 1 and τ its period matrix. Let us write shortly θ(z) = θ[0](z) and θ j = ∂θ/∂z j and θ jk = ∂ 2 θ/(∂z j ∂z k ) for the partial derivatives of θ. Further, we define as in [Guà99] J(w 1 , . . . , w g ) = det(θ j (w k )), w 1 , . . . , w g ∈ C g and as in [dJo08] η = det θ jk θ j θ k 0 .
We canonical identify Pic g−1 (X) ∼ = C g /(Z g + τ Z g ).
Theorem 1.1. Let X be a compact and connected Riemann surface of genus g ≥ 1 and p 1 , . . . , p g , q ∈ X arbitrary points on X. We denote the degree (g − 1) divisor D = g j=1 p j − q and the effective degree (g − 1) divisors D k = g j=1 p j − p k for 1 ≤ k ≤ g. Then the following equations hold (i)
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(ii)
We will prove the theorem in Section 2 by comparing two derived variants of a formula by Fay on θ, the Schottky-Klein prime form E(·, ·) and the Brill-Noether matrix. The most difficult problem is to connect the determinant of the BrillNoether matrix to the determinants J and η. Especially for η this involves ambitious combinatorics. The proof of the theorem is motivated by analogue formulas in Arakelov theory on the normed versions θ , J and η of θ, J and η. We will discuss them in Section 3.
Further, we will prove an equation for θ associated to any hyperelliptic Riemann surface, which was conjectured by Guardia in [Gua02, Conjecture 14.1] generalizing the Jacobi identity and Rosenhain's formula [Ros51] to higher genus. Let X be a hyperelliptic Riemann surface of genus g ≥ 1 and fix an ordering of its Weierstraß points W 1 , . . . , W 2g+2 . Choose the standard basis for H 1 (X, Z) and a normalized basis of H 0 (X, Ω X ) as in [Mum84, Chapter IIIa, Section 5]. Let τ be the associated period matrix. We define the following theta characteristics as in [Mum84, Section IIIa, Definition 5.7]
where the non-zero entry in the top row occurs in the k-th position. For a subset S ⊆ {1, . . . , 2g + 2} we set η S = k∈S\{2g+2} η k (mod 1). Let U = {1, 3, . . . , 2g + 1} and write • for the symmetric difference. For any permutation σ ∈ Sym(2g + 2) we define the sets T σ = {σ(1), . . . , σ(g)} and T σ,k = T σ • {σ(k)} • U and we associate a system of theta characteristics {η Theorem 1.2. Let X be any hyperelliptic Riemann surface of genus g ≥ 1, τ its period matrix associated as above and σ ∈ Sym(2g + 2) any permutation. Then it holds
The sign depends on the permutation σ, since the determinant is alternating, and on the representation of η
. For g = 1 the theorem gives the well-known Jacobi identity and for g = 2 we obtain Rosenhain's formula. De Jong has proved an average version of this formula in [dJo07, Section 9] and an absolute value version was found in [Wil17, Theorem 4.13]. We will deduce the formula in the theorem from the absolute value version by the maximum principle of holomorphic functions and a result by Igusa about the expansions of theta functions.
Variations of Fay's formula
In this section we prove Theorem 1.1. Let X be a compact and connected Riemann surface of genus g ≥ 1 and A 1 , . . . , A g , B 1 , . . . , B g ∈ H 1 (X, Z) a basis of homology, such that for all j, k we have (A j , A k ) = (B j , B k ) = 0 and (A j , B k ) = δ jk for the intersection pairings. Further, let v 1 , . . . , v g ∈ H 0 (X, Ω 1 X ) be a basis of one forms such that A k v j = δ jk and write v = t (v 1 , . . . , v g ) for the vector of them. The period matrix τ = τ X of X is given by τ jk = B k v j . As in the introduction we associate to τ and a theta characteristic
We shortly write θ(z) = θ[0](z) and θ j = ∂θ/∂z j and
) be the Jacobian of X. There is an isomorphism
which sends the divisor Θ ⊆ Pic g−1 (X) of effective line bundles of degree g−1 to the zero divisor of θ, see for example [Mum83, Corollary II.3.6]. We sloppy write
For an odd and non-singular theta characteristic α ∈ 1 2 Z 2g and x ∈ X we define the half-order differential
Then the Schottky-Klein prime-form is defined by
for any x, y ∈ X. It satisfies E(x, y) = −E(y, x). Moreover, it has a simple zero on the diagonal in X × X and it is non-zero for x = y. Further, we define for x ∈ X σ(x) = exp
This was proved by Fay in [Fay73, Corollary 2.17]. We will give two alternative equations for the invariant c(X) by differentiating the theta function. For this purpose, we define as in the introduction
Proposition 2.1. The following equation holds
Proof. The proof is motivated by Guàrdia's proof of the analogue result in Arakelov theory in [Guà99] , see also (3.1). For any 1 ≤ k ≤ g let t k : U k → C be a local coordinate with p k ∈ U k ⊆ X, such that v j = f jk dt for some functions f jk on U k . By the chain rule we obtain
The derivative of the prime form can be directly computed to be
Putting these equations together, we obtain
Applying this to Fay's identity (2.2) and taking the product over all k gives
Thus, we can rewrite the left hand side by
Therefore, we conclude
. Now, the proposition follows by combining this formula with Fay's identity (2.2).
Further, for z ∈ C g we denote as in the introduction
Then we obtain another description of Fay's invariant c(X).
Proposition 2.2. The following equation holds
Proof.
The proof is similar to the proof of Proposition 2.1, but more involved. By symmetry, we may assume l = g. We again choose a local coordinate t : U → C with p 1 ∈ U ⊆ X, such that v j = f j dt for some functions f j on U . The Wronskian determinant is locally given by 
Applying this to Fay's identity (2.2) we obtain
Note that θ(gp 1 − q) vanishes of order g at p 1 as a function in q. By L'Hôpital's rule and (2.3) we deduce
Proof. The idea of the proof is based on [dJo10, Section 5]. Let us first shorten notations by setting
2 is given by the determinant of the following symmetric 
Then we have g!·F (p 1 ) = h −1,g dt ⊗g and h m,n = 0 for all n if m ≥ 0 and |m| ≤ g −1, since the involved theta function is constantly zero as a function in (q 1 , . . . , q s ) in these cases. By Faà di Bruno's formula we can explicitly write
where the last sum runs over |l| positive integers r 1 , . . . , r |l| which sums to r 1 + · · · + r l1 = n 1 , r l1+1 + · · · + r l1+l2 = n 2 and so on. Further, m l should be read as s j=1 m lj j . Considering h m,n as a multi-degree n polynomial in m, we know that this polynomial has to be identically zero for |n| ≤ g − 1. In particular, for all |n| ≤ g − 1 the coefficients of the monomials of degree 1 and 2 in m vanish, which implies
for non-negative integers a, b, c with a ≤ g −2 and b+c ≤ g −3 by choosing n = a+1 respectively n = (b + 1, c + 1). In particular, the determinant of the matrix above is just a product of g + 1 factors.
Next, we consider the case s = 1 and n = g. Since h m,n is a degree g polynomial vanishing in the first g non-negative integers, its coefficient has to be given by multiplies of the alternating Stirling numbers
j the k-th harmonic number. In particular, we get
We would like to show, that the last sum does not depend on the choice of r. For this purpose, we consider the case s = 2 and n = (r, g − r) for some 1 ≤ r ≤ g − 1. The polynomial h m,n is of multi-degree n and vanishes for all 0 ≤ m < n. Hence, its coefficients has to be given by multiplies of products of alternating Stirling numbers
Note, that the top degree coefficient of h m,(r,g−r) is given by
which does not depend on the choice of r. Thus,
does not depend on the choice of r either. Therefore, the determinant of the matrix above is given by (−1) (
Since both expressions in the brackets can be identified with h −1,g /g!, we obtain
which proves the lemma.
We continue the proof of the proposition. Applying the lemma, we obtain
Combining this with equation (2.4), we obtain
This proves the proposition in the case p 1 = · · · = p g and in the case g = 1.
Next we prove the general case assuming g ≥ 2. We write v ′ j ∈ H 0 (X, Ω ⊗2 X ) for the two-fold holomorphic differential given locally by f ′ j dt ⊗ dt for some local coordinate t and f j such that v j = f j dt. Further we define for m < g the g × gmatrix
Then we can compute the following limit for m < g
Applying this to Fay's identity (2.2), we obtain
and hence for the product over all m
Since θ(D g + p m − q) vanishes of at least second order at p m as a function in q, we can compute by L'Hôpital's rule and Faà di Bruno's formula
By the same methods as in the proof of Lemma 2.3 we get
We deduce
.
Hence, we can conclude
This gives the proposition up to a (g − 1)-th root of unity. But by the special case p 1 = · · · = p g we know, that this root of unity must be 1.
Corollary 2.4. We have the following equalities of meromorphic sections:
Of course, the proposition can also be obtained by taking absolute values in the formulas of Theorem 1.1 and multiplying with the correct prefactors. But since the formulas for δ(X) has been known before, it shows how the proof of the theorem was motivated.
Hyperelliptic Riemann surfaces
In this section we prove Theorem 1.2. Let X be a hyperelliptic Riemann surface of genus g ≥ 1, τ its period matrix associated to X as in the introduction and σ ∈ Sym(2g + 2) any permutation. We denote W 1 , . . . , W 2g+2 for the Weierstraß points of X. By [Wil17, Theorem 4.13] it holds J (W σ(1) , . . . , W σ(g) ) = π . . , α g ) as functions in τ lie in Z ξ , the ring of formal power series in ξ jk for 1 ≤ j < k ≤ g + 1. Note, that by construction η σ k is an odd theta characteristic for 1 ≤ k ≤ g and an even theta characteristic for g + 1 ≤ k ≤ 2g + 2. Hence, ǫ has to be rational, which means ǫ = ±1. This proves Theorem 1.2.
