In Brief
In rats performing reward-oriented action selection, we demonstrate that striatal direct pathway neurons encode chosen action-associated reward and indirect pathway neurons encode no-reward outcomes and next selection. Activation of direct or indirect pathways biases toward repeating or switching actions, respectively.
SUMMARY
The basal ganglia play key roles in adaptive behaviors guided by reward and punishment. However, despite accumulating knowledge, few studies have tested how heterogeneous signals in the basal ganglia are organized and coordinated for goal-directed behavior. In this study, we investigated neuronal signals of the direct and indirect pathways of the basal ganglia as rats performed a lever push/pull task for a probabilistic reward. In the dorsomedial striatum, we found that optogenetically and electrophysiologically identified direct pathway neurons encoded reward outcomes, whereas indirect pathway neurons encoded no-reward outcome and next-action selection. Outcome coding occurred in association with the chosen action. In support of pathway-specific neuronal coding, light activation induced a bias on repeat selection of the same action in the direct pathway, but on switch selection in the indirect pathway. Our data reveal the mechanisms underlying monitoring and updating of action selection for goaldirected behavior through basal ganglia circuits.
INTRODUCTION
The basis of goal-directed behavior is determining which stimulus is potentially connected with a reward and performing actions that improve the future situation. Most cerebral cortical areas and their interconnected subcortical structures participate in sensory, motor, and cognitive aspects of these processes. Among them, the basal ganglia are responsible for rewardbased action and learning: corticostriatal synaptic transmission is adaptively modulated by dopamine and reward (Reynolds et al., 2001; Shen et al., 2008) , and neuronal firing in the striatum develops during reward-oriented behavioral learning (Aosaki et al., 1994b; Atallah et al., 2014; Barnes et al., 2005; Desrochers et al., 2015; Hikosaka et al., 2002) in a dopamine-dependent manner (Aosaki et al., 1994a; Tran et al., 2005) . When directed toward a goal, humans and animals attend to task-relevant sensory cues, control the initiation and termination of motor actions, monitor actions and their outcomes, and seek to improve future behavioral performance. During operant conditioning tasks, individual neurons in the striatum encode combinations of external events, voluntary motor actions, outcomes, and their reward values. However, it remains largely unknown how these complex and heterogeneous signals are organized and coordinated during goal-directed behavior in the basal ganglia. Learning of action-outcome contingency has been suggested to occur in the anterior caudate nucleus in humans and non-human primates, and in the dorsomedial striatum (DMS) in rats, whereas habitual actions and learned reward values of visual object are represented in posterior lateral putamen in humans and dorsolateral striatum in rats (Balleine and O'Doherty, 2010; Miyachi et al., 1997; Thorn et al., 2010) .
Direct and indirect pathways are central processing systems of the basal ganglia: signals processed in the dorsal striatum are transmitted either to the output nuclei of the basal ganglia (direct pathway), the internal segment of the globus pallidus (GPi) (known in rodents as the entopeduncular nucleus [EP] ) and the substantia nigra pars reticulata (SNr), or to the external segment of the globus pallidus (GPe, indirect pathway) (DeLong, 1990; Gerfen et al., 1990; Kawaguchi et al., 1990) . Previous studies revealed unique involvement of the two pathways in behavioral initiation, execution (Cui et al., 2013; Isomura et al., 2013; Jin et al., 2014; Kravitz et al., 2010; Nakamura and Hikosaka, 2006; Tecuapetla et al., 2016) , reinforcement (Frank et al., 2004; Kravitz et al., 2012; Vicente et al., 2016) , and sensorimotor transformation (Sippy et al., 2015) . Thus, detailed knowledge has accumulated about how the direct and indirect pathways are involved in selecting task-relevant cues and in controlling the initiation and termination of motor actions. However, few attempts have been made to examine the pathwayspecific contribution of the striatum to monitoring of executed actions and its outcomes in order to improve future behavioral performance. The computational roles of the two pathways remain largely unclear (O'Doherty et al., 2004; Samejima et al., 2005; Schultz et al., 1997) , although some proposals have been made regarding the indirect pathway (Cockburn et al., 2014; Frank et al., 2004) .
In this study, we investigated the neuronal basis of goaldirected behavior in the basal ganglia by addressing the following specific questions: are neurons of the direct and indirect pathways involved in monitoring selected actions and their outcomes? If so, how do neurons of the two pathways contribute to goal-directed updating of action selection based on outcomes? We studied rats performing a lever push/pull task for a probabilistic reward in which behavioral performance was controlled to temporally separate action execution, outcome feedback, and actual reward delivery/consumption phases. We combined methodologies of pathway-specific multi-channel recording in the DMS, parametric analyses of neuronal signals, and manipulation of the activity. The study had three main findings. First, neurons of the two pathways differentially encode signals for chosen actions, outcomes, and next action. Second, outcome coding occurs in association with the chosen action. Third, optogenetic activation of direct and indirect pathway neurons induces a bias toward repeat selecting the same action and a bias toward switch selection, respectively.
RESULTS

Pathway-Specific Encoding of Action and Outcome in the Striatum
We recorded neuronal activity in the DMS as rats performed an operant conditioning task with their heads fixed to a stereotactic frame. Rats consistently selected either ''push'' or ''pull'' of the lever, one of which yielded a higher probability (80%) of reward than the other (20%), on a trial-and-error basis (Figures 1A-1D ; Video S1). To track cellular identity, we injected and visualized AAV-EF1a-DIO-EGFP or AAV-EF1a-DIO-ChRWR-Venus with channelrhodopsin wide-receiver (Wang et al., 2009 ) on direct pathway neurons expressing tachykinin 1 (Tac1) (Yung et al., 1996) or on the indirect pathway neurons expressing dopamine D2 receptor (Drd2) (Gerfen et al., 1990 ) ( Figure 1E ; Figure S1 ; STAR Methods). EGFP expressed in DMS of Tac1-Cre rats was transported to the main targets of the direct pathway (SN and GPi) and additionally to the GPe ( Figures 1F, 2B , and 2G; Figure S2 ), suggesting innervation through branched axons that directed processes to SN and GPi . We tested responsiveness of each recorded neuron to a 460-nm light pulse (Figures 2A, 2C , 2D, and 2E) and matching of waveforms between light-evoked spikes and spikes that occurred during the behavioral task ( Figure S3 ). We designated 67 neurons as task-related direct pathway neurons based on the four electrophysiological criteria: light responsiveness, waveform matching, spike valley, and task relation (Table S1 ). For example, an identified direct pathway neuron exhibited robust activation evoked by the GO signal and then exhibited another activation after the reward tone but suppression after the no-reward tone ( Figure 2F ). In the case of indirect pathway neurons, light responsiveness was examined in the DMS in 2 of 5 Drd2-Cre rats (Table S1 ). By contrast, in the remaining three rats, GPe was stimulated to activate the axons of striatopallidal neurons and to record antidromically conducted action potentials in cell body of the DMS ( Figures 2G, 2H , 2I, and 2J), because cholinergic interneurons also express dopamine D2 receptors (Tozzi et al., 2011; Yan et al., 1997) . Neurons activated by light pulse in the DMS (n = 19) and GPe (n = 28) exhibited very similar responses to action outcomes, robust activation after the no-reward tone, and mild suppression after the reward tone. Therefore, we designated these 47 neurons as indirect pathway neurons (Table S1 ). An example indirect pathway neuron exhibited brisk transient activation after the GO signal and heightened discharges after the no-reward tone ( Figure 2K ).
Modulation of activity after outcome tones occurred when rats were quietly holding the lever at the target position (Figures 2F and 2K, bottom;  Figure S4 ). In addition, rats exhibited no apparent orofacial and body movement in anticipation of the expected reward until it was actually delivered ( Figure S5 ), indicating that the neuronal modulation reflected cognitive processes induced by reward and no-reward outcomes rather than concomitantly occurred behavioral changes (see also Discussion). We then investigated the signal contents of the responses to action outcomes by multiple linear regression analysis ( Figure 3A ). In the 67 direct pathway neurons, the model (variable) selection procedure identified signals of current outcome, chosen action, and last outcome (CO, CA, and LO in Figures 3A-3C ; Figure S6 ) that best described the responses. Notably, the vast majority of current and last outcome-related direct pathway neurons were reward preferred (red bars in Figure 3C ), whereas indirect pathway neurons were no-reward preferred (blue bars in Figure 3E ). Additionally, in the indirect pathway neurons model (variable) selection identified an additional variable, next choice (NC in Figures 3A and 3D ; Figure S6 ), although it was a minor contributor. Figure 4A shows pseudocolor plots of the activities of individual direct pathway neurons and the population average histograms calculated when rats performed the behavioral task. Neurons exhibited robust transient activation after the GO signal and prolonged modulation after outcome tones. Specifically, activation occurred after the reward tone, and suppression occurred after the no-reward tone. In Figure 4B , activities of current outcome-related neurons (CO in Figure 3C ) are shown separately for reward-preferring (n = 32) and no-reward-preferring (n = 5) neurons. The distribution of receiver operating characteristic (ROC) values revealed significant discrimination of reward from no-reward outcomes and preference for reward outcome (p < 0.001, Mann-Whitney U test for difference between the distribution of ROC values and 0.5) ( Figure 4C ). On the other hand, indirect pathway neurons exhibited the opposite activity pattern: activation after no-reward outcome and suppression after reward outcome ( Figures 4D and 4E ). The distribution of ROC values revealed discrimination of the two types of outcomes and a preference for no-reward outcome (p < 0.001, Mann-Whitney U test) ( Figure 4F ). Thus, these results indicated that direct and indirect pathway neurons encode action outcomes in distinct (i.e., pathway-specific) manners. 
Monitoring of Actions Taken
Retention of signals related to the currently chosen action until the delayed outcome is critical for goal-directed value updating and selection of the next action. This is known as the credit-assignment problem in reinforcement learning (Sutton and Barto, 1998) , but its neuronal mechanisms remain unclear. In our behavioral paradigm, outcome tones occurred with a $1 s-delay after the GO signal (reaction time plus two successive hold times, Figure 1B ). Neuronal responses to outcomes appeared preferentially after either of two chosen actions in 25 direct pathway neurons ( Figure 5A , CA in Figure 3C ). This suggested a potential mechanism in which neurons evaluate an outcome as reward or no-reward in association with the selected action. Certainly, ROC analyses of activities after the GO signal and after outcome tones discriminating push from pull selection revealed that two-thirds of all 67 direct pathway neurons exhibited the same preference for the chosen action (GO-push versus outcome-push or GO-pull versus outcome-pull) ( Figures 5B and 5C ). Similarly, indirect pathway neurons were highly selective for chosen action in terms of both GO activity and outcome activity (Figure 5D ). Two-thirds of them exhibited the same preference for chosen action, while the remaining one-third of them changed preference (GO-push versus outcome-pull or GO-pull versus outcome-push) ( Figures 5E and 5F ). Thus, the results revealed that outcome coding occurs in association with the chosen action in two-thirds of both direct and indirect pathway neurons. Additionally, the findings suggested the potential involvement of the action-associated outcome coding in updating of action selection, the processes of performance monitoring, and selection of the next action.
From Monitoring to Updating of Action Selection
We tested the above hypothesis by investigating the coding of outcome in the current trial in relation to previous experiences of reward and no-reward outcomes and the next selection of action (LO and NC in Figure 3 ). In Figure 6A , responses of direct pathway neurons to outcome tones (both reward and no-reward) are shown separately for reward and no-reward in the last trial. Here, contributions of current outcome and chosen action are excluded by calculating residual Z score responses using the residual of regression model with these two variables (see STAR Methods). Distribution of ROC values showed that last outcome, preferentially reward, had a modest influence on the neuronal responses to current outcome (p < 0.01, Mann-Whitney U test). Indirect pathway neurons, however, exhibited stronger responses to current outcome in the ''last no-reward'' than the ''last reward'' condition ( Figure 6B , p < 0.001). Thus, these results indicate that action outcome is coded under the influence of last outcome (predominantly no-reward in the last trial) on indirect pathway neurons.
How is outcome coding in the current trial related to updating of action selection in the next trial? We addressed the issue by investigating responses to outcome separately for stay and switch selection in the next trial (NC in Figure 3 ). In direct pathway neurons, no significant dependence on next choice was observed in either responses to current outcome or the activity before the GO signal in the next trial ( Figure 6C ). However, for indirect pathway neurons, responses to outcome tones were much larger in the switch than stay condition (Figure 6D) . Here, contributions of variables of current outcome, chosen action, and last outcome were excluded (STAR Methods). ROC analysis revealed that the outcome responses significantly discriminated stay from switch selection and preferred switch to stay ( Figure 6D , left lower panel, p < 0.001, Mann-Whitney U test). Remarkably, the preference for switch was retained in slowly evolving activity toward the GO signal in the next trial ( Figure 6D , right lower panel, p < 0.01). Thus, the pathway-specific coding of outcomes of chosen action with influences of last outcome and next choice may underlie the neuronal basis of monitoring and updating action selection. It also enables the two pathways to improve future behavioral performance in a complementary manner. In particular, because indirect pathway neurons predominantly encode no-reward (negative) outcome of chosen action (Figures 2, 3, and 4) , this may reflect the neuronal basis of the ''lose-switch'' strategy. Figure 7 shows the fraction of cells encoding each of the four variables at different times. Notably, the time profile of different variables seems to reflect the dynamic processes of monitoring and updating of action selection. Shortly after the choice of either push or pull, when the rat starts to anticipate the outcome notice with its contralateral arm holding the lever, the number of direct pathway neurons encoding chosen action (blue curve) increased and remained high ( Figure 7A ). Also during the delay after choices, a smaller subset of direct pathway neurons encoded last (cyan curve) and current (red curve) outcomes that may reflect anticipation of a forthcoming uncertain reward. Outcome tones caused a large and rapid increase in the number of neurons encoding current outcome. In indirect was regressed by a model with variables of last outcome (LO), chosen action (CA), current outcome (CO), and next choice (NC). The incremental order was determined for each population of direct and indirect pathway neurons so as to minimize the mean residual variance. The limit of adoption was determined by bootstrap statistical tests. (B) Model (variable) selection for a population of 67 direct pathway neurons. The incremental order was determined to be CO, CA, LO, and NC for regression of the neuronal discharge rate for 0.4 s after the outcome tones. The regression was significantly improved until the third increment (addition of LO), but not by addition of NC. **p < 0.01, ***p < 0.001. See Figure S6 for the bootstrap procedure.
(C) The number of significant direct pathway neurons for each variable (CO, CA, or LO) in the selected model. The length of each bar indicates the fraction of 67 neurons that were significant for the indicated variable. These neurons were further classified by whether the activity was positively (reward, pull) or negatively (no-reward, push) correlated with the variable. *p < 0.05, ***p < 0.001, Fisher's exact test. (D and E) Same as (B) and (C) but for 47 indirect pathway neurons. The incremental order was determined to be CO, CA, LO, and NC. The regression was significantly improved until the final increment (addition of NC).
pathway neurons, coding of two major variables, current outcome and chosen actions, occurred with time courses similar to those of direct pathway neurons ( Figure 7B ). Specifically, the fraction of neurons encoding chosen action remained high level after the rat indicated its choice, before and long after the outcome tones. In addition, the fractions of neurons encoding chosen action and those encoding current outcome reached their peaks after the outcome tones, producing ideal conditions for action-associated coding of outcome in both direct and indirect pathway neurons. On the other hand, outcome tones induced a smaller but robust increase in the number of indirect pathway neurons encoding last outcome and next choice (green curve), consistent with their roles in updating action selection.
Causal Link between the Outcome Coding of Striatal Neurons and the Behavioral Impact of Their Activities Next, we investigated whether the outcome signaling of two striatal projection pathways actually mediates updating of action selection. To this end, we activated neuronal responses to reward and no-reward tones by delivering light pulses. Pulses of 460-nm light in the DMS of Tac1-Cre rats evoked intense neuronal activation in direct pathway neurons ( Figure 8A ). Activation after reward tone caused a weak but significant decrease in the probability of switching, i.e., an increase in the stay probability ( Figure 8B , p < 0.05, Wilcoxon rank-sum test with Bonferroni correction). The light-induced bias was not very robust, probably because the stay probability was high after a reward outcome in the control condition. In the case of indirect pathway neurons, activation of responses to no-reward outcomes by light stimulation at GPe of Drd2-Cre rats evoked high-frequency discharge and increased switch probability (p < 0.01) ( Figures  8C and 8D) . Thus, light manipulation of neuronal responses to action outcome supported mechanisms predicted from pathway-specific signals encoded in the responses to action outcomes: reward outcome signaling of direct pathway neurons caused a bias in the next choice, whereas no-reward outcome signaling of indirect pathway neurons caused a bias toward switch selection. As a control, 460-nm light pulses were delivered to the DMS of two Tac1-Cre rats that had been injected with AAV without ChRWR. In both cases, light pulses had no significant effect on action selection ( Figure S7 ).
DISCUSSION
The basal ganglia are subcortical brain structures with longstanding hypothesized roles in behavior and its adaptive updating, in which dopamine signals are key players (DeLong, 1990; Graybiel et al., 1994; Hikosaka et al., 2000; Samejima et al., 2005; Schultz et al., 1997) . The findings of this study were as follows: (1) neurons in rat DMS signal behavioral variables during a lever push/pull task for a probabilistic reward in pathway-specific manners; (2) direct pathway neurons predominantly encode reward outcome, whereas indirect pathway neurons predominantly encode no-reward outcome and next-action selection; (3) outcome coding occurred in association with the chosen action; and (4) optogenetic activation of direct pathway neurons after reward outcomes caused a bias toward stay selection, whereas activation of indirect pathway neurons after no-reward outcomes caused a bias toward switch selection. We could identify these specific signals for decision and action selection, as well as their behavioral impact, by adopting a well-controlled behavioral task in which contributions of alternative factors were excluded based on parametric investigation of the animal's task performance, as shown in Figures S4 and S5 . Our findings Figure 3C ) aligned at the GO signal, reward (left), and no-reward tones (right). Activity, presented as mean Z score, is shown separately for trials of the neuron's preferred action (i.e., producing larger activity after tones than the other) and the non-preferred action. Discharge rates of GO responses were 8.8 ± 2.6 and 7.7 ± 2.6 spikes/s for preferred and non-preferred actions, 9.2 ± 2.1 and 6.5 ± 1.7 spikes/s after the reward tone; 8.9 ± 2.6 and 7.3 ± 2.6 spikes/s for GO responses; and 6.9 ± 1.6 and 5.0 ± 1.1 spikes/s after the no-reward tone. (B) Distributions of ROC values of activity after the GO signal for discriminating push from pull, plotted against values for outcome tone-induced activity of a whole population (n = 67) of direct pathway neurons. Magnitudes of activities after GO and tones were measured in 0.3 s-and 0.4 s-time windows, respectively (shadows in A). Magenta and cyan bars denote neurons that exhibited a preference for push and pull, respectively (p < 0.05, Wilcoxon rank-sum test with Bonferroni correction). (C) Pie chart showing neurons that exhibited the same action preference (magenta, GO push-tone push; cyan, GO pull-tone pull). Orange indicates neurons that exhibited a different preference, such as GO push-tone pull. Dense color indicates neurons with significant preferences for both GO and tone activities in (B). (D-F) Same as (A)-(C) but for indirect pathway neurons. Discharge rates of GO responses were 5.4 ± 1.6 and 4.6 ± 1.7 spikes/s for preferred and non-preferred actions, and 5.9 ± 2.0 and 3.6 ± 1.5 spikes/s after the reward tone; 5.5 ± 1.6 and 4.6 ± 1.8 spikes/s for GO responses; and 8.1 ± 2.6 and 5.0 ± 1.8 spikes/s after the no-reward tone. Note that two-thirds of both direct and indirect pathway neurons had the same preference for outcome-induced activities as for their GO-induced activities, whereas the remaining one-third of neurons had different preferences (push-pull or pull-push, orange).
provide solid support for the distinct and indispensable contributions of striatal direct and indirect pathway neurons to goaldirected monitoring and updating of action selection in the DMS, where learning of action-outcome contingency has been proposed to occur (Balleine and O'Doherty, 2010; Thorn et al., 2010) .
According to current popular theories of basal ganglia function, modulation of corticostriatal synaptic transmission by nigrostriatal dopamine system is the basis for updating value and action selection (Doya, 2000; Graybiel et al., 1994; Houk et al., 1995; O'Doherty et al., 2004; Schultz et al., 1997) . Dopaminergic control of striatal functions is a candidate for development of pathway-specific neuronal responses to positive and negative action outcomes because dopamine neurons exhibit opposing and/or similar pattern of responses to reward and aversion, or their unexpected omission (Bayer and Glimcher, 2005; Matsumoto and Hikosaka, 2009; Satoh et al., 2003; Schultz et al., 1997) . In fact, dopamine-dependent plasticity of corticostriatal synapses on direct pathway neurons occurs in a limited time window (0.3À2 s) between glutamatergic inputs and delayed dopamine inputs (Yagishita et al., 2014) . However, it is not likely that the action-associated nature of outcome coding in the striatum is primarily due to dopamine inputs, because outcome encoding of dopamine neurons occurs in an actiongeneral rather than an action-associated manner (Bayer and Glimcher, 2005; Eshel et al., 2015; Matsumoto and Hikosaka, 2009; Satoh et al., 2003; Schultz et al., 1997) . Therefore, dopamine may exert action-general modulation of cortical inputs conveying specific action and outcome signals. In this regard, self-stimulation of direct pathway neurons in the mouse DMS increase, whereas stimulation of indirect pathway neurons decrease, the probability of selecting the stimulus-paired option (Kravitz et al., 2012) . Although this observation supports our findings regarding the roles of two pathways, it remains unclear whether the effects of self-stimulation reflect dopamine-dependent reinforcement and punishment because they occurred in the presence of dopamine receptor antagonists (Kravitz et al., 2012) .
In a probabilistic Pavlovian conditioning task of mice, discharge rates of direct and indirect pathway neurons were correlated positively and negatively, respectively, with the reward value of the conditioned stimulus (CS) (Shin et al., 2018). These results are consistent with our hypothetical model that DMS monitors the reward or no-reward outcome, which becomes evident after CS in a Pavlovian conditioning paradigm, as well as after outcome cues following voluntary selection of particular actions, in pathway-specific ways. Additionally, in this model, the DMS updates the current context in a goaldirected manner via adaptive selection of the next specific action based on the outcome, predominantly negative outcome, of the currently selected action. Notably, a larger fraction of indirect pathway neurons than direct pathway neurons responded to negative values of CS and depended on previous outcome, supporting our results pertaining to goal-directed decision, action selection, and updating. This suggested stronger contributions of indirect pathway neurons to outcome-dependent behavioral adjustment. Consistent with this, neurons in the rat nucleus accumbens (NAc) expressing dopamine D2 receptor, but not D1 receptor, signal unfavorable outcomes from the recent past and also predict subsequent choices made (Zalocusky et al., 2016) . On the other hand, in rewardbased flexible action selection in macaque monkeys, local injection of D1 receptor antagonist (SCH23390) in the putamen at the anterior commissure level increased the probabilities of switch selection after small-reward outcomes, whereas D2 receptor antagonist (eticlopride) had the opposite effect (Ueda et al., 2017) . This suggested complementary participation of the two pathways in goal-directed action selection, although D2 receptor antagonist may have combined effects through postsynaptic receptor on the indirect pathway neurons and auto-receptor on the axons of dopamine neurons (Ford, 2014) . Thus, our findings that reward and no-reward outcomes of action selection are differentially encoded through direct and indirect pathway neurons, as well as those regarding the impact of optogenetic activation of neuronal responses on task performance in rats, may reveal a basic principle of action selection in primate and rodent basal ganglia.
On the other hand, accumulating evidence suggests that multiple systems participate in action selection based on reward and punishment in the basal ganglia. Axons of direct pathway neurons in the striatum innervate the GPe in addition to their main targets in the SNr and GPi (Fujiyama et al., 2011; Kawaguchi et al., 1990; Lé vesque and Parent, 2005) , as we observed in this study ( Figure 1F ; Figure S2 ). Interestingly, the activity of the indirect pathway controls the density of direct pathway collaterals in the GPe . The striosomes (also called patches) and matrix, a neurochemically and anatomically distinct compartment in the striatum (Gerfen, 1992; Graybiel and Ragsdale, 1978) , form a unique system projecting directly to midbrain dopamine neurons (Crittenden et al., 2016; Fujiyama et al., 2011) and, via the pallidum, to the lateral habenula (Stephenson-Jones et al., 2016). Recent imaging studies of neuronal activity revealed that striosomes and matrix share common features related to reward processing (Bloem et al., 2017 ) and acquire responses to task events in early or late stages of reward-based learning (Yoshizawa et al., 2018) . Furthermore, direct feedback of basal ganglia outputs in the SNr to dopamine neurons in the SNc conveys signals of selected action (Lee et al., 2004) , suggesting mechanisms within the midbrain, which qualifies some dopamine signals as action-selective (Cockburn et al., 2014) . Thus, direct and indirect pathways play fundamental roles in monitoring and updating of goal-directed action selection in concert with other multiple systems that make their own, but presumably complementary, contributions. Further studies are necessary to elucidate the working principles of basal ganglia function.
Sensory, motor, and cognitive functions of the basal ganglia depend on multiple, topographically organized cortico-basal ganglia loop circuits through the thalamus (Alexander et al., 1986) . Previous studies suggested that learning of actionoutcome contingency in rodent predominantly occurs in the DMS with connections to and from the prelimbic cortex, as well as motor cortical areas (Balleine and O'Doherty, 2010; Graybiel, 2008; Groenewegen et al., 1990) . To solve the credit assignment problem, neurons in the prefrontal (Asaad et al., 2017) and orbitofrontal (Chau et al., 2015; Noonan et al., 2017) cortices represent potential mechanisms for retaining traces of causal events for specific succeeding behaviors over time. These cortical areas may mediate the causal link between external events and actions through topographically organized cortico-basal ganglia loop circuits. Indeed, coding of reward and no-reward outcomes in DMS occurred in association with chosen action in both direct and indirect pathway neurons ( Figure 5 ). The fraction of neurons encoding chosen action increased after action selection and remained high through the delayed outcome, after which the number of neurons encoding outcome in association with chosen action increased rapidly (Figure 7) . These multiple lines of evidence highlight the striatum as a node in circuits underpinning reward-based learning for goal-directed behavior. On the other hand, the outcome tones after action selection induced prolonged activation or suppression of discharge rate (for up to 1 s even after cessation of the tones) differentially in direct and indirect pathway neurons, as shown in Figures 4A and 4B . The prolonged activity of indirect pathway neurons encoded not only current outcome, chosen action, and last outcome but also next action, specifically the switch selection, although attenuated, even during the period of waiting for the GO signal in subsequent trials ( Figure 6D ). This may reflect the underlying mechanisms by which rats retain information about which action to take across an inter-trial interval of 3-5 s. Thus, the operations of monitoring and updating action selection observed in the DMS may reflect system functions of multiple frontal cortical areas and the thalamus that are specialized for performance monitoring (Carter et al., 1998; Kawai et al., 2015; Minamimoto et al., 2005) and action selection (Isoda and Hikosaka, 2007; Procyk et al., 2000; Shima and Tanji, 1998; Warden et al., 2012) through cortico-basal ganglia loop circuits.
Given the intimate involvement of the direct and indirect pathways in behavioral initiation and execution (Cui et al., 2013; Isomura et al., 2013; Jin et al., 2014; Kravitz et al., 2010; Nakamura and Hikosaka, 2006; Sano et al., 2013) , we parametrically examined neuronal activity, task performance, and their relationship. First, we found that robust neuronal activation and suppression evoked by the reward and no-reward tones occurred when rats were quietly holding the lever within the target position ( Figure 1A, Hold 2) . Second, rats put the lever back to the center position earlier after the no-reward tone than the reward tone. Neuronal signaling of outcomes, however, was not significantly influenced by ''early return'' versus ''late return'' (Figures S4A-S4F) . Third, the pathway-specific neuronal responses to action outcomes were not accounted for by orofacial and body movements during anticipation or consumption of the water reward ( Figure S5) . Furthermore, the optical enhancement and suppression of responses of both direct and indirect pathway neurons evoked little, if any, discernible time-locked change in lever holding ( Figures 8A and 8C , lever traces). These observations favor our proposed mechanisms for reinforcement and punishment, i.e., that the manipulation of neuronal responses facilitates or suppresses updating of action selection over the direct initiation or cessation of behavioral responses (Kravitz et al., 2010 (Kravitz et al., , 2012 . The absence of a clear motoric effect in our study may be due to the short period of stimulation (380 ms) at the time of the outcome-instructing tones, or because stimulation was performed in the DMS. Because the DLS makes denser connections than the DMS with cortical motor areas, manipulation of neuronal activity in this region may have induced motor responses, as previously shown in the dorsal and lateral parts of rodent striatum (Groenewegen et al., 1990; Hashimoto and Amano, 1998; Vicente et al., 2016) and in the monkey posterior lateral putamen (Alexander and DeLong, 1985; Kimura et al., 1990; Nambu et al., 2002) .
Although previous studies did not pay much attention to the evaluative function of the basal ganglia, knowledge has accumulated about behavioral selection based on outcomes. A subpopulation of striatal projection neurons of macaque monkeys encodes the value of one of several potential actions and the positive and negative outcomes of selection of that action (Yamada et al., 2011) . Elimination of striatopallidal neurons in rat dorsolateral striatum impairs the accuracy of trial-and-error response selection (Nishizawa et al., 2012) . In the globus pallidus, habenula-projecting neurons of mice under a classical conditioning paradigm bidirectionally encode whether an outcome is better or worse than expected (Stephenson-Jones et al., 2016) . Furthermore, primate GPe neurons relaying signals from the caudate tail to the caudal-dorsolateral part of the SNr are suppressed by valueless objects but not by expected valued ones (Kim et al., 2017) . Thus, to monitor and update of action selection, specific cortical and thalamic areas interconnected in cortico-basal ganglia loop circuits appear to be differentially recruited through the direct and indirect pathways. Taken together, our data reveal pathway-specific monitoring and updating of action selection for goal-directed behavior in the basal ganglia. These functions may be impaired in a range of neurologic and neuropsychiatric disorders involving the basal ganglia, such as Parkinson's disease, Huntington's disease, and autism spectrum disorder.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
We used 42 male transgenic rats, heterozygous Long-Evans, 7-8 weeks old: For direct pathway neurons, the rats expressed Cre recombinase under the control of the tachykinin 1 promoter (Tac1-Cre) (n = 21; 4 for spike recording, 9 for histological confirmation of gene expression, and 8 for behavioral observation during optogenetic stimulation). For indirect pathway neurons, the rats expressed Cre under the control of the Drd2 promoter (Drd2-Cre) (n = 21, 5 for recording, 11 for transgene and histology, and 5 for behavior and light stimulation). Rats were housed at constant temperature (23 C) and humidity (55%) with a 12 hr/12 hr light/ dark schedule (lights off at 0:00; lights on at 12:00). Each rat performed the conditioning task in a dark experimental chamber between 14:00 and 18:00. Rats had free access to food, but water was restricted while maintaining body weight within 80% of the value at the start of the experiment. An agar block containing 15 mL water was provided on weekends. All experimental and animal care procedures complied with, and were approved by, the Animal Research Ethics Committee of Tamagawa University (protocol H26-H28-46) and Fukushima Medical University (H28-28031) . REAGENT Figure S1A ). The construct was linearized by PI-SceI digestion, purified by pulsed-field gel electrophoresis, and microinjected into fertilized Long-Evans rat eggs, which were then implanted into pseudopregnant females. Transgenic rats were identified by Southern blot or PCR using genomic DNA from tail clips. For the Tac1-Cre transgene, five founders were generated, and one transgenic rat line (Tac1-Cre/6-7) was selected based on triple immunostaining for Cre/D1R/A2AR (Figure S1B) . Cre was expressed in D1R-positive neurons (77%, 251 cells), but not in A2AR-positive neurons (0%, 181 cells), in Tac1-Cre/6-7. For the Drd2-Cre transgene, seven founders were generated, and two transgenic lines (Drd2-Cre/487-3 and Drd2-Cre/ 490-9) were selected based on triple immunostaining for Cre/D1R/D2R ( Figure S1C ). Cre was expressed in 97% (29/30 cells) and 100% (30/30) of D2R-positive neurons in Drd2-Cre/487-3 and Drd2-Cre/490-9, respectively, but 0% of D1R-positive neurons (0/30). Cre was not expressed in D1R-positive neurons in either line. Drd2-Cre/487-3 and Drd2-Cre/490-9 were more suitable for behavioral and histological studies, respectively. We used Drd2-Cre/487-3 in this study.
Immunofluorescence
Brains were transcardially fixed with 4% paraformaldehyde/0.1 M phosphate buffer under deep pentobarbital anesthesia (100 mg/kg body weight, i.p.), and cut with a vibratome (VT1000S, Leica, Wetzlar, Germany). Brain slices were successively incubated with 10% normal donkey serum; a mixture of anti-D1R (guinea pig, RRID: AB_2571595; goat, RRID: AB_2571594) (Narushima et al., 2006) and anti-D2R (rabbit, RRID: AB_2571596) (Narushima et al., 2006) , anti-A2AR (guinea pig, RRID: AB_2571656) (Quiroz et al., 2009) , and anti-Cre (mouse, Millipore: MAB3120) or anti-GFP (rabbit, RRID: AB_2571573; goat, RRID: AB_2571574) (Takasaki et al., 2010) antibodies; and a mixture of species-specific secondary antibodies conjugated with Alexa Fluor 488, Cy3, or Alexa Fluor 647 (Life Technologies; Jackson Immunoresearch). PBS containing 0.1% Tween-20 was used for washing and dilution. Images were acquired on a confocal microscope with a 60 3 objective (FV1000, Olympus, Tokyo, Japan).
Viral vector preparation
Adeno-associated viral (AAV) vector serotype 2 was based on the AAV Helper-Free system (Agilent Technologies, Santa Clara, CA, USA). The transfer plasmid contained the EF1a promoter and a transgene cassette connected to woodchuck hepatitis virus posttranscriptional regulatory element and SV40 polyadenylation signal. A transgene cassette encoding enhanced green fluorescent protein (EGFP) or channelrhodopsin wide-receiver-Venus (ChRWR-Venus) (Wang et al., 2009 ) was inserted into a multiple cloning site with the double-floxed inverted orientation (DIO) system. The transfer plasmids, along with a helper plasmid encoding AAV2 Rep/ Gag, were co-transfected into HEK293T cells by calcium phosphate precipitation. Crude viral lysate was purified by two rounds of CsCl gradient centrifugation, dialyzed, and concentrated with an Amicon filter (Merck Millipore, Darmstadt, Germany). Viral genome titer was determined by qPCR.
Validation of viral vectors and transgenic rats
Under isoflurane anesthesia conditions (described below), rats were fixed to a stereotaxic frame (SR-10R-HT, Narishige, Tokyo, Japan). For validation of viral vectors, AAV-EF1a-DIO-EGFP or AAV-EF1a-DIO-ChRWR-Venus (1-2 3 10 13 vg/mL) vector (0.5 ml/site) were injected into four sites of the dorsomedial striatum (DMS) of transgenic rats using the following coordinates relative to bregma (in mm): A: 1.5, L: 3, H: 3 (site 1); A: 1.5, L: 3.0, H: 3.5 (site 2); A: 0.5, L: 3.0, H: 3 (site 3); A: 0.5, L: 3.0, H: 3.5 (site 4). Injection was performed for 5 min at a rate of 0.1 ml/min (Legato100, KD Scientific, MA, USA).
Selectivity of EGFP expression after viral vector injection was validated by histological examination after triple immunostaining for EGFP/D1R/A2AR or EGFP/D1R/D2R. In Tac1-Cre/6-7, 99% of 155 EGFP-expressing neurons were D1R-positive, 0.006% were A2AR-positive, and 0% were D1R/A2AR-negative ( Figure 1E ; Figure S1D ). In Drd2-Cre/487-3, 93% of 147 EGFP-expressing neurons were D2R-positive, 5% were D1R-positive, and 2% were D1R/D2R-negative. In Drd2-Cre/490-9, 98% of 141 EGFP-expressing neurons were D2R-positive, 1% was D1R-positive, and 1% was D1R/D2R-negative ( Figure 1E ; Figure S1E ).
Stereotaxic surgery and vector injection
Rats were adapted to a stainless steel cylinder in their home cage and briefly handled by an experimenter (10-30 min/day for 2 days). Under 2.0%-2.5% isoflurane anesthesia (4.5% for induction; Univentor 400 anesthesia unit, Univentor, Zejtun, Malta), chamberframes (CFR-1, Narishige, Tokyo, Japan) were surgically attached to their skulls with tiny anchor screws (M1, 2 mm long, stainless steel) and dental resin cement (Super-Bond C & B, Sun Medical, Moriyama, Japan; Unifast II, GC Corporation, Tokyo, Japan). Body temperatures were maintained at 37 C in an animal warmer (BWT-100, Bio Research Center, Tokyo, Japan) during anesthesia. Three Teflon-coated silver wires (A-M systems, Sequim, WA, USA; 180 mm in diameter) were implanted as ground electrodes above the cerebellum. Analgesics and antibiotics were applied postoperatively as required (meloxicam, 1 mg/kg s.c., Boehringer Ingelheim
QUANTIFICATION AND STATISTICAL ANALYSIS
Regression, other data analyses, and statistical tests To determine whether a neuron showed a significant outcome-related and/or GO-related response (task-related neurons in Table S1 , n = 67 for direct pathway, n = 47 for indirect pathway), we applied the Wilcoxon rank-sum test to trial-by-trial discharge rates during the baseline period (2À3 s before the GO signal), 0.3 s after the GO signal (GO window), and for 0.4 s after the onset of reward and noreward tones (outcome tone window). Peri-stimulus time histograms (bin width, 20 ms) were smoothed by averaging across a 20-ms sliding window with a 10-ms step. Because background discharge rates of individual direct and indirect pathway neurons varied considerably, we used z-score normalization to measure neuronal responses independently of background activities. To measure responses to the GO signal and outcomes, discharge rates from a given task period were adjusted by subtracting the mean discharge rate of the baseline period, and the difference was then divided by the standard deviation of the baseline period (Figures 4 and 5 ; Figure S4 ).
We performed multiple linear regression analyses using the regstats function of the Statistical Toolbox of MATLAB to determine how spike discharges of individual neurons in a target window (mainly the outcome window) were related to current outcome (CO, reward or no-reward), chosen action (CA, pull or push), last outcome (LO, reward or no-reward), and next choice (NC, stay or switch). In order to select a feasible regression model for each population of direct and indirect pathway neurons, we used incremental procedures through bootstrap statistical tests. First, we constructed a regression model with only one of the variables (CO, CA, LO, or NC), and estimated the residual variance for each neuron. The residual variances were averaged over each population of direct and indirect pathway neurons. We adopted the variable that minimized the mean residual variance. To test whether the adopted variable significantly improved the regression model, we repeatedly shuffled the values of the variable across trials (10,000 time per neuron) and obtained a surrogate distribution of mean residual variance. We estimated the p value as the frequency such that the surrogate mean residual variance was below the actual mean. If the p value was smaller than the criterion (p < 0.05), we adopted the variable as the first variable of the regression model for the relevant neuronal population. In the same way, we added one of the remaining variables to the adopted regression model and determined whether it should be adopted as the second variable. This incremental procedure was stopped if the additional variable did not significantly improve the adopted regression model (p > 0.05), yielding the final regression model (Figures 3B and 3D ; Figure S6 ). For each neuron, we tested whether the coefficient of each variable from the regression model was significant (t test, p < 0.05). We counted the number of significant neurons for each variable in the outcome tone window (0.4 s after onset of outcome tone; Figures 3C and 3E ) and a 50-ms sliding window with a 50-ms step around the GO and outcome tones (Figure 7) .
The order of incremental variables appeared to be CO, CA, LO, and NC in both populations of direct and indirect pathway neurons. To examine the residual dependence on the latter two variables, LO and NC, we calculated the residual z-score using the constructed regression model in the outcome tone window. For dependence on LO, the residual z-score for each neuron was obtained by subtracting the regression output of model CO+CA from the spike discharge rate in each trial and normalizing against the residual standard deviation of the regression model. ROC analyses for the residual dependence were based on the distributions of residual z-scores in the last reward and no-reward trials ( Figures 6A and 6B) . To show the time course of residual dependence, we averaged residual z-scores across last reward and no-reward trials, respectively, and then averaged them across direct and indirect neurons, respectively (Figures 6A and 6B) . Note that the normalization was based on the common regression model constructed in the outcome tone window for all sliding target windows. In the same way, the residual z-score for examining the residual dependence on NC was normalized with the regression model CO+CA+LO (Figures 6C and 6D ).
DATA AND SOFTWARE AVAILABILITY
All data that support the findings of this study are available from the Lead Contact (mkimura@lab.tamagawa.ac.jp) upon reasonable request.
