Abstract
Introduction
Reliable historical series of data related to river flows are scarce in Brazil due to the large territorial extension, large quantities of rivers and the lack of investments in hydrological monitoring. In the Amazon watershed, the quantitative monitoring stations are smaller when compared to the Southern and Southeastern regions of the country (NETO et al., 2008) , increasing the difficulties in the application of hydrological models in the Amazonic region.
In the absence of reliable data, the application of semi-distributed and distributed hydrological models can present unreliable results as these models require a large amount of spatial and temporal data. The water-flow hydrological models are more suitable for this reality since they require small amount of input data and present great potential to extend series of flows in the watershed where there is monitoring of precipitations (TUCCI, 2009 ). The rainfall-runoff models are important hydrological studies to improve processes that occur with rain and runoff, can be useful in solving problems such as drainage infrastructure, flood forecasting, urban planning and use of the soil (CHANG et al., 2018 ) Pereira et al. (2016b) compared the performance of the two hydrological models -semi distributed (SWAT) and rainfall-runoff (IPH II) in the simulation of flow in hydrograph basin of Pombo river in the state of Minas Gerais, finding better performance in the rainfall-runoff model after using four years in the calibration of the standards of the model and two years for its validation. Chlumecký et al. (2017) evaluating some methods of calibration of rainfall model can conclude that this type of model can efficiently describe the environmental processes involved in surface runoff. Machado et al. (2017) applied rainfall model in two hydrographic basins of the state of São Paulo and concludes that the results are satisfactory despite the simplicity of the model.
The monitoring and the use of the hydrologic models are important to the applicability of damming, protective dikes, drainage channels, fore sighting of drought and floods and support to the granting procedure what have been showing great demand. In Brazil the usage of rainfall-runoff models is still restricted to the monitoring of the power plant reservoir making use of precipitation and another climate information (MELLER et al., 2014) . The hydrologic models are significant while estimating the river flow on short and medium terms and the hydrological response in hydrographic basins considering the changes in usage and land occupation.
In order to apply the hydrological models for these endings it is mandatory quality and reliability while predicting the hydrological behavior so it can be used as a tool in the management of hydric resources (PEREIRA et al., 2016a) .
Considering those aspects, the calibration of the model parameters is necessary so the simulated values are coherent to the observed data by using either the manual or the automatic way. (TUCCI, 2009) Taking that into account, the aim of this paper is to assess the calibration and validation of the rainfall-runoff IPH II model under different settings of data in order to enable the usage of limited series of data of Amazonic watershed to simulate the daily water flows.
Materials and Methods

Study Area
The place of study corresponds to the watershed of the river Caiabi (BHRC), inserted in the hydrographic region of the Amazon, being part of the watershed of the Teles Pires river with the area of 440.98 km 2 and perimeter of 182.65 km (DOR-NELES, 2015) , located in the middle of the North region of the State of Mato Grosso according to Figure 1 .
According to the Thornthwaite classification, the climate of the region is of the type B2wA"a" (Humid presenting moderate hydric deficiency in the winter, with evapotranspiration potential greater than or equal to 1140 mm with less than 48% of the evapotranspiration concentrated in the summer). The rainfall average is 1974 mm concentrated in the summer/autumn and hydric deficiencies in the winter/spring. (SOUZA et al., 2013) .
The climatic and fluviometric information of BHRC was monitored by the stations listed on table 1. 
IPH II Model
The IPH II (TUCCI, 2005 ) is a concentrated and deterministic model that requires as input variables precipitation data and reference evapotranspiration. The precipitation of the BHRC was calculated by the method of the arithmetic average with the data of the meteorological stations São José, Fetter and Bedin. The method of estimation of the reference evapotranspiration (ET 0 ) used in this study was that of Camargo (1999) , recommended to region according to the work of Tanaka et al. (2016) .
The IPH II model uses specific algorithms related to evaporation and interception loss, separation of runoff, propagation of the superficial runoff and propagation of the underground runoff, according to detailed description in Bravo et al. (2006) . Follows below a brief description of the IPH II model.
When the evapotranspiration is lower than precipitation in the model, it is deducted from precipitation and, when the evapotranspiration is greater than the precipitation met by the interception reservoir (permeable areas and depressions), at the time depletion of the reservoir occurs, the evapotranspiration is treated by water in the soil by means of the linear relation presented in equation 1.
(1)
Being, E t bulk evapotranspiration in time t; ET 0 is reference evapotranspiration; S t is the content of water in soil per time; S max is the maximum amount/content of water in the soil.
The modified Horton algorithm is used to separate the superficial runoff, resulting in two equations (Equation 2 and 3) that relate storage with infiltration and percolation.
(2) (3) 
(4
where,
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(5) (6) where, S t is the water content in the soil at time t (mm); h is e -K , being K (h -1 ) a parameter that characterizes the exponential decay of the infiltration curve and depends on the characteristics of the soil; I 0 is the ability to infiltrate the soil when the water content is S 0 (mm d -1 ); And I b is the infiltration capacity when the soil is saturated (mm d -1 ). The surface volume propagation is made to the main section of the basin with the Clark method, which consists of a combination of the time-area histogram (HTA) with a simple linear reservoir (TUCCI, 2005) .
Superficial runoff is defined by the simple linear reservoir method, through Equation 7
( 7) where, Q S (t) is the superficial flow in the instant t (mm d -1 ); K S is the average emptying time of the superficial reservoir (d); V s is the effective precipitation in time t obtained whereby the HTA (mm).
The spread of underground runoff is also obtained by the simple linear reservoir method by means equation 8:
where, Q Sub (t) is the underground flow at instant t (mm D -1 ); K Sub is the average emptying time of the underground reservoir (d); V p is the percolated volume (mm).
The I 0 parameters (initial infiltration capacity), I b (minimum infiltration capacity), h (parameter that characterizes the exponential decay of the infiltration curve and depends on the characteristics of the soil), K Sub (average aquifer emptying time), K Sup (surface drain delay time), T c (concentration time), R máx (initial loss reservoir volume) and Alpha (model parameter used in calculating the percentage of precipitation that drains superficially) were obtained by calibration.
Data
In this study the data entered in the model were precipitation, evapotranspiration and flow, which were monitored by 3 Davis meteorological stations and the flows, were estimated by key curve through the dimensions recorded by a Thalimeds linigraph model, OTT brand.
The data series used starts on 09/18/2015 and was ended on 04/30/2016. The data was set for calibration and validation of the IPH II model with the respective percentages: 50-50%, 60-40%, 70-30% and 80-20%, in a way the best settlement was found and then some tests were carried out in an attempt to improve the performance of the model.
Statistics
The evaluation performance of the IPH II model in calibration and validation was conducted whereby the following precision statistics: Nash-Sutcliffe coefficient (E), Nash-Sutcliffe log (E log ), coefficient of determination, (R 2 ), average absolute error (MAE), quadratic error root (RMSE) and Willmott (d) Concordance (WILMOTT, 1982; Legates, MACCBE, 1999; KRAUSE et al., 2005) .
Results and Discussion
The quantitative measures of the performance of the model IPH II are displayed on table 2, in different settings of the data series used in the calibration and validation stages.
S máx
Q Sub(t+1) = Q Sub(t) . e
The analysis of the volume ratio observed with the calculated volume (V o /V c ) indicates that in the calibration phase of the model IPH II the simulations of the flows in the settings 60-40%, 70-30% and 80-20% were underestimated, and overestimated in the settings 50-50%. Nevertheless, in the validation phase, the relationship V o /V c indicated the sub estimation of the simulated flows by the IPH II model in the settings 50-50% and 70-30%, and overestimation in the settings 60-40% and 80-20%.
The 60-40% settings presented the highest determination coefficients (R2) in the calibration being 0.065% higher than the second place; In the validation the 80-20% setting was the one that showed the highest coefficient of determination. These values are similar to those found by Germano et al. (1998) while applying the IPH II model in the simulation of flows in small urban watersheds. According to Legates and MACCBE (1999) , being the coefficient of determination an indicative of precision, the conclusions based only on that coefficient may be mistaken, making necessary the application and interpretation of a set of statistical indexes to avoid mistakes (PEREIRA et al., 2016b) . V O = Observed Volume; V c = Calculated Volume; R 2 = Determination Coefficient; E = Nash-Sutcliffe Coefficient; E log = Nash-Sutcliffe Coefficient in the logarithm scale; MAE= absolute average error; RMSE = Average square error; d = Coefficient of Wilmot
The evaluation of the accuracy of the simulations of the flows generated by the different settings, through the coefficient of Nash-Sutcliffe (E), indicated superiority of the settings 60-40% in relation to the others. According to Silva et al. (2008) , the values of the Nash-Sutcliffe coefficient (E) above 0.75 indicates reliable performance of the model, and between 0.36 and 0.75 acceptable performance what demonstrates that, the IPH II model even being calibrated and validated with a limited series of data, showed satisfactory performance found, when the arrangement was used with 60% of the data for calibration and 40% for validation.
Several hydrological modeling works are found in the literature, with a wide variation of the values of Nash-Sutcliffe (E), all attribute these variations to inconsistency of the input data of the model, errors of obtaining data in the measures stations, the non-distribution of soil parameters in the watershed and also in distributed models (BLANCO et al., 2007; PAIVA et al., 2011; ASADZADEH et al., 2016; PEREIRA et al., 2016a) .
Applying the Nash-Sutcliffe log, the values found in the validation improved (0.548) in the 60-40% arrangement, this is the case in which the Nash-Sutcliffe log makes the weight of the errors of the smallest and highest equivalent flows, demonstrating the accuracy of the model while simulating the downturn flows of hydrogram (KRAUSE et al., 2005) .
The deviations presented (MAE) by the different settings used to calibrate and validate the model IPH II, showed that the 50-50% arrangement obtained the best adjustment, with its predictions deviation around 5% in relation to the observed data. However, the 60-40% arrangement was the one which presented less deviation in the validation phase, with 12.6% when compared to the average of the observed data. The deviations found were minor in the study of Pereira et al. (2016b) in which the deviation represented 18% of the average observed in the calibration and 20.6% in the validation.
The spreading (RMSE), demonstrated that the variation of the simulated values for the same observed value (Oak et al.,2015) in the calibration with the arrangement 50-50%, presented the smallest error and in the validation of the 60-40% arrangement.
The index of Wilmott (d) (table 2) showed that calibration and validation using the 60-40% arrangement obtained good adjustments (0.936 and 0.784), because the closer to 1 the better the accuracy of the model (Wilmott, 1982) .
According to the statistics Standards, the 60-40% setting presented better performance than the others. While trying to enhance results, the process was inverted using 60% of the final data of the series for calibration and 40% of the initial data for validation. By analyzing Table 3 we can see that the Determination Coefficient (R 2 ), Nash-Sutcliffe (E), Nash-Sutcliffe logarithm (E log ) and Willmott Index (d), presented lower values when compared to the findings of the calibration-validation 60-40%. The MAE (absolute average error) and the RMSE (average square error) presented higher values in calibration and lower values in validation phases. While using the 60% range of data in the middle of the data series and validating with 20% of the initial and final data, the IPH II model underestimated the values of the observed flow rates in both the calibration and the validation, being the coefficients of (R 2 ), Nash-Sutcliffe (E) and Nash-Sutcliffe log (E log ) increased by around 30.9, 36.9 and 42.9%, when compared to the 60% Cal-40% Val setting in the validation.
The absolute average error (MAE) and the Average Square Error (RMSE) in the calibration of the 20% Val-60% Cal-20% Val setting were higher than in the 60% Cal-40% Val setting, considering that in validation the errors decreased around 21.2 and 5.2% in relation to the setting 60% Cal-40%Val.
Considering the hydrographs of the daily average flows observed and simulated by the IPH II model in Figure 2 , it is observed that the use of the 20% Val-60% Cal-20% Val setting, the sampling of the data used in the calibration can better represent the larger flows and smaller, reflecting a better validation performance (TUCCI, 2009) .
It is possible to observe agreement between the data observed and simulated by IPH II, but in all settings the model had difficulty in representing the peak values, mainly in the validation. According to Pereira et al. (2016b) peak values are naturally difficult to simulate by hydrological models due to rainfall variability and low concentration time in river basins. This difficulty is also found by Andrade (2013) and Pereira et al. (2014a Pereira et al. ( , 2014b . Table 4 shows the calibrated parameters of the IPH II model, of the 60-40% arrangement variations. The parameter I 0 ranged from 10.000 to 37.971 mm h-1, indicating that on the 20%Val-60% Cal-20% Val calibration model it is identified less humidity in the soil, obtaining higher values of water infiltration in the soil at the beginning of precipitations (Jarvis et al., 2013) being those influenced by the low frequency of rainfall and not allowing the soil drenching (LIU; CHEN, 2015) .
The values of I b , ranged from 5.122 to 9.999 mm h -1 , and were higher than those found for Germano et al. (1998) , 0.1 to 0.6 mm h -1 , in small urban watersheds; and Pereira et al. (2016b) , who found 2.440 mm h -1 in a hydrographic basin area of 1650 km 2 . According to Alagna et al. (2016) , I b referred to infiltration speed when all the porosity of the soil is filled with water. Under such conditions, the pore continuity directly affects values of infiltration. The land use in the area of the hydrographic basin of Caiabi river, in its vast majority, is formed by rotative agriculture of soy and corn, what may contribute to stability of aggregates (MALIK et al., 2012) and total porosity-micro and macroporosity (WENDLING, 2012) , increasing the continuity of pores, and so improving the hydraulic conductivity of these soils. These facts may justify the largest I b values found in relation to those found for Germano et al. (1998) and Pereira et al. (2016b) . (I0) = initial infiltration capacity (Ib) = minimum infiltration capacity, h = soil type, (Ksub) = average time of emptying of the aquifer, (Ksup) = lag time of runoff, (Rmáx) = volume of initials losses of reservoir, Alpha parameter used in the calculation of the percentage of precipitation that drain superficially (Bravo et al., 2006) .
Nevertheless, the parameter h, presented lower values to those found in the study of Germano et al. (1998) , from 0.5 to 0.94; and Pereira et al., (2016b) with the value of 0.706. According to Bravo et al. (2006) h is an empirical parameter related to the type of soil, and the highest values found by these authors may be related to high urbanization, proofi ng the watershed soils studied.
The runoff delay time (K Sup ) ranged from 21.632 to 30.438, values higher than the ones found by Germano et al. (1998) , from 0.5 to 20; and Pereira et al. (2016b), 2.209 and Moreira et al. (2007) , 6 to 9, in calibration per event. For the parameter K Sub (average time of emptying of the aquifer) values ranged from 50.922 to 142.277 hours, higher than the values found by Germano et al. (1998) , Pereira et al. (2016b) and Moreira et al. (2007) , showing that small amplitudes of fl ow rates recorded are related to the behavior of water in the soil and the soil type.
The R max presented values from 0.0000002 to 0.0000200 mm, showing that in the water catchment area of the river Caiabi hydrographic basin interception of precipitation is very low, probably due to relief plan, and the alpha ranged from 9.998 to 99.999, demonstrating little water available for runoff .
With the completion of this study it was found that there is a defi cit of studies in the literature that attempt to correlate the performance of hydrological models with the variation of the amount of data used for calibration and validation. In most cases, the authors use between 60 to 70% of the series of data to calibrate and 40 and 30% to validate the models, but the results found in this work indicate that there are several settings that can improve the performance of hydrological models and enable the use of small historical series of data.
Despite the diffi culties faced while instrumenting and monitoring the water area of the river Caiabi hydrographic basin, studies were to continue to turn viable the application of hydrological models in this area. 
Conclusion
The different settings used for the calibration and validation of the IPH II model demonstrated to be a potential technique in order to calibrate and validate the rainfall-runoff hydrological models, under restricted data conditions.
Regardless the short series of data used in this study, statistical indexes show that the simulations made with the IPH II model were satisfactory for the hydrographic basin of river Caiabi, indicating a functional tool for managing water resources in the Amazon region lacking spatially and temporally data.
Despite the simplicity of the rainfall models, they presented precise results even though there were data restrictions, placing them as an alternative of use in the regions that have little monitoration, such as the Brazilian Amazon.
