Abstract Multiplicative error models should become more and more important in geodesy, since modern measurement technology on the basis of electromagnetic wave has clearly demonstrated that measurements of this type contain two types of random errors: fixed random errors and baseline-length dependent random errors. Although a number of the estimators of the variance of unit weight are derived from the least-squares-based adjustment methods for multiplicative error models recently, we know very little about their statistical performances. We first derive the variances of the estimates of the variance of unit weight in multiplicative error models. We find that the second order term of random errors will not affect the unbiasedness of an estimate of the variance of unit weight, if such a term is generated from the nonlinearity of models and/or least-squares-based nonlinear objective functions. The result is surprising, since the second order term of random errors has been well known to create the biases in both the estimate of parameters and the measurement corrections in the literature of nonlinear adjustment and nonlinear regression. Simulations are carried out to confirm the statistical analysis and to numerically compare the performances of different estimates of the variance of unit weight in multiplicative error models. From the simulation results, we recommend the estimate of the variance of unit weight with the bias-corrected weighted LS solution, followed by the two estimates with the ordinary LS solutions and the first estimate with the weighted LS solution.
Introduction
Conventional geodetic adjustment theory and methods have almost always been established on the basis of Gauss-Markoff model, which can be represented by the addition of random errors and functional models. The starting observation equations of such types can be written as follows: y = f(β) + ε
where y is a vector of measurements, f(β) the vector of linear and/or nonlinear functional models, β the vector of unknown parameters to be estimated, ε the random error vector of the measurements y. An important feature of model (1) is that the random errors ε do not change with the magnitude of the true values of the signals f(β). In other words, ε is independent of the model parameters β. Since the random errors ε disturb the measurements y in an additive manner, model (1) is also called additive error models. Measurement technology on the basis of electromagnetic wave has fundamentally advanced modern earth-space observation. A huge amount of data can now be readily collected with a higher accuracy. As a result, adjustment theory and methods have to be further developed to meet the need of modern earth-space observation in order to better understand the nature of data and to extract information from data more efficiently and more accurately. In fact, electromagnetic-wave-based geodetic measurements have unambiguously demonstrated by themselves that measurements of these types are contaminated by both additive and multiplicative random errors (see, e.g. Xu et al. 2013; Shi et al. 2014) . The vector form of a multiplicative error model can be symbolically represented as follows:
where the symbols y, β, f(β) and ε have been defined as in model (1), is the Hadamard product of matrices and/or vectors of the same size. In other words, given two matrices A = (a i j ) and B = (b i j ), the Hadamard product of A and b is defined as A B = (a i j b i j ). In model (2), 1 stands for an n-dimensional vector with all its elements being equal to unity. In this paper, for simplicity of discussion but without loss of generality, we will assume that all the random errors of ε are of mean zero and stochastically independent with the same variance, i.e. the variance-covariance matrix of ε is equal to Iσ 2 , where I is an identity matrix. If each of the functional models f i (·) is linear with respect to β, i.e. f i (β) = x T i β, x T i is a t-dimensional vector and x T i = (x i1 , x i2 , . . . , x i t ), then model (2) can be rewritten as follows:
where X = (x 1 , . . . , x n ) T . It is easy to see from model (3) that the random errors of measurements in a multiplicative error model are proportional to the true values of measurements. The larger the absolute values of measurements, the noisier the measurements. On the contrary, if the true values of measurements are small, then the random errors of the measurements are also proportionally small. The variance-covariance matrix of the measurements y is denoted by Σ y , which can also be written as D 2 1 σ 2 , or D y σ 2 , D 1 = diag(x T i β) are the functions of the unknown parameters β, diag(·) stands for a diagonal matrix.
Multiplicative errors are also known as speckles in electronic and optical literature (see, e.g. Flamant et al. 1984; Goodman 1976; Ulaby et al. 1986; Wang and Pruitt 1992; Xu 1999) . On the other hand, multiplicative error model (3) has been called generalized linear models in statistics (see, e.g. Wedderburn 1974; McCullagh and Nelder 1989; Heyde 1997) . A standard method to handle multiplicative errors in statistics is the quasi-likelihood. Although multiplicative errors should dominate almost all geodetic measurements of modern types, they have been investigated only recently in geodesy (see, e.g. Xu et al. 2013; Shi et al. 2014) . Unlike the standard method of quasi-likelihood in statistics, geodesists approach to handle multiplicative error models from the point of view of the conventional least squares (LS) principle (see, e.g. Xu 1999; Xu and Shimada 2000; Xu et al. 2013; Shi et al. 2014) . The advantage of using the LS principle is twofold: (i) we do not assume probability distributions for measurements; and (ii) the LS objective function is well defined. The LS-based estimation procedures and their error evaluations up to the first order approximation can also be found in the geodetic publications mentioned in the above. Shi et al. (2014) systematically investigated the estimation of the variance of unit weight in multiplicative error models and constructed five different estimators for it, starting with the three LS-based estimators of parameters. Nevertheless, they did not go further to study the statistical aspects of these estimators. As an important supplement to Shi et al. (2014) , we will carry out a statistical analysis of their estimators of the variance of unit weight and carry out numerical simulations to compare their performances. This paper is organized as follows. Section 2 will briefly discuss three LS-based estimation methods for parameter estimation and then directly follow Shi et al. (2014) to present five different estimators of the variance of unit weight in multiplicative models. By assuming that the multiplicative random errors are normally distributed, we will derive the variances of these five estimators and briefly compare their statistical aspects in Sect. 3. Finally, in Sect. 4, we will conduct numerical simulations to confirm our theoretical analysis and to compare the performances of the estimators of the variance of unit weight.
2 Estimation of the variance of unit weight in multiplicative error models
LS-based parameter estimation
We will now briefly outline three LS-based parameter estimation methods. For more details, the reader is referred to Xu and Shimada (2000) , Xu et al. (2013) and Shi et al. (2014) .
If we apply the ordinary LS method to the multiplicative error model (3), we can readily obtain the ordinary LS estimator of β, which is denoted byβ L S and given as follows:
If we apply the weighted LS method to (3), then we obtain the corresponding weighted LS estimator of β as follows:
whereβ W L S is the weighted LS estimator of β. Sinceβ W L S is known to be biased (see also Xu and Shimada 2000; Xu et al. 2013 ), it does not possess the optimal statistical properties of unbiasedness and minimum variance, as in the case of linear models with additive random errors. It is also well known from Xu and Shimada (2000) and Xu et al. (2013) that the bias of the weighted LS estimateβ WLS is completely attributed to the dependence of the variancecovariance matrix Σ y of the measurements on the unknown parameters β. As a result, one can construct an almost unbiased estimate of parameters by directly removing the term of derivatives arising from the dependence of Σ y on β from the nonlinear normal equations.
In other words, by directly deleting the bias term from the nonlinear normal equations of β WLS , we can derive a new almost unbiased estimate of β. Such an estimator, called the bias-corrected weighted LS estimator, is denoted byβ bc and given as follows:
Estimation of the variance of unit weight
In order to estimate the variance of unit weight in the multiplicative error model (3), our basic idea is to first use a quadratic form of the residuals or equivalently the measurement corrections, then apply the expectation operator to it, and finally construct an estimate of the variance of unit weight according to the relationship between the expectation of the quadratic form and σ 2 . Thus, Shi et al. (2014) were able to construct five different estimators of σ 2 . In what follows, we will directly give these estimators in association with the three LS-based parameter estimation methods.
In the case of the ordinary LS method, Shi et al. (2014) gave two estimators for the variance of unit weight, which are given, respectively, as follows:
where
In the cases of the weighted LS and bias-corrected weighted LS estimates, if we simply ignore the biases of the weighted LS estimate and its corresponding residuals, then the estimates of the variance of unit weight for both the weighted LS and bias-corrected weighted LS estimates should be identical. As a result, we can directly write these two estimators for the variance of unit weight as follows:
If we take the bias of the weighted LS estimateβ W L S into account, we may like to first remove the biases of the corrections of measurements and then use the bias-corrected corrections of measurements to estimate the variance of unit weight. As a result, we can construct the second estimate of σ 2 for the weighted LS estimate, which is simply given as follows:
whereb β is the estimate of the bias of the weighted LS estimate. According to Xu and Shimada (2000) , we have the theoretical relationship:
where the elements of the vector c are given by:
which can be computed by replacing the unknown parameters with their corresponding estimates. Since the elements of c contain the unknown variance of unit weight σ 2 , we can either iteratively solve for the estimate of σ 2 or substitute (8) into (6b) and then solve for σ 2 . In this latter case, if we neglect the term with σ 4 , we can obtain a directly computable formula for σ 2 as follows:
where h = c/σ 2 ,and the coefficient c m is given by
Practically, since c m is computed with the corrections of measurements V W L S , it can be negative. Nevertheless, the expectation of V W L S is known to be proportional to X(X TD −1 y X) −1 h. Thus, the expectation value of c m is theoretically positive.
Variances of the estimates of the variance of unit weight in multiplicative error models
Although the variance of the estimate of variance of unit weight with the weighted LS method has been well documented in the literature of linear models with additive random errors, nothing has ever been done about statistical aspects of this quantity in the case of multiplicative random errors. To better understand the statistical properties and performances of the five estimators of the variance of unit weight in the previous section, we will now derive the variances of these five estimators. Our starting point is the following theorem on the quadratic form of a normally distributed random vector.
Theorem 1 (Searle 1971) Given a normally distributed vector x, i.e. x ∼ N (μ, Σ),then the covariance of the quadratic forms x T P x and x T Qx is given by
If P = Q and μ = 0, then the variance of the quadratic form x T P x is given by
To start with, we assume that the random errors are normally distributed with zero mean. In order to compute the variance of an estimate of the variance of unit weight in the multiplicative error model (3), the basic idea is to represent the estimate of the variance of unit weight as a quadratic form of a normally distributed random vector and then use Theorem 1 to find the required variance.
In what follows, we will derive the variances of the five estimators of the variance of unit weight in the previous section in association with the three LS-based parameter estimation methods.
First of all, we denote ε y = (Xβ) ε and then rewrite (3) as follows:
To derive the variances of the two estimators of the variance of unit weight with the ordinary LS method, we rewrite the LS corrections of measurements as:
Because any quadratic form of V LS is a second order function of the random errors ε y , if we confine ourselves only to the second order approximation of ε y , then all the other terms in the two estimators (5) of the variance of unit weight can be directly substituted with their true values. The two quadratic forms with the corrections V LS of measurements from the ordinary LS method can be respectively represented as follows:
Bearing in mind that E(ε y ) = 0 , D(ε y ) = D y σ 2 and (12b) of Theorem 1,we can readily write the variances for the two estimators (5a) and (5b) with the ordinary LS estimate of parameters as follows: , respectively. To find the variances ofσ 2 WLS1 in association with the weighted LS method, we expand β WLS with respect to the random errors ε y up to the first order approximation as follows:
The corresponding corrections of measurements up to the first order approximation of the errors can be directly written as:
Since
and bearing in mind that E(ε y ) = 0, D(ε y ) = D y σ 2 and (12b) of Theorem 1,we have
As a result, the variances of the two estimates of the variance of unit weight from the weighted LS estimate of parameters, i.e.,σ 2 W L S1 andσ 2 W L S2 , are respectively equal to:
It is very interesting to note that although the weighted LS estimateβ WLS and its corresponding corrections of measurements in the multiplicative error model (3) are well known to be biased (see, e.g. Xu and Shimada 2000; Xu et al. 2013) , both the estimates of the variance of unit weightσ 2 W L S1 andσ 2 W L S2 are clearly unbiased up to the second order of approximation. This result is theoretically significant and clearly cannot be found in any literature, either geodetically or statistically, at least, to our best knowledge. Actually, in the case of ill-posed inverse problems, Xu et al. (2006) and Xu (2009) show that a positive regularization parameter makes the estimate of parameters and its corresponding corrections/residuals of measurements biased. They also show that correcting the biases of the residuals is necessary and can be very significant to estimate the variance components in an ill-posed inverse problem. If we compare our new results here with those in Xu et al. (2006) and Xu (2009) , we can conclude that the necessity and significance of correcting the biases of the estimated parameters and the residuals depend on the source of bias. If the biases of the residuals are generated from the second order term of the random errors due to the nonlinearity of models and/or objective functions, then such bias-generated second order terms of random errors will be turned into the terms higher than the third order approximation in the quadratic form of the residuals; as a result, these terms higher than the third order will not affect the estimation of the variance of unit weight up to the second order approximation. When comparing (15a) with (15b), we can see that if −2 < c m < 0, the variance ofσ 2 W L S1 is smaller than that of σ 2 W L S2 ; otherwise, the variance ofσ 2 W L S1 is larger than that ofσ 2 W L S2 . Since the bias-corrected weighted LS estimateβ bc and the weighted LS estimateβ W L S are different in thatβ bc does not contain the second order terms of the random errors. In other words, bothβ bc andβ WLS are essentially identical up to the first order approximation of the random errors. Thus, without any further derivation, we can directly write the variance of the estimate of unit weight with the bias-corrected weighted LS estimateβ bc as follows:
Numerical simulations and result analysis
To demonstrate our theoretical analysis and to further understand numerically the statistical aspects of the estimates of the variance of unit weight in the multiplicative error model (3), we will use the linear regression example of Xu and Shimada (2000) to conduct a large scale of simulations in this section. The regression line is given as follows:
where both the parameters β 1 and β 2 take the true values of 5, the variables x i take values in the interval [−1, 3] , ε i are the random errors, which are assumed to be independent and normally distributed with mean zero and a standard deviation of 0.4, i.e. σ = 0.4. Based on the starting model (17), we simulate 100 measurements, with the corresponding x i uniformly sampled in the interval [−1, 3] . To make sure that the mean values of the parameter estimates of both β 1 and β 2 from the independent experiments are accurate up to the order of 0.01, we finally set the number of experiments to 2000, each with a different set of simulated random errors. From these 2,000 independent experiments, we obtain 2000 sets ofβ LS ,β WLS ,β bc and five estimates of the variance σ 2 of unit weight,
bc . Thus, we can respectively compute the mean values of the estimated parameters as follows:
for the two parameters β, where the subscript M stands for each of the three LS-based methods. In the case of the estimates of the variance of unit weight, we have the mean values:
and the variances ofσ 2 K :σ
where the subscript K stands for each of LS1, LS2, WLS1, WLS2 and bc. Listed in Table 1 are the true values of the two parameters and their mean values of the estimates from the 2,000 experiments for the three LS-based methods, as computed by using (18). Obviously, the ordinary LS and bias-corrected weighted LS methods produce the almost unbiased estimates of the two parameters, but the weighted LS method results in the significant biases for both the estimated parameters. These simulations further confirm the results reported in Xu and Shimada (2000) . With the true values and the mean values of the estimated parameters, we can also compute the true and mean values of measurements, which are shown in Fig.1 , together with a sample of randomly generated measurements. Figure 1 clearly indicates that the ordinary LS and bias-corrected weighted LS methods can unbiasedly compute the adjusted measurements but the weighted LS method will bias the adjusted measurements.
We now summarize the statistics from the numerical simulations of the estimates of the variance of unit weight in Table 2 . The values in the rows ofσ 2 K andσ (σ 2 K ) are computed by using formulae (19a) and (19b), respectively. The values in the last row of Table 2 are computed by using the theoretical formulae (12a), (12b), (15a), (15b) and (16) the term with σ 4 .σ 2 L S1 has a better performance thanσ 2 L S2 , if we compare their accuracy of estimates in the last two rows of Table 2 . If we further take the accuracy of these estimates (row ofσ (σ 2 K ) in Table 2 ) into account, we can see thatσ 2 bc performs the best, followed byσ 2
The results ofσ 2 W L S1 also clearly indicate that it can be used to almost unbiasedly estimate the variance of unit weight, even though the weighted LS method is known to produce significant biases in both the estimated parameters, the corrections of measurements and the adjusted measurements; its difference from the true value of σ 2 is within two times of the standard deviation (σ (σ 2 W L S1 ) = 0.0229). If we compare the values in the last two rows of Table 2 , we can conclude that the theoretical formulae (12a), (15a) and (16) can correctly predict the accuracy of the estimates of σ 2 , while (12b) and (15b) are a bit too optimistic.
Conclusions
The variance of unit weight is one of the most important quantities in adjustment and statistical testing in linear models (see, e.g. Koch 1999; Gui 1995) . Shi et al. (2014) derived a number of Table 2 The true values and the statistics of the estimates of the variance of unit weight In the case of the weighted LS method, we have found for the first time that the second order term of random errors does not affect the unbiasedness of an estimate of the variance of unit weight up to the second order approximation, if such a term is generated from the nonlinearity of models and/or least-squares-based nonlinear objective functions. The result is not reported in any literature, either statistically or geodetically, at least, to our best knowledge. This is a very interesting result, since the second order term of random errors has been well known to create the biases in both the estimate of parameters and the measurement corrections in nonlinear adjustment and nonlinear regression. Numerical simulations have been carried out to confirm our statistical analysis and to compare the performances of different estimates of the variance of unit weight in multiplicative error models. The simulation results have clearly demonstrated thatσ 2 L S1 ,σ 2 L S2 ,σ 2
W L S1
andσ 2 bc can be safely used to estimate the variance of unit weight. In particular, the results ofσ 2 W L S1 confirm our theoretical conclusion of almost unbiasedness. The simulation results ofσ 2 W L S2 may indicate that this estimator could be biased. The theoretical formulae (12a), (15a) and (16) can properly predict the accuracy for their corresponding estimates of σ 2 , while (12b) and (15b) are too optimistic. The simulations have also clearly shown that the variances of the estimates of the variance of unit weight can be estimated through Monte Carlo simulation. Finally, from the simulation results, we recommend estimating the variance of unit weight by using the bias-corrected weighted LS method, followed by the two estimates of the same quantity by using the ordinary LS method and the first estimate (6a) by using the weighted LS method. We should like to note that if additive and multiplicative random errors are assumed to have the same variance of unit weight, then the results in this paper are also valid for mixed additive and multiplicative error models.
