This paper deals with the problem of finding, for a given parametrization of an algebraic variety V of arbitrary dimension, another parametrization with coefficients over a smaller field. We proceed adapting, to the parametric case, a construction introduced by A. Weil for implicitly given varieties. We find that this process leads to the consideration of new varieties of a particular kind (ultraquadrics, in the terminology of this paper) in order to check, algorithmically, several interesting properties of the given variety V , such as the property of being reparametrizable over the smaller field.
Introduction
This paper is about the simplification of parametrizations of algebraic varieties. Suppose that V is a parametric variety in the affine n-dimensional space over an algebraically closed field, given as the Zariski closure of the image of a particular rational map from another affine space of dimension m over the same field. What could simplification mean in this context? When is it possible? Can a simplification be algorithmically performed, starting from the given data?
The interest of these questions lies, first, in their foundational character. Second, in the ubiquity of parametric varieties regarding applications of Algebraic Geometry (for instance, to Computer Aided Design) and, therefore, in the need of performing manipulations with such varieties in the easiest (in some sense) possible way.
For example, a curve in the complex plane could be given, after some geometric construction, by a parametrization through rational functions in one parameter t, with complex coefficients. It is well known that, in this case, the field F of rational functions (say, over C) of this curve is isomorphic to C(t) and hence, it has genus zero. Now consider the field K generated over R by the same rational parametrization, as a subfield of C(t). In general, it is not true that K is isomorphic to R(t); this happens if and only if the curve admits as well another parametrization with real coefficients. Hence, we might consider that a parametrization (of a real curve) is simpler if it has real, instead of complex, coefficients. Determining that such simplification exists, and finding a simpler parametrization, can be done by means of a constructive version of the real counterpart of Lüroth's theorem (Recio and Sendra, 1997b,a) . The case of real surfaces is more involved and there are only partial solutions to this problem, see, for example, Schicho (1998b) .
Another simplification criterion for parametric mappings could be that of considering simpler those parametrizations that are proper, i.e. birational, in the sense of being a rational mapping of degree 1 (cf. Shafarevich (1994) ). Note that, in general, the degree of a parametrization (defined as the maximum of the degrees of the rational functions defining the parametrization) does not agree with the degree of the rational map this parametrization induces, that is, with the cardinal of its generic fiber (cf. Shafarevich (1994) ). Proper parametrizations seem better suited to handle algebraic varieties in many applications since, without birationality, the degree of the induced map increases and, intuitively, the parametrization map covers the image variety several times as the parameters range over the base field.
For plane curves, birationality can be characterized by the degree of the parametrization and the degree of the implicit equation of the curve (see Sendra and Winkler (2001) ). If the given parametrization of the curve is not proper, the problem of finding proper parametrizations has been solved by several authors, for instance, through constructive versions of Lüroth's theorem (cf. Alonso (1994) , Alonso et al. (1996) , Sederberg (1986) , Sendra and Winkler (2001) ). However, already for surfaces, the existence of proper parametrizations is guaranteed, by Castelnuovo's theorem, only if the ground field is an algebraically closed field. In this case, even if there are algorithmic solutions to decide the birationality of a given parametrization (cf. Pérez-Díaz et al. (2002) ), the problem of simplifying a non birational parametrization into a birational one is still object of study. In the nonalgebraically closed case, any reparametrization algorithm for surfaces will require a prior decision procedure (see Shafarevich (1994) ) determining whether such birational reparametrization exists.
Again, a different meaning for simplification appears, for instance, when a proper parametrization of a surface is considered, and it is assumed that such parametrization is simpler if the maximum degree of the rational functions appearing in the parametrization is smaller. In the context of surfaces, the degree of a proper parametrization is not an invariant, contrary to the case of curves (where it is equal to the degree of the curve): it can arbitrarily increase if an adequate Cremona transformation is performed. The simplification problem here could be understood, then, as finding the minimum (over the different proper parametrization mappings of the given surface) of the maximum degree of the involved rational functions; and to compute the transformation that, starting with some given parametrization, reparametrizes the variety with this smallest degree. Parametrizations of small degree simplify the process of implicitization and make easier to find rational curves of small degree on the given surface; see Schicho (2002) for different results in this direction.
Among all these possible meanings of simplification for parametric mappings, we have considered in our work the problem of finding (if it exists) for varieties of arbitrary dimensions given by a nonnecessarily proper parametrization, a new parametrization with coefficients over an extension field of small degree over a given base field. And we plan to achieve it without going into an implicitization process, that is, by exploiting directly the parametric information we are given. In Andradas et al. (1997 Andradas et al. ( , 1999 (with different techniques) the case of curves was studied. We want to point out that the generalization we present here, in the case of varieties of arbitrary dimension, is not straightforward and opens new and interesting questions.
In general, our approach is as follows. First, let V be a variety of dimension m, rationally parametrized with coefficients over a finite algebraic extension L of degree d over a ground field K of characteristic zero. We assume that the parameter space has the same dimension as the variety (this reduction can be made, in a classical way and without substantial algorithmic difficulties, (Alonso, 1994) ). Next, we mimic (in the parametric case) a process introduced in Weil (1995) for implicit varieties (see Section 2, where a small summary of Weil's method is provided). We show that, in the parametric case, Weil's associated variety W can be parametrized in a natural way (Theorem 6); moreover we introduce a parametric counterpart of a K-subvariety W of W that Weil considers for ''reading'' important properties of V concerning, for instance, the field of definition (see Corollary 4).
But, attempting to replicate Weil's method in the parametric context yields some difficulties (regarding zeroes of the denominators of the rational functions defining the parametrization of the given variety and, also, regarding the cardinality of the fiber of the parametric mapping, see Examples 24 and 27). Thus, Theorem 10 contains the most general parametric counterpart to Corollary 4, but its formulation is much more complicated (and algorithmically infeasible), where the role of the much simpler W is here replaced by the intersection of three geometric objects Y ∩ D δ ∩ U.
A compromise (simplicity/performance) is attempted through the definition of a witness variety Z (Section 4). The witness variety provides, at least, a necessary condition for the K-definability of V (Corollary 12), but it is not sufficient in general (Example 24) .
If the given parametrization is birational, then Proposition 14 provides a necessary and sufficient condition for K-definability and K-reparametrizability of V , in terms of some irreducible components of Z. From this, the particular case of parametric curves V admits a very nice formulation (Theorem 15). Probably the most important fact of the paper is Theorem 17, a kind of structure theorem, stating that some component of Z must be an α-ultraquadric (Definition 16, an analogin the one dimensional case -to circles, when defined through Moebius transformations) if and only if, the given parametrization is to be replaced by another one over K. Besides its theoretical beauty, Theorem 17 implies that verifying the conditions of Proposition 14 over Z can be greatly simplified, knowing in advance the expected structure of the component. In summary, to determine whether a parametric variety (given by a birational parameterization over a field extension) is K-parametrizable or not, and obtaining such reparametrization, one may proceed as follows:
• first compute Z, which involves some formal substitutions of the parameters in the given parametrization (see Definition 1), plus taking away a closed variety.
• Then choose, among the dim(V )-components of Z, an α-ultraquadric. If there is no such α-ultraquadric, then V is not parametrizable over K.
• For each of these α-ultraquadrics, take a K-parametrization. Any such parameterization provides a reparametrization of V . If none of these new parametrizations of V is over K, then V cannot be parametrized over K.
Therefore, some remaining crucial points for future work on the algorithmics of this simplification problem, are, first, deciding when a component of an implicitly given variety is an α-ultraquadric; and, if so, parametrizing this α-ultraquadric over K. The expected advantage here is that α-ultraquadrics seem to have some very special properties (see Section 5), that could greatly help solving both issues. The case of curves (not only planar) has already profited from this approach (see Recio et al. (2007 Recio et al. ( , 2004 for the case of one dimensional α-ultraquadrics, i.e. hypercircles), as hypercircles are now well known (both from a geometric and an algorithmic point of view, in particular, regarding their parametrization), turning out to be isomorphic to rational normal curves (in the affine space of the appropriate dimension).
In summary, this paper shows that working the simplification problem for parametrically given varieties, without implicitization, can be reduced to understanding the geometry of some special varieties (whose structure clearly depends, by definition, on the degree of the algebraic extension introduced by the coefficients of the given parametrization, and not on the geometric complexity of the given variety). We consider that this theoretical fact is interesting by itself, although -or because -it raises different geometric and algorithmic issues, it is still open.
The paper ends with a collection of examples and counter-examples on the subtleties of the concepts and results we have introduced. A final example (Example 28) shows how to apply the simplification procedure outlined in this paper.
Weil variety
We first introduce some notation and concepts that will be useful throughout the paper. Let K be a characteristic zero field, F be its algebraic closure and let L = K[α] be a finite algebraic extension of L of degree d given by a primitive element α. We fix once and for all the base {1, α, . . . , α
} of L as a K-vector space. We will denote by α = α 0 , α 1 , . . . , α d−1 the conjugates of α in F. Following Weil (1995) , the main manipulation we present is the construction of the development of a polynomial or rational function by α. 
where X (k) denotes the vector of variables (X k0 ; . . . 
to V is defined as the variety
An easy check shows that the above construction does not depend on the polynomials f i used to
, is a conjugate of alpha, we denote by x α l the point
Remark that, by definition, if x ∈ W then x α is in V .
Alternatively, the development of a rational function and the Weil variety W can be seen in terms of morphisms instead of symbolic manipulations.
Let σ be a K-automorphism of F. Let X σ 1 , . . . , X σ n be new variables. σ extends naturally to an isomorphism between F(X 1 , . . . , X n ) and
Denote by V σ the conjugate variety of V via σ , that is
This definition of V σ does not depend on the polynomials chosen to define V . Observe that the points of V and V σ are related by the fact that a point (x 1 , . . . , x n ) ∈ V if and only if, the point
. Notice also that, if the coefficients of the generators f 1 , . . . , f r belong to a field T containing K and if σ , τ are
I σ respectively. It may happen that neither these two rings, nor their fields of fractions, are isomorphic as F-algebras. So V and V σ need not be birational. However, these two rings are isomorphic as mere rings, with an isomorphism that carries F onto F. So V σ is also an irreducible algebraic variety and its dimension is dim(V ) = m. Let α = α 0 , α 1 , . . . , α d−1 be the conjugates of α in F and, for each l = 0, . . . , d − 1, let σ l be an automorphism of F|K sending α to α l ; σ 0 = Id. Denote by V σ l the conjugate variety of V via σ l . Then, it happens that, for every automorphism τ of F|K, V τ equals one of the conjugate varieties
(which is always the case of the Weil variety W ), then V = V σ , for every automorphism σ of F|K and, in particular,
) and W is the Weil variety associated to V . As W is defined by polynomials with coefficients in K, it is invariant by conjugation.
We define the linear map ψ n :
Since the extension K ⊆ K[α] is separable, this Vandermonde matrix is regular. So, ψ n is a linear isomorphism. In this map, the points in F nd on the left side are represented by an n × d matrix, where each row contains the vector x (i) , while, on the right side, the image of a point is represented by a d × n matrix where the rows are the points x α , x σ 1 (α) , . . . ,
To sum up, next result states the basic properties of the Weil variety; see also Andradas et al. (1999) .
are linearly isomorphic varieties.
This intersection is the greatest subset (in fact it is a subvariety) of V which is stable under conjugation.
Proof. The first item has already been deduced. For the second, let
∈ ∆ is a point such that x belongs to V and to all its conjugates, then ψ
So it is contained in the intersection. Now, recall that V τ is characterized by the value τ (α) for any
, because τ induces a permutation on the conjugates α l of α, hence a permutation on the varieties V σ l . We conclude that this intersection is stable by conjugation.
In particular, from the second item we have:
Corollary 4. The following statements are equivalent:
(1) The variety V is defined over K.
Proof. (1) 
Let σ s be the K-automorphism of our family such that σ s (α) = σ 
i=0 V σ l is a variety defined over K contained in V and both are of the same dimension. As V is irreducible, the equality holds and V is defined over K.
So the Weil variety W is the variety of C 4 defined by the equations
The Weil variety in the parametric case
Suppose now that V is a variety of dimension m parametrized by the unirational map ϕ :
given by:
That is, V is the Zariski closure of ϕ(F m ). We may assume without loss of generality (increasing if necessary the intermediate field L in the previous section), that each
Moreover, replacing g i by the least common multiple of the denominators, we will suppose, from now on, that the parametrization is reduced to a common denominator g(T ). Finally, we will also suppose that gcd(h 1 (T ), . . .
The Cartesian product of these parametrizations yields a parametrization of the product variety,
extends the results in Andradas et al. (1999) to parametric varieties of arbitrary dimension.
Theorem 6. The parametrization Φ verifies Proof. The first assertion follows from the fact that The last statement follows from the fact that
Thus, we get the following commutative diagram:
Example 7. Let ϕ be the parametrization
This parametrization is birational and, the inverse of ϕ is given by P(X , Y ) = Y −i X . Let K = Q and α = i, α 1 = −i. Let σ 1 be the standard complex conjugation. The conjugate variety V σ 1 (that coincides with V itself) is parametrized by
The inverse of ϕ σ 1 is P
of the proof of the theorem.
On the other hand, substituting T = T 0 + iT 1 , T σ 1 = T 0 − iT 1 in the parametrization of V , we obtain the parametrization of W : (T − T σ 1 ), a simple substitution shows that the equations
provide the inverse map of the parametrization of W .
Witness variety
We have seen in Corollary 4 that W gives information on whether V is defined over K or not. However, W is defined in terms of the implicit equations of V and we want to profit from the knowledge of a parametrization from V . Now, we introduce a kind of parametric analog of W . In fact, with notation as in the previous sections, let g(T ) be the common denominator of the representation of ϕ. Then, 
As stated before, we are interested in obtaining information about V , not through W but from Y . 
Now, it may happen that Y is contained in the set where the parametrization is not defined, that is
Φ −1 ( W ) ∩ Y = ∅,(b') dim(V ) = dim(Y ∩ D δ ∩ U) and, over every irreducible open set of Y ∩ D δ ∩ U of dimension dim(V ), the restriction of Φ is dominant over W . (c) dim(Y ∩ D δ ∩ U) = dim(V ).
Moreover, if these conditions hold and τ : F
m → Y ∩ D δ ∩ U is a unirational parametrization with coefficients over K of a component of Y ∩ D δ ∩ U of dimension dim(V ), then the composition ψ n • Φ • τ is a unirational parametrization of V over K. In particular, if Y ∩ D δ ∩ U
contains a parametric variety over
K of the right dimension, V is K-parametrizable as well.
Proof. It always holds that
The first inequality follows because Φ is finite to one in Y ∩ D δ ∩ U. The second one follows because W is always isomorphic to ∩V σ l ⊆ V ; see Theorem 3.
Suppose that V is defined over K. Then, W is isomorphic to V . Since V is parametrized by the unirational map ϕ(T ) = (h 1 (T ), . . . , h n (T ))/g(T ), the image by ϕ of the open set {t ∈ 
and, by Corollary 4, V is defined over K.
The set U may be, in general, hard to compute (cf. Pérez-Díaz and Sendra (2004)), while the computation of D δ and Y is mechanical, as a result of its definition. This motivates the following definition.
Definition 11. We define the witness variety of V , and we denote it by Z, as the Zariski closure of
Unfortunately -contrary to the results of curves studied in Andradas et al. (1999) -the witness variety is not enough in general to certify that V is defined over K, because the previous theorem does not hold in general if we remove U in the statement. It may even happen that the witness variety is a parametric variety over K but V is not defined over K, as it is shown in Example 24. At least, the previous theorem implies that the witness variety provides a necessary condition on the K-definability and K-parametrizability of V , as remarked in the following corollary.
Corollary 12. If V is defined over K, then Y ∩ D δ contains an open subset of dimension dim(V ).

Corollary 13. V is defined over K if and only if, V is the image of a non necessarily irreducible algebraic
subset of Z, defined over K, by the morphism ψ n • Φ.
Proof. First, Φ is a morphism defined over K, Φ(Z) ⊆ W and ϕ n | W is over K, so ψ n •Φ| Z is a morphism defined over K. If V is the image of an algebraic set defined over K in Z by ψ n • Φ, then V is defined over K.
Suppose now that V is defined over K. By Theorem 10, Φ is dominant over W at every irreducible open set of Y ∩ D δ ∩ U of dimension dim(V ). The Zariski closure of the union of all these open sets in Z of dimension dim(V ) is an algebraic set of dimension dim(V ) in Z such that V is an image of this set under ψ n • Φ. Moreover, this algebraic set is defined over K because it is stable under conjugation.
In general, the reducibility of the algebraic set contained in Z of the Corollary cannot be avoided; see Example 21. However, this algebraic set can be taken to be irreducible over K.
In the case where ϕ is birational, that is F(ϕ) = F(T ), Φ defines a birational isomorphism in the open set D δ ∩ U and Theorem 10 can be refined.
Proposition 14. Suppose that ϕ defines a birational isomorphism with V . Then, the variety V is defined over K if and only if, Z has an irreducible component defined over K which is K-birational to V . Moreover, V is reparametrizable over K if and only if, Z has an irreducible component parametrizable over K which is K-birational to V .
Proof. If V is defined over K, we know by Theorem 10 that the restriction Φ : Y ∩ D δ ∩ U → W defines a finite to one map of degree 1 (because ϕ is birational). That is, restricting perhaps the open set U to a smaller open set U , Φ defines over this restriction an algebraic isomorphism defined over K. As V is irreducible, the Zariski closure of Y ∩ D δ ∩ U is an irreducible component of Z, which is K-birational to V . Conversely, suppose that Z has a component defined over K which is K-birational to V , then, it follows easily that V is also defined over K (see Cox et al. (1997) or Schicho (1998a) ).
Moreover, a K-parametrization of V can be translated, by the map that defines the isomorphism, to some component of Z which should be -by the first part of this proposition -K-birational with V , and conversely; proving, in this way, the second statement.
In the case of a unirational parametrization of V , we cannot ensure that the witness variety Z contains a unirational variety, see Example 23. So, the witness variety can only be used to translate the problem of deciding if V is K-parametrizable in the case of a birational morphism ϕ.
From this proposition, we can recover, in particular, the case of curves studied in Andradas et al. (1999) . First of all, since there are constructive versions of Lüroth theorem (Sederberg, 1986) , we can always suppose -from an algorithmic point of view -that the given parametrization is birational. In this case, Z contains all the information we need to study the K-definability and K-parametrizability of the given curve. 
As not every rational function ϕ j is constant, there is an index j such that the set of equations . . . Finally, if the dimension of Z is one, it follows that V is always K-birational to the one dimensional component of Z. So, by Proposition 14, V is K-parametrizable if and only this component is also Kparametrizable.
Hence, if dim(Z) = 1, then dim( W ) = 1 and it follows from Corollary 4 that V is defined over K.
Conversely, if V is defined over K, then, by Proposition 14, there will be a component of Z which will be birational to V , that is, of dimension 1. Thus, dim(Z) = 1. Therefore, if the dimension of Z is one, it follows that V is always K-birational to the one dimensional component of Z. So, by Proposition 14, V is K-parametrizable if and only if this component is also K-parametrizable.
α-ultraquadrics
Proposition 14 reduces -under the hypothesis of birationality -the question of checking the Kparametrizability of V to finding the same property over a suitable component of Z. The key issue is that the component we are looking for over Z has necessarily to be of some special kind, an α-ultraquadric (as defined below) and, thus, this fact helps deciding the existence of such a component.
Let θ be an F-automorphism of the field of rational functions in m variables θ :
that we suppose given by the substitution
Suppose that the coefficients of θ j belong to L = K[α] and develop each rational function θ j in terms of the base elements: This definition has its origins in the work (Andradas et al., 1999) for the case of curves. It is easy to show (see Recio et al. (2007) ) that not every K-parametrizable algebraic variety is an α-ultraquadric. For instance, the plane curve (T , T 3 ) is not a 1-dimensional ultraquadric for any algebraic number α over the rationals. Moreover, following the reasoning applied in Recio et al. (2007) to the 1-dimensional case, it is not hard to show that α-ultraquadrics can always be parametrized by simple families of linear varieties, and this is a rare and useful property. For example, in Example 28, we can obtain a parametrization of the ultraquadric by intersecting it with the family of 4-dimensional linear varieties
obtaining a parametrization over K(α), and from this one we can work out the parametrization over K that is described there. Such properties of ultraquadrics, which have been thoroughly studied in dimension 1, deserve further and dedicated work to fully extended them to the higher dimension case. Still, we think they already show the applicability of this family of varieties to the reparametrization problem.
With the help of this concept we may precise the parametrizations considered in the last proposition of the previous section. 
) is a parametrization of the diagonal ∆ and, by the commutativity of the main diagram
, so we obtain a parametrization of V with coefficients in K.
That is, the substitution
. . , m transforms the given parametrization into a parametrization over K. Conversely, let ϕ(T ) be a birational parametrization of V and let ξ : F m → V be a birational parametrization of V over K. In particular, V is defined over K and V = V σ l for all l. In this case, the right column in the main diagram corresponding to the parametrization ξ is
The points in the diagonal of the product V d correspond to the values s = s
The parametrizations ϕ and ξ are related by an isomorphism of the field of rational functions F(S 1 , . . . , S m ) → F(T 1 , . . . , T m ) that we suppose given by
so ξ (S) = ϕ(θ (S)), where S = (S 1 , . . . , S m ) and θ = (θ 1 , . . . , θ m ). Developing each rational function θ j with respect to the base:
Let Θ be defined using the θ jk as above. Then, we have that
Moreover, Π(Ψ m (Θ(S))) = (ξ (S); . . . ; ξ (S)) parametrizes ∆. Hence, by the commutativity of the
As remarked in the introduction, this theorem provides information that may be useful from a computational point of view to determine whether a parametric variety is K-parametrizable or not, see Example 24. In fact, merging Theorem 15 with Theorem 17 solves completely the case of curves, as stated in the following.
Corollary 18. Let ϕ be a birational parametrization of a curve V . Then V is K-parametrizable if and only
Z is of dimension 1 and its unique 1-dimensional component is a ultraquadric (i.e. a hypercircle).
Examples and counterexamples
In this section, we illustrate the previous results by some examples and counterexamples that show that most of the hypotheses of the theorems cannot be relaxed.
First, all our assumptions on the Weil variety are given for an irreducible variety. In principle, the Weil construction can be applied to every variety. Corollary 4 states that V is defined over K if and only if dim(V ) = dim( W ). We show that the irreducibility is necessary for that corollary. 
The parametrization of W given by development of ϕ is: 
However, V is not the image of an irreducible component of Z defined over K. Since the absolute
and none of these sets is defined over the rationals.
Let us show that if we drop the condition of K-definability in the component of Y ∩ D δ K-birational to V , then Proposition 14 no longer holds.
with inverse
Notice that the parametrization is polynomial, so D δ is the whole plane. Z is the variety defined by the
The components (over C) of this ideal are:
As V is not definable over K, it cannot be K-birational to any of the three first ideals. However, the
birational map is:
This example does not contradict Proposition 14, since V is not K-birational to a component of Z defined over K, but over L.
Let V be the complex line parametrized by the unirational parametrization T 3 + i, that is not defined over Q. Applying the parametric Weil construction, we get that (T 0 + iT 1 )
is an irreducible set defined over Q and the affine line is the image of this curve under the morphism ψ n • Φ, as proved in Corollary 13. However, this curve is of genus one. So it is not a unirational variety.
Example 24. In this example, we show a plane that is not defined over Q but whose variety Z is another plane parametrized over Q. Let α = √ 2 and consider the following parametrization with
Clearly, V is not a Q-variety. Notice that the given parametrization ϕ is one to one at every point of V such that x = 0. The fiber over the point (0, 0, 0) is the whole axis u = 0 and the parametrization does not cover the points {(x, y) | x = 0, y = 0}. The parametrization obtained by development is given by the substitution u = u 0 + u 1 α and v = v 0 + v 1 α, then: x(u, v) = αu y(u, v) = (α + 2)uv z(u, v) = αu + (α + 2)uv.
As in the previous example, the parametrization is one to one at every point of V such that x = 0 and the fiber over the point (0, 0, 0) is the axis u = 0. The substitutions u = u 0 + u 1 α + u 2 α 2 , v = v 0 + v 1 α + v 2 α 2 give the following equations of Y = Z (again, δ = 1):
The second component of Z has dimension 3 in C 6 and is completely contained in the closed set of C 6 where the parametrization is not finite to one. So it does not give any information on the definability of V over Q. Nevertheless, over the first component the parametrization map is finite to one and, by Theorem 10, this means that V is defined over Q. Furthermore, it provides a parametrization of V over Q. By Theorem 17, it suffices to take u 0 = u 1 = 0, v 0 = −v 2 and v 1 = −2v 2 (a parametrization of the first component with parameters v 2 , u 2 ) in the previous change of coordinates. Hence, if we take u = α 2 s, v = (−1 − 2α + α 2 )t we obtain the parametrization of V :
x(s, t) = 2s y(s, t) = −10st z(s, t) = 2s − 10st.
Next two examples show that the consideration of δ is essential even in the case of curves.
Example 26. Let α be a root of Z 2 +1, take the line defined Y −αX and take the parametrization ϕ(t) = It can be checked that Y contains the plane in C 4 :
